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General Introduction
 Information can be presented using multiple formats. The meaning of a novel 
word, for example, can be explained via writing or via speech. Likewise, the 
numbers within an arithmetic problem can be shown as dots (::+·.) or in an Arabic 
notation (4+2). The form in which information is presented may influence mental 
processing, even if two presentation formats convey the exact same information. 
Since educators and researchers strive to present information such that it elicits 
specific mental processing in others, like optimal learning in students, it is of 
interest to know how the choice of a certain presentation format affects subsequent 
processing of the information. Both vocabulary and arithmetic skills are valuable 
throughout life, and multiple formats exist for presenting both verbal and 
numerical content. Hence, the present thesis investigated the influence of presentation 
format on subsequent vocabulary learning and arithmetic processing.
1.1  Presentation Format Effects in Vocabulary Learning
 Words – both in written and spoken form – are units of language that carry 
meaning. They convey ideas and feelings, but for a correct understanding of text 
or discourse, one’s vocabulary knowledge should be sufficient. Primary school 
children learn on average about 2 to 3 root words a day (Biemiller & Slonim, 2001). 
Even adults encounter novel words on a regular basis, for example, when new 
day-to-day terms such as ‘emoji’ and ‘selfie stick’ are introduced to the native 
language, or when someone enters a novel niche with novel terminology, such as 
when a psychology student learns about ‘semantics’. People thus regularly update 
their native vocabulary knowledge by learning the meaning of novel words. 
Because the definition of a novel word can be written (e.g., in a dictionary) or 
spoken (e.g., a verbal explanation by a friend) it is of interest to understand how 
presentation format affects the process of vocabulary learning.
1.1.1  How Novel Words are Learned: From Isolated to Integrated
 Based on complementary learning systems (CLS) accounts in memory research 
(e.g., McClelland, McNaughton, & O’Reilly, 1995), Davis and Gaskell (2009) proposed 
that novel word learning occurs via two learning systems. Initially, the mental 
representation of a novel word is acquired quickly, but is as yet stored in isolation 
from the existing network of word representations. The second learning system 
slowly integrates this novel word representation with the already existing mental- 
word representations, also known as ‘the mental lexicon’. Thus, according to the 
CLS model of word learning, a novel word is rapidly acquired, but slowly integrated 
into the mental lexicon.
 Both the learning of word form and word meaning could occur through the 
two systems described above. If a student learns the novel word sambar, for example, 
10
Chapter 1
together with its meaning (deer living in the forests of Southeast Asia), the CLS model of 
word learning (Davis & Gaskell, 2009) would predict that this novel word is initially 
acquired in isolation (learning system 1), but integrated over time (learning system 
2). Once integrated, the novel word influences processing of neighboring words 
that already exist in one’s mental lexicon. These words can be perceptually similar 
(e.g., samba) or related in meaning (e.g., antlers). Research indeed suggests that 
the integration of word form (sambar-samba) is not immediate but relatively slow 
(for an overview see Davis & Gaskell, 2009), and recent studies indicate that also 
the integration of word meanings (sambar-antlers), that is the semantic integration, extends 
past the initial learning period (Bakker, Takashima, van Hell, Janzen, & McQueen, 
2015; Clay, Bowers, Davis, & Hanley, 2007; Tamminen & Gaskell, 2013; but see 
Balass, Nelson, & Perfetti, 2010; Borovsky, Elman, & Kutas, 2012; Mestres-Missé, 
Rodriguez-Fornells, & Münte, 2007). Thus, semantic integration, which is likely 
important for understanding, appears to occur over time.
1.1.2  How Word Presentation Format Could Influence Semantic Integration
 Literature on presentation format effects in vocabulary learning is scarce. 
Cognitive psychology research shows that memory retention is better when word 
lists ( familiar word forms) are studied in a spoken rather than a written modality 
(Penney, 1975), an effect which can be partly attributed to the echoic memory for 
spoken material (Penney, 1989). On the contrary, text comprehension research 
indicates that the recall of information is better when it is presented in a written 
rather than spoken study format (e.g., Byrne & Curtis, 2000; Furnham & Gunter, 
1989; Furnham, Gunter, & Green, 1990). An explanation for this is that, unlike the 
transient nature of spoken language, written text is persistent, which allows for 
learning strategies such as concentrating on the relevant parts of the presented 
information (Bazerman, 1985; Hyönä & Nurminen, 2006). Thus, a memory benefit 
for the spoken study modality may shift to a benefit for the written study modality 
as the study material becomes more complex.
 Concerning vocabulary learning specifically, that is the learning of novel words, 
the same principle could apply, with a spoken presentation format benefitting the 
learning of ‘simple’ word forms and a written format the learning of the more 
‘complex’ semantics. In other words, a written study modality may aid semantic 
integration more than a spoken study modality. Thus far, the pattern of format 
effects on novel word learning is not entirely clear. Bakker, Takashima, van Hell, 
Janzen and McQueen (2014) found an advantage for the spoken study modality on 
the integration of word forms. Others observed that a written study modality causes 
stronger word representations and stronger couplings with word meaning (Balass, 
et al., 2010; Nelson, Balass, & Perfetti, 2005). However, literature about the effects 
of study modality on the semantic integration of novel words appears to be absent.
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1.1.3  Vocabulary Learning in Children
 Lab studies are valuable for investigating the effects of variables with the least 
amount of noise. Human participants in laboratory settings are typically of adult 
age, since university students are readily available to researchers. However, it is 
not necessarily true that the knowledge gained through these studies can be 
applied to classroom settings with children, because primary school children may 
process information differently from university students. Therefore, it is valuable 
to study children in an ecologically valid setting.
 On the topic of vocabulary learning, semantic integration could be relatively 
rapid in children because of greater brain plasticity (Knoth et al., 2010; Kuhn, 
 Dickinson-Anson, & Gage, 1996) and a supportive sleep structure (Wilhelm, 
Prehn-Kristensen, & Born, 2012). Moreover, children may profit less from the 
written study format, because they are less familiar with reading than university 
students. This means that children may have to spend a relatively large amount of 
working memory resources and time to the reading process, and will therefore 
have less cognitive resources available for profiting from the advantages that the 
persistent nature of written text provides, such as the opportunity to focus on the 
relevant parts of the study material (Bazerman, 1985; Hyönä & Nurminen, 2006). 
Thus, concerning semantic integration, it is possible that children show a reduced 
or even reversed modality effect, with greater benefits from a spoken than from 
a written study modality.
1.2  Presentation Format Effects in Arithmetic Processing
 Arithmetic problems can be encountered in different number notations. In a 
board game, for example, one would combine dice dot patterns (e.g., ::+ ˙.=), which 
are a non-symbolic notation that directly shows the quantity (four and two separate 
entities). Contrary, the sums in a school book are more likely to be notated with 
Arabic symbols (e.g., 4+2=) that refer to the actual quantity. While it is important for 
mathematic proficiency to be fluent at solving simple arithmetic problems, the 
solution methods can differ in their degree of efficiency, and it is possible that the 
notation of number influences the solution method used during arithmetic 
processing.
12
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1.2.1  How Arithmetic Problems are Solved: From Calculation to Retrieval
 Arithmetic models generally distinguish two coarse solution methods to 
solve arithmetic problems. The first method is to calculate an answer, that is, the 
problem is solved via mental manipulations of quantity. The second method is to 
retrieve the answer directly from memory, thus without calculation, which can 
occur if previous encounters resulted in storage of the problem-answer combination 
in memory. Initially, the solution to a problem will be calculated, which can be rather 
effortful. But practice strengthens the problem-answer combinations (memorization) 
and increases the use of the more efficient retrieval method (Ashcraft & Christy, 
1995; Shrager & Siegler, 1998).
 Dehaene, Piazza, Pinel and Cohen (2003) proposed a theoretical model that 
suggests a differential brain pattern for each of these two solution methods. More 
specifically, they proposed that the bilateral intraparietal sulcus (IPS) is specifically 
important for the mental representation of quantity, and the left angular gyrus 
(AG) and neighboring perisylvian areas for the mental representation of arithmetic 
facts. Therefore, if an answer is calculated, that is, if quantities are mentally 
manipulated, the bilateral IPS is likely involved (Dehaene, Molko, Cohen, & Wilson, 
2004). Yet, if an answer is directly retrieved from verbal memory, one should 
observe heightened activity in the left AG and neighboring perisylvian areas 
(Grabner et al., 2009; Prado et al., 2011).
1.2.2   How Number Presentation Format Could Influence the 
Solution Method
 The brain model of Dehaene et al. (Dehaene, et al., 2003) assumes that numerical 
magnitude is mentally represented in an abstract code. That is, a die would show 
‘::’ and a school book ‘4’, but both convey the same numerical magnitude, and 
mentally this magnitude, the ‘four-ness’ common among ‘::’ and ‘4’, would be 
represented in the bilateral IPS. The idea that the representation of numerical 
magnitude is abstract, or notation independent, is furnished by number processing 
phenomena that are similarly observed for non-symbolic and symbolic numbers, 
such as the distance effect (dots: Buckley & Gillman, 1974; Arabic: Moyer & 
Landauer, 1967) and related IPS activity (dots: Piazza, Izard, Pinel, Le Bihan, & 
Dehaene, 2004; dots & Arabic: Piazza, Pinel, Le Bihan, & Dehaene, 2007; Arabic: 
Pinel, Dehaene, Riviere, & LeBihan, 2001). More researchers have suggested that 
numerical magnitude is mentally represented in an abstract fashion (e.g., 
McCloskey & Macaruso, 1995), though some argue for notation-dependent number 
representations (e.g., Cohen Kadosh & Walsh, 2009).
 There are different views on whether the representation of number is abstract 
or not, but behavioral results show that the arithmetic process itself may differ 
according to number notation. With number words (one + two), arithmetic is slower 
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and more error prone than with Arabic numbers (1+2). Campbell et al. argued that 
these differences cannot be explained by an effect on the encoding process alone 
(e.g., slower reading of the words), but must be partly attributed to the mental 
arithmetic process itself (Campbell & Alberts, 2009; Campbell & Fugelsang, 2001; 
Campbell, Parker, & Doetzel, 2004). Self reports revealed that the number word 
notation resulted in more calculation, and the Arabic notation in a higher use of 
the retrieval method (Campbell & Alberts, 2009; Campbell & Fugelsang, 2001; 
Campbell, et al., 2004). Thus, behavioral research suggests that number notation could 
influence mental arithmetic by influencing the solution method that is used.
 Because each research method has its strengths and its weaknesses it is 
valuable to explore topics from multiple angles to form an integrated picture. 
Venkatraman, Ansari and Chee (2005) set out to investigate format effects on brain 
activity during mental arithmetic. They made use of the dot and the Arabic 
number notation, which may differ in several respects. First, as mentioned before, 
the dot notation (::) is a non-symbolic notation that directly shows the quantity – in 
this case four separate entities – whereas the Arabic notation (4) shows a symbol 
that refers to the actual quantity. Second, they differ on the degree to which 
Western society is familiar with these formats, that is, arithmetic problems are 
more often presented in the Arabic notation (4+2=) than in the dot notation (::+ .=) 
(see also Colomé, Bafalluy, & Noël, 2011). Because dots show magnitude directly, 
dots may draw more heavily on the magnitude code in the IPS, increasing the 
likelihood of actual magnitude calculations (see also Rasmussen & Bisanz, 2005). 
In contrast, because arithmetic practice often occurs in the Arabic notation, this 
format may increase the possibility that the answer is directly retrieved from 
memory (see also Cantlon, 2012). Venkatraman et al. observed IPS activity for both 
non-symbolic and symbolic arithmetic, but more so for non-symbolic arithmetic. 
The authors stress the finding of IPS activity for both formats, though the 
differences in degree could indicate that non-symbolic arithmetic is more often 
performed via calculation than symbolic arithmetic.
1.2.3  Arithmetic Processing in Children
 Beginning learners have an arithmetic processing system that is under-
developed as compared to that of university students, and they will rely heavily 
on calculation as a solution method for simple problems (Barrouillet & Fayol, 
1998). In primary education, arithmetic fluency training usually starts in grade 1. 
Theoretically, an increase in arithmetic fluency could be accomplished through 1) 
faster calculation, 2) faster retrieval, or 3) a switch in solution method, from 
laborious calculation to more efficient retrieval. Whatever underlying process is 
stimulated, it is important to practice for promoting arithmetic fluency (Imbo & 
Vandierendonck, 2008), but repeated practice can become tedious (Hatfield, 1991). 
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Therefore it is of interest to explore novel methods, such as tablet games, to engage 
children into practicing their arithmetic skills.
 One would expect that children show similar presentation format effects in 
arithmetic processing as adults. A non-symbolic dot notation shows quantity directly 
and may therefore increase the use of the calculation method (see also Rasmussen 
& Bisanz, 2005), whereas the more familiar Arabic notation would increase the use 
of the retrieval method (see also Cantlon, 2012). Thus, even though the effects of 
number notation may be less pronounced in children because they are less familiar 
with the Arabic notation than adults, the pattern would be similar. Indeed, a recent 
brain imaging study (Peters, Polspoel, Op de Beeck, & De Smedt, 2016) suggested 
that when children solve arithmetic problems, a non-symbolic format stimulates 
calculation, while a symbolic format stimulates retrieval from memory.
1.3  Aims and Outline of this Thesis
 With respect to presentation format in vocabulary learning and arithmetic 
processing, it can be summarized that 1) both vocabulary and arithmetic skills are 
important, 2) both verbal and numerical content can be presented in multiple 
formats, and 3) the format used for presenting information may influence how 
this information is processed. Concerning vocabulary learning, limited evidence 
suggests that semantic integration extends past the initial acquisition of novel 
meaningful words, but it is unknown how presentation format influences this 
process of semantic integration. Regarding arithmetic, it is unclear how number 
notation affects brain processing during mental arithmetic in areas related to 
calculation and retrieval. Moreover, because it is important to repeatedly solve 
sums before one becomes fluent in solving arithmetic problems, it is of interest to 
engage children into practicing their arithmetic fluency skills. The overall aim of 
the present thesis was to investigate how presentation format influences 
subsequent processing of the presented content, within the fields of vocabulary 
learning and arithmetic processing. In this light the following research questions 
were posed:
Q1.  How does presentation format of novel word meanings during study (written/
spoken modality) influence semantic integration over time in adults?
Q2.  How does presentation format of novel word meanings during study (written/
spoken modality) influence semantic integration over time in children?
Q3.  How does presentation format of numbers during arithmetic processing 
(non-symbolic/symbolic notation) influence brain activity in areas that have 
been associated with specific solution methods in adults?
15
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Q4.  Can arithmetic fluency in children be playfully enhanced by training with a 
tablet game (and if so, can it be inferred which arithmetic process was 
stimulated)?
 In this thesis, Dutch university students and primary school children participated 
in studies conducted to answer the four questions posed above. To investigate Q1 
and Q2, a similar research paradigm was used in chapter 2 (adults-in-lab) and in 
chapter 3 (children-in-school, grade 5-6): Participants studied novel words with 
their definitions. These definitions were presented in either a written (on screen) 
or spoken format (via speakers or headphones). Directly after study, and 24 hours 
later, the amount of semantic integration of these newly learned words was 
measured with a semantic priming task. In line with the CLS model of word 
learning, for both adults and children, semantic priming was expected to be 
greater after 24 hours than directly after study. As for the presentation format, it 
was hypothesized that a written study modality would benefit semantic integration 
in adults more than a spoken study modality (H1), whereas the opposite could be 
true for children (H2).
 Research Q3 was addressed in chapter 4. In this chapter, adults solved simple 
arithmetic problems, which were presented in either a non-symbolic or symbolic 
number notation, while brain activity was recorded with functional magnetic 
resonance imaging (fMRI). A non-symbolic notation was expected to reveal more 
calculation-like brain processing, whereas symbolic arithmetic would show 
retrieval-like brain processing (H3). To answer Q4, a tablet game was developed to 
promote arithmetic fluency through repeated training in grade 1 children and 
this game was tested in chapter 5. Arithmetic fluency was tested before and after an 
intervention with the repeated use of the tablet game. It was expected that children 
would enjoy the game and that arithmetic fluency would increase (H4). The 
arithmetic problems within the tests were presented in both non-symbolic and 
symbolic number notations, which aided the interpretation of how arithmetic fluency 
was stimulated: through more efficient calculation, more efficient retrieval, or a 
switch from calculation to retrieval. Chapter 6 concludes with a discussion about 
the findings from the previous chapters, their implications, and issues that could 
be addressed in future work.
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Abstract
According to the complementary learning systems (CLS) account of word learning, 
novel words are rapidly acquired (learning system 1), but slowly integrated into the 
mental lexicon (learning system 2). This two-step learning process has been shown 
to apply to novel word forms. In this study, we investigated whether novel word 
meanings are also gradually integrated after acquisition by measuring the extent to 
which newly learned words were able to prime semantically related words at two 
different time points. In addition, we investigated whether modality at study 
modulates this integration process. Sixty-four adult participants studied novel 
words together with written or spoken definitions. These words did not prime 
semantically related words directly following study, but did so after a 24-hour 
delay. This significant increase in the magnitude of the priming effect suggests 
that semantic integration occurs over time. Overall, words that were studied with 
a written definition showed larger priming effects, suggesting greater integration 
for the written study modality. Although the process of integration, reflected as an 
increase in the priming effect over time, did not significantly differ between study 
modalities, words studied with a written definition showed the most prominent 
positive effect after a 24-hour delay. Our data suggest that semantic integration 
requires time, and that studying in written format benefits semantic integration 
more than studying in spoken format. These findings are discussed in light of the 
CLS theory of word learning.
21
Vocabulary Learning in Adults 
2
2.1  Introduction
 Imagine reading a story and encountering the word sambar. This word is unknown 
to you, but the dictionary states that a sambar is a “deer living in the forests of 
Southeast Asia”. Or, you ask a friend who gives you this definition. Adults continuously 
learn novel words, and these words become integrated in the network of words 
that a person already knows. Word definitions can be encountered in written (e.g., 
a dictionary definition) or spoken format (e.g., a friend’s definition). It is, however, 
by no means clear to what extent study modality has an impact on how people 
learn new word meanings. In the present study, we therefore investigated how novel 
word meanings are incorporated into the semantic lexicon, and how this integration 
process is influenced by the modality in which word meanings are learned.
2.1.1  Integration of Novel Words Into the Mental Lexicon
 Following dual-systems accounts in memory research (e.g., McClelland, 
McNaughton, & O’Reilly, 1995), Davis and Gaskell (2009) suggested that adult word 
learning occurs via two complementary learning systems (CLS). The first learning 
system rapidly acquires a novel word and stores it as an episodic memory trace, 
independent of the already existing network of word representations. This memory 
system is supported by the medial temporal lobe, including the hippocampus. The 
second learning system encompasses several post-acquisition learning processes 
(also known as consolidation processes; Stickgold & Walker, 2007, 2013), such as 
stabilization (strengthening of a memory trace, e.g., Gais, Lucas, & Born, 2006), 
generalization (extraction of gist/rules, e.g., Tamminen, Davis, Merkx, & Rastle, 
2012), and integration (formation of new relations between novel and old knowledge). 
For post-acquisition learning processes, such as integration, sleep is thought to be 
important (Davis & Gaskell, 2009; Dumay & Gaskell, 2007; Stickgold & Walker, 
2007, 2013). Although the CLS account of word learning was developed with the 
aim to cover a broad spectrum of word-learning phenomena, it is mainly founded 
on evidence from paradigms involving the learning of word forms. That is, a novel 
word, such as sambar, is swiftly acquired, but only starts to influence the processing 
of perceptually similar word forms, such as samba, after a consolidation period. 
This delay has been interpreted to reflect slow integration into the mental lexicon. 
However, it remains unclear whether the CLS theory also applies to the learning of 
word meanings. To establish whether integration of word meanings into the 
semantic lexicon involves a similar post-acquisition process, we examined whether 
a novel word such as sambar influences the processing of semantically related 
words such as antlers over time.
 A primed lexical decision task (pLDT) can reveal the interaction of words that are 
connected within the semantic network (see McNamara, 2005, for a review on 
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semantic priming). In a pLDT, one has to decide whether a string of letters (the 
target) is an existing word or not (i.e., the lexical decision). Responses are typically 
faster when an existing target (e.g., antlers) is preceded by a semantically related 
prime (e.g., moose) than when it is preceded by an unrelated prime (e.g., chair). This 
reduction in reaction time (RT) is known as the priming effect. The speeded lexical 
decision is thought to be caused by activation spreading from the prime to 
semantically related words in the mental lexicon, including the related target 
word (Collins & Loftus, 1975). The priming effect can be employed for investigating 
word learning, because it can be used as a measurement of semantic integration: if a 
newly learned word (e.g., sambar) is able to prime a word that is related in meaning 
(e.g., antlers), this is evidence for the word being semantically integrated.
 Semantic priming is usually observed when prime and target words have 
closely overlapping meanings (i.e., semantic relation, e.g., mouse-rat). This effect can 
also be observed if words share only few semantic features, but are repetitively 
experienced together (i.e., semantic association, e.g., mouse-cheese). Priming has 
even been shown for word pairs that were pre-experimentally unrelated (e.g., mouse- 
puzzle), but co-occurred in a study list just prior to the priming task (McKoon & 
Ratcliff, 1979). The latter suggests that, if prime-target connections have just been 
experienced, priming can result from the episodic (not yet integrated) memory of 
prime-target connections, rather than that priming reflects connections in the 
semantic lexicon (see Tamminen & Gaskell, 2013, for a similar argument). In other 
words, if novel words – the primes – are studied in combination with their targets 
prior to a priming experiment (e.g., Breitenstein et al., 2007; Dagenbach, Horst, & 
Carr, 1990), an observed priming effect could reflect an intact episodic memory 
trace rather than the integration of novel words into the semantic memory system. 
Hence, in order to use the priming effect as a measure of semantic integration, 
the possibility of episodic coupling of prime and target should be minimized.
 Two investigations of semantic integration with a design that avoided the 
occurrence of episodic coupling during study have been reported by Tamminen 
and Gaskell (2013) and by Clay, Bowers, Davis, and Hanley (2007). Tamminen and 
Gaskell, whose study consisted of two semantic priming experiments, found that 
newly learned words prime semantically related words even if the prime-target 
word pairings do not occur during study. This finding evidences integration of 
novel words with existing words in the semantic lexicon. A combined analysis of 
the two priming experiments showed more integration over time. Clay et al. used 
a picture-word interference task (PWIT) to investigate semantic integration. The 
PWIT is a Stroop-like task in which a picture is presented together with a word. 
Words that are semantically related to the picture usually slow down the picture 
naming reaction times compared to words that are not semantically related. 
Directly after study, newly learned words did not show a semantic interference 
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effect, but this effect was observed after approximately one week, indicating that 
consolidation plays a role in word integration. In short, these two studies suggest 
that semantic integration occurs over time, via a consolidation process that follows 
initial acquisition of the novel words.
 Although many of the potential confounds were avoided in the two studies 
mentioned above, in both designs the newly learned words that were allowed the 
longest consolidation period may have also been studied more “intensively”, 
because of spaced or repeated study options. In Tamminen and Gaskell’s study 
(2013), experiment 1, a recall task that was applied before the pLDT, may have led 
to spaced learning. In experiment 2, this issue was addressed, and the authors 
concluded no effect of the recall task on priming. However in experiment 2 (not in 1), 
even though the primes were masked, repetition of prime-target pairs across the 
pLDT sessions may have led to both spaced and repeated learning. This means 
that the authors did not observe an effect of the recall test on priming on top of 
the possible effects that the repeated pLDTs might have had. In a similar vein, the 
words in the long-consolidation condition in the study of Clay et al. (2007) may 
have had more opportunities for intensive study, because the picture-word pairs 
were repeated in the PWITs. This makes it hard to discern whether the interference 
effects found in the delayed PWIT were due to post-acquisition processes or to 
extra practice of the novel words provided by the PWIT that was applied directly 
after study.
 In sum, the CLS account of word learning supposes that a word is rapidly 
acquired, but integrated via a slower consolidation process. There is not much 
evidence yet to support the existence of these two learning systems in the learning 
of word meanings, although the available data are in line with this view (Clay, et 
al., 2007; Tamminen & Gaskell, 2013). With this study, we aimed to provide 
evidence for the two-step learning of novel meaningful words, while carefully 
controlling for the amount and style of encoding.
2.1.2  Study Modality Effects on Word Learning
 Definitions of words can be encountered in written or spoken format. If a 
specific study modality causes novel information to become more easily 
incorporated into the student’s existing knowledge, this has direct educational 
implications since teachers can choose to provide either written or spoken 
explanations of novel concepts. Literature on whether study modality has an 
influence on adult novel word learning is scarce.
 Past studies on memory for familiar words show that short-term memory 
benefits from a spoken study format, because of a larger recency effect that is 
possibly due to a larger capacity for verbal working memory than for visual 
working memory (Penney, 1975). When slightly longer retention intervals are 
24
Chapter 2
used, results become very diverse, with some researchers reporting a memory 
advantage for spoken words (Conway & Gathercole, 1987) and others for written 
words (Penney, 1989). Evidence thus suggests a memory advantage for spoken 
material on the very short term, which might disappear when the interval between 
study and test is prolonged. Study modality effects on novel word learning, 
however, are relatively understudied.
 Regarding modality effects on novel word learning, it appears that written 
study material leads to better word-learning performance in adults than spoken 
material, causing stronger representations of word form and stronger couplings 
with word meaning (Balass, Nelson, & Perfetti, 2010; Nelson, Balass, & Perfetti, 
2005). If longer time intervals are used between study and test, this advantage may 
disappear if learners are proficient in the to-be-learned language (Vidal, 2011). 
There is only little information about study modality effects on adult first language 
acquisition. Moreover, we are not aware of studies to date investigating the 
influence of study modality on the integration of novel meaningful words.
2.1.3  The Present Study
 The CLS account of word learning suggests that words are rapidly acquired 
and slowly integrated (Davis & Gaskell, 2009), but the evidence for the application 
of this model to the learning of word meanings is limited. Furthermore, it is 
unknown how study modality affects the integration of novel words into the 
semantic lexicon. With the present study, we aimed to establish 1) whether newly 
learned (novel) words require time to become semantically integrated, and 2) to 
what extent this integration process is influenced by study modality. In order to 
investigate the integration trajectory of newly learned words, we used the semantic 
priming effect to reflect the degree of semantic integration. Participants studied 
visually presented novel and known words with their meanings (definitions). 
These studied words served as primes for semantically related and unrelated 
targets in two pLDTs. The first pLDT was applied immediately after study, and the 
second pLDT after a 24-hour delay. Our hypothesis was that novel words become 
slowly integrated into the semantic lexicon, and should therefore serve as stronger 
primes after a consolidation period. To probe our second question, the definitions 
were presented in written format for one group and in spoken format for another 
group of participants. We hypothesized that if the integration process is influenced 
by study modality, the written modality group should outperform the spoken 
modality group, resulting in a stronger priming effect for the written modality on 
Day 2. Known study words, which were expected to already be part of the semantic 
lexicon, were included as a control condition to confirm if our task was sensitive 
enough to show priming effects and to check for possible differences in baseline 
priming for the different days and modality groups.
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2.2  Materials and Methods
2.2.1  Participants
 Sixty-four native Dutch-speakers were recruited from the university campus 
and surroundings. Sixty-three participants were students at an (applied) university 
or had finished this education. One participant finished secondary education. His 
performance was not exceptionally different from others. None of the participants 
reported to be visually impaired or to have reading or hearing problems. Ethical 
approval was obtained from the Ethics Committee Faculty of Social Sciences of the 
Radboud University Nijmegen. All participants gave written consent and received 
study credits or money for participation. Half of the participants were assigned to 
the written modality group and the other half to the spoken modality group 
(written: n = 32, 24 females, 26 right handed, M
age
 = 24.64 years, age range = 18-64 
years; spoken: n = 32, 30 females, 27 right handed, M
age
 = 22.53 years, age range = 
18-36 years).
2.2.2  Procedure
 On Day 1, participants were first tested on their knowledge of both the novel 
and known study words (Figure 2.1). Next, they studied novel and known written 
words with their definitions. Definitions were presented in written format for the 
written modality group and in spoken format for the spoken modality group. To 
investigate integration of novel words into the semantic lexicon, participants took 
part in a pLDT on both Day 1 (+/- 10 minutes after study) and Day 2 (approximately 
24 hours after study). Testing occurred during daytime (8 AM - 6 PM), but within 
participants the time of testing was kept constant (M
time difference pLDT Day 1 and Day 2 
(SD): 
written condition: 24 hr 8 min (30 min); spoken: 23 hr 59 min (21 min)). Half of the 
studied words served as primes for target words in the pLDT on Day 1, and the 
other half in the pLDT on Day 2, thus avoiding the repetition of prime-target 
occurrence across the two test points. Directly after these pLDTs, participants 
were tested on recall (subjective memory) and recognition (objective memory) of 
the meaning of the words that had been used as primes in the preceding pLDT, 
such that the integration analyses could be applied only to those words whose 
meaning had been both learned and retained. At the end of the experiment on 
Day 2, participants completed a questionnaire about learning strategies, learning 
preference, and number of hours slept between the two sessions. Furthermore, 
participants were asked how tired they were on a scale of 1-5 just prior to each 
pLDT.
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2.2.3  Materials
2.2.3.1  Study words and their definitions.
 Study words consisted of 128 Dutch concrete nouns, all lemmas with one 
possible spelling. Half of these were very uncommon words (frequency < 1 per 
million), and the other half were commonly known but low-frequency words 
(M
frequency
 = 12.52 per million, frequency range = 1-43 per million). These final 
stimuli had been selected from two larger pools of Dutch words from a word 
database (CELEX (Baayen, Piepenbrock, & Gulikers, 1995), 167 uncommon 
words/150 common words), which were each judged by 11 independent raters not 
Figure 2.1  Procedure. On Day 1 participants were tested on the knowledge of the meaning 
of the words they were about to study. In the study phase, 64 novel and 64 known written 
words were studied, with their definitions (meaning) presented in written or spoken format 
(Modality = between-participants factor). Half of the studied words served as primes in a 
primed lexical decision task (pLDT) on Day 1 and the other half on Day 2 (Day = within- 
participants factor). Both pLDTs were followed by a meaning recall and meaning recognition 
test of the words that had just been used as primes in the pLDT. An example trial of a related 
prime-target pair in the pLDT is shown in the lower part of the figure; participants had to 
indicate whether a target was an existing Dutch word or not (lexical decision), and the target 
(e.g., gewei = antlers in Dutch) was primed with one of the studied words (e.g., sambar).
Day 2
Meaning recognition test
Primed Lexical Decision Task
Meaning recall test
Study
Study words: 64 novel (e.g., sambar), 64 known
Definitions: written or spoken
Meaning recognition test
Primed Lexical Decision Task (pLDT)
Knowledge of meaning test
Meaning recall test
Day 1
Example
trial pLDT
1000 ms
target
gewei
800 ms
*
250 ms
prime
sambar
2500 ms
#
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involved in the experiment. We selected 64 words whose form and meaning were 
unknown to all the raters and assigned them to the “novel-word” condition. The 
form and meaning of the 64 words chosen for the “known-word” condition were 
known by all raters.
 Definitions of the study words were taken from a commonly used Dutch 
dictionary (van Dale, online woordenboeken: including ‘Groot woordenboek van 
de Nederlandse taal’, 2012) containing over 280.000 head words at the time of use. 
Some definitions were shortened by deleting unnecessary and/or complicated 
words to keep definition length similar over conditions. Spoken versions of the 
definitions were digitally recorded by a young female native Dutch speaker and 
edited with PRAAT (Boersma & Weenink, 2012). Tempo was adjusted with 
preservation of pitch using Audacity (Audacity Team, 2012). Volume was equalized 
with PRAAT. During study, participants were allowed to alter the volume to their 
preference.
2.2.3.2  Targets for the primed lexical decision task (pLDT).
 Both the novel and the known study words (64 each) were divided into two 
lists of 32 words each to serve as primes for the pLDT. The mean number of letters, 
syllables, orthographic Levenshtein distance 20 (OLD20, a measure of orthographic 
neighborhood density), and number of words in the definitions did not significantly 
differ between lists (S2.1 Prime Characteristics). For each prime word, there were 
three types of target words: one semantically related target, one semantically 
unrelated target, and two pseudoword targets (examples in Table 2.1). This resulted 
in 128 prime-target combinations per list. Note that none of the targets occurred 
during study (neither as study words nor as a part of the definitions) in order to 
avoid the possibility that RTs for the lexical decision would be influenced by word 
repetition, and to prevent episodic rather than semantic priming.
Table 2.1  Example for Each Type of Word Pair Used in the primed Lexical Decision Task.
Related  
target
Unrelated  
target
Pseudoword  
target 1
Pseudoword  
target 2
Novel prime sambar-gewei sambar-hengel sambar-gelie sambar-reugel
sambar-antlers sambar-fishing rod sambar-gelie sambar-reugel
Known prime vulkaan-lava vulkaan-getal vulkaan-dama vulkaan-gepat
volcano-lava volcano-number volcano-dama volcano-gepat
Note. Italic words are English translations of Dutch words. Pseudoword targets do not exist as real words 
in the Dutch language and they were not pseudohomophones.
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 To create one semantically related target for each prime word, the previously 
mentioned independent raters were asked to give the first five conceptually related 
words that came to mind when reading the study/prime words with their 
definitions. This was done after they had judged these words on knowledge of 
meaning. This method of target generation could result in stronger prime-target 
relationships for the known compared to the novel primes, but should not affect 
the interpretation of the data since our interest was a comparison within the novel 
condition, and not between the novel and known condition. The selected target 
words were generated by at least two raters, but frequency of occurrence as listed 
in CELEX was not high (S2.2 Target Characteristics). We selected directly related 
targets (volcano-lava) and avoided indirect associations (mountain-(volcano)-lava). 
Types of semantic relations used were synonyms, almost-synonyms (perceptual or 
functional), superordinates (mammal-dog), subordinates (dog-mammal), coordinates 
(dog-cat), functionally related (broom-sweep), instrumentally related (broom-floor), 
perceptual property (canary-yellow), spatial property (canary-cage), holomony 
(forest-tree), and meronymy (tree-forest). Some prime-target pairs shared multiple 
semantic relations. Types of semantic relations were equally distributed among 
lists.
 To create the semantically unrelated word pairs, prime and target words were 
recombined such that they did not share a semantic relation. First, the targets 
were pseudorandomized over primes and recombined when necessary (face 
validity). Next, we confirmed that none of the unrelated target words were 
generated by any of the independent raters when they were asked to come up with 
semantically associated words. In none of the lists did the mean Levenshtein 
Distance (S2.3 Prime-Target Characteristics), a measure of (orthographic) similarity 
between two words, differ between related and unrelated prime-target combinations 
(Mann-Whitney tests, all p ≥ .390).
 Pseudowords served as non-word fillers for the lexical decision task. These 
ensured participants would make a semantic decision on every target (existing/
non-existing). From each target word, we generated two pseudowords that obeyed 
Dutch phonotactic constraints using the program “Wuggy” (Keuleers & Brysbaert, 
2010). This program allows for optimal pseudoword generation, taking into 
account subsyllabic structure and transition frequencies between subsyllabic 
elements (onset, nucleus, and coda). Word length (letters + syllables, S2.2 Target 
Characteristics) and length of subsyllabic segments was kept identical between 
each existing target and its two matched pseudowords.
2.2.4  Tasks
 Assignment of left and right buttons to positive (known/existing) and negative 
(unknown/not existing) response options was kept constant for each participant 
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throughout the tasks, and was counterbalanced across participants. In all tasks, 
participants had to respond via a keyboard, except in the pLDT for which a button 
box was used.
2.2.4.1  Knowledge of meaning test.
 The study words (64 novel, 64 known) were shown one by one on a computer 
monitor in random order, and the participant had to indicate whether he or she 
knew the meaning of the word or not by pressing a button corresponding to either 
a “known” or a “unknown” response. If novel words were responded to as “known” 
or if known words were responded to as “unknown”, the participant was asked what 
the word meant to confirm whether the given response was appropriate or not.
2.2.4.2  Study.
 In two rounds, participants studied both novel and known Dutch written 
words with their definitions (word meaning). The definitions were either visually 
or aurally presented, depending on the modality group participants were assigned 
to. Presentation time of a written definition was equal to its spoken counterpart. 
The rationale for presenting only word meaning in different modalities (written or 
spoken) and not word form is that we used visual presentation of the word forms 
in the pLDTs. In this way, both modality groups were exposed to the written word 
forms at study. Learning was largely self-paced: participants could decide when 
they wanted to see/hear a definition, but presentation length of the definition was 
fixed.
 To make sure that all words and their definitions were encountered, in round 1, 
all 128 study words were presented once each, in random order. When a word was 
shown on the screen, the participant could press a button to see the definition of 
the word on the computer screen (written group) or hear it via loudspeakers 
(spoken group; meanwhile a blank screen was presented). Then the next word 
appeared on the screen.
 In round 2, words were again presented serially in random order. For each 
word, the participant pressed the key to see/hear the definition, and after the 
definition presentation, three choices were shown: 1) See/hear the definition again 
(this option can be repeated as often as wanted); 2) Go on to the next word (the 
current word will appear again in the next cycle); 3) Remove the word from the 
to-be-learned list (the word will not appear in the following cycles). All words and 
definitions were encountered at least twice, once in round 1, and once in round 2 
before they were omitted from the learning list. Participants were instructed to 
learn the meaning of all words, and only choose option 3 if they knew the meaning 
and thought they would not forget it. Participants were also told that they did not 
have to know the exact wording of the definitions. For every new cycle, the words 
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that remained in the list were presented in random order. In round 2, participants 
could press a pause button whenever they wanted to take a break. The total study 
phase lasted until all words were omitted from the learning list or until a 
maximum of 2 hours (including breaks) was reached. After the study phase, 
participants were obliged to take a small break (5-10 min).
2.2.4.3  Primed Lexical Decision Task (pLDT).
 For the pLDT on Day 1, one novel-prime/target list (N1 or N2) and one 
known-prime/target list (K1 or K2) were combined. This resulted in 256 word pairs 
of which the order was pseudo-randomized, such that the same prime did not 
occur in the same quarter of the experiment, and the same target (once used in a 
related and once in an unrelated prime-target combination) did not occur in the 
same half of the LDT. In each quarter, an equal number of prime-target relation 
types (related, unrelated, pseudoword (x2)) was shown in a randomized order. The 
two remaining lists (combined in an equal manner) were presented in the pLDT on 
Day 2. Combinations of lists ([Day 1/Day 2]: [N1+K1/N2+K2], [N2+K2/N1+K1], [N1+K2/
N2+K1], [N2+K1/N1+K2]) were counterbalanced across participants, such that each 
prime-target combination was shown an equal number of times on Day 1 as on Day 
2. Both the word pair pseudo-randomization and the list combinations were 
identical for the two modality groups.
 A trial (see Figure 2.1 for an example) started with presentation of a fixation 
star (800 ms), followed by the prime word (250 ms) and then the target word (1000 
ms). Participants were instructed to judge whether the second string of letters was 
an existing word or not (lexical decision) and to respond as fast and accurate as 
possible. Answers given outside the target presentation window were categorized 
as missed. An inter-trial interval of 2500 ms was included to minimize the 
possibility of cross-trial priming. RTs were measured from target onset until the 
button press. Before every pLDT, a practice pLDT of 20 trials was conducted with 
words that were not used in the actual pLDT, and with the response windows 
reduced to 800 ms to promote fast responses during the actual experiment.
2.2.4.4  Meaning recall test.
 Studied words that appeared in the preceding pLDT (32 novel, 32 known) were 
shown one by one on a screen in random order, and the participant had to indicate 
whether or not he or she knew the meaning of the word by pressing a button 
corresponding to either a “known” or an “unknown” response.
2.2.4.5  Meaning recognition test.
 Studied words that appeared in the preceding pLDT were presented one at a 
time. For each word, there were four definition options that appeared upon a 
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corresponding button press. These were shortened versions of the study word 
definitions. Participants were allowed to press the corresponding buttons 
consecutively, for as many times as needed, before choosing the definition that 
they thought belonged to the presented word. Answers were given by pressing one 
of the four answer buttons and were followed by the next trial. To keep study and 
test modality equal, the shortened definitions were presented in written format 
for the written group, and in spoken format for the spoken group. The presentation 
time for a shortened written definition was matched with its spoken version. At 
the end, participants were shown the amount of correct answers.
2.2.5  Analyses of Semantic Integration
 Semantic integration was assessed by measuring the magnitude of the 
priming effects observed in the pLDTs. To ensure that all words in the novel 
condition were novel before but acquired during study, and to ensure that the 
known-condition words were actually known, trials were excluded from further 
analyses if the prime was incorrectly judged at the knowledge of meaning task, 
the meaning recall task, or the meaning recognition task. PLDT trials were also 
excluded if an existing target word was incorrectly judged as being a pseudoword. 
For each participant, RTs exceeding the range [M
condition
 +/- 3.29 SD] were excluded as 
outliers, because these scores are not expected to occur (probability of 0.001 in a 
normal distribution) (Field, 2009). Applying the Van Selst and Jolicoeur (1994) 
procedure for outlier detection (non-recursive with shifting z-criterion) did not 
change the results in any substantial way. If a p
VS&J
-value crossed the significance 
boundary as compared to the original p-value, this has been indicated. To calculate 
participant-specific priming effects, the mean RT for the related prime-target 
combinations was subtracted from the mean RT for the unrelated prime-target 
combinations. To determine mean priming effects on the group level, the means 
of the participant-specific priming effects were computed. Participants were 
excluded from the group analyses if they were left with fewer than five related 
and/or unrelated trial-RTs for calculating the priming effect in at least one of the 
conditions (M
amount of trial-RTs per condition that entered the analyses 
(SD): related: 26 (3); unrelated: 25 
(4); max = 32), or if a (difference between relevant) priming effect(s) exceeded the 
range [M
(difference between) condition(s)
 +/- 3.29 SD]. The first criterion resulted in two 
participants from the written group being excluded. The second criterion did not 
generate additional removals. For the by-items analyses an analogous procedure 
was used, resulting in exclusion of 14 items in the novel and two items in the 
known condition, because there were fewer than five related and/or unrelated 
 participant-RTs left for calculating at least one of the different priming effects 
(M
amount of participant-RTs per condition that entered the analyses 
(SD): related: 13 (3); unrelated: 13 (3); max 
= 16). Error-priming effects were based on proportion incorrect, after removal of 
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all misses and trials for which the prime was incorrectly judged at familiarity, 
recall, or recognition (included correct: 78% of total data; included incorrect: 5%; 
excluded: 17%; error-priming effect = (proportion incorrect for unrelated prime- 
target combinations) – (proportion incorrect for related prime-target combinations)).
2.3  Results
2.3.1  Study and Control Measurements
 The following means are based on the 62 participants that were included in 
the semantic integration analyses (Learning System 2). Including the two excluded 
participants did not change the pattern of findings. The study phase (round 1 + 
round 2, excluding instructions and pauses) was on average completed in 1 hr 45 
min (SD = 17 min) (M
study time 
in hr:min (SD): written: 1:43 (0:17); spoken: 1:46 (0:18)). 
Sixteen participants in the written group and 13 participants in the spoken group 
made full use of the allotted study time (i.e., 2 hrs). On average a word’s definition 
was presented 5.25 times (SD = 1.07) during study (M (SD): novel written: 7.97 (2.23); 
novel spoken: 8.20 (2.17); known written: 2.44 (0.59); known spoken: 2.40 (0.67)). 
The mean duration of a presented definition was 4.21 s (0.16) (M (SD) in s: novel 
written: 4.06 (0.16); novel spoken: 4.08 (0.17); known written: 4.68 (0.09); known 
spoken: 4.66 (0.08)). Study length, mean number of presentations per definition 
and mean duration of a presented definition did not differ between modality 
groups (Mann-Whitney tests, all p ≥ .185). Neither did the modality groups differ 
on the control measurements: learning style preference (five point Likert item: 1 = 
high preference for learning in written language, 5 = high preference for spoken; M (SD): 
written: 2.33 (1.03); spoken: 2.22 (0.91); p = .747), fatigue (five point Likert item: 1 = 
mentally completely tired, 5 = mentally completely fresh; M (SD): written Day 1: 3.17 (0.75); 
spoken Day 1: 2.97 (0.78); written Day 2: 3.73 (0.87); spoken Day 2: 3.28 (0.99); Day 1: 
p = .282, Day 2: p = .057, Day 2 - Day 1: p = .389), and number of hours slept between 
the two sessions (M (SD): written (n = 23 due to a lack of sleep log data in 7 
participants): 7.43 (1.01); spoken (n = 32): 7.82 (1.19); p = .184) (all Mann-Whitney 
tests). In short, the written and spoken study modality group showed similar study 
characteristics and did not differ on the control measurements.
2.3.2  Acquisition (Learning System 1)
 Table 2.2 shows the knowledge of studied word meanings at several time 
points. As expected, participants were unfamiliar with the meaning of novel 
words before study (0.6% known), whereas the meaning of known words were 
known (99.9%). Shortly after study, participants’ subjective retrieval of the 
definition was 75.4% for the novel words and 99.9% for the known words. On Day 2, 
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subjective retrieval of novel word meanings decreased to 66.4%, whereas retrieval 
of known word meanings remained at 99.9%. Objective recognition (as tested with 
a 4-alternative forced-choice meaning recognition test) of novel as well as known 
word meanings was at ceiling level (> 95%) on both days. The recall and recognition 
scores for novel and known words on both Day 1 and Day 2 did not differ between 
the written and spoken condition (Mann-Whitney tests, all p ≥ .282).
 A mixed within-between participants analysis of variance (ANOVA) on 
subjective recall rate with Day (1/2) as within-participants factor and Modality 
(written/spoken) as between-participants factor, showed that there was no main 
effect of Modality (p = .585) on recall of the novel word meanings. Recall rates were 
significantly lower on Day 2 (main effect of Day: F(1,62) = 41.26, p < .001), but the 
amount of forgetting (M
difference Day1-Day2 
(SD) = 9.0% (11.2%)) did not differ between 
modalities (interaction between Day and Modality: p = .299). Correlation analyses 
using Spearman’s r showed that age did not significantly correlate with learning 
performance (recall: all p ≥ .284; recognition: all p ≥ .120).
 In short, novel word meanings were not yet known before, but largely acquired 
during the study session and not forgotten much on Day 2, in either modality. 
Word meanings of the known words were already known before study and were 
not forgotten. None of the above conclusions changed if we excluded the two 
participants that had to be excluded for the analyses on the pLDT.
2.3.3  Semantic Integration (Learning System 2)
 Table 2.3 shows the mean priming effects, and the overall mean RTs for the 
pLDT. Performance in the pLDT was at ceiling level (92.3 % correct, 6.2 % incorrect, 
1.6 % missed).
Table 2.2  Mean Percentage (SD) of Word Meanings Responded as Known.
Before study
Day 1
After pLDT
Day 1
After pLDT
Day 2
Study 
modality
Prime Knowledge of 
meaning
Meaning  
recall
Meaning 
recognition
Meaning  
recall
Meaning 
recognition
Written Novel 0.9 (1.7) 76.1 (21.7) 97.8 (3.6) 68.6 (24.3) 95.8 (6.7)
(n = 32) Known 99.9 (0.4) 99.9 (0.6) 99.8 (0.8) 99.9 (0.6) 99.7 (0.9)
Spoken Novel 0.3 (0.8) 74.7 (19.2) 97.2 (5.2) 64.3 (19.9) 96.3 (5.2)
(n = 32) Known 99.9 (0.5) 99.9 (0.6) 98.7 (4.6) 99.9 (0.6) 99.7 (0.9)
Combined Novel 0.6 (1.3) 75.4 (20.3) 97.5 (4.4) 66.4 (22.1) 96.0 (6.0)
(N = 64) Known 99.9 (0.4) 99.9 (0.5) 99.3 (3.3) 99.9 (0.5) 99.7 (0.9)
34
Chapter 2
 Novel words were expected to become integrated into the semantic lexicon 
over time and therefore to show an increase in priming over days. A mixed ANOVA 
(Day x Modality) showed a main effect of Day; for newly learned words, the priming 
effect increased over time (Figure 2.2 left, red bars; Day 1: M = 0 ms, Day 2: M = 10 
ms; F(1,60) = 4.13, p = .047, η
p
2 = .064), suggesting that integration took place 
between the two sessions. The integration process did not significantly differ 
between study modalities, as we found no interaction between Day and Modality 
(Figure 2.2 middle; p = .724). There was, however, a main effect of Modality; in 
general, priming effects were larger for the written modality compared to the 
spoken modality (Figure 2.2 middle; F(1,60) = 4.80, p = .032, η
p
2 = .074).
 Following our hypothesis, we further investigated the priming effect separately 
for each day with one-sample t-tests. For both modalities, there was no priming 
effect on Day 1 (written: p = .475; spoken: p = .350; combined: p = .907), whereas on 
Day 2 the novel words showed a significant priming effect for the written condition 
(t(29) = 4.02, p < .001, Cohen’s d = 0.733), but not for the spoken condition (p = .470; 
combined: t(61) = 3.06, p = .003, Cohen’s d = 0.388). Direct comparisons between the 
two study modalities with independent t-tests showed that the amount of priming 
did not differ on Day 1 (p = .245), but was significantly larger for the written 
Table 2.3   Mean Reaction Times (SD) and Mean Priming Effects (SD) in the primed Lexical 
Decision Task.
Day 1 Day 2
Modality 
group
Prime Prime-target 
relation
RT Priming 
effecta
RT Priming 
effect
Written Novel Related 590 (56) 5 (35) 555 (51) 17 (23)
(n = 30) Unrelated 594 (59) 572 (55)
Known Related 545 (59) 31 (21) 528 (54) 27 (21)
Unrelated 576 (57) 555 (56)
Spoken Novel Related 595 (56) -5 (32) 570 (52) 3 (27)
(n = 32) Unrelated 590 (54) 573 (62)
Known Related 554 (46) 21 (34) 534 (57) 26 (28)
Unrelated 575 (44) 560 (51)
Combined Novel Related 592 (56) 0 (33) 563 (51) 10 (26)
(N = 64) Unrelated 592 (56) 573 (58)
Known Related 550 (53) 26 (28) 531 (55) 26 (25)
Unrelated 576 (50) 557 (53)
Note. SD = Standard Deviation; Both reaction times and priming effects are presented in ms.
aPriming effect does not always match “M
RT unrelated
 – M
RT related
” because the difference was calculated for 
each participant before averaging.
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condition on Day 2 (t(60) = 2.13, p = .037, p
VS&J
 = .073, Cohen’s d = 0.542). The pattern 
of results did not change when including the non-remembered trials or the 
excluded participants. Correlation analyses using Spearman’s r showed that age 
did not significantly correlate with novel word performance in the pLDT 
((difference between) priming effects; all p ≥ .407).
 Known word meanings were expected to be already integrated. Accordingly, 
one-sample t-tests revealed significant priming effects for known words on both 
days for both modalities (Figure 2.2 right; written Day 1: t(29) = 8.12, p < .001, 
Cohen’s d = 1.483; spoken Day 1: t(31) = 3.58, p = .001, Cohen’s d = 0.633; combined 
Day 1: t(61) = 7.20, p < .001, Cohen’s d = 0.915; written Day 2: t(29) = 7.12, p < .001, 
Cohen’s d = 1.299; spoken Day 2: t(31) = 5.12, p < .001, Cohen’s d = 0.904; combined 
Day 2: t(61) = 8.35, p < .001, Cohen’s d = 1.061). Furthermore, a mixed ANOVA (Day x 
Modality) on priming effects of the known condition showed no significant main 
effect for Day (Figure 2.2 left, blue bars; p = .985), Modality (Figure 2.2 right; p = 
.253), or an interaction between the two (Figure 2.2 right; p = .386). This suggests 
that the Day 1/Day 2 increase in priming effect for novel primes cannot be 
explained by task repetition (practice effects), and that the modality effects 
observed for novel primes cannot be explained by a higher basic level of priming 
effects in the written modality group.
Figure 2.2  Priming Effects. Mean priming effects (± standard error of the mean) for: novel 
and known primes (left), novel primes separately for written and spoken study modality 
(middle), and known primes separately for the two modalities (right). Participant-specific 
priming effects were calculated by subtracting the mean RT for semantically related from 
the mean RT for semantically unrelated targets.
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 By-items analyses showed that on the item level, for the novel words, the main 
effect of both Day and Modality were no longer significant (Day: p = .122; Modality: 
p = .223; Day x Modality: p = .636), but showed the same numerical pattern as the 
by-participants priming effects (novel; written Day 1: M = 2 ms; spoken Day 1: M = 
-2 ms; combined Day 1: M = 0 ms; written Day 2: M = 14 ms; spoken Day 2: M = 4 ms; 
combined Day 2: M = 9 ms). One-sample t-tests confirmed the effects found in the 
by-participants analyses (novel: written Day 1: p = .723; spoken Day 1: p = .770; 
combined Day 1: p = .979; written Day 2: t(49) = 2.60, p = .012, Cohen’s d = 0.368; 
spoken Day 2: p = .432; combined Day 2: t(99) = 2.37, p = .020, p
VS&J
 = .061, Cohen’s d = 
0.238). For the known words, the by-items analyses completely followed the by- 
participants analyses, with no main or interaction effects (Day: p = .556; Modality: 
p = .340; Day x Modality: p = .334), the same pattern of priming effects (known; 
written Day 1: M = 31 ms; spoken Day 1: M = 23 ms; combined Day 1: M = 27 ms; 
written Day 2: M = 30 ms; spoken Day 2: M = 30 ms; combined Day 2: M = 30 ms) and 
priming for all conditions (known: written Day 1: t(61) = 6.85, p < .001, Cohen’s d = 
0.870; spoken Day 1: t(61) = 4.28, p < .001, Cohen’s d = 0.543; combined Day 1: t(123) 
= 7.69, p < .001, Cohen’s d = 0.690; written Day 2: t(61) = 6.03, p < .001, Cohen’s d = 
0.765; spoken Day 2: t(61) = 5.69, p < .001, Cohen’s d = 0.722; combined Day 2: t(123) 
= 8.30, p < .001, Cohen’s d = 0.745).
 The accuracy data of the above included participants partly confirmed the RT 
analyses. A lower proportion of errors could be expected for semantically related 
word pairs, reflected as a positive error-priming effect. For the novel words, a 
mixed ANOVA (Day x Modality) on the error-priming effects, showed a significant 
increase over days (F(1,60) = 5.98, p = .017, η
p
2 = .091), no main effect of modality 
(p = .901), and no interaction between Day and Modality (p = .111) (error-priming 
effects in proportion of errors; novel: written Day 1: M = .01; spoken Day 1: M = -.01; 
combined Day 1: M = -.00; written Day 2: M = .02; spoken Day 2: M = .04; combined 
Day 2: M = .03). For the known words, there were no significant effects for Day 
(p = .084), Modality (p = .919), and Day x Modality (p = .080) (error-priming effects 
in proportion of errors; known: written Day 1: M = .04; spoken Day 1: M = .02; 
combined Day 1: M = .03; written Day 2: M = .06; spoken Day 2: M = .04; combined 
Day 2: M = .05).
2.4  Discussion
 The two goals of the present study were to investigate whether newly acquired 
words require time to become integrated into the semantic network, and to reveal 
possible effects of study modality on this integration process. We observed a 
significant increase in semantic priming over time: newly learned words did not 
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prime semantically related words directly after study, but did so after a delay of 
approximately 24 hours. This finding indicates that novel words are indeed 
semantically integrated via a slow learning process that follows rapid episodic 
acquisition. Although there was no significant difference in the strength of this 
time-dependent priming increase between modality groups, the effect appears to 
be driven by the written study group. We observed a positive priming effect for 
words studied with a written definition after 24 hours, which was not the case for 
words studied with a spoken definition. Correspondingly, a main effect of study 
modality reflected larger overall priming effects for the written group.
2.4.1  Integration Over Time
 Davis and Gaskell (2009) suggested that word learning occurs via two 
complementary learning systems (CLS): 1) rapid acquisition via the medial temporal 
lobe and 2) slower integration supported by the neocortex. Abundant empirical 
findings have already shown that integration of word forms into the mental lexicon, 
measured in terms of lexical competition, benefits from a consolidation period 
that includes sleep (Dumay & Gaskell, 2007) although under some learning 
conditions sleep might not be required (Lindsay & Gaskell, 2013). Integration of 
word meanings, on the other hand, is relatively understudied (Clay, et al., 2007; 
Tamminen & Gaskell, 2013). Our results provide further evidence for the CLS 
model by showing that not only word forms but also word meanings are slowly 
integrated. Put differently, integration of words into the neocortical semantic 
lexicon requires time.
 Already after 24 hours, we observed priming effects from newly learned words 
to related existing words, whereas signs of semantic integration were observed 
after 7 days in the studies of Tamminen and Gaskell (2013) and Clay et al. (2007). 
Tamminen and Gaskell - whose study is most comparable to ours - did not find 
priming to be influenced by the duration of the consolidation period (0, 1 or 7 
days). This could have been the result of a lack of statistical power, because when 
the priming effect was tested with a combination of trials from two experiments, 
results pointed towards more integration after a 7-day versus a 0-day consolidation 
period (the 1-day versus 0-day consolidation period was not tested). We, on the 
other hand, observed that the newly learned words influenced the processing of 
related target words after 24 hrs. The difference in length of the consolidation 
period that seems to be necessary for semantic integration to occur can possibly 
be explained by the relevance of the study materials. Relevance of the studied 
information has an impact on the consolidation process (van Dongen, Thielen, 
Takashima, Barth, & Fernández, 2012; Wilhelm et al., 2011). In our study, 
participants were explicitly told that they would be tested on the word meanings. 
On top of that, and contrary to the other two studies, the study words were existing 
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words that participants could use outside of the laboratory, which likely increased 
relevance and therefore incorporation (Potts, John, & Kirson, 1989). In short, both 
the instruction and the use of meaningful existing words may have promoted 
rapid integration by increasing the relevance of the new memories.
 Our findings are of interest from the broader perspective of memory 
consolidation. Historically, consolidation was used to define the process in which 
an initially labile memory trace is stabilized. In other words, the original memory 
trace is strengthened such that it becomes less prone to interference and decay. 
In accordance with a more recent view on the function of consolidation (Cai, 
Mednick, Harrison, Kanady, & Mednick, 2009; Ellenbogen, Hu, Payne, Titone, & 
Walker, 2007; Stickgold & Walker, 2007, 2013; Tamminen, Payne, Stickgold, 
Wamsley, & Gaskell, 2010), our data show that a memory trace can also change 
qualitatively with time: newly learned words influenced processing of familiar 
words only after a delay, indicating that semantic associations between newly 
learned and existing words are formed during a consolidation period. For the 
integration measurements, on both Day 1 and Day 2, we only considered words 
whose meanings were accessible as tested in the recall/recognition tests. Knowledge 
of a word’s meaning was not sufficient for causing semantic priming, as we 
observed no significant priming on Day 1. However, with time, the status of the 
newly learned words changed such that they started to influence the processing of 
semantic neighbor words, suggesting that qualitative changes occurred between 
the novel words and semantically related words. The increased priming effect for 
novel words on Day 2 cannot be explained by task repetition, because no increase 
was observed in the known condition (i.e., for the words that already had stable 
semantic representations before the experiment). 
 Overall, our data suggest that the newly formed memory traces undergo 
qualitative changes during consolidation, which is in accordance with both the 
CLS account of word learning and a more recent view on the function of 
consolidation (Stickgold & Walker, 2007, 2013). In the following, limitations and 
future studies are discussed.
 By-items analyses showed weaker effects compared to by-participants analyses. 
Therefore, we need to be cautious in generalizing our results across a larger 
population of words. The weaker effects in the by-items analyses can be explained 
by the fact that in semantic priming experiments the between-participants 
variability in RTs is relatively large as compared to the effect of interest, namely 
the semantic priming effect which is measured as “unrelated RT” – “related RT” 
(within-participants difference score). Because a by-items analysis does not control 
for the inter-participant reaction time differences, the probability of finding 
significant effects is reduced. We both matched item variability across the prime/
target lists and counterbalanced these lists among participants, such that we 
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could interpret our data based on the by-participants analyses alone (Raaijmakers, 
Schrijnemakers, & Gremmen, 1999). That being said, generalizing our results to a 
larger sample of words should be done with caution.
 We aimed for capturing the automatic spreading of activity across semantic 
memory by using a short stimulus onset asynchrony of 250 ms between prime and 
target (Neely, 1977). However, we cannot fully discard that strategic processing 
contributed to the priming effect. If one wants to focus on automatic processing, a 
possibility is to use masked priming, as was done in the second experiment of 
Tamminen and Gaskell (2013).
 The consolidation opportunity in our study contained a period of sleep, but 
with our design, we cannot dissociate the effects of sleep from time. In order to 
dissociate sleep from time, future research could for instance test a sleep versus a 
no-sleep group.
 2.4.2  Study Modality Effects on Integration
 We found a significant main effect of study modality on integration: priming 
effects were largest when word meanings had been studied in written format. 
Furthermore, the priming effect on Day 2 was significant for the written, but not 
for the spoken study modality group, with the difference in priming effects 
between the two modalities being significant. The latter finding suggests that the 
integration process particularly benefits material acquired in the written 
modality, as was expected. This interpretation, however, has to be taken with 
caution as we did not find a significant interaction between Modality and Day, 
which seems to indicate that the priming effect increase over time was stable 
across the two groups. Nonetheless, overall semantic integration was greater for 
written information.
 Why did the written study modality condition show larger priming effects 
than the spoken condition? Because written words are less obtrusive in nature 
than spoken words, the written condition could lead to greater availability of both 
time and memory resources for rehearsal or reminiscence during the study period. 
This may result in a boost in integration. During study, participants in both 
modality groups reported to make use of the retrieval method (Karpicke & Blunt, 
2011; Roediger & Karpicke, 2006): when they saw the word on the screen, they 
mentally tried to retrieve its meaning and then checked their accuracy by seeing/
hearing the correct definition. If the mentally retrieved meaning was the correct 
one, the participant presumably realized this at a relatively early stage of the 
definition presentation. Intuitively, it seems to be easier to not look at the 
remainder of the written definition than to ignore the ongoing spoken definition. 
As such, the written group had more freedom to devote their time to mental 
rehearsal or reminiscence, leading to enhanced integration. One could argue that 
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verbal working memory was overtaxed in the spoken condition. If so, one would 
assume that the definitions, especially the longer ones, were more often repeated 
during study in the spoken condition. This, however, was not the case. Immediate 
memory performance did not differ between modality groups, further 
strengthening the idea that verbal working memory was not overburdened for the 
spoken modality group during study of the novel words. 
 Written words are also less fleeting in nature than spoken words, which could 
lead to more focused encoding. A certain depth or richness of episodic encoding 
may be necessary for a memory trace to become a candidate for semantic 
integration. Research using eye movement recording has shown that participants 
focus on the most informative parts of a text when they read (Chaffin, Morris, & 
Seely, 2001). Even though the number of definition exposures was equal for the 
written and spoken condition, with presentation length of written definitions 
matched to spoken definitions, participants had the chance to focus on the 
relevant part of the definition in the written condition because all information 
was simultaneously present, whereas this was not possible for the spoken condition. 
In other words, a participant in the written condition had more control over where 
to attend, resulting in a more focused episodic encoding for the written condition. 
The similarity of the recall and recognition data argue against this “more focused 
encoding” interpretation, although it is possible that our acquisition measurements 
were not sensitive enough to pick up differences in encoding strength between the 
modality groups.
  Clarifying the effects of study modality on vocabulary acquisition and 
integration is of practical relevance (see Bakker, Takashima, van Hell, Janzen, & 
McQueen, 2014, for word form consolidation across modalities). If written word 
meanings are faster or more tightly integrated into the semantic network, then 
educators could include more written study material in their lessons. We mention 
two possible explanations for the observed benefit in integration for written study 
material above, but further investigation is necessary to elucidate the exact nature 
of the study modality effects. One may, for example, investigate the time course of 
integration by including more measurement points to disentangle whether 
integration for written material is stronger or starts earlier. Stronger integration 
of written material would predict a difference in priming effects between the two 
modality groups even at longer delays, whereas earlier integration would predict 
the modality difference to decrease or disappear after a longer consolidation 
interval. Note furthermore that, contrary to other studies (Balass, et al., 2010; 
Vidal, 2011), we kept study and test modality congruent for both the written and 
spoken condition, by only manipulating study modality of the word meanings 
(written/spoken), not of the word forms. We used the written modality for the 
crucial test, and for this reason both groups were exposed to written word forms 
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during study. For a more complete understanding of the modality effect, it is 
necessary to also investigate spoken word forms as the test modality. Another 
interesting avenue of research is to investigate whether the modality effect is 
reduced (or would even be reversed) in children, who have less expertise in reading, 
and might therefore make less use of the benefits that written language offers.
2.4.3  Conclusion
 Our data provide evidence for the view that integration of novel words into the 
semantic lexicon occurs over a time period that extends past the study phase itself. 
This adds to recent literature on vocabulary learning, by showing that not only 
integration of word form, but also integration of word meaning requires time. 
From a broader perspective, our data support the notion that memory traces 
change qualitatively with consolidation, and that integration of new information 
into an existing corpus of knowledge is part of this consolidation process. 
Furthermore, there appears to be an advantage for written input over spoken 
input in terms of semantic integration. After initial acquisition, learning is not yet 
finished. A memory trace evolves and its evolution seems to depend on the modality 
in which it is encoded.
42
Chapter 2
References
Audacity Team. (2012). Audacity (Version 2.0.0). Retrieved from http://audacity.sourceforge.net/
Baayen, R. H., Piepenbrock, R., & Gulikers, L. (1995). WebCelex. from Max Planck Institute for Psycholinguistics 
http://celex.mpi.nl/
Bakker, I., Takashima, A., van Hell, J. G., Janzen, G., & McQueen, J. M. (2014). Competition from unseen or 
unheard novel words: Lexical consolidation across modalities. Journal of Memory and Language, 73, 
116-130. doi: 10.1016/j.jml.2014.03.002
Balass, M., Nelson, J. R., & Perfetti, C. A. (2010). Word learning: An ERP investigation of word experience 
effects on recognition and word processing. Contemporary Educational Psychology, 35(2), 126-140. doi: 
10.1016/j.cedpsych.2010.04.001
Boersma, P., & Weenink, D. (2012). Praat: doing phonetics by computer (Version 5.3.14). Retrieved from 
http://www.praat.org/
Breitenstein, C., Zwitserlood, P., de Vries, M. H., Feldhues, C., Knecht, S., & Dobel, C. (2007). Five days versus 
a lifetime: Intense associative vocabulary training generates lexically integrated words. Restorative 
Neurology and Neuroscience, 25(5), 493-500. 
Cai, D. J., Mednick, S. A., Harrison, E. M., Kanady, J. C., & Mednick, S. C. (2009). REM, not incubation, improves 
creativity by priming associative networks. Proceedings of the National Academy of Sciences of the United 
States of America, 106(25), 10130-10134. doi: 10.1073/pnas.0900271106
Chaffin, R., Morris, R. K., & Seely, R. E. (2001). Learning new word meanings from context: A study of eye 
movements. Journal of Experimental Psychology: Learning, Memory, and Cognition, 27(1), 225-235. doi: 
10.1037/0278-7393.27.1.225
Clay, F., Bowers, J. S., Davis, C. J., & Hanley, D. A. (2007). Teaching adults new words: The role of practice and 
consolidation. Journal of Experimental Psychology: Learning, Memory, and Cognition, 33(5), 970-976. doi: 
10.1037/0278-7393.33.5.970
Collins, A. M., & Loftus, E. F. (1975). A spreading-activation theory of semantic processing. Psychological 
Review, 82(6), 407-428. doi: 10.1037/0033-295X.82.6.407
Conway, M. A., & Gathercole, S. E. (1987). Modality and Long-Term-Memory. Journal of Memory and Language, 
26(3), 341-361. doi: 10.1016/0749-596x(87)90118-5
Dagenbach, D., Horst, S., & Carr, T. H. (1990). Adding new information to semantic memory: How much 
learning is enough to produce automatic priming? Journal of Experimental Psychology: Learning, Memory, 
and Cognition, 16(4), 581-591. doi: 10.1037/0278-7393.16.4.581
Davis, M. H., & Gaskell, M. G. (2009). A complementary systems account of word learning: neural and 
behavioural evidence. Philos Trans R Soc Lond B Biol Sci, 364(1536), 3773-3800. doi: 10.1098/rstb.2009.0111
Dumay, N., & Gaskell, M. G. (2007). Sleep-associated changes in the mental representation of spoken words. 
Psychological Science, 18(1), 35-39. doi: 10.1111/j.1467-9280.2007.01845.x
Ellenbogen, J. M., Hu, P. T., Payne, J. D., Titone, D., & Walker, M. P. (2007). Human relational memory requires 
time and sleep. Proceedings of the National Academy of Sciences of the United States of America, 104(18), 
7723-7728. doi: 10.1073/pnas.0700094104
Field, A. (2009). Discovering statistics using SPSS (3th ed.). London: Sage publications.
Gais, S., Lucas, B., & Born, J. (2006). Sleep after learning aids memory recall. Learning & Memory, 13(3), 259-262. 
doi: 10.1101/lm.132106
Karpicke, J. D., & Blunt, J. R. (2011). Retrieval practice produces more learning than elaborative studying 
with concept mapping. Science, 331(6018), 772-775. doi: 10.1126/science.1199327
Keuleers, E., & Brysbaert, M. (2010). Wuggy: A multilingual pseudoword generator. Behavior Research Methods, 
42(3), 627-633. doi: 10.3758/Brm.42.3.627
Lindsay, S., & Gaskell, M. G. (2013). Lexical integration of novel words without sleep. Journal of Experimental 
Psychology: Learning, Memory, and Cognition, 39(2), 14. doi: 10.1037/a0029243
McClelland, J. L., McNaughton, B. L., & O’Reilly, R. C. (1995). Why there are complementary learning systems 
in the hippocampus and neocortex: Insights from the successes and failures of connectionist models 
of learning and memory. Psychological Review, 102(3), 419-457. doi: 10.1037/0033-295x.102.3.419
43
Vocabulary Learning in Adults 
2
McKoon, G., & Ratcliff, R. (1979). Priming in episodic and semantic memory. Journal of Verbal Learning and 
Verbal Behavior, 18(4), 463-480. doi: 10.1016/S0022-5371(79)90255-X
McNamara, T. P. (2005). Semantic priming: Perspectives from memory and word recognition. New York: Psychology 
Press.
Neely, J. H. (1977). Semantic priming and retrieval from lexical memory: Roles of inhibitionless spreading 
activation and limited-capacity attention. Journal of Experimental Psychology: General, 106(3), 226-254. doi: 
10.1037/0096-3445.106.3.226
Nelson, J. R., Balass, M., & Perfetti, C. A. (2005). Differences between written and spoken input in learning 
new words. Written Language & Literacy, 8(2), 25-44. doi: 10.1075/wll.8.2.04nel
Penney, C. G. (1975). Modality effects in short-term verbal memory. Psychological Bulletin, 82(1), 68-84. doi: 
10.1037/h0076166
Penney, C. G. (1989). Modality effects and the structure of short-term verbal memory. Memory & Cognition, 
17(4), 398-422. doi: 10.3758/BF03202613
Potts, G. R., John, M. F. S., & Kirson, D. (1989). Incorporating new information into existing world knowledge. 
Cognitive Psychology, 21(3), 303-333. doi: 10.1016/0010-0285(89)90011-X
Raaijmakers, J. G., Schrijnemakers, J. M., & Gremmen, F. (1999). How to deal with “the language-as-fixed-
effect fallacy”: Common misconceptions and alternative solutions. Journal of Memory and Language, 
41(3), 416-426. doi: 10.1006/jmla.1999.2650
Roediger, H. L., & Karpicke, J. D. (2006). Test-enhanced learning: Taking memory tests improves long-term 
retention. Psychological Science, 17(3), 249-255. doi: 10.1111/j.1467-9280.2006.01693.x
Stickgold, R., & Walker, M. P. (2007). Sleep-dependent memory consolidation and reconsolidation. Sleep 
Medicine, 8(4), 331-343. doi: 10.1016/j.sleep.2007.03.011
Stickgold, R., & Walker, M. P. (2013). Sleep-dependent memory triage: evolving generalization through 
selective processing. Nature Neuroscience, 16(2), 139-145. doi: 10.1038/nn.3303
Tamminen, J., Davis, M. H., Merkx, M., & Rastle, K. (2012). The role of memory consolidation in generalisation 
of new linguistic information. Cognition, 125(1), 107-112. doi: 10.1016/j.cognition.2012.06.014
Tamminen, J., & Gaskell, M. G. (2013). Novel word integration in the mental lexicon: Evidence from 
unmasked and masked semantic priming. The Quarterly Journal of Experimental Psychology, 66(5), 
1001-1025. doi: 10.1080/17470218.2012.724694
Tamminen, J., Payne, J. D., Stickgold, R., Wamsley, E. J., & Gaskell, M. G. (2010). Sleep spindle activity is 
associated with the integration of new memories and existing knowledge. The Journal of Neuroscience, 
30(43), 14356-14360. doi: 10.1523/JNEUROSCI.3028-10.2010
van Dale, online woordenboeken: including ‘Groot woordenboek van de Nederlandse taal’. (2012). 
Retrieved from www.vandale.nl 
van Dongen, E. V., Thielen, J.-W., Takashima, A., Barth, M., & Fernández, G. (2012). Sleep supports selective 
retention of associative memories based on relevance for future utilization. PloS ONE, 7(8), e43426. doi: 
10.1371/journal.pone.0043426
Van Selst, M., & Jolicoeur, P. (1994). A solution to the effect of sample size on outlier elimination. The 
Quarterly Journal of Experimental Psychology, 47(3), 631-650. doi: 10.1080/14640749408401131
Vidal, K. (2011). A comparison of the effects of reading and listening on incidental vocabulary acquisition. 
Language Learning, 61(1), 219-258. doi: 10.1111/j.1467-9922.2010.00593.x
Wilhelm, I., Diekelmann, S., Molzow, I., Ayoub, A., Möllle, M., & Born, J. (2011). Sleep selectively enhances 
memory expected to be of future relevance. The Journal of Neuroscience, 31(5), 1563-1569. doi: 10.1523/
Jneurosci.3575-10.2011
44
Chapter 2
Supporting Information
S2.1 Prime Characteristics
S2
.1
 T
ab
le
   S
ta
ti
st
ic
s 
on
 W
or
d
s 
U
se
d
 a
s 
P
ri
m
es
 i
n
 t
h
e 
p
ri
m
ed
 L
ex
ic
al
 D
ec
is
io
n
 T
as
k 
(n
 =
 3
2 
p
er
 l
is
t)
.
Li
st
a
M
 
an
d
 
SD
Le
tt
er
s
Sy
ll
ab
le
s
Fr
eq
u
en
cy
O
LD
20
n 
W
o
rd
s 
d
efi
n
it
io
n
ve
rs
us
 
Li
st
a
U
 
an
d
 
p
Le
tt
er
s
Sy
ll
ab
le
s
Fr
eq
u
en
cy
O
LD
20
n 
W
o
rd
s 
d
efi
n
it
io
n
N
1
M
5.
31
1.
63
0.
00
b
1.
75
9.
22
N
2
U
53
2.
50
56
7.
00
51
2.
00
55
1.
00
53
5.
00
SD
1.
84
0.
98
0.
00
0.
74
6.
18
p
.7
78
.3
92
1.
00
0
.5
99
.7
5
K
1
U
56
1.
00
55
8.
50
1,
02
4.
00
47
6.
00
65
3.
00
p
.5
00
.4
78
<.
00
1*
.6
28
.0
58
K
2
U
53
8.
50
53
8.
00
1,
02
4.
00
48
3.
50
61
5.
50
p
.7
16
.6
89
<.
00
1*
.7
01
.1
64
N
2
M
5.
53
1.
81
0.
00
b
1.
82
9.
75
K
1
U
52
4.
50
49
9.
50
1,
02
4.
00
44
5.
50
62
4.
50
SD
2.
00
1.
06
0.
00
0.
76
6.
57
p
.8
62
.8
54
<.
00
1*
.3
71
.1
30
K
2
U
50
8.
00
47
7.
00
1,
02
4.
00
46
4.
00
58
7.
00
p
.9
56
.6
03
<.
00
1*
.5
18
.3
13
K
1
M
5.
34
1.
66
12
.2
8
1.
60
10
.9
7
K
2
U
47
8.
00
48
2.
50
49
8.
50
51
9.
50
47
6.
50
SD
1.
21
0.
75
9.
88
0.
53
4.
07
p
.6
38
.6
61
.8
56
.9
20
.6
32
K
2
M
5.
22
1.
56
12
.7
5
1.
58
10
.7
8
SD
1.
24
0.
67
11
.0
7
0.
48
5.
66
N
ot
e.
 M
 =
 M
ea
n
; S
D
 =
 S
ta
n
d
ar
d
 D
ev
ia
ti
on
; O
LD
20
 =
 O
rt
h
og
ra
p
h
ic
 L
ev
en
sh
te
in
 D
is
ta
n
ce
 2
0;
 n
 W
or
d
s 
d
efi
n
it
io
n
 =
 n
u
m
b
er
 o
f 
w
or
d
s 
in
 t
h
e 
d
efi
n
it
io
n
. U
 
an
d
 p
 v
al
u
es
 a
re
 b
as
ed
 o
n
 M
an
n
-W
h
it
n
ey
 t
es
ts
.
a N
: n
ov
el
-p
ri
m
e/
ta
rg
et
 l
is
t;
 K
: k
n
ow
n
-p
ri
m
e/
ta
rg
et
 l
is
t.
 b
O
cc
u
rr
en
ce
 <
 1
 p
er
 m
il
li
on
.
* 
p 
< 
.0
5.
45
Vocabulary Learning in Adults 
2
S2.2 Target Characteristics
S2
.2
 T
ab
le
   S
ta
ti
st
ic
s 
on
 W
or
d
s 
U
se
d
 a
s 
Ta
rg
et
s 
in
 t
h
e 
p
ri
m
ed
 L
ex
ic
al
 D
ec
is
io
n
 T
as
k 
(n
 =
 1
28
 p
er
 l
is
t:
 3
2 
re
la
te
d
, 3
2 
u
n
re
la
te
d
 a
n
d
 
6
4 
p
se
u
d
ow
or
d
 t
ar
ge
ts
).
Re
la
te
d,
 u
n
re
la
te
d
 
an
d 
ps
eu
do
w
or
d
 
ta
rg
et
s
Re
la
te
d 
an
d
  
un
re
la
te
d 
ta
rg
et
sa
Ps
eu
do
w
or
d
 
ta
rg
et
s
Li
st
b
M
 
an
d
 
SD
Le
tt
er
s
Sy
ll
ab
le
s
Fr
eq
u
en
cy
G
en
er
at
ed
c
O
LD
20
O
LD
20
d
ve
rs
us
 
Li
st
b
U
 
an
d
 
p
Le
tt
er
s
Sy
ll
ab
le
s
Fr
eq
u
en
cy
G
en
er
at
ed
O
LD
20
 
(u
n
)r
el
at
ed
 
ta
rg
et
s
N
1
M
6.
13
1.
88
32
.5
3
5.
34
1.
66
1.
67
N
2
U
44
1.
00
46
2.
00
54
1.
50
53
9.
00
47
0.
00
SD
1.
93
0.
71
61
.6
1
1.
82
0.
51
0.
59
p
.3
32
.4
65
.6
91
.7
13
.5
72
K
1
U
40
5.
50
43
4.
00
47
8.
50
62
0.
50
40
1.
50
p
.1
47
.2
59
.6
52
.1
39
.1
36
K
2
U
46
9.
50
40
2.
00
43
9.
50
50
7.
50
45
8.
00
p
.5
62
.1
09
.3
29
.9
51
.4
67
N
2
M
5.
69
1.
75
45
.4
7
5.
50
1.
63
1.
63
K
1
U
44
6.
00
48
1.
00
46
0.
00
58
9.
00
43
8.
50
SD
1.
64
0.
72
69
.5
0
2.
03
0.
60
0.
66
p
.3
66
.6
52
.4
84
.2
94
.3
22
K
2
U
54
9.
00
45
1.
00
43
4.
00
47
7.
00
49
9.
50
p
.6
11
.3
70
.2
93
.6
34
.8
67
K
1
M
5.
50
1.
69
26
.6
9
6.
03
1.
49
1.
51
K
2
U
60
3.
00
48
6.
00
49
2.
00
40
0.
50
56
9.
00
SD
2.
18
0.
78
54
.6
1
1.
80
0.
51
0.
57
p
.2
14
.7
01
.7
87
.1
30
.4
42
K
2
M
5.
88
1.
63
25
.3
8
5.
41
1.
62
1.
61
SD
1.
68
0.
79
59
.7
7
2.
21
0.
64
0.
64
N
ot
e.
 M
 =
 M
ea
n
; S
D
 =
 S
ta
n
d
ar
d
 D
ev
ia
ti
on
; O
LD
20
 =
 O
rt
h
og
ra
p
h
ic
 L
ev
en
sh
te
in
 D
is
ta
n
ce
 2
0.
 U
 a
n
d
 p
 v
al
u
es
 a
re
 b
as
ed
 o
n
 M
an
n
-W
h
it
n
ey
 t
es
ts
.
a T
ar
ge
ts
 i
n
 t
h
e 
re
la
te
d
 a
n
d
 u
n
re
la
te
d
 c
on
d
it
io
n
s 
w
er
e 
id
en
ti
ca
l. 
O
n
ly
 t
h
e 
se
m
an
ti
c 
re
la
ti
on
 t
o 
th
e 
p
ri
m
e 
d
if
fe
re
d
. 
b
N
: 
n
ov
el
-p
ri
m
e/
ta
rg
et
 l
is
t;
 K
: 
k
n
ow
n
-p
ri
m
e/
ta
rg
et
 l
is
t.
 c T
h
e 
am
ou
n
t 
of
 i
n
d
ep
en
d
en
t 
ra
te
rs
 (m
ax
 =
 1
1)
 t
h
at
 p
ro
d
u
ce
d
 t
h
e 
se
le
ct
ed
 t
ar
ge
t 
w
or
d
 w
h
en
 a
sk
ed
 f
or
 a
 c
on
ce
p
tu
al
ly
 r
el
at
ed
 
w
or
d
 t
o 
th
e 
p
ri
m
e.
 d
In
 n
on
e 
of
 t
h
e 
li
st
s 
d
id
 O
LD
20
 s
ig
n
ifi
ca
n
tl
y 
d
if
fe
r 
b
et
w
ee
n
 p
se
u
d
ow
or
d
 t
ar
ge
ts
 a
n
d
 e
x
is
ti
n
g 
(r
el
at
ed
/u
n
re
la
te
d
) t
ar
ge
ts
.
46
Chapter 2
S2.3. Statistics Prime-Target Characteristics
S2.4 Data Set
The data set can be retrieved from http://journals.plos.org/plosone/article?id= 
10.1371/journal.pone.0124926
S2.3 Table   Mean Levenshtein Distance Between Prime and Target in the primed  
Lexical Decision Task.
Prime-target relation
Lista Related Unrelated Pseudoword
N1 M 5.56 5.91 5.69
SD 1.63 1.67 1.60
N2 M 6.09 5.78 5.80
SD 1.47 1.60 1.62
K1 M 5.50 5.66 5.47
SD 1.76 1.49 1.59
K2 M 5.38 5.75 5.56
SD 1.70 1.63 1.52
Note. M = Mean; SD = Standard Deviation.
aN: novel-prime/target list; K: known-prime/target list.
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Semantic Priming in Dutch Children: 
Word Meaning Integration and 
Study Modality Effects
Chapter 3
van der Ven, F., Takashima, A., Segers, E., & Verhoeven, L. (in press). Semantic 
priming in Dutch children: Word meaning integration and study modality effects. 
Language Learning. doi: 10.1111/lang.12235
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Abstract
Research in adults has shown that novel words are encoded rather swiftly, but that 
semantic integration of these words occurs more slowly, and that studying 
definitions in a written modality may benefit integration. It is unclear, however, 
how semantic integration proceeds in children, who (compared to adults) have 
more malleable brains and less reading knowledge. In this study, 68 Dutch-speaking 
children studied novel words, together with their meanings presented orally or in 
writing. After 22 hours, children showed semantic priming effects for novel 
words, demonstrating semantic integration, but the amount of priming did not 
differ between the two study modalities. Thus, children appeared to integrate 
newly learned word meanings independently of the modality in which they 
studied the definitions. This implies that semantic integration in 10 to 13-year-olds 
can occur, as with adults, within 24 hours, but may be unaffected by the modality 
in which the meanings are studied.
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3.1  Introduction
 Semantic word knowledge is essential to both written and spoken communication 
and therefore is of central importance in life. Vocabulary knowledge is not only 
indicative of literacy skills (e.g., Joshi, 2005), but also of general academic success 
(Townsend, Filippini, Collins, & Biancarosa, 2012). Research in adults has shown 
that newly learned words become gradually integrated into the mental lexicon 
(Davis & Gaskell, 2009). However, this process is studied less in children; it is 
especially unclear how children integrate novel words on the semantic level and 
which factors influence this learning process (for more on integration of spoken 
word form, see Henderson and colleagues, e.g., Henderson, Weighall, Brown, & 
Gaskell, 2013). In the present study, we therefore investigated the time course of 
semantic integration of novel words into a child’s mental lexicon. In addition, we 
assessed whether presentation format – in a written or spoken modality – has an 
impact on the integration of word meanings.
 An influential model on the integration of words is the complementary 
learning systems (CLS) model of word learning (Davis & Gaskell, 2009; based on 
McClelland, McNaughton, & O’Reilly, 1995). According to this model, a novel 
meaningful word (e.g., sambar, which is a type of deer) is learned via two learning 
systems that complement each other. First, the word is rapidly acquired, which 
means that a mental representation of the word form and its meaning is formed 
with the support of the hippocampal system (learning system 1). Once acquired, both 
word form and meaning can be retrieved from episodic memory later in time. 
However, at this stage of learning, the word is isolated from other words in the 
mental lexicon. Second, this novel word representation is gradually integrated 
with other word forms (e.g., sambal) and word meanings (e.g., animal), which 
involves distributed neocortical areas (learning system 2). Once integrated, the novel 
word may facilitate access to neighboring words and, for example, accelerate the 
recognition of these related words. This second learning process – the integration 
of novel information over time – can also be referred to as a form of consolidation 
(e.g., Stickgold & Walker, 2007, 2013). Evidence for the CLS model of word learning 
has been observed for both word forms (e.g., Dumay & Gaskell, 2007) and word 
meanings (Clay, Bowers, Davis, & Hanley, 2007; Tamminen & Gaskell, 2013; van der 
Ven, Takashima, Segers, & Verhoeven, 2015) in adults.
 Children’s vocabulary learning may differ from adult vocabulary learning. 
Children’s brains are more plastic (Knoth et al., 2010; Kuhn, Dickinson-Anson, & 
Gage, 1996), and their vocabulary grows rapidly (Biemiller & Slonim, 2001). Also, 
their sleep structure differs from that of adults in that children experience more 
slow wave sleep, which is thought to be important for integration/consolidation 
(e.g., Campbell & Feinberg, 2009; Wilhelm, Prehn-Kristensen, & Born, 2012). This 
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suggests that children may be relatively efficient in integrating recently learned 
words into their existing vocabulary. For phonological word forms, children show 
a time delayed integration pattern, which echoes the pattern typically observed in 
adults. Henderson and colleagues used lexical competition effects to target the 
integration of newly learned spoken word forms. In several studies, they observed 
that, similar to adults, primary school children show lexical competition for newly 
learned words, not directly after study, but after a period of consolidation (e.g., 
Henderson, Weighall, Brown, et al., 2013; Henderson, Weighall, Brown, & Gaskell, 
2012). This pattern was observed also with more naturalistic study material (real 
words with meaning; Henderson, Weighall, & Gaskell, 2013), and when learning 
was less explicit (story book reading; Henderson, Devine, Weighall, & Gaskell, 
2015). Two of these studies compared children directly to adults (Henderson, et al., 
2015; Henderson, Weighall, Brown, et al., 2013) and noted numerically greater 
lexical competition increases for children, suggesting enhanced consolidation 
effects earlier in development.
 However, in the studies by Henderson and colleagues, integration was tested 
for word forms, not word meanings. It is therefore unclear whether children 
directly integrate word meanings, or whether semantic integration emerges over 
time. Behavioral studies in adults suggest that the integration of word meanings 
indeed requires a period of consolidation. Evidence of semantic integration was 
observed after a week for artificial novel words (Clay, et al., 2007; Tamminen & 
Gaskell, 2013), and after 24 hours for words that were novel to the participant but 
existed in the native language (van der Ven, et al., 2015). Recent EEG studies, 
however, suggest that semantic integration in adults can occur more instantly 
(Balass, Nelson, & Perfetti, 2010; Borovsky, Elman, & Kutas, 2012; Mestres-Missé, 
Rodriguez-Fornells, & Münte, 2007), although it is possible that these studies tested 
episodic rather than semantically integrated memories, because the targeted 
novel-known word relations were (implicitly or explicitly) present during study 
(for a similar argumentation, see Tamminen & Gaskell, 2013). In addition, data 
from Bakker and colleagues indicated that the processing of novel word meanings 
shifts over time from more strategic (episodic) to more automatic (integrated) 
processing (Bakker, Takashima, van Hell, Janzen, & McQueen, 2015b; see also 
Bakker, Takashima, van Hell, Janzen, & McQueen, 2015a). Thus, if children follow 
a similar integration pattern to adults, they are expected to show delayed semantic 
integration of newly learned meaningful words.
 A factor that may influence the course of integration is whether the modality 
of input is written or spoken. In adults, Bakker, Takashima, van Hell, Janzen, and 
McQueen (2014) showed an advantage for the integration of word forms when 
studied in the spoken modality. Concerning word meanings, however, van der Ven 
et al. (2015) observed increased integration if definitions of the novel words were 
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studied in written format rather than auditorily. Compared to adults – and 
especially, perhaps, university students, as those tested by van der Ven et al. – 
children are less proficient at learning from text, and they often receive oral 
instruction in schools. This could mean that children have to spend more effort 
and time on the reading process itself, leaving fewer resources available for 
learning. Therefore, the written modality benefit that van der Ven et al. observed 
for semantic integration may be less prominent or even reversed to a spoken 
modality benefit in children.
3.1.1  The Present Study
 Thus far, it is unclear how semantic integration in children occurs over time 
and how study format affects this integration process. Therefore, in the present 
study, we targeted the following questions:
1. Do children integrate novel word meanings over time (rather than immediately 
after study)?
2. How does the modality in which word meaning is studied affect the semantic 
integration of novel written words?
 Semantic integration was measured with a primed lexical decision task (pLDT). 
Typically, the recognition of a target word (e.g., sharp) occurs more quickly when it 
follows a semantically related (e.g., thorn) rather than a semantically unrelated 
prime word (e.g., lava). This acceleration in lexical decision (i.e., the priming effect) 
is thought to occur because of activation spreading from the prime to closely 
related concepts, thereby preactivating their labels (Neely, 1977). If a newly learned 
word is not yet integrated with and as yet has not developed close links to existing 
words, this newly learned word will not preactivate other words, even if they are 
semantically similar. However, if this word is integrated into an existing semantic 
network, a priming effect should be observed.
 To address our research questions, 68 children (ages 10-13 years) studied 
written novel words, with their meanings presented in either written or spoken 
format. Using a pLDT, half of these words were tested directly after study, and the 
other half 22 hours later. We expected that novel words would not prime 
semantically related target words directly after study, but would do so after one 
day, which would suggest gradual integration of newly learned words into the 
semantic network. Furthermore, we hypothesized that the benefit of the written 
study modality observed in adults would be reduced or even reversed to a benefit 
for the spoken study modality in children. Known words were included as a control 
condition. These words were thought to be already integrated into the lexical 
semantic network, and therefore were expected to show priming on both days, in 
both modalities.
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3.2  Method
3.2.1  Participants
 Participants were 68 Dutch-speaking children in grades 5 and 6 from five 
primary schools. We opted for children 10 years and older because language areas 
are still under development in this age group (e.g., Sakai, 2005), but language skills 
are developed enough for successful completion of our tasks (e.g., correct sentence 
comprehension during study and fast decoding skills during the priming task; see 
García & Cain, 2014). All children were native Dutch speakers with normal or 
 corrected-to-normal sight, with no reports of color blindness or dyslexia. Both 
children and parents were informed about the study, and ethical approval was 
obtained from the Ethics Committee Faculty of Social Sciences of the Radboud 
University, Nijmegen.
 Children were pseudo-randomly assigned to two groups: the written modality 
group (n = 34, 18 females, 32 right-handed, M
age
 = 11.7 years, range = 10.2-13.1) and 
the spoken modality group (n = 34, 16 females, 31 right-handed, M
age
= 11.4 years, 
range = 10.1-12.9). That is, for the Day 1 procedure, one laptop was set up for the 
written and another for the spoken study condition. When one child had finished 
the Day 1 procedure using one of the two laptops, the next child from the list of 
participants was assigned to the laptop that was available. To ensure the equality 
of the two modality groups we obtained additional measurements (see Appendix 
S3.1) and self-reports (see Appendix S3.2), targeting skills that could influence 
performance on the experimental tasks. There was no difference between the 
two modality groups regarding nonverbal reasoning skills (intelligence), verbal 
working memory, technical reading skills, vocabulary size, or learning preference 
(significance threshold α = .05; independent-samples t tests, all p ≥ .238; see 
Appendix S3.1). The groups also did not differ in terms of reported mental fatigue 
before the pLDTs, sleep quantity and quality during the night previous to the 
pLDTs, and the general preference for reading versus listening for studying 
(Mann-Whitney tests, all p ≥ .069; see Appendix S3.2).
3.2.2  Procedure
 The procedure, which is illustrated in Figure 3.1A, was similar to the 
experimental procedure used by van der Ven et al. (2015), who investigated 
semantic integration in adults; therefore, only a short description of the procedure, 
materials, and tasks is provided here. On Day 1, children were first tested on the 
semantic knowledge of the words they were about to study. Next, they studied 
both novel and known written words, with their definitions presented in either 
written or spoken format (modality as a between-participants factor). About 10 
minutes after study, half of the study words were tested as primes in a pLDT. The 
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other half was tested on the following day (Day 2), approximately 22 hours after 
study (day as a within-participants factor). The mean time difference between the 
Day 1 and Day 2 pLDTs was 22 hours 31 minutes (SD = 2 hours 3 minutes) in the 
written condition and 22 hours 11 minutes (SD = 2 hours 28 minutes) in the spoken 
condition. The priming effect (computed as a difference in reaction times (RTs) 
between related and unrelated prime-target combinations) was taken as a measure 
Figure 3.1  Experimental procedure (Panel A) and example of a pLDT-trial (Panel B). (A) 
Experimental procedure. On Day 1, children first indicated whether they knew the meaning 
of the words that they were about to study; they were expected to be unfamiliar with half 
(novel: n = 24; known n = 24). Next, they studied these words and their definitions, with the 
definitions presented in either a written or spoken modality. The semantic integration of 
half of the study words (novel: n = 12; known n = 12) was tested in a primed lexical decision 
task (pLDT) on Day 1. The semantic integration of the other half was tested on Day 2. After 
each pLDT, children were examined on meaning recognition of those study words that had 
been used as primes in the preceding pLDT. Only words whose definitions had been 
recognized were used to calculate the priming effects. (B) Example of a trial in the pLDT. The 
prime was one of the study words (the novel word “sambar” in this example). The target 
could either be semantically related (as is “dier”, Dutch for “animal”) or unrelated to the 
prime (e.g., “alcohol”), or it could be a pseudoword. The task of the child was to categorize the 
target word as existing or non-existing in the Dutch language.
Day 2
Meaning recognition test
Primed Lexical Decision Task
Study
Study words: 24 novel (e.g., sambar), 24 known
Definitions: written or spoken
Meaning recognition test
Primed Lexical Decision Task (pLDT)
Knowledge of meaning test
Day 1
Example
trial pLDT
1000 ms
target
dier
800 ms
*
250 ms
prime
sambar
2500 ms
#
A)
B)
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of semantic integration. After each pLDT, children were tested on whether they 
could recognize the meaning of the words that had occurred as primes in the 
pLDT.
 On both days, we asked children for the number of hours they slept the 
previous night, and the quality of sleep. Just prior to each pLDT children reported 
on mental fatigue, and after the experimental tasks on Day 2, children reported 
on the learning strategies they used to study words and on their general preference 
for reading versus listening for studying. The additional measurements (nonverbal 
reasoning skills, verbal working memory, technical reading skills, vocabulary 
size, and learning preference) were assessed in the days close to, but never in 
between, the Day 1 and the Day 2 session. Learning preference was always assessed 
after the Day 2 session.
3.2.3  Materials
 Study material consisted of 48 Dutch written words with their written or 
spoken definitions (see Appendix S3.3). There were 24 novel nouns (existing very 
rare words, CELEX frequency < 1 per million) and 24 known nouns (M
frequency
 = 12.54 
per million, range = 2-39 per million). These were a subset of the stimuli used by 
van der Ven et al. (2015), but to reduce required study time, some of the definitions 
were shortened. The presentation length of a written definition was always 
matched to its spoken equivalent. Study words then served as primes in the pLDT. 
For this purpose, they were divided over two lists: two novel-prime lists and two 
known-prime lists, with 12 primes in each (see Appendix S3.4 for the mean prime 
characteristics per list).
 Each prime word within these four lists was paired with eight target words: 
two semantically related targets, two semantically unrelated targets, and four 
pseudoword targets (see Table 3.1 for word pair examples). This resulted in 96 
prime-target combinations per list. The semantically related targets were created 
by having independent peers (grade 5, n = 28) give the first three conceptually 
related words that came to mind when reading the study/prime words with their 
definitions. The semantically unrelated pairs were created by recombining the 
primes and the targets of the related condition such that the prime-target 
combinations were not semantically related. The pseudoword targets only served 
as fillers to ensure that a semantic decision was made on the existing targets. 
Pseudowords were created in the program “Wuggy” (Keuleers & Brysbaert, 2010), 
using the existing targets as templates to ensure equality of word length and length of 
subsyllabic segments (summaries of target word and word pair characteristics per 
list are available in Appendixes S3.5 and S3.6, respectively).
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 Priming was used as evidence of semantic integration; hence, priming should 
not result from prime-target relations in episodic memory (i.e., outside the 
semantic lexicon). Therefore, we took measures to prevent participants from 
explicitly studying the prime-target combinations. First, during study, none of the 
target words appeared in the definition of the prime word with which it was 
paired. Second, none of the prime-target combinations were repeated across the 
Day 1 and Day 2 priming tasks, such that the first pLDT could not serve as a study 
opportunity for the second day.
 For the pLDT on Day 1, one novel-prime/target list (N1 or N2) was combined 
with one known-prime/target list (K1 or K2). This resulted in 192 pseudo-random-
ized word pairs per pLDT (24 primes, each combined with two related, two 
unrelated, and four pseudoword targets): A specific prime never occurred in the 
same eighth of the experiment. For a specific prime, a specific prime-target 
relation type (related/unrelated/pseudoword) never occurred in the same quarter, 
and a related prime-target type once preceded, and once followed, an unrelated 
prime-target type. Furthermore, a specific target (once used in a related and once 
in an unrelated prime-target combination) did not occur in the same half of the 
pLDT. In each eighth of the pLDT, an equal number of prime-target relation types 
(related, unrelated, pseudoword × 2) was shown in a randomized order. The two 
remaining lists were presented in the pLDT on Day 2. List combinations were 
counter balanced across participants, and identical for the two modality groups.
Table 3.1  Example of Word Pairs Used in the primed Lexical Decision Task
Related  
targetb
Unrelated  
targetb
Pseudoword  
target 1
Pseudoword  
target 2
Novel primea sambar-dier sambar-alcohol sambar-dear sambar-alwofil
sambar-animal sambar-alcohol sambar-dear sambar-alwofil
sambar-staart sambar-donker sambar-steert sambar-korker
sambar-tail sambar-dark sambar-steert sambar-korker
Known primea doorn-scherp doorn-lava doorn-schems doorn-haza
thorn-sharp thorn-lava thorn-schems thorn-haza
doorn-roos doorn-tien doorn-roor doorn-tein
thorn-rose thorn-ten thorn-roor thorn-tein
Note. Italic words are English translations of Dutch words. Pseudoword targets do not exist as real words 
in the Dutch language.
a  A prime was coupled to eight target words.
b  The exact same primes and targets were used to create the related and unrelated prime-target 
combinations. They only differed in their semantic relation (related/unrelated). For example, for the 
known primes, also the following prime-target combinations existed: unrelated: cijfer-scherp (numeral-
sharp), vulkaan-roos (volcano-rose); related: vulkaan-lava (volcano-lava), cijfer-tien (numeral-ten).
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3.2.4  Tasks
 In all tasks, the child had to respond via a keyboard, except in the pLDT, for 
which a button box was used. Instructions were provided orally, along with text 
instructions on the computer screen.
3.2.4.1  Knowledge of meaning test.
 For all study words (see Appendix S3.3), the child was asked to indicate with a 
button press whether he or she knew their meaning. The child was instructed to 
take his or her time and answer honestly, and was told that there were no correct 
or incorrect answers. If novel words were responded to as “known” or if known 
words were responded to as “unknown” the child was asked what the word meant, 
to confirm whether the given response was appropriate or not. If inappropriate, 
that is, if a child indicated knowing a novel word but in fact did not, or if a child 
indicated not knowing a known word but in fact did, the answer was changed to 
the appropriate response category.
3.2.4.2  Study phase.
 In three rounds, children studied both novel and known Dutch written words 
with their definitions (see Appendix S3.3). The definitions were either visually or 
auditorily presented, depending on the modality group the child was assigned to. 
In round 1, the child became familiar with the full set of study material. A word 
appeared on the screen, and the child had to press a button to see or hear (blank 
screen) the definition. Then, the next word appeared, until all 48 words had been 
viewed in random order. In round 2, the material could be studied. Again, words 
were presented in random order, and a key had to be pressed to see or hear the 
definition. At this point, however, three choices were shown after each definition 
presentation: (a) see/hear the definition again (this option could be repeated as 
often as needed); (b) go on to the next word (the current word would appear again 
in the next cycle); (c) remove the word from the to-be-learned list. The last option 
was included to maximize memory performance within the limited amount of 
study time by having children study those words that were not yet known to them. 
Children were instructed to learn the meaning of all words, and only choose 
option 3 if they knew the meaning and thought they would not forget it. They did 
not have to know the exact wording of the definitions. If option 3 was chosen, the 
word was tested at the end of the cycle by having the child choose the correct 
shortened definition (see Appendix S3.3) out of four options. If, indeed, the correct 
definition was chosen, the word did not appear in the subsequent learning cycles; 
otherwise, it remained in the to-be-learned list. For every new cycle, the words 
that remained in the list were presented in random order. Study round 2 lasted 
until all words were omitted from the learning list (option 3, plus all words 
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answered correctly at the end of a cycle) or until a maximum of 30 minutes was 
reached (excluding instructions, breaks, and completion of the current trial). 
Round 3 was identical to round 1, with all words being presented once more, in 
random order, and the definition appearing upon a button press. Together, the 
“sandwich” structure of rounds 1, 2, and 3 ensured that each word and its definition 
were encountered at least three times. After the study phase, the child took a short 
break (5-10 minutes), such that the child would be refreshed for the pLDT.
3.2.4.3  Primed lexical decision task (pLDT).
 A sample of a pLDT trial is illustrated in Figure 3.1B. Each trial started with 
presentation of a fixation star (800 milliseconds), followed by the prime word in a 
white font on a black background (250 milliseconds) and the target word in yellow 
(1000 milliseconds). Children were instructed to judge whether the string of 
yellow letters was an existing word or not and to respond as fast and as accurately 
as possible. Answers given outside the target presentation window were categorized 
as missed. RTs were measured from target onset until the button press. Halfway 
through the task, the child was offered a break. Before every pLDT, one practice 
pLDT of 20 trials was conducted with words not used in the actual experiment, 
and with the response window reduced to 800 milliseconds to promote fast 
responses during the actual test. Based on the responses in this practice session, 
the test leader decided whether a second practice was required or not. For the 
actual test, the child was offered soundproof headphones (not necessary for the 
task, but a few preferred to wear them).
3.2.4.4  Meaning recognition test.
 This test targeted recognition of the meaning of the prime/study words (12 
novel, 12 known) that appeared in the preceding pLDT. For each word, the child 
was asked to select the best fitting definition out of four options. Four definition 
buttons could be pressed per word, as many times as needed, with each button 
corresponding to a shortened definition of one of the studied words (these 
definitions were different from those used in round 2 of the study phase; see 
Appendix S3.3). The definitions were presented visually or auditorily, depending 
on the modality group. The use of four answer buttons allowed the child to select 
the definition that he or she thought best corresponded to the word’s meaning.
3.2.5  Data Analysis
 Semantic integration was assessed by measuring the magnitude of the 
priming effects observed in the pLDTs. To ensure that all words in the novel 
condition were indeed novel before but were learned during study, and that the 
known condition words were actually known, trials were excluded from further 
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analyses if the prime was incorrectly judged in either the knowledge of meaning 
test (before study) or the meaning recognition test (after study). pLDT trials were 
also excluded if the target word of a critical trial was incorrectly judged as being a 
pseudoword (9.5% of the existing word trials) or no response was given within the 
response window (2.4% missed). Thus, the RT was included for calculation of the 
priming effects only if the meaning of the prime word was accurately remembered 
and the response to the target word was correct.
 After this initial selection, RT outliers were removed in each condition for 
each participant by using the nonrecursive procedure with shifting z criterion 
(Van Selst & Jolicoeur, 1994). This procedure is an objective method for trimming 
RT data, because the number of standard deviations used for trimming the data is 
based on the sample size (the number of trials within a cell) to reduce the bias of 
sample size in skewed RT data. Next, participant-specific priming effects were 
calculated by subtracting the mean RT for the related prime-target combinations 
from the mean RT for the unrelated prime-target combinations. To determine 
mean priming effects on the group level, the means of the participant-specific 
priming effects were computed. Children were excluded from the group analyses 
if they were left with fewer than five related and/or unrelated trial RTs for 
calculating the participant-specific priming effect in at least one of the conditions, 
or if a (difference between relevant) priming effect(s) exceeded the range M
(difference 
between) condition(s)
 +/- 3.29 SD, because these were not expected to occur (probability of .001 
in a normal distribution; Field, 2009). For the Day 2 analyses, the first criterion 
resulted in exclusion of two children from the spoken group. The second criterion 
generated one additional removal from the written group. For the by-items 
analyses, an analogous procedure was used, resulting in exclusion of two items in 
the novel and one item in the known condition because of the first criterion. The 
second criterion did not generate additional removals. For the Day 1-Day 2 analyses 
one extra participant had to be excluded from the written group, and one novel 
item, due to too few (< 5) RTs in a Day 1 condition. The values for the mean number 
of trial RTs per participant per condition that entered the Day 1-Day 2 analyses 
were 19 (SD = 3) for related trials and 19 (SD = 3) for unrelated trials (max = 24). The 
values for the mean number of participant RTs per trial per condition that entered 
the Day 1-Day 2 analyses were 14 (SD = 2) for related trials and 14 (SD = 2) for 
unrelated trials (max = 17).
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3.3  Results
 Before addressing our hypotheses on semantic integration, we investigated 
whether the modality groups were equal in terms of study characteristics using 
Mann-Whitney tests. In addition, the acquisition data were examined to check 
whether study-word meanings had the expected familiarity before study (in the 
knowledge of meaning test) and after study (in the meaning recognition test).
3.3.1  Study Characteristics
 On average, a child studied 33 minutes (SD = 6 minutes) during study rounds 1 
through 3, excluding instructions and pauses, and a word’s definition was 
presented 5.15 times (SD = 1.19), with a mean duration of 2.78 seconds (SD = 0.08). 
Mean study time was significantly longer when definitions were presented in a 
written format (35 minutes, SD = 5) than in a spoken format (31 minutes, SD = 6), U 
= 380.50, p = .015, r = .29. This extra time was probably spent on the intertrial 
intervals where children could decide on the choice between “definition 
presentation,” “next word,” and “removal from list,” or on the test at the end of the 
cycle, because the presentation length of a definition was fixed (same for written 
and spoken), and the two modality groups did not differ significantly in terms of 
the mean duration of a definition presentation, which was 2.72 seconds (SD = 0.08) 
for novel written condition, 2.68 seconds (SD = 0.10) for novel spoken condition, 
2.93 seconds (SD = 0.06) for known written condition, and 2.91 seconds (SD = 0.09) 
for known spoken condition, U = 458.00, p = .141, r = .12. The two modality groups 
also did not differ in terms of the mean number of definition presentations per 
word, which was 6.73 (SD = 1.70) for novel written condition, 6.74 (SD = 1.89) for 
novel spoken condition, 3.50 (SD = 0.74) for known written condition, and 3.65 (SD 
= 1.08) for known spoken condition, U = 570.50, p = .927, r = .01. This indicated that 
the length of the definitions that participants chose to repeat did not differ 
between groups (i.e., there was no greater preference for the spoken group to 
repeat longer definitions) and that potential learning differences between the 
modality groups would not be due to a difference in definition repetitions during 
study.
3.3.2  Acquisition (Learning System 1)
 To investigate whether the word meanings had the expected familiarity at 
different time points, we analyzed data from the knowledge of meaning test and 
the meaning recognition test (Table 3.2). As expected, the novel word meanings 
before study were not yet known, but they were acquired during study and retained 
on Day 2. The known word meanings were already known before study, and stayed 
so on both days. Furthermore, at none of the test points did the written and spoken 
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modality group differ from each other in accuracy (all p ≥ .118), except for 
recognition of the novel word meanings on Day 1, for which the spoken group 
outscored the written group, U = 612.00, p = .011, r = .17.
3.3.3  Semantic Integration (Learning System 2)
 To address our research questions about semantic integration, we first 
analyzed the semantic priming effects (see for RT-analyses Appendix S3.7) in a 
similar manner as van der Ven et al. (2015). A recent approach for analyzing our 
data would have been with linear/logit mixed effect models, which take both 
participant and item variation into account; however, we performed by-participants 
and by-items analyses separately (designated as t
1
/F
1
 and t
2
/F
2
, respectively) to 
maintain comparability with analyses and results reported by van der Ven et al.
Novel words were expected to become integrated into the semantic lexicon over 
time and, therefore, to show an increase in priming effects across days. The known 
words were assumed to be already integrated at the start of the experiment and, 
therefore, to show priming on both days, in both modalities. Table 3.3 shows the 
mean priming effects and the mean RTs for the pLDTs. A full summary of all 
by-participants and by-items analyses can be found in Tables 3.4 and Table 3.5, 
respectively.
Table 3.2  Mean Percentage (SD) of Word Meanings Responded as Known
Before study
Day 1
After pLDT
Day 1
After pLDT
Day 2
Study 
modality
Prime Knowledge of 
meaning
Meaning 
recognition
Meaning 
recognition
Written Novel 0.0 (0.0) 76.2 (18.5) 76.3 (17.2)
(n = 34) Known 100.0 (0.0) 99.5 (1.9) 98.3 (3.9)
Spoken Novel 0.2 (1.0) 86.6 (15.1) 81.7 (19.5)
(n = 34) Known 99.9 (0.7) 97.4 (10.1) 97.6 (10.1)
Combined Novel 0.1 (0.7) 81.4 (17.6) 79.0 (18.5)
(N = 68) Known 99.9 (0.5) 98.4 (7.3) 98.0 (7.6)
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Table 3.3   Mean Reaction Times (SD) and Mean Priming Effects (SD) in the primed  
Lexical Decision Task
Day 1 Day 2a
Modality 
group
Prime Prime-target 
relation
RT Priming 
effectb,c
RT Priming 
effectb,c
Written Novel Related 622 (55) -1 (42) 597 (52) 7 (33)
Unrelated 621 (56) 604 (49)
Known Related 620 (54) 1 (37) 583 (48) 13 (29)*
Unrelated 621 (56) 596 (45)
Spoken Novel Related 592 (67) 2 (36) 563 (69) 11 (31)
Unrelated 594 (65) 574 (80)
Known Related 596 (79) -3 (37) 562 (80) 15 (27)*
Unrelated 594 (75) 577 (83)
Combined Novel Related 607 (63) 1 (39) 580 (63) 9 (31)*
Unrelated 607 (62) 589 (67)
Known Related 608 (68) -1 (36) 573 (66) 14 (28)*
Unrelated 608 (67) 586 (67)
Note. SD = Standard Deviation; Both reaction times and priming effects are presented in ms.
aThe Day 2 means presented in this table are based on the participants included for the Day 2 analyses, 
which we focused on. Day 1: N = 64 (written: n = 32; spoken: n = 32); Day 2: N = 65 (written: n = 33; spoken: 
n = 32). bPriming effect does not always match “M RT unrelated – M RT related” because the difference was 
calculated for each participant before averaging. cThe SDs of the priming effects are rather large, which 
suggests large differences between individuals.
* p < .05 in both by-participants and by-items analyses.
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 The known words were included as a control to determine whether the novel 
word data could be interpreted validly. Against our expectations, and contrary to 
earlier results (van der Ven, et al., 2015), the known words did not show priming 
effects on Day 1 using one-sample t tests: t
1
(63) = -0.13, p = .894, d = -0.02; t
2
(93) = 0.48, 
p = .632, d = 0.05. The novel words did not show priming effects on Day 1 either, 
t
1
(63) = 0.11, p = .911, d = 0.01; t
2
(89) = -0.26, p = .793, d = -0.03. This led us to doubt 
whether the pLDT measurements on Day 1 truly reflected the degree of semantic 
priming, or if they were confounded by other factors, such as unfamiliarity with 
the task, mental fatigue, or attention. On Day 2, the known words did show the 
expected priming effects, again using one-sample t-tests, t
1
(63) = 4.14, p < .001, 
d = 0.52; t
2
(93) = 3.44, p = .001, d = 0.36, with no difference between the modality 
groups, t
1
(62) = -0.27, p = .792, d = -0.07; t
2
(46) = 0.26, p = .793, d = 0.04. A two-way 
(day×modality) ANOVA revealed, indeed, an unexpected increase from Day 1 to 
Day 2 for the known words, which was significant in the participant analyses, 
F
1
(1, 62) = 8.48, p = .005, η
p
2 = .12; F
2
(1, 46) = 3.54, p = .066, η
p
2 = .07, and did not differ 
between the two modality groups, F
1
(1, 62) = 0.30, p = .583, η
p
2 = .00; F
2
(1, 46) = 1.65, 
p = .206, η
p
2 = .04. Together, these results for the known word control condition 
suggest that the integration measurements were unsuccessful on Day 1, but 
successful on Day 2 with no difference between the two modality groups in the 
basic level of priming magnitude. For this reason, in the remainder of the semantic 
priming analyses, we focused on the Day 2 data.
 As expected, on Day 2, when data from the two modality groups were 
combined, the novel words that were learned the day before primed semantically 
related words, as shown through one-sample t tests: t
1
(32) = 1.22, p = .232, d = 0.21, 
in the written modality; t
1
(31) = 2.03, p = .051, d = 0.36, in the spoken modality; and 
t
1
(64) = 2.29, p = .025, d = 0.28, in both modalities combined; t
2
(45) = 2.23, p = .031, 
d = 0.33, in the written modality; t
2
(45) = 0.93, p = .358, d = 0.14, in the spoken 
modality; and t
2
(91) = 2.32, p = .023, d = 0.24, in both modalities combined. 
The amount of priming did not differ significantly between study modalities, t
1
(63) = 
-0.53, p = .601, d = -0.13; t
2
(45) = 1.40, p = .168, d = 0.21.1 This suggested that semantic 
integration of newly learned words begins to occur within a day to a similar degree 
for the written and the spoken study modality.
1 Because we were primarily interested in effects within the novel and known conditions we 
performed separate analyses for the novel and known word conditions. A direct comparison 
between novel and known words on Day 2, however, did not reveal a significant difference in 
priming, t
1
(32) = -0.71, p = .482, d = -0.12, in the written modality; t
1
(31) = -0.66, p = .517, d = -0.12, in 
the spoken modality; and t
1
(64) = -0.97, p = .334, d = -0.12, in both modalities combined; t
2
(80.6) = 
0.33, p = .744, d = 0.07, in the written modality; t
2
(91) = -0.75, p = .454, d = -0.16 in the spoken modality; 
and t
2
(171.2) = -0.250, p = .803, d = -0.04, in both modalities combined.
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3.4  Discussion
 We investigated whether children show delayed semantic integration of newly 
learned novel words and whether study modality (written, spoken) has an influence 
on this integration process. Because children did not show semantic priming for 
already known words on Day 1, we could not justify interpreting our novel word 
data on Day 1. However, both the already known and novel words showed priming 
effects when tested on Day 2, that is, 22 hours after study. These effects were 
statistically significant with small to medium effect sizes for (a) all known prime 
word conditions, (b) the novel prime written meaning condition in by-items 
analyses, (c) novel prime spoken meaning condition in by-participants analyses 
(p =.051), and (d) the novel prime condition combined across both modalities in 
both by-participants and by-items analyses. There was no difference in the amount 
of priming between the written and the spoken study modality group. This 
suggested that children can integrate novel words into their semantic lexicon 
within 22 hours, independent of study modality.
 To our knowledge, in the area of native vocabulary learning, this is the first 
evidence of semantic integration in children within 22 hours. This finding on 
word meaning integration extends the literature on vocabulary learning in 
children beyond what has been reported for integration of word forms (e.g., 
Henderson, Weighall, & Gaskell, 2013). Furthermore, this finding extends 
literature on word meaning integration by revealing that similar to adults – who 
have been shown to integrate fictitious words within a week (Clay, et al., 2007; 
Tamminen & Gaskell, 2013) and novel but existing words within 24 hours (van der 
Ven, et al., 2015) – children can also integrate the meanings of novel real words 
within 24 hours. This suggests that the likely smaller lexicon size in children may 
not delay semantic integration.
 Contrary to findings in adults, and in line with our hypothesis, study modality 
had no statistically significant influence on the amount of semantic priming in 
children. Van der Ven et al. (2015) found that learning of word meanings in the 
written modality benefitted adults’ semantic integration to a greater extent than 
learning of word meanings in the spoken modality. It was speculated that this 
advantage may have been caused by a higher availability of memory resources and/
or more focused encoding of word meaning in the written study condition (see 
also Bazerman, 1985; Hyönä & Nurminen, 2006). The absence of this written 
modality benefit in the current study could be explained partly by the fact that 
children are less experienced readers. They may have to dedicate more memory 
resources to the reading of definitions, which would reduce the available memory 
resources and time for learning. The increased study time and decreased 
recognition data on Day 1 for the written compared to the spoken modality group 
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were in line with this idea. Moreover, compared to adults, children may have 
developed the skills to focus on the most informative parts of written text to a 
lesser extent. We studied children ages 10-13, whose reading ability is in the 
process of becoming adultlike (García & Cain, 2014). It is possible that younger 
children, with even less experience in reading, could show a benefit for studying 
definitions in the aural modality that, over time, changes to a benefit for the 
written study modality (see Witteman & Segers, 2010, for modality effects on 
retention in children).
 Although we observed no influence of study modality on semantic integration, 
the modality groups did differ in meaning recognition on Day 1 (albeit with a 
small effect size) and in overall reaction speed in the priming tasks. Participants 
who studied novel word definitions by listening were better at recognizing these 
definitions directly after study. In addition, they were faster at recognizing target 
words in the priming tasks. It is uncertain whether these effects were truly caused 
by study modality. Although the two modality groups did not appear to differ in 
our additional measurements and self-reports, it is possible that they differed on 
variables that were not examined, such as general motor speed. It would be of 
interest to further investigate the effects of study modality using a within- 
participant design, in which each participant receives both written and spoken 
definitions in order to eliminate between-participant variation.
 According to general benchmarks (Cohen, 1992), the semantic priming effects 
on Day 2 are considered to be small in strength for the novel words (9 milliseconds, 
d = 0.2-0.3) and medium for the known words (14 milliseconds, d = 0.4-0.5). 
Researchers have argued, however, that effect sizes are more informative if they 
are interpreted within the ranges reported in the same field (e.g., Plonsky & 
Oswald, 2014). In the field of semantic priming, known words appear to show 
priming effects of around 20-25 milliseconds (in adults; Hutchison et al., 2013), 
which is larger than the values we observed. Moreover, larger priming effects were 
found for adult participants in a previous study with a similar setup to the current 
experiment (van der Ven, et al., 2015): 10 milliseconds for novel words (d = 0.2-0.4); 
26 milliseconds for known words (d = 0.7-1.1). Overall, it appears that known words 
show larger priming effects than novel words, and that adults show larger effects 
than children. The known-novel word difference in priming might be explained 
by the consolidation period: Whereas known words would have had many years 
for consolidation to take place, it is not necessarily true that all novel words 
become fully integrated within 22 hours. Furthermore, the prime-target relations 
that were tested in the present priming task may have been stronger for the known 
words, because the targets for the known primes were more likely selected on the 
basis of existing semantic relations and because these prime-target combinations 
could have been experienced outside the lab. However, an explanation for the 
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adult-child difference is less straightforward. It is possible that unknown variables 
may have influenced the effectiveness of measuring priming effects with the 
current task in children, or that our task setup (which involved fewer primes 
coupled with double the number of target words) resulted in weaker prime-target 
relations. Another possibility is that the word-to-word couplings in the adult 
semantic lexicon are genuinely stronger than in the child’s lexicon.
 The finding that the known words in this study did not show priming effects 
on Day 1 is contrary to the results of a companion adult study by van der Ven et al. 
(2015) and may have multiple causes that could relate to differences between 
children and adults (e.g., in attention span, metacognitive processing, practice 
needed) and differences between experimental setups (e.g., laboratory vs. school). 
Without a valid measurement completed directly after study, it was impossible to 
infer whether the priming we observed on Day 2 emerged after a delay. This means 
that our results neither undermine nor corroborate the existence of two 
complementary learning systems for word learning (Davis & Gaskell, 2009; based 
on McClelland, et al., 1995). Whether consolidation is required for word meaning 
integration is open for further research.
3.4.1  Conclusion
 To conclude, the children in this study showed a semantic integration effect 
22 hours after learning when written and oral modality data were combined, 
which is similar to previous studies in adults. In contrast to adult data, however, 
neither strong nor consistent patterns were provided by presenting children with 
definitions of novel words in different modalities (written or spoken) during 
learning. This suggested that influences of study modality on semantic integration 
may not be robust but may change along with the experience of reading and 
listening gained during language development.
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Appendix S3.1: Additional Measurements
 We measured nonverbal reasoning skills (intelligence) which may be necessary for 
both task understanding and novel word learning, verbal working memory important 
for instruction understanding and remembering the beginning of a definition 
when reading/hearing the last word, and technical reading skills for rapid decoding of 
the words in the pLDTs (existing words and non-existing words). We also checked for 
vocabulary size which may partly reflect the ease with which participants acquire 
new words, and learning preference to ensure that the modality groups did not differ 
on preference of study modality. Nonverbal reasoning skills, vocabulary size and 
learning preference were tested in class. Verbal working memory and technical 
reading skills were tested individually.
S3.1 Table   Statistics for Additional Measurements
Written  
(n = 34)
Spoken  
(n = 34)
Written  
vs. Spoken
M (SD) M (SD) t p
Nonverbal reasoning skillsa RAVEN 43.91 (5.66) 43.70 (5.58) 0.15 .879
Verbal working memoryb AWMA 15.09 (3.13) 16.06 (4.26) 1.07 .288
Technical reading skillsc EMT 75.82 (13.23) 79.88 (14.42) 1.19 .238
KLEPEL 62.53 (14.76) 65.33 (17.90) 0.70 .486
Vocabulary sized CITO 22.03 (4.69) 22.97 (5.07) 0.78 .438
Learning preferencee VARK: A 0.23 (0.09) 0.24 (0.08) 0.32 .747
VARK: R 0.24 (0.09) 0.24 (0.09) 0.16 .875
a  Nonverbal reasoning skills: Nonverbal reasoning skills were assessed with Raven’s Standard Progressive 
Matrices (Raven, 2003). Participants saw incomplete patterns (N = 60) and had to select the missing piece 
out of six options. Difficulty increased over items. A higher number correct reflects higher nonverbal 
reasoning skills.
b  Verbal working memory: Verbal working memory was assessed with the listening recall test, a sub-test 
of the Automated Working Memory Assessment (AWMA, Dutch version; Alloway, 2007). In this task the 
child listened to groups of sentences. After each sentence, the child indicated whether the sentence 
meaning was plausible or not. After each sentence group, the first word of each sentence had to be 
recalled in the correct order. The number of sentences in a sentence group started with one, and could 
increase to six. If for three sentence groups the words were accurately repeated, the number of sentences 
in a group increased with one. Three incorrect word repetitions caused the program to terminate. We 
used the raw memory score, with a higher score reflecting a higher verbal working memory capacity.
c  Technical reading skills: The Eén Minuut Test (EMT; one minute test; Brus & Voeten, 1976) was used for 
assessing technical reading skills of existing words. Within one minute, children had to read aloud as 
many words as possible from a list of 116 words. The Klepel (van den Bos, Lutje Spelberg, Scheepstra, & 
de Vries, 1994) was used for assessing technical reading skills of non-existing words. Participants were 
allowed two minutes for reading aloud as many as possible from a list of 116 non-words. For both tests, 
a higher number correct reflects higher technical reading skills.
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Appendix S3.2: Additional Self-reports
S3.2 Table  Statistics Additional Self-reports
Written  
(n = 34)
Spoken  
(n = 34)a
Written vs. Spoken
M (SD) M (SD) Mann- 
Whitney U
p
Mental fatigue Day 1b 3.41 (0.70) 3.36 (0.70) 536.50 .718
Mental fatigue Day 2b 3.32 (0.64) 3.26 (0.71) 542.00 .612
Sleep quantity Day 1 (hrs)c 10.02 (1.12) 9.93 (1.05) 560.00 .990
Sleep quantity Day 2 (hrs)c 10.16 (0.84) 9.98 (0.98) 551.00 .739
Sleep quality Day 1d 3.76 (1.05) 3.33 (1.05) 429.50 .087e
Sleep quality Day 2d 3.88 (0.81) 3.62 (0.82) 453.50 .085e
General preference for reading 
versus listening for studyingf
2.71 (0.84) 3.12 (1.01) 719.00 .069g
a  The Day 1 measurements of the spoken group are based on n = 33, because of missing data.
b  Mental fatigue: five point Likert item: 1 = mentally completely tired, 5 = mentally completely fresh.
c  Sleep quantity: number of hours slept on the previous night.
d  Sleep quality: five point Likert item: 1 = bad, 5 = very good.
e  Despite a trend towards a higher reported sleep quality in the written modality group, there was no 
advantage for this group above the spoken group in either the meaning recognition or the pLDT 
priming effects.
f  General preference for reading versus listening for studying: five point Likert item: 1 = high preference 
for learning in written language, 5 = high preference for learning in spoken language.
g  Despite the observed trend towards a higher general preference for the aural study modality for the 
spoken group, the data did not show a clear advantage in word learning for one or the other modality 
group, except in meaning recognition at Day 1 where the spoken modality group outperformed the 
written modality group.
Appendix S3.3: Stimuli
S3.3 Stimuli can be retrieved from the Language Learning website:
http://onlinelibrary.wiley.com/journal/10.1111/(ISSN)1467-9922
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Appendix S3.4: Prime Characteristics
S4
.3
 T
ab
le
   S
ta
ti
st
ic
s 
on
 W
or
d
s 
U
se
d
 a
s 
P
ri
m
es
 i
n
 t
h
e 
p
ri
m
ed
 L
ex
ic
al
 D
ec
is
io
n
 T
as
k 
(n
 =
 1
2 
p
er
 l
is
t)
Li
st
a
M
 
an
d
 
SD
Le
tt
er
s
Sy
ll
ab
le
s
Fr
eq
u
en
cy
O
LD
20
n 
W
o
rd
s 
d
efi
n
it
io
n
ve
rs
u
s 
Li
st
U
 
an
d
 
p
Le
tt
er
s
Sy
ll
ab
le
s
Fr
eq
u
en
cy
O
LD
20
n 
W
o
rd
s 
d
efi
n
it
io
n
N
1
M
5.
83
1.
75
0.
00
b
2.
03
5.
83
N
2
U
61
.0
0
71
.5
0
72
.0
0
51
.0
0
71
.0
0
SD
2.
21
0.
97
0.
00
0.
77
2.
86
p
.5
51
.9
77
1.
00
0
.2
42
.9
77
K
1
U
62
.5
0
71
.0
0
14
4.
00
47
.0
0
86
.0
0
p
.5
90
.9
77
<.
00
1*
.1
60
.4
43
K
2
U
61
.5
0
64
.5
0
14
4.
00
50
.5
0
77
.5
0
p
.5
51
.6
71
<.
00
1*
.2
19
.7
55
N
2
M
5.
25
1.
75
0.
00
b
1.
76
6.
00
K
1
U
75
.0
0
73
.0
0
14
4.
00
70
.0
0
86
.0
0
SD
1.
86
1.
06
0.
00
0.
76
3.
41
p
.8
87
1.
00
0
<.
00
1*
.9
32
.4
43
K
2
U
73
.0
0
66
.5
0
14
4.
00
70
.0
0
77
.5
0
p
1.
00
0
.7
55
<.
00
1*
.9
32
.7
55
K
1
M
5.
08
1.
67
13
.8
3
1.
60
6.
58
K
2
U
71
.5
0
64
.0
0
63
.0
0
77
.5
0
62
.5
0
SD
1.
24
0.
78
11
.1
7
0.
60
2.
71
p
.9
77
.6
71
.6
30
.7
55
.5
90
K
2
M
5.
08
1.
50
11
.2
5
1.
64
6.
00
SD
1.
31
0.
67
10
.7
2
0.
54
2.
73
N
ot
e.
 M
 =
 M
ea
n
; S
D
 =
 S
ta
n
d
ar
d
 D
ev
ia
ti
on
; O
LD
20
 =
 O
rt
h
og
ra
p
h
ic
 L
ev
en
sh
te
in
 D
is
ta
n
ce
 2
0;
 n
 W
or
d
s 
d
efi
n
it
io
n
 =
 n
u
m
b
er
 o
f 
w
or
d
s 
in
 t
h
e 
d
efi
n
it
io
n
. U
 
an
d
 p
 v
al
u
es
 a
re
 b
as
ed
 o
n
 M
an
n
-W
h
it
n
ey
 t
es
ts
.
a N
: n
ov
el
-p
ri
m
e/
ta
rg
et
 l
is
t;
 K
: k
n
ow
n
-p
ri
m
e/
ta
rg
et
 l
is
t.
 b
O
cc
u
rr
en
ce
 <
 1
 p
er
 m
il
li
on
.
* 
p 
< 
.0
5.
76
Chapter 3
Appendix S3.5: Target Characteristics
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Appensix S3.6: Prime-Target Characteristics
Appendix S3.7: RT Analyses
 Because we were specifically interested in the priming effect as a dependent 
variable, we subjected the priming values (consisting of unrelated-RT minus 
related-RT) to the analyses. Below, however, we report the results of the main 
analyses using RTs instead of priming effects. See Table 3 for the mean RTs per 
condition. The pattern of results is similar to our analyses with priming effects: 
For known words, the related targets were responded to slower than the unrelated 
targets, more so on day 2 than on day 1 (Priming x Day interaction). On Day 2 both 
the known and novel words showed a positive priming effect (i.e., main effect of 
priming: related faster than unrelated).
S3.6 Table   Mean Levenshtein Distance Between Primes and Targets in  
the primed Lexical Decision Task
Prime-target relation
Lista Related Unrelated Pseudoword
N1 M 5.79 5.83 5.77
SD 1.69 1.66 1.79
N2 M 5.38 5.13 5.31
SD 2.12 1.80 2.12
K1 M 5.33 5.21 5.33
SD 1.49 1.32 1.21
K2 M 5.33 5.46 5.60
SD 1.20 1.02 1.22
Note. M = Mean; SD = Standard Deviation.
aN: novel-prime/target list; K: known-prime/target list.
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S3.7 Table   Analyses using RTs instead of priming effects
By-participants By-items
Prime Analysis F p ηp
2 F p ηp
2
Novel ANOVA Priming 2.18 .145 .034 1.98 .167 .043
Day 14.59 <.001* .191 43.98 <.001* .500
Modality 4.68 .034* .070 74.90 <.001* .630
Priming×Day 1.48 .228 .023 4.34 .043* .090
Priming×Modality 0.49 .485 .008 0.19 .662 .004
Day×Modality 0.03 .860 .001 0.87 .357 .019
Priming×Day×Modality 0.02 .899 .000 1.64 .207 .036
Known ANOVA Priming 4.71 .034* .071 4.08 .049* .082
Day 25.22 <.001* .289 59.23 <.001* .563
Modality 1.95 .168 .030 31.46 <.001* .406
Priming×Day 8.50 .005* .121 3.53 .067 .071
Priming×Modality 0.02 .884 .000 1.54 .220 .032
Day×Modality 0.66 .421 .010 0.45 .507 .010
Priming×Day×Modality 0.32 .575 .005 0.65 .423 .014
Novel ANOVA, Day 2 Priming 5.21 .026* .076 4.07 .050* .083
Modality 4.55 .037* .067 22.26 <.001* .331
Priming×Modality 0.29 .593 .005 1.95 .169 .042
Known ANOVA, Day 2 Priming 15.80 <.001* .200 13.35 .001* .225
Modality 1.51 .224 .023 12.00 .001* .207
Priming×Modality 0.18 .675 .003 0.07 .799* .001
Note. The same participants and items were used as for the priming effect analyses in the main text
* p < .05.
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Non-symbolic and Symbolic Notations 
in Simple Arithmetic Differentially 
Involve Intraparietal Sulcus and 
Angular Gyrus Activity
Chapter 4
van der Ven, F., Takashima, A., Segers, E., Fernández, G., & Verhoeven, L. (2016). 
Non-symbolic and symbolic notations in simple arithmetic differentially involve 
intraparietal sulcus and angular gyrus activity. Brain Research, 1643, 91-102. doi: 10.1016/ 
j.brainres.2016.04.050
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Abstract
Addition problems can be solved by mentally manipulating quantities for which 
the bilateral intraparietal sulcus (IPS) is likely recruited, or by retrieving the 
answer directly from fact memory in which the left angular gyrus (AG) and 
perisylvian areas may play a role. Mental addition is usually studied with problems 
presented in the Arabic notation (4+2), and less so with number words (four+two) 
or dots (::+·.). In the present study, we investigated how the notation of numbers 
influences processing during simple mental arithmetic. Twenty-five highly 
educated participants performed simple arithmetic while their brain activity was 
recorded with functional magnetic resonance imaging. To reveal the effect of 
number notation, arithmetic problems were presented in a non-symbolic (Dots) or 
symbolic (Arabic; Words) notation. Furthermore, we asked whether IPS processing 
during mental arithmetic is magnitude specific or of a more general, visuospatial 
nature. To this end, we included perception and manipulation of non-magnitude 
formats (Colors; unfamiliar Japanese Characters). Increased IPS activity was observed, 
suggesting magnitude calculations during addition of non-symbolic numbers. 
In contrast, there was greater activity in the AG and perisylvian areas for symbolic 
compared to non-symbolic addition, suggesting increased verbal fact retrieval. 
Furthermore, IPS activity was not specific to processing of numerical magnitude 
but also present for non-magnitude stimuli that required mental visuospatial 
processing (Color-mixing; Character-memory measured by a delayed match-to-sam-
ple task). Together, our data suggest that simple non-symbolic sums are calculated 
using visual imagery, whereas answers for simple symbolic sums are retrieved 
from verbal memory.
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4.1  Introduction 
 The ability to perform mental arithmetic is a prerequisite for more advanced 
mathematical skills. Arithmetic proficiency progresses from solving non-symbolic 
sums (e.g., adding two pieces of fruit) to manipulation of symbols that represent 
quantities (e.g., “1+1”, or “one+one”). With sufficient practice both non-symbolic 
and symbolic problems can be solved mentally, without needing fingers or pen 
and paper for visualizing numerosity. Evidence supports that two main processing 
routes are available for mental arithmetic: answers can be calculated by making 
use of a fronto-parietal network that includes the magnitude system in bilateral 
intraparietal sulcus (IPS) and/or answers can be directly retrieved from verbal fact 
memory with the angular gyrus (AG) as a key brain structure (Dehaene, Piazza, 
Pinel, & Cohen, 2003). Behavioral research indicates that the manner in which 
sums are solved depends on the notation of the numbers within the arithmetic 
problem. For example, university students report to use retrieval more often for 
simple problems notated in Arabic numbers than for simple problems notated in 
number words (Campbell & Alberts, 2009). The first aim of the current study was 
to find neural evidence to support this behavioral finding by assessing whether 
brain processing used for solving simple addition problems differs according to 
the format in which the numbers are notated (non-symbolic: dots (::); symbolic: Arabic 
(4), words (four)). Because the IPS has been implicated in operations besides magnitude 
processing, such as general visuospatial processing (for reviews, see Grefkes & 
Fink, 2005; Kravitz, Saleem, Baker, & Mishkin, 2011), the second aim was to explore 
the nature of observed IPS activity, by investigating the degree to which processing 
in the IPS is specific to numerical magnitudes.
4.1.1  Behavioral Research on Arithmetic and Notation
 Behaviorally, there is abundant evidence that both calculation and retrieval 
can be used for solving arithmetical problems (Campbell & Alberts, 2009; Campbell 
& Fugelsang, 2001; LeFevre, Sadesky, & Bisanz, 1996). Initially, a calculation 
strategy - also referred to as a procedural strategy - is employed. Calculation can be 
thought of as the manipulation of numerical magnitudes, or numerosities. 
However, with practice, sums and answers can be associated or stored together in 
memory as facts, such that the use of fact retrieval to solve the sums is employed 
more often (Shrager & Siegler, 1998). Therefore, the solution method for addition 
problems can vary depending on familiarity. Simple additions, for example, may 
especially rely on direct memory retrieval in adults, because these problem-answer 
combinations have been practiced many times (Ashcraft & Christy, 1995).
 Concerning number notation, some have proposed that numerical processing 
is relatively abstract in nature (Dehaene, Molko, Cohen, & Wilson, 2004; McCloskey 
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& Macaruso, 1995), whereas others emphasize the influence of number notation 
(Campbell & Alberts, 2009; Campbell & Fugelsang, 2001; Campbell, Parker, & 
Doetzel, 2004). The former idea stems from several number processing phenomena 
that are not influenced by number notation. One such phenomenon is the distance 
effect which refers to the finding that if one has to judge which of two numerical 
magnitudes is larger, discrimination is faster if the numbers are farther apart (i.e., 
participants are faster at discriminating 2 from 9 than 2 from 5). The fact that the 
distance effect is observed for both non-symbolic (dots: Buckley & Gillman, 1974) 
and symbolic number notations (Arabic: Moyer & Landauer, 1967; words: Foltz, 
Poltrock, & Potts, 1984, exp 2) suggests that the cognitive system represents magnitude 
in an abstract format. On the other hand, Campbell and Fugelsang (2001) observed 
longer reaction times (RTs) for additions in word notation than for additions in 
Arabic notation, especially for the larger sums. Moreover, this notation by size effect 
was replicated in self reported strategy use, with more calculation for number 
words than for Arabic numbers, especially for the larger sums (cf. Campbell & 
Alberts, 2009; Campbell, et al., 2004). These latter findings emphasize a possible 
difference in solution method according to the number notation of the problem, 
even if both notations are symbolic in nature.
 In short, behavioral evidence shows that practice in solving arithmetic 
problems promotes direct retrieval of the answers from fact memory and that, 
even if the mental representation of magnitude is abstract, notation can have an 
influence on arithmetic performance. Although metacognitive self-reports provide 
valuable data, participants are not always aware of which solution methods they 
use and they may have difficulties in verbalizing them. Furthermore, self-reports 
are influenced by instruction (Kirk & Ashcraft, 2001; Smith-Chant & LeFevre, 
2003), and even though they may be veridical reflections of mental processes, the 
arithmetic performance itself can be changed by the requirement to self-report 
(Smith-Chant & LeFevre, 2003). In this regard, the brain activation pattern may 
provide an objective insight into mental arithmetic and could help to tease apart 
underlying cognitive processes being discussed in behavioral literature.
4.1.2  Brain Research on Arithmetic and Notation
4.1.2.1  IPS for calculation, AG/perisylvian areas for retrieval.
 Neurally, magnitude calculation and verbal retrieval show specific correlates. 
Dehaene and colleagues (Dehaene, et al., 2003) proposed that the horizontal 
segment of bilateral IPS is important for calculation, because it is involved in the 
representation of numerical magnitude. The IPS magnitude system underlies a 
“sense of number” by holding quantity in an abstract format, such as the “four-ness” 
that is common among the number notations “::”, “4”, and “four”. In a functional 
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magnetic resonance imaging (fMRI) paradigm, Piazza and colleagues (Piazza, 
Izard, Pinel, Le Bihan, & Dehaene, 2004; Piazza, Pinel, Le Bihan, & Dehaene, 2007) 
showed that activity of neurons in the IPS decreases when a certain numerical 
quantity is repeatedly shown (a phenomenon known as “repetition suppression”) 
but increases again on presentation of another quantity. The IPS activity increase 
was larger for quantities that were farther away from the adapted numerosity, 
which is in accordance with the distance effect found at the behavioral level. 
Similar to the behavioral variant, this neural distance effect has been observed in 
imaging studies for both non-symbolic (Piazza, et al., 2004; Piazza, et al., 2007) and 
symbolic numbers (Piazza, et al., 2007; Pinel, Dehaene, Riviere, & LeBihan, 2001). 
These results suggest that enculturated symbols map onto abstract internal analogue 
magnitude representations in the IPS (Verguts & Fias, 2004). In other words, the 
same IPS magnitude system appears to underlie the representation of numerical 
magnitude for both non-symbolic and symbolic numbers. Thus, if arithmetic problems 
are solved via magnitude calculations, the IPS is likely to be involved (Dehaene, et 
al., 2004; for a similar argument, see Venkatraman, Ansari, & Chee, 2005).
 Verbal retrieval of arithmetic facts from memory, on the other hand, appears 
to be facilitated by the left AG, together with neighboring perisylvian areas including 
the posterior superior and middle temporal gyrus, and the supramarginal gyrus 
(Cohen, Dehaene, Chochon, Lehericy, & Naccache, 2000; Dehaene, et al., 2004; 
Dehaene, et al., 2003; Prado et al., 2011). Grabner and colleagues (2009) showed that 
self-reported arithmetic fact retrieval engages in stronger AG activity than 
self-reported procedural strategies. However, in contrast to the IPS regions which 
have been regularly implicated in magnitude calculations, a role for the left AG 
in arithmetic fact retrieval has been less consistently replicated (e.g., for a non- 
replication, see Rosenberg-Lee, Chang, Young, Wu, & Menon, 2011).
4.1.2.2  (Non-) specificity of IPS activity to numerical processing.
 A problem with using IPS activity as a reflection of magnitude calculations 
during mental arithmetic is that it is also observed during other mental processes. 
Within the numerical domain, the IPS appears to be active during detection of 
numbers even before the numbers are manipulated (Eger, Sterzer, Russ, Giraud, & 
Kleinschmidt, 2003). Therefore, to relate IPS activity to the mental manipulation of 
magnitudes, that is the actual calculation, one has to control for number detection 
related IPS activity. Venkatraman, Ansari and Chee (2005) set out to investigate 
whether the addition process in itself (also called “mental addition”) would activate 
the IPS in a notation independent manner. To overcome ambiguity in interpretation 
of the results, the authors included numbers in their control condition such that 
they could dissociate IPS activity due to the addition process from IPS activity 
related to perceiving numbers. They observed bilateral IPS activity for addition of 
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both dots and Arabic numbers, which led them to conclude that mental addition 
involves the IPS independent of number notation. However, some issues still 
remain. For each trial, the addition problem was presented with two numbers, 
whereas the control condition showed only one number. Therefore, the IPS activity 
increase could partly be attributed to more visual processing in the addition 
condition (two numbers) as compared to the control condition (one number). 
Furthermore, inclusion of symbolic numbers as answer options in the non-symbolic 
condition might have diminished the influence of notation.
 Beyond the numerical sphere, there is the issue of how domain specific the IPS 
is in the processing of (numerical) magnitudes. Some data suggest that there is a 
part of the IPS that is specifically dedicated to the processing of numerical 
magnitudes (Dehaene, et al., 2003; Simon, Mangin, Cohen, Le Bihan, & Dehaene, 
2002). Others have proposed that a common magnitude system exists that goes 
beyond numerosity (for a review, see Cohen Kadosh, Lammertyn, & Izard, 2008). 
Moreover, the parietal lobe, including the IPS, has been implicated in visuospatial 
processing (for reviews, see Grefkes & Fink, 2005; Kravitz, et al., 2011), which 
suggests an even more general function of the IPS. Thus, it remains unclear 
whether mental calculation is performed by number domain specific processing 
in the IPS, or whether the IPS underlies more general visuospatial processing 
which may be recruited for mental calculation.
4.1.3  Present Study
 To summarize, converging evidence shows that the bilateral IPS is involved in 
calculation by processing numerical magnitude in a notation independent fashion 
(Dehaene, et al., 2003). The AG and neighboring perisylvian areas have been 
implicated in retrieving facts from verbal memory (Dehaene, et al., 2003; Grabner, 
et al., 2009; Prado, et al., 2011). Yet, it is unclear to what degree number notation 
influences the use of these solution methods when performing simple arithmetic, 
as reflected by relative differences in IPS and AG processing. Furthermore, 
although the IPS regions have been evidently implicated in quantity processing, 
the degree of specialization, from specific processing of numerical magnitude 
(Dehaene, et al., 2003; Simon, et al., 2002) to more general visuospatial processing 
(Grefkes & Fink, 2005; Kravitz, et al., 2011), is uncertain.
 With a controlled set of stimuli, first, we set out to investigate whether solving 
single digit addition problems involves differential brain activity, depending on 
number notation. Second, we addressed the nature of IPS functioning, by 
investigating whether magnitude related processing recruits the IPS to a different 
degree than non-magnitude related processing.
 As for the first point, if frequency of experience affects the solution method 
(Shrager & Siegler, 1998) then simple addition problems may be solved differently 
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depending on the format in which the problems are notated. Simple addition 
problems are often encountered and practiced in the Arabic notation and these 
sums are therefore likely solved via AG retrieval based processing. However, if 
problems are presented in the less familiar dot notation – which is not only less 
familiar, but also directly displaying quantity – mental arithmetic is more likely 
to rely on magnitude calculations recruiting the IPS. For written number words, 
the prediction is less clear. In arithmetic problems, written number words are less 
frequently encountered than Arabic numbers. However, similar to Arabic numbers 
and contrary to dots, written words are symbols for quantity and therefore show 
magnitude indirectly, which may lead to less magnitude calculations and a higher 
reliance on the verbal retrieval route. We expected that addition of non-symbolic 
numbers (Dots) is accompanied by more IPS activity than addition of symbolic 
numbers (Arabic, Words). In a similar vein, we expected that simple addition of 
symbolic (especially Arabic) numbers results in higher activity in the AG/
perisylvian areas than addition of non-symbolic numbers.
 As for the second point, if a part of the IPS is specifically involved in numerical 
magnitude processing, we should see a greater activation increase for numerical 
tasks, whereas if IPS activity is indicative of more generic processing such as 
visuospatial processing, we may observe elevated IPS responses to tasks with non- 
magnitude inputs as well. We expected that tasks with numerical stimuli recruit 
greater IPS activity than tasks with non-magnitude stimuli (Colors, Characters).
 To test the above hypotheses, we recorded brain activity of 25 participants 
with fMRI, while they performed several tasks (see Figure 4.1 for all conditions). To 
reveal the effect of number notation on activation in the IPS (related to magnitude 
calculations) and the AG/perisylvian areas (related to verbal fact retrieval) during 
simple arithmetic, addition problems were presented in three number formats 
(Dots, Arabic numbers, number Words). We controlled for brain activity unrelated to 
mental arithmetic – such as detection of the numerical stimuli and answer 
production – by using memory tasks (delayed matching-to-sample) as baseline 
conditions for each of the three number notations. Subtraction in Arabic notation, 
which is thought to rely more on the IPS route than addition, was included to 
investigate whether there are differences in the involvement of the IPS for simple 
addition and subtraction. To investigate the magnitude specificity of observed IPS 
activity, number stimuli were compared with stimuli that do not involve 
magnitude processing, namely mixing of colors (as a contrast for mental addition 
with numbers) and Japanese characters (as a contrast for numerical and verbal 
information processing in the memory task). Colors are similar to numbers in the 
sense that they are familiar, follow a continuum, and can be added (e.g., “yel-
low+blue=green”), however colors do not explicitly contain magnitude information. 
The unfamiliar Japanese katakana-characters were selected as non-magnitude 
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stimuli that would evoke processing in visuospatial memory, without automatic 
retrieval from verbal memory.
4.2  Results
 In the fMRI scanner, participants were presented with a problem (250 ms) and 
after a 1200 ms delay, two response options were shown on the screen to which the 
participants responded with a corresponding button press. The problems consisted 
of either a mental manipulation condition (addition, subtraction, or mixing for 
colors) or a memory condition (delayed match-to-sample task). See Figure 4.1 for an 
example trial.
Figure 4.1  Conditions & example trial. Example problem for 10 experimental conditions, 
a low-level baseline fixation condition, and an example trial. For the addition problems, 
participants were asked to add the two operands and choose the correct solution out of two 
presented answer options. In case of the color format, the addition task required mixing of 
paint colors. For the memory task, the participant had to keep in mind the stimulus to 
which the arrow was pointing, and in the subtraction task the operands had to be subtracted. 
Answer options were always presented in the same format as the problems. Note about the 
Dutch number words: vier = four, twee = two.
* 
400 ms 250 ms 
+ 
1000 ms 500 ms 
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4.2.1  Behavioral Results
 For all problems, accuracy of the two alternative forced choice and RT (relative 
to the onset of the response options) were recorded.
4.2.1.1  Accuracy.
 The mean accuracy score was at ceiling level (M
proportion correct
 = 0.95) for all 
conditions (SD = 0.03, range = 0.89 - 0.99) and all participants (SD = 0.02, range = 0.91 
- 0.98), which indicates that brain activity mainly reflected successful task related 
processes. Since ceiling level was reached, comparing differences in accuracy rates 
between conditions would be less informative. Therefore, accuracy differences 
were not further investigated.
4.2.1.2  Reaction times.
 The mean RTs for the correct answers can be found in Table 4.1. Because the 
conditions did not constitute a full factorial design, RTs were analyzed in three 
separate repeated measures analyses of variance (ANOVAs).
 The first ANOVA, with Task (Addition, Memory) and Format (Dots, Arabic, Words, 
Colors) as factors, revealed a main effect of Task, with faster RTs for memory than 
for addition (F(1, 22) = 87.98, p < .001, ɳ
p
2 = .800). Also, a main effect of Format was 
observed (F(3, 66) = 103.26, p < .001, ɳ
p
2 = .824), with the fastest RTs for Arabic, 
followed by colors, and the slowest RTs for both dots and words (post hoc Bonferroni 
corrected dependent t-tests, all p ≤ .002, except for Dots versus Words: p > .999). 
Furthermore, a significant Task×Format interaction effect was observed (F(3, 66) = 
20.20, p < .001, ɳ
p
2 = .479): participants were faster for memory tasks than for 
addition tasks, but for Arabic numbers, there was no difference between the two 
tasks (post hoc Bonferroni corrected dependent t-tests, all p < .001, except for 
Arabic: p > .999).
Table 4.1  Mean reaction times (+ SD) in ms for the correct answers
Task
Format
Dots Arabic Words Colors Characters
Addition 588 (91) 434 (58) 561 (66) 494 (64)
Memory 472 (52) 433 (48) 511 (70) 427 (80) 514 (83)
Subtraction 445 (62)
Note. N = 23
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 A second ANOVA was performed on the factor Task (Addition, Memory, Subtraction) 
for the Arabic format conditions. This analysis revealed that type of task did not 
significantly influence RTs for the Arabic format (p = .304).
 The third ANOVA was performed on the factor Format (Dots, Arabic, Words, 
Colors, Characters) in memory task conditions. This revealed that RTs significantly 
differed over formats (F(4, 88) = 35.01, p < .001, ɳ
p
2 = .614). Participants were fastest 
for the Arabic and color format, followed by dots. Words and characters took the 
longest to react (post hoc Bonferroni corrected dependent t-tests, all p ≤ .020, except 
for Arabic versus Color, and Words versus Characters: both p > .999).
4.2.1.3  Distracter distance effect.
 To identify the involvement of automatic magnitude processing upon detection 
of numerical information, we investigated a version of the distance effect for all 
number notations in both the addition and memory task. The distance effect 
refers to the finding that close numbers are more difficult to compare than distant 
numbers, which suggests that magnitude is internally represented as quantities 
along a mental number line. In line with the distance effect, we reasoned that if 
the internal magnitude system is automatically activated upon the detection of 
numbers, a distracter (i.e., the incorrect answer option) that is numerically closer 
to the correct answer will interfere more with selecting the correct answer, 
resulting in longer RTs. Since the two answer options were always either one or 
two distance apart, RTs were split out into close (±1) and far (±2) distracter answer 
options (Table 4.2).
 A repeated measures ANOVA on mean RTs for all correctly responded trials 
with the factors Task (Addition, Memory), Format (Dots, Arabic, Words) and Distance 
(incorrect answer: close, far) revealed no three-way interaction for Task×Format× 
Table 4.2   Mean reaction times (+SD) in ms for the correct answers in the memory and 
addition tasks, split for distance of the incorrect answer
Task Format
Dots Arabic Words
Memory Incorrect answer Close 486 (56) 433 (50) 506 (80)
Memory Incorrect answer Far 453 (55) 436 (58) 517 (76)
Addition Incorrect answer Close 594 (91) 436 (64) 546 (68)
Addition Incorrect answer Far 578 (101) 432 (64) 583 (87)
Note. Close: incorrect answer option was 1 distance away from the correct answer; Far: incorrect answer 
option was 2 distances away from the correct answer; N = 23
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 Distance (p = .251), and no two-way interaction for Task×Distance (p = .149). 
However, the two-way interaction between Distance and Format was significant 
(F(2,44) = 5.31, p = .009, ɳ
p
2 = .194), with the pattern showing decreasing distracter 
distance effects from dots to Arabic to words. Further investigation with 
Task×Distance ANOVAs for each format separately, showed that there was a 
significant distracter distance effect for dots only (main effect of Distance: Dots: 
F(1,22) = 6.33, p = .02, ɳ
p
2 =.223; Arabic: p > .945; Words: p = .054), with slower RTs for 
close distracter trials. For none of the formats was the Task×Distance interaction 
significant (Dots: p = .194; Arabic: p = .568; Words: p = .147).
 The pattern of data suggests that, for non-symbolic numbers there is an 
automatic processing of numerical magnitude, but not for the symbolic numbers. 
This implies that the non-symbolic numbers were processed as quantities rather 
than as symbols. Furthermore, the non-significant interaction between Task and 
Distance for dots suggests that the amount of magnitude processing for dots was equal 
for the addition and memory task. Therefore, it is less likely that differential brain 
activity for mental addition of the non-symbolic numbers is caused by higher magnitude 
processing for addition compared to memory in the response selection stage.
4.2.1.4  Questionnaire.
 Visual strategies, such as the use of mental images (e.g., mental visualization 
of the two addends on top of each other during addition), were more often reported 
for the dots, colors, and characters, whereas verbalization appeared to be more 
often reported for the Arabic numbers and number words. However, because we 
made use of open questions, the answers were difficult to quantify, and are 
therefore not reported further.
4.2.2  Imaging Results
 We used whole-brain analyses for investigating our hypotheses. Hereafter, the 
condition names are presented as follows: format (Dot; Arabic; Word; Color; Character) 
is combined with task (add(ition), memory; subtraction; fixation), for example Arabic
add
 
for Arabic Addition.
4.2.2.1   IPS regions are significantly more active for non-symbolic simple 
addition suggesting calculation processing.
 To reveal brain activity related specifically to the processes of adding and 
subtracting numbers, relevant images were created for each participant by 
contrasting each condition with its memory baseline (e.g., Arabic
add
 - Arabic
memory
). 
These difference contrast images were subjected to second-level group analyses for 
investigation of the influence of number notation (non-symbolic: Dots; symbolic: 
Arabic, Words).
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 On the group level, a one-factor full factorial design was created to examine 
differential activity patterns for non-symbolic and symbolic addition. A conjunction 
analysis of [(Dot
add
 - Dot
memory
) > (Arabic
add
 - Arabic
memory
)] and [(Dot
add
 - Dot
memory
) > (Word
add
 - 
Word
memory
)] showed that, bilaterally, IPS involvement was significantly more 
pronounced for addition of non-symbolic numbers than for addition of symbolic 
numbers (Figure 4.2 and Table 4.3). Additionally, activity was observed in frontal 
regions, such as the middle and inferior frontal gyrus. Further investigation with 
one-sample t-tests revealed that addition of dots (contrast: Dot
add
 > Dot
memory
) was 
accompanied by activity increase across the entire IPS, bilaterally. However, 
addition of symbolic numbers (contrasts: Arabic
add
 > Arabic
memory
; Word
add
 > Word
memory
) 
revealed no suprathreshold cluster activity in the brain; neither did subtraction of 
Arabic numbers (contrast: Arabic
subtraction
 > Arabic
memory
), nor did a direct contrast 
between Arabic subtraction and addition (contrast: Arabic
subtraction
 > Arabic
add
). The 
above suggests that the IPS regions are involved in the mental manipulation of 
non-symbolic numerical information during simple arithmetic.
Figure 4.2  Non-symbolic addition > symbolic addition. Activity greater for addition of 
non-symbolic (Dots) compared to symbolic numbers (Arabic, Words; a conjunction analysis of 
[(Dot
add
 - Dot
memory
) > (Arabic
add
 - Arabic
memory
)] and [(Dot
add
 - Dot
memory
) > (Word
add
 - Word
memory
)]; p < .001, 
uncorrected, voxel level, for displaying purposes). IPS = intraparietal sulcus; MFG = middle 
frontal gyrus; IFG = inferior frontal gyrus; ITG = inferior temporal gyrus.
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Table 4.3   MNI coordinates of activation peaks for non-symbolic compared to symbolic 
addition (conjunction analysis of [(Dot
add
 - Dot
memory
) > (Arabic
add
 - Arabic
memory
)] and 
[(Dot
add
 - Dot
memory
) > (Word
add
 - Word
memory
)])
Cluster 
size
Cluster P
FWE
Voxel T 
value
x y z Hem. Brain area
7615 <.001 8.32 22 -72 52 R Superior Parietal Lobule (hIP3)
7.45 30 -68 34 R Middle Occipital Gyrus (hIP1)
7.24 28 -64 38 R Superior Occipital Gyrus (hIP1)
7.02 32 -56 44 R Angular Gyrus (hIP3, hIP1)
6.75 -14 -72 56 L Superior Parietal Lobule
6.74 40 -42 46 R Inferior Parietal Lobule (hIP2, 
hIP3, hIP1)
6.48 -38 -52 52 L Inferior Parietal Lobule (hIP1, 
hIP3)
1651 <.001 6.26 -42 48 4 L Middle Frontal Gyrus
4.43 -42 36 16 L Inferior Frontal Gyrus
4.33 -56 12 36 L Precentral Gyrus
3.91 -42 52 -10 L Middle Orbital Gyrus
1381 <.001 5.22 52 8 30 R Precentral Gyrus
4.84 50 34 24 R Inferior Frontal Gyrus
4.78 50 32 32 R Middle Frontal Gyrus
1251 <.001 5.65 -40 -64 -48 L Cerebellum
4.72 8 -78 -28 R Cerebellum
833 <.001 6.01 30 8 56 R Middle Frontal Gyrus
790 <.001 6.58 40 -68 -50 R Cerebellum
703 <.001 6.79 54 -54 -12 R Inferior Temporal Gyrus
608 .001 5.28 -56 -58 -8 L Inferior Temporal Gyrus
553 .001 5.59 -26 10 62 L Middle Frontal Gyrus
535 .002 4.91 2 26 48 L Medial Aspect of the Superior 
Frontal Gyrus
4.82 -4 24 50 L Supplementary motor area
4.74 4 30 44 R Medial Aspect of the Superior 
Frontal Gyrus
Note. Initially thresholded at p < .001 on voxel level uncorrected, p < .05 family wise error corrected (FWE), 
cluster level; the representative peak voxel of each brain area is reported; Hem. = Hemisphere; L = left; R 
= right; hIP = human intraparietal area
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4.2.2.2   AG/perisylvian areas are significantly more active for simple addition 
of symbolic notations suggesting retrieval processing.
 Next, we investigated whether specific areas were more active for addition 
with symbolic number notations (Arabic and Words) than for addition with a 
non-symbolic number notation (Dots). On whole-brain level, a conjunction analysis 
of [(Arabic
add
 - Arabic
memory
) > (Dot
add
 - Dot
memory
)] and [(Word
add
 - Word
memory
) > (Dot
add
 - Dot
memory
)] 
revealed no suprathreshold clusters in the left AG for symbolic greater than 
non-symbolic addition. However, one-sample t-tests separately for the Arabic and 
Word relative to the Dot condition did reveal significant activations (contrasts: 
[(Arabic
add
 - Arabic
memory
) > (Dot
add
 - Dot
memory
)]; [(Word
add
 - Word
memory
) > (Dot
add
 - Dot
memory
)]). The 
left AG and posterior middle temporal gyrus were more active for Arabic addition 
(Figure 4.3 and Table 4.4), and the left supramarginal and superior temporal gyrus 
were more active for word addition (Table 4.5) when contrasted with dot addition. 
Arabic addition and word addition did not reveal significant differential brain 
activity (contrasts: [(Arabic
add 
- Arabic
memory
) > (Word
add
 - Word
memory
)]; [(Word
add
 - Word
memory
) 
> (Arabic
add 
- Arabic
memory
)]).
Figure 4.3  Symbolic addition > non-symbolic addition. Activity greater for addition of 
symbolic (Arabic) compared to non-symbolic (Dots) numbers ([(Arabic
add
 - Arabic
memory
) > (Dot
add
 - 
Dot
memory
)]; initially thresholded at p < .001 on voxel level uncorrected, p < .05, FWE, cluster 
level). AG = angular gyrus; pMTG = posterior middle temporal gyrus; MTG = middle temporal 
gyrus; HC = hippocampus; pCC = posterior cingulate cortex; aCC = anterior cingulate cortex; 
medSFG = medial aspect of the superior frontal gyrus; SFG = superior frontal gyrus; TP = 
temporal pole.
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Table 4.4   MNI coordinates of activation peaks for symbolic (Arabic) compared to 
non-symbolic addition ([(Arabic
add
 - Arabic
memory
) > (Dot
add
 - Dot
memory
)])
Cluster 
size
Cluster 
P
FWE
Voxel T 
value
x y z Hem. Brain area
3600 <.001 6.34 -8 56 -4 L Mid Orbital Gyrus
6.00 -2 24 -18 L Rectal Gyrus
5.89 6 58 -6 R Mid Orbital Gyrus
5.46 2 60 8 R Medial Aspect of the Superior 
Frontal Gyrus
5.20 -10 58 10 L Medial Aspect of the Superior 
Frontal Gyrus
5.15 -14 48 -2 L Anterior Cingulate Cortex
5.12 16 56 6 R Superior Frontal Gyrus
1298 <.001 5.61 38 -22 -12 R Hippocampus
5.36 58 -18 -4 R Superior Temporal Gyrus
5.13 52 6 -14 R Temporal Pole
5.05 64 -2 6 R Heschls Gyrus
5.03 62 2 6 R Rolandic Operculum
5.01 40 -16 2 R Insula
1194 <.001 5.38 -12 -52 24 L Precuneus
4.41 -4 -24 46 L Posterior Cingulate Cortex
847 <.001 4.96 22 -46 10 R Precuneus
533 .001 5.59 -44 -6 -4 L Insula
5.22 -54 -18 -18 L Middle Temporal Gyrus
5.03 -38 -26 -12 L Hippocampus
4.97 -54 -10 -16 L Middle Temporal Gyrus
257 .025 4.96 -58 -58 20 L Middle Temporal Gyrus (PGa)
4.35 -44 -70 26 L Angular Gyrus (PGp, PGa)
Note. Initially thresholded at p < .001 on voxel level uncorrected, p < .05 FWE, cluster level; the 
representative peak voxel of each brain area is reported; Hem. = Hemisphere; L = left; R = right
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 We interpret above AG activity as reflecting more verbal fact retrieval for 
symbolic than for non-symbolic simple addition. Although the AG is known to be 
involved in semantic memory retrieval, it is also an area that is often reported to 
activate during self-generated thought (Andrews-Hanna, Smallwood, & Spreng, 
2014). Thus an alternative interpretation is that the differences in AG activity 
between the conditions are driven by differences in mind-wandering (i.e., 
activation unrelated to the tasks). To exclude this possibility, for the main analyses 
above, we performed additional analyses with RT-difference values (i.e., shorter 
RTs reflecting longer mind-wandering opportunity) as a covariate of no interest. 
Even after controlling for possible activation related to mind-wandering, the 
patterns for mental addition (Dots; Arabic; Words; Non-symbolic > Symbolic; Symbolic > 
Non-symbolic; Dots > Arabic; Dots > Words; Arabic > Dots; Words > Dots) did not change. 
This supports our original interpretation, with AG activity reflecting verbal fact 
retrieval. Figure 4.4 illustrates the pattern of activity among the experimental 
conditions in the left IPS (upper left), the right IPS (upper right), and the AG (lower 
left).
Table 4.5   MNI coordinates of activation peaks for symbolic (Words) compared to 
non-symbolic addition ([(Word
add
 - Word
memory
) > (Dot
add
 - Dot
memory
)])
Cluster  
size
Cluster 
P
FWE
Voxel T 
value
x y z Hem. Brain area
898 <.001 5.84 6 56 8 R Medial Aspect of the Superior 
Frontal Gyrus
4.62 -10 50 -2 L Anterior Cingulate Cortex
4.43 -6 58 14 L Medial Aspect of the Superior 
Frontal Gyrus
678 <.001 4.74 -8 -50 28 L Posterior Cingulate Cortex
4.08 -12 -62 30 L Precuneus
3.73 2 -52 24 R Precuneus
594 .001 5.13 -50 -34 22 L Superior Temporal Gyrus
4.30 -42 -14 22 L Rolandic Operculum
3.99 -44 -28 24 L Supramarginal Gyrus
3.95 -36 -14 22 L Insula Lobe
300 .018 6.26 50 -10 -12 R Superior Temporal Gyrus
267 .028 5.49 -6 30 -4 L Olfactory Cortex
3.75 4 22 -6 R Olfactory Cortex
3.74 10 34 -2 R Anterior Cingulate Cortex
Note. Initially thresholded at p < .001 on voxel level uncorrected, p < .05 FWE, cluster level; the 
representative peak voxel of each brain area is reported; Hem. = Hemisphere; L = left; R = right
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4.2.2.3  IPS activity does not appear magnitude specific.
 For every participant, on the first level, we contrasted number format 
conditions with non-magnitude format conditions (Colors, Characters), and we used 
one-sample t-tests on the second level in order to investigate if IPS activity was 
magnitude (number) specific or not. As mentioned before, all analyses were 
performed on whole-brain level.
 Color stimuli were included to investigate whether IPS activity is specifically 
related to mental manipulation of numerical magnitude. Similar to addition of 
dots, addition of colors activated bilateral IPS (contrast: Color
add
 > Color
memory
). These 
IPS areas overlapped with the activity found for mental addition of dots. Numerical 
addition did not activate the IPS to a greater degree than color addition, no matter 
what notation the numbers were in (contrasts: [(Dot
add
 - Dot
memory
) > (Color
add
 - Color
memory
)]; 
[(Arabic
add
 - Arabic
memory
) > (Color
add
 - Color
memory
)]; [(Word
add
 - Word
memory
) > (Color
add
 - 
Color
memory
)]).
 Compared to memory of colors, the number notations generally did not show 
differential IPS activity (contrasts: Arabic
memory
 > Color
memory
; Word
memory
 > Color
memory
; 
Figure 4.4  Beta weights IPS regions & AG for each condition compared to fixation. Mean 
beta weight (+ SEM) for each condition contrasted against the fixation baseline, extracted 
from three predefined ROIs: the left IPS (above left), the right IPS (above right), and the left 
angular gyrus (AG; below left). These regions of interest were only used to illustrate the 
pattern of data among the experimental conditions in previously reported areas of interest 
(Dehaene, et al., 2003). We used whole-brain analyses for investigating our hypotheses.
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Color
memory
 > Dot
memory
; Color
memory
 > Arabic
memory
; Color
memory
 > Word
memory
), but the non- 
symbolic notation (contrast: Dot
memory
 > Color
memory
) revealed greater activity in the 
right IPS.
 Compared to characters in the memory task, none of the number types 
revealed significantly greater activation in the IPS regions (contrasts: Dot
memory
 > 
Character
memory
; Arabic
memory
 > Character
memory
; Word
memory
 > Character
memory
). On the 
contrary, there was significant bilateral IPS activity greater for characters than for 
symbolic numbers (contrasts: Character
memory
 > Arabic
memory
; Character
memory
 > Word
memory
). 
A comparison of characters greater than dots (contrast: Character
memory
 > Dot
memory
) did 
not yield differential activity in the IPS. Overall, it appears that the IPS regions are 
involved in memory of visually complex stimuli and in the mental visuospatial 
manipulation of information.
4.3  Discussion
 In reference to the theoretical model of Dehaene and colleagues (2003), in 
which IPS activity was suggested to reflect magnitude calculations and AG/
perisylvian activity the verbal retrieval of arithmetic facts, we examined the 
influence of number notation on brain activity during simple arithmetic. As 
expected, the bilateral IPS was differentially involved, depending on number 
notation. Only for non-symbolic numbers (Dots) did IPS activity show an increase for 
addition compared to the non-addition (memory) baseline task. Conversely, for 
mental addition of symbolic numbers (Arabic, Words) there was more prominent 
activity in the AG/perisylvian areas than for non-symbolic numbers (Dots).
 Furthermore, we investigated whether the observed IPS activity was specific 
to the magnitude domain (Dehaene, et al., 2003) or indicative of more general 
processing such as visuospatial processing (e.g., Grefkes & Fink, 2005; Kravitz, et 
al., 2011). We did not observe IPS activity specifically for magnitude information: 
the non-symbolic numbers (Dots) showed a similar degree of IPS activation as the 
non-magnitude operands (Colors for mental addition, Characters for memory), and 
for the symbolic numbers, IPS activity was generally smaller than for the non- 
magnitude operands.
 Together, these results indicate that the answers to non-symbolic addition 
problems below 10 are calculated, whereas the answers to symbolic arithmetic 
problems below 10 are retrieved from verbal memory. Furthermore, the IPS seems 
to be involved in general visuospatial processing.
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4.3.1  The Influence of Notation on Brain Activity During Simple Arithmetic
 Number notation influenced neural activity during simple mental arithmetic 
in areas related to magnitude calculations (IPS) and verbal retrieval (AG/perisylvian 
areas). Simple mental addition of dots activated the entire bilateral IPS, including 
peak voxels that have been reported in meta-analyses concerning the representation 
of quantity (Arsalidou & Taylor, 2011; Dehaene, et al., 2003). In contrast, simple 
addition with symbolic numbers activated the AG and perisylvian areas to a higher 
degree than non-symbolic addition, and these areas have been implicated in verbal 
retrieval (Cohen, et al., 2000; Dehaene, et al., 2003; Grabner, et al., 2009).
4.3.1.1  More involvement of the IPS for simple addition of non-symbolic notations.
 IPS activity during simple mental arithmetic was greater for non-symbolic 
(Dots) than for symbolic number notations (Arabic, Words), which suggests a greater 
use of magnitude calculations for the non-symbolic notation. This finding 
complements behavioral data that suggest that the route used for solving sums is 
dependent on number notation (Campbell & Alberts, 2009; Campbell & Fugelsang, 
2001; Campbell, et al., 2004), but it appears to be in contrast with the fMRI study 
by Venkatraman, Ansari, and Chee (2005). Venkatraman and colleagues stressed 
their finding on shared IPS activity for non-symbolic and symbolic addition, which 
could lead to the idea that IPS activity reflecting arithmetic is notation independent. 
Yet, Venkatraman and colleagues also reported greater bilateral IPS activity for 
mental addition of dots when contrasted to mental addition of Arabic numbers, 
which is in line with our finding on notation dependency and the idea that 
magnitude calculations are more often used for non-symbolic addition.
 Contrary to Venkatraman and colleagues, we did not observe an IPS activity 
increase when the symbolic addition conditions were compared to their corresponding 
memory baseline. Possibly the IPS activity observed by Venkatraman et al. for 
Arabic addition is more indicative of general visuospatial processing, because 
their baseline task was not matched on the number of visual features (two numbers 
for the experimental versus one number for the control task). They speculate that 
the tasks were matched concerning visual demands, because no activation 
differences were observed between the experimental and control condition in the 
primary visual areas. However, this does not exclude the possibility of differential 
involvement of the IPS depending on the amount of numerical information. 
Indeed, Bulthé and colleagues observed that multi-voxel pattern analysis of a 
single digit was classified as one dot rather than eight dots, suggesting that the IPS 
response to Arabic numbers may be driven by the number of visual inputs (i.e., the 
number of digits) rather than the numerosity per se (Bulthé, De Smedt, & Op de 
Beeck, 2015). Recently, Rosenberg-Lee, Chang, Young, Wu, and Menon (2011) 
compared activity for different arithmetic operations performed on Arabic 
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numbers. As in our study, they used single digit addition problems summing to 
less than 10, with a control task containing numbers, and participants from the 
university community. They also reported no significant activation increase in the 
IPS regions for Arabic addition. Note that the education level of our participant 
pool, which consisted of university students, may have played a role in the use of 
calculation/retrieval when solving simple arithmetic problems. It is possible that 
highly educated students have performed symbolic arithmetic relatively often and 
are therefore more familiar with arithmetic problems than the non-university 
population. Therefore, the high education level of our participant pool may have led 
to a relatively high amount of retrieval-based solutions, relying on AG processing, 
and a relatively low amount of magnitude calculations and IPS processing, 
especially for the symbolic conditions.
 A remaining issue concerns the difference between subtraction and addition. 
Even though subtraction is thought to rely more on mental manipulations of 
quantity than addition (Campbell & Xue, 2001), we did not observe significantly 
increased activity in the IPS for simple subtraction of Arabic numbers, neither for 
a direct comparison of subtraction with addition. Rosenberg-Lee et al. (2011), who 
used inverses of the addition problems for subtraction, found that subtraction was 
accompanied by activations in the left IPS. On the contrary, Kawashima et al. 
(2004) did not observe significant activity differences anywhere in the adult brain 
when comparing one digit subtraction with one digit addition in Arabic format. 
Campbell (2008) suggested that small subtractions (minuend < 10) rely on direct 
memory retrieval. Our results allude to the idea that subtractions of small 
numbers, similar to addition of small numbers, are more likely solved via memory 
retrieval than via magnitude calculations.
4.3.1.2   More involvement of the AG/perisylvian areas for simple addition of 
symbolic notations.
 In favor of the interpretation that simple arithmetic with non-symbolic and 
symbolic numbers is qualitatively different, separate analyses showed that the AG 
and neighboring perisylvian areas  ̶  i.e., the superior and middle temporal gyrus, 
and the supramarginal gyrus  ̶  were activated to a higher degree for simple 
addition of symbolic numbers (Arabic, Words) compared to non-symbolic numbers 
(Dots). It has been suggested that the left AG is part of the semantic memory system 
(Price, 2000) and responsible for retrieval of facts from verbal memory together 
with neighboring perisylvian areas (Dehaene, et al., 2003; Grabner, et al., 2009; 
Prado, et al., 2011). Grabner et al. (2009) linked self reported arithmetic strategy 
with processing in the left AG and found that retrieval strategies showed greater 
left AG activity than calculation strategies. In line with these studies, our data 
indicate that simple symbolic arithmetic is solved via verbal retrieval.
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 The higher level of AG activity for symbolic compared to non-symbolic addition 
appears to be caused by a larger decrease in activity for addition compared to 
memory in dot format. In other words, for Arabic numbers and number words, the 
addition and memory tasks involved processing in the AG to a similar extend, 
whereas for dots there appears to be a difference between addition and memory. 
This supports the notion of qualitative differences in arithmetic depending on 
number notation; with symbolic addition being more closely aligned with memory 
based processing than non-symbolic addition.
 Some of the areas that we observed to be more active for Arabic compared to 
Dot addition are part of the default mode network which may be active during the 
generation of inner thoughts or mind-wandering. However, even when activity 
increases related to shorter RTs (i.e., more opportunity for mind-wandering) were 
controlled for, the original pattern of activity did not change. Therefore, and since 
the brain activation pattern for semantic memory retrieval overlaps with regions 
in the default mode network (Wirth et al., 2011), we tentatively suggest that our 
activation pattern reflects processes related to the actual task.
 Between the two symbolic notations, we did not observe differences in brain 
activity for mental addition, whereas the self reports in the behavioral study from 
Campbell and Alberts (2009) suggested more use of retrieval for Arabic than for 
word addition. It is possible that the two notations in our study differed on 
retrieval/calculation-based processing in a subset of the addition problems, but 
that this difference was obscured by retrieval-based processing in the majority of 
the problems. The brain pattern that we observed for number word addition was 
more similar to that of Arabic addition than dot addition. Perhaps, both Arabic 
numbers and number words generate verbal codes on the mental level (internal 
pronunciation of the problem) and thereby trigger verbal retrieval of the answer.
4.3.2   Magnitude Specificity of the IPS: is Calculation Visuospatial  
in Nature?
 Contrary to our expectations, we did not observe IPS activity that was specific 
for (the manipulation of) numerical magnitudes. In general, the non-magnitude 
stimuli (Characters, Colors) activated the IPS to the same degree as the non-symbolic 
numbers (Dots) and to a larger degree than the symbolic numbers (Arabic, Words). 
Interesting to note is that for the conditions that evoked the greatest IPS activity, 
several participants reported the use of mental visual space, such as combining 
dot arrays in imagery for dot-addition, or placing the colors on top of each other or 
on the imagined “color wheel” for mixing of the colors. The Japanese characters 
were reported as being visually more complex, and because these were unfamiliar, 
participants could not rely on their verbal knowledge during the short retention 
period.
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 Together, these results suggest that the IPS regions are not specifically dedicated to 
numerical magnitude processing, but more generally to visual imagery. Differently 
put, calculation by manipulation of magnitudes appears visuospatial in nature. 
Shuman and Kanwisher (2004) also failed to find number specific IPS activity 
when compared with non-number (color) tasks and they argued against domain 
specificity of number processing in the IPS. It is well-known that spatial cognition 
relies on processing in the IPS (Kravitz, et al., 2011). These findings can be reconciled 
by the realization that every magnitude, including numerical quantity, in theory, 
can be visualized in space. Other researchers have also noted the commonalities 
between magnitude and space. Hubbard and colleagues (Hubbard, Piazza, Pinel, & 
Dehaene, 2005) suggested a link between numerical and spatial cognition, as did 
Fias and Fisher (2004). Walsh (2003) proposed that number, space and time are part 
of a common magnitude system, sharing neural resources. Future research could 
focus on how mental arithmetic relates to spatial cognition.
4.3.3  Beyond the IPS and AG, and Limitations
 Although the IPS and AG are areas of interest concerning arithmetic processing, 
other areas have been suggested to play a role (for overviews, see Arsalidou & 
Taylor, 2011; Menon, Cohen Kadosh, & Dowker, 2014). Apart from the IPS, we 
observed several frontal areas, such as the middle and inferior frontal gyrus, that 
were more active for non-symbolic than for symbolic addition. Activity in these 
areas could reflect working memory processes during calculation (Arsalidou & 
Taylor, 2011; Menon, et al., 2014) when the answers cannot be directly retrieved 
from memory. For symbolic addition, the medial aspect of the superior frontal 
gyrus, the cingulate cortex and the precuneus showed heightened activity as 
compared to non-symbolic addition, which may reflect increased activation in the 
memory network (Wirth, et al., 2011). For Arabic addition specifically, activity 
increases were observed in temporal areas, such as the middle temporal gyrus, the 
medial temporal lobe (hippocampus), and the temporal pole, when compared to 
non-symbolic addition. Similar to the AG, the left (posterior) middle temporal 
gyrus may be involved in verbal retrieval of arithmetic facts (Prado, et al., 2011). 
Furthermore, recent evidence points to a role for both the hippocampus (Cho, 
Ryali, Geary, & Menon, 2011; Qin et al., 2014) and the temporal pole (Julien, 
Thompson, Neary, & Snowden, 2008) in elementary arithmetic.
 The dots were arranged in domino pattern to ensure that participants could 
directly see the amount instead of having to count. Because of the familiar pattern, 
the non-symbolic numbers might be considered iconic, like the symbolic numbers, 
and one could wonder if the non-symbolic dots were processed in a symbolic 
manner. This seems not to be the case, however. We found that, unlike the Arabic 
and word notation, dots showed a distracter distance effect (closer incorrect 
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answer options resulted in longer RTs), suggesting automatic activation of the 
mental number line and processing in quantities rather than as symbols for the 
dot conditions.
 In our study, single digit operations were performed by university students, 
and all stimuli were visual. Future research could investigate notation effects on 
mental addition of larger numbers, because if sums are not coded as facts in 
long-term memory, calculation related IPS activation may be also prominent for 
symbolic addition (cf. Fehr, Code, & Herrmann, 2007; Kong et al., 2005). In line 
with this idea, individuals with only rudimentary arithmetic skills, such as young 
children, are likely to depend on mental calculation, also for symbolic addition of 
simple sums. Another interesting venue is to use auditory cues to investigate 
whether IPS activation during simple arithmetic reflects supramodal processing 
or whether it is specific for visuospatial processing.
4.3.4  Conclusion
 In conclusion, we report that non-symbolic number addition elicited higher levels 
of activation in the IPS than symbolic number addition, implying that mental 
quantity manipulation is used for non-symbolic number addition. In contrast, 
simple symbolic number addition showed a greater recruitment of the AG and 
perisylvian areas suggesting that answers were retrieved as facts from memory. 
Furthermore, the stronger activity in the IPS for the color and character conditions 
relative to the symbolic number conditions challenges the idea that processing in 
the IPS is magnitude specific. Our findings rather support the idea that magnitude 
manipulations take the form of mental visuospatial operations with this process 
reflected as an activity increase in the IPS. In short, for non-symbolic simple 
addition, magnitudes appear to be manipulated with visual imagery, whereas 
symbolic simple addition problems are solved via verbal retrieval.
4.4  Experimental Procedure
4.4.1  Participants
 Twenty-five, healthy, right handed, university students participated in the 
study. All gave written informed consent. Two participants were excluded from 
the analyses because of incidental findings in the structural scan of the brain. The 
mean age of the remaining 23 participants (8 males) was 21.04 years (SD = 2.38). 
None of the participants reported to have reading problems. All participants had 
normal or corrected to normal vision without signs of color blindness, and all were 
native speakers of Dutch who were unfamiliar with Japanese katakana-characters. 
Participants received 12.50 euro or study credits for participation.
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4.4.2  Tasks
 Figure 4.1 shows the tasks that participants performed in the MRI scanner. 
There were two main tasks (Addition and Memory, the latter acting as baseline 
condition) with five different formats: one format that represented non-symbolic 
magnitude (Dots), two formats that represented symbolic magnitude (Arabic and 
Words), and two other formats that did not represent magnitude (Colors and Characters). 
Addition was performed on all, except the characters. For the memory task, all five 
formats were included. Furthermore, for the Arabic numbers, an extra task was 
included, namely Subtraction. These combinations of tasks and formats resulted in 
10 conditions. In case of the color format, the addition task required mixing of 
paint colors. For the memory task, participants were instructed to remember the 
number, color or character that the arrow was pointing to during the problem 
presentation and match that to one of the two answer options.
 For all conditions, a trial started with presentation of the problem (250 ms). 
The problem was presented as two operands of the same format simultaneously, 
with a sign in between: + for Addition (e.g., 4+2 for Arabic Addition), ← or → for 
Memory (e.g., 4→2 for Arabic Memory), and - for Subtraction (e.g., 4-2 for Arabic 
Subtraction). The problem was followed by a fixation star (1200 ms), during which 
participants could reach the correct solution for the addition/subtraction tasks or 
keep the appointed stimulus in mind for the memory task. After this short delay, 
a correct and an incorrect answer were presented (500 ms) in the same format as 
the problem. Incorrect answers for number trials differed from the correct 
answers by a magnitude of either 1 or 2. Participants were required to select the 
correct answer within 1500 ms, by pressing the corresponding button. All 
participants responded with the left hand (middle finger for left answer, index 
finger for right answer), to keep motor related activity constant across participants. 
This choice was made such that the motor related response occurred in the right 
hemisphere, as to avoid a conflation of motor activity with left hemisphere 
dominant language activity. When a response was given, the bar beneath the 
selected answer would turn from grey to green, to let participants know which 
answer they had chosen. Location of the correct answers was pseudo-randomized 
such that half of the correct answers appeared on the left side of the screen and 
half on the right. The total duration of one trial was 2950 ms. Before every trial, a 
fixation star was presented for 400 ms, serving as inter-stimulus interval (ISI).
 Five trials of the same condition composed one block. Every block was preceded 
by a 2000 ms announcement of the upcoming task (+++ for Addition, ← → for 
Memory, --- for Subtraction). A cycle consisted of 10 experimental blocks, one of each 
condition, shown in a randomized order. Within each cycle, a random two of these 
experimental blocks were preceded by a fixation block, with exception of the first 
experimental block that was always preceded by a fixation block that served as 
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inter-cycle-interval. During fixation blocks, a fixation star was displayed for 17 s. 
There were six cycles in total.
4.4.3  Materials
 The numbers used in problems and answer options were from 1 to 9. They were 
presented as Arabic numbers, number words (in Dutch), or dot quantities (domino 
pattern). The dots were arranged in domino pattern to minimize serial counting. 
For addition and subtraction, 30 unique problems were chosen from 36 available 
combinations (excluded combinations were: Addition: 1+1, 2+2, 3+3, 4+4, 1+2, 2+1; 
Subtraction: 2-1, 3-1, 3-2, 4-1, 4-2, 4-3). The memory problems were created by 
changing the operator of a subset of the addition and subtraction problems into an 
arrow that pointed to the left or right. Each addition and memory problem 
occurred in each number notation. There were no problem repetitions within any 
of the experimental tasks. For all tasks, incorrect number options were pseu-
do-randomly selected, such that they fell within the 1-9 range and were either one 
(53%) or two distances (47%) away from the correct answer option.
 Nine Japanese characters ( , , , , , , , , , ) were paired in the same 
manner as the numbers in the Memory task (e.g., with  instead of 4). The problems 
with the color stimuli (shown as color filled boxes) were selected such that they 
were easy to solve (tested in 4 pilot participants not included in this study). These 
were 30 unique combinations of primary colors, secondary colors, brown, and 
white (n: primary-primary = 6; primary-secondary = 10; primary-white = 6; second-
ary-white = 6; brown-white = 2). Stimuli were created with Adobe Illustrator CS4 
14.0.0 (Adobe Systems Incorporated) and the paradigm was presented using the 
software package Presentation (Neurobehavioral Systems, Albany, CA, USA).
 A questionnaire was used to ask participants how they solved the problems 
during the fMRI-task. This questionnaire contained open questions, such as “What 
strategies did you use?” and “What did you do when you added the colors?”
4.4.4  Procedure
 Prior to the scanning session, participants underwent a short practice session 
(one cycle) on the computer outside the scanner, to become acquainted with the 
tasks. None of the practice trials appeared in the actual experiment. Participants 
were instructed to fixate on the center of the screen during the entire experiment. 
Presentation of both problems and answer options was within 10° horizontally in 
order to reduce eye movements. After the actual experiment, participants 
completed the questionnaire with open questions about how problems were 
solved.
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4.4.5  MRI Data Acquisition
 On a Siemens 3-Tesla MRI scanner (Siemens Trio TIM, Erlangen, Germany), 
equipped with a 32-channel head coil, functional scans were acquired with an 
echo-planar imaging (EPI) sequence: 35 T2*-weighted axial slices, slice thickness: 
3.0 mm, slice gap: 0.30 mm, repetition time (TR): 2220 ms, echo time (TE): 30 ms, 
flip angle (FA): 80°, slice matrix: 64 x 64, field of view (FOV): 212 mm, in-plane 
resolution: 3.3 x 3.3 mm. After the task session, high-resolution anatomical images 
were acquired using a T1-weighted rapid acquisition gradient echo (MP-RAGE) 
sequence (192 sagittal slices, slice thickness: 1 mm, TR: 2300 ms, TE: 3.03 ms, FA: 
8°, slice matrix: 256 x 256, FOV: 256 mm, voxel resolution: 1 x 1 x 1 mm).
4.4.6  Data Analyses
 Data preprocessing and statistical analyses were performed using SPM8 
(Statistical Parametric Mapping, Wellcome Department of Cognitive Neurology, 
London, U.K., http://www.fil.ion.ucl.ac.uk/). The first five EPI volumes of each 
participant’s data set were discarded to allow for T1 equilibration. The remaining 
functional images were checked for spikes, realigned to the mean, coregistered to 
the structural image, spatially normalized to SPM8’s Montreal Neurological 
Institute (MNI) T1 template, resampled into 2 x 2 x 2 mm3 voxels, and spatially 
smoothed with a Gaussian kernel of 8 mm full-width at half-maximum.
 Data were statistically analyzed using general linear models (GLMs) as 
implemented in SPM8. Eleven explanatory variables were included in the model: 
10 experimental conditions and fixation. The expected blood-oxygenation-level 
dependent (BOLD) response was modeled by convolving the canonical hemodynamic 
response function (HRF) provided by SPM8 for each block, starting at the “problem” 
presentation in the first trial, with a duration of 16.7 s. The design matrix also 
included the six head motion regressors (translations, rotations) to account for 
movement-related effects. For all participants movement was below 3 mm (from 
origin in x,y,z), except for two participants who moved 4.8 mm and 5.0 mm. A high 
pass filter was implemented using a cut-off period of 128 s to remove low-frequency 
effects from the time series.
 Relevant contrast parameter images were generated for each participant and 
subsequently subjected to a second level analysis, treating participants as a random 
variable (Penny, Holmes, & Friston, 2003). Results of the second level analyses were 
initially thresholded at p < .001 (voxel level, uncorrected) followed by a cluster-level 
threshold of p < .05 FWE. For conjunction analysis, voxels that survived the initial 
threshold of p < .001 (voxel level, uncorrected) for all contrasts of interest were 
considered. The local maxima of significant clusters are reported in MNI-coordi-
nates and the anatomical locations of these clusters were identified using the 
anatomy toolbox in SPM version 1.7 (Eickhoff et al., 2007; Eickhoff et al., 2005), 
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which identifies three subdivisions of the IPS: the anterior human intraparietal 
areas 1 and 2 (hIP1 and hIP2; Choi et al., 2006) and the posterior human 
intraparietal area 3 (hIP3; Scheperjans et al., 2008); and two subdivisions of the 
AG: one anterior (PGa) and one posterior (PGp) (Caspers et al., 2006). Although the 
main analyses were all done on the whole brain level, since we were specifically 
interested in the areas reported to be involved in magnitude calculation (bilateral 
IPS) and fact retrieval (left AG), we created three regions of interest (ROIs) for 
displaying the mean beta estimates within these ROIs per condition. The 
coordinates reported by Dehaene et al. (2003) served as midpoints for 10 mm ROI 
spheres. Because the coordinates were reported in Talairach space, they were 
converted to MNI space with the transformation calculation formula provided by 
Brett and colleagues (Brett, Christoff, Cusack, & Lancaster, 2001; Brett, Johnsrude, 
& Owen, 2002), resulting in MNI coordinates for the left IPS [-48, -44, 44], the right 
IPS [41, -46, 51], and the left AG [-48, -62, 29]. Although the AG is known to activate 
during memory retrieval, it also overlaps with the default mode network that 
shows higher activity during rest/mind-wandering (Greicius, Krasnow, Reiss, & 
Menon, 2003; Raichle et al., 2001; Wirth, et al., 2011). If an increase in AG activity 
is due to mind-wandering rather than to task related processing then we would 
expect trials with short RTs (i.e., longer time to mind-wander) to contribute to an 
increase in this area. To exclude this possibility, we ran additional analyses for the 
main arithmetic contrasts controlling for activation that might arise due to short 
RTs. In practice, we included a regressor with RT-difference values, which reflects 
the difference in mind-wandering opportunity between the conditions, as a 
covariate of no interest on the second level. For example, in case of mental addition 
of Arabic numbers versus dots, the relevant contrast image was created per 
participant as: (Arabic Addition - Arabic Memory) - (Dot Addition - Dot Memory); and the 
relevant RT-difference value was calculated as: (RT Arabic Addition - RT Arabic Memory) 
- (RT Dot Addition - RT Dot Memory).
 Behavioral data (accuracy and RTs) were analyzed in PASW Statistics 18.0.0 
(2009). For all statistical tests, a significance level of .05 was employed. RTs were 
measured from the onset of the presentation of the answer options until the 
response. When sphericity was violated, Greenhouse-Geisser estimates of sphericity 
were used to correct the degrees of freedom.
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Abstract
In the present study, we aimed to playfully improve arithmetic fluency skills with 
a tablet game training. Participants were 103 grade 1 children from regular 
primary schools. The tablet game was tested with a pretest-posttest control group 
design, and consisted of a racing game environment in which the player competed 
against a virtual opponent by rapidly solving addition and subtraction problems 
up to 20. During the 5-week intervention, one group (n = 52) practiced with the 
game while another group (n = 51) continued regular education without the game. 
Before, directly after, and three months after the intervention, we applied an 
arithmetic test to measure simple addition and subtraction skills in both symbolic 
(Arabic; 4) and non-symbolic (dots; ::) number notations. The intervention group 
increased significantly more on dot-subtraction efficiency than the control group, 
an effect which was prominent directly after the intervention. Since i) dot- 
subtraction is considered to rely more on calculation than the other arithmetic 
types that we measured and ii) the dot problem-answer representations were not 
practiced during the intervention, our results suggest that the tablet game 
promoted arithmetic fluency by benefitting calculation efficiency rather than 
retrieval efficiency or the switch from calculation to retrieval.
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5.1  Introduction 
 Fluency of basic arithmetic skills is important for advanced mathematical 
achievement (e.g., Geary, 2011; Patton, Cronin, Bassett, & Koppel, 1997) and valuable in 
daily life. Towards the end of grade 1, children are expected to become fluent in the 
addition and subtraction of simple sums. Such efficiency is gained through practice 
(e.g., Imbo & Vandierendonck, 2008), but practice can become tedious (Hatfield, 1991). 
New technologies provide novel opportunities for engaging children (Flewitt, Messer, & 
Kucirkova, 2014). An arithmetic tablet game may thus fit well into regular education. 
Yet, despite the call for evidence-based material, there is a lack of studies that assess the 
educational effectiveness of tablet games that are designed to increase arithmetic 
efficiency in grade 1 children. Therefore, this study examined the effects of a tablet 
game intervention on arithmetic efficiency in grade 1. We assessed four types of 
arithmetic, namely Arabic-addition, Arabic-subtraction, dot-addition and dot-sub-
traction. Since these are thought to rely on different solution methods, namely ‘calculation’ 
and ‘retrieval from factual memory’, to a different degree, differential outcomes may 
provide clues as to where effects of a fluency intervention could be attributed.
5.1.1  Arithmetic Efficiency and Solution Methods
 The answer to a simple arithmetic problem can be calculated via (mental) 
manipulation of quantities. But once repeated practice has resulted in the memorization 
of a problem-answer association, the answer can be directly retrieved from factual 
memory without the need for calculation (Ashcraft, 1982; Dehaene, Piazza, Pinel, & 
Cohen, 2003). Hence, arithmetic fluency can be promoted by i) a change from calculation 
to retrieval, because it is more efficient to retrieve an answer than to calculate it (Siegler, 
1987), ii) an increase in calculation speed or iii) an increase in retrieval speed.
 Whether one uses calculation or retrieval may be influenced by the arithmetic 
operation that is performed (addition, subtraction), and by the notation of numbers 
(non-symbolic, symbolic). In general, additions are learned before subtractions, 
and they may be practiced more regularly. As mentioned before, practice leads to 
stronger problem-answer representations (e.g., Ashcraft, 1982; Dehaene, et al., 
2003; Imbo & Vandierendonck, 2008). Hence, simple additions have more stable 
memory representations, increasing the likelihood of retrieval as a preferred 
solution method. Indeed, several studies report a higher use of retrieval for 
additions than for subtractions (e.g., Campbell & Xue, 2001; Henry & Brown, 2008). 
The notation of numbers can also influence the way arithmetic problems are 
solved (Campbell & Alberts, 2009; Campbell & Fugelsang, 2001). Early arithmetic is 
performed on non-symbolic quantities, such as dots (::+ ·.), and this direct 
presentation of quantity could encourage the use of quantity calculations (e.g., 
visually grouping) (cf. Rasmussen & Bisanz, 2005). Before the start of primary 
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school, children learn that non-symbolic quantities can be efficiently represented 
with symbols, such as Arabic numbers (4, 2), and this symbolic notation could be 
important for the memorization of problem-answer combinations and the direct 
retrieval of these arithmetic facts (Cantlon, 2012). Hence, a non-symbolic dot- 
notation is more likely to recruit calculation   ̶  and less likely to recruit retrieval 
from memory   ̶ than a symbolic Arabic-notation. This effect of notation was recently 
supported by two imaging studies (children: Peters, Polspoel, Op de Beeck, & De 
Smedt, 2016; adults: van der Ven, Takashima, Segers, Fernández, & Verhoeven, 
2016). In sum, an answer to a simple arithmetic problem can be calculated or 
retrieved from memory, and the solution method used depends on the arithmetic 
operation (more retrieval for addition than for subtraction) and the number 
notation (more retrieval for Arabic than for dots).
5.1.2  Serious Tablet Games in the Field of Mathematics
 In order to train arithmetic fluency, whether it is by shifting the solution method 
from calculation to retrieval because of memorized problem-answer  representations, 
or by becoming more efficient in calculation or retrieval itself, repetition is important 
(Imbo & Vandierendonck, 2008). Unfortunately, repetition can become tedious (Hatfield, 
1991) while student engagement is important for learning (Singh, Granville, & Dika, 
2002). In this regard, new technologies, such as tablet games, could be helpful.
 Well designed digital games can be educationally valuable (Clark, Tanner - 
Smith, & Killingsworth, 2015; Sitzmann, 2011; Vogel et al., 2006; Wouters, van 
Nimwegen, van Oostendorp, & van der Spek, 2013). As an advantage to pen-and-paper 
practicing they provide the opportunity for direct feedback, such that students do 
not build on incorrect information (Kiili, 2005), but can strengthen intended 
relations, such as between an arithmetic problem and its accurate outcome 
(Ashcraft, 1982). Furthermore, digital games are reported to be more engaging 
than traditional education (e.g., Fabian, Topping, & Barron, 2015; but, see also 
Wouters, et al., 2013). And, even though results are mixed (Kroesbergen & Van Luit, 
2003; Young et al., 2012), positive effects have been reported for interventions with 
maths games on (the more traditional) computers (e.g., Fuchs et al., 2006; Wilson, 
Revkin, Cohen, Cohen, & Dehaene, 2006).
 As an advantage to traditional computers, tablet computers are mobile which 
allows for anytime-anywhere learning. Also, their touch screens are easier to use 
and foster more intuitive interactions (Cooper, 2005). Moreover, young children 
consider tablets to be highly motivating (Flewitt, et al., 2014), and in technology- 
based societies  ̶  where tablets gain popularity in both homes and schools  ̶ 
children are familiarized with these mobile computers when they are very young 
(Neumann & Neumann, 2014). Hence, a tablet game could be an excellent candidate 
for engaging young children into practicing their arithmetic skills.
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 Many tablet games are available in the field of mathematics, but few have been 
tested on their effectiveness. A first meta-analysis, on studies using mobile devices 
for increasing mathematics in elementary school (Fabian, et al., 2015), reveals 
overall positive achievement gains with a moderate effect size, and an increase in 
the number of studies that use tablets. However, thus far, intervention studies 
with mobile devices concentrated on numeracy skills in preschoolers (e.g., Schacter 
& Jo, 2016; Schacter et al., 2016), or on higher order skills in the upper grades (e.g., 
Carr, 2012; Miller & Robertson, 2010, 2011). Albeit arithmetic fluency is important, 
none of the current studies has focused on tablet gaming effects on simple-arith-
metic fluency (addition + subtraction) in early graders.
 A few investigations suggest that a well-designed tablet game could benefit the 
fluency of simple-arithmetic skills in early graders. Concerning arithmetic fluency, 
positive results were reported for playing with mobile digital games on general 
arithmetic efficiency in grade 4/5 (Main & O’Rourke, 2011), and on multiplication 
efficiency in grade 3 (Kiger, Herro, & Prunty, 2012). Concerning studies with a 
younger population, general maths gains have been reported by playing games on 
GameBoy-like devices (Rosas et al., 2003; Shin, Sutherland, Norris, & Soloway, 
2012), and a more recent study (Pitchford, 2015) suggested that tablet games can be 
incorporated into non-Western educational systems to enhance early mathematical 
skills. However, these latter studies did not specifically target simple-arithmetic 
fluency. Overall, tablet games may well be suited for encouraging children to 
repeatedly solve arithmetic problems, but there is a lack of tested tablet games that 
focus on promoting arithmetic fluency in early graders.
5.1.3  The Present Study
 To promote arithmetic fluency in a playful and motivating setting, we developed 
a tablet game. In this game, children practiced addition and subtraction problems 
in Arabic numbers up to 20. The game was designed specifically to promote 
arithmetic efficiency  ̶  which is a combination of speed and accuracy  ̶  and to engage 
the student. A player practiced arithmetic in a racing game environment by 
competing against a virtual opponent. The opponent’s speed was adjusted to the 
player’s own ability, such that the player raced against, and thereby improved, his 
or her own arithmetic efficiency. Accuracy was assured by providing the player 
with direct feedback and the opportunity to solve the problem again if an answer 
was incorrect. To encourage motivation, fun visuals and rewards were incorporated 
in challenging races attuned to the child’s proficiency level. In addition, there was 
a variety of game types.
 In the present study, we examined the effects of an intervention with this 
tablet game on arithmetic efficiency. The intervention was introduced to children 
at the end of grade 1 in the Dutch regular education system (6-7 years old). 
118
Chapter 5
According to Dutch standards, these children are supposed to be able to correctly 
solve all additions and subtractions up to 20, and they are at the stage of practicing 
to become fluent. One group played with the tablet game for five weeks at school, 
whereas another group continued regular education without the game. Before the 
intervention (pre) and directly after (post1), we tested their symbolic and non- 
symbolic addition and subtraction proficiency. These skills were retested at the 
beginning of grade 2 (post2) to examine longer-term effects.
 We expected that playing with the tablet game would increase arithmetic 
efficiency. Since we used different operations (addition, subtraction) and notations 
(Arabic, dots) in the assessment, the pattern of results would indicate as to whether 
an increase in efficiency was mainly caused by i) a switch from calculation to 
retrieval, ii) accelerated calculation, or iii) accelerated retrieval. If the intervention 
promotes the memorization of sums and therefore a switch from calculation to 
retrieval (or accelerated retrieval), then the largest effects should be observed in 
the Arabic notations, because children practice Arabic addition and subtraction in 
the tablet game, and therefore these problem-answer associations are the most 
likely to be established and strengthened. If, playing with the tablet game mainly 
increases calculation speed, the greatest results should be observed for dot- 
subtraction, because the answers to these problems are most likely to be calculated. 
If alternatively, playing with the tablet game mainly improves retrieval speed, 
then benefits should primarily be observed for Arabic-addition, because these 
sums are the most likely to rely on verbal retrieval. Since children practiced 
 Arabic-arithmetic fluency in the tablet game, we expected gains in arithmetic 
fluency, especially for Arabic arithmetic.
5.2  Material and Methods
 This study was part of a larger investigation. Below we only describe the 
information relevant for the present study.
5.2.1  Participants
 In total, 103 children participated in the present study. The experimental 
group which received the tablet game intervention consisted of 52 children (25 
females, M (SD) age = 6.93 (0.36) years), and the control group of 51 children (18 
females, M (SD) age = 7.22 (0.39) years). Classes (N = 4) were pseudo-randomly 
assigned to either the experimental or control group, such that each group 
contained an equal number of children. All children were in grade 1 at the test 
points before (pre) and directly after the intervention (post1), and in grade 2 during 
the third measurement (post2). Parents gave informed consent, which was active 
or passive, depending on the school’s regular practice.
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5.2.2  Procedure
 Figure 5.1 shows the experimental design. First, all children received the 
pre-intervention measurements including the assessment of arithmetic skills. 
Next, the experimental group received the tablet game intervention, and the 
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control group continued regular education. The intervention effects were tested at 
two time points, once immediately after the intervention period (post1) and again 
13 weeks after the post1-test (post2).
 Both children and teachers were instructed on how to use the tablet game. 
They were instructed to play the game for 15 minutes per session, four sessions a 
week, for five weeks within the allocated six weeks (one week was a vacation week), 
resulting in a total of 20 sessions. These gaming sessions were additional to rather 
than instead of the regular mathematics lessons.
5.2.3  Materials
5.2.3.1  The tablet game.
5.2.3.1.1  Goals.
 The tablet application was designed to be a fun game to practice arithmetic 
skills (see Figure 5.2 for screenshots). A child saw a particular arithmetic problem, 
and the goal was to correctly solve the problem as fast as possible. The game set-up 
was designed to encourage the child to improve his or her arithmetic skills in 
several ways.
 First, arithmetic speed was promoted by the incorporation of a racing element. 
At the beginning of each race, two vehicles appeared on the left lower part of the 
screen, one in orange and another in grey. The child was the driver of the orange 
vehicle, and had to battle against the grey vehicle to get to the right upper corner 
first. Points could be collected along this trajectory. The faster the correct answer 
was given, the more virtual meters the orange vehicle gained in comparison to the 
grey vehicle. Unbeknownst to the child, the grey vehicle proceeded at the average 
speed of a child’s prior arithmetic skills, as measured within a specific level. 
Therefore children were challenged to race against their own arithmetic speed.
 Second, to ensure accuracy, a correct answer was positively reinforced, whereas an 
incorrect answer would result in gaining less meters relative to the competing 
vehicle. A child could select the correct answer on the screen with a finger, and 
swipe it onto the centre of the screen (answer area = the white box containing the 
problem). A correct answer was accompanied by stars shooting out and a positive 
sound. An incorrect answer resulted in a red cloud and a more negative sound. If 
the answer was incorrect, the child could try again until the correct answer was 
selected, but after each incorrect answer, the answer options were not selectable 
for 5 seconds which had a negative influence on the race.
 Third, a child’s motivation to play the game was promoted by several factors, 
such as the racing element, fun colours and visuals, a touch screen (swiping), and 
further by earning points and altitude meters to get to another scenery and 
vehicle. The overarching goal was to get to the highest altitude possible via several 
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Figure 5.2  Screenshots of the tablet game. A child had to select the correct answer (e.g., 14 
in the upper left screenshot) and swipe it into the middle part of the screen. The faster the 
answer, the more altitude was gained as compared to the grey vehicle that the child raced 
against. The grey vehicle travelled at the mean speed based on the speed of previous racing 
games of the child within a particular level. Coins were collected along the way. The orange 
circle in the upper right indicated the progress within a racing game (e.g., the second out of 
12 problems for the upper left screenshot). Note: ‘Welke is goed?’ is Dutch for ‘Which one is 
correct?’. The levels consisted of a combination of game type and problem type. There were five 
game types: A) a problem appeared on the screen and the correct outcome had to be selected 
out of five options; B) an outcome appeared on the screen and the correct problem had to be 
selected out of two options; C) same as A, but now the problem disappeared to promote 
mental calculation; D) three problems with answers appeared on the screen, and the 
incorrect combination had to be selected; E) three problems appeared on the screen, and the 
problem that had an outcome different from the other two had to be selected. There were 
Game type D Game type C 
Game type B Game type A 
Game type E Progress screen 
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vehicles (from sea in a submarine, to land in a monster truck, to air in an air 
balloon, to outer world in a rocket, to outer space in a space ship). A certain amount 
of points was needed to receive a novel vehicle on a novel background in a higher 
altitude setting. After each racing game, a progress screen (see Figure 5.2) showed 
the amount of points, and thus altitude gained, and gave the option for the child 
to stop or continue with the game. To keep the game fresh, for each child, the game 
started where the child had left off in the previous session (after the last finished 
racing game).
5.2.3.1.2  Stimuli and levels.
 The stimuli consisted of 231 addition and 231 subtraction problems up to 20. 
All numbers were full integers, from 0 to 20 in Arabic notation. In total, there were 
35 levels in the game, which were combinations of game type (see Figure 5.2) and 
problem type.
 Within each level, four to five racing games were played. Each racing game 
consisted of 12 problems which had to be answered correctly. The actual amount 
of racing games played within a level depended on an algorithm that calculated to 
what degree the increase in speed levelled off between racing games.
5.2.3.2  Arithmetic skills.
 Arithmetical skills were measured with an arithmetic test at three occasions. 
The test consisted of four pages with 54 problems each. A child had one minute per 
page to solve as many problems as possible. Page 1 contained Arabic-addition, page 2 
Arabic-subtraction, page 3 dot-addition, and page 4 dot-subtraction problems. The Arabic 
problems were sums up to 20, with open answers (e.g., 3 + 8 =  ? ; 17 - 9 =  ? ). The dot 
problems were sums up to 9, with two answer options because of foreseen 
difficulties with writing of the answer (e.g., · + · =  ::  ·. ; :: - ·. =  ·  ·. ; the incorrect 
option was always one or two integers above or below the correct option, with the 
correct answer option equally distributed over the right and the left side). For Ara-
bic-arithmetic, the efficiency scores represent the number of correctly answered 
problems within one minute. For dot-arithmetic (measured by a two alternative 
seven problem types: 1) addition problems up to 10; 2) subtraction problems from 10 down - 
wards; 3) addition problems crossing 10; 4) subtraction problems crossing 10; 5) addition 
problems above 10; 6) subtraction problems above 10; 7) all addition and subtraction 
problems. After each racing game (12 correctly answered problems), the progress screen 
appeared. It showed the points/altitude gained, a peek at the next vehicle that the child 
would acquire when enough points/meters would be gained, and the possibility to continue 
(‘verder’) or discontinue (‘stop’) with the game.
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forced choice task), the efficiency scores were calculated as the number correct per 
minute minus the number incorrect per minute, thereby accounting for guessing.
 There were three versions of the test. These contained identical problems, but 
in a different order. Each version was assigned to one of the three test-points, and 
the version/test-point combinations were counter-balanced across participants 
within a group1. Because a child would not be able to finish all problems within a 
page, for each version the problems were pseudo-randomly divided over the pages 
to balance difficulty level over measurement points: For both Arabic-addition and 
Arabic-subtraction, problems up to 10, with 10 crossing, and above 10, were equally 
distributed across the page. For dot-addition and subtraction (all < 10), three 
difficulty levels were created on face value and equally distributed over the page. 
Furthermore, the addition problems were balanced on whether the first addend 
was larger or smaller than the second addend.
5.2.3.3  Tablet game motivation.
 To measure whether children enjoyed playing with the tablet application, 
after the first and the last session, they indicated how much they liked this 
arithmetic game (five point Likert item, accompanied with smileys and text: 1 (+ 
sad smiley + ‘no fun at all’) = I don’t like it at all; 5 (+ happy smiley + ‘very much 
fun’) = I like it very much).
5.2.3.4  Attitude towards mathematics.
 To measure attitude towards mathematics class in school, children were asked 
how much they liked mathematics (five point Likert item, accompanied with 
smileys and text: 1 (+ sad smiley + ‘no fun at all’) = I don’t like it at all; 5 (+ happy 
smiley + ‘very much fun’) = I like it very much) before each arithmetic test. This 
question was embedded within three foil questions (How much do you like school/
reading/handicraft?).
5.3  Results
5.3.1  Tablet Game: Statistics and Motivation
 During the intervention, children played on average 14 sessions with the 
tablet game (SD = 2, range = 6-17). At the end of the intervention, level 20 was 
reached on average (SD = 7, range = 6-35) and 84 racing games were played (SD = 29, 
range = 25-146), with a mean of 4.3 (SD = 0.2) racing games per finished level. After 
both their first and their last session, children rated the tablet game as very 
enjoyable (first session: M = 4.9, SD = 0.2; last session: M = 4.7, SD = 0.7; max = 5.0; 
1 Two children received one version twice, but their test scores did not show outlying results.
124
Chapter 5
means based on one school, because of missing ‘after first play measurements’ for 
the second school; ‘after last play measurements’ second school: M = 3.5, SD = 1.5).
5.3.2  Before the Intervention
 Prior to the intervention, the two groups (see Table 5.1 for the group descriptive 
and statistics) did not differ in terms of non-verbal reasoning skills, working attitude, 
visual and verbal working memory, general motor speed, and technical reading 
skills, suggesting that they came from the same population, although the 
experimental group performed less well on the curriculum bound mathematics 
test  ̶  a Dutch national test designed by the Centraal Instituut voor Toetsontwikkeling 
(CITO)   ̶ than the control group. Nonetheless, independent t-tests showed that the 
experimental group and the control group scored similarly on our measures of 
interest, namely their arithmetic efficiency scores prior to the intervention (Arabic- 
Table 5.1   Mean Group Descriptives (SD) and Statistics
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Experimental 
(n = 52)
3.10 
(1.38)
28.20 
(4.77)
6.76 
(6.31)
8.38 
(3.99)
10.77 
(3.37)
680 
(217)
2.44 
(1.35)
0.81 
(0.18)
Control 
(n = 51i)
2.28 
(1.13)
27.35 
(4.65)
8.06 
(6.21)
9.12 
(4.39)
9.92 
(3.28)
656 
(165)
2.70 
(1.22)
0.89 
(0.27)
U 852.00 1169.00 1481.00 1517.50 1165.00 1310.00 1471.50 1546.50
P .002 .299 .224 .204 .286 .916 .238 .145
Note. U and p values are based on Mann-Whitney tests; SD = Standard Deviation; CITO tests (http://www.
cito.nl) are standardized tests, used nationwide to assess the individual progress of students in Dutch 
schools. For all, except the CITO scores and digit naming efficiency, a higher score reflects higher skills.
aCITO-mathematics test, measured by the schools as part of the general curriculum: assigns children to 
one of five 20%-groups: 1 = within the nationwide top 20%; 5 = within the nationwide lowest 20%. bRaven’s 
Coloured Progressive Matrices (Van Bon, 1986): number correct. cEleven questions of the BRIEF (Huizinga 
& Smidts, 2012): mean of quantified answers. dMr. X, a subtest of the Automated Working Memory 
Assessment (AWMA; Dutch version; Alloway, 2007): raw memory score. eListening recall, a subtest of the 
Automated Working Memory Assessment (AWMA; Dutch version; Alloway, 2007): raw memory score. 
fMotor reaction time task (Brankaer, Ghesquière, & De Smedt, 2014): mean speed (ms); percentage correct 
= 97%. gCITO-DMT (Drie-Minuten-Toets (Three-Minutes-Test)), measured by the schools, as part of the 
general curriculum: assigns children to one of five 20%-groups: 1 = within top 20%, nationwide; 5 = 
within lowest 20%, nationwide. hDigit card of a rapid automatized naming task (van den Bos & Lutje 
Spelberg, 2007): card reading speed (s) divided by number of correctly named digits. iFor mathematics 
skills (CITO), working attitude, and word voicing efficiency (CITO), n = 50.
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addition: p = .563; Arabic-subtraction: p = .581; dot-addition: p = .532; dot-subtraction: 
p = .132) and their attitude towards mathematics (p = .789).
5.3.3  Intervention Effects
 We miss data on 10 occasions: at post1, one child was ill, and at post2, nine 
children either repeated grade 1 or moved to another school. Therefore the 
following analyses are based on n = 48 for the experimental group, and n = 45 for 
the control group.
5.3.3.1  Arithmetic skills.
 The mean arithmetic test scores can be found in Table 5.2 (efficiency + accuracy) 
and Figure 5.3 (efficiency). On average, 90.7 percent (SD = 6.0) of the arithmetic 
problems was answered correctly within a condition. This indicates that children 
understood the tasks at hand. Since accuracy was at ceiling level with many 100% 
scores, accuracy was not further investigated and we focused on efficiency.
 To investigate the effect of the intervention on arithmetic efficiency, we 
performed two mixed analyses of variance (ANOVAs)  ̶  one for Arabic-arithmetic, 
and one for dot-arithmetic  ̶  with SumType (addition, subtraction) and Time (pre, 
post1, post2) as within-participant factors, and Group (experimental, control) as a 
between-participant factor. As the Arabic-arithmetic test was open-answer, and 
the dot-arithmetic test consisted of two alternative forced-choice questions, the 
two could not be compared in one analysis. Because the Arabic efficiency (residual) 
scores were not normally distributed (positive skew), for these we applied the 
square-root transformation before data analysis. Furthermore, we used the Green-
house-Geisser correction if sphericity was violated.
 For Arabic-arithmetic efficiency, there was neither a 3-way interaction (p = .525), 
nor any 2-way interactions (all p ≥ .153; Group×Time: p = .365), nor a main effect of 
Group (p = .161). There was a main effect of Time (F(1.85,168.57) = 49.99, p < .001, η
p
2 
= .355), with a significant increase in efficiency from the pre- to post1-test (p < .001), 
levelling off after the post1-test (post1 versus post2, p = .193). Also, a main effect of 
SumType was present (F(1,91) = 122.21, p < .001, η
p
2 = .573), with a higher efficiency 
for addition than for subtraction. Since no interaction effects between Group and 
Time were found, this suggests that the intervention did not have a beneficial 
effect on Arabic-arithmetic efficiency.
 For dot-arithmetic efficiency, there was a Time×Group×SumType interaction 
(F(2,174) = 4.34, p = .014, η
p
2 = .048). To interpret this interaction, we performed two 
separate mixed ANOVAs: one for dot-addition and one for dot-subtraction. For 
dot-addition, the Time×Group interaction was not significant (p = .727), neither was 
the main effect of Group (p = .507), although there was a main effect of Time 
(F(2,174) = 41.85, p < .001, η
p
2 = .325) revealing an efficiency increase from the pre- to 
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post1-test (p < .001; post1 versus post2, p = .052). For dot-subtraction, however, the 
Time×Group interaction was significant (F(2,182) = 8.08, p < .001, η
p
2 = .082). Two 
follow-up ANOVAs, the first excluding the post2-test, the second excluding the 
pre-test, showed that between pre and post1 the experimental group increased 
more in arithmetic efficiency than the control group (F(1,91) = 17.60, p < .001, η
p
2 = 
.162), whereas an efficiency difference between post1 and post2 was similar for 
both groups (p = .221). In spite of the latter, independent t-tests showed that only at 
the post1-test the experimental group scored significantly better on dot-subtrac-
tion efficiency than the control group (post1: t(91) = 2.25, p = .027, Cohen’s d = 0.473; 
post2: p = .234). Above results suggest that the tablet game intervention had a 
significant positive effect on dot-subtraction efficiency, that was prominent 
directly after the intervention.
Table 5.2   Mean Efficiency Scores (SD) and Mean Accuracy Scores (SD) on the Arithmetic Test
Number 
notation
Arithmetic 
operation
Group Pre Post1 Post2 Difference 
scorea:  
Post1-Pre
Efficiencyb Arabic Addition Experimental 8.6 (4.8) 11.8 (5.5) 11.8 (4.8) 3.3 (3.5)
Control 8.0 (4.7) 10.2 (3.7) 11.0 (4.5) 2.2 (4.1)
Subtraction Experimental 6.1 (3.7) 8.4 (4.9) 8.7 (4.4) 2.3 (3.6)
Control 5.8 (3.6) 7.1 (3.7) 7.3 (4.5) 1.3 (3.3)
Dots Addition Experimental 7.6 (3.4) 10.8 (3.2) 11.2 (4.2) 3.2 (4.6)
Control 7.0 (4.2) 9.6 (4.5) 11.0 (3.5) 2.9 (3.7)
Subtraction Experimental 6.1 (3.6) 8.1 (4.6) 8.4 (3.8) 2.0 (4.1)
Control 7.2 (3.5) 6.2 (3.5) 7.5 (3.3) -1.0 (2.8)
Accuracyc Arabic Addition Experimental 88.5 (17.7) 95.3 (9.5) 94.1 (8.7) 6.9 (18.5)
Control 87.5 (18.2) 89.5 (14.9) 92.3 (11.1) 2.0 (21.1)
Subtraction Experimental 78.5 (21.0) 83.2 (15.3) 85.6 (14.4) 4.6 (21.0)
Control 83.9 (21.0) 79.9 (22.2) 83.8 (20.3) -4.1 (22.8)
Dots Addition Experimental 96.0 (12.3) 96.3 (7.1) 97.0 (5.7) 0.3 (15.2)
Control 94.8 (16.8) 93.5 (13.6) 96.4 (6.0) 0.4 (13.7)
Subtraction Experimental 94.8 (13.0) 94.7 (10.9) 95.5 (9.7) -0.2 (15.1)
Control 94.5 (13.0) 88.3 (17.2) 92.1 (12.1) -6.2 (15.2)
Note. If a child had not made any sums in a certain category (4 occasions only), efficiency and accuracy 
were categorized as missing; SD = Standard Deviation.
aDifference scores may not always match post1-pre because the difference was calculated for each 
participant before averaging. bEfficiency scores represent the number of correct responses per minute for 
Arabic, and the number of correct responses minus the number of incorrect responses per minute for 
dots. cAccuracy scores represent the percentage correct (number of correct responses divided by the 
number of sums responded).
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5.3.3.1.1  Control analyses: Mathematics skills (CITO).
 The general mathematics skills, measured by schools with the CITO-test as 
part of the Dutch curriculum, correlated with all our arithmetic-pre-measure-
ments (Arabic-addition: Spearman’s r = -.21; p = .048; Arabic-subtraction: Spearman’s 
r = -.29; p = .004; dot-addition: Spearman’s r = -.30; p = .005; dot-subtraction: 
Spearman’s r = -.460; p < .001, all showing negative correlations, because lower 
CITO-scores reflect higher maths skills), which validates our arithmetic task. As 
the control group scored better on the CITO-mathematics scores than the 
experimental group, we checked whether this would have had an effect on our 
results. The CITO-scores did not correlate with the arithmetic increase from pre to 
post1 (all p ≥ .080; within the experimental group only: all p ≥ .097). Moreover, 
including CITO-mathematics skill as a covariate in the previous analyses did not 
change the conclusions.
5.3.3.2  Attitude towards mathematics.
 A mixed ANOVA on mathematics attitude, with Group (experimental, control) 
as a between- and Time (pre, post1, post2) as a within-participant variable, revealed 
Figure 5.3  Arithmetic efficiency scores (M + SE), split on group and time.
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no significant effect of Time (p = .100) , Group (p = .226), nor an interaction between 
Time and Group (p = .152; M pre (SD), M post1 (SD), M post2 (SD); experimental: 3.60 
(1.51), 2.92 (1.61), 3.38 (1.59); control: 3.69 (1.53), 3.62 (1.60), 3.53 (1.62); max = 5).
5.4  Discussion
 The goal of the present study was to investigate the effectiveness of a tablet 
game on increasing arithmetic fluency in an engaging manner. We found that the 
intervention was engaging and had a significant positive effect on dot-subtraction 
efficiency. The latter suggests that playing with the game benefitted the calculation 
operation, rather than retrieval speed or a switch from calculation to retrieval due 
to memorization.
 It is likely that the intervention improved calculation efficiency because, i) dot 
subtraction is thought to be executed through calculation rather than retrieval, 
more so than the other measured arithmetic types, and ii) the dot problem-answer 
representations were not trained during the intervention. Contrary to our 
expectation, we did not find an effect on Arabic-arithmetic fluency. Possibly, the 
number of memorized Arabic problem-answer representations was already at 
ceiling level, or alternatively the intervention was too short to promote the 
memorization of these representations.
 Our findings suggest that an arithmetic fluency tablet intervention can benefit 
calculation efficiency, probably by training mathematical insight. The tablet game 
focused on speeded responses, but also the relationships between quantities were 
trained (e.g., 9-5 = 8-4 = 4). This knowledge about part-part-whole relations could 
have encouraged the use of transformation strategies (LeFevre, Sadesky, & Bisanz, 
1996) in which the child uses re-grouping tricks for calculating the answer (e.g., 
9-4 = 8-4+1) as an efficient alternative to counting (e.g., Fischer, 1990; Hunting, 
2003; Putnam, de Bettencourt, & Leinhardt, 1990; see also, Baroody, Bajwa, & 
Eiland, 2009). Adults mainly use a combination of calculation and retrieval 
(Campbell & Fugelsang, 2001; Imbo & Vandierendonck, 2008), which may be most 
advantageous for good mathematics: One cannot memorize all possible sums, and 
calculation methods are crucial when retrieval fails.
 It is important to note that the effect of the intervention disappeared after the 
disuse of the tablet game. The influence of the game on arithmetic skills could be 
larger and more persistent if the intervention period is prolonged with additional 
playing sessions (cf. for a review: Clark, et al., 2015).
 On a practical level, a tablet game can be a fun method for improving 
calculation skills. In this regard, the current game can be used as a useful addition 
to, not a substitution for, grade 1 arithmetic-education. Caution is warranted, 
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however, since with the current version of the game and the current time frame of 
the intervention, playing did not significantly benefit the Arabic-arithmetic skills 
over and above regular education, and beneficial effects faded after disuse of the 
game. Although children’s general attitude towards mathematics did not change, 
children enjoyed playing with the game. Therefore, one interesting venue is to 
exploit the possibility of anytime-anywhere learning and test the effects of 
long-term use of the tablet game at home. Also one has to consider that results may 
differ per age-group. Possibly, effects are larger, and significant for all arithmetic 
efficiency outcomes when tested in children that have started learning arithmetic 
only recently, such as preschoolers or children at the start of grade 1. These 
children are even more likely to truly manipulate quantities in order to solve sums 
and may therefore benefit more from understanding the relationships between 
sums. Conversely, in older children, if quantity relations are well understood, the 
tablet game may promote memorization or retrieval speed rather than accelerating 
calculation processes. 
 Two limitations of this study are that individuals were not randomly assigned 
to the experimental or control group, and that the control group followed regular 
education only. Even though our pre-measurements did not suggest differences 
between the two groups, the former limitation might have resulted in unknown 
confounds that enhanced or decreased the effects of the tablet game intervention. 
Because of the latter limitation it is possible that the greater increase in arithmetic 
efficiency in the experimental group was achieved by extra training rather than 
by practice in an engaging environment per se. The present tablet application 
could be improved in iterations, by consulting teachers and learning from novel 
studies. Nonetheless, this study provides promising evidence for the educational 
value of tablet-based arithmetic fluency training in first graders.
 In conclusion, playing with the arithmetic fluency tablet game in grade 1 was 
engaging and appeared to benefit arithmetic fluency by improving the calculation 
process, rather than by speeding up retrieval or increasing the number of 
memorized answers causing a calculation-to-retrieval switch. Accordingly, we 
have shown that a tablet-based arithmetic-fluency-training could help children in 
becoming more efficient in calculation processes in the early stage of arithmetic 
education. Future studies should make it clear whether similar games may also 
help children to enhance memorization and retrieval fluency in more advanced 
stages of arithmetic development.
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 This thesis investigated the effects of presentation format on subsequent 
processing in two fields that are major in both education and research, namely 
vocabulary learning and arithmetic processing. More specifically, the following 
questions were addressed:
Q1.  How does presentation format of novel word meanings during study (written/
spoken modality) influence semantic integration over time in adults?
Q2.  How does presentation format of novel word meanings during study (written/
spoken modality) influence semantic integration over time in children?
Q3.  How does presentation format of numbers during arithmetic processing 
(non-symbolic/symbolic notation) influence brain activity in areas that have 
been associated with specific solution methods in adults?
Q4.  Can arithmetic fluency in children be playfully enhanced by training with a 
tablet game (and if so, can it be inferred which arithmetic process was stimulated)?
 It was indeed observed that presentation format can influence content processing. 
Concerning vocabulary learning, the study in chapter 2 showed that newly learned 
word representations integrated slowly into the semantic lexicon, and that a 
written study modality promoted semantic integration more than a spoken study 
modality in adults (Q1). In children, however, no difference between the two 
modalities was observed (chapter 3, Q2). Concerning arithmetic processing, the 
study reported in chapter 4 revealed that mental arithmetic in a non-symbolic 
number notation was accompanied by activity in the bilateral intraparietal sulcus 
(IPS) suggesting the use of the calculation method (Dehaene, Molko, Cohen, & 
Wilson, 2004; Dehaene, Piazza, Pinel, & Cohen, 2003), whereas symbolic arithmetic 
was accompanied by brain activity in areas that have previously been related to 
retrieval from verbal fact memory (Grabner et al., 2009; Prado et al., 2011) (Q3). 
These findings were used in chapter 5, by ascribing the positive effects of a tablet 
game intervention on arithmetic fluency to a gain in calculation speed (Q4). In the 
remainder of this chapter these results will be further discussed.
6.1  Vocabulary Learning and Presentation Format Effects
 The vocabulary studies in this thesis advance current literature on word 
learning in the native language by adding knowledge on the process of semantic 
integration and the effects that presentation format have on this learning process. 
The results from both chapters 2 (adults) and 3 (children) are in line with the CLS 
model (McClelland, McNaughton, & O’Reilly, 1995) for word learning (Davis & 
Gaskell, 2009). This model proposes that novel words are learned via two 
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complementary learning systems. The first system allows a word to be swiftly 
acquired, and the second enables it to be slowly integrated with words that already 
existed in the mental lexicon. The adult study in chapter 2 extends the evidence for 
the CLS model by showing that, besides the integration of word form (e.g., Dumay 
& Gaskell, 2007), also the integration of word meaning – semantic integration – is 
a process that stretches past the study phase itself, which is in line with other 
recent studies (Bakker, Takashima, van Hell, Janzen, & McQueen, 2015; Clay, 
Bowers, Davis, & Hanley, 2007; Tamminen & Gaskell, 2013). In other words, after 
the initial acquisition of a novel meaningful word, learning of the word meaning 
continues in the form of semantic memory consolidation (for overiews on memory 
consolidation, see Stickgold & Walker, 2007, 2013). Unfortunately, it was not 
possible to determine the time course of semantic integration in children (chapter 
3), because the data did not allow for valid interpretation of the measurements 
directly after study. Nevertheless, children showed evidence of semantic 
integration 22 hours after they had properly acquired the novel meaningful words.
 Regarding presentation format, adults profited from a written study modality 
(chapter 2), whereas children did not show an advantage for either format (chapter 3). 
For adults, semantic integration was greater when definitions were presented as 
text on a screen than when they were presented aurally. That is, the total amount 
of semantic integration (day 1 and day 2 combined) was greater for the written 
modality. Moreover, the two study modalities showed an equal amount of 
integration directly after study, but after 24 hours the written study modality 
outperformed the spoken study modality. In children, however, no such modality 
effect was observed: after 22 hours there was evidence of semantic integration, but 
there was no integration difference between the written and spoken study 
modality.
 This apparent distinction in the modality effect between the adult and child 
study could be explained by a difference in familiarity with the written language, 
because one may profit more from the advantages that the written study modality 
offers if one is more familiar with reading. Reading practice improves reading 
fluency (Therrien, 2004), and reading fluency is highly correlated with text 
comprehension (García & Cain, 2014; Rasinski, Rikli, & Johnston, 2009). The 
relationship between reading fluency and reading comprehension decreases with 
age, but is observed throughout development well beyond the early grades of 
primary school (García & Cain, 2014; Rasinski, et al., 2009). Because primary school 
children are less fluent readers than university students (especially concerning 
reading prosody; see García & Cain, 2014, for adult-like word recognition 
automaticy after 10 years of age), their processing of written text may not be as full 
as that of university students, whereas the processing of spoken material may be 
similar. Furthermore, children may not yet have fully developed the ability to 
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focus on the relevant parts of text, which is a potential advantage that the written 
language offers above the spoken language, because unlike spoken language, 
written text is of a permanent nature (Bazerman, 1985; Hyönä & Nurminen, 2006). 
In short, a study modality advantage could change gradually from spoken to 
written as one becomes more experienced with reading. It is therefore possible 
that one would find a reversed modality effect (spoken > written) in younger 
children that are even less familiar with reading.
6.2  Arithmetic Processing and Presentation Format Effects
 The arithmetic study in chapter 4 corroborated behavioral studies on notation 
effects (Campbell & Alberts, 2009; Campbell & Fugelsang, 2001; Campbell, Parker, 
& Doetzel, 2004) by showing that brain activity during mental arithmetic changes 
depending on number notation, in areas that have previously been related to 
calculation (bilateral IPS; Dehaene, et al., 2004; Dehaene, et al., 2003) and retrieval 
(left angular gyrus (AG) & perisylvian areas; Dehaene, et al., 2003; Grabner, et al., 
2009; Prado, et al., 2011) (Q3). For simple addition with non-symbolic numbers (::+·.) 
enhanced IPS activity was observed, whereas for simple addition in a symbolic 
notation (4+2) the AG and perisylvian areas played a bigger role. Similar to previous 
literature (for reviews, see Grefkes & Fink, 2005; Kravitz, Saleem, Baker, & Mishkin, 
2011), the IPS activity observed in chapter 4 was also indicative of visuospatial 
processing. Together, these results suggest that simple non-symbolic sums are 
calculated with visual imagery, whereas simple symbolic sums are retrieved from 
verbal fact memory.
 Why would a non-symbolic notation stimulate magnitude calculations in 
visual memory, and a symbolic notation retrieval from verbal memory? Mental 
magnitude representations may be visuospatial in nature (see also Fias & Fischer, 
2004; Hubbard, Piazza, Pinel, & Dehaene, 2005; Walsh, 2003): all magnitudes can 
be visually represented. The non-symbolic notation displays numerical magnitude 
directly. This may evoke greater processing of the visuospatial magnitude code 
and encourage visuospatial manipulation strategies, such as mentally combining 
or grouping of the dots. The symbolic numbers, however, may be more likely to 
evoke verbal processing (e.g., mental pronunciation of the numbers), which could 
open the portal to direct retrieval of the answer from verbal memory. Recently, 
Peters, Polspoel, Op de Beeck and De Smedt (2016) revealed a similar brain pattern 
in children as the current thesis observed in adults: with more IPS activity for 
non-symbolic arithmetic, and more AG/perisylvian areas for symbolic arithmetic. 
Moreover, these results were corroborated by behavioral reports of strategy use, 
with more calculation for non-symbolic arithmetic, and more retrieval for 
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symbolic arithmetic. Thus, the picture that results from behavioral and imaging 
approaches combined shows that, in both adults and children, a non-symbolic 
notation stimulates calculation with visual imagery and a symbolic notation the 
retrieval from verbal memory.
 Knowledge about presentation format effects can inform other studies. In chapter 5, 
the results from chapter 4 regarding calculation-like-processing for dots and 
 retrieval-like-processing for Arabic numbers, were used to interpret the data from 
the tablet intervention study in children (Q4). This study tested the effectiveness 
of a tablet game that was developed to train arithmetic fluency in a motivating 
environment. The tablet game was indeed considered to be motivating. More 
importantly, playing with the game had a positive effect on dot-arithmetic fluency, 
although not on Arabic-arithmetic fluency. Thus, the tablet game training seemed 
to increase calculation speed rather than retrieval speed as dot-arithmetic involves 
more calculation than Arabic arithmetic (chapter 4; Peters, et al., 2016). Moreover, 
because the dot answer-problem combinations were not directly trained in the 
tablet game, accelerated calculation was also a more likely explanation than a 
change in solution method from laborious calculation to more efficient retrieval 
as a consequence of memorization of the problem-answer combination during 
training. If the latter would have been the case, one would have expected effects 
in Arabic arithmetic, because those problem-answer associations were directly 
strengthened through repeated training during the intervention.
 Compared to university students, the arithmetic processing system in grade 1 
children is likely underdeveloped, which means that they rely more on the 
calculation method. Note, however, that, even though separate brain patterns are 
suggested (Dehaene, et al., 2004; Dehaene, et al., 2003), it is extremely difficult to 
determine whether an answer is directly retrieved from memory, or whether it is 
subconsciously calculated with high speed (see also Fayol & Thevenot, 2012). 
Furthermore, adults are also thought to use a mix of calculation and retrieval 
methods (Campbell & Fugelsang, 2001; Imbo & Vandierendonck, 2008): Not every 
answer-problem combination can be memorized and it is useful to calculate an 
answer when retrieval is slow or fails completely. Nevertheless, the reaction time 
data from chapters 4 and 5 suggested that the grade 1 children used less efficient 
methods for arriving at the answers than adults, and the tablet game appeared to 
improve calculation efficiency especially. Possibly, an intervention has a greater 
chance for encouraging the change from calculation to retrieval in children who 
are slightly further in their mathematical development.
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6.3  Presentation Format Effects Across Domains
 This thesis emphasizes that presentation format can affect subsequent processing, 
even if presentation format appears to be irrelevant because two formats convey 
the exact same concept. During vocabulary learning, the words used in the written 
and spoken study definitions were exactly the same, but semantic integration was 
promoted more by the written than by the spoken study modality. Similarly, the 
non-symbolic number ‘::’ and the symbolic number ‘4’ reflect the same quantity, 
but the observed brain activity pattern during simple arithmetic processing 
suggested that non-symbolic additions are calculated using visual imagery, 
whereas symbolic additions are solved via retrieval from verbal fact memory. In 
sum, the written modality elicited different integration results than the spoken 
modality and the dot notation different arithmetic processing than the Arabic 
notation, even though the presentation formats referred to the same concepts. 
This stresses the importance of generating knowledge on and awareness of these 
effects, because teachers and researchers may not expect that the choice for a 
presentation format can lead to different cognitive processing, if two formats 
seem to convey the same information.
 The two major theories guiding this thesis differentially incorporate format 
into their models. The CLS account of word learning (Davis & Gaskell, 2009) 
suggests fast acquisition and slow integration of novel words, but does not make 
specific predictions about the influence of presentation format. The results from 
the present thesis suggest that the process of semantic integration is enhanced by 
a written study modality in adults, but not in children. The arithmetic model of 
Dehaene and colleagues (Dehaene, et al., 2003) suggests that different brain 
regions are involved in the representation of numerical quantity (IPS) and verbal 
arithmetic facts (left AG/perisylvian areas) and thereby predicts more IPS activity 
for genuine quantity calculations and more activation in the AG and perisylvian 
regions for the verbal retrieval of arithmetic facts. Though this model proposes 
that the mental representation of numerical quantity is abstract in the sense that 
it can be activated by multiple number formats, it does not specifically state what 
effects number format would have on the processes of mental calculation and 
retrieval. The results from this thesis indicate that a non-symbolic quantity, which 
shows quantity directly and may therefore draw more heavily on the quantity 
representation, increases the chance for true quantity calculations. Overall, there 
appears to be a role for the effects of presentation format in models of vocabulary 
acquisition and arithmetic processing.
 It should be noted, however, that some of the effects in this thesis may not 
have been caused by the presentation format as such, but by the familiarity with 
the presentation format. The study modality effect, for example, which entailed a 
142
Chapter 6
benefit for written over spoken definitions, was observed for adults but not for 
children. The modality effect in adults cannot be explained by a difference in 
familiarity, because it is unlikely that adults are more familiar with written than 
with spoken language. However, adults are more familiar with text than children, 
and because the modality effect is shown by adults, but not by children, this 
suggests that the familiarity with the written language plays a positive role in 
semantic integration. On a similar note, the more familiar Arabic notation seemed 
to increase the use of more efficient arithmetic solution methods, as was shown by 
both RTs and retrieval related brain activity. From a developmental perspective, 
this suggests that presentation format effects are not set in stone, but can change 
as a child becomes more familiar with a certain format.
6.4  Limitations and Future Perspectives
 The present thesis has limitations that should be acknowledged. First, it examined 
only a small portion of the numerous effects that presentation format could have. 
The number of researched formats (written/spoken words; non-symbolic/symbolic 
numbers), affected processes (semantic integration; arithmetic processing) and 
measurement points (at 0 and 24 hours for vocabulary learning; at 0, 6 and 13 
weeks for the arithmetic fluency intervention) was limited. To get a more precise 
understanding of how presentation format influences subsequent processing, 
additional investigation is required. One could for example investigate the longer 
term effects of presentation format on vocabulary learning, or examine aurally 
presented numbers to assess whether the idea of calculation with visual imagery 
for non-symbolic numbers also holds for non-visual inputs.
 Furthermore, as is often common in research, the processes of interest were 
measured indirectly. Semantic integration was measured by means of the priming 
effect, and the probable solution methods during arithmetic were inferred from 
brain activity patterns in combination with literature. A multifaceted approach is 
preferred, in which topics are investigated from several angles and with multiple 
methods, for forming a unified picture of presentation format effects.
 Finally it is important to acknowledge that in this thesis results from the 
adult and child studies cannot be compared directly, nor can a difference in results 
be ascribed to a difference in age. This thesis extended the participant pool beyond 
the regularly tested university students into more ecologically valid terrain, 
namely by including primary school children. The adult and child studies were 
separate studies, meaning that besides the age of the participants, other variables 
differed, such as setting (lab versus school), mean level of intelligence (university 
students versus primary school students), but also familiarity with the presentation 
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format (more versus less). To enable a direct comparison of the effects of presentation 
format in child and adult learning, future studies could investigate presentation 
format effects in a more controlled environment.
6.5  Practical Implications
 To conclude, presentation format can influence subsequent processing, even if 
two formats convey the exact same information, such as written and spoken words 
or non-symbolic and symbolic numbers. Since both vocabulary and arithmetic 
skills are valuable throughout life, it can be useful for educators to be aware of 
presentation format effects within these domains.
 The results from chapter 2 suggest that if one wants to teach adults novel 
meaningful words, the novel word meanings will be better integrated if exposed 
via written text. The results from chapter 3, however, indicate that 10 to 13-year-olds 
benefit equally well from the written and spoken study modality. Therefore, for 
these children, there would be no specific benefit on semantic integration for 
either presentation format.
 Chapter 4 revealed that dots stimulate calculation-like brain processing, whereas 
Arabic numbers stimulate retrieval-like brain processing during arithmetic. The 
dot notation could be useful for children that start out performing arithmetic, 
because mentally manipulating the direct presentation of quantity may provide 
an understanding of what performing arithmetic truly entails. Moreover, this 
knowledge on number notation effects can be used for interpreting data from 
novel studies, as was done in chapter 5. In chapter 5 the effectiveness of an arithmetic 
fluency tablet game was tested. Children enjoyed playing with the game and the 
data suggest that the game promoted arithmetic fluency by benefitting calculation 
speed. This indicates that training in an Arabic notation does not necessarily result 
in memorization of the problem-answer combination, but that it can also improve 
calculation performance. Although the tablet game needs more piloting before 
actual use, at this stage, it appears to be a useful addition to, not a substitution for, 
regular education. More generally, digital games provide huge opportunities for 
learning, since playing makes learning fun.
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 Woorden en getallen kunnen op verschillende manieren worden gepresenteerd. 
De woorden van een zin, bijvoorbeeld, kunnen worden uitgeschreven of uitgesproken. 
Evenzo kunnen de getallen van een rekensom worden getoond als stipjes (::+·.), 
denk aan dobbelstenen in een bordspel, maar ook als Arabische cijfers (4+2). De 
manier waarop informatie wordt aangeboden zou invloed kunnen hebben op hoe 
deze informatie door de ontvanger wordt verwerkt, bijvoorbeeld op hoe een zin 
wordt onthouden of hoe een som wordt opgelost. Kennis over dit soort invloeden 
kan relevant zijn wanneer iemand informatie wil aanbieden om een bepaalde 
verwerking teweeg te brengen, zoals wanneer een onderwijzer een student iets wil 
laten leren. Daarom is in dit proefschrift onderzocht hoe presentatievorm invloed 
heeft op de mentale verwerking van aangeboden informatie. Hierbij is toegespitst 
op twee gebieden die belangrijk zijn binnen onderwijs en wetenschap, namelijk 
woordleren en rekenen.
Invloed van presentatievorm op woordleren
Hoe nieuwe woorden worden geleerd: van geïsoleerd naar geïntegreerd
 Mensen komen regelmatig nieuwe woorden tegen binnen hun eigen taal. 
Enerzijds kan een woord al langer bestaan maar bij iemand nog niet bekend zijn, 
zoals het woord lexicon dat door een eerstejaars psychologiestudent wordt ontdekt. 
Anderzijds kan een nieuw woord aan een taal worden toegevoegd. Denk bijvoorbeeld 
aan het woord selfiestick. Dus, mensen, zowel jong als oud, leren met regelmaat 
nieuwe woorden in hun eigen taal.
 In het geheugen zijn woorden niet opgeslagen als losse eenheden, maar als 
deel van een netwerk. Binnen dit netwerk, dat ook wel het mentale lexicon wordt 
genoemd, staan woorden in verbinding met in betekenis gerelateerde woorden. 
Zo zal het woord vulkaan verbonden zijn met het woord lava, net zoals hond in 
verbinding zal staan met kat, en tafel met stoel. Via deze op-betekenis-gebaseerde, 
oftewel semantische, verbindingen kunnen woordrepresentaties invloed hebben op 
elkaars activatieniveau. Als iemand bijvoorbeeld het woord vulkaan leest dan 
zullen in het mentale lexicon ook woorden actief worden die in betekenis 
gerelateerd zijn, zoals lava en heet. Door deze vooractivatie kan een woord sneller 
worden herkend. Je zult het woord lava dus sneller herkennen wanneer je vooraf 
het gerelateerde woord vulkaan ziet dan wanneer je vooraf het ongerelateerde 
woord stoel ziet. De versnelling in herkenning vanwege de semantische relatie (de 
afname in reactietijd) heet het semantische priming effect. Priming effecten kunnen 
worden gebruikt om te onderzoeken óf en hoe woorden met elkaar verbonden zijn 
in het semantische lexicon.
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 Een theorie die voor dit proefschrift relevant is stelt dat nieuwe woorden worden 
geleerd met behulp van twee complementaire leersystemen. Het eerste leersysteem 
zorgt ervoor dat een nieuw woord snel wordt omgezet in een mentale representatie, 
maar dat die representatie op dat moment nog niet verbonden is met de andere 
woordrepresentaties in het mentale lexicon. Als je bijvoorbeeld leert dat een sambar 
een paardhert is dat in de bossen van Zuidoost-Azië leeft, dan zal deze informatie 
in eerste instantie worden opgeslagen in isolatie van de rest van het mentale 
lexicon. Het tweede leersysteem werkt trager, maar zorgt ervoor dat verbindingen 
worden opgebouwd tussen het zojuist geleerde woord en al bekende woorden. 
In deze fase zouden dus verbindingen worden gevormd tussen het woord sambar en 
woorden die in betekenis gerelateerd zijn, zoals het woord gewei. Anders geformuleerd, 
dit tweede leersysteem zorgt ervoor dat het nieuwe woord wordt geïntegreerd in 
het semantische lexicon. Deze semantische integratie kan langer duren dan de 
initiële studeerfase en het wordt gedacht dat slaap belangrijk is voor dit integratie-
proces. Omdat over het tweede leersysteem, de semantische integratie, nog niet 
veel bekend is heeft het huidige proefschrift zich hierop gericht in hoofdstuk 2 en 3.
Hoe kan presentatievorm de semantische integratie beïnvloeden?
 Uit de literatuur tot dusver komt niet duidelijk naar voren hoe presentatievorm 
een invloed heeft op het semantische integratieproces. Sommige onderzoeken suggereren 
dat geschreven tekst kan leiden tot hogere leeropbrengsten dan gesproken tekst. Dit 
kan gedeeltelijk worden toegeschreven aan het feit dat geschreven tekst blijft 
bestaan terwijl gesproken woorden verdwijnen, waardoor men binnen een geschreven 
tekst gemakkelijker kan concentreren op de meest relevante informatie. Vanuit 
dit oogpunt zou je kunnen verwachten dat wanneer iemand nieuwe woordbete-
kenissen leert, deze persoon meer zal profiteren van definities in geschreven dan in 
gesproken taal. Echter, om optimaal te kunnen profiteren van de geschreven taal 
is het belangrijk dat iemand hier genoeg ervaring mee heeft. Het is dus mogelijk 
dat kinderen, die in vergelijking met volwassenen minder ervaring hebben met de 
geschreven taal, meer profiteren van gesproken dan van geschreven taal.
Wat is in dit proefschrift ontdekt over semantische integratie en de 
effecten van presentatievorm?
 In dit proefschrift is onderzocht of nieuwe woorden geleidelijk worden geïntegreerd 
in het semantische lexicon en hoe presentatievorm tijdens de studeerfase (geschreven 
of gesproken woorddefinities) de semantische integratie beïnvloedt. Om dit te 
onder - zoeken zijn twee studies uitgevoerd: één met volwassen proefpersonen 
(hoofdstuk 2) en één met kinderen uit groep 7 en 8 (hoofdstuk 3). Beide studies 
hadden een soortgelijke opzet. Op de eerste dag leerde een proefpersoon tijdens de 
studeerfase nieuwe woorden met hun betekenis. Afhankelijk van de groep waarin de 
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proefpersoon was ingedeeld, werden de woordbetekenissen (definities) aangeboden 
als tekst op een computerscherm of als gesproken zinnen via een luidspreker of 
een hoofd telefoon. Direct na de studeerfase (op de eerste dag) en na een nacht 
slapen (ongeveer 24 uur later) werd gemeten in hoeverre de nieuw geleerde woord-
betekenissen waren geïntegreerd. Deze semantische integratie werd gemeten met 
een semantische priming taak. Als de nieuw geleerde woorden zijn geïntegreerd, 
dan zouden ze andere woorden in het lexicon moeten kunnen vooractiveren 
(primen), waardoor die andere woorden sneller worden herkend. Als de woorden 
nog niet zijn geïntegreerd, dan zullen ze de andere woorden in het semantische 
lexicon nog niet kunnen vooractiveren en zullen er dus ook geen priming effecten 
worden gemeten.
 Voor zowel volwassenen als kinderen werden hogere priming effecten verwacht 
na 24 uur dan direct na de studeerfase. Daarnaast werd verwacht dat volwassenen 
hogere priming effecten zouden laten zien wanneer zij de definities in geschreven 
vorm hadden geleerd dan wanneer ze de definities in gesproken vorm hadden 
geleerd. Voor kinderen was de verwachting dat het verschil in priming tussen de 
twee studeervormen minder groot zou zijn, of misschien zelfs omgekeerd, met 
hogere priming effecten wanneer de definities waren bestudeerd in de gesproken 
taal.
 Uit de vergaarde data bleek dat volwassen (hoofdstuk 2) geen priming effecten 
toonden direct na de studeerfase, maar wel na 24 uur, met een significant verschil 
tussen deze twee meetpunten. Dit suggereert dat de nieuw geleerde woorden 
direct na de studeerfase nog niet waren geïntegreerd in het semantische lexicon, 
maar dat hier wel sprake van was na 24 uur. Daarnaast waren er aanwijzingen dat 
het lezen van de definities tijdens de studeerfase inderdaad tot verhoogde integratie 
leidde in vergelijking met het luisteren naar de definities.
 In lijn der verwachting lieten ook kinderen (hoofdstuk 3) op de tweede dag 
priming effecten zien wat suggereert dat de woordbetekenissen binnen een etmaal 
werden geïntegreerd. Tevens werden geen priming effecten gevonden voor de 
nieuw geleerde woorden direct na de studeerfase. Echter, op dat moment bleven ze 
ook uit in een controleconditie met bekende woorden waardoor het onduidelijk 
was in hoeverre de data van de eerste dag de hoeveelheid semantische integratie 
zuiver weergaven. De studeervorm (geschreven of gesproken woorddefinities) 
bleek geen significant effect te hebben op de hoeveelheid semantische integratie 
na 24 uur.
 Bovenstaande suggereert dat zowel volwassen als kinderen binnen een dag 
nieuwgeleerde woorden kunnen integreren in het semantische lexicon. Daarnaast 
kan uit de resultaten bij de volwassenen worden opgemaakt dat dit integratie-
proces niet direct plaatsheeft, maar relatief langzaam verloopt, wat bewijs levert 
voor de eerder besproken theorie over woordleren. Wat betreft de effecten van 
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presentatievorm werd een voordeel voor de geschreven studeermodus gevonden in 
volwassen, maar geen verschil tussen geschreven en gesproken presentatievorm 
in kinderen. Dit zou verklaard kunnen worden door het feit dat volwassenen meer 
ervaring hebben met en daardoor ook meer kunnen profiteren van de geschreven 
taal. De kinderen in het onderzoek waren 10 tot 13 jaar oud en hun taalvaar-
digheid begint te lijken op dat van volwassenen. Het is mogelijk dat het effect van 
presentatievorm op semantische integratie gedurende het leven omslaat, van een 
voordeel voor de gesproken boven de geschreven taal in jongere kinderen, naar 
een voordeel voor de geschreven boven de gesproken taal in volwassen.
Invloed van presentatievorm op rekenen
Hoe rekensommen worden opgelost: van uitrekenen naar ophalen
 Over het algemeen worden er twee hoofdmanieren onderscheiden om simpele 
rekensommen, zoals 4+2, op te lossen. Ten eerste kan het antwoord werkelijk 
worden uitgerekend: de getallen worden mentaal gemanipuleerd om tot het juiste 
antwoord te komen. Een tweede manier is om het antwoord direct uit het geheugen 
op te halen, zonder dat de som hoeft te worden uitgerekend. Deze tweede methode 
kan alleen worden gebruikt als iemand een rekensom al vaak heeft geoefend, 
zodat het verband tussen de som en het antwoord sterk genoeg is om het antwoord 
direct in het geheugen te vinden.
 Volgens een bekend rekenmodel gaan deze twee oplossingsmethodes gepaard 
met verschillende activatiepatronen in het brein. De sulcus intraparietalis in 
zowel de linker- als rechterhersenhelft is belangrijk voor de mentale representatie 
van grootte. Wanneer een som wordt uitgerekend, dus als groottes in het brein 
worden gemanipuleerd, dan is het aannemelijk dat de sulcus intraparietalis een 
rol speelt. De gyrus angularis in de linkerhersenhelft, daarentegen, zou samen 
met naburige perisylvische gebieden belangrijk zijn voor de verbale opslag van 
rekenfeiten. Dus, wanneer een som-antwoord-combinatie als een rekenfeit in het 
geheugen ligt opgeslagen en het antwoord direct uit dit geheugen wordt opgehaald, 
dan is het waarschijnlijk dat de gyrus angularis is betrokken samen met naburige 
perisylvische gebieden. In dit kader werd in hoofdstuk 4 middels functional 
magnetic resonance imaging (fMRI) onderzocht welke hersengebieden actief 
waren tijdens het oplossen van simpele rekensommen.
 Efficiëntie van de basisrekenvaardigheden is belangrijk voor het meer geavanceerde 
rekenen. Theoretisch gezien zijn er drie manieren om simpele rekensommen efficiënter 
te kunnen oplossen. Ten eerste kun je een som sneller leren uitrekenen (verbetering 
van oplossingsmethode 1). Ten tweede zou je een antwoord, theoretisch gezien, sneller 
uit het geheugen kunnen ophalen (verbetering van oplossingsmethode 2). Een derde 
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manier is om van het uitrekenen over te stappen op het direct ophalen van het 
antwoord (overstap van oplossingsmethode 1 naar oplossingsmethode 2), want de 
tweede route is efficiënter dan de eerste. Hoe dan ook, voor het automatiseren van 
de basisbewerkingen en het memoriseren van een som-antwoord-combinatie is 
oefening nodig en het oefenen van rekensommen wordt soms als saai ervaren. In 
hoofdstuk 5 hebben we onderzocht of kinderen uit groep 3 met een tabletspel op 
spelende wijze efficiënter zouden leren rekenen.
Hoe kan presentatievorm de oplossingsmethode beïnvloeden? 
 Kinderen starten met het uitrekenen van sommen die met niet-symbolische 
getallen zijn weergegeven zoals bijvoorbeeld stipjes (::,·.). Deze getallen zijn niet- 
symbolisch omdat ze direct een bepaalde grootte weergeven. Zo staan er vier aparte 
stipjes in het stipjesgetal ‘::’. Op een gegeven moment wordt geleerd dat ook 
bepaalde symbolen, zoals Arabische nummers (4, 2), kunnen worden gebruikt om 
hoeveelheden efficiënt weer te geven. Er is slechts één symbool nodig, namelijk het 
symbool ‘4’, om de vier aparte eenheden te representeren. Deze verschillen in pre-
sentatievorm zouden kunnen leiden tot verschillen in hoe een som wordt opgelost. 
Zo is het mogelijk dat de niet-symbolische stipjesvorm, die grootte direct laat zien, 
eerder leidt tot het mentaal manipuleren van de groottes in de som, zoals het 
visueel hergroeperen van de stipjes. Daarentegen wordt de Arabische notatie in de 
Westerse samenleving vaak gebruikt voor het oefenen van rekensommen en is het 
mogelijk dat de antwoorden op deze sommen vaker direct uit het geheugen 
worden opgehaald dan de antwoorden op stipjessommen.
Wat is in dit proefschrift ontdekt over het oplossen van 
rekensommen en de effecten van presentatievorm?
 In dit proefschrift werden twee rekenstudies uitgevoerd. In hoofdstuk 4 werd 
onderzocht of nummernotatie een invloed heeft op breinactiviteit tijdens het 
oplossen van simpele rekensommen. Volwassenen losten simpele rekensommen 
op terwijl hun breinactiviteit werd gemeten met een fMRI scanner. De sommen 
waren genoteerd in een niet-symbolische (::+·.=) en symbolische vorm (4+2=). Zoals 
verwacht ging het oplossen van de stipjessommen gepaard met meer activiteit in 
de bilaterale sulcus intraparietalis en het oplossen van de Arabische sommen met 
meer activiteit in de gyrus angularis en aanliggende perisylvische gebieden. 
Activiteit in de sulcus intraparietalis werd daarnaast gerelateerd aan visuospatiele 
verwerking. Samen suggereren deze resultaten dat stipjessommen meer kans 
hebben dan de Arabische sommen om te worden uitgerekend met behulp van het 
visuospatiele werkgheugen (oplossingsmethode 1) en dat de antwoorden op 
simpele Arabische sommen eerder worden opgehaald uit het verbale feitengeheugen 
dan de antwoorden op de stipjessommen (oplossingsmethode 2).
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 De bevindingen in hoofdstuk 4 werden gebruikt om de data van het onderzoek 
in hoofdstuk 5 te interpreteren. In hoofdstuk 5 werd de effectiviteit gemeten van 
een tabletspel dat was ontwikkeld om de rekenefficiëntie van kinderen in groep 3 
spelenderwijs te vergroten. Rekenefficiëntie werd gemeten voorafgaand aan een 
interventie met het tabletspel, en achteraf. Kinderen gaven aan dat ze het leuk 
vonden om met het spel te spelen. Daarnaast bleek dat ze significant meer voor- 
uitgingen op de rekenefficiëntie van minsommen in stipjesnotatie dan een controle- 
groep. Dit gold echter niet voor de Arabische rekensommen. Omdat stipjessommen 
vermoedelijk vaker worden opgelost via uitrekenen dan Arabische sommen (zie 
hoofdstuk 4) is het waarschijnlijker dat de rekenefficiëntie verhoogd werd doordat 
de sommen sneller werden uitgerekend (verbetering van oplossingsmethode 1) 
dan doordat de sommen sneller werden opgehaald (verbetering van oplossings-
methode 2). Daarnaast werden de stipjessommen niet geoefend tijdens de interventie 
waardoor de som-antwoord-combinaties waarschijnlijk niet zijn gememoriseerd. 
Dit betekent dat het versneld uitrekenen ook een meer waarschijnlijke verklaring 
is dan de overgang van uitrekenen naar het direct ophalen van het antwoord 
(overstap van oplossingsmethode 1 naar oplossingsmethode 2). Kortom, de resultaten 
laten zien dat kinderen gemotiveerd waren om met het tabletspel te spelen en 
suggereren dat zij door het oefenen met het tabletspel de sommen sneller zijn gaan 
uitrekenen.
Invloed van presentatievorm binnen woordleren  
en rekenen
 Dit proefschrift benadrukt dat de wijze waarop informatie wordt gepresenteerd 
invloed kan hebben op hoe deze informatie door de ontvanger wordt verwerkt, 
zelfs als twee presentatievormen exact dezelfde informatie lijken over te brengen. 
Tijdens het leren van de betekenisvolle woorden door de volwassenen in hoofdstuk 2 
bestonden de geschreven en gesproken definities uit exact dezelfde woorden, maar 
werd de semantische integratie meer bevorderd door de geschreven dan door de 
gesproken vorm. Evenzo geven het niet-symbolische getal ‘::’ en het symbolische 
getal ‘4’ precies dezelfde hoeveelheid weer, maar deden de verschillende 
breinpatronen in hoofdstuk 4 vermoeden dat de niet-symbolische sommen vaker 
werden uitgerekend met behulp van het visueel werkgeheugen, terwijl de 
symbolische sommen vaker werden opgelost door het antwoord op te halen uit het 
verbale feitengeheugen. De vergaring en overdracht van dit soort kennis kan 
zinvol zijn, omdat zowel leerkrachten als onderzoekers mogelijk niet verwachten 
dat de keuze voor een bepaalde presentatievorm invloed kan hebben op de 
verwerking.
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 Hierbij moet wel worden opgemerkt dat bepaalde effecten in dit proefschrift 
mogelijk niet veroorzaakt zijn door presentatievorm an sich, maar door de 
bekendheid met die presentatievorm. Het is bijvoorbeeld mogelijk dat volwassenen 
wel verhoogde integratie lieten zien voor geschreven boven gesproken definities 
maar kinderen niet, omdat volwassenen meer bekend zijn met de geschreven taal. 
Zo ook leken sommen in de bekende Arabische notatie efficiënter te worden 
opgelost dan sommen in de vermoedelijk minder bekende stipjesnotatie, zoals 
bleek uit het breinpatroon en de reactietijden. Dit wijst erop dat de effecten van 
presentatievorm niet vaststaan, maar kunnen veranderen wanneer men meer 
ervaring opdoet met een bepaalde presentatievorm.
Conclusies en praktische implicaties
 Dit proefschrift heeft aangetoond dat presentatievorm een invloed kan hebben 
op de verwerking van informatie, zelfs wanneer het lijkt dat twee presentatievormen 
dezelfde informatie overbrengen, zoals geschreven en gesproken woorden en niet- 
symbolische en symbolische getallen. Omdat zowel vocabulaire- als rekenvaar-
digheden waardevol zijn binnen onze maatschappij kan het voor onderwijzers 
relevant zijn om rekening te houden met presentatievormeffecten binnen deze 
domeinen.
 De resultaten van hoofdstuk 2 suggereren dat als men volwassenen nieuwe 
betekenisvolle woorden wil laten leren, de woordbetekenissen beter worden 
geïntegreerd wanneer ze tijdens de studeerfase in geschreven vorm dan wanneer 
ze in gesproken vorm worden aangeboden. De resultaten van hoofdstuk 3 wijzen 
er echter op dat kinderen van 10 tot 13 jaar wat betreft semantische integratie 
evenveel profiteren van de geschreven als van de gesproken studeervorm.
 Hoofdstuk 4 toonde aan dat stipjessommen breinactiviteit uitlokken die 
geassocieerd is met het uitrekenen van antwoorden, terwijl Arabische sommen 
breinactiviteit uitlokken die geassocieerd is met het direct ophalen van de 
antwoorden. De stipjesvorm kan een zinvolle notatie zijn voor kinderen die net 
beginnen met rekensommen, want het mentaal manipuleren van groottes zou 
begrip kunnen kweken over wat rekenen werkelijk inhoudt. Bovendien kan kennis 
over de rol van presentatievorm worden gebruikt om data uit nieuwe studies te 
interpreteren, zoals werd gedaan in hoofdstuk 5. In hoofdstuk 5 werd de 
effectiviteit van een tabletspel getest dat was ontworpen om de rekenefficiëntie 
van kinderen in groep 3 op speelse wijze te bevorderen. De kinderen vonden het 
leuk om het spel te spelen. Daarnaast leek het spel de rekenefficiëntie te bevorderen 
via een verbetering van de uitrekensnelheid. Dit impliceert dat een training 
met Arabische getallen niet direct hoeft te leiden tot de memorisatie van som- 
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antwoord-combinaties, maar dat het toch de rekenefficiëntie kan bevorderen, namelijk 
via een verbetering van de uitrekensnelheid. Op dit moment zou het tabletspel 
kunnen dienen als een toevoeging op, niet een vervanging van, het huidige 
rekenonderwijs. Een algemener advies is om te letten op presentatievorm bij het 
aanbieden van informatie.
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