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Gupta-Bleuler quantization for linearized gravity in de Sitter spacetime
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In a recent Letter, we have pointed out that the linearized Einstein gravity in de Sitter (dS)
spacetime besides the spacetime symmetries generated by the Killing vectors and the evident gauge
symmetry also possesses a hitherto ‘hidden’ local (gauge-like) symmetry which becomes anomalous
on the quantum level. This gauge-like anomaly makes the theory inconsistent and must be can-
celed at all costs. In this companion paper, we first review our argument and discuss it in more
detail. We argue that the cancelation of this anomaly makes it impossible to preserve dS symmetry
in linearized quantum gravity through the usual canonical quantization in a consistent manner.
Then, demanding that all the classical symmetries to survive in the quantized theory, we set up a
coordinate-independent formalism a` la Gupta-Bleuler which allows for preserving the (manifest) dS
covariance in the presence of the gauge and the gauge-like invariance of the theory. On this basis,
considering a new representation of the canonical commutation relations, we present a graviton
quantum field on dS space, transforming correctly under isometries, gauge transformations, and
gauge-like transformations, which acts on a state space containing a vacuum invariant under all
of them. Despite the appearance of negative norm states in this quantization scheme, the energy
operator is positive in all physical states, and vanishes in the vacuum.
I. INTRODUCTION
In a recent work [1], with respect to a coordinate-
independent approach based on ambient space notations,
we have shown that linearized quantum gravity in dS
spacetime, constructed through canonical quantization
and the usual representation of the canonical commu-
tation relations, suffers from a hitherto ‘hidden’ local
(gauge-like) anomaly. More technically, we have shown
that the classical theory besides the spacetime symme-
tries generated by the Killing vectors and the evident
gauge symmetry,1
hµν → hµν + 2∇(µξν), (1)
where ξµ is an arbitrary vector field and ∇µ is the covari-
ant derivative, also possesses the additional symmetry
hµν → hµν + Eµνχ, (2)
in which Eµν and χ, respectively, stand for a second-order
differential operator (a spin-two projector tensor) and
an arbitrary constant function [1]. This hitherto ‘hid-
den’ gauge-like symmetry, however, becomes anomalous
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1 Here, in order to make our discussion explicit, we have used the
so-called conformal (global) coordinates,
x = (x0 = H−1 tan ρ, (H cos ρ)−1u), ρ ∈]−pi
2
,
pi
2
[, u ∈ S3,
in which, the graviton field hµν can be expressed in terms of the
second-rank symmetric tensor spherical harmonics on the three-
spheres. [H is the Hubble constant.]
in the quantized theory. Indeed, this additional sym-
metry of the existing physics, reflected by the subspace
generated by the lowest mode (the zero mode) in the set
of solutions, reveals that covariant quantization of the dS
graviton field inevitably contains a proper quantization
of the zero mode of the field. This mode has positive
norm, but it violates dS boost invariance as an essential
part of dS symmetry. More precisely, under the action
of the dS boost generators, it produces all the negative
frequency solutions2 to the field equation.
As is well-known, quite contrary to global anomalies
which can be phenomenologically welcomed, generally
any local (gauge) symmetry that becomes anomalous
makes the theory inconsistent. Therefore, such anoma-
lies must be canceled at all costs (in this regard see for
instance [2–6]). This cancelation however imposes strong
restrictions on anomalous gauge theories. In our case and
with respect to the usual canonical quantization scheme,
it seems that the dS symmetry breaking is indeed the
price that must be paid for overcoming this difficulty:
the natural way out would be to adopt a restrictive ver-
sion of covariance (for which the action of the dS boost
generators is not taken into account) by admitting vacua
invariant under a maximal subgroup of the full dS group,
the so-called spontaneous symmetry breaking.
In the present paper, we elaborate further on these
arguments. However, as dS symmetries are basic sym-
metries of field dynamics in dS space, our approach to
2 Recalling the fact that dS spacetime is not stationary and there-
fore there is a priori no natural time coordinate and no natural
notion of ‘positive nor negative frequency’ on this spacetime, the
term ‘positive and negative frequency solutions’ is used here with
respect to the conformal time.
2circumvent this local anomaly would be different: we re-
quire full covariance as well as causality. Here, we recall
that constructing a consistent quantum field theory of
gravity in the dS spacetime is of paramount importance,
since the symmetry properties of this spacetime can be
used as a guideline which greatly helps in the otherwise
difficult task of quantizing graviton field in a gravita-
tional background. Indeed, dS spacetime has a privi-
leged status as the unique, maximally symmetric solution
to the Einstein equation with positive cosmological con-
stant, which also provides the opportunity of controlling
the transition to the flat spacetime by the so-called con-
traction procedure (see [7] and references cited therein).
The dS spacetime therefore should at least be respected
as an excellent laboratory.
In this sense, it would be pertinent to extend our quan-
tization scheme to a more general context transforming
correctly under isometries, gauge transformations, and
gauge-like transformations. In this regard, by adopting
to this specific situation the content of the previous pa-
pers [1, 8, 9], we address in this paper the question of
constructing a quantum field theory for the linearized
Einstein gravity in 3+1-dimensional dS spacetime that
be fully covariant according to criteria adapted from the
Wightman-Ga¨rding axiomatic for massless fields (Gupta-
Bleuler scheme) [10].
To achieve this goal, the rest of this paper is orga-
nized as follows: In Section II, we briefly review the dS
machinery. By this we mean a set of definitions and
notations concerning geometry and the Linearized Ein-
stein wave equations on one hand, and on the other hand,
the corresponding group-theoretical framework. We par-
ticularly focus on describing the dS graviton field equa-
tion as an eigenvalue equation of the Casimir opera-
tors of the dS group, SO0(1, 4). Our formalism, based
on ambient space notations, constitutes a coordinate-
independent approach to the dS graviton field. It also
turns out being a convenient framework to explicitly
specify the gauge and the gauge-like degrees of freedom
of the theory. Of course, we shall consider the conformal
coordinates through this paper to make our construction
explicit.
In Section III, we present the smallest, complete, non-
degenerate, and dS-invariant space of solutions to the
field equation which is called the total space. We prove
that this total space is a Krein space. It contains two dif-
ferent types of non-physical modes which are indeed the
price to pay for the fully covariance of the theory. The
first one appears due to the evident gauge symmetry (1)
and is similar to the non-physical states in gauge quan-
tum field theories in Minkowski space, while the other
appears due to the presence of the gauge-like symmetry
(2) and is similar to the case of dS minimally coupled
scalar field [11–13]. [The latter with negative frequency,
as already pointed out, is responsible for dS breaking in
linearized quantum gravity with respect to the canonical
quantization and the usual representation of the canon-
ical commutation relations.] The presence of these non-
physical modes naturally leads us to adopt a construc-
tion a` la Gupta-Bleuler. Actually, for each gauge sym-
metries of the theory, we have a separate Gupta-Bleuler
triplet. The invariant space is defined here according to
an indecomposable representation of the dS group carried
by these Gupta-Bleuler triplets on the set of solutions.
Physical modes, which would be determined up to the
gauge and the gauge-like transformations, correspond to
the massless3 spin-2 dS UIRs as the central part of the
indecomposable representation.
In Section IV, we derive the associated commutator
fulfilling the minimal conditions of field equation, i.e. lo-
cality and covariance, in closed form: it is expressed in
terms of maximally symmetric bitensors (see [14]) in a
completely geometric and coordinate-independent form,
and found to be finite for points that are not null-related.
We indeed point out that the only graviton two-point
function in dS space which naturally appears is the com-
mutator that is not of positive type. More precisely, due
to the appearance of the anomalous gauge-like symmetry
in the usual quantization scheme, any definition a priori
of a two-point function to construct a graviton field can-
not cause a covariant theory.
In Section V, providing a new representation of the
canonical commutation relations, the graviton quantum
field is given. It is causal and it is covariant in the
usual strong sense: UGhµν(X)U
−1
G = hµν(G.X), for allG ∈ SO0(1, 4), while U stands for the corresponding inde-
composable representation of the dS group on the space
of states. This implies that the field is defined on the
whole dS spacetime. The Fock space carrying this repre-
sentation is based on the Krein space. In this section, we
also discuss that, despite the appearance negative norm
states in the quantized theory, no negative energy can
be measured: expressions as 〈−→P |T00|−→P 〉 are always posi-
tive in all physical states |−→P 〉. This assures a reasonable
physical interpretation of the theory.
Finally, further discussion is given in Section VI. We
have also supplied some useful identities and mathemat-
ical details of calculations in the appendices.
II. LINEARIZED GRAVITY IN DS SPACETIME
A. Covariant description
We begin our discussion by considering the Einstein-
Hilbert gravity in four spacetime dimensions with posi-
tive cosmological constant Λ > 0, while the Lagrangian
density is
Li = 1
16πG
(R− 2Λ)√−g, (3)
3 The term “massless” is used here with respect to conformal in-
variance and propagation on the dS light-cone.
3where G is the Newton’s constant (we will use units such
that ~ = c = 1, but G is retained explicitly), R is the
Ricci scalar constructed from the metric gµν and g is the
metric determinant. dS space is the unique, maximally
symmetric solution to the vacuum Einstein’s equations
derived from the Lagrangian density (3). It is positively
curved with fundamental length H−1 =
√
3/Λ.
To uncover the physics of the theory, one must expand
the Lagrangian density (3) about the dS backgroundmet-
ric that it obviously admits by writing gµν = gˆµν + hµν
for dS metric gˆµν and perturbation hµν . On this ba-
sis, the corresponding linearized equations of motion,
with respect to the aforementioned conformal coordi-
nates, would be
(H + 2H
2)hµν − (H −H2)gˆµνh′ − 2∇(µ∇ρhν)ρ
+gˆµν∇λ∇ρhλρ +∇µ∇νh′ = 0, (4)
where H = gˆµν∇µ∇ν is the Laplace-Beltrami operator
and h′ = gˆµνh
µν . These equations are invariant under
the gauge transformation in the form of (1). Imposing the
Lorenz gauge condition upon the metric perturbation,
that is, ∇µhµν = e∇νh′, with e = 1/2, we will partially
fix the gauge degree of freedom.
For the sake of argument, we rewrite the field equation
(4) in a more convenient form defined by the isometric
embedding of dS space in a five-dimensional Minkowski
space R5.
B. Embedding space description
In R5, with a metric ηαβ = diag(1,−1,−1,−1,−1),
the 4-dimensional dS manifold can be viewed as a one-
sheeted hyperboloid MH defined by all five-vectors x
α
which satisfy: ηαβx
αxβ = −H−2. The dS metric is given
by inducing the natural metric on the hyperboloid
ds2 = ηαβdx
αdxβ |x2=−H−2 = gˆµνdXµdXν , (5)
where µ, ν = 0, 1, 2, 3 and Xµ’s refer to the four local
spacetime coordinates of MH . This way of describing
dS spacetime, constituting the ambient space approach,
provides a more suitable framework in which the expres-
sions have a convenient 4+1-Minkowskian form and the
symmetries of the theory are easily readable. All this
will appear more clearly after writing down the ambient
space counterpart of the linearized Einstein equations of
motion (4).
In the ambient space notations, a tensor field Kαβ must
satisfy two conditions [15], namely:
• Homogeneity: K is a homogeneous function of
degree σ with respect to the R5-variables xα,
xα(∂/∂xα)K ≡ x · ∂K = σK, with σ ∈ R. Note
that σ is an arbitrarily chosen degree. In the fol-
lowing, we consider σ = 0 for whichH on dS space
coincides with the operator 5 ≡ ∂2 on R5 [16].
• Transversality: K is constrained to be transverse,
x ·K = 0, which ensures that the direction of K lies
in the dS space. [In view of the importance of this
condition for dS fields, the transverse projection T
of a tensor field with arbitrary rank is defined as
(TK)α1...αs = θβ1α1 ...θβsαsKβ1...βs , where θαβ = ηαβ +
H2xαxβ . This projection operator will guarantee
the transversality in each index.]
In this formalism, the intrinsic tensor field Kµν(X) is
locally determined by Kαβ(x) through the relation
Kµν(X)
(
≡ hµν(X)
)
= xαµx
β
νKαβ(x(X)), (6)
where xαµ = ∂x
α/∂Xµ. The covariant derivatives are
transformed, for example, as
∇ρ∇λhµν = xαρxβλxγµxσνT ∂¯αT ∂¯βKγσ,
where ∂¯ = T∂ is the transverse derivative in dS space.
Following this transformation, θαβ is indeed the only
symmetric and transverse tensor which is linked to the
dS metric gˆµν .
Considering all of the above identities, the field equa-
tion (4) takes the form [15]
∂¯2K −H2Sx∂ · K − S∂¯∂ · K + 12S∂¯∂¯K′
+ 12H
2Sx∂¯K′ = 0, (7)
where the vector symmetrizer S is defined as S(ζαωβ) =
ζαωβ + ζβωα and K′ denotes the trace of K, and ∂ · K =
∂¯ · K (because, K is a transverse tensor).
Here, our aim is to express the field equation (7) in
terms of the coordinate-independent Casimir operator of
the dS group which makes the group theoretical content
of the theory explicit. But before that, let us briefly
review the definitions and properties of the dS group and
its representations that are physically interesting.
C. dS group and representations
The dS relativity group is the connected Lorentz group
SO0(1, 4) of the ambient Minkowski space. The ten in-
finitesimal generators of the dS group can be split into
the orbital and spinorial parts,
L
(r)
αβ =Mαβ + S
(r)
αβ , (8)
where the orbital part is of the form Mαβ = −i(xα∂β −
xβ∂α) and S
(r)
αβ is the spinorial part acting only on the in-
dices of the rank-r tensors in the following permutational
way
S
(r)
αβKα1...αr = −i
r∑
i=1
(
ηααiKα1...(αi→β)...αr − (α⇌ β)
)
.
The second-order Casimir operator Qr = − 12L(r)αβL(r)αβ
commutes with all generator representatives Lαβ and
4must therefore, in a given unitary irreducible representa-
tion (UIR), be represented by a number, i.e.,
(Qr − 〈Qr〉)K = 0, (9)
where, with respect to the notation given in [17], we have
〈Qr〉 = [−p(p+ 1)− (q + 1)(q − 2)], (10)
in which p and q are two parameters with 2p ∈ N and
q ∈ C.
According to the possible values for p and q, there are
three distinct classes of UIRs [17, 18], i.e. the principal,
the complementary and the discrete series. The UIRs
associated with our study are those among the discrete
series which are classified as two types:
• The scalar case Πp,0, with p = 1, 2, ... .
• The spinorial case Π±p,q, with p = 1, 2, ... and q =
p, p− 1, ..., 1,
in which, the parameter q has a spin meaning. The only
physical representations in the sense of Poincare´ limit are
those with p = q = s, and the symbol ± stands for the
helicity. These representations are called the massless
UIR’s.
D. Casimir operators in the field equation
The action of the second-order Casimir operator on a
rank-2 tensor field K can be written explicitly as follows
(Qr=2 ≡ Q2)
Q2K = (Q0 − 6)K+ 2ηK′ + 2Sx∂ · K, (11)
where Q0 = − 12MαβMαβ = −H−2∂¯2 is the scalar
Casimir operator. [The operators Q2, Q0, Lαβ and ∂¯
commute with x2, which means that they are intrinsi-
cally defined on the hyperboloid.] With the aid of (11),
the wave equation (7) takes the form [15]
(Q2 + 6)K +D2∂2 · K = 0, (12)
where D2 = H
−2S(∂¯−H2x) and ∂2 ·K = ∂ ·K−H2xK′−
1
2 ∂¯K′.
The equation (12) is derivable from the following La-
grangian density
Li = − 1
2x2
K · ·(Q2 + 6)K+ 1
2
(∂2 · K)2, (13)
where ‘··’ denotes total contraction. The Lagrangian den-
sity (13) is invariant under the ambient space counter-
part of (1), that is, K → K + D2λ, where λ is an ar-
bitrary vector field. We now need to break this gauge
symmetry. To do this, we use the gauge-fixing term
Lgf = (1/2a)(∂2 ·K)2, where ‘a’ is an arbitrary constant:
note that the ambient space counterpart of the Lorenz
gauge condition is ∂2 · K = (b − 12 )∂¯K′, with b = 12 . Fi-
nally, a variation of the action integral
∫
(Li + Lgf )dσ,
where dσ is the volume element in dS space, leads to the
following equation
(Q2 + 6)K + cD2∂2 · K = 0, (14)
where c = (1 + a)/a is a gauge-fixing parameter.
It is obvious that for c = 1, the field equation (14) is
fully gauge invariant. In the following, we will explicitly
see that the simplest (or optimal) choice of c is precisely
c = 2/5 ≡ cℓ.4 However, gauge freedom still exists by
any choice of c 6= 1: the choice of the vector fields λ is
only limited to what can be achieved by5
(1 − c)D2(Q1 + 6)λ = 0. (15)
This means that the Lorenz gauge partially fixes the
gauge degree of freedom. In this sense, the physical so-
lutions which are indeed among the divergencelessness
solutions (i.e., the solutions to (Q2+6)K = 0) constitute
a part of an indecomposable structure while the gauge
solutions are determined by Eq. (15) and the non-zero
divergence solutions, called the scalar solutions, obey
(1− c)(Q1 + 6)∂2 · K = 0. (16)
In this indecomposable structure the physical solu-
tions carry the massless spin-2 representations Π±2,2, while
the gauge and the scalar sectors of solutions carry the
dS finite-dimensional representation labeled by the pair
(p = 2, q = −1) which is Weyl equivalent to Π±2,2.6 As
a matter of fact, regarding the two possible degrees of
homogeneity σ = 0 and σ = −3, which will replace in dS
space the two helicities of the graviton field, the gauge
and the scalar sectors carry the dS finite-dimensional rep-
resentation (p = 2, q = −1) and the non-unitary infinite-
dimensional representation (p = 1, q = 3), respectively
(see the details in Refs. [21, 22]). In this study, how-
ever, for the sake of simplicity we only consider σ = 0,
i.e. x · ∂K = 0, and consequently the representation
(p = 2, q = −1): here, by abuse of notation, we denote
this representation by Π2,−1. Of course, our result can
be simply generalized to the case σ = −3.
III. SPACE OF SOLUTIONS
In this section, we define the total space of solutions,
that is, the complete, non-degenerate and fully invariant
space of solutions to the field equation (14). Then, on
this total space, we present the Gupta-Bleuler triplets
4 Generally, for a spin-s field, the simplest choice is cℓ = 2/(2s+1)
[19, 20].
5 Note that, ∂2 ·D2λ = −(Q1 + 6)λ and Q2D2λ = D2Q1λ.
6 A necessary condition that the representations Π±
2,2 combine
with other ones to form indecomposable representations is that
the latter are Weyl equivalent. [If two representations are Weyl
equivalent, then they share same Casimir eigenvalue.]
5carrying the indecomposable structure for the dS group
unitary representation appearing in the linearized gravity
in dS spacetime.
A. Total space
We begin by producing a recurrence formula expressing
the tensor fieldK of rank-2 in terms of the tensors of lower
ranks to set up general solutions verifying (14). Such re-
currence formula involves operators that obey commuta-
tion/intertwining rules with L
(2)
αβ and the Casimir opera-
tor Q2.
In such a construction, the contraction of the trans-
verse projector θ with a constant polarization five-vector
Z, i.e. Sθ ·Z, is a key piece in the sense that permits one
to define an operator that makes a symmetric transverse
tensor field K of rank-2 from a transverse tensor field K
of rank-1 [22]. The commutation rule between Sθ · ZK
and Q2 is given by
Q2Sθ · ZK = Sθ · Z(Q1 − 4)K
−2H2D2x · ZK + 4θZ ·K.
Regarding the above identity, now we need to calculate
the commutation relations between Q2 and the new el-
ements θφ and D2K˜, in which the operators θ and D2
make a symmetric transverse tensor field K of rank-2
from a tensor field φ of rank-0 and a transverse tensor
field K˜ of rank-1, respectively. For these new elements,
we have
Q2θφ = θQ0φ,
Q2D2K˜ = D2Q1K˜.
The above identities explicitly reveal that the elements
of the forms Sθ · ZK, θφ, and D2K˜ constitute a closed
set under the action of Q2. In this sense, we can obtain
the tensor field K in a dS-invariant way in terms of K, φ
and K˜,
K = Sθ · ZK + θφ+D2K˜. (17)
Substituting the above recurrence formula into the
field equation (14) and writing the tensors φ and K˜ in a
completely dS-invariant manner in terms of K (see the
details in [8]), the tensor field K reads
K = Kc=cℓ + cℓ − c
1− c D2(Q1 + 6)
−1∂2 · Kc=cℓ , c 6= 1 (18)
in which
Kc=cℓ =
(
− 2
3
θZ ·K + SZ¯K + 1
27
H2D2D1Z ·K
+
1
3
H2D2x · ZK
)
+
1− cℓ
9
D2∂2 · Kc=cℓ ,
= [c-independent part] +
1− cℓ
9
D2∂2 · Kc=cℓ , (19)
where D1 = H
−2∂¯, Z¯ = TZ = θ · Z, and
(Q1 + 2)K = 0, ∂ ·K = 0. (20)
Note that, (i) For c 6= 1, the trace of K is zero, K′ = 0,
then we have ∂2 · K = ∂ · K [23]. (ii) The gauge solutions
D2λ only appear coupled to the scalar part, D2∂2 ·Kc=cℓ .
(iii) The last term on the right-hand side of (18) is re-
sponsible for the appearance of logarithmic divergences
in the field solutions which implies reverberation inside
the light cone. This term can be eliminated by adjust-
ing c to cℓ (the simplest structure). With this choice of
the gauge-fixing parameter even the physically irrelevant
gauge modes propagate only on the dS light cone [24, 25]:
indeed, the subscript ‘ℓ’ in cℓ stands for this fact.
Interestingly, one can pursue the above procedure and
write the tensor field K of rank-1 in a dS-invariant man-
ner in terms of a tensor field Φ of rank-0 to set up general
solutions verifying (20) [8],
K =
(
Z¯ ′ − 12D1(Z ′ · ∂¯ + 2H2x · Z ′)
)
Φ(x), (21)
where Z ′α is another constant five-vectors and
Q0Φ(x) = −H−2HΦ(x) = 0. (22)
In this sense, the general solutions to the field equation
(14) can remarkably be written as the resulting action of
a dS-invariant, spin-two projector Eαβ(x, ∂, Z, Z ′) on a
massless minimally coupled scalar field Φ(x) (the struc-
ture function),
Kαβ = Eαβ(x, ∂, Z, Z ′)Φ(x), c 6= 1. (23)
Regarding the structure function obeying (22), there
exists a continuous family of simple solutions, the so-
called coordinate-independent dS plane waves, as [26, 27]
Φ(x) = (Hx · ξ)−3, (24)
where the vectors ξ ∈ R5 lying in the null-cone C = {ξ ∈
R5; ξ2 = 0}.7 In the conformal coordinates introduced
above, these solutions (24) take the form (see Appendix
(A))
ΦLlm(ρ, u) = i
L+3e−iLρ
Γ(L + 3)
(L+ 1)!Γ(3)
×2F1(−1, L;L+ 2;−e−2iρ)YLlm(u), (25)
7 Substituting (24) into (23) and after a direct calculations, along
the lines given in Ref. [16], one can present the general solutions
(23) in the form of (c 6= 1)
Kαβ(x, ξ, Z, Z′) = Eαβ(x, ξ, Z, Z′)(Hx · ξ)−3.
This presentation makes the degree of homogeneity of the gen-
eral solutions apparent: the waves Kαβ(x, ξ, Z, Z′), as func-
tions on R5, are homogeneous with degree zero (note that,
H(x) = 1/
√−x · x).
6where YLlm(u) are the hyperspherical harmonics on S
3,
with (L, l,m) ∈ N× N× Z, 0 ≤ l ≤ L and −l ≤ m ≤ l.
With the aid of (6), the solutions to the equation of
motion in the conformal coordinates can be expressed as
K(L,l,m)µν = xαµxβνEαβΦLlm(ρ, u) ≡ EµνΦLlm(ρ, u). (26)
We define V c, the total space of solutions, as the com-
plete set of solutions in the form (26) which are square
integrable with respect to the following dS-invariant bi-
linear form (or inner product) [23]
〈K1,K2〉 = iH2
∫
S3,ρ=0
[(K1)∗ · ·∂ρK2
−2c((∂ρx) · (K1)∗) · (∂ · K2)− (1∗ ⇌ 2)]dσ(u), (27)
in which K1 and K2 are two arbitrary modes. A closer
look at the behavior of the above inner product how-
ever reveals that V c suffers from a degeneracy associated
with the lowest mode (the mode corresponding to L = 0
in (26)). In fact, considering the behavior of the hyper-
geometric functions [28],
2F1(−1, L;L+ 2;−e−2iρ) = 1− L
L+ 2
e−2iρ,
for which the L = 0 mode is determined by EµνΦ0,0,0,
where Φ0,0,0 is a constant function, one can easily see
that this mode is orthogonal to the entire set of solutions
including itself. Of course, this is not an accidental de-
generacy (due to a mathematical artifact). Indeed, with
respect to our formalism it is obvious that, whatever the
value of gauge-fixing parameter c is, the theory (the inner
product and equation of motion) is invariant under the
gauge-like transformations (2). This additional symme-
try of the dS linearized Einstein gravity directly implies
that the null-norm subspace, generated by L = 0, should
be viewed as a space of ‘gauge’ states.
In this sense, we need to delve more deeply into the
lowest graviton mode determined by L = 0 in the set of
solutions in order to circumvent the associated degener-
acy problem. Accordingly, by solving Eq. (22) directly
for L = 0 (see [12]), we obtain the following two inde-
pendent solutions
Kg1 = Eµν
(H
2π
)
, Ks = Eµν
(
− iH
2π
[ρ+ (1/2) sin 2ρ]
)
,
where the constants are chosen to have 〈Kg1 ,Ks〉 = 1.
Note that, (i) Both Kg1 and Ks are null norm solutions.
(ii) Kg1 is a solution to (14) which has been already ap-
peared in the gauge-like symmetry (2).
On this basis, we define the ‘true’ normalized zero
mode, the modified one, as
K(0,0,0)µν = Kg1 +
1
2
Ks, 〈K(0,0,0),K(0,0,0)〉 = 1. (28)
Including this mode, we have a non-degenerate set of
normalized solutions K(L,l,m)µν , with L ≥ 0, but the space
generated by these modes is not closed under the action
of the dS group. More precisely, applying the dS boost
generators on K(0,0,0) produces the whole positive and
negative frequency solutions to the equation of motion.
[Obviously, one cannot drop out the L = 0 mode from the
set of solutions, because it leaves us with a non-complete
set of solutions violating the gauge-like symmetry (2) of
the existing physics.] For instance, under the action of
the dS boost generator (L03 + iL04), we have
(L03 + iL04)K(0,0,0)µν =
(
(L03 + iL04)Eµν
)(H
2π
− iH
4π
[ρ+
1
2
sin 2ρ]
)
︸ ︷︷ ︸
‘invariant terms’
+Eµν
(
(M03 + iM04)(
H
2π
)︸ ︷︷ ︸
=0
+(M03 + iM04)(− iH
4π
[ρ+
1
2
sin 2ρ])︸ ︷︷ ︸
=(−
√
6
4
)(iΦ1,0,0+iΦ∗1,0,0+Φ1,1,0+Φ
∗
1,0,0)
)
= ‘invariant terms’−
√
6
4
(
K(1,1,0)µν + iK(1,0,0)µν + (1 + i)(K(1,0,0)µν )∗
)
. (29)
Note that, (i) (K(1,0,0)µν )∗ refers to the complex conjugate
of K(1,0,0)µν . (ii) According the procedure that has been
considered to produce the spin-two projector Eµν , it is
trivial that the elements of Eµν for a given c remain in
Eµν under the group action. (iii) To see the behavior of
the scalar structure function Φ under the action of the
dS boost generators, one can refer to Ref. [12].
With respect to the above arguments, it is now clear
that the total space of solutions V c, if one needs the full
invariance of the theory, must be extended to include all
the positive and negative frequency solutions to the field
equations, i.e.
V c = V+ ⊕ V− ⊕N ⊕ S, (30)
7in which
N =
{
cgEµν
(H
2π
)}
,
S =
{
csEµν
(
− i H
2π
[ρ+
1
2
sin 2ρ]
)}
,
V+ =
{ ∑
Llm,L≥1
cLlm(EµνΦLlm);
∑
Llm,L≥1
|cLlm|2 <∞
}
,
V− =
(
V+
)∗
, (31)
with cg, cs, cLlm ∈ C. The following relations demon-
strate the behavior of each part of the space of solutions
under the action of the dS group
UG : N −→ N ,
UG : S −→ S ⊕ V+ ⊕ V− ⊕N ,
UG : V+ −→ V+ ⊕N ,
UG : V− −→ V− ⊕N , (32)
where, for an arbitrary element G of the dS group, UG is
the dS natural representation on the space of solutions.
To see the point lying behind the above transformations,
beside Eq. (29), for instance one should also consider
(L03 + iL04)K(1,0,0)µν = ‘invariant terms’
+Eµν
(
(M03 + iM04)Φ1,0,0
)
= ...− i 4√
6
K2,1,0µν +K2,0,0µν +
3
2
√
6
Kg1 .
B. Gupta-Bleuler triplets
The above arguments reveals that the quantum field
theory formulated through canonical quantization and
the usual representation of the canonical commutation
relations suffers from an anomalous symmetry associated
with the (local) gauge-like symmetry (2), for which one
has to deal with the propagation of negative frequency
states K∗µν in the quantized theory. The presence of this
local anomaly is not a gauge artifact, no matter how
we choose the gauge-fixing parameter c, and in general
makes it impossible to implement the Gauss constraint
on the physical states [2–4]. For this reason, one of the
most requirements for a consistent dS linearized quan-
tum gravity is that this gauge-like symmetry of the sys-
tem must be free of anomaly. As already pointed out,
with respect to the usual canonical quantization, this re-
quirement can be successfully fulfilled by weakening the
covariance condition based on a maximal subgroup of
the full dS group, for example SO(4), for which the dS
boost invariance is not taken into account. In this pa-
per, however, our approach is different. We need all the
classical symmetries to survive in the quantized theory.
To achieve this goal, we consider a rather straightforward
application of the Gupta-Bleuler formalism, known to be
well adapted to treat models with gauge symmetries, to
avoid the symmetry breaking altogether.
On this basis, we categorize the total space V c (see
(30)) as a chain of the solutions, known as the Gupta-
Bleuler triplet, in the following form
Vg1 ⊂ V1 ⊂ V c, (33)
in which the space Vg1 ≡ N is the space of gauge-like
solutions. On the other hand, we have V1 ≡ V+ ⊕ N
which is a space of positive frequency solutions to the
field equation equipped with the degenerate inner prod-
uct: 〈Kg1 ,Kg1〉 = 0 and 〈Kg1 ,K〉 = 0, for all K ∈ V1.
In this construction, the coset space V c/V1 contains aux-
iliary solutions which are of negative frequency. These
non-physical solutions indeed allow one to overcome in
a totally covariant way the aforementioned zero-mode
problem.
Here we must underline that the appearance of the
above structure (33) is not the whole story: besides the
gauge-like degrees of freedom there are also the degrees
of freedom due to the evident gauge invariance. Indeed,
a closer look at the subspaces Vg1 , V1/Vg1 ≡ V+ and
V c/V1 ≡ V− ⊕ S reveals that a further Gupta-Bleuler
triplet appears inside each of them. Let us start with the
quotient space of positive frequency solutions to (14),
i.e. V1/Vg1 ≡ V+. Considering (15), (16) and the as-
sociated discussions in section II, one can realize three
main types of solutions in V+: the divergencelessness
type, the evident gauge type, and the solutions which are
not divergenceless. On this basis, in the quotient space
V+, one can single out the invariant, but not invariantly
complemented, subspace V +2 ⊂ V+ made up of elements
which are divergenceless, and therefore, are c indepen-
dent. The non-zero divergence solutions and the evident
gauge fields K+g2 , respectively, belong to the subspaces
V+/V +2 and V +g2 . The latter is an invariant, but again
not invariantly complemented, subspace V +g2 ⊂ V +2 . Note
that, the gauge solutions K+g2 are orthogonal to every el-
ement in V +2 including themselves [23]: 〈K+g2 ,K+g2〉 = 0
and 〈K+g2 ,K+〉 = 0, for all K+ ∈ V +2 . [The symbol ‘+’
stands for the positivity of frequency in the correspond-
ing subspace of solutions.]
This further chain of solutions inside V1/Vg1 ≡ V+ can
be demonstrated as
V +g2 ⊂ V +2 ⊂ V+. (34)
This triplet carries the following indecomposable struc-
ture for the unitary representation of the dS group8
Π2,−1︸ ︷︷ ︸
V+/V +
2
→ Π+2,2 ⊕Π−2,2︸ ︷︷ ︸
V +
2
/V +g2
→ Π2,−1︸ ︷︷ ︸
V +g2
(35)
8 See Eqs. (15) and (16) and the associated discussions in section
II.
8The arrows show the leaks under the dS group action.
Alternately, we could arrive at a comparable result,
i.e., the similarity in appearance of the above structure
(see (34) and (35)), for each subspaces V c/V1 ≡ V− ⊕ S
and Vg1 ≡ N separately. Indeed, V c/V1 carries the same
indecomposable representation as (35). Of course, as al-
ready mentioned, the subspace V c/V1 contains auxiliary
solutions which are of negative frequency. On the other
hand, the space Vg1 ≡ N carries the trivial representa-
tions of the dS group associated with (35).9
Taking all of the above into consideration, the com-
plete indecomposable group representation structure ap-
pearing in the dS linearized gravity which is carried by
these sets of Gupta-Bleuler triplets altogether (see (34)
and (33)) reads
Vg1 : Υ˜0 → Υ0 → Υ˜0
↑ ↑ ↑
V1/Vg1 : Π2,−1 → “Π+2,2 ⊕Π−2,2” → Π2,−1
↑ ↑ ↑
V c/V1 : Π2,−1︸ ︷︷ ︸
V c/V2
→ Π+2,2 ⊕Π−2,2︸ ︷︷ ︸
V2/Vg2
→ Π2,−1︸ ︷︷ ︸
Vg2
(36)
The vertical arrows demonstrate the leaks under the dS
group action as well, and they can be understood by the
transformations (32), while Υ0 and Υ˜0, respectively, re-
fer to the trivial UIRs of the dS group and the corre-
sponding Weyl equivalent finite-dimensional representa-
tions associated with the eigenvalue of the Casimir oper-
ator 〈Qr〉 = −6. Note that, the space of physical gravi-
ton modes corresponds to the dS UIRs denoted between
quotations symbol in the above indecomposable repre-
sentations. The physical space is indeed the invariant
subspace in the quotient space V2/Vg2 (the c-independent
part) which contains no negative norm modes, more pre-
cisely,
(
V2/Vg2
)⋂(
V1/Vg1
)
.
At the end, to summarize our discussion in this sec-
tion, it would be convenient to express the total space
of solutions, which is indeed a Krein space, in a more
applicable form as
V c = H⊕H∗, (37)
while
H =
{ ∑
Llm,L≥0
cLlm(EµνΦLlm);
∑
Llm,L≥0
|cLlm|2 <∞
}
.
In this way, the invariant subspace of physical states
reads
Vphys ≡
(
V2/Vg2
)⋂(
V1/Vg1
)
=
9 Under the action of the dS group (8), we have
L
(
E( H
2pi
)
)
=
(
LE
)
(
H
2pi
) + E
(
M(
H
2pi
)︸ ︷︷ ︸
=0
)
=
(
LE
)
(
H
2pi
).
{ ∑
Llm,L≥1
cLlm(E
2
g2
µν ΦLlm);
∑
Llm,L≥1
|cLlm|2 <∞
}
, (38)
in which E
2
g2
µν stands for the projection tensor associated
with the invariant subspace V2/Vg2 , denoted by the c-
independent part in (19). Again, the zero mode (L = 0)
does not contribute to the physical space of solutions be-
cause if it was included, the set of physical modes would
be transformed into modes of negative frequency vio-
lating unitarity. In particular this means that only the
L ≥ 1 modes will contribute to any physical quantity.
IV. GRAVITON TWO-POINT FUNCTION
In this section, with respect to the discussions given by
Allen and Jacobson in their seminal paper [14], we aim
to find the graviton two-point function in closed form in
terms of maximally symmetric bitensors. The bitensors
are functions of two points x and x′, and behave like
tensors under coordinate transformations at each point.
If they respect the dS invariance, we call them maximally
symmetric.
As proved in Appendix (B), any maximally symmetric
rank-2 bitensor can be presented in the ambient space
formalism in terms of the three basic bitensors θθ′, θ · θ′
and D2D
′
2. Therefore, the graviton two-point function
can be written as
Wαβα′β′(x, x′) = θαβθ′α′β′W0(x, x′)
+SS ′θα · θ′α′W1ββ′(x, x′) +D2αD′2α′Wgββ′(x, x′), (39)
where W0 is a biscalar, W1 and Wg are two bivectors.
Note that the primed operators act only on the primed
coordinates and vise versa, so that D2D
′
2 = D
′
2D2.
The above two-point function has to satisfy the follow-
ing requirements:
• Indefinite sesquilinear form. For any test function
fαβ in the space of functions C
∞ with compact sup-
port in MH , an indefinite sesquilinear form would
be [27]∫
MH×MH
f∗αβ(x)Wαβα′β′(x, x′)fα′β′(x′)dσ(x)dσ(x′).
• Covariance.
(G−1)γα(G−1)δβWγδγ′δ′(Gx,Gx′)Gγ′α′Gδ′β′ =Wαβα′β′(x, x′),
for all G ∈ SO0(1, 4).
• Locality. For every space-like separated pair (x, x′),
i.e. x · x′ > −H−2,
Wαβα′β′(x, x′) =Wα′β′αβ(x′, x).
• Index symmetrizer.
Wαβα′β′(x, x′) =Wαββ′α′(x, x′) =Wβαα′β′(x, x′).
9• Transversality.
xαWαβα′β′(x, x′) = 0 = x′α
′Wαβα′β′(x, x′).
This automatically results in the transversality con-
dition on W1 and Wg.
• Tracelessness.
(W)ααα′β′(x, x′) = 0 = (W)αβα′α
′
(x, x′).
This directly yields
2θ′α′β′W0(x, x′) + S ′θ′α′ · W1β′(x, x′)
+H−2D′2α′ ∂¯ · Wgβ′(x, x′) = 0, (40)
or its equivalent form,
2θαβW0(x, x′) + Sθα · W1β(x, x′)
+H−2D2α∂¯
′ · Wgβ(x, x′) = 0. (41)
Note that, for the sake of simplicity, we also impose
the divergencelessness condition on W1.
By imposing the bitensor (39) to verify Eq. (14) with
respect to variables x and x′ (in the following, we first
consider the choice x) and using the identities given in
Appendix (C), we obtain10
(Q0 + 6)θ
′W0 = −4S ′θ′ · W1, (42)
(Q1 + 2)W1 = 0, (43)
and
(1− c)(Q1 + 6)D′2Wg = (2 − 5c)H2S ′x · θ′W1
+c
(
− 1
2
H2D1θ
′W0 − TS ′θ′ · ∂¯W1
)
+D′2Ξg, (44)
where TS ′θ′ · ∂¯W1 = S ′θ′ · ∂¯W1−H2S ′xθ′ ·W1 and D′2Ξg
appears here because of the canceling property of D2, i.e.
D2(D
′
2Ξg) = 0.
Eq. (42) allows us to express the biscalarW0 in terms
of W1 as follows
θ′W0 = −2
3
S ′θ′ · W1. (45)
As a matter of fact, considering (43) supplemented with
the divergencelessness condition (∂¯ ·W1 = 0)11 results in
Q0W1 = 0, which means that
Q0θ
′W0 = −2
3
Q0S ′θ′ · W1 = 0.
10 Note that, we here follow a similar procedure to what we have
done in Ref. [8] in order to solve the field equation (14).
11 The bivector W1 is transverse, therefore we have ∂ ·W1 = ∂¯ ·W1.
On the other hand, by decomposing D′2Wg = D′2Wg +
D′2W
Ξ
g , while
(1− c)(Q1 + 6)D′2WΞg = D′2Ξg, x ·WΞg = 0, ∂¯ ·WΞg = 0,
one can rewrite the inhomogeneous Eq. (44) in the fol-
lowing form
(Q1 + 6)D
′
2Wg =
1
1− c [−c,
c
3
, 2− 5c], (46)
where [u, v, w] ∈ E; E is the three-dimensional space
constructed over the following linear combination of three
basic functions,
[u, v, w] = uTS ′θ′ · ∂¯W1 + vH2S ′D1θ′ · W1
+wH2S ′x · θ′W1.
These three functions interestingly form a closed set un-
der the action of (Q1 + 6),
(Q1 + 6)TS ′θ′ · ∂¯W1 = [6, 2, 0], (47)
(Q1 + 6)H
2S ′D1θ′ · W1 = [0, 6, 0], (48)
(Q1 + 6)H
2S ′x · θ′W1 = [−2, 0, 0]. (49)
On this basis, we can rewrite Eq. (46) in the following
convenient form
 6 0 −22 6 0
0 0 0



 XY
Z

 = 1
1− c

 −cc/3
2− 5c

 (50)
We here interested in the simplest structure therefore set-
ting c = 2/5 = cℓ, we get the solution to Eq. (46) as
D′2Wg = [0, 1/27, 1/3] + ̺D
′
2W
◦
g , (51)
where ̺ and D′2W
◦
g , respectively, stand for an arbitrary
constant and a function inside E satisfying
(Q1 + 6)D
′
2W
◦
g = 0. (52)
It is given, up to a multiplicative constant, by
D′2W
◦
g = [1,−1/3, 3]. (53)
In order to make the group theoretical content of our
construction more clear, we need to determine the value
of ̺. We begin by noting the fact that D′2W
◦
g is diver-
genceless (D′2∂¯ ·W ◦g = 0), D′2Wg however is not, so that
we have
D1D
′
2∂¯ ·Wg = [0, 1/3, 0]. (54)
Considering (45), the above result is, by the way, consis-
tent with (40). We should also point out that the function
H2S ′D1θ′ · W1 is divergenceless, therefore with respect
to Eq. (48), we have
Q1(H
2S ′D1θ′ · W1) = Q0(H2S ′D1θ′ · W1) = 0.
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This means that, inside the bitensor (39), the
H2S ′D2D1θ′ · W1 carries the same representation as
θθ′W0. On this basis, let us separate D′2Wg into two
parts: D′2Wg = D
′
2W g + D
′
2W g, in which D
′
2W g is the
scalar part of D′2Wg and D
′
2W g is what is left from it.
For D′2W g, considering Eq. (51) and Eqs. (47)-(49),
we have
Q1D
′
2W g = [−2/3− 6̺, 2̺,−2− 18̺]. (55)
Since the function D′2W g is not divergenceless, we need
to compare Eq. (55) with (54),
D1D
′
2∂¯ ·W g = [0, 1/3, 0]. (56)
One can easily observe that D′2W g verifies
Q1D
′
2W g +
2
3
D1D
′
2∂¯ ·W g = 0, (57)
if we set
̺ = −1/9.
The group theoretical meaning of this construction is now
obvious. Indeed, D′2W g carries an indecomposable mass-
less representation with spin-1 while the gauge fixing pa-
rameter is c = 2/3 (see [16]). Accordingly, the solution
to Eq. (44) would be D′2Wg = D′2W g +D′2W g +D′2WΞg ,
with
D′2W g = [0, 2/27, 0], D
′
2W g = [−1/9, 0, 0], (58)
or equivalently12
W = −2
3
S ′θθ′ · W1 + SS ′θ · θ′W1
+
2
27
H2S ′D2D1θ′ · W1 +D2D′2(W g +WΞg ). (59)
Here and before going any further, it would be interest-
ing to characterize the gauge and the divergencelessness
parts of the graviton bitensor two-point function (59). In
a totally symmetric way, the gauge part D′2W
Ξ
g obeys
D2(Q1 + 6)D
′
2W
Ξ
g = 0, (60)
and considering the identities given in Appendix (C), we
get
∂2 · W = 1
1− cℓ
(
TS ′θ′ · ∂¯W1 − 1
3
H2S ′D1θ′ · W1
+3H2S ′x · θ′W1
)
. (61)
12 For the sake of simplicity, we drop the indices demonstrating
c = cℓ in our notations: Wc=cℓ ≡ W .
The above equation in comparison with (53) reveals that
D′2W
◦
g = (1− cℓ)∂2 · W .
With respect to (61), the graviton bitensor (59) takes
the form
W =
(
− 2
3
S ′θθ′ · W1 + SS ′θ · θ′W1 + 1
3
H2S ′D2x · θ′W1
+
1
27
H2S ′D2D1θ′ · W1
)
+
cℓ − 1
9
D2∂2 · W
= [the c-independent part] +
cℓ − 1
9
D2∂2 · W . (62)
Note that, the gauge part only appears coupled to the
scalar part, i.e. D2∂2 · W . Here, it should also be noted
that the physical graviton two-point function (more pre-
cisely, the c-independent part) has been already found in
the previous papers [29, 30]. In the present paper, how-
ever, we are interested in the most general form of the
graviton two-point function, in c = cℓ gauge, to construct
the graviton quantum field.
Thus far, we have shown that the graviton two-point
function can be written in terms of the bivectorW1 satis-
fying Eq. (43). Pursuing a similar procedure to what we
have done above, we can get the general solution to Eq.
(43) by writting W1 as the following linear combination
of two biscalars W2 and W3 [31],
W1 = θ · θ′W2 +D1D′1W3. (63)
Putting the above solution into Eq.(43), and utilizing the
following formulas
Q1D1D
′
1W3 = D1Q0D′1W3, (64)
Q1θ · θ′W2 =
(
θ · θ′(Q0 − 2)− 2H2D1x · θ′
)
W2, (65)
we get
Q0W2 = 0, (66)
D′1W3 = −
1
2
(
θ′ · ∂¯ + 2H2x · θ′
)
W2. (67)
Therefore, we can rewrite the general solution (63) as
W1 =
(
θ · θ′ − 1
2
D1[θ
′ · ∂¯ + 2H2x · θ′]
)
Wmc, (68)
whereW2 ≡ Wmc stands for a minimally coupled biscalar
two-point function.
Now by substituting Eq. (68) into Eq. (62), we can ex-
plicitly exhibit the graviton bitensor two-point function
(39) as the resulting action of a maximally symmetric
projection bitensor ∆αβα′β′(x, x
′) on a minimally cou-
pled biscalar two-point function Wmc(x, x′) as follows
Wαβα′β′(x, x′) = ∆αβα′β′(x, x′)Wmc(x, x′). (69)
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On the other hand, the bitensor (39) must verify Eq.
(14) with respect to variable x′, as well. Pursuing the
same procedure, we obtain
(Q′0 + 6)θW0 = −4Sθ · W1, (70)
(Q′1 + 2)W1 = 0, (71)
(1− c)(Q′1 + 6)D2Wg = (2− 5c)H2Sx′ · θW1
+c
(
− 1
2
H2D′1θW0 − T ′Sθ · ∂¯′W1
)
+D2Ξg, (72)
with T ′Sθ · ∂¯′W1 = Sθ · ∂¯′W1 − SH2x′θ · W1 and D2Ξg
as an arbitrary bivector satisfies D′2(D2Ξg) = 0.
The solution to Eq. (70) can be simply given by
θW0 = −2
3
Sθ · W1.
Now with respect to (71) along with ∂¯′ ·W1 = 0, we have
Q′0W1 = 0, which implies that
Q′0θW0 = −
2
3
Q′0Sθ · W1 = 0.
Regarding the decomposition ofD2Wg = D2Wg+D2WΞg ,
while
(1− c)(Q′1 + 6)D2WΞg = D2Ξg, x′ ·WΞg = 0, ∂¯′ ·WΞg = 0,
Eq. (72) can be written as
(Q′1 + 6)D2Wg =
1
1− c{−c,
c
3
, 2− 5c}.
The closed three-dimensional space {u′, v′, w′} ∈ E′, un-
der the action of (Q′1 + 6), is defined by
{u′, v′, w′} = u′T ′Sθ · ∂¯′W1 + v′H2SD′1θ · W1
+w′H2Sx′ · θW1,
while we have
(Q′1 + 6)T
′Sθ · ∂¯′W1 = {6, 2, 0},
(Q′1 + 6)H
2SD′1θ · W1 = {0, 6, 0},
(Q′1 + 6)H
2Sx′ · θW1 = {−2, 0, 0}.
Eq. (72) now can be expressed as
 6 0 −22 6 0
0 0 0



 X ′Y ′
Z ′

 = 1
1− c

 −cc/3
2− 5c

 (73)
and the solution to it, setting c = 2/5 = cℓ, would be
D2Wg = {0, 1/27, 1/3}+ ̺′D2W ◦g ,
in which ̺′ andD2W
◦
g are, respectively, an arbitrary con-
stant and a function inside E′, with
(Q′1 + 6)D2W
◦
g = 0,
and therefore
D2W
◦
g = {1,−1/3, 3}.
Considering the above calculations, one can easily
show that for ̺′ = −1/9, the group theoretical content
of this construction becomes clear, so that, the solution
to Eq. (72) can be written as D2Wg = D2W g+D2W g+
D2W
Ξ
g , with
D2W g = {0, 2/27, 0}, D2W g = {−1/9, 0, 0},
or
W = θ′θW0 + S ′Sθ′ · θW1
+
2
27
H2SD′2D′1θ · W1 +D′2D2(W g +WΞg ).
Note that, D2W g is the scalar part of D2Wg and D2W g
satisfies
Q′1D2W g +
2
3
D′1D2∂¯
′ ·W
g
= 0,
while the gauge and the scalar parts, respectively, obey
D′2(Q
′
1 + 6)D2W
Ξ
g = 0,
∂′2 · W =
1
1− cℓ
(
T ′Sθ · ∂¯′W1 − 1
3
H2SD′1θ · W1
+3H2Sx′ · θW1
)
.
The above equation reveals that D2W
◦
g = (1− cℓ)∂′2 ·W .
According to the above formulas, the general bitensor
(39), with respect to x′, can be expressed as
W =
(
− 2
3
Sθ′θ · W1 + S ′Sθ′ · θW1 + 1
3
H2SD′2x′ · θW1
+
1
27
H2SD′2D′1θ · W1
)
+
cℓ − 1
9
D′2∂
′
2 · W . (74)
In (74), the bivector W1 can be obtained by putting
the following linear combination into Eq. (71)
W1 = θ′ · θW2 +D′1D1W3, (75)
for which, we have
Q′0W2 = 0, D1W3 = −
1
2
(
θ · ∂¯′ + 2H2x′ · θ
)
W2. (76)
Therefore, W1 can be presented as (W2 ≡ Wmc)
W1 =
(
θ′ · θ − 1
2
D′1[θ · ∂¯′ + 2H2x′ · θ]
)
Wmc. (77)
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Again, by combining Eqs. (74) and (77) together, we
can demonstrate the graviton two-point function as the
action of a maximally symmetric projection bitensor on
a minimally coupled biscalar two-point function
Wαβα′β′(x, x′) = ∆′αβα′β′(x, x′)Wmc(x, x′). (78)
To summarize, thus far we have shown that the gravi-
ton bitensor two-point function (39), with respect to x
and x′, can be written in terms of a maximally symmetric
projection bitensor on a minimally coupled biscalar two-
point function (see (69) and (78)). Our result, therefore,
would be dS invariant if and only if its structure function,
the minimally coupled biscalar two-point function Wmc,
could be written in a dS-invariant form. Respecting the
result given by Allen and Folacci in their seminal work
[11] (see also [12, 13]), it is clear that if one needs the
biscalar massless minimally coupled two-point function
to be dS invariant, has to ignore its analyticity properties
for the time being [26, 32]. This means that Wmc(x, x′)
is only a function of the invariant length Z = −H2x · x′;
Wmc = Wmc(Z). In the same way, the graviton two-
point function can be written in a full dS-invariant form
only through ignoring its analyticity properties: the only
dS-invariant two-point function that naturally appears in
the case of the linearized gravity in dS spacetime is noth-
ing but the commutator. This commutator is of course
not of positive type (see the previous section).
Now, considering Wmc =Wmc(Z) and using the iden-
tities given in Appendix (C), we have
θ′α′β′W0(x, x′) =
1
3
S ′
[
θ′α′β′ +
4
1−Z2H
2(x · θ′α′)(x · θ′β′)
]
Z d
dZWmc(Z), (79)
W1ββ′(x, x′) = 1
2
[3 + Z2
1−Z2H
2(x′ · θβ)(x · θ′β′)−Z(θβ · θ′β′)
] d
dZWmc(Z), (80)
D2αD
′
2α′Wgββ′(x, x′) =
H2
54(1−Z2)2SS
′
[
H−2Z(7− 3Z2)(1−Z2)θαβθ′α′β′ + 24Z3θαβ(x · θ′α′)(x · θ′β′)
+Z(−1 + 9Z2)(1−Z2)H−2(θα · θ′α′)(θβ · θ′β′) + (−1− 50Z2 − 45Z4)(θα · θ′α′)(x · θ′β′)(x′ · θβ)
+
36Z + 120Z3 + 36Z5
1−Z2 H
2(x′ · θα)(x′ · θβ)(x · θ′α′)(x · θ′β′) + 12Z(3−Z2)θ′α′β′(x′ · θα)(x′ · θβ)
] d
dZWmc(Z). (81)
According to the above formulas, the explicit form of the graviton commutator can be written as follows
Wαβα′β′(x, x′) = 2Z
27(1−Z2)2SS
′
[
(θα · θ′α′)(θβ · θ′β′)f1(Z) +H2
(
θ′α′β′(x
′ · θα)(x′ · θβ) + θαβ(x · θ′α′)(x · θ′β′)
)
f2(Z)
+θαβθ
′
α′β′f3(Z) +H4(x′ · θα)(x′ · θβ)(x · θ′α′)(x · θ′β′)f4(Z) + (θα · θ′α′)(x · θ′β′)(x′ · θβ)f5(Z)
] d
dZWmc(Z), (82)
where
f1(Z) = (1−Z2)(−7 + 9Z2),
f2(Z) = 3(3−Z2),
f3(Z) = 1
4
(16− 3Z2)(1−Z2),
f4(Z) = 3
(1−Z2) (3 + 10Z
2 + 3Z4),
f5(Z) = 1
2Z (41− 50Z
2 − 36Z4),
and Wmc(Z) obeys
Q0Wmc(Z) =
(
(1 −Z2) d
2
dZ2 − 4Z
d
dZ
)
Wmc(Z) = 0.
The general solution to the above equation is
Wmc(Z) = C1
( −2Z
1−Z2 + ln(
1−Z
1 + Z )
)
+ C2,
where C1, C2 ∈ R.
Using the formula
ln(x ± i0) = ln(|x|) ± iπθ(−x),
it is easily seen that ln(1−Z1+Z ) is a non-local function [32].
However, in the commutator (82), Wmc(Z) enters only
via its derivative,
d
dZWmc(Z) = −
4C1
(Z2 − 1)2 , (83)
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which is a local function. One can now easily see that for
points that are not null-related our obtained result (82)
is finite.
Here, it would be also convenient to demonstrate our
result in the intrinsic coordinate (see Appendix (B)),
Wµνµ′ν′(X,X ′) = 2Z
27
SS ′
[ f1
(1− Z2)2 gµµ′g
′
νν′
+
f2
1− Z2 (gµνnµ′nν′ + g
′
µ′ν′nµnν) +
f3
(1 −Z2)2 gµνg
′
µ′ν′
+
( f1
(1 + Z)2 + f4 −
f5
1 + Z
)
nµnνnµ′nν′
+
(2(Z − 1)f1
(1 −Z2)2 +
f5
1−Z2
)
gµµ′nνnν′
] d
dZWmc(Z). (84)
We end our discussion in this section by commenting
on some existing results which are in contradiction with
ours. In Refs. [33, 34] the graviton two-point function in
dS spacetime has been given in terms of maximally sym-
metric bitensors. More precisely, it has been argued that
without ignoring the analyticity properties for the time
being the dS-invariant, infrared finite graviton two-point
function of positive type is quite achievable (see the same
argument in [35–46]). Take a closer look at the method
which has been utilized in Refs. [33–46] shows that
the authors have considered the synchronous-transverse-
traceless (STT) gauge to evaluate the graviton two-point
function. The critical point associated with this method
is that it is not possible to find a dS graviton field satisfy-
ing the STT gauge conditions if L = 0 or 1 [47]. Indeed,
by solving the field equation in the conformal coordinate
(4) directly, the normalization factor associated with the
lowest graviton eigenmode, i.e. L = 0, would be broken
[48–50]. At first glance, this mode can be regarded as a
spurious mode, and thus can be dropped from the mode
expansion of the graviton field. It is also discussed that
the mode L = 1 suffers from an analogous difficulty (see
the details in the references cited above). However, as al-
ready pointed out, thanks to the mathematical structure
of the formulation we are using, inspired by the ambient
space approach, it can be checked quite easily that the
aforementioned break down in the normalization factor
is because of a degeneracy for L = 0 mode reflecting the
gauge-like symmetry (2). This point explicitly reveals
that, quite contrary to the authors claim in [33–46], such
a construction in the STT gauge conditions (L ≥ 2), by
ignoring the L = 0 mode and consequently the gauge-like
symmetry (2) reflected by it, does not transform correctly
under the whole symmetries of the classical theory, and
therefore, even obtaining an infrared free graviton two-
point function in this way is not physically significant
since it is not covariant anyway. To see other criticism
to this method, one can refer to [51–55].
V. DE SITTER LINEAR QUANTUM GRAVITY
A. The quantum field
The explicit knowledge of the commutator
Wµνµ′ν′(X,X ′), given in the light-cone gauge (c = cℓ),
with the above-mentioned properties allows us to con-
struct an acceptable quantum theory of the dS graviton
field. The fields Kµν(X), which we wish to consider on
MH , are expected to be operator-valued distributions
on MH acting on the bosonic Fock space H ⊕ H∗ built
on the total (Krein) space H ⊕ H∗. In terms of Fock
space and field operator, the aforementioned properties
of Wµνµ′ν′(X,X ′) become equivalent to the following
conditions:
• Existence of an indecomposable representation of
the dS group UG which is the extension of the dS
natural representation UG (see (36)) on the space
of states to the Fock space.
• Existence of a distinguished vector |Ω〉, called “the
vacuum”, in the Fock space, cyclic for the polyno-
mial algebra of field operators and invariant under
the representation UG of the dS group.
• Existence of a complex vector space A, with an
indefinite sesquilinear form, that can be described
as the direct sum
A = A0 ⊕ [⊕nS(A1)⊗n],
in which A0 = {ϑ|Ω〉, ϑ ∈ C}, and A1 is defined
with the indefinite sesquilinear form.
• Covariance of the field operators under the repre-
sentation UG , i.e.,
UGK(X)UG−1 = K(GX),
for any G in the dS group.
• Locality,
[K(X),K(X ′)] = 0,
as long as the points X and X ′ are not causally
connected.
• Transversality, x · K = 0.
• Index symmetrizer, Kµν = Kνµ.
• Tracelessness, K′ = 0.
Let us now define the graviton quantum field corre-
sponding to the above commutator. For any test func-
tion fµν ∈ D(MH), we define the vector valued distribu-
tion taking values in the space V c = span{Kj ,Kj∗}, with
14
j ∈ J ,13 by
X → pµν(f)(X) =
∫
MH
Wµνµ′ν′(X,X ′)fµ′ν′(X ′)dσ(X ′)
=
∑
j
Kj(f)Kjµν(X). (85)
Here, Kj(f) is defined by
Kj(f) =
∫
MH
Kj∗µν(X)fµν(X)dσ(X). (86)
It is indeed the smeared form of the modes. The space
generated by the vector valued distributions (p(f)’s)
is equipped with the indefinite invariant inner product
(∀f, g ∈ D(MH))
〈p(f), p(g)〉 =
∫
MH×MH
f∗ µν(X)Wµνµ′ν′(X,X ′)
×gµ′ν′(X ′)dσ(X ′)dσ(X). (87)
As usual, the field is expected to be an operator-valued
distribution
K(f) = a(p(f)) + a†(p(f)), (88)
or in the unsmeared form
K(X) = a(p(X)) + a†(p(X)). (89)
Here, the operators a and a† are, respectively, antilinear
and linear in the argument. Hence, the field reads
K(X) =
∑
j∈J
(ajKj(X) + h.c.)
−
∑
j∈J
(bjKj∗(X) + h.c.), (90)
where the operators aj and bj are, respectively, the an-
nihilators of the modes Kj and Kj∗. The non-vanishing
commutation relations between these operators are
[aj , a
†
j′ ] = δjj′ = −[bj, b†j′ ]. (91)
These operators are defined by
aj | Ω〉 = 0 = bj | Ω〉, (92)
where | Ω〉 is a dS-invariant vacuum. We call it the Krein-
Gupta-Bleuler (KGB) vacuum.
Finally, one finds the commutation relations between
fields as follows
[K(X),K(X ′)] = 2iIm〈p(X), p(X ′)〉
= 2iImW(X,X ′). (93)
13 Here, for the sake of simplicity, we use the notation
J = {(L, l,m) ∈ N× N× Z; L ≥ 0, 0 ≤ l ≤ L,−l ≤ m ≤ l}.
Having shown that the field we constructed is causal
and has all the covariance properties of the classical field,
we can now turn to an investigation of the physical con-
tent of the theory. In this regard, in the following part, to
interpret the theory, we define its physical states and its
observables. We particularly discuss that the presence of
non-physical states do not yield any trouble in the theory
(e.g. the appearance of negative energies).
B. Quantum observables
Let us start with determining the physical states. Con-
sidering the chain (33), the whole Fock space V c =
H⊕H∗ has the following second-quantized Gupta-Bleuler
structure
V
g1
⊂ V 1 ⊂ V c. (94)
Here, we designate by V 1 the space generated from the
Fock vacuum by creating elements of V1. It is actually
the space generated by14
V 1 ≡ {(a†(g1))n0
∏
j∈J≥1
(a†j)
nj |Ω〉},
where a†(g1) ≡ a†(Kg1 ). We also designate by V g1 the
subspace of gauge-like states that are orthogonal to V 1,
Ψ ∈ V
g1
iff Ψ ∈ V 1 and 〈Ψ,Φ〉 = 0, ∀Φ ∈ V 1.
Note that the subspace V
g1
is strictly greater than V g1
defined by
V g1 ≡ {(a†(g1))n0 |Ω〉}.
Indeed, for any state Ψ ∈ V 1, the state (a†(g1))n0Ψ be-
longs to V
g1
but not to V g1 .
In the above structure, the quotient space V 1/V g1
contains all physical states, but it is not restricted to
them: with respect to the evident gauge symmetry, it
also contains some non-physical states. Indeed, as al-
ready pointed out, in the case of the dS linearized quan-
tum gravity, we encounter with two kinds of the gauge de-
grees of freedom which are distinguished by their Gupta-
Bleuler structures. Technically, according to the evident
gauge symmetry, another Gupta-Bleuler structure also
appears in the Fock space
V
g2
⊂ V 2 ⊂ V c, (95)
where
V 2 ≡ {
∏
j∈J
(a†(g2)j)
mj (b†(g2)j)
m′j (a†
( 2
g2
)j
)nj (b†
( 2
g2
)j
)n
′
j |Ω〉},
14 By j ∈ J ≥ 1, in comparison with j ∈ J , we mean the set of
{(L, l,m)}, with L ≥ 1.
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with
a
†
(g2)j
≡ a†(Kj), b†(g2)j ≡ b†(Kj∗), ∀Kj ,Kj∗ ∈ Vg2 ,
and
a
†
( 2
g2
)j
≡ a†(Kj), b†
( 2
g2
)j
≡ b†(Kj∗), ∀Kj ,Kj∗ ∈ V2/Vg2 .
Here, V
g2
is the space of gauge states which is orthogonal
to V 2.
The physical states, therefore, would be those elements
of V 1/V g1
which can also be found in the quotient space
V 2/V g2
. More accurately, they are the elements of the
invariant subspace
V phys =
(
V 1/V g1
)⋂(
V 2/V g2
)
= {
∏
j∈J≥1
(a†
( 2
g2
)j
)nj |Ω〉}. (96)
It is also should be noted that two physical states, e.g.
Ψ and Ψ′, are physically equivalent if they differ by an
element of gauge and/or gauge-like states (Ψ−Ψ′ belongs
to V
g2
and/or V
g1
).
Before going to define the observables of the theory,
it will be well to clear up one point. According to
the Gupta-Bleuler structures associated with the evi-
dent gauge symmetry and the gauge-like symmetry, the
spaces of the dS-invariant states of V c are V g1 and V g2 ,
which are, respectively, generated from the vacuum by
(a†(g1))
n0 and (a†(g2)j)
mj (b†(g2)j)
m′j . These spaces are, re-
spectively, infinite-dimensional subspace of V
g1
and V
g2
,
hence one may say that the Fock vacuum is not the
only dS-invariant state. Nevertheless, it is obvious that
all these states are physically equivalent to an element
of the one-dimensional space generated by the vacuum
state. In this sense, we can say that the Fock vacuum
is unique. [Of course, this does not mean that the Bo-
golyubov transformations, which are indeed changes of
physical states, are no longer valid in this construction:
the above construction gives a framework in which, in-
stead of having a multiplicity of vacua, we have several
possibilities for the space of physical states, while there
exist only one field and one vacuum (the latter being in-
variant under Bogoliubov transformations). See [56] for
a detailed discussion on the Bogolyubov transformations
in the Krein space.]
We are now in a position to define the observables of
the theory. As is well-known, observables are defined
by the property that they do not “see” the gauge states:
technically, with the assumption that Ψ and Ψ′ are equiv-
alent physical states of the system, we must have
〈Ψ|A|Ψ〉 = 〈Ψ′|A|Ψ′〉, (97)
for any observable A which is a symmetric operator on
the Fock space. We note that, according to the above
discussion, the field itself is not an observable.
In this context, let us discuss the general features of the
stress tensor Tµν which is primary among the observables.
In general, the mean values of the stress tensor on the
KGB vacuum state is
〈Ω|Tµν |Ω〉 =
∑
j∈J
Tµν [Kjµν ,Kj∗µν ]
−
∑
j∈J
Tµν [Kj∗µν ,Kjµν ] = 0, (98)
where Tµν [K,K] denotes the bilinear expression of the
stress tensor Tµν . The cancellation appeared in (98), be-
cause of the unusual second term with the minus sign, is
indeed due to the terms of the quantum field (90) con-
taining bj and b
†
j. As a direct consequence, the vacuum
energy of the free field in this construction automatically
vanishes, 〈Ω|T00|Ω〉 = 0. This property has an interesting
link to the cosmological constant problem (see [57]).
Similarly, we can evaluate the behavior of the mean
values of the stress tensor on physical states |−→P 〉 ∈ V phys.
Obviously, the same cancellation occurs again and we
have
〈−→P |Tµν |−→P 〉 = 2Re
∑
j∈J≥1
njTµν [Kjµν ,Kj∗µν ]. (99)
As a result, for any physical state |−→P 〉, one gets
〈−→P |T00|−→P 〉 > 0,
which along with (98), despite the use of negative norm
solutions in the definition of the field, guarantees the pos-
itivity of the energy operator in all physical states. In-
deed, this construction remarkably provides a framework
allowing for an automatic and covariant renormalization
of the stress tensor (note that the above expression is
free of any infinite term) which meets the so-called Wald
axioms, namely: (i) 〈Tµν〉 is covariant and causal since
the field itself is, (ii) 〈−→P |T00|−→P 〉 ≥ 0, for any physical
state |−→P 〉 (the equality holds if and only if |−→P 〉 = |Ω〉),
and finally (iii) the commutation relation [bj , b
†
j] = −1
implies that
aja
†
j + a
†
jaj + bjb
†
j + b
†
jbj = 2a
†
jaj + 2b
†
jbj ,
which is equivalent to reordering when we compute the
mean values of the stress tensor on physical states.
VI. DISCUSSION
We have presented a new (free) graviton quantum field
in dS spacetime which transforms correctly under isome-
tries, gauge transformations, and gauge-like transforma-
tions, admitting a dS-invariant vacuum a` la Gupta-
Bleuler, known as the Krein-Gupta-Bleuler vacuum. Let
us recall that if one uses the natural dS vacuum state (the
16
Bunch-Davies vacuum) to construct the graviton quan-
tum field not only dS invariance but also gauge-like in-
variance of the theory would be broken [1, 8, 9, 51–55].
The KGB quantization approach which does not prohibit
negative norm states in the definition of the field, how-
ever, provides a unified framework to treat gauge and
gauge-like symmetry of the theory. The use of this quan-
tization scheme, as we have shown, is justified by the fact
that the theory possesses all the properties one might ex-
pect from a free field on dS spacetime with high symme-
try, namely:
• All physical states have positive norms, as needed
for a reasonable quantum mechanical interpreta-
tion of the theory (of course, all positive norm
states are not physical).
• The graviton field we have constructed is causal
and it is covariant in the usual strong sense.
• The graviton field transforms correctly under gauge
and gauge-like transformations.
• In spite of the fact that the operator T00(X) is not
positively definite as an operator on the full space
of states, the expected values of T00(X) between
excited physical states are clearly positive.
Beside these, there are at least three related but dis-
tinct reasons for which one might be interested in the
KGB quantization method:
• This method fulfills all common results in the flat
limit [56].
• It provides a remarkable automatic and covariant
renormalization mechanism of the mean value of
the stress tensor verifying the so-called Wald ax-
ioms (interestingly, the vacuum energy independent
of the curvature is zero) [58–60].
• In the semiclassical description of general relativ-
ity (Λ > 0) when matter field is present, a prelimi-
nary estimate of the expected order of magnitude of
vacuum energy density stored in the cosmological
constant today with respect to the KGB vacuum
yields a remarkable coincidence with the empirical
data [57].
On this basis, while there is definitely a tremendous
amount of work still to be performed, we would argue
that the KGB method could very well in its own right be
a promising alternative for quantum field theory in the
presence of a non-zero (positive) cosmological constant.
Last but certainly not least, this method is one of very
few choices that has any realistic hope of direct confronta-
tion with the long-standing problem of dS breaking in
linearized quantum gravity and the dark energy problem,
while it recovers all common results in the Minkowskian
limit.
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Appendix A: dS plane waves as generating functions
The fields carrying the representations Πp,0, with p =
1, 2, .., in the scalar discrete series are solutions to the
following equation (issued from equation (9))
(Q0 + κ(κ+ 3))Φ(x) = 0, (A1)
where we have considered the unifying complex parame-
ter κ given by κ = p − 1 or = −p − 2. [The irreducible
representation associated with our study is the massless
minimally coupled representation Π1,0, the lowest case in
the scalar discrete series representations, corresponds to
κ = −3. Note that the case κ = 0 can be considered as
the associated trivial representation.] With the notation
of (24), a continuous family of simple solutions to (A1)
can be written as
Φ(x) = (Hx · ξ)κ. (A2)
Setting ξ = (ξ0, ξ), with ξ = ‖ξ‖v ∈ R4, v ∈ S3, and
|ξ0| = ‖ξ‖, the dot product Hx · ξ takes the following
form
Hx · ξ = (tan ρ)ξ0 − 1
cos ρ
u · ξ = ξ
0eiρ
2i cosρ
(1 + z2 − 2zt),
where z = ie−iρsgn ξ0 and t = u ·v ≡ cos̟. Now, utiliz-
ing the generating function for Gegenbauer polynomials,
(1 + z2 − 2zt)−λ =
∞∑
n=0
znCλn(t), (A3)
with |z| < 1, and making use of this expression with
λ = −κ, the following expansion can be established
(Hx · ξ)κ =
[( ξ0eiρ
2i cosρ
)κ ∞∑
n=0
znC−κn (t)
]
, ℜκ < 1
2
. (A4)
Although (A4) is not valid in the sense of functions since
|z| = 1, the convergence is ensured if we give a negative
imaginary part to the angle ρ. In this regard, the ambient
coordinates is extended to the forward tube [27],
T + = {R5−iV¯ +5 ∩MCH}, V¯ +5 = {x ∈ R5 : x2 ≥ 0, x0 > 0}.
Now, we make use of two expansion formulas involving
Gegenbauer polynomials [61] and normalized hyperspher-
ical harmonics on S3, i.e.,
Cλn(t) =
1
Γ(λ)Γ(λ − 1)
[n
2
]∑
k=0
ckC
1
n−2k(t), (A5)
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with
ck =
(n− 2k + 1)Γ(k + λ− 1)Γ(λ+ n− k)
k!Γ(n− k + 2) ,
and
C1L(v · v′) =
2π2
L+ 1
∑
lm
YLlm(v)Y
∗
Llm(v
′), (A6)
in which v, v′ ∈ S3 and (L, l,m) ∈ N × N × Z, with
0 ≤ l ≤ L and −l ≤ m ≤ l. Combining the Gegenbauer
polynomials generating function (A3) and two expansion
formulas, (A5) and (A6), we have
(1 + z2 − 2zv · v′)−λ
= 2π2
∑
Llm
zLpλL(z
2)YLlm(v)Y
∗
Llm(v
′), (A7)
and the integral representation
zLpλL(z
2)YLlm(v)
=
1
2π2
∫
S3
(1 + z2 − 2zv · v′)−λYLlm(v′)dσ(v′), (A8)
where
pλL(z
2) =
1
(L+ 1)!
Γ(λ+ L)
Γ(λ)
2F1(L+ λ, λ− 1;L+ 2; z2).
Finally, let us return to the dS plane waves (Hx · ξ)κ.
Considering (A4) and (A7), the expansion of the dS plane
waves becomes
(Hx · ξ)κ = 2π2
∑
Llm
ΦκLlm(x)(ξ
0)κ(sgn ξ0)LY ∗Llm(v), (A9)
where the functions
ΦκLlm(x) =
iL−κe−i(L−κ)ρ
(2 cos ρ)κ
p−κL (−e−2iρ)YLlm(u), (A10)
are introduced on the dS hyperboloid. By making use of
the following relation between hypergeometric functions
[28],
2F1(a, b; c; z) = (1− z)(c−a−b)2F1(c− a, c− b; c; z),
the functions ΦκLlm(x) take the form
ΦκLlm(x) = i
L−κe−i(L+κ+3)ρ(2 cosρ)κ+3
Γ(L − κ)
(L+ 1)!Γ(−κ)
×2F1(κ+ 2, L+ κ+ 3;L+ 2;−e−2iρ)YLlm(u).
Since YLlm’s are linearly independent, it is clear that
ΦκLlm(x)’s are solutions to (A1) when adopting the ap-
propriate separation of variables. In addition, the hyper-
spherical harmonics possess the important property that
they are orthonormal. From it we get
ΦκLlm(x) =
(sgnξ0)L
2π2(ξ0)κ
∫
S3
dσ(v)(Hx · ξ)κYLlm(v). (A11)
The above relations make explicit the ‘spherical’ modes
in dS spacetime in terms of the dS plane waves.
Appendix B: The two-point function from
maximally symmetric bitensors in ambient space
Following Allen and Jacobson in Ref. [14], any max-
imally symmetric bitensor can be presented as a sum
of products of three basic tensors [14], while the expan-
sion coefficients are determined by the geodesic distance
σ(x, x′). [The geodesic distance is defined as the distance
along the geodesic connecting the two points x and x′.]
Of course, it can also be defined by a unique analytic
extension when no geodesic connects x and x′. On this
basis, the bitensors constitute a complete set. These fun-
damental tensors can be obtained by
nµ = ∇µσ(x, x′), nµ′ = ∇µ′σ(x, x′),
gµν′ = −c−1(Z)∇µnν′ + nµnν′ . (B1)
The geodesic distance, for Z = −H2x ·x′, can be implic-
itly given by [27]{ Z = cosh(Hσ), if x and x′ are time-like separated,
Z = cos(Hσ), if x and x′are space-like separated.
The two-point function, with respect to these basis biten-
sors, then can be written as follows
Wµνµ′ν′ = A1(σ)gµνg′µ′ν′ +A2(σ)gµµ′g′νν′
+A3(σ)(gµνnµ′nν′ + g′µ′ν′nµnν)
+A4(σ)gµµ′nνnν′ +A5(σ)nµnνnµ′nν′ . (B2)
Since in the present paper we use the ambient space nota-
tions to evaluate the graviton two-point function, let us
accordingly rewrite the basic bitensors based upon the
associated notations.
In the ambient space formalism, we claim that the ba-
sic bitensors associated with nµ, nµ′ , and gµν′ can be,
respectively, written as
∂¯ασ(x, x
′), ∂¯
′
β′σ(x, x
′), θα · θ′β′ , (B3)
In order to prove this, one only should respect the re-
striction to the hyperboloid determined by
Tµν′ = xαµx′β
′
ν′Tαβ′. (B4)
• When Z = cos(Hσ), we have
nµ = x
α
µ ∂¯ασ(x, x
′) = c(Z)xαµ(x′ · θα),
nν′ = x
′β
′
ν′ ∂¯
′
β′σ(x, x
′) = c(Z)x′β′ν′ (x · θ′β′),
∇µnν′ = xαµx′β
′
ν′ θ
̺
αθ
′γ
′
β′ ∂¯̺∂¯
′
γ′σ(x, x
′)
= c(Z)
[
xαµx
′β
′
ν′ θα · θ′β′ − nµnν′Z
]
,
where c(Z) = H/√1−Z2, xαµ = ∂xα/∂Xµ and
x′
β′
ν′ = ∂x
′β
′
/∂X ′
ν′
.
• When Z = cosh(Hσ), nµ and nν′ are multiplied
by i and c(Z) = iH/√1−Z2. For both cases, one
finds
gµν′ + (Z − 1)nµnν′ = xαµx′β
′
ν′ θα · θ′β′ .
18
Appendix C: Some useful relations
To obtain the two-point function, the following identi-
ties are used
∂2 ·D2D′2Wg = −(Q1 + 6)D′2Wg, (C1)
Q2D2D
′
2Wg = D2Q1D′2Wg, (C2)
Q2θθ
′W0 = θQ0θ′W0, (C3)
∂2 · θθ′W0 = −H2D1θ′W0, (C4)
Q2SS ′θ · θ′W1 = SS ′θ · θ′(Q1 − 4)W1
−2H2S ′D2x · θ′W1 + 4S ′θθ′ · W1, (C5)
∂2 · SS ′θ · θ′W1 = TS ′θ′ · ∂¯W1
−H2S ′D1θ′ · W1 + 5H2S ′x · θ′W1, (C6)
∂¯αf(Z) = −(x′ · θα)df(Z)
dZ , (C7)
θαβθ′αβ = θ · ·θ′ = 3+ Z2, (C8)
(x.θ′α′)(x · θ′α
′
) = Z2 − 1, (C9)
(x.θ′α)(x
′ · θα) = Z(1−Z2), (C10)
∂¯α(x · θ′β′) = θα · θ′β′ , (C11)
∂¯α(x
′ · θβ) = xβ(x′ · θα)−Zθαβ , (C12)
∂¯α(θβ · θ′β′) = xβ(θα · θ′β′) + θαβ(x · θ′β′), (C13)
θ′
β
α′(x
′ · θβ) = −Z(x · θ′α′), (C14)
θ′
γ
α′(θγ · θ′β′) = θ′α′β′ + (x · θ′α′)(x · θ′β′), (C15)
Q0f(Z) = (1 −Z2)d
2f(Z)
dZ2 − 4Z
df(Z)
dZ . (C16)
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