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Feb 23, 2007Zusammenfassung
Long-term predictions with a system of dynamic panel models can have tricky properties since the
time dimension in regional (cross) sectional models is usually short. This paper describes the possible
approaches to make long-term-ahead forecast based on a dynamic panel set, where the dependent
variable is a cross-sectional vector of growth rates. Since the variance of the forecasts will depend on
number of updating steps, we compare the forecasts behavior of a aggregated and a disaggregated
updating procedure. The cross section of the panel data can be modeled by a spatial AR (SAR) or
Durbin model, including heteroscedasticity. Since the forecasts are non-linear functions of the model
parameters we show what MCMC based approach will produce the best results. We demonstrate the
approach by a example where we have to predict 20 years ahead of regional growth in 99 Austrian
regions in a space-time dependent system of equations.1 Introduction
This paper discusses long-term forecasts from the spatial econometric models.
Consider a cross-sectional model with a (n × 1) vector gt of growth rates. We denote the vector
yt = ln(˜ yt) as the log of the associated vector of levels ˜ y, where the growth rates were calculated as
gt = ln(˜ yt/˜ yt−1) = yt − yt−1. xt is a matrix/vector of exogenous variables.
2 Space-time models
This section reviews 2 basic modeling strategies for forecasting levels and growth rates in simple
panel models.
2.1 Growth rate models
The basic growth equation relates current growth on spatial lags, past levels and the simplest
exogenous variable xt = 1n:
gt = ρWgt + αxt + βyt−1 + t (1)
with t ∼ N[0,σ2In]. Deﬁning the ßpread matrix“R = (In −ρW) we can write the model (1) as
Rgt = αxt + βyt−1 + t, t ∼ NID[0,σ2]. (2)
The parameters of the model are θ = (α,β,ρ,σ2). Using the inverse spread matrix ˜ R = (In−ρW)−1,
the reduced form (RF) for the growth rates can be expressed by
gt = ˜ Rz0
tγ + ˜ Rt,  ∼ N[0,σ2In] (3)
with z0
t = (xt,yt−1) and γ = (α,β)0. In matrix notation we can write
Rg = Zγ + 
with Z = [x,y−1] where y−1 is the shifted y-vector by 1 lag back. Given ρ we can ﬁnd easily the
OLS estimates:
ˆ γ = (Z0Z)−1Z0Rg
with covariance matrix σ2(Z0Z)−1.
The conditional forecasting for the next period t+1 using the reduced form expression (3) gives
gt+1 = ˜ Rz0
t+1γ + ˜ Rt+1.
Assuming that all the variables up to time t are known, then the conditional expectation at time t
is given by the mean
1ˆ gt+1 = Etgt+1 = ˜ Rz0
t+1γ.
Lemma 1: 1-step prediction of growth rates in dynamic SAR models
The conditional predictive density for the future gt+1 of the OLS estimates in the SAR model (1)
is given by
gt+1 | zt+1,θ ∼ N[R−1z0
t+1γ,σ2 ˜ Mt+1], (4)
with
z0
t+1γ = xt+1α + ytβ
and
˜ Mt+1 = R−1Mt+1R0−1 and Mt+1 = z0
t+1(Z0Z)−1zt+1 + In (5)
and Mt+1 is the regression prediction matrix from the linear regression models (e.g.OLS). The
unconditional predictive density is then given for known ρ by
gt+1 | ˆ θ ∼ t[R−1z0
t+1ˆ γ, ˆ σ2 ˜ Mt+1,n − 2]
where the d.f. of the t-distribution is n-2.
Proof: We write OLS-prediction of the spatial model for t+1 as
gt+1 = R−1zt+1ˆ γ + R−1t+1.
where z0
t+1 = (xt+1,yt) and ˆ γ is the OLS estimate in the reduced form model (3). Since the distri-
bution of the OLS estimate is ˆ γ ∼ N[γ,σ2(Z0Z)−1] then we get unbiased forecasts with Eˆ γ = γ
and the variance matrix has the form (because of independence)
V ar(gt+1) = V ar( ˜ Rz0
t+1ˆ γ) + V ar( ˜ Rt+1) =
= ˜ Rz0
t+1V ar(ˆ γ)zt ˜ R0 + ˜ RV ar(t)R0 =
= ˜ R[z0
t+1ˆ σ2(Z0Z)−1zt+1 + ˆ σ2In] ˜ R0
= ˆ σ2 ˜ Mt+1.
In some cases, the growth regression has to model data that are not yearly observed but say, in 5
or 10 years intervals. In these cases we can predict in 5 or 10-year step sizes of interval length h = 5
or 10. The model is similar to the one step model and therefore has the same prediction properties.
Lemma 2: h-step prediction in dynamic SAR models
We consider the model as in (1) that has now a lag h (=1,2,...) endogenous variable yt−h:
gt = ρWgt + αxt + βyt−h + t (6)
2The conditional predictive density of model is with R = (In − ρW)
gt+h | ˆ θ ∼ N[R−1z0
t+1ˆ γ, ˆ σ2 ˜ Mt+1], (7)
with
z0
t+hγ = xt+hα + ytβ
while the unconditional predictive density is
gt+h ∼ t[R−1z0
t+hγ,s2 ˜ Mt+h,n − 2]
where s2 is the estimated residual variance, and with
˜ Mt+h = R−1Mt+hR0−1 and Mt+h = x0
t+h(Z0Z)−1xt+h + In (8)
Proof: The proof is similar as before. We write OLS prediction of the spatial model for t+h as
gt+h = R−1z0
t+hˆ γ + R−1t+h.
where z0
t+h = (xt+h,yt) and ˆ γ is the OLS estimate in model (6). Note that in the last observed
values is h steps away.
2.2 Level forecasting by updating
This section derives the formula for the predictions of level variables, when the growth rate are
speciﬁed by a cross sectional SAR models as in (1). First we need an updating equation from
growth rates gt to levels yt. We denote by ˜ yt the levels and by yt = log(˜ yt) the log levels. Then a
updating formula for all the elements of the level vector is
yt+1,i = yt,i(1 + gt+1,i) i = 1,...,n. (9)
where the growth rates at time t+1 are given by
gt+1,i = yt+1,i − yt,i = ln(˜ yt+1,i/˜ yt,i)
In vector form the level vector can be written as a direct product of the growth rates
yt+1 = yt  (1n + gt+1) = Diag(yt)(1n + gt+1),
where 1n is a (n × 1) vector ones and Diag(yt) is the diagonal matrix of the vector yt.
Lemma 3: 1-step prediction of levels in dynamic SAR models
The conditional predictive density for the future gt+1 of the OLS estimates in the SAR model (1)
is with R = (In − ρW) given by
3The conditional predictive density of the levels is
yt+1 | zt+1,θ ∼ N[R−1z0
t+hγ,σ2Diag2(yt) ˜ Mt+1],
where the mean is given by
µt+1 = Diag(yt)(1n + Rµt+1)
using the result of Lemma 1.
Proof: The mean is the conditional expectation of
E[Diag(yt)(1n + gt+1)] = Diag(yt)(1n + R−1z0
t+hγ)
and the variance by
Σ = V ar(Diag(yt)(1n + gt+1)) = Diag(yt)σ2 ˜ Mt+1Diag(yt) = σ2Diag2(yt) ˜ Mt+1,
where we used the result (4) of Lemma 1.
gt+h = Rxt+hα + R Diag2(yt)(1n + gt)β + Rt+h. (10)
Lemma 4: h-step prediction of levels in dynamic SAR models
The conditional predictive density for the h-step forecasts of the levels is
gt+h ∼ N[ˆ gt+h,Vt+h],h = 1,...,H.
and the unconditional predictive density is is t-distributed
yt+1 ∼ t[R−1z0
t+hγ,s2 ˜ M,n − 2]
where s2 is the estimated residual variance, and with ˜ M as before.
Proof: The h-step ahead level is given by the updating formula
yt+h = yt  (1n + gt+h) = Diag(yt)(1n + gt+h),
where gt+h is the h-step ahead growth rate as in Lemma 2. Note that at the right hand side we have
only observed quantities because we assume that the xt stay constant (or are known in advance).
The predictive density of the future levels is
yt+h | zt+h ∼ N[R−1z0
t+hγ,σ2Diag2(yt)RR0],
where the mean is given by
E[Diag(yt)(1n + gt+h)]Diag(yt)(1n + R−1z0
t+hγ)
using the result (7) of Lemma 2 and the variance by
Σ = V ar(Diag(yt)(1n + gt+h)) = Diag(yt)σ2RR0Diag(yt) = σ2Diag2(yt)RR0.
42.3 Space-time models for observations in levels
Dynamic panel data can be used for simple space-time models. This section derives a simple re-
lationship between space-time models in level data and Dickey-Fuller type regression models for
panel data. For the start, we consider a spatial VAR(1) model for panel data (without exogenous
variables):
yt = ρWyt + α1n + βyt−1 + t (11)
or
Ryt = α1n + βyt−1 + t. (12)
The reduced form (RF) is with R = (In − ρW) given as
yt = R−11nα + R−1yt−1β + R−1t.
and can be written as a spatially correlated normal distribution:
yt ∼ N[R−1µt,Vt = σ2(R0R)−1].
with µt = 1nα+βyt−1. The conditional predictive density at time t for the next level yt+1 is normal
yt+1 ∼ N[R−1µt+1,σ2(R0R)−1].
since µt+1 = 1nα+βyt and yt at time t is known. The unconditional predictive density is t-distributed
yt+1 ∼ t[R−1µt+1,s2 ˜ M,n]
where s2 is the estimated residual variance, and with ˜ M as before.
What can we say about the model of growth rates in this spatial VAR(1) model?
We can derive from the VAR equation (12) also a model for growth rates by subtracting Ryt−1:
Ryt − Ryt−1 = α1n + βyt−1 − Ryt−1 + t = (13)
= α1n + (βIn − R)yt−1 + t = (14)
= α1n + (β − 1)yt−1 − ρWyt−1 + t. (15)
This model we recognize as a spatially augmented Dickey-Fuller type regression model for panel
data where the spatial lag term ρWyt−1 corrects for possible spatial correlation. If we consider the
y0
ts as logged level variables then we can ﬁnd a distribution for the growth rates gt = yt − yt−1.
Therefore the growth rates are distributed as
gt ∼ N[R−1˜ µt−1,Vt = σ2(R0R)−1].
5with ˜ µt = α1n + ((β − 1)In − ρW)yt−1. The predictive density at time t for the next growth rate
gt+1 is
gt+1 ∼ N[R−1˜ µt+1,σ2(R0R)−1].
since at time t yt in ˜ µt+1 is known. Unconditionally, the predictive density for the growth rates at
time t+1 is given by a t-distribution
gt+1 ∼ t[R−1˜ µt+1,s2(R0R)−1,n],
where s2 is the sampling variance.
3 SAR forecasting with panel data
SAR models are estimated from a cross section sample with n units, but this sample is usually
recorded at a speciﬁc time point t. Thus we can write the SAR(1) model as
yt = ρWyt + Xtβ + t (16)
where Xt is a known regressor matrix with variables up to time t. Therefore we can predict the
SAR model if we know the regressor matrix Xt+1 up to time t+1. Given the MCMC output as a
posterior sample of the SAR parameters
(βj,ρj,σ2
j), j = 1,...J,
we can ﬁnd a predictive sample of the future vector yt+1 by simulating draws from the reduced
form. Not that the reduced form is ﬁxed to observations a a speciﬁc spatial pattern where the W







where Rj is given by Rj = (In − ρjW). From the predictive sample we can calculate the mean and


















t+1 − ¯ yt+1)2.
63.1 Several W’s
.
Note that this forecasting approach can be extended to diﬀerent W’s:
yt = ρ1W1yt + ρ2W2yt + Xtβ + t. (19)






jRj)−1], j = 1,...J, (20)
but the Rj are changed to Rj = In − ρ1W1yt − ρ2W2yt. Similar expressions exists for more than 2
W’s.
4 Multi-step predictions in lagged models
First we consider the non-spatial dynamic panel model
gt = Xtβ + t, t ∼ N[0,σ2In] (21)
with Xt = [yt,Zt] where yt is the log-level of the growth rates gt. To forecast this model, that is
to get the growth rate at time t+1 we shift the model ( 23) by one period:
gt+1 = Xt+1β + t+1, t+1 ∼ N[0,σ2In] (22)
We assume that the regressors Zt+1 are known and the level yt+1 is updated by
yt+1 = yt + gt
by the deﬁnition of log growth rates and since yt+1 = logYt+1.
In case of a spatial model
gt = ρWgt + Xtβ + t, t ∼ N[0,σ2In] (23)








t , j = 1,...,J.
































75 Forecast stability conditions
Forecasting a dynamic diﬀerence equation system shifts the focus from the coeﬃcients to the possible
future paths of the (vector of) observations. Such stability condition have been worked out in
the theory of systems of diﬀerence equations. In the following we concentrate on the planar (2-
dimensional) case, where we consider two variables where the diﬀerences are regressed on the levels.
yt − yt−1 = α1yt−1 + α2xt−1 + 1t,
xt − xt−1 = β1yt−1 + β2xt−1 + 2t,
t ∼ N[0,σ2I2]
with t = (1t,2t)0 or
yt = (1 + α1)yt−1 + α2xt−1 + 1t,
xt = β1yt−1 + (1 + β2)xt−1 + 2t
t ∼ N[0,σ2I2].
The Jacobian diﬀerencing matrix for the variable vector (y,x) is given by
 
1 + α1 α2
β1 1 + β2
!
(26)
This means that the eigenvalues of this matrix need to be smaller than 1 to ensure stability. Such
restrictions can be built quite easily into an MCMC estimation procedure. Now we extend this
approach to a 2n equation system with x and y being 2 n-dimensional vectors and Wy and Wx
being spatial lag (or ’potential’) variables, respectively. Then the system can be written as
yt − yt−1 = α1Wyt−1 + α2Wxt−1 + 1t, (27)
xt − xt−1 = β1Wyt−1 + β2Wxt−1 + 2t, (28)
t ∼ N[0,Diag(σ2
1,σ2
2) ⊗ In] (29)
Now we write the equation system in the level variables as
yt = (In + α1W)yt−1 + α2Wxt−1 + 1t, (30)
xt = β1Wyt−1 + (In + β2W)xt−1 + 2t. (31)
Writing this equation system as
zt = Azt−1 + t
with t ∼ N[0,Diag(σ2
1,σ2
2)⊗In]. In the same way as before we can compute the Jacobian derivative
matrix using matrix diﬀerential calculus as e.g. in Magnus and Neudecker (1988). Then the 2n×2n
matrix is given by
A =
 
In + α1W α2W
β1W In + β2W
!
(32)
8As before, we can guarantee the long-term steady-state stability by making sure that all eigenvalues
are less than 1. This property can be easily built into the MCMC procedure of an OLS (or SAR)
system model. Let us denote the 3 conditional distributions by p(ρ | θc),p(β | θc), and p(σ2 | θc)
where θ = (ρ,β,σ2) denotes all the parameter of the model and θc the complementary parameters in
the f.c.d.’s. The only the conditional distribution for the β-vector has to be adjusted by accepting
only those β’s that obey the forecasting stability condition, i.e. the eigenvalues of the Jacobian
matrix (32).
Note that the model can be extended to include the lag-level eﬀects:
yt − yt−1 = α1Wyt−1 + α2Wxt−1 + α3yt−1 + α4xt−1 + 1t, (33)
xt − xt−1 = β1Wyt−1 + β2Wxt−1 + β3yt−1 + β4xt−1 + 2t, (34)
t ∼ N[0,Diag(σ2
1,σ2
2) ⊗ In] (35)
Now we write the equation system in the level variables as
yt = ((1 + α3)In + α1W)yt−1 + (α4In + α2W)xt−1 + 1t, (36)
xt = (β3In + β1W)yt−1 + ((1 + β4)In + β2W)xt−1 + 2t. (37)
The Jacobian diﬀerence matrix is then
A =
 
(1 + α3)In + α1W α4In + α2W
β3In + β1W (1 + β4)In + β2W
!
. (38)
5.1 Estimation of the diagonal system
Since assuming diagonal errors as in (35) the system has lagged spatial lags (’splags’) we can estimate
each equation by a Bayesian OLS-type program. The regression for the ﬁrst equation () is
˙ yt = Ztθ1 + 1t (39)
and has regressors
Zt = [1,yt−1,Wyt−1,xt−1,Wxt−1]
with θ1 = (θ10,...,θ14). Thus the prior information has to be speciﬁed for θ1 and σ2
1 and in similar
way we can estimate the second equation from (34). From both equations we keep only those
simulated draws that obey the forecast stability conditions in (55).
To forecast the system we need ﬁrst to forecast the the next levels and then individual growth rates:
From updating equation ( 36) we get yt+1:
yt+1 = ((1 + α3)In + α1W)yt + (α4In + α2W)xt + 1,t+1, (40)
and from equation ( 37)
xt+1 = (β3In + β1W)yt + ((1 + β4)In + β2W)xt + 2,t+1. (41)
9Now the regressor matrix for time t+1 is the same for both equations:
Zt+1 = [1,yt,Wyt,xt,Wxt]
and the future growth rate can be computed from inserting and updating into the regression model:
˙ yt+1 = Zt+1θ1 + 1,t+1, (42)
˙ xt+1 = Zt+1θ2 + 2,t+1. (43)













1 , j = 1,...,J.
From the same MCMC sample we do the repeated updating:
y
(j)
t+1 = ((1 + α
(j)
3 )In + α
(j)
1 W)yt + (α
(j)
4 In + α
(j)






3 In + β
(j)
1 W)yt + ((1 + β
(j)
4 )In + β
(j)
2 W)xt, j = 1,...,J. (45)












Repeat this procedure for the whole forecast horizon.
5.2 Lagged growth rates
Now we consider a system with lagged growth rates
yt − yt−1 = α1 ˙ yt−1 + α2 ˙ xt−1 + α3yt−1 + α4xt−1 + 1t, (46)
xt − xt−1 = β1 ˙ yt−1 + β2 ˙ xt−1 + β3yt−1 + β4xt−1 + 2t, (47)
t ∼ N[0,σ2I2] (48)
with t = (1t,2t)0 or
yt = (1 + α1 + α3)yt−1 + (α2 + α4)xt−1 − α1yt−2 − α2xt−2 + 1t,
xt = (β1 + β3)yt−1 + (1 + β2 + β4)xt−1 − β1yt−2 − β2xt−2 + 2t
t ∼ N[0,σ2I2].





1 + α1 + α3 α2 + α4 −α1 −α2
β1 + β3 1 + β2 + β4 −β1 −β2
1 0 0 0






For the stability condition it is only necessary to evaluate the eigenvalues for the ﬁrst diagonal
block. (check)
Similarily we can work out the extended matrix with spatial lags.
105.3 Contemporaneous growth rates
We consider the system from above in (46) to ( 47) with contemporaneous growth rates
yt − yt−1 = α1Wyt + α2Wxt + α3yt−1 + α4xt−1 + 1t, (50)
xt − xt−1 = β1Wyt + β2Wxt + β3yt−1 + β4xt−1 + 2t, (51)
t ∼ N[0,Diag(σ2
1,σ2
2) ⊗ In] (52)
Now we write the equation system in the level variables as
(In − α1W)yt = (1 + α3)yt−1 + α4xt−1 + α2W)xt + 1t, (53)
(In − β2W)xt = (1 + β4)xt−1 + β3yt−1 + β1W)yt + 2t. (54)




(1 + α3)R1 α4In + α2W
β3In + β1W (1 + β4)R2
!
. (55)
Again the eigenvalues of this matrix have to be smaller than 1.
6 Forecast evaluations
We propose the predictive ordinate criterion (POC): Let p(yt+1,i) the predictive density of the




log[p(yt+1,i)] = log(t[yt+1 | R−1µt+1,s2 ˜ M,n])
where t the t-density that is obtained from the predictive distribution of the spatial model.
7 Empirical Illustration
In this section we illustrate the above discussion with the estimation of and a forecast of time series
of a small modelling system. The aim is to forecast population, gdp and employment growth for 94
Austrian regions. We estimated the following systemn of equations:
g1,t = c1 + β1 log(gdp0) + ρ1W2g1,t + γ1du(k) + 1,t
g2,t = c2 + β2 log(popdensity0) + ρ2W2g2,t + γ2du(k) + 2,t (56)
g3,t = c3 + β2 log(employment0) + ρ3W3g3,t + γ3du(k) + 3,t
where g1,t is gdp growth. g2,t is population growth, g3,t is employment growth, du(k), k = 1,...,9
are dummies for the 9 federal regions of Austria, W1,W2 and W3 are spatial weighting matrices.
117.1 Estimation results
Table 1 display the estimation results for the three euqations above. The ﬁrst and the last collumn
displays the gdp growth model. The initial level of regional gdp is included in the regression in
gdp growth to account for possible convergence between the 94 regions. As can be seen from the
table, the starting point enters the regression negatively and signiﬁcant in both speciﬁcations, which
indicates a convergence eﬀect. As we are concerned with regional spillovers neighboring gdp is also
accounted for entering with parameter ρ1. Neighboring gdp is highly signiﬁcant, the point estimate
being about 0.37 in both speciﬁcations. We also accounted for possible sources of heterogeneity
between federal regions by including dummies for the 9 federal regions.
Collumn 2 and 3 display the results for population growth. We employed two speciﬁcations, one
without traﬃc infrastructure variables and one without. The construction of infrastructure varia-
bles to model infrastructure eﬀects (access(far) and access(near)) is described in polasekschwarz-
bauer2006. The higher these indicators for a particular region the worse is the accessibility of that
particular region. In both speciﬁcations we condition on initial population density in the region
to test whether population growth is higher in densely populated regions regions other than non-
densely populated regions. Population density enters signiﬁcant and positive, indicating that an
increase of population density by 1 percent will increase population growth by 0.002 (0.003) percen-
tage points. Again as before we also included neighboring population growth to account for spatial
spillovers in population growth. Spatial spillovers enter positively and signiﬁcant, the magnitude
bein similar in size to that in the gdp growth equation.
Collumn 4 shows the employment growth model. There is indication of a modest regional spil-
lover eﬀect. We also included the log of employment 1998 for each of the regions to control for






























































































































































































































































































































































































































































































































































































































































































Abbildung 1: GDP Forcast: yearly update
14Abbildung 2: GDP Forecast: 5 year update
15Abbildung 3: Population forecast without traﬃc infrastructure
16Abbildung 4: Population forecast with traﬃc infrastructure
17Abbildung 5: Employment forecast
18