In the present study, the Group Method of Data Handling (GMDH) network has been utilized to predict abutments scour depth for both clear-water and live-bed conditions. The GMDH network was developed using a Back Propagation algorithm (BP). Input parameters that were considered as effective variables on abutment scour depth included properties of sediment size, geometry of bridge abutments, and properties of approaching flow. Training and testing performances of the GMDH network were carried out using dimensionless parameters that were collected from the literature. The testing results were compared with those obtained using the Support Vector 
INTRODUCTION
Accuracy of abutment scour prediction and its destructive influences is one of the most remarkable problems that bridge designers should consider. Scour phenomena may cause collapse of ocean and coastal structures that are embedded in rivers and the sea (e.g. Melville , ). Laursen & Toch () and Garde et al. () initiated experimental research into bridge crossing and analysis of relief bridge scour. A fundamental factor of the scour mechanism is a down flow with a complex structure. To reach the maximum scour depth around an abutment, four structures of flow should be formed in the down flow, primary vortex, secondary vortex, and wake vortices (Kwan ) . At abutment, approaching flow faces a stagnation region which develops a vertical stagnation pressure gradient. Therefore, the stagnation pressure decreases downward and a net downward force is created to derive the flow downward. The jet created by the down flow pushes the bed causing it to erode bed soil and then rolls up and become part of the primary vortex. The primary vortex develops once the initial scour hole is formed and is responsible for the future development of the scour hole (e.g. Kwan ; Melville ) . The flow accelerates downward into the hole and outward around the abutment in a spiraling motion. In fact, most of the scour holes feature a series of grooves next to the primary scour which suggests that a secondary vortex is included by the primary vortex with an opposite direction of rotation to the primary vortex (Kwan ) . The vortices are created by the separation of the flow by the upstream abutment corner. The unstable shear layers created by the flow separation roll up to from eddy structures known as wake vortices. The wake vortices are carried downstream by the mean flow and cause an erosion process acting like small tornadoes sucking up material from bed soil. The wake vortices are very weak compared to the primary vortex (Melville ) .
A large number of field and experimental investigations have been carried out in the USA and New Zealand. For instance, Melville (, ) presented comprehensive reports of scour experiments from several researchers (e.g. Tey ; Kandasamy ; Kwan ). These experiments have been carried out for both clear-water and live-bed conditions. Furthermore, they investigated the effects of different shapes of abutment such as vertical wall, semi-circular end, 45 W wing wall, and spill-through abutments on scour depth. Several traditional equations have been obtained from their investigations, which are presented in Table 1 . From previous field and experimental investigations, it was found that traditional equations failed in abutment scour prediction due to the complexity of scour. Hence artificial intelligence approaches have predicted well physical behavior of scour phenomena around hydraulic structures (e.g. Guven & Gunal ; Azamathulla et al. , ; Guven & Azamathulla a, b) . Recently the Group Method of Data Handling (GMDH) network was used to predict scour around hydraulic structures (Najafzadeh & Barani ; Najafzadeh & Azamathulla ; Najafzadeh et al. ). The results of the investigation indicated that the GMDH network could provide relatively better prediction of scour depth than those obtained traditional equations. Also, the GMDH network solved problems with high accuracy in different fields of engineering (e.g. Sakaguchi & Yamamoto ; Nariman-zadeh et al. ; Kalantary et al. ) .
The main objective of the paper is to study the efficiency of the GMDH network for the abutment scour prediction in both clear-water and live-bed conditions. Also, the results of the GMDH network will be compared with those obtained using the Support Vector Machines (SVM) and traditional equations.
ANALYSES OF EFFECTIVE PARAMETERS ON ABUTMENT SCOUR DEPTH
Based on previous investigations, local scour depth around bridge abutments in non-uniform sediments depend on sediment size and gradation, abutment shape and alignment, and characteristics of approaching flow (Melville , ) . Therefore, the scour depth can be defined by the following function:
where ρ, υ, U, y, ρ s , d 50 , σ g , L, K s and g are fluid density, kinematic viscosity, mean flow velocity, sediment density, median size, geometric standard deviation of the sediment particle size distribution, abutment shape factor, and acceleration of gravity, respectively (Melville , ) .
Relative density of sediment and the viscosity of fluid are constant parameters and they can be eliminated from Equation (7). Hence the function below results:
where
is the Froude number due to particle size of bed sediment (Fr).
In this study, different abutment shapes are utilized for modeling of scour depth and their influences are expressed by this factor (Figure 1) . Different values of K s are presented in Table 2 .
Using grouped non-dimensional parameters produced better predictions of scour depth than that of dimensional parameters (e.g. Guven & Gunal ; Azamathulla et al. , ; Najafzadeh & Barani ; Guven & Azamathulla a, b) . In this way, Equation (8) was used to develop the GMDH network and SVM model for scour modeling.
The collection data are divided into two groups of clearwater and live-bed conditions. In fact, ratio of average flow velocity to average flow velocity at incipient motion (U=U c ) determines whether particle or bed material motion occurs.
If U=U c < 1 and U=U c > 1 occur in the clear-water and live-bed conditions, respectively, the GMDH network and SVM model will develop in the two conditions separately. Hence 96 and 84 data sets were collected with clear-water and live-bed conditions from the literature, respectively (Melville ; Lim ).
Out of a total of 84 and 96 data sets, about 75% were selected randomly for training, whereas the remaining 25% were used to test each of the flow conditions. Also, ranges of used data sets are presented in Table 3 . The GMDH network GMDH is a learning machine based on the principle of heuristic self-organizing, proposed by Ivakhnenko in the 1960s. It is an evolutionary computation technique, which has a series of operations such as seeding, rearing, crossbreeding, and selection and rejection of seeds correspond to determination of the input variables, structure and parameters of the model, and selection of the model by principle of termination (Ivahnenko ) . By means of the GMDH algorithm, a model can be represented as a set of neurons in which different pairs of them in each layer are connected through a quadratic polynomial and thus produce new neurons in the next layer. Such representation can be used in modeling to map inputs to outputs. The formal definition of the system identification problem is to find a functionf that can be approximately used instead of the actual function f, in order to predict the outputŷ for a given input vector X ¼ (x 1 , x 2 , x 3 , . . . , x n ) as close as possible to its actual output y. Therefore, given n observations of multi-input-single-output data pairs so that
it is now possible to train a GMDH network to predict the output valuesŷ i for any given input vector X ¼ (x i1 , x i2 , x i3 , . . . , x in ) , that is:
In order to solve this problem, GMDH builds the general relationship between output and input variables in the form of mathematical description, which is also called reference. The problem is now to determine a GMDH network so that the square of difference between the actual output and the predicted one is minimized, that is:
The general connection between input and output variables can be expressed by a complicated discrete form of the Volterra function, a series in the form of:
which is known as the Kolmogorov-Gabor polynomial (Ivahnenko ; Farlow ).
The polynomial order of PDs is the same in each layer of the network. In this scenario the order of the polynomial of each neuron (PN) is maintained the same across the entire network. For example, assume that the polynomials of the PNs located in the first layer are those of the second order (quadratic):
Here, all polynomials of the neurons of each layer of the network are the same and the design of the network is based on the same procedure. The main advantage of the GMDH network is that only six weights (coefficients) have to be computed for each neuron. Therefore, the volume of calculations would be diminished. The weighting coefficients in Equation (13) were calculated using regression techniques (Ivahnenko ; Farlow ) so that the difference between actual output, y, and the calculated one,ŷ, for each pair of x i , x j as input variables was minimized. In this way, the weighting coefficients of quadratic function G i were obtained to optimally fit the output in the whole set of input-output data pairs, that is:
Application of BP algorithm in the topology design of GMDH network
In this section, the GMDH network was improved using the Back Propagation (BP) algorithm. This method included two main steps. First, the weighting coefficients of the quadratic polynomial were determined using least squares method from input layer to output layer in the form of a forward path. Secondly, weighting coefficients were updated using the BP algorithm in a backward path. Again, this mechanism could be continued until the error in training network (E) was minimized. 
SUPPORT VECTOR MACHINES
SVM, like artificial neural networks, are a kind of datamining approach. The SVM have been successfully applied to a number of applications ranging from particle identification, facial identification and text categorization to engine knock detection, bioinformatics and database marketing. The classification problem is used to investigate the basic concepts behind SVM and to examine their strengths and weaknesses from a data-mining perspective (Campbell ) . Regression algorithms of SVM are achieved by some modification to the classification algorithms of SVM. The other details of the SVM model are presented in the literature (Smola & Scholkopf ) . To develop the SVM model for each process, two main parameters of the SVM model namely regularization parameter (C) and the type of kernel (Polynomial or Gaussian Radial Basis Function) should be determined. In this study, the Gaussian Radial Basis Function kernel was used to minimize training errors. The regularization parameter C and the size of error in sensitive zone parameters control the complexity of prediction. In this way, values of C and ε are adjusted to 3.1855 and 3 for clear-water conditions, 2.4024 and 0.096 for lived-bed conditions, respectively to minimize the error.
RESULT AND DISCUSSION
In this study, R (correlation coefficient), RMSE (root mean square error), and MAPE (mean absolute percentage of error) are utilized for evaluation of the GMDH-BP, the SVM model, and the traditional equations. Relationships of these common error parameters are presented as follows:
× 100 Table 4 . For live-bed conditions, it was found that GMDH-BP predicted the scour depth with lower error (RMSE ¼ 0.29 and MAPE ¼ 0.99) and higher accuracy (R ¼ 0.98) than those obtained using the SVM model (R ¼ 0.93, RMSE ¼ 0.61, and MAPE ¼ 1.67). In this study, traditional equations are utilized to predict abutment scour depth in both live-bed and clear-water conditions (Table 1) . Performances of these equations were carried out based on their Table 4 . From Table 4 , it can be found that Equation (3) and Equation (5) Table 4 , it is apparent that Equation (4) and Equation (2) predicted the scour depth with lower error (RMSE ¼ 1.07, MAPE ¼ 1.22) and higher accuracy (R ¼ 0.95), respectively. The SVM model performed the abutment scour depth relatively with lack of accuracy for clear-water conditions. A remarkable outcome from Table 4 is that, Equation (2) has higher accuracy (R ¼ 0.95) in comparison with other traditional equations for both live-bed and clear-water conditions. In addition, Equation (2) has the main effective parameters that were used for modeling of scour depth. This equation expresses that scour depth is a function of abutment geometry, flow conditions, and sediment properties. Figures 2 and 3 illustrated scatter plots between predicted and observed scour depth values for testing stage by the GMDH-BP and SVM model for both livebed and clear-water conditions, respectively.
To clarify the new contributions of this study, efficiency of GMDH-BP has been investigated by four shapes of bridge abutment for both clear-water and live-bed conditions. Performances of the GMDH-BP and SVM model for semicircular end, vertical-wall, spill-through, and 45 W wing-wall abutments are presented in 
SENSITIVITY ANALYSIS
To determine the importance of each input parameter on abutment scour depth, the GMDH-BP was applied to sensitivity analysis for both live-bed and clear-water conditions. The analysis was conducted such that one parameter of Equation (8) was eliminated each time to evaluate the effect of that input on output. In this way, the R, RMSE, and MAPE are characterized as prevalent statistical errors. For clear-water conditions, the results of the analysis indicated the shape factor, K s , (R ¼ 0.92, RMSE ¼ 0.9, and Table 6 .
CONCLUSION
In this study, abutment scour depth in clear-water and livebed conditions was predicted by the GMDH-BP, SVM model and several traditional equations. In this way, the main effective parameters were determined based on previous investigations. The BP algorithm was utilized to develop the structure of the GMDH network. Weighting coefficients of the GMDH network were derived by this technique. For live-bed conditions, the GMDH-BP predicted the scour depth with lower error (RMSE ¼ 0.29 and MAPE ¼ 0.99) and higher accuracy (R ¼ 0.98) than values obtained using the SVM model (R ¼ 0.93, RMSE ¼ 0.61, and MAPE ¼ 1.67). Also, performances for the clear-water condition indicated that the GMDH-BP produced more accurate results (R ¼ 0.96, RMSE ¼ 0.53, and MAPE ¼ 0.726) than the SVM model (R ¼ 0.9, RMSE ¼ 1.49, and MAPE ¼ 1.87). Furthermore, performances of the traditional equations showed that Equation (6) provided the scour depth with a higher error (MAPE ¼ 16.1) in comparison with other traditional methods. From the testing results, it can be found that the GMDH network is superior to the SVM model and the traditional equations. In general, this paper proved that the GMDH network can be a useful soft computing tool to predict the behavior of scour around hydraulic structures. 
