In a Kurodoko puzzle, one must colour some squares in a grid black in a way that satisfies non-overlapping, non-adjacency, reachability and numeric constraints specified by the numeric clues in the grid. We show that deciding the solvability of Kurodoko puzzles is NP-complete.
⊆ W}. Similarly, vt is the length of the longest such vertical run. We say that (r, c) touches the squares in these runs, including itself. We show that the Kurodoko Decision Problem, "given w, h, C and N and, is there a set B ⊆ V satisfying the above criteria?," is NP-complete. We take w and h to be represented as binary encodings, C as a list of points (vertices) and N as a list of integers; the i'th integer in the list representing N is the function's value at the i'th point in the list representing C.
To help the reader gain an understanding of these rules and their implications we offer a simple observation: Theorem 1. If (w, h, C, N) is solvable and ∃v ∈ C : N(v) = 1, then 1 ∈ {w, h} and w + h ≤ 4.
Proof. Let (w, h, C, N) be given and suppose that w, h ≥ 2. Let v be given with N(v) = 1. Then, since w ≥ 2, either v has a right or left neighbour, or both; let us call any one such neighbour v . Since h ≥ 2 this neighbour v has a neighbour below or above, or both. In either case, call such a neighbour v . By rule 4, all neighbours of v must be black. By rule 2, all those neighbours' neighbours must be white, including v . But since v is surrounded by black squares, there cannot be a path from v to v that steps on only white squares, violating rule 3. Therefore, w and h can't both be at least 2; assume by symmetry that h < 2. It cannot be that h = 0 or there would be nowhere for v to be found (V = ∅), so h = 1. Assume w > 3; then v must either be a corner square with a black neighbour, or have two black neighbours, at least one of which has a white neighbour that isn't v. In either case, there is at least one white square that doesn't have a white-only path to v, which rule 3 requires. So w ≤ 3, and hence w + h ≤ 4.
Proof of NP Membership
We are now ready to state and prove the first part of our claim of NP-completeness.
Theorem 2. The Kurodoko Decision Problem is in NP.
Proof. We show there is a polynomial time witness-checking algorithm. The witnesses will be solution candidates, i.e., candidates for B represented as a list of points. Given such a list, we can easily verify rule 1 in time O(|B| |C|), by two nested loops. We can also verify rule 2 easily in time O(|B| 2 ) by testing for every (r, c) and (r , c ) in B that |r − r | + |c − c | 1. Verifying rule 4 is also fairly easy: for each clue square v, find the closest black square in each of the four compass directions. Then, compute hz + vt − 1 and check that it equals N(v). This takes time O(|C| |B|).
To check rule 3 if w > 2 |B| + 1 or h > 2 |B| + 1, compress the grid by merging adjacent rows that don't contain any black squares and do the same for columns. Then w, h ≤ 2 |B|+1. Find a white square by going through each square until a white square is found. If no white square is found, accept if and only if w = h = 1 (if not w = h = 1 then rule 2 is violated). If a white square v w is found, verify by DFS that each white square has a path to v w (or equivalently, that the number of white squares reachable from v w plus the number of black squares equals the total number of squares). Accept if and only if this is satisfied.
We note that if w and h were given in unary then the compression step would not be necessary since the size of the board would be polynomial in the length of the input. The rest of this article is devoted to proving the next theorem. Theorem 3. The Kurodoko Decision Problem is NP-hard.
Overview of the Hardness Proof and Reduction
We prove the NP-hardness of Kurodoko-solvability, by showing how to compute a reduction from one-in-three-SAT. This problem was shown to be NP-complete in Ref. [5] .
We do the reduction by describing a set of gadgets, a set of 17 × 17 square-of-squares containing clues, which are very amenable to combination and act in circuit-like ways, e.g., as wires, bends, splits, sources, sinks and so forth. These are combined to form three kinds of components: one kind acting like SAT variables, a second kind acting like SAT clauses, and a third kind acting like a matching between the components of the two first kinds, such that each clause component gets routed to the components corresponding to exactly those variables referenced in the clause. When taken as a whole we refer to the gadgets as the board (as in "printed circuit board").
We will show that in every solution to the Kurodoko instance resulting from the reduction, the gadgets will behave according to fairly simple descriptions which capture their circuit properties (e.g., wires behave like the identity function). This in turn implies that the components each behave according to a description which captures the connection to that SAT problem, such that SAT problem must have a solution.
For the reverse direction, we show how to compute a Kurodoko solution from a given SAT solution, and verify that this Kurodoko solution is indeed a solution, i.e., that it satisfies the four rules which define solutions.
The Reduction
In this section, we describe in more detail first the gadgets, then how to manipulate and combine them into components. Next, we describe which components we combine gadgets into, how the components are combined into boards, and finally how to handle a deferred issue which requires global information about the board. In Appendix A.1 we provide an implementation of the reduction in order to ensure there is no ambiguity.
Gadgets
The reduction uses nine different gadgets named Wire, Negation, Variable, Zero, Xor, Choice, Split, Sidesplit and Bend. As an example see Fig. 1 for an illustration of the Wire gadget.
Diagrams of the remaining gadgets are provided in Appendix A.2. Note that in all of them, the outermost rows and columns are either empty, or contain the centered sequence {a question mark, no clue, the clue 2, no clue, a question mark}.
Formally, we can think of the Wire gadget as a Kurodoko instance wire = (17, 17, C, N), where C is the set of clue squares and N is the set of clue values. Some squares v ? contain question marks; formally, we give them the value 1 for now. Their true value will be established once the pattern of how gadgets are combined is known, which depends on the SAT instance given to the reduction. When we speak of deductions about the board, we mean with the true value in place.
The eight marked squares ({n, w, e, s} {i,o} ) are not elements of C, and are in fact not a part of the gadget. The behavior of the gadgets can be succinctly described in terms of the colours of these squares. We think of d i as an input square (for d = n, w, e, s) and d o as an output square. In some sense we want to think of the square in the center row or column immediately outside the gadget as the true output square, but this square will have the same colour as d o . We treat black as 1 and white as 0. With this, we offer a description of the gadgets: • Wire: n o = s i : the north output equals the south input.
• Negation: n o = 1 − s i : the north output is the opposite of the south input.
• Variable: n o ∈ {0, 1}: the north output is always 0 or 1.
• Zero: n o = 0: the north output is always 0.
• Xor: n o = e i ⊕ w i , the north output equals the xor of the east and west inputs.
• Choice: w i + s i + e i = 1, exactly one input is 1.
• Split: w o = e o = s i : the west and east output equals the south input.
• Sidesplit: n o = e o = s i : the north and east output equals the south input.
• Bend: e o = s i : the east output equals the south input. We claim now-and prove later-that in any instance created by our reduction, these relationships have to hold or the instance doesn't have a solution.
Manipulation and Combination of Gadgets
We note that the gadgets are square and can be mirrored and rotated. For compactness, let us introduce some notation for this: if G is a gadget, then G + is G rotated 90
• and G is G mirrored through a vertical line. We call gadgets by their first letter, except for Split which we refer to as T (in Appendix A.2, it looks like a tee). Rotating and mirroring gadgets has the expected consequences to their operation. For example, if we mirror and then rotate clockwise a Bend gadget, the result is a gadget that takes an input on the west edge and outputs this on the north edge, i.e.,
). Note that this is different from B + , where
Note that if an input square x i is adjacent to a clue 2, then its adjacent output square x o must contain the opposite colour of the input square, x i ⊕ x o = 1, or else rule 2 (two blacks) or rule 4 (two whites) would be violated. This implies a curious property of the wire gadget:
; that is, it works in the other direction too. The same is true for Bend and Negation. For the Xor gadget, we see that
This is why there is no Side-Xor: for 
) having coordinates (r, c) ∈ N 2 on the combined board. Then, in the combined instance,
for each (r, c) ∈ C K where r = 16i + r and c = 16 j + c and 0 ≤ r , c ≤ 16 and (
In other words the gadgets are placed next to one another, such that the rightmost column of each gadget overlaps the leftmost column of its right neighbour, and similarly in each other compass direction. The set of clues in the instance (
is the union of the clues in each of the gadgets, suitably translated. For this to be well-defined, the clue values in the overlap areas must agree between the two overlapping gadgets.
If two overlap areas are empty (in both gadgets), this clearly isn't an issue. If one gadget is non-empty in the overlap, it simply "overwrites" the (overlap-)empty gadget, although this will never happen. If they are both non-empty, then they are in fact equal in the overlap area, per our previous remark about their outermost row and column structure. So this will always be well-defined.
Components and the Board
We have just seen how to combine a collection of gadgets K into an instance (w K , h K , C K , N K ). As it happens, components are just such instances. Let us consider as an example the clause component. It has several variants; we show first the variant corresponding to a clause (x, y, z):
Next the variant for a clause (x, ¬y):
Finally the same clause, with variables gadgets added to show the component in a context:
Formally speaking, the first clause component can be described as a combination (by the above rule) of {(B, 0, 0), (W + , 0, 1),
Hopefully it is clear how these work. Assuming the W-and Ngadgets have neighbours to the south which provide input (as in the latter example), this input goes through the W or N and either directly into the C gadget, or through a bend that points it towards the C which it reaches after going through either W + or W − . The pattern is this: the top row is identical in all variants of the clause component. In the bottom row, columns one and three are always empty. For a clause with k variables where k < 3, the rightmost 3−k even-indexed columns contain W-gadgets (these will be connected to a Z input elsewhere). The remaining columns contain W or N, depending on whether the corresponding variable in the clause is negated or not. For instance, the central N is the middle component is there (rather than a W as in the left component) because y is negated. The rightmost W is connected to a Z since the clause only has two variables. Next we show the zero component. This one is rather simple:
Z As we will see later, instances of this will be connected to c 2012 Information Processing Society of Japan clause components for those clauses that refer to less than three variables. Next, let us consider the variable component. Its structure depends on how many times the variable is used. We show the structure for variables used once, twice, thrice and four times:
Once again, it should hopefully be clear what happens. The output produced by V is repeatedly split to go both up and to the right. The copies continue to the right until they can be bent upwards and continue up, such that the variable component produces k equal outputs with a non-outputting square between each output.
Also, the structural pattern should be fairly clear: a variable used k times produces a component of height k and width 2k − 1. The bottom row always has a V in its leftmost square-only this, and nothing more. Other than this, row i from the top has (from left to right) an S , then 2i + 1 times W + , then B + , then k − i − 1 times {nothing, followed by W}.
Finally, we have the routing component. This is built up of multiple copies of two kinds of subcomponents, wires and swaps:
Clearly the (northern) output of the wire component is the southern input. Let a denote the input to S and b the input to S . Then the output of X is a ⊕ b. This is fed through T as input to both X + and X − ; the input to X + is a (from S ) and a ⊕ b (from T ), and so the northern output must be a ⊕ (a ⊕ b) = b. Similarly, the northern output of X − is a.
In order to best motivate the structure of the routing component, we need to look at the structure of the Kurodoko instance produced by the reduction. In the top, there will be one clause component for every clause in the SAT instance; each pair of adjacent components has one column of "air," unused space, between them. At the bottom, there is one variable component for every variable that occurs in a clause somewhere (with the appropriate number of repetitions built into the variable component), as well as k zero components, where k is the amount of "extra space" in the clauses, k = 3m − m j=1 C j , three times the number of clauses minus the total number of literals.
What the routing component does is essentially label each output of the bottom part with the index of its goal column and then sort the signals.
Internally, create an array A (initially 3m copies of ⊥) corresponding to the outputs of the bottom part of the board. For i = 1, . . . , 3m, if the i 3 'th clause has at least (i mod 3) + 1 variables, store i in the leftmost non-⊥ entry of A which corresponds to the (1 mod 3 + 1)'th variable; if not, store i in the leftmost non-⊥ entry of A which corresponds to a zero component.
Then, run some comparison-based sorting algorithm which only compares adjacent elements * 1 . For t = 1, . . . , t max , place a row of swap and wire subcomponents on top of the bottom part of the board, putting swap subcomponents between entries that are swapped at time t and wire subcomponents at entries that are left unchanged at time t. Here, t max is the smallest number such that the algorithm never makes more than t max layers of swaps. In the case of the odd-even transposition sorting network, t max is 3m, the number of elements to be sorted. Note that once A is sorted we are free to stop early (i.e., the height of the routing component may depend on more features of the SAT instance than just its size).
These are the components. They are combined into a board by the same rule used to combine gadgets into components. To summarise the description of the structure of the board, given a SAT instance: on top there's one clause component for every clause in the SAT instance with at least one variable. At the bottom, there's a variable component for every variable contained in at least one clause, and at the bottom right k zero components for every clause with 3 − k variables (k = 1, 2). In the middle, there's a routing component. As an example, consider the SAT instance (¬v 2 , v 1 ). The corresponding Kurodoko instance looks like this:
Note that every gadget with one or more outputs is placed adjacent to other gadgets that have these outputs as their inputs (and vice versa). In other words, in the areas where gadgets overlap, either both (all) gadgets contain no clues in the overlap, or they do contain clues and the clues match up. Also, no gadget contains clues in the outermost rows or columns of the board.
Post-processing the Board to Handle u ?
In Appendix A.2 we show the gadgets. For each of the gadgets, we can make deductions about the colour of some of the squares, under the assumption that the instance containing the square has a solution. In other words, some squares are necessarily the same colour in all solutions. In this section, white (black) squares refers to squares that are white (black) in all solutions.
For some squares containing a question mark in three directions going out from that square there are black squares within the question mark's gadget (whose blackness can be deduced inde- * 1 Examples include insertion sort, bubble sort and the odd-even transposition sorting network. c 2012 Information Processing Society of Japan pendent of the value in the square with the question mark), while in a fourth open direction there are no black squares within the gadget. We call these squares end squares (e.g., there are six of those in S). Suppose that we draw a line from each end square in the open direction and its opposite until we hit the edge of the board or a black square. We call these lines rays. Then, we want to show: Lemma 1. Every square containing a question mark lies on a ray.
Proof. Observe that some question marks can be seen to lie on a ray just by examining the gadget containing the question mark. Call the rest of the question marks non-obvious. Observe (by inspection) that in every gadget G which contains a non-obvious question mark, one can draw one or two lines which are 17 squares long and don't contain any black squares such that every non-obvious question mark lies on one of these lines. It can be seen (again by inspection) that every such line contains two non-obvious question marks which lie in the outermost rows or columns of the gadget, and thus also in the gadgets adjacent to G.
If the question marks can be directly observed to lie on a ray, then the question marks in G must lie on the same ray (observe that the rays point in the right directions for this to follow, i.e., they aren't completely contained within gadget overlap areas). If not, continue into the next neighbour. As argued earlier, this cannot stop by running out of neighbours or running off the board, so this must stop in a gadget containing an end square, with its ray fully containing these 17 square long lines, and thus the nonobvious question marks in G (at least on one of the lines; repeat this argument for the other line, and for all other gadgets).
As a consequence of this two-directional inductive argument, every ray contains at least (in fact exactly) two end squares. Extend the ray from one end square; it will eventually hit an end square. This means that in each of the four directions out from the end squares, we have found a square that is certainly black. If we assume that every square on the ray is white, then for every end square v and every value of N(v) except one, rule 4 must be violated. Assign to N(v) the remaining value, such that every square on a ray must be white.
Observe that every non-end square v ? with a question mark is adjacent to a black square (in a non-ray direction). As this square is on a ray (by lemma 1), it is surrounded by two end squares and thus also two black squares in the ray direction. There might be a black square in the last direction inside the gadget containing v ? . If there is, let N(v ? ) be the value such that the other squares in this last direction must be white. If there isn't, let N(v ? ) have the unique value such that v ? must touch zero squares in this last direction.
Proof of Correctness of the Reduction
We have described how to produce a Kurodoko given a SAT instance. We want to show that the Kurodoko instance has a solution if and only if the SAT instance has a solution. To do this, we first make some observations about the set of solutions to the Kurodoko instance and the properties of its elements.
Consider again the Wire gadget (Fig. 1) . In every Kurodoko
2 ? Fig. 2 The Wire gadget.
instance containing it that has a solution, the squares between 2 and ? must be black, or else rule 4 is violated. Their neighbouring squares will have to be white, or rule 2 is violated. Similar deductions can be made around the 2s adjacent to the ?s. This means that in any solution, the wire gadget must look like in Fig. 2 . The represent squares that are black in all solutions, and · represent squares that are white in all solutions. Not all possible deductions are made-some squares are necessarily white because of the ray property, but these are not marked as such, as this information is not necessary to make the deductions we need. The square marked w must be white, or else the 3 would touch either too few or too many squares and violate rule 4. The squares marked x can be seen to all have the same value, likewise for x, and the two values must be different. Otherwise, either rule 4 or rule 2 would be violated.
Also, the square north (in the board) of the northernmost 2 in the Wire gadget ought to be marked x, as it must be consistent with its value. Partial solutions for the remaining gadgets are to be found in Appendix A.2, along with arguments that they work as described previously.
Proof that Kurodoko Solvability Implies SAT Solvability
We are now ready to prove the following: Theorem 4. Let a SAT instance be given, and let K = (w, h, C, N) be a Kurodoko instance produced by the reduction described previously. If K has a solution, then the SAT instance also has a solution.
Proof. As we just stated, if K has a solution, then the gadgets work as claimed. It is clear from the structure of the components that if the gadgets work as claimed, the components do as well.
Let a solution be given. The reductions specifies an obvious bijection between SAT variables and variable components in K: assign to each SAT variable the value of x in its component (i.e., v 1 is true iff x is black in the leftmost variable component).
Exactly one input to each clause gadget must be black (i.e., true), which by the structure of clause components implies that there is exactly one "good" input to the gadget's containing component, one that is either true (black) and non-negated or false (white) and negated. The routing component matches the clause components with variable components in the same way clauses are matched with variables in the SAT instance. Since clause components each have one good input, the variable assignment ensures that each SAT clause have exactly one literal that is satisfied. That is, the assignment is a solution of the SAT instance.
5.2
Proof that SAT Solvability Implies Kurodoko Solvability Next, we want to establish that if the SAT instance that produces a given Kurodoko instance K has a solution, then K has a solution as well. We will do this by suggesting a solution candidate and then showing that none of the four rules are violated. Proof. Let v ∈ {0, 1} n be a variable assignment which satisfies the SAT constraints. For every live variable i in the SAT, there is one corresponding variable gadget in K; in each such gadget, let x be black if v i is 1 and white if v i is 0. Also, let every square be black if it contains a in its partial solution in Appendix A.2. Let a square be black if the consistency of x and x requires it, and let squares be black according to the description of the gadgets (i.e., if two inputs x and y to an Xor are black, let the squares corresponding to xy and z be black). For purposes of (opposite) consistency, consider the black square in the next-to-top row in the Zero gadget to be a named square (x, x, y, etc.), and cross the gadget boundary: if an outermost x of a gadget is white, the square on the other side of the 2 is black and vice versa. Finally, some squares v ? marked ? are not end squares and aren't flanked by two intra-gadget black squares in the partial solutions in Appendix A.2. One of the two squares adjacent to v ? in the non-ray direction is marked in the partial solutions; let the other be black. Let the remaining squares be white.
First, rule 1 is clearly satisfied: one can see by inspection that no square in a gadget marked nor any named square also contains a clue.
Secondly rule 2: no squares marked are adjacent and no square marked is adjacent to a named square. The set of squares adjacent to named (black) squares that could potentially be black are the negations of said named squares, which obviously don't pose a problem, and one square in Xor marked xy: it contains the value x ∧ y and is adjacent to z = x ⊕ y. Note that if x ⊕ y = x ∧ y then x = y = 0, so this doesn't violate rule 2 either. So there is no pair of adjacent black squares.
Connectedness is required by rule 3. If we can establish that every square is connected to the top left square(s) of the gadget(s) containing it, we can conclude the rule can't be violated, as due to symmetry and transitivity of the connectedness relation each square in a gadget is connected to every other square in that gadget. In particular, each square is connected to the edge squares, which are connected to every square in the neighbouring gadget. But then we can reach any target square, starting at any other square: go through neighbouring gadgets to the gadget containing the target square, and then (staying inside that gadget, going via the top left corner) go to the target square.
It can be seen by inspection * 2 that every square in a gadget has such a path to the top left corner of the gadget, except for one class of square: a 2 in an outermost row or column, with three adjacent black squares-either three squares marked as black, in the case of Zero, or two such squares and one named square. In both cases, assuming this "trapped" square is on the north edge, the next square north of 2 is white by the oppositional consistency of (x, x), having considered the "trapping" black square from Zero as a named square. If there was no such trapping black square, not only would the 2 have an intra-gadget path to the top left square, it would also have a five square path to its closest two ?s.
When there is such a trapping black square, the 2 therefore has a five square path to its nearby ?s through the adjacent gadget. From there, it then has a path to the top left square of both its containing gadgets.
Lastly, rule 4 requires each clue to touch a number of (white) squares denominated by that clue. The clue squares can be divided into three sets, namely those marked ?, those which are flanked by a named square and its negation (possibly with some squares marked w adjacent on one side), and finally the rest, which (loosely speaking) serve to necessitate the flanking of the squares in the middle group by two black squares.
The last group can be seen to all obey rule 4 by inspecting the partial solutions in Appendix A.2, with one exception: the topmost 2 in Zero, but this clue is fulfilled since we treat the black square on the south as named with respect to oppositional consistency-in other words, as every Z has a gadget to the north of it, the square to the north of this 2 is white, and the square to the north of that is black.
It should be obvious from how the values of N(v ? ) are chosen in the reduction that the first group, the squares marked ?, also obey rule 4: the values are chosen such that if every square on a ray is white (which it is), the squares orthogonal to the ray going out from the end squares are white (which they are), and each v ? that isn't "framed" by four necessarily black squares are given black neighbours to frame them (which they are), the clues are satisfied.
Lastly, the clues extended by w and flanked by named squares. These can all fairly straightforwardly be seen to be satisfied by the oppositional consistency of the named squares (and their black flanks). Two notable exceptions are the center squares of every Choice and Xor gadget, respectively. A simple case analysis shows that every choice of x, y and their implied values of xy and z will satisfy the central 3.
Lastly, since v is a solution to the SAT instance, each clause has one true literal. This implies by the structure and combination of the gadgets and components that every choice gadget has one black input. But then it is clear that exactly one of the central x, y, z are white, satisfying the central clue.
Thus, under the assumption that the given SAT instance has a solution, so does the Kurodoko instance K produced by the re- * 2 The inspection may in some cases be easier if one cuts the gadgets into quadrants and see each quadrant to be connected, then realises that the dividing lines can be crossed by paths that only contain white squares. c 2012 Information Processing Society of Japan duction.
Discussion of the Reduction, the Result and Future Work
We have seen (with proof) a mapping from SAT instances to Kurodoko instance which preserves solvability. In fact, we have given a map from SAT solutions to Kurodoko solutions. Note, however, that for every SAT solution there are multiple Kurodoko solutions: every clause component contains gadget-free board positions. In such a "null gadget," one can freely choose the colour of the center square (and one in fact has many more degrees of freedom).
This means that the map from SAT solutions to Kurodoko solutions (given our choice of polynomial time witness checking turing machines) isn't injective. One might as future work try to find a reduction from other problems to Kurodoko where there is an injective solution map.
Also, the use of ? is somewhat unsatisfactory: this makes the atomic parts of the reduction depend on how they're combined. It would make for a simpler and more easily understood reduction if this requirement was eliminated.
However: note that each ? value, and in fact each other integer in the representation of the Kurodoko instance produced by the reduction, is at most linear in the size of the SAT instance (and also the Kurodoko instance). In other words, the Kurodoko solvability problem is in fact strongly NP-complete.
One can do better than linear, though. If one adds kinks to the wire subcomponents (connect four Bends so as to act the same) and adds layers of wire subcomponents between each sorting layer, each ? is on a ray of length O (1) . The details of proving this are left as an exercise to the reader. 
