In this paper, we examine the utility of exploiting idle work- 
cycles assume, at least implicitly, that progress of execution on one workstation, or the lack thereof, has no effect, Finally. how much benefit can be achieved on a real machine and how hard does a parallel programmer have to work to make this happen?
We have addressed these questions in three different ways. Previous research into using idle workstations for parallel computation has taken one of three approaches. Leutenegger and Sun [14] use an analytic-model-based approach to study the feasibility of running parallel applications on nondedicated workstation pool. Their study is based on simple synthetic models of both workstation availability and parallel program behavior.
It is difficult to draw conclusions about behavior of real parallel programs on real workstation pools from their work. Carreiro et al [4] and Pruyne et al [al] propose schemes based on a master-slave approach.
If the workstation on which a task is being executed is reclaimed, the task is killed and is reassigned by the master to a different workstat,ion.
There are two problems with this approach. 
Traces
The first trace is from the workstation cluster of the CAD 
Distribution of workstation idle-time
In this section, we try to answer the question -what is the probability that an idle workstation will be idle for longer For each workstation occurring in the availability traces,
we computed the probability P(z > t) that an idle period would last longer than time t. We considered only those idle periods that were at least five minutes long. We found that the probability distribution varied widely. To summarize the information, we characterized each workstation by the time T such that P(z > T) = 0.5. We refer to t,his measure as the idleness-cutofl. Idle periods shorter than T had a probability greater than half; idle periods longer than T had a probability less than half. The minimum value of the idleness-cutoff was 18 minutes and the maximum value was 9 hours. Figure 4 shows the cumulative distribution of the idleness-cutofi The average value of the idleness-cutofl was 40 minutes for the ucb trace, 70 minutes for the umd trace and 90 minutes for the aisc trace.
Given the large value of the idleness-cutoff, simple strategies (such as LIFO.
FIFO, random etc) for selecting between available workstations should suffice. We note that all of these values are significantly higher than the 26 minutes reported by Douglis [8] in 1990 for the Sprite workstations.
How much benefit can a user expect?
To estimate the benefit that parallel programs might achieve in shared workstation environments, we simulated the execntion of a group of well-known parallel programs on all three pools. We selected a suite of eight programs which includes the NAS parallel benchmarks [22] and three programs that, have been studied by one or more research groups working on parallel processing. We simulated two scenarios:
repeated execution of individual applications without gaps;
(2) repeated execution of the entire set of applications, also without gaps. Since these scenarios keep the pool busy at, all times, they provide an approximate upper bound on the throughput. The equivalent parallel machine is used as the metric.
We first describe the programs we used as benchmarks.
We then describe our simulations and the information used to drive them. Finally, we present the results.
Benchmarks
All programs in t,his suite are programmed in the SPMD model. Figure 5 shows the speedups for the benchmarks running on dedicated parallel machines. These numbers have been obtained from publications [l, 3, 22, 23, 261 . The 
Simulations
To compute the equivalent parallel machine for the scenar- jobs. In our study we assume a simple first-come-first-served batch scheduling policy.
We ran our experiments for one week of simulated t,irne.
This allowed us to study long-term throughput and to Uderstand the effect of time-of-day/day-of-week variations in workstation usage. Figure 3 ).
3.3

Results
Impact of change in eviction cost
In the experiments described above, we assumed that the 
Impact of configuration flexibility
To examine the effect of configuration flexibility, we compared the performance of a single pool for three programs, Figure 10 shows the equivalent parallel machine for one, two and four copies of the program running together. In these experiments, the first copy is allowed to start first.
and others follow in sequence. The first copy is assigned as many nodes as it wants at start time and the other copies compete for the remaining nodes and for the nodes that, become available during the computation. As a result. the first copy achieves better performance than the others. The largest equivalent parallel machine is 11 processors for the 
