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Abstract. We are concerned with the Caldero´n inverse inclusion prob-
lem, where one intends to recover the shape of an inhomogeneous con-
ductive inclusion embedded in a homogeneous conductivity by the as-
sociated boundary measurements. We consider the highly challenging
case with a single partial boundary measurement, which constitutes a
long-standing open problem in the literature. It is shown in several ex-
isting works that corner singularities can help to resolve the uniqueness
and stability issues for this inverse problem. In this paper, we show
that the corner singularity can be relaxed to be a certain high-curvature
condition and derive a novel local unique determination result. To our
best knowledge, this is the first (local) uniqueness result in determining
a conductive inclusions with general smooth shapes by a single (partial)
boundary measurement.
Keywords: Caldero´n’s inverse problem, electrical impedance tomogra-
phy, conductive inclusion, smooth shape, high curvature, single partial
boundary measurement
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1. Introduction
Let Ω and D be bounded Lipschitz domains in Rn, n ≥ 2, such that D b Ω
and Ω\D is connected. Let η ∈ L∞(D) be such that η(x) > η0 ∈ R+,
x = (xj)
n
j=1 ∈ D, and |η(x) − 1| > 0, x ∈ neigh(∂D), where neigh(∂D)
denotes an open neighbourhood of ∂Ω. Set
γ(x) = 1 + (η − 1)χD(x), x ∈ Ω. (1.1)
Introduce
H
−1/2
0 (∂Ω) := {f ∈ H−1/2(∂Ω);
∫
∂Ω
f ds = 0},
and consider the following elliptic PDE problem for u ∈ H1(Ω),div(γ∇u) = 0 in Ω,∂u
∂ν
= g ∈ H−1/20 (∂Ω) on ∂Ω,
(1.2)
where ν ∈ Sn−1 is the exterior unit normal vector to ∂Ω. Associated with
(1.2), we introduce the following Neumann-to-Dirichlet (DtN) map, Λγ :
1
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H
−1/2
0 (∂Ω) 7→ H1/2(∂Ω),
Λγ(g) = u|∂Ω, (1.3)
where u ∈ H1(Ω) is the solution to (1.2). For a given g ∈ H−1/20 (∂Ω), we
are concerned with the inverse inclusion problem of determining D by the
pair of boundary data (g,Λγ(g)), independent of η. That is,
(g,Λγ(g))→ ∂D, independent of η. (1.4)
The inverse inclusion problem constitutes a particular set of sub-problems
for the celebrated Caldero´n’s inverse problem. The Caldero´n problem is
concerned with the recovery of the conductivity of a body by the associ-
ated boundary electric current and flux measurements. Mathematically,
it can formulated as determining γ by knowledge of Λγ associated with
the PDE system (1.2), where γ ∈ L∞(Ω) is not necessarily of the specific
form (1.1). Caldero´n’s inverse problem arises from industrial applications
of practical importance including electrical impedance tomography (EIT) in
medical imaging and geophysical exploration. The problem was first posed
and studied by A. P. Caldero´n [20] and has a profound impact on the math-
ematical developments of inverse problems. On the other hand, in many
physical and engineering applications such as detecting defects in a compos-
ite medium, one is concerned more about recovering the geometric shape of
an inhomogeneous inclusion embedded in a homogeneous conductive body.
This naturally leads to the inverse inclusion problem (1.4). In the practi-
cal point of view, many reconstruction methods have been developed in the
literature for the inverse inclusion problem. They include the monotonicity-
based method [30], the factorization method [29], the enclosure method [31],
and the method of using the generalized polarization tensors deduced from
the layer potential techniques [4].
It is noted that knowing Λγ is equivalent to knowing (g,Λγ(g)) ∈ H−1/20 (∂Ω)
×H1/2(∂Ω) for any g ∈ H−1/20 (∂Ω), which corresponds to infinitely many
boundary measurements in the practical scenario. In order to recover a
generic γ(x), it is necessary to make use of infinitely many boundary mea-
surements. In fact, one can see that the cardinality of the unknown γ(x)
is n, whereas the cardinality of the given data encoded into Λγ is 2(n− 1).
Here, by cardinality, we mean the number of independent variables in a given
quantity. In such a case, one has 2(n− 1) ≥ n for n ≥ 2, which means that
the inverse problem in recovering a generic γ(x) is at least formally deter-
mined (indeed, it is formally determined when n = 2, and over-determined
when n ≥ 3). Nevertheless, for the inverse inclusion problem (1.4), the car-
dinality of the unknown ∂D is n−1, and for a fixed g, the cardinality of the
boundary measurement data (g,Λγ(g)) is also n − 1. That is, the inverse
inclusion problem (1.4) is formally determined with a single measurement.
Hence, it is unobjectionable to expect that one can establish the unique
identifiability result for (1.4) in a generic scenario. However, this problem
constitutes a long-standing open problem in the literature.
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In [2, 6, 7, 9, 18], the uniqueness and reconstruction issues for (1.4) were
studied under multiple measurements. There are also several works for (1.4)
by a single boundary measurement, provided that the inclusion D is a-priori
known to belong to certain specific geometrical classes. If D is within the ra-
dial geometry, uniqueness and stability results were established in [26,33,37]
by a single measurement. In the case that D is a convex polygon in R2 or
a convex polyhedron in R3, the uniqueness results are respectively derived
in [28] and [8]. The reconstruction of an insulating curvilinear polygonal
inclusion was considered in [24]. In a recent paper [34], we proved a loga-
rithmic type stability in determining polygonal inclusions. In those studies
mentioned above by a single measurement, it is a technical requirement
that the content of the inclusion has to be uniform; that is, the conduc-
tivity η of the inclusion in (1.4) is a positive constant. Moreover, in all
of the aforementioned literature except [34], full boundary measurements
are required. Here, by full boundary measurement, we mean that the mea-
surement dataset (ψ,Λγ(ψ)) is given over the whole boundary ∂Ω. For
comparison, the following partial boundary measurement was used in [34]:
(ψ, γ∂νu|Γ0) with supp(ψ) ⊂ Γ0, where ψ = u|∂Ω and Γ0 b ∂Ω is a proper
subset. We would like to mention the partial-data Caldero´n problem consti-
tutes another challenging topic in the field of inverse problems (cf. [23,32]).
Nevertheless, it is pointed out that a mild condition was imposed for the
study in [34] which depends on the a-priori knowledge of the underlying
inclusion as well as the corresponding boundary input.
The mathematical argument in [34] is of a localized feature, which is based
on carefully studying the singular behaviors (in the phase space) of the solu-
tion to the conductivity problem (1.2) around a corner point on the polygo-
nal inclusion. In this paper, we show that the corner singularity in [34] can
be relaxed to be a certain high-curvature condition. Indeed, the corner sin-
gularity can be regarded as having an extrinsic curvature being infinity. Our
argument in tackling the singular behaviors of the solution to (1.2) around
an admissible high-curvature point on the boundary of the conductive inclu-
sion is mainly motivated by a recent article [14]. However, the study in [14]
mainly deals with high-curvatures occurring on the support of a parameter
q, which is the coefficient for the lower-order term of an elliptic partial dif-
ferential operator, namely −∆+q. In the current study, the high-curvatures
enter into the coefficient of the leading-order term, namely γ associated with
∇(γ∇u). It is pointed out that in [34], quantitative stability estimates are
established in determining polygonal inclusions in two dimensions, whereas
in this paper, we are mainly concerned with the qualitative unique identifi-
ability issue in any dimension n ≥ 2. Finally, we would also like to mention
in passing some recent related works [5, 10–13, 15–17, 19, 21, 22, 35] on char-
acterizing the geometric singularities in the coefficients of certain partial
differential operators and their implications to the related inverse inclusion
problems.
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The rest of the paper is organized as follows. In Section 2, we derive
some auxiliary results. Section 3 is devoted to the main results for the
inverse inclusion problem. In the Appendix, we present some discussion
about a generic condition in the main theorem.
2. Some auxiliary results
In this section, we derive several auxiliary results that shall be of critical
importance for establishing the unique determination results in Section 3.
By following the treatment in [14], we first introduce an important geometric
notion for our study.
Definition 2.1. Let K,L,M, δ be positive constants and D be a bounded
domain in Rn, n ≥ 2. A point p ∈ ∂D is said to be an admissible K-
curvature point with parameters L,M, δ if the following conditions are ful-
filled.
(1) Up to a rigid motion, the point p is the origin x = 0 and en :=
(0, · · · , 0, 1) is the interior unit normal vector to ∂D at 0.
(2) Set b =
√
M/K and h = 1/K. There is a C2,1 function w : B(0, b)→
R+ ∪ {0} with B(0, b) ⊂ Rn−1 such that if
Db,h = B(0, b)× (−h, h) ∩D, (2.1)
then
Db,h = {x ∈ Rn; |x′| < b,−h < xn < h,w(x′) < xn < h}, (2.2)
where x = (x′, xn) with x′ ∈ Rn−1. Here and also in what follows,
B(x, b) signifies a ball centered at x and of radius b.
(3) The function w in (2) satisfies
w(x′) = K|x′|2 +O(|x′|3), x′ ∈ B(0′, b). (2.3)
(4) M ≥ 1 and there are 0 < K− ≤ K ≤ K+ <∞ such that
K−|x′|2 ≤ w(x′) ≤ K+|x′|2, |x′| < b,
M−1 ≤ K±
K
≤M, K+ −K− ≤ LK1−δ.
(5) The intersection V = Db,h ∩ Rn−1 × {h} is a Lipschitz domain.
In what follows, we suppose that ∂D possesses an admissible K-curvature
point p. We shall work within an Euclidean system of coordinates, which
is transformed from the cardinal one after a rigid motion such that p is the
origin. We assume that in this coordinate system, the boundary ∂D in a
neighborhood of p can be represented by the equation xn = w(x
′), where
w(x′) is the function in Definition 2.1 satisfying w(0′) = 0,∇x′w(0′) = 0′.
We denote by Ub,h := B(0
′, b) × (−h, h) the cylinder centered at p, and
by Db,h := Ub,h ∩ D the neighborhood of p, and by ∂S := ∂Db,h \ ∂D the
complementary part of its surface.
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We next study the local behaviors of the solution u to (1.2). We recall that
η in (1.1) is a positive constant and η 6= 1. Nevertheless, we shall remark the
case that η is a variable function in Section 3. It is straightforward to show
that (1.2) is equivalent to the following transmission problem with ui := u|D
and ue := u|Ω\D: 
4ue = 0 in Ω \D,
4ui = 0 in D,
ui = ue on ∂D,
η∂νui = ∂νue on ∂D,
∂νue = g on ∂Ω.
(2.4)
In principle, we shall show that ue in (2.4) cannot be harmonically extended
across the admissible K-curvature point p ∈ ∂D, provided K is sufficiently
large. It is easily seen that the harmonic extension across p is equivalent to
the analytic extension of ue across p. Then using this non-extension result
together with an absurdity argument, we can establish the unique identifi-
ability results for the inverse problem (1.4). To that end, throughout the
rest of this section, we assume on the contrary that the function ue admits
a harmonic extension into Db,h, which is still denoted by ue. That is, when
ue|Db,h is involved in what follows, it is actually referred to the harmonic
extension mentioned above. Under such a situation, we shall derive several
key properties of the solution u ∈ H1(Ub,h) locally around the point p ∈ ∂D,
which shall be used for the absurdity argument in Section 3 for the inverse
inclusion problem.
Proposition 2.2. Let u0 ∈ H1loc(Ub,h) be harmonic in Ub,h. Then,
(η − 1)
∫
Db,h
∇u · ∇u0 dx =
∫
∂S
(η∂νui − ∂νue)u0 − (ui − ue)∂νu0 ds, (2.5)
where u = uiχD + ueχΩ\D ∈ H1(Ub,h) is the solution to (2.4).
Proof. The integral identity (2.5) can be directly verified by using Green’s
formula and the transmission conditions across ∂D of u. 
Proposition 2.3. Under the assumption that ue can be harmonically ex-
tended into Db,h, one has ui ∈ C1,α(Db,h) and ue ∈ C1,α(Ub,h\Db,h) for some
0 < α ≤ 1 in two and three dimensions.
Proof. Clearly, from (2.4), one sees that ui ∈ H1(Db,h) satisfies ∆ui = 0 in
Db,h, and
ui = ue and ∂νui = η
−1∂νue on ∂Db,h ∩ ∂D.
According to Definition 2.1, we know that ∂Db,h ∩ ∂D is C2,1. Hence, by
the regularity estimate up the boundary for elliptic PDEs (cf. [36, Theorem
4.18]), we have that ui ∈ H3(Db,h). Finally, by the Sobolev embedding, we
readily see ui ∈ C1,α(Db,h) for some 0 < α ≤ 1 in two and three dimensions.
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ui ∈ C1,α(Ub,h\Db,h) is obvious since we assume that ue allows a harmonic
extension into Db,h. 
Remark 2.4. The Ho¨lder regularity of ui up to interface ∂Ω around p is an
important ingredient in our subsequent argument. In Proposition 2.3, we
derive the H3-smoothness, which yields the desired Ho¨lder regularity by the
Sobolev embedding in two and three dimensions. For general dimensions
greater than 3, one can follow a completely similar argument to derive the
C1,α regularity of ui in Db,h, but subject to requiring that ∂Db,h ∩ ∂D is
Cr+1,1, where r := dn2 − 1 + αe. That is, one needs to modify C2,1 in item
(2) in Definition 2.1 to be Cr+1,1 for the general dimension case in order to
have Proposition 2.3. However, only two and three dimensions are physically
meaningful, and hence we mainly focus on the two and three dimensional
cases. Nevertheless, it is emphasized that all our subsequent arguments can
be extended to higher dimensions after some necessary but slight modifica-
tions.
Theorem 2.5. Let u0 ∈ H1loc(Ub,h) be a harmonic function, known as the
CGO (Complex Geometric Optics) solution, constructed in the from
u0 = exp(ξ · x), (2.6)
with the parameter
ξ = iτ vˆ − τen ∈ Cn, τ ∈ R+, (2.7)
where
vˆ :=

∇ui(p)− (∇ui(p) · en)en∣∣∇ui(p)− (∇ui(p) · en)en∣∣ if ∇ui(p) ∦ en,
e1 := (1, 0, . . . , 0) if ∇ui(p) ‖ en.
(2.8)
Then it holds that
Cn,η,α|∇ui(p)|
≤‖ui‖C1,α(Db,h)(1 + (τh)(n−1)/2)eτ(
1
4K
−h)
+ ‖ui‖C1,α(Db,h)
(
(
K
K−
)
n−1
2 − ( K
K+
)
n−1
2
)
e
τ
4K
+ ‖ui‖C1,α(Db,h)(h+K
−1
− )
α/2h(n+1+α)/2(K/K−)(n−1)/2τ3/2e
τ
4K
+ (‖ui‖C1,α(Db,h) + ‖ue‖C1,α(Db,h))hα+(n−1)/2(K/K−)(n−1)/2
× (1 + τh)τ (n−1)/2eτ( 14K−h),
(2.9)
where Cn,η,α is a positive constant depending on n, η and α.
Proof. It is directly verified that u0 constructed in (2.6)–(2.8) is a harmonic
function. Next, we apply the constructed u0 to the integral identity (2.5).
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By straightforward calculations, we split the integral at the left hand side
of (2.5) into the following identity,
∇ui(p) · ξ
∫
xn>K|x′|2
eξ·xdx = ∇ui(p) · ξ
∫
xn>max(h,K|x′|2)
eξ·x dσx
+∇ui(p) · ξ
(∫
K|x′|2<xn<h
eξ·x dσx −
∫
Db,h
eξ·x dσx
)
+
∫
Db,h
ξ · (∇ui(x)−∇ui(p))eξ·x dσx
+
1
η − 1
∫
∂S
(η∂νui − ∂νue)eξ·x − (ui − ue)∂νeξ·x ds. (2.10)
For notational convenience, we rewrite the integral identity (2.10) in the
following form,
∇ui(p) · ξI0 = ∇ui(p) · ξI1 +∇ui(p) · ξI2 + I3 + 1
η − 1I4. (2.11)
where Ij , j = 1, . . . , 4, are respectively defined as
I0 =
∫
xn>K|x′|2
eξ·x dσx,
I1 =
∫
xn>max(h,K|x′|2)
eξ·x dσx,
I2 =
∫
K|x′|2<xn<h
eξ·x dσx −
∫
Db,h
eξ·x dσx,
I3 =
∫
Db,h
ξ · (∇ui(x)−∇ui(p))eξ·x dσx,
I4 =
∫
∂S
(η∂νui − ∂νue)eξ·x − (ui − ue)∂νeξ·x ds.
(2.12)
Using Lemmas 2.17–2.20 in [14] we have the following estimates of the inte-
grals I0, I1, I2, I3,:
I0 =
1
−ξn
(
pi
−ξnK
)(n−1)/2
exp
(
− ξ
′ · ξ′
4ξnK
)
,
|I1| ≤Cn 1 + (τh)
n−1
2
τ
n+1
2 K
n−1
2
e−τh,
|I2| ≤Cn
(
K
−n−1
2− −K
−n−1
2
+
)
τ−
n+1
2 ,
|I3| ≤Cn,α‖ui‖C1,α(Db,h)(h+K
−1
− )
α/2h(n+α+1)/2K
−(n−1)/2
− ,
(2.13)
where ξ = (ξj)
n
j=1 and ξ
′ = (ξj)n−1j=1 . By following a similar argument to the
proof of Proposition 2.21 in [14], the last integral I4 can be estimated as
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follows,
|I4| ≤ Cn,αhα+(n−1)/2K−(n−1)/2− (1+τh)e−τh(η‖ui‖C1,α(Db,h) +‖ue‖C1,α(Db,h)).
(2.14)
Finally, by applying the estimates in (2.13) and (2.14) to (2.11), together
with grouping similar terms, one can arrive at the estimate (2.9).
The proof is complete. 
3. Unique determination results for Caldero´n’s inverse
inclusion problem
In this section, we consider the inverse problem (1.4). In principle, we
aim to establish a local unique determination result as follows. Let (D, η)
and (D˜, η˜) be two conductive inclusions supported in Ω as described in (1.1).
Let Γ0 b ∂Ω be an open subset and let g ∈ H−1/20 (∂Ω) with supp(g) ⊂ Γ0.
If
Λγ(g) = Λγ˜(g) on Γ0, (3.1)
where γ and γ˜ are given in (1.1), respectively associated with η and η˜,
then in a certain generic scenario as shall be detailed in what follows,
D∆D˜ := (D\D˜) ∪ (D˜\D) cannot possess a K-curvature point as described
in Definition 2.1 with K sufficiently large, which lies on ∂Σ. Here, Σ is
the connected component of Ω\D ∪ D˜ that connects to ∂Ω. In the simpler
geometric setup with D and D˜ both being convex, this means D∆D˜ can-
not possess a K-curvature point with K sufficiently large. To establish the
local uniqueness results, we shall make use of the contradiction argument
by assuming that D∆D˜ possesses an admissible K-curvature point. Let p
signify the aforementioned admissible K-curvature point. Without loss of
generality, we assume that p ∈ ∂D ∩ ∂Σ; see Fig.1 for a schematic illustra-
tion. Let u and u˜ be the electric potential fields in (2.4) associated with γ
and γ˜, respectively. By virtue of (3.1), we readily see that
u = u˜ and ∂νu = ∂ν u˜ on Γ0. (3.2)
Noting that ∆u = ∆u˜ = 0 in Σ, we thus have from the unique continuation
principle that u = u˜ in Σ. The contradiction shall be established from
the quantitative properties of the solution u ∈ H1(Ub,h) locally around the
point p ∈ ∂D. It is recalled that according to our discussion below (2.4),
u = uiχDb,h + ueχUb,h\Db,h in Ub,h. By taking b and h sufficiently small, we
can assume that Ub,h stays away from D˜ with a positive distance. Since
ue = u˜ in Ub,h\Db,h, and u˜ is obviously analytic in Ub,h, we clearly have that
ue can be harmonically extended into Db,h, which is exactly u˜.
To establish the uniqueness result mentioned above, we start with intro-
ducing an admissibility condition on the input g ∈ H−1/20 (∂Ω) in (2.4) for
our inverse problem study.
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Figure 1. A K-curvature point and its neighborhood
Proposition 3.1. Let u be the solution to (1.2). Then there exists g ∈
H
−1/2
0 (∂Ω) such that for all x ∈ Ω,
lim
r→+0
∫
Br(x)
|∇u(z)|dz
|Br(x)| ≥ mg, (3.3)
where mg > 0 is a positive constant independent of the conductivity function
γ. Here and also in what follows, Br(x) signifies a ball centered at x with
radius r.
Remark 3.2. In fact, the statement of Proposition 3.1 in the 2-dimensional
case is true if the input data g has only one local maximum and only one
local minimum on ∂Ω (see e.g. [1, 3]). Through out the rest of the paper,
we assume that the condition (3.3) holds true in our study. In the context
of the inverse inclusion problem, it means that the boundary input should
be properly chosen.
3.1. Local behaviours of the solution u near the high curvature
point p. In Theorem 2.5, we obtain an estimate of |∇ui(p)| in terms of
the K-curvature parameters and the C1,α-norm of ui. In this subsection, we
further refine the estimate (2.9). Specifically, we shall need an estimates of
‖ui‖C1,α(Db,h) and ‖ue‖C1,α(Db,h) appeared in (2.9) in terms of the geometric
parameters of the a-priori parameters. It is recalled that according to our
discussion at the beginning of this section, ue = u˜ in Ub,h, with u˜ satisfying
(2.4) associated with (D˜, η˜) that arises from the contradiction argument in
what follows. It is noted again that u˜ is harmonic in Ub,h.
By Proposition 2.3, we know that ui ∈ C1,α(Db,h) and ue ∈ C1,α(Ub,h\Db,h)
for some 0 < α ≤ 1. However, the Ho¨lder norms of the solution u on each
side intricately depend on the geometric shape, and particularly depend on
the local geometric parameter K of the admissible K-curvature point p.
The following lemmas give an estimate of these Ho¨lder norms in terms of
the interface’s local curvature [25].
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Lemma 3.3. Let QR be a cube in Rn of side length R, centered at p ∈ ∂Ω.
We denote the two sub-domains of QR lying on the two sides of ∂D by
Q+R := QR ∩ {xn > w(x′)} and Q−R := QR ∩ {xn < w(x′)}, respectively. We
consider the conductivity equation,
div[(1 + (η − 1)χ±)∇u] = 0 in QR, (3.4)
where χ±(x) = 1 in Q+R and χ±(x) = 0 in Q
−
R. Then there exist positive
constants α ∈ (0, 1), µ, C independent of u and w such that
‖∇u‖Cα(Q±
R/4
) ≤ C(1 + ‖∇w‖C1(QR))µ‖∇u‖L2(QR). (3.5)
Remark 3.4. In the context of our study, we let R0 > 0 be such that Ub,h b
QR0 b Ω, then Lemma 3.3 implies that there exist Cn,η,R0 and µ which
depend only on the a-priori data such that
‖∇u‖Cα(Q±
R0/4
) ≤ Cn,η,R0Kµ‖g‖H−1/2(∂Ω). (3.6)
Clearly, (3.6) gives the estimates of ‖∇ui‖Cα(Db,h) and ‖∇ue‖Cα(Ub,h\Db,h).
We next further derive the estimates of ‖ui‖C(Db,h) and ‖ue‖C(Ub,h\Db,h) in
terms of the local curvature of the admissible K-curvature point, which then
yield the desired estimates of ‖ui‖C1,α(Db,h) and ‖ue‖C1,α(Ub,h\Db,h).
Lemma 3.5. Let u = uiχD + ueχΩ\D ∈ H1(Ω) be the solution to (2.4).
Suppose that D b B(x0, r0) b Ω, where B(x0, r0) is a given ball. Further-
more, it is assumed that for any point x ∈ B(x0, r0)\D, there exists a line
segment within Ω which connects x to a point x′ ∈ Ω\B(x0, r0). Then one
has that
‖ui‖C1,α(Db,h) ≤ CKµ‖g‖H−1/2(∂Ω), (3.7)
and
‖ue‖C1,α(Ub,h\Db,h) ≤ CKµ‖g‖H−1/2(∂Ω), (3.8)
where the positive constant C depends on generic constant in the estimate
(3.6) as well as Ω and B(x0, r0), but independent of K.
Proof. We first prove (3.8), and by virtue of (3.6), we see that
‖∇ue‖Cα(Ub,h\Db,h) ≤ CKµ‖g‖H−1/2(∂Ω). (3.9)
and hence it suffices for us to show that
‖ue‖C(Ub,h\Db,h) ≤ CKµ‖g‖H−1/2(∂Ω). (3.10)
By the standard elliptic PDE estimate, we know ue ∈ C(Ω\B(x0, r0)),
and for any x′ ∈ Ω\B(x0, r0),
|ue(x′)| ≤ C1‖g‖H−1/2(∂Ω), (3.11)
where C1 is a positive constant depending only on η,Ω and B(x0, r0), but
independent of K. For any x ∈ Ub,h\Db,h, we let x′ ∈ Ω\B(x0, r0) and
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l(x,x′) be the line segment connecting x and x′ such that l(x,x′) b Ω.
Then by the intermediate value theorem, we have
ue(x)− ue(x′) = ∇ue(ξ) · (x− x′), (3.12)
where ξ ∈ l(x,x′). By combining (3.9) and (3.11), we readily have from
(3.12) that
|ue(x)| ≤ C2(1 +Kµ)‖g‖H−1/2(∂Ω) ≤ 2C2Kµ‖g‖H−1/2(∂Ω), (3.13)
where we have made use of the facts that |x − x′| ≤ diam(Ω), and with-
out loss of generality that Kµ ≥ 1. (3.13) clearly implies (3.10), which in
combination with (3.9) immediately yields (3.8).
(3.7) can be proved by following a completely similar argument. Indeed,
for any x ∈ Db,h, one can take x′ ∈ ∂D ∩ Ub,h, and then it holds that
ui(x)− ue(x′) = ui(x)− ui(x′) = ∇ui(ξ) · (x− x′), (3.14)
where ξ ∈ l(x,x′) ⊂ Db,h. Finally, by combining Remark 3.4, (3.13) and
(3.14), one can show (3.7).
The proof is complete.

Remark 3.6. The geometric condition in Lemma 3.5, namely for any point
x ∈ B(x0, r0)\D, there exists a line segment within Ω which connects x to a
point x′ ∈ Ω\B(x0, r0), can be easily fulfilled if D is convex or star-shaped.
As mentioned earlier, we assume that ue can be harmonically extended
into Db,h, which is still denoted by ue. That is, ue is harmonic in Ub,h and
hence is real analytic in Ub,h. Then for b, h ∈ R+ sufficiently small, we can
have from (3.8) that
‖ue‖C1,α(Ub,h) ≤ CKµ‖g‖H−1/2(∂Ω), (3.15)
where C depends on the same a-priori data as those in (3.8). Since through-
out the paper, our argument is localized around an admission K-curvature
point p (cf. Theorems 2.5 and 3.7). Hence, in what follows, we shall al-
ways assume that (3.15) holds true. By combining (2.9) of Theorem 2.5 and
Lemma 3.5, one can derive the following theorem.
Theorem 3.7. Let u ∈ H1(Ω) be the solution to (2.4) and p ∈ ∂D be
an admissible K-curvature point. Suppose that (3.7) and (3.8) hold. We
further suppose that the exponent µ in (3.7) and (3.8) (or equivalently in
(3.6)) satisfies
µ <
min(1, δ)
2
, (3.16)
where δ is the a-priori parameter associated to p (cf. Definition 2.1). Then
it holds that
|∇ui(p)| ≤ E‖g‖H−1/2(∂Ω)(lnK)(n+1)/2Kµ−min(α,δ)/2, (3.17)
where E depends on the same a-priori data as those in (3.7)–(3.8) as well
as α and L,M in Definition 2.1 , but independent of g and K.
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Proof. By plugging the estimates (3.7) and (3.15) into (2.9) of Theorem 2.5,
we can obtain
C|∇ui(p)| ≤ Kµ‖g‖H−1/2(∂Ω)(1 + (τh)(n−1)/2)eτ(
1
4K
−h)
+Kµ‖g‖H−1/2(∂Ω)
(
(
K
K−
)
n−1
2 − ( K
K+
)
n−1
2
)
e
τ
4K
+Kµ‖g‖H−1/2(∂Ω)(h+K−1− )α/2h(n+1+α)/2(K/K−)(n−1)/2τ3/2e
τ
4K
+Kµ‖g‖H−1/2(∂Ω)hα+(n−1)/2(K/K−)(n−1)/2
× (1 + τh)τ (n−1)/2eτ( 14K−h).
(3.18)
It is noted that in (3.18), we have absorbed the generic constant involved
into the right-hand side term, and it depends on the a-priori data as stated
in the theorem, which should be clear in the context.
Next, by following a similar argument to the proof of Proposition 2.22
in [14], one can show that there exists Cn,L,M > 0 such that∣∣∣∣∣
(
K
K−
)n−1
2
−
(
K
K+
)n−1
2
∣∣∣∣∣ ≤ Cn,L,MK−δ. (3.19)
Using h = 1/K and b =
√
M/K in the definition of the K-curvature point
in Definition 2.1, the estimate (3.18) further yields
C|∇ui(p)| ≤ (1 + (τ/K)(n−1)/2)Kµe− 3τ4K ‖g‖H−1/2(∂Ω)
+Kµ−δe
τ
4K ‖g‖H−1/2(∂Ω) +Kµ−(n+2α+1)/2τ3/2e
τ
4K ‖g‖H−1/2(∂Ω)
+Kµ−α−(n−1)/2(1 + τ/K)τ (n−1)/2e−
3τ
4K ‖g‖H−1/2(∂Ω). (3.20)
Choosing τ = 4K lnKρ for some ρ > 0 and dividing by ‖g‖H−1/2(∂Ω), the
left-hand side of (3.20) can be estimated by
(lnK)(n−1)/2Kµ−3ρ+Kµ−δ+ρ+(lnK)3/2Kµ+1−n/2−α+ρ+(lnK)(n+1)/2Kµ−α−3ρ.
(3.21)
By setting ρ = min(α, δ)/2, each of the terms in (3.21) can be estimated by
C(lnK)(n+1)/2Kµ−min(α,δ)/2, (3.22)
and thus the claim of this theorem follows.
The proof is complete. 
Remark 3.8. In Appendix, we shall present two examples to numerically ver-
ify that the condition (3.16) can be fulfilled in generic scenarios of practical
interest.
3.2. Local uniqueness result. We are in a position to present the main
local uniqueness result for the inverse inclusion problem (1.4).
Theorem 3.9. Let (D, η) and (D˜, η˜) be two conductive inclusions in Ω,
and u, u˜ be the solutions to (2.4) associated respectively to (D, η) and (D, η˜).
Suppose that
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(1) ∂D and ∂D˜ are of class C2,1;
(2) D and D˜ satisfy the geometric condition in Lemma 3.5;
(3) G := Ω \ (D ∪ D˜) is connected;
(4) the condition (3.16) is fulfilled for u/u˜;
(5) Proposition 3.1 holds for u and u˜.
Let d0 ∈ R+ and Γ0 ⊂ ∂Ω. If u = u˜ on Γ0, then D∆D˜ = (D \ D˜)∪ (D˜ \D)
cannot possess an admissible K-curvature point p such that
max{dist(p, ∂D),dist(p, ∂D˜) > d0, (3.23)
and K ≥ K0, where K0 ∈ R+ is sufficiently large and depends on the a-priori
parameters of p in Definition 2.1 as well as Ω, d0, g, η, η˜ and B(x0, r0) in
Lemma 3.5.
Proof. By absurdity, we assume without loss of generality that there exists
an admissible K-curvature point p ∈ ∂D ∩ ∂G, such that B(p, d0) b Ω\D˜.
We next show that as K → +∞, |∇u(p)| → 0, which yields a contraction
the assumption (5) in the statement of the theorem.
First, let us consider the function u − u˜. This function is harmonic in
G. Moreover, u− u˜ and ∂ν(u− u˜) vanish on Γ0. It follows from the unique
continuation property that u = u˜ in G.
It is recalled that u = uiχD+ueχΩ\D. Since u = u˜ in G and both u and u˜
are harmonic in G, we see that ue admits a harmonic extension D∩B(p, d0),
which is actually u˜. Hence, Theorem 3.7 applies and we immediately obtain
from (3.17) that
|∇u(p)| ≤ ET ‖g‖H−1/2(∂Ω)(lnK)(n+1)/2Kµ−min(1,δ)/2. (3.24)
Clearly, the right-hand side of the above estimate tends to zero as K → +∞.
Therefore, we can choose K0 such that when K > K0, |∇u(p)| < mg which
contradicts to the assumption (5) stated in the theorem.
The proof is complete. 
Remark 3.10. It is remarked that the assumptions (2) and (3) in Theorem 3.9
can be fulfilled if D and D˜ are convex; see Remark 3.6. Nevertheless, they
might be more general than being convex in Theorem 3.9. Moreover, since
our argument is localized around the admission K-curvature point, one may
consider a even more general geometric situation where there are multiple
conductive inclusions. In such a case, one may also relax the requirement
that G := Ω \ (D ∪ D˜) is connected and replace G to be the connected
component of Ω\D ∪ D˜ that connects to ∂Ω.
Remark 3.11. As discussion in Remark 3.2, the condition (5) in Theorem 3.9
can be fulfilled by choosing a suitable input g. As mentioned in Remark 3.8,
we shall show in the Appendix that the condition (4) can be fulfilled in
generic scenarios.
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Remark 3.12. Since our argument is localized around an admissible K-
curvature point, it is sufficient for us to require that the conductivity param-
eter η is constant in a small neighbourhood of the admissible K-curvature,
and it can be an L∞ variable function in the rest part of the inclusion D.
Our unique recovery result in Theorem 3.9 can be extended to such a case
by straightforwardly modifying the relevant arguments. Finally, we would
like to point out if sufficient a-priori information is available about the un-
derlying inclusion, the local uniqueness result in Theorem 3.9 also implies
a certain global uniqueness result, and we shall explore more along this
direction in our future study.
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Appendix. Further remark on the condition (3.7)
In Theorem 3.9, we require that the condition (3.16) holds true, namely
assumption (4). That is, the exponent µ in (3.7) and (3.8) (or equivalently
in (3.6) in Remark 3.4) is required to satisfy (3.16). The theoretical re-
sult in [25] only shows that µ is a positive parameter, whereas we need a
more precise upper bound of µ in order to establish the estimate of |∇ui(p)|
in Theorem 3.7. It is important to verify if this condition indeed holds in
generic scenarios. However, a rigorous verification is fraught with significant
challenges. In what follows, we present two general examples to numerically
verify this condition indeed holds. Before that, it is noted that the require-
ment of the positive constant δ in Definition 2.1 is not restrictive, and hence
in order to verify the condition (3.16), it would be more appealing to see
whether (3.7) and (3.8) can hold for µ < 1/2.
Our numerical simulations below focus on the local behaviours of |∇u|
near the K-curvature point p. For illustration, we only consider the two-
dimensional case. We recall the configuration in Lemma 3.3 and Remark 3.4.
Let p be a K-curvature point, and the interface in its neighbourhood can
be represented by {x2 = w(x1)} for x = (x1, x2). Let Q b R2 be a domain
containing p such that Q is divided into two non-empty sub-domains Q± by
the interface. We consider the following conductivity equation,{
div[(1 + (η − 1)χ)∇u] = 0 in Q,
u = f ∈ H1/2(∂Q) on ∂Q,
(A.1)
where χ is the characteristic function χ(x) = 1 if x2 > w(x1) and χ(x) = 0
if x2 < w(x1). The Dirichlet boundary condition f is arbitrarily chosen.
Our numerical experiments is to study the relationship between maxQ |∇u|
and the curvature K. In order to do so, we choose two sets of interfaces,
and we test different values of the curvature K in each set of interfaces. The
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interfaces are precisely described by parametric curves where the point p
is the point with the maximum curvature. In each set of interfaces, only
the curvature K at p is variable from case to case. To illustrate the rela-
tion (3.6), we draw the regression line of log(K) respect to log(maxQ |∇u|).
The slopes of the regression lines give the estimates of the values µ in the
corresponding scenarios.
The technical settings for numerical simulations are specified as follows:
• We use Freefem++ [27] as the FEM (finite element method) solver
of the conductivity equation (A.1).
• Q is the square of side 10 centred at the origin in R2.
• We choose a Dirichlet boundary condition on ∂Q: f = 2x1 + 3x2.
• We choose two sets of interface functions.
(1) Parabolic interface, w(x1) = Kx
2
1.
(2) Hyperbolic interface, w(x1) = A
√
x21 + (
A
K )
2.
• The values of K are taken as: K = 1, 1.5, 1.52, · · · , 1.59.
• We choose the conductivity η = 2 in (A.1).
• For each value of K, we solve numerically the equation (A.1) with
the Dirichlet condition above.
• We trace the regression line of log(K) respect to log(maxQ |∇u|) for
each set of the interface.
The numerical results are summarized in Figures 2 and 3). We can easily
observe that the maximum of the gradient maxQ |∇u| indeed increase as K
grows. Moreover, we can estimate the value of µ respectively in the two
cases by the regression lines. The regression lines indicate that in those
Figure 2. Parabolic interfaces
two examples, the value of µ can be estimated as
(1) µparabola = 0.027;
CALDERO´N’S INVERSE INCLUSION PROBLEM WITH SMOOTH SHAPES 16
Figure 3. Hyperbolic interfaces
(2) µhyperbola = 0.1099.
With those numerical results, we can conclude that the assumption (4) in
Theorem 3.9 is not void. In the case of parabolic interfaces, we have even
observed a relatively weak dependence of ∇u on K. It is thus reasonable to
make such an assumption to derive our local uniqueness result.
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