Abstract. The cyclic homology of an exact category was defined by R. McCarthy [17] using the methods of F. Waldhausen [26] . McCarthy's theory enjoys a number of desirable properties, the most basic being the extension property, i.e. the fact that when applied to the category of finitely generated projective modules over an algebra it specializes to the cyclic homology of the algebra.
Introduction
Overview of the results. Let k be a commutative ring and A an exact category in the sense of Quillen [21] which is moreover k-linear, i.e. the groups Hom k (A, B), A, B ∈ A, are endowed with k-module structures such that the composition is bilinear.
In [17] , R. McCarthy has defined the Hochschild, cyclic, negative and periodic homologies of A. He showed that they enjoy the following properties (1) Agreement. For the exact category of finitely generated projective modules over a (unital) algebra, the homologies agree with those of the algebra. (2) Exact sequences. The different homologies are linked by the classical morphisms and long exact sequences. (3) Additivity. The homologies are additive in the sense that the map induced by the middle term of a short exact sequence of functors is the sum of the maps induced by the outer terms. (4) Products. The homologies admit product structures which agree with the classical structures in the situation of (1). (5) Trace maps. There are trace maps linking the Quillen K-theory of A to its Hochschild resp. negative cyclic homology. Again these are compatible with the classical maps in the situation of (1), Now by analogy with K-theory, there are two other properties which we might expect to hold for a homology theory of exact categories, namely (6) Invariance. The theory should be preserved by exact functors inducing equivalences in the bounded derived categories.
(7) Localization. It should be compatible with localizations (in a sense to be made precise). These properties have been shown to hold for K-theory in many situations [23] , [29] , [28] . They have also been proved for cyclic homology of DG algebras in [12] . Unfortunately, the homologies defined by R. McCarthy cannot satisfy (1), (6) , and (7) . Indeed, we show in example 1.9 that a theory satisfying (1), (6) , and (7) necessarily takes non-zero values in negative degrees, whereas the homologies defined by R. McCarthy are concentrated positive degrees by their definition.
In this article, we propose a new definition of the Hochschild, cyclic . . . homologies of an exact category and show that the new theories do satisfy (1), (2) , (3), (6) and (7) . Thanks to the two last properties, we are able to compute them for a number of non-trivial examples (finitely generated modules over noetherian algebras in 1.6, coherent sheaves on projective space in 1.7, vector bundles on a scheme with ample line bundle in 1.8, finite-length modules over k [[X] ] in 1.9, finitely generated modules over the dual numbers in 2.5). In many other cases, the computation may be reduced to that of the cyclic homology of a suitable differential graded algebra (example 2.6).
We do not doubt that properties (4) and (5) also hold for the new theories. We provide evidence for this by proving a delooping theorem (1.12) for the new theories in the case of a flat exact category (i.e. Hom A (A, B) is a flat k-module for all A, B ∈ A). We can then construct a natural transformation Organization of the article. In section 1, we state the main results of the article and give some examples : We define the mixed complex of a flat exact category in 1.4. The homologies associated with the category are derived from its mixed complex. This ensures the validity of property (2) . The main theorem (1.5) states that properties (1), (6) , and (7) hold. We illustrate the strength of (6) and (7) on some examples (1.6 to 1.9). In (1.11), the additivity property (3) is seen to be a consequence of the localization property (6) . In turn, additivity is the essential ingredient for proving the delooping theorem in 1.12. Finally, we show that certain (non-exact) k-linear functors which admit total derived functors induce maps in the new theories, and that (6) and (7) continue to hold for this wider class of functors.
In section 2, we restate the main theorem in a setting which contains both, the results of section 1 on exact categories and those of [12] on DG algebras, as special cases. In this more general setting, categories of complexes or of DG modules are replaced by what we call 'exact DG categories' (2.1). Each exact DG category has an associated triangulated category which generalizes the homotopy category of a category of complexes or of DG modules. An exact category gives actually rise to a pair of exact DG categories: the category of complexes and its full subcategory of acyclic subcomplexes. This pair is an example of a 'localization pair' (2.4). Localization pairs are to be viewed as a more intrinsic variant of Thomason-Trobaugh's bicomplicial Waldhausen categories [23] . Each localization pair has associated with it a mixed complex and a triangulated category. In the case of the localization pair associated with an exact category, these are respectively the mixed complex of the exact category and its derived category. The analog of the main theorem holds for localization pairs (2.4) . This includes in particular the results of [12] for DG algebras as special cases. It improves on [12] in so far as we no longer have to make any hypothesis on the ground ring or on the underlying DG module of the algebra. This means, however, that we have to use a more elaborate definition of the mixed complex of a non-flat DG algebra using resolutions (3.2) .
As an application, we compute the mixed complex of the category of finitedimensional modules over the dual numbers (2.5) . By the same method, we reduce the computation of the mixed complex of the category of finite-dimensional modules over a finite-dimensional algebra A to the computation of the mixed complex of an associated DG algebra (whose homology is the Ext-algebra of the simple Amodules).
Sections 3 and 4 contain the proof of the main theorem for localization pairs. They form the technical heart of the article. In section 3, we prove existence and unicity up to homotopy of resolutions of exact DG categories. We start with the special case of DG algebras in 3.2. Here the only technical difficulty is that our DG algebras can have non-vanishing homology in positive and in negative degrees. The passage from DG algebras to exact DG categories in 3.6 then involves replacing an algebra by an 'algebra with several objects' and taking into account the exact structure. In fact, we do not only prove existence and unicity of resolutions but, more precisely, we show that if we quotient the category of exact DG categories by a suitable homotopy relation, then in the quotient, the multiplicative system of all functors inducing equivalences in the associated triangulated categories admits a calculus of right fractions. The corresponding localization is denoted by M b . It is equivalent to its full subcategory whose objects are the flat exact DG categories. Using this equivalence we extend the mixed complex functor from flat exact DG categories to all exact DG categories.
By the definition of M b , passing from an exact DG category to its associated triangulated category is a functor from M b to the category of triangulated categories. We define a sequence of M b to be exact iff the associated sequence of triangulated categories is exact.
In section 4, we study the 'completion' functor M b → M. Its effect is to assign to each exact DG category a new, larger, exact DG category whose associated triangulated category admits 'arbitrary' coproducts. We deduce from the theorem of Neeman-Ravenel-Thomason-Trobaugh-Yao (4.12) , that the completion functor preserves exactness (4.2) and that it becomes an equivalence when restricted to the full subcategory of M b whose objects are the exact DG categories whose associated triangulated categories are Karoubian (4.1). The exactness of a sequence of M is of course defined by passing to the associated triangulated categories. Surprisingly enough, such sequences are actually exact in the pointed category M, i.e. the first term is a monomorphism, the second an epimorphism and the two form a kernel-cokernel pair (4.6). This allows us to associate with each localization pair a functorial exact sequence of M and in particular a 'quotient category' which depends functorially and exactly on the localization pair (4.7, 4.8) . The final step is now to prove that the mixed complex functor is a '∂-functor' on M. This is done in 4.9 and 4.13. The proof of 4.13 closely follows [12, section 6] but corrects an error which occurred in [12, lemma 5.2].
1. Cyclic homology of exact categories 1.1. Exact categories and categories of complexes. Let k be a commutative ring and A a k-linear category (i.e. an additive category whose morphism spaces are k-modules such that the composition is bilinear). Suppose that A is exact in the sense of [21] . We use the terminology of [5, Ch. 9] : admissible monomorphisms are called inflations, admissible epimorphisms -deflations, and admissible short exact sequences -conflations. A complex N over A is acyclic in degree n if d
where p n−1 is a cokernel for d n−2 and a deflation, and i n−1 is a kernel for d n and an inflation. The complex N is acyclic if it is acyclic in each degree. We denote by Ac b A the category of all acyclic complexes N which are bounded, i.e. we have N n = 0 for all large |n|. We denote by C b A the category of all bounded complexes over A.
If X and Y are two complexes over A, we have a differential Z-graded k-module Hom A (X, Y ) whose nth component consists of the homogeneous morphisms f of degree n of Z-graded objects (X p ) → (Y q ) and whose differential is given by
where f is of degree n. Note that for two composable morphisms
we have the Leibniz rule
Thus any category of complexes over A may be viewed as a differential graded category in the sense of [8] and [11] . The homotopy category H b A has the same objects as C b A and its morphisms X → Y are in bijection with the elements of
It is a triangulated category. The full subcategory of the acyclic complexes forms a triangulated subcategory of H b A. The derived category D b A is the localization of H b A with respect to the subcategory of acyclic complexes. Note that this makes sense although the subcategory of acyclic complexes may not beépaisse (cf. [19] ). Indeed, if T is a triangulated category and S ⊂ T a full triangulated subcategory (which need not beépaisse), then the localization T /S exists and morphisms in the localization are given by a calculus of left or right fractions; the kernel of the localization functor T → T /S is theépaisse closure of S.
1.2.
Reminder on mixed complexes. We use Kassel's approach [9] . Recall that a mixed complex is a triple (C, b, B) such that
is a complex of k-modules and B : C → C is a homogeneous morphism of Z-graded k-modules of degree 1 satisfying bB + Bb = 0. Let Λ be the DG algebra generated by an indeterminate ε of chain degree 1 with ε 2 = 0 and dε = 0. The underlying complex of Λ is
Then a mixed complex may be identified with a DG left Λ-module whose underlying DG k-module is (C, b) and where ε acts by B. This interpretation leads to the following definitions: Suppose that C = (C, b, B) is a mixed complex. Then the shifted mixed complex C [1] is the mixed complex such that C [1] 
Let f : C → C be a morphism of mixed complexes. Then the mapping cone over f is the mixed complex
We define Mix to be the category of mixed complexes and DMix to be the mixed derived category, i.e. the derived category of the DG algebra Λ. Its objects may be viewed as mixed complexes. Cyclic homology, Hochschild homology etc. may be interpreted as cohomological functors on DMix , cf. [12, 2.2] . Note that despite the notation, DMix is not the derived category of the abelian category Mix (the objects of the derived category of Mix would be complexes of mixed complexes . . . ).
1.3.
The mixed complex of a flat DG category. Let B be a small DG category in the sense of [11] . Assume that B is flat, i.e. B (A, B) ⊗ k N is acyclic for each acyclic DG k-module N and all A, B ∈ B. In analogy with the construction of Hochschild-Mitchell homology [18] and with the case of DG algebras [7] , [24] , we associate a precyclic chain complex with B as follows: For each n ∈ N, its n-th term is
where the sum runs over all sequences B 0 , . . . , B n of objects of B. The degeneracy maps are given by
. The cyclic operator is given by
We associate a mixed complex C(B) with this precyclic chain complex as described in [12, Sect. 2] . We view C(B) as an object of the mixed derived category DMix as explained above (1.2) . By definition, the cyclic homology of B is the cyclic homology of the mixed complex C(B), and similarly for the other variants of the theory (Hochschild, periodic, negative, . . . ). The cyclic complex of a DG category which is not necessarily flat will be defined via a flat resolution in section 3.2.
1.4. The mixed complex associated with an exact category (flat case). In the setting of (1.1), suppose that A is small and flat over k, i.e. A (A, B) is a flat k-module for all A, B ∈ A (this holds, for example, if k is a field; an important nonexample is the category of finitely generated abelian groups viewed as a Z-linear category). Then the mixed complex associated with the exact category A is defined to be
Here, Ac b A and C b A are viewed as differential graded categories and C is the functor defined in (1.3). Clearly C(A) is functorial with respect to exact functors.
The definition of C(A) for exact categories which are not necessarily flat over the ground ring is given in section 3.9 using flat resolutions.
1.5. The main theorem. Let k be a commutative ring. All exact categories below are assumed to be k-linear and small. By an exact functor, we always mean a k-linear exact functor. Statements b) and c) below will be extended to certain non-exact functors in section 1.13.
A factor-dense subcategory A of an additive category A is a full subcategory such that each object of A is a direct factor of a finite direct sum of objects of A . An equivalence up to factors is an additive functor A → B which induces an equivalence onto a factor-dense subcategory of B. A sequence
of triangulated categories is exact up to factors if T identifies with a factor-dense subcategory of the kernel of Q and Q induces an equivalence from T / ker Q onto a factor-dense subcategory of T .
Theorem.
a) If A is a k-algebra, there is a natural isomorphism in the mixed derived category 
is exact up to factors, then there is a canonical morphism ∂(F, G) such that the sequence
is a triangle in the mixed derived category.
The theorem is a consequence of (2. If moreover condition a) (or its dual) holds, then this functor is an equivalence.
1.6. Example: Algebras of finite global dimension. Let A be a noetherian algebra of finite global dimension over a commutative ring k. Let mod A denote the category of all finitely generated A-modules. I claim that the inclusion proj A → mod A induces an isomorphism
in the mixed derived category. Indeed, the inclusion is an exact functor and the induced functor D b proj A → D b mod A is an equivalence by the above remark. So the claim follows from (1.5 b). If we combine it with (1.5 a), we find that if A is noetherian of finite global dimension, then we have a canonical isomorphism
in the mixed derived category.
1.7. Example: Projective space. Suppose that k is a field. Let n be a positive integer and V a vector space of dimension n + 1 over k. Let A be the algebra of upper triangular matrices (a ij ) 0≤i,j≤n with a ij ∈ S j−i V for j ≥ i and a ij = 0 for j < i. Let P be the projectivization of V and coh P the category of coherent sheaves on P. There is a canonical fully faithful functor proj A → coh P taking the indecomposable projective right A-module e ii A to the sheaf O P (−i). By a theorem of Beilinson's [1] , this functor induces an equivalence
Thus by (1.5 b) and (1.5 a), we have isomorphisms
By [15, 1.2.15], we know that the inclusion of the diagonal matrices D ⊂ A induces an isomorphism C(D) ∼ → C(A) in the mixed derived category. So we finally get the isomorphism
1.8. Cyclic homology of schemes. Let X be a scheme over a field k which admits an ample line bundle (for example a quasi-projective variety). Let vec(X) denote the category of locally finitely generated free sheaves on X (i.e. the category of algebraic vector bundles). It is an exact subcategory of the category of quasicoherent sheaves on X.
Theorem. [13] There is a canonical isomorphism
Here HC * (X) denotes the cyclic homology of the scheme X as defined by Loday [14] and Weibel [27] . For an affine scheme X = Spec(A), the category vec(X) is equivalent to proj A and on the other hand, Weibel has shown in [loc. cit.] that HC * (X) is canonically isomorphic to HC * (A). So the theorem reduces to (1.5 a) in this case.
It will be shown in [13] that the theorem above generalizes to arbitrary quasicompact quasi-separated schemes if we replace the exact category vec(X) by the localization pair (2.4) associated with the category of perfect complexes on X.
1.9. Example: Nilpotent matrices. Suppose that k is a field. Let N be the category of finite-length modules over the power series ring over k in one variable. An object of N is a finite-dimensional vector space endowed with a nilpotent endomorphism. The category N embeds into mod k[X] and its image equals the kernel of the localization functor mod
. At the level of derived categories, we obtain a short exact sequence
Hence by (1.5 c), we have a triangle
in the mixed derived category. By example (1.6), it is isomorphic to a triangle
Now if we take homology in degree 0, then the second morphism identifies with the injection k[X] → k[X, X −1 ] so that we get
To deduce this isomorphism, we have only used the statements in theorem (1.5). Thus, any homology theory satisfying theorem (1.5) must take non-zero values in negative degrees. The theories defined by R. McCarthy in [17] are concentrated in positive degrees by definition. So they cannot satisfy theorem (1.5).
1.10. A counterexample to devissage. Suppose that k is a field. Let A = k[ε]/(ε 2 ). In (2.5) below we will show that HH * (mod
where T is of homological degree −1. As a graded k-module, this is clearly non isomorphic to HH * (mod k) = k [u] , where u is of homological degree 2. This example shows that the analogue of the dévissage theorem 4 of [21] does not hold for the invariant A → HH * (mod A).
1.11. Application: Additivity. Let k be a commutative ring and A a small k-linear exact category. Let con A denote the category of conflations
It becomes an exact category if we endow it with the componentwise conflations. Let P : con A → A be the functor ε → C and R : con A → A the functor ε → A.
Theorem. The functors P and R induce an isomorphism in the mixed derived category
Proof. Let I : A → con A denote the functor
Then we have a short exact sequence of derived categories
in DMix . Now the functor R satisfies RI = 1 A . So the triangle splits and we get the isomorphism of the theorem. √ 1.12. Application: Delooping. Let k be a commutative ring and A a small k-linear flat exact category. Recall from 1.4 that
This definition clearly defines a functor from the category of small exact flat categories and exact functors to the category of mixed complexes. Hence it admits a natural extension to a functor from simplicial exact categories to simplicial mixed complexes. In particular, if S • A denotes the Waldhausen construction (see [26] , [17, 3 .1]), we have a simplicial object of mixed complexes C(S • A). We denote by Tot C(S • A) the mixed complex obtained by passing from the simplicial object C(S • A) to its associated reduced chain complex (whose components are mixed complexes) and then to the (sum) total mixed complex.
Theorem. There is a canonical isomorphism in the mixed derived category
Proof. Consider the sequence
of simplicial exact categories: here const • A denotes the constant simplicial category with value A and P • S • A is the 'path object' of S • A (see [17, 3.3] ). Let I n A denote the category whose objects are the sequences
of inflations of A. The nth component of the above sequence is given (up to equivalence) by
where F maps A ∈ A to the constant sequence
This is clearly a (split) exact sequence of exact categories. By the additivity (1.11), this implies that in
the first morphism is a quasi-isomorphism onto the kernel of the second, which is surjective in each component. Now if B • is a simplicial exact category, then Tot C(B • ) is filtered by a complete, bounded below filtration with subquotients the C(B n ) suitably shifted. This implies that the morphism
is a quasi-isomorphism onto the kernel of the morphism
which is surjective in each component. Hence we have a canonical triangle in the mixed derived category
Now we have a canonical isomorphism of mixed complexes Tot
13. Extended functoriality. Let k be a commutative ring, A and B small klinear exact categories and F : A → B a k-linear functor which is not necessarily exact. We would like to assign to F a morphism C(A) → C(B) of the mixed derived category. For this, we assume that the functor F is right derivable, i.e. that A admits a full exact subcategory A ⊂ A satisfying conditions a) and b) of the remark following theorem 1.5 and such that the restriction of F to A is exact. Then the total derived functor RF : 
Accordingly, we define the morphism C(RF ) in the mixed derived category by the commutative diagram
We see that if RF is an equivalence up to factors, then C(RF ) is an isomorphism by (1.5 b). Similarly, one can define C(LF ) if F is left derivable (left to the reader). In (1.5 c), instead of supposing that F and G are exact, it is enough to assume that they are right derivable and that the sequence
is exact up to factors (similarly with 'right' replaced by 'left' for F , G, or both).
Then we still have a canonical triangle
This is not a consequence of (1.5 c) but of its proof: Indeed, in the proof, we pass from an exact category to the corresponding localization pair (2.4), to objects of the categories L b and L, and finally to objects of the category M (4.8). For an exact category A, denote by M (A) the corresponding object of M. Each object M of M has an associated triangulated category T M and T M (A) is a triangulated category whose subcategory of compact objects is equivalent up to factors to D b A (4.8). The object M (A) is functorial in A and an exact functor A → A inducing an equivalence up to factors in the derived categories induces an isomorphism M (A ) → M (A) (4.8). It follows that we can define M (RF ) for a right derivable functor F in the natural way. Moreover, it follows from (4.8) that under the above hypotheses, the sequence
is an exact sequence of M (4.6). Now the assertion follows from (4.9 b).
Exact DG categories
2.1. Definitions. Let k be a commutative ring and B a small DG k-category (cf. [11] ). Recall that a DG (right) B-module is a DG functor M : B → Dif k, where Dif k denotes the category of differential graded k-modules. The module M is given by differential graded k-modules M (B), B ∈ B, and morphisms of chain complexes
A morphism of differential graded B-modules is a morphism f of graded B-modules such that f (B) commutes with the differential for each B ∈ B. If f : M → N is a morphism of DG modules, the mapping cone Cone(f ) is the DG module
for B, C ∈ B, p, q ∈ Z, and b ∈ B (B, C) q . The category of DG B-modules is denoted by Dif B. It carries an exact structure in the sense of Quillen [21] whose admissible short exact sequences are the short exact sequences
which split as sequences of graded B-modules.
We denote by Z 0 B the category with the same objects as B and whose morphisms A → B correspond bijectively to the elements of
Clearly, the functor
is fully faithful (Y stands for 'Yoneda'). The category B is an exact DG category if its essential image in Dif B is stable under the translation functors 
there is an object Cone(f ) of B and an isomorphism of DG B-modules
If B is an exact DG category, then Z 0 B becomes a Frobenius category for the exact structure induced from Dif B. By abuse of notation, we will denote the associated stable category by B.
2.2.
Examples of exact DG categories. a) Categories of complexes. Let A be an additive category and B a full subcategory of the category CA of complexes over A which is closed under (degreewise split) extensions and shifts. Then B is an exact DG category whose mapping cones are the usual mapping cones of complexes.
b) Exact DG subcategories. Let B be an exact DG category and B an exact DG subcategory, i.e. a full DG subcategory such that Z 0 B is closed in Z 0 B under shifts and extensions. Then B is an exact DG category.
b) Examples arising from Frobenius categories. Let E be a Frobenius category. Let B be the category of acyclic complexes with projective-injective components over E. This is an exact DG category by example a). The zero cycle functor induces a triangle equivalence B → E. Hence, up to triangle equivalence, all stable categories of Frobenius categories are obtained as stable categories of exact DG categories.
c) Exact envelopes of DG categories. Let A be a DG category. Up to equivalence, the category Dif A contains a unique smallest subcategory containing the Y A, A ∈ A, closed under shifts and (graded split) extensions. This subcategory will be denote by dgfree A. It is an exact DG category and the functor A → dgfree A is universal among DG functors from A to exact DG categories. The category dgfree A may also be constructed more explicitly as follows (cf. also [8, ? ??]): First define ZA to be the category whose objects are the pairs (A, r) consisting of an object A ∈ A and an integer r; the DG module of morphisms from (A, r) to (B, s) is in bijection with
The composition of a morphism f : (A, r) → (B, s) of degree n with g : (B, s) → (C, t) of degree m is given by
Now the objects of dgfree A are the sequences (A 1 , . . . , A n ) of objects of ZA together with matrices δ = (δ ij ) of morphisms δ ij ∈ Hom ZA (A j , A i ) such that δ ij = 0 for i ≥ j and
for all i, j. The DG module of morphisms from (A 1 , . . . , A n ) to (B 1 , . . . , B m ) is given by matrices f = (f ij ), f ij ∈ Hom ZA (A j , B i ). The differential of a homogeneous morphism f of degree n is defined to be
where d ZA is applied to each entry of the matrix f and δ • f and f • δ are matrix products. The canonical functor Φ : ZA → Dif A sends an object (A, r) to A ∧ [r] and the canonical functor dgfree A → Dif A sends an object (A 1 , . . . , A n ) to the graded module ΦA 1 ⊕ · · · ⊕ ΦA n endowed with the differential d + Φδ.
d) Functor categories. Let A be a small DG category (for example any kcategory) and B an exact DG category. We will define an exact DG category Fun (A, B) whose objects are k-linear DG functors A → B. If F and G are two such functors, let Hom (F, G) n denote the set of homogeneous morphisms of degree n of the underlying graded functors; thus an element ϕ of Hom (F, G) n is the datum of a morphism ϕA ∈ Hom B (F A, GA) n such that (Gf )(ϕA) = (−1)
Then it is straightforward to check that Fun (A, B) is an exact DG category (the mapping cone over ϕ ∈ Z 0 Hom (F, G) is given by A → Cone(ϕ(A))).
We define Rep(A, B) to be the localization of the stable category of Fun (A, B) at the class of morphisms f : F → G such that f A : F A → GA becomes invertible in B for all A ∈ A. e) Filtered objects. Let F : A → B be a DG functor between exact DG categories. Let Fil F be the DG category whose objects are pairs (A, i), where A ∈ A and i : F A → B is an inflation of Z 0 B. By definition, the DG module of
is the pullback of the diagram Lemma. For each A, B ∈ B, n ∈ Z and f ∈ Z 0 B (A, B) there are canonical isomorphisms
Proof. We use the terminology of [11, 6. For example, if A is an exact k-linear category, then the pair consisting of C b A and of its subcategory of acyclic complexes is a localization pair and the associated triangulated category is the derived category of A.
Similarly, if A is a DG algebra, then dgfree A endowed with the zero subcategory is a localization pair (which will also be denoted by dgfree A). The associated triangulated category is equivalent to a full subcategory of the category per A of perfect objects (=compact objects = small objects [12, 7.10] ) in the derived category DA. Moreover, each perfect object is a direct factor (in DA) of an object of dgfree A (this follows from the proof of the theorem of Ravenel-Neeman [22] , [20] , as explained in [11, 5.2 
]).
A
is a flat DG k-module for all A, B ∈ A. A localization pair B is flat if B 0 , and hence B 1 , are flat DG categories. Similarly, one defines the notion of closed DG category and closed localization pair.
The mixed complex associated with a flat localization pair B is the cone
The definition of C(B) for an arbitrary localization pair B will be given in (3.9) .
If B and B are localization pairs, an exact functor F : B → B is an exact functor B 1 → B 1 taking B 0 to B 0 . Such a functor induces a triangulated functor
T B → T B
and a morphism C(F ) : C(B ) → C(B) in the category of mixed complexes (and therefore in the mixed derived category).
Theorem.
a) If A is a DG algebra over k, there is a canonical isomorphism C(A) [1] in the mixed derived category.
The theorem will be proved in (4.11).
2.5. Example: Dual numbers. Let k be a field and A = k[ε]/(ε 2 ). Using the above theorem we will compute C(mod A). Consider the following categories: the category B of bounded complexes over mod A; the category B of right bounded complexes over mod A which are acyclic in all degrees 0; the smallest full subcategory B of B closed under shifts and degreewise split extensions and containing the complex
where the last component A is in degree 0. Then B gives rise to a localization pair if we consider it together with its full subcategory of acyclic complexes and similarly for B and B . We denote these localization pairs by the same symbols. Then clearly the inclusion functors B → B ← B induce equivalences in the associated triangulated categories. Finally, we have T B ∼ ← B and this category is generated by P as a triangulated category. Now consider B = k[T ] as a differential graded algebra with differential zero where the generator T is of (cohomological) degree 1. Then we have a morphism of DG algebras ϕ : B → Hom A (P, P ) mapping T to the morphism P → P [1] which is the identity in all degrees except 0. The morphism ϕ is in fact a quasi-isomorphism. Hence the functor Q → Q ⊗ B P induces an equivalence from T (dgfree B) onto T B . It follows from theorem (2.4) that we have isomorphisms
in the mixed derived category. For example, we have HH * (mod A)
where T is of (homological) degree −1 and ε of degree 0.
2.6. Example: Finite-dimensional algebras. Let k be a field and A a finitedimensional algebra over k. If A is of finite global dimension, we have C(mod A) ∼ → C(A) by example (1.6). In the general case, let S 1 , . . . S n be a system of representatives of the simple A-modules and P a projective resolution of the direct sum of the S i . Put B = Hom A (P, P ). Note that the homology of B is the Ext-algebra
Then the argument of example (2.5) shows that we have an isomorphism
in the mixed derived category. J. Rickard asks: Are there finite-dimensional algebras A such that some HH n (mod A) or HC n (mod A) is infinite-dimensional ? 
be a diagram of localization pairs and exact functors such that in the associated triangulated categories, the lines induce exact sequences and the right hand square induces a Mayer-Vietoris square. Then if δ denotes the composition
(which is well defined in the mixed derived category), the sequence
is a triangle (the Mayer-Vietories triangle associated with the square).
The theorem will be proved in (4.11). The corresponding Mayer-Vietoris sequence in homology can of course be derived from the homology sequence obtained from the localization theorem. However, the existence of a functorial Mayer-Vietoris triangle does not follow from the existence of triangles for localizations.
Homotopy and Localization
for all x ∈ A n , y ∈ A. For example, the map α − β is an α-β-derivation of degree 0. An homotopy from α to β is an α-β-derivation h of degree −1 such that
The morphism α is homotopic to β if there is an homotopy from α to β. Clearly homotopy is a bifunctorial equivalence relation on the set of morphisms from A to B. An homotopy equivalence is a morphism which becomes invertible after quotienting the category of DG algebras by the homotopy relation.
For a given DG algebra B, there is a 'universal' pair of homotopic morphisms View B as a subalgebra of the graded endomorphism algebra of B ⊕ B [1] and as such, endow it with the differential given by the supercommutator with
Then B is a DG algebra (it is a subalgebra of the graded endomorphism algebra of the mapping cone over the identity of B). The two diagonal projections p 1 , p 2 : B → B are DG algebra morphisms and the map
is an homotopy from p 1 to p 2 . It is universal in the sense that if h is an homotopy from α to β : A → B, then the map
is a morphism of DG algebras such that p 1 γ = α, p 2 γ = β and h 0 γ = h and clearly it is the unique morphism with these properties.
Note that both p i are homotopy equivalences of the underlying chain complexes and that the diagonal map
Hence if F is a functor defined on the category of DG algebras which inverts morphisms inducing homotopy equivalences of the underlying chain complexes, then F (δ) is invertible and we have F (p 1 ) = F (p 2 ) and hence F (α) = F (β) for each pair of homotopic morphisms. In particular, homotopic morphisms A → B induce the same morphism C(A) → C(B) in the mixed derived category. We leave it to the reader as an exercise to provide a direct proof of this fact.
Resolutions of DG
algebras. Let k be a commutative ring. Let A be a DG k-algebra. Recall that by definition, A is flat if A ⊗ k N is acyclic for each (possibly unbounded) acyclic DG k-module N . This is the case for example if A is closed as a DG k-module, i.e. Hom k (A, N ) is acyclic for each acyclic complex N (cf. [12, 7.5
]).
A flat (resp. closed) resolution of A is a morphism of DG algebras ϕ : B → A inducing an isomorphism in homology and such that B is flat (resp. closed) as a DG k-module. Part a) of the following lemma is well-known for the case of DG algebras concentrated in negative degrees [15, 5.3.6] .
Using part a) of the lemma we define the mixed complex associated with A to be C(A) = C(B) where ϕ : B → A is any flat resolution. Thanks to parts b) and c) of the lemma, C(A) is well-defined up to canonical isomorphism in DMix and functorial with respect to morphisms of DG algebras. This definition can easily be generalized from DG algebras to small DG categories (Left to the reader. Homotopy is defined only between functors which coincide on objects, and quasi-isomorphisms between small DG k-categories are required to induce bijections between objects).
Note that the lemma shows that in the category of DG algebras and homotopy classes of morphisms, the class of quasi-isomorphisms admits a calculus of right fractions [6] and that the corresponding localization is equivalent to its full subcategory whose objects are the closed DG algebras.
Lemma.
a) There is a closed (hence flat) resolution ϕ :
where ϕ is a quasi-isomorphism, can be completed to a square commutative up to homotopy
where ϕ is a quasi-isomorphism.
c) If α, β : A → A and γ : A → A are morphisms of DG algebras such that γ is a quasi-isomorphism and γα is homotopic to γβ, then there is a closed resolution ϕ : B → A such that αϕ is homotopic to βϕ.
Proof. a) We endow the category of DG k-modules with the following exact structure (cf. [16, XII, 15] 
are exact for all n ∈ Z. Then the class F formed by all direct sums of shifted copies of the DG modules (=complexes) where Φ has the components
Clearly ϕ is a deflation. It is easy to see that it induces in fact an isomorphism in homology. b) Choose a surjective morphism p : V → A with contractile V ∈ F. Then the inclusion B → B * k T (V ) is an homotopy equivalence and the morphism B * k T (V ) → A defined by ϕ and p is a surjective resolution. Therefore we may and will assume that ϕ : B → A is surjective. Form the pullback diagram
Then clearly ϕ is a quasi-isomorphism. c) We may and will assume that γ : A → A is a deflation (cf. the proof of b). Let m : A → A be a homotopy from γα to γβ. As in the proof of a), we choose a deflation p 0 : V 0 → A with V 0 ∈ F, we let B 0 = T (V 0 ) and take ϕ 0 : B 0 → A to be the morphism induced by p 0 . Since γ is a deflation, the morphism mp 0 equals γh 0 for some h 0 : V 0 → A which is homogeneous of degree −1. By construction, the composition of αp 0 − βp 0 − d h 0 − h 0 d with γ vanishes. Since ker γ is acyclic and V 0 ∈ F, there is an h 0 :
We put h 0 = h 0 + h 0 and α 0 = αϕ 0 , β 0 = βϕ 0 . We extend h 0 to an α 0 -β 0 -derivation h 0 : B 0 → A of degree −1. Now we choose a morphism p 1 : V 1 → B 0 with V 1 in F inducing a deflation onto ker ϕ 0 . We define B 1 , ϕ 1 , α 1 and β 1 as in the proof of a). We will now construct an homotopy h 1 between α 1 and β 1 . Note first that we have
We claim that its image is contained in ker γ. Indeed, we have γh 0 = mϕ 0 since both are γα 0 -γβ 0 -derivations of degree −1 which coincide on V 0 . Therefore, we have γh 0 p 1 = mϕ 0 p 1 = 0, as we claimed. Since V 1 belongs to F and ker γ is acyclic, we can choose a graded morphism h 1 : [1] ) to be the unique α 1 -β 1 -derivation of degree −1 which restricts to h 0 on B 0 and to h 1 on V 1 [1] . It is then easy to check that α 1 − β 1 and d h 1 + h 1 d coincide on B 0 and V 1 [1] and hence on
Continuing in this way, we obtain a direct system as in the proof of a), and in addition we have a compatible family of graded morphisms h p of degree −1. We define B = lim − → B p and let ϕ : B → A be the morphism induced by the ϕ p . Then the morphism induced by the h p yields a homotopy between αϕ and βϕ. √
3.3.
Homotopy between functors. Let k be a commutative ring and A, B small exact DG categories. Let F, G : A → B be DG functors. An a-homotopy from F to G is the datum of a morphism of DG functors α : F → G such that αA is an inflation of Z 0 B which becomes invertible in H 0 B for all A ∈ A.
A b-homotopy from F to G is the datum of
• a morphism ηA : F A → GA of Z 0 B which becomes invertible in H 0 B for all A ∈ A (but which will not be functorial in A, in general) • a morphism of graded k-modules homogeneous of degree −1
for all A, B ∈ A such that we have
for all composable morphisms f, g of A, where f is of degree n.
A c-homotopy from F to G is an isomorphism from F to G in Rep (A, B) . Let x = a, b or c. We write ∼ x for the smallest equivalence relation containing all pairs (F, G) such that there is an x-homotopy from F to G. Using statement a) of the following lemma, we define F to be homotopic to G if we have F ∼ x G for x = a, b, c.
Lemma.
a) The relations ∼ a , ∼ b and ∼ c coincide.
b) There is a universal pair P 1 , P 2 : B → B of a-homotopic DG functors (i.e. for each pair F, G : A → B of a-homotopic functors there is a functor Φ : A → B such that P 1 Φ = F , P 2 Φ = G). Moreover, there is a DG functor D : B → B such that P 1 D = 1 B = P 2 D and D induces an equivalence in the associated stable categories and an isomorphism of DG k-modules
for all A, B ∈ B.
Proof. a) If α : F → G is an a-homotopy, then by putting ηA = αA and h(A, B) = 0 for all A, B ∈ A we obtain a b-homotopy. Now suppose that we have an arbitrary b-homotopy (η, h) from F to G. Consider the sequences
where IA = Cone (ηA). By the assumption on ηA, the term IA is a zero object of B. We will now make A → IA into a DG functor A → B such that the above sequence becomes a sequence of DG functors. This will clearly imply that F is isomorphic to G in Rep (A, B). To define the morphisms
we identify B (IA, IB) with the module of matrices
F B) .
Then the morphism A (A, B) → B (IA, IB) is given by
It is easy to check that this defines a morphism of complexes and a functor which is moreover compatible with the above sequences. Finally, suppose that F is isomorphic to G in Rep (A, B). Then we apply lemma 3.5 below to B = Fun (A, B) and to the class Σ of morphisms ϕ such that ϕA is invertible in B for all A ∈ A. We conclude that there is a finite sequence connecting F to G and consisting of inflations of Fun (A, B) which become invertible in Rep (A, B) . This clearly implies F ∼ a G. b) Let B be the full exact DG subcategory of Fil B (cf. example 2.2 f) whose objects are the inflations i : B 1 → B 2 which become invertible in B. The DG functors
satisfy the claim. Let α be an a-homotopy from F to G. Then clearly
Homotopy invariance (exact DG categories).
Let A and B be small exact DG categories and F : A → B a DG functor. We say that F is a resolution if F induces an equivalence A → B. It is a pure resolution if moreover F induces a quasi-isomorphism
for each DG k-module V , and all A, B ∈ B. Note that if F is a resolution and A, B are flat, then F is automatically a pure resolution.
Proof. a) Let A be the full DG category of B formed by the objects F A, A ∈ A. The assumption that F induces a quasi-isomorphism
for each DG k-module V , and all A, B ∈ B implies that F induces a quasiisomorphism C(A) → C(A ). The DG category version of lemma 1.
of [12] implies that the inclusion A ⊂ B induces a quasi-isomorphism C(A ) → C(B). b) This follows from a) and lemma 3.3 b). √

Isomorphisms in Localizations.
If C is a small category, we denote by Iso C the category with the same objects as C and whose morphisms are the isomorphisms of C and by Quot C the localization of C at the class of all morphisms. Let E be a Frobenius category and Σ a multiplicative system [25] in E. Let I Σ denote the category whose objects are those of E and whose morphisms are the inflations of E which become invertible in E[Σ −1 ].
Lemma. The canonical functor Quot (I
is an isomorphism of categories.
Proof. Let E Σ be the category whose objects are those of E and whose morphisms are those of E which become invertible in E[Σ −1 ]. Then, since Σ admits a calculus of fractions, the canonical functor Quot (E Σ ) → Iso (E[Σ −1 ]) is an isomorphism. So it remains to be proved that the canonical functor Quot (I Σ ) → Quot (E Σ ) is an isomorphism. Let Ω denote the class of morphisms of I Σ which become invertible in E. Clearly Quot (I Σ ) identifies with Quot (I Σ [Ω −1 ]). So it is enough to prove that the canonical functor F :
We will construct an inverse G to this functor.
Let Q : I Σ → I Σ [Ω −1 ] be the quotient functor. Let f : X → Y be a morphism of E Σ . Choose an inflation i : X → I with injective I. Consider the morphisms
Let us show that this does not depend on the choice of the inflation i. Indeed, let i : X → I be another inflation with injective I . The claim will follow once we prove that the following diagram becomes commutative after applying Q
We have to prove that
To show the first equality, choose j :
t is the composition of [f i 0] t followed by
The functor Q maps s to the identity of Y ⊕I ⊕I since its composition with ι Y is the identity and Q(ι Y ) is invertible. The second equality is proved similarly. Now let us show that G(gf ) = G(g)G(f ). Indeed, this now follows from the commutativity of the diagram
where j : Y → J is an inflation with injective J and
2 because G(1 X ) is invertible (it is a composition of two isomorphisms of E.). This means that we have
if f : X → Y and i : X → I is an inflation with injective I. We will use this to show that G(f ) = Q(f ) if f is an inflation which becomes invertible in E[Σ −1 ]. Indeed, in this case, we have i = jf for some j : Y → I. Therefore
which implies that
If follows that G is full. But clearly, the composition F G is the identity of E Σ . Thus, F and G are inverse isomorphisms. Proof. a) We imitate the proof of (3.2 a): We choose a deflation
with V 0 (A, B) ∈ F for all A, B ∈ A. We let B 0 = T (V 0 ) be the category with the same objects as A and whose morphisms A → B are parametrized by the direct sum of the (A, B 1 ) where B 1 , . . . , B n−1 runs through all finite sequences of objects of A, n ≥ 0. We let F 0 : B 0 → A be the functor extending p 0 etc.
This construction yields a DG functor F : B → A which is bijective on objects and induces quasi-isomorphisms
for all A, B ∈ B . The DG category B is closed but will not be exact, in general. We put B = dgfree B and let F : B → A be the functor induced by F (cf. example 2.2 c).
b) In a first step, we will replace F by a functor which induces deflations in the morphism spaces and a surjection of the object sets. Indeed, let B be the full subcategory of Fil F (cf. example 2. is surjective on objects. Using the method of he proof of (3.2 b) we can modify it so as to induce deflations of the morphism spaces. Let us therefore assume that F is surjective on objects and induces deflations of the morphism spaces. For each object A of A , we choose a preimage G A of GA under F . Now let B be the category with the same objects as A and whose morphism spaces are given by pullback diagrams
E c c E
Then B is an exact DG category and the obvious functors F : B → A and G : B → B yield a commutative diagram as in the claim. c) As in the proof of b) we may and will assume that K induces surjections of the morphism sets and deflations in the morphism spaces. Using 3.3 we may assume that we have a b-homotopy (η, h) : GK → GL.
For all A, B ∈ A, choose a deflation p 0 : V 0 (A, B) → A (A, B) and let B 0 = T (V 0 ) and F 0 : B 0 → A be the functor extending p 0 as in the proof of a). A (KA, LB)
factors through the acyclic subcomplex ker G ⊂ A (KA, LB).
We put h 0 = h 0 + h 0 . We can then extend h 0 uniquely to B 0 in such a way that (η, h 0 ) defines a b-homotopy from KF 0 to LF 0 . Now we construct B 1 as in the proof of a) by choosing morphisms p 1 : V 1 (A, B) → B 0 (A, B) inducing deflations onto the kernel of
and letting B 1 = B 0 * k T (V 1 [1] ). To extend h 0 to B 1 we first note that we have
for f belonging to the kernel of F 0 . So h 0 p 1 defines a morphism of complexes
Moreover, its composition with G vanishes.
So it factors through ker G, which is acyclic, and since V 1 [1] belongs to F, we have
for some morphism h 1 :
We can then define a unique b-homotopy (η, h 1 ) from KF 1 to LF 1 : B 1 → A by requiring that h 1 restricts to h 0 on B 0 and to h 1 on V 1 [1] . By iterating this construction we obtain a direct system of DG categories B p and a compatible family of b-homotopies (η, h p ) from KF p to LF p . Passage to the limit yields the result. (c 1 ) ). Using this identification we view MorMix as a category of DG modules and we define DMorMix to be the associated derived category. Note that a morphism of DMorMix is invertible iff both of its components are invertible in DMix .
3.8. Homotopy invariance (localization pairs). Let k be a commutative ring. Let F, G : B → B be exact functors between localization pairs. By definition, F is homotopic to G if the underlying exact functors B 1 → B 1 are homotopic (3.3). The functor F is a pure (resp. closed, resp. flat) resolution if this holds for the induced functors B 1 → B 1 and B 0 → B 0 . For a localization pair B = (B 0 , B 1 ), the object Cm(B) ∈ DMorMix is defined to be the morphism
of Mix . This is clearly functorial in B. Using part a) of the following lemma, for a localization pair A, we define the object Cm(A) to be Cm(B), where B → A is a flat resolution. Thanks to 3.8 and the lemma, this is well-defined up to canonical isomorphism in DMorMix and functorial in A. The mixed complex associated with A is defined to be Cone(Cm(A)).
If A is a (not necessarily flat) exact category, the mixed complex of A is defined to be the mixed complex associated with the localization pair Ac 
where F is a resolution and GF is homotopic to F G . c) Suppose that K, L : A → A are exact functors between localization pairs and there is an exact functor G : A → A which is a resolution of A and such that GK is homotopic to GL. Then there is a resolution F : B → A such that KF is homotopic to LF .
Proof. This is a straightforward consequence of lemmas 3.6 and 3.8. For example, to prove a), we choose a flat resolution F 1 : B 1 → A 1 and let B 0 be the preimage of A 0 under F 1 . √
Completion, Cokernels
4.1. The categories M b and M. Let U be a universe containing an infinite set. A category C is a U-category if it is small and the set C (X, Y ) belongs to U for all X, Y ∈ C. It is U-small if the set of its morphisms belongs to U. It has Ucoproducts if each family (X i ) i∈I of objects of C indexed by a set I of U admits a coproduct in C. htp by localization at the class of DG functors inducing equivalences in the stable categories. In (3.6), we have shown that this class admits a calculus of right fractions [6] and we have constructed the cyclic functor
A triangulated category T is compactly U-generated if it is a U-category having U-coproducts and admitting a family (X i ) i∈I , I ∈ U, of compact objects such that T coincides with its smallest triangulated subcategory containing all X i and stable under U-coproducts. In this case, the family (X i ) is a family of U-generators of T . Such a category is Karoubian (as shown in [2] ), i.e. idempotents split in T .
Let A be a U-small DG category. Let A + be the DG category of all DG modules P such that P is closed and P (A) belongs to U for all A ∈ A. Then A + is an exact DG category and the associated stable category A + is a compactly U-generated triangulated category. This results by inspection of the proofs from section 3 of [11] .
The assignment A → A + is functorial in the following sense: Let A, B be Usmall DG categories and F : A → B a DG functor. Then the tensor product by the bimodule (A, B) → B(F, F A) yields an induced functor F + : A + → B + welldefined up to canonical isomorphism. The associated functor A + → B + preserves compactness and commutes with arbitrary coproducts. If F induces an equivalence in the stable categories, then so does F + .
We denote by M str the category whose objects are the exact DG U-categories A such that A is compactly U-generated. The morphisms of M str are DG functors F : A → B such that the induced functor A → B preserves compactness and commutes with arbitrary coproducts. The category M htp is obtained from M str by identifying homotopic DG functors. Finally, the category M is the localization of M htp at the class of DG functors inducing equivalences in the stable categories. As for M b , this class admits a calculus of right fractions by (3.6 ). An exact DG category A is stably Karoubian if A is Karoubian. If A is a DG category in M b , then A + is stably Karoubian since A + is compactly U-generated. Clearly, there is a minimal Karoubian triangulated subcategory A Kar of A + containing A. If we let A Kar be the preimage of A Kar in A + , then the stable category of A Kar is clearly isomorphic to A Kar . However, A Kar will not be U-small in general. Therefore, define A Kar to be a minimal full subcategory of A Kar containing A such that a) A Kar is closed under shifts and mapping cones, b) for each A ∈ A Kar and each idempotent e of A + (A, A), A Kar contains objects A and A which in A + become isomorphic to the kernel and the image of e.
Then clearly A Kar is U-small and its stable category is still equivalent to A Kar . In particular, it is stably Karoubian. By the theorem of Neeman-Ravenel (4.12), A Kar is in fact equivalent to the subcategory of compact objects of A + . Let M The proposition shows that
c . In particular, we have an equivalence up to factors
For B ∈ M, we define the mixed complex
This means that C(B) = C(S) for some U-small stably Karoubian DG subcategory S ⊂ B containing a set of compact U-generators for B. Since for A ∈ M b , the canonical morphism A → A Kar induces an isomorphism C(A) → C(A Kar ), we have an isomorphism
Proof of the Proposition. We construct the right adjoint B → B c . Let B be an object of M. Consider the set Cp(B) of stably Karoubian exact DG subcategories R of B such that R is U-small and contains a family of U-generators for B. The set Cp(B) is non-empty and if R, R belong to Cp(B) there is R ∈ Cp(B) containing both, R and R . By the theorem of Neeman-Ravenel (4.12), the inclusion functors then yield equivalences
We put B c = R for some R ∈ Cp(B). This is independent of the choice of R up to canonical isomorphism. Now let F : B 1 → B 2 be a functor such that F : B 1 → B 2 preserves compactness and commutes with arbitrary coproducts. We choose R 1 ∈ Cp(B 1 ) arbitrarily and R 2 ∈ Cp(B 2 ) such that F R 1 ⊂ R 2 . This yields a well-defined morphism F c : B is a functor. We will now construct a natural transformation B → B c+ . By (3.6), we may and will assume that B (and hence B c = R ⊂ B) is a closed DG category. Let I be the R-R-bimodule (X, Y ) → R (X, Y ) andĨ → I a closed resolution over R ⊗ R such thatĨ(X, Y ) ∈ U for all X, Y ∈ R. Since R is closed, the DG module M ⊗ RĨ is closed for each R-module M such that M (X) is a closed DG k-module for all X ∈ R. In particular, we have a well-defined DG functor
The associated functor in the stable categories commutes with arbitrary coproducts and induces an equivalence of R onto its image in R + . So this functor is indeed an equivalence B → R + . If F : B 1 → B 2 is a DG functor as above, then we have to show that the diagram
We will even show that it commutes up to homotopy. Indeed with the obvious notations, the canonical morphismĨ 2 → I 2 yields an isomorphism
, for each X ∈ B 1 . Now consider the composition
where the first morphism is induced by the canonical morphismĨ 1 → I 1 and the second by the canonical morphism
The above composition is clearly invertible in R + 2 for X ∈ R 1 . By infinite dévissage, this suffices to conclude that it is an isomorphism for arbitrary X ∈ B 1 .
Finally, for A ∈ M Kar , we have a canonical isomorphism A → (A + ) c in M. Indeed, we can take for R ∈ Cp(A + ) the image of the Yoneda embedding A → A (?, A). This is clearly natural in A ∈ M Kar . Proof. By the theorem of Neeman-Ravenel (4.12), the sequence
is exact iff the subcategories of compact objects form a sequence which is exact up to factors. Now we know that the subcategory of compact objects of A + is equivalent to A Kar . Clearly, exactness up to factors is preserved by passage between A and A Kar . The claim follows. Proposition. The functor
The proof of the proposition is a variation on the proof of (4.1). Let B → B c denote an quasi-inverse functor. For B ∈ L, we define the object
This means that Cm(B) = Cm(S) for a localization pair (S 0 , S 1 ) such that S i ⊂ B i is a U-small stably Karoubian DG subcategory containing a set of compact Ugenerators for B i , i = 1, 2. As in (4.1), we have an isomorphism
4.4. Exact sequences of M str . As in (4.1) let U be a universe containing an infinite set and k a commutative ring in U. Let the sequence
of M str be exact, i.e. the following conditions hold a) We have GF = 0.
b) The functor F admits a right adjoint DG functor F ρ such that the adjunction morphism 1 A → F ρ F is invertible. c) The functor G admits a right adjoint DG functor G ρ such that the adjunction morphism GG ρ → 1 C is invertible. d) For each B ∈ B, the sequence
Note that the adjoint functors F ρ and G ρ are not required to be morphisms of M str . In general, they will induce functors in the stable categories which do not preserve compactness. However, they commute with arbitrary coproducts by the following lemma.
Lemma. Let S be a compactly generated triangulated category, T a triangulated category with arbitrary coproducts and F : S → T a triangle functor preserving compactness and commuting with arbitrary coproducts. If F ρ is right adjoint to F , then F ρ commutes with arbitrary coproducts. Moreover F detects compactness, i.e. an object X of S is compact iff so is F X.
Proof. Let A ∈ S be small and B i , i ∈ I, a family of T with I ∈ U. Using the compactness of F A and A we obtain the following chain of isomorphisms
Since S is compactly generated, it follows that F ρ commutes with coproducts. The second assertion is immediate from the faithfulness of F and the fact that it commutes with arbitrary coproducts. for all A ∈ A. Let C be the subcategory of B whose objects are the pairs with A = 0. We have the functors
This construction also yields a proof of b). Proof. a) Since M is obtained from M htp by localizing at a class admitting a calculus of right fractions, and by lemma 4.5, we may assume that we have in fact an exact sequence of M str
Again by the calculus of right fractions, to prove that F is a monomorphism and that the above square is cartesian, it is enough to prove the corresponding assertions in M htp . Let X ∈ M. Recall the category Fun (X , A) from example 2.2 e). Let fun(X , A) denote the subcategory of functors H ∈ Fun (X , A) such that the induced functor in the stable categories preserves compactness and commutes with arbitrary coproducts. Denote by Σ the class of morphisms s of the stable category of Fun (X , A) such that sX is invertible in A for all X ∈ X . Clearly this system is compatible with the triangulated structure and if H is in fun (X , A) and s : H → H is a morphism of Σ then H belongs to fun (X , A). Let rep(X , A) denote the localization of the stable category of fun (X , A) at the class of morphisms of Σ between objects of fun (X , A). By what we have just seen, rep (X , A) identifies with a full subcategory of Rep (X , A), the localization of the stable category of Fun (X , A) at Σ. Consider the sequences
The functors F * and (F ρ ) * are a pair of adjoint functors, they are compatible with Σ and the composition (F ρ ) * F * is isomorphic to the identity. Hence F * induces a fully faithful functor Rep (X , A) → Rep(X , B). Moreover F * takes rep (X , A) to rep(X , B). So it induces a fully faithful functor rep (X , A) → rep (X , B). Now by definition, the morphisms from X to A of M htp are the isomorphism classes of functors in rep (X , A). So the map induced by F on the sets of morphisms of M htp is injective and F is a monomorphism of M htp . Now suppose that we have H ∈ rep (X , B) such that GH = 0 in M htp . Then by the triangles
H becomes isomorphic to F F ρ H in rep (X , B). Since F detects compactness (4.4) and F ρ commutes with arbitrary coproducts it follows that F ρ H belongs to the category rep (X , A). So the square of the assertion is a pullback.
We will now show that G is an epimorphism of M htp and that the square is a pushout in M htp . Indeed, consider the sequences
As above, we see that G * induces a fully faithful functor rep (C, X ) → rep (B, X ). Now suppose that we have H : B → X such that HF = 0 in M htp . Then as above we see that H is isomorphic to HG ρ G in rep (B, X ). We claim that HG ρ belongs to rep (C, X ). Indeed, the functor induced by G ρ in the stable categories commutes with arbitrary coproducts. Hence so does HG ρ . Moreover, we know from the theorem of Neeman-Ravenel (4.12) that the compact objects of C are direct factors of objects GB, where B is compact in B. For such an object, HG ρ (GB) ∼ → HB is compact by assumption. Whence the claim.
The fact that G is an epimorphism of M and that the square is a pushout in M is now easily deduced from the calculus of fractions and lemma 4. On the other hand, suppose that
is an exact sequence of M. We define Ψ(ε) to be the pair consisting of B and the saturation of the image of F A in B.
Lemma. The functors Φ and Ψ are quasi-inverse equivalences.
Proof. Let Adm be the category of admissible monos of M i.e. of morphisms F : A → B of M such that the functor F : A → B is fully faithful. By (4.6), the canonical functor Ex → Adm is an equivalence. So it is enough to show that
is an equivalence whose quasi-inverse functor is Ψ : Adm → L defined as follows: By (4.6), this functor admits a left adjoint. By (4.7), it follows that the functor
admits a left adjoint, where Sat(0) is the saturation of the zero subcategory, i.e. the subcategory of injectives of A. We denote the left adjoint by
is an object of L, we also write A 1 /A 0 for I λ A. Note that by definition, we have an exact sequence 
is an exact sequence of M, we put, in the notations of (4.7), Cm(ε) := Cm(Ψ(ε)).
For each object
we define ∂X to be the connecting morphism of the canonical triangle The second one is (4.9 a). Now theorem 2.4 follows from 4.8 and 4.9 b), and theorem 2.7 follows from 4.8 and 4.10.
4.12.
The theorem of Neeman-Ravenel-Thomason-Trobaugh-Yao. Let S be a triangulated category admitting arbitrary set-indexed coproducts. An object X of S is compact if the functor Hom S (X, ?) commutes with arbitrary coproducts. The category S is compactly generated if it contains a set of compact objects C such that T coincides with its smallest triangulated subcategory containing C and stable under forming coproducts.
The following theorem is due to Neeman [20, 2.1] . His proof is based on ideas of Ravenel [22] . Important special cases are due to and Yao [29] .
Theorem. Let R and S be compactly generated triangulated categories. Suppose that R is a set of compact objects generating R. Let F : R → S be a fully faithful functor commuting with arbitrary coproducts and such that F X is compact for each X ∈ R. Put T = S/R.
The functors F : R → S and G : S → T preserve compactness. The natural functor S c /R c → T c is fully faithful and T c is the closure of its image under forming direct factors.
The theorem (and its proof) admit the following
Corollary.
a) Suppose that S is a triangulated category admitting arbitrary coproducts which is generated by a set R of compact objects. Then an object of S is compact iff it is a direct factor of a finite extension of objects of C. b) Suppose that R, S, and T are compactly generated triangulated categories.
Then a sequence 0 → R → S → T → 0 of triangle functors preserving compactness and commuting with coproducts is exact iff the induced sequence
is exact up to factors (2.4). c) Suppose that R and S are compactly generated triangulated categories. Then a triangle functor R → S preserving compactness and commuting with arbitrary coproducts is an equivalence iff it induces an equivalence up to factors R c → S c . This holds iff it induces an equivalence R c ∼ → S c .
Proof of the Corollary. Part a) is lemma 2.2 of [20] . The necessity in b) follows from the theorem. Now suppose that the second sequence is exact. Then R → S is fully faithful by the principle of infinite dévissage (cf. for example Lemma 4.2 b) of [11] ). We then have to show that the canonical functor S/R → T is an equivalence. Now by the theorem, we know that S c /R c identifies with a factor-dense subcategory of (S/R) c . By the assumption, S c /R c also identifies with a factor-dense subcategory of T c . Hence the functor (R/S) c → T c is an equivalence onto a factor-dense subcategory. By the principle of infinite dévissage, it follows that R/S → T is an equivalence onto a factor-dense subcategory. Since this subcategory has infinite direct sums, it is in fact closed under forming direct summands [2, 3.2] and thus it coincides with T . c) is the special case where S = 0. The last statement is clear because R c and S c are closed under forming direct summands. be an exact sequence of M str such that A, B and C are closed DG categories. In the notations of the proof of 4.1, let R ∈ Cp(A), S ∈ Cp(B), and T ∈ Cp(C) denote U-small subcategories such that F R ⊂ S and GS ⊂ T .
Theorem. The functor G induces a quasi-isomorphism
Cone(C(R) → C(S)) → C(T ).
Remark 1. The proof of the corresponding assertion in [12, section 6] contained an error: To prove that the functor E → HS of [12, Lemma 5.2] commutes with infinite sums, it is not enough to check that its composition with homology commutes with infinite sums. It is true that there is an equivalence E → DS, but probably in general, the functor E → HS does not have its image in H p S. To correct the mistake, one needs that S is a closed DG category. We could not have reduced to this case with the methods at our disposal in [12] , but we are now able to do so thanks to the results of section 3. The mistake is corrected in the proof below.
Proof. We adapt (and correct) the argument of section 6 of [12] . whose vertical morphisms are quasi-isomorphisms. It follows that the canonical morphism from the cone over L → M to N is a quasi-isomorphism. As in the proof of proposition 4.1, we denote byĨ a closed resolution of the S-S-bimodule I. We will show that the image of the top row under the functor ? ⊗ S eĨ is quasiisomorphic to
H(R) → H(S) → H(T ).
It follows that the canonical morphism from the cone over H(R) → H(S) to H(T ) is a quasi-isomorphism. This implies that the cone over C(R) → C(S) is canonically quasi-isomorphic to C(T ). We now construct the resolutions L , M , and N . For the second term, we take a variation on the bar resolution over S.
For the first term, we take the submodule of the bar resolution over B which is given by the B (F A n , F F ρ Y ) ⊗ S (F A n−1 , F A n ) ⊗ · · · ⊗ S (F A 0 , F A 1 ) ⊗ S (X, F A 0 ) where A 0 , . . . , A n run through R. Since F R ⊂ S, this is well defined. We have to show that it is actually a resolution of the first term. For this we have to show that the DG k-module . . . → A0 B (F A 0 , F Z) ⊗ S(X, F A 0 ) → B (X, F Z) → 0 is acyclic for each Z = F ρ Y , Y ∈ S. Indeed, view this DG module as a triangle functor from A to Dk, with Z varying in A. Clearly, the functor vanishes for Z ∈ R. Moreover, it commutes with arbitrary direct sums. Thus it vanishes for arbitrary Z ∈ A.
Note that the third term N = B (X, G ρ GY ) is isomorphic to T (GX, GY ). We take the bar resolution over T , which we view as an S-S-bimodule via the functor G.
We will now compute the tensor products of L , M , and N withĨ over S e . For M , this amounts to computing for Z ∈ B. Clearly, it is invertible for Z ∈ S. Moreover, U viewed as a functor B → Dk commutes with arbitrary coproducts. Thus we have an isomorphism for all Z ∈ B. For Z = G ρ C 0 we find
which is the required result. √
