Users of wireless mobile devices need Internet access not only when they stay at home or office, but also when they travel. It may be desirable for such users to select a "longcut route" from their current location to his/her destination that has longer travel time than the shortest route, but provides a better mobile wireless environment. In this paper, we formulate the above situation as the optimization problem of "optimal longcut route selection", which requires us to find the best route concerning the wireless environment subject to a travel time constraint. For this new problem, we show NP-hardness, propose two pseudo-polynomial time algorithms, and experimental evaluation of the algorithms.
Introduction
The current adoption rate of wireless mobile devices such as smart phones, tablet computers, and laptop computers is spectacular, and we see rapid spread of cloud computing services, which require the Internet connection inherently. Thus, users of such devices and services need Internet access not only when they stay at home or office, but also when they travel. However, at present, users cannot enjoy fast wireless communication everywhere. The cellular network has wide radio coverage, but it does not provide fast communication. On the other hand, Wireless LAN such as WiFi achieves a high transmission rate, but its radio coverage is narrow. Thus, wireless signal quality is highly dependent on the user's location, and hence, quality of communication during travel highly depends on the travel route that the users take. Therefore, it may be desirable for such users to select a "longcut route" to their destination that has larger travel time than the shortest route, but provides better quality of wireless communication during travel.
In this paper, we formulate the above situation as the "optimal longcut route problem". We consider that a user of a wireless mobile device needs to travel from starting location s to destination g within time Δ t while using the device in an urban area. Wireless communication speeds differ at different locations. Therefore, the total amount of communication during travel differs depending on the route taken from s to g. The goal of this problem is to find the route with the maximum amount of communication subject to the constraint that the travel time is within Δ t . We call this route an optimal longcut route. We define this problem as the following graph problem:
Optimal Longcut Route Selection (OLRS)
[Input]
• Directed graph G = (V, E) where self-loops are allowed but multiple edges are not allowed. • Starting node s ∈ V and destination node g ∈ V.
• Travel time function T : E → N + where T (e) = 1 holds for any self-loop e.
• Communication amount function P : E → N.
• Time limit Δ t ∈ N + .
[Output]
s -g walk * ω = (v 0 , e 1 , v 1 , . . . , e l , v l ) (v 0 = s, v l = g) with the maximum amount of communication
Self-loop (v, v) means that the user can stay at node v ∈ V. More specifically, we consider that the user stays at v for k time units if the user follows walk ω which has k self-loops (v, v) .
In this paper, we start proving that OLRS is NP-hard. Next, we propose two pseudo-polynomial time algorithms named Algorithm 1 and Algorithm 2 for this problem. The worst case time complexity of Algorithm 1 and Algorithm 2 are Θ(Δ t · |E|) and O(Δ 2 t · |E| log(Δ t · |E|)) respectively. Then, we perform simulation experiments to evaluate the execution time of our algorithms in practical settings representing urban areas. From the results, we observe that both algorithms solve the problem within a sufficiently short time even for large graphs. Also, we find that the execution time of Algorithm 2 does not depend on time limit Δ t , while that of Algorithm 1 strictly depends Δ t . Thus, Algorithm 2 is faster than Algorithm 1 in our experiments whereas Algorithm 1 is asymptotically faster than Algorithm2 for the worst-case inputs.
Related Works
Generally, an optimal route of an OLRS instance is not a shortest route from s to g. To achieve better quality of communication, it becomes a "longcut route" that makes a detour to the destination. The improvement of communication quality by longcut has already been evaluated by our research group [1] , [2] . We performed simulation experiments and evaluated the improvement in an ideal communication model [1] and in a more practical model with network simulator NS2 [2] . Both studies show that a longcut route with a small increase of travel time greatly improves the total amount of communication the user obtains. However, in these papers, we do not present solutions or algorithms for calculating the optimal long-cut route.
Delay Constraint Least Cost problem(DCLC) is a problem closely related to OLRS. DCLC is defined as follows.
Delay Constraint Least Cost(DCLC)
The main difference between DCLC and OLRS is that we have to find the walk with the minimum cost for DCLC while we have to find the walk with the maximum gain (communication amount) for OLRS. It is known that DCLC is NP-hard [3] . Therefore, solutions for this problem are classified to two types: One finds an optimal solution in an exponential time (in the worst-case) [4] , and the other finds an approximate solution in polynomial time [5] - [9] . Widyono [4] proposed an algorithm called CBF(Constrained Bellman-Ford), which computes an optimal solution with the branch and bound approach. This algorithm takes exponential time in the worst case, but in practice, it takes a relatively short time. Lorenz et al. [5] proposed a fully polynomial time approximation scheme (FP-TAS) for DCLC: an 1 + ε-approximation algorithm with O(|V||E| log |V| log log |V| + |V||E|/ε) time for any ε > 0. Most heuristic methods for this problem use aggregation of the two metrics, delay and cost. They generate a new metric M = f (D, C) [6] - [9] by combining delay D and cost C and reduce DCLC to the shortest path problem. Jüttner et al. [6] devised a fast algorithm that finds a nearly optimal solution for DCLC by selecting appropriate f dynamically with Lagrange relaxation. Feng et al. introduced a new method called non-linear Lagrange relaxation and presented an algorithm that finds a better solution than that of [6] . Neve et al. [8] and Guo et al. [9] presented algorithms which obtain solutions with excellent quality by storing multiple routes on each node v ∈ V.
Discussion about Objective Function
In this paper, we focus on the maximization of the total amount of communication while traveling. This goal fits the needs of the mobile users who require the large amount of communication (e.g. downloading a huge file such as a video file or updating a large number of applications of smart phones). Another candidate of the goal is the minimization of disconnection time while traveling. This goal reflects more natural needs of the mobile users who require stable communication (e.g. surfing on the Internet or using IP telephone service). However, in this paper, we focus on the maximization of the total amount of communication for the following two reasons.
• The problem of minimizing the disconnection time is reduced to DCLC described in Sect. 1.1 by assigning the cost C(e) of each edge e = (v, u) to the disconnection time while the user moves from node v to u.
. Therefore, we can use many exiting DCLC algorithms to minimize disconnection time of a route. On the other hand, maximizing the total amount of communication (OLRS) has never been studied to the best our knowledge. Hence, tackling with OLRS is of theoretical importance.
• Thanks to the progress of cellular networks, there is low possibility in urban area that the mobile users get disconnected from the Internet. Hence, in such an area, selection of a route does not make much difference on disconnection time. On the other hand, selection of a route makes a large difference on the total amount of communication since communication speed highly depends on the user's location. Hence, maximizing the total amount of communication is of practical importance.
Organization of This Paper
Organization of this paper is as follows. In Sect. 2, some expressions and notations are introduced. In Sect. 3, NPhardness of OLRS is proved. In Sect. 4, Algorithm 1 is presented, and its correctness and time complexity are shown. In Sect. 5, Algorithm 2 is presented, and its correctness and time complexity are shown. In Sect. 6, the execution time of both the algorithms are evaluated by simulation experiments. Finally, in Sect. 7, this paper is concluded.
Preliminaries
In this section, we introduce some expressions and notations. Some of them including those defined in Sect. 5.1 are Table 1 Expressions and notations we use in this paper.
(the set of changing times) listed in Table 1 .
We denote the number of nodes and the number of edges of G by n and m respectively. The set of incoming and outgoing neighboring nodes of node v are defined as N
is an alternating sequence of nodes and edges of G where
Since G has no multiple edges, we sometimes use simplified representation ω = (v 0 , v 1 , . . . , v l ), which omit the edges of ω. We denote the last node v l by ω.end. For any node v ∈ N + out (ω.end), we de-
We introduce null walk for convenience and define + ω = ω + = ω for any walk ω.
We define the travel time of walk ω = (v 0 , e 1 , . . . , e l , v l ) and total amount of communication of ω as
P(e i ) respectively. For any different two nodes u and v, we denote by T min (u, v) the minimum travel time among all u -v walks. For convenience, we define
Let v be a node in V and t be a time in [0, Δ t ]. We define the maximum amount of communication from s to v within time t as P opt (v, t) = max{P(ω) | ω ∈ S walk (v, t)}. We define P opt (v, t) = 0 when S walk (v, t) = ∅ holds. We call a walk ω satisfying P(ω) = P opt (v, t) by an optimal longcut route from s to v at time t. We denote the set of such walks by OPT(v, t). Giving input (G, s, g, T, P, Δ t ), problem OLRS requires us to find any one of OPT(g, Δ t ).
NP-Hardness
In this section, we prove that OLRS is NP-hard. To prove the NP-hardness, we show a polynomial-time reduction from Unbounded Knapsack Problem (UKP), which is NPhard [10] , to OLRS. UKP is a variant of the knapsack problem where the number of each item packed to a knapsack is not restricted. The problem is formulated as follows.
Unbounded Knapsack Problem (UKP)
[Output]
Theorem 1 OLRS is NP-hard.
Proof We present a polynomial time reduction from UKP to OLRS as follows.
It is trivial that both the transformation can be performed within polynomial time. Hence, it suffices to prove that the result (x 1 , . . . , x k ) is the optimal solution of UKP with input instance (A, W, P Δ w ).
Assume that (x 1 , . . . , x k ) is not the optimal solution. Then, some k-tuple (y 1 , . . . , y k ) exists such that
This contradicts the fact that ω is the optimal solution of OLRS with input instance (G, s, g, T, P, Δ t ) by the following reason. For walk ψ whose first and last nodes are the same, we define
which contradicts the optimality of ω. Hence, (x 1 , . . . , x k ) is optimal for UKP with input instance (A, W, P Δ w ).
Algorithm 1
In this section, we present Algorithm 1 and show its time complexity. In the following, we describe as OPT just (v, t) the set of s -v walks ω with travel time exactly t and with maximum amount of communication. More specifically,
Algorithm 1 consists of Δ t + 1 steps from Step 0 to Step Δ t (Code 1). At each Step i, the algorithm computes, for each node v ∈ V, any one walk of OPT just (v, i) and stores the walk on variable v.opt(i).
Step 0 exists for initialization. At
Step 0, the algorithm set v.opt(i) = NULL for any v ∈ V and i ∈ [0, Δ t ], and then, stores initial walk (s) on s.opt(0) (Lines 1-2). At
Step i > 0, the algorithm computes walk u.opt(i − T (u, v)) + v for every u ∈ N + in (v), and then, stores walk ω with maximum P(ω) among the computed walks on v.opt(i). The correctness of this step is guaranteed by the following equation, which trivially holds for any positive integer i ≥ T min (s, v).
At the end of Step Δ t , we have P opt (g, Δ t ) =
Code 1 Algorithm 1
Step 0
is a walk composed of only node s.
Step
end for 10: end for 11: For the simulation of Sect. 6, we modify Algorithm 1 so that it calculates T min (s, v) for all v ∈ V at Step 0, and the loop of Lines 3-10 is executed only for v ∈ V satisfying i ≥ T min (s, v) at Step i > 0. This modification reduces the execution time of Algorithm 1 to a certain extent. (22), . . . , v.opt(50) are the same except for the number of self-loops. Then, we need not store all the walks using 30 variables. Instead, we can express this situation by only one walk that we obtain by removing all self-loops from the walks. Algorithm 2 uses this techniques to achieve time complexity that does not depend on Δ t for some class of problem instances. In what follows, we define P(v, v) = 0 for convenience if node v does not have a self-loop.
Algorithm 2

Algorithm 1 spends O(|N
Nonstop Walks
We introduce (maximal) nonstop walks as the key concept of Algorithm 2. The set of changing times CT(v) for node v is also introduced, the size of which is utilized to bound the time complexity of the algorithm.
A
We define binary relation > t for nonstop walks ω and ψ with travel times t or less as follows:
For set X of nonstop walks with travel time t or less, we say that ω ∈ X is maximal in X about > t if ψ > t ω does not hold for any ψ ∈ X. We define MX > (v, t) as the set of maximal walks in S ns (v, t) concerning > t where S ns (v, t) is the set of all s -v nonstop walks with travel time t or less. Suppose that S ns (v, Δ t ) = {ω a , ω b , ω c , ω d } and the expanded communication amount of the four walks are those depicted in Fig. 2 . Then, ω a , ω b and ω c belongs to MX > (v, t) for time t ∈ [4, 6], t ∈ [7, 9] and t ∈ [10, 17] respectively, while ω d is not maximal for any time. The goal of Algorithm 2 is to find a walk ω ∈ MX > (g, Δ t ), by which we get the optimal solution f (ω, Δ t − T (ω)) ∈ OPT(g, Δ t ). In Fig. 2 , the maximal walk of node v changes at times 4, 7 and 10. We call such a time by a changing time of v, and denote the set of the changing times by CT(v). More specifically, we define as
Note that T min (s, v) always belongs to CT(v). In Sect. 5.2, we design Algorithm 2 so that its time complexity is bounded by a polynomial function of max v∈V |CT(v)|. Note that CT(v) is uniquely determined by a problem instance of OLRS and independent from algorithms.
Algorithm 2
Algorithm 2, shown in Code 2, finds walk ω ∈ MX > (g, Δ t ) if ω is not marked as "already-expanded" then 11:
Mark ω as "already-expanded" 12:
Create a new walk ω + u 14:
(ω + u).time and outputs f (ω, Δ t −T (ω)) as the optimal solution of OLRS. To find a walk in MX > (g, Δ t ), the algorithm constructs nonstop walks in the increasing order of their travel times by utilizing heap H that stores a set of nonstop walks. First, the algorithm inserts the initial walk (s) to H (Line 4 ). Then, until H becomes empty, it repeats the following: extract a nonstop walk ω with the minimum travel time from H, expand ω to generate a nonstop walk ω + u for every u ∈ N − out (ω.end), and insert it to H if its travel time is Δ t or less (Lines 5-27 ). When H becomes empty, the algorithm just selects the maximal walk about > Δ t among the s -g walks it ever generates, which must be a walk of MX > (g, Δ t ). To reduce the execution time, the algorithm expands a nonstop walk ω only if ω ∈ MX > (v, t) for some v and t. Thus, the number of walk ). This is because ω lost may be one of MX > (v, t) for some t, and if so, should be stored on v.max at Period j. In the example of Fig. 2 , ω c is lost by ω b at Period 9. After that, ω c is re-inserted to H with update of T (ω c ) = 10 because ω c > 10 ω b holds and hence, ω c may be the unique walk of MX > (v, 10). Thus, the algorithm at Period i can update v.max for every v ∈ V. At the same time, it keeps at least one walk of MX > (v, j) for each j > i on either heap H or v.max. As a result, g.max ∈ MX > (g, Δ t ) is guaranteed at the end of Period Δ t (Lemma 3).
A non-stop walk is expressed by a linked list. An object corresponding to walk ω has its last node ω.end and the pointer to the object of the walk from which ω is expanded. An object of ω also has the values of P(ω), P max (ω) and T (ω). When creating the initial walk (s) at Line 2, we set P((s)) = 0, P max ((s)) = P(s, s), and T ((s)) = 0. When constructing a walk ω + v from walk ω at Line 13, we only set (ω + v).end to v, add the pointer from ω + v to ω, and calculate P(ω + v), P max (ω + v), and T (ω + v). This expansion can be done within O(1) time because it does not need to make a copy of entire ω, and P(ω + v), P max (ω + v), and T (ω + v) are calculated by P(ω + v) = P(ω) + P(w.end, v), P max (ω + v) = max{P max (ω), P(v, v)}, and T (ω + v) = T (ω) + T (ω.end, v), respectively. Also, comparison > i of two non-stop walks can be done within O(1) time since every non-stop walk ω store the value of P(ω), P max (ω) and T (ω). Thus, both creating a new walk and comparison > i of two non-stop walks can be done with O(1) time.
Correctness
In the following, H i denotes the set of non-stop walks existing in heap H at the end of Period i. Similarly, ω v,i denotes the value of v.max at the end of Period i. In this subsection, we prove that ω v,i ∈ MX > (v, i) holds for any v ∈ V and i ∈ [T min (s, v), Δ t ], which guarantees correctness of Algorithm 2.
Lemma 1 Let
. Assume that P(k) holds and let ω be a walk in (H k ∪ {ω v,k }) that belongs to MX > (v, i).
Since ω.time is more than k + 1, ω is not extracted from H during Period k + 1. Hence, ω also belongs to H k+1 .
Case 2. (ω
. This means that ω is lost by ω v,k+1 during Period k + 1. Then ω is re-inserted to heap H because ω > i ω v,k+1 . Hence, we have ω ∈ H k+1 , that leads to P(k + 1).
Lemma 2 Suppose that nonstop
Proof We prove the lemma by considering two cases P max (ω) = P(v, v) and P max (ω) > P (v, v) . In what follows, let ω − v = (v 0 , e 1 , . . . , e l−1 , v l−1 ).
Case 1. P max (ω) = P(v, v)
Let j = T (ω − v) for this case. For any walk ψ ∈ MX > (v l−1 , j), we have
and
Case 2. P max (ω) > P(v, v)
Let j = i − T (e l ) for this case. For any walk ψ ∈ MX > (v l−1 , j), we have
The maximality of ω brings P ex (ω, i) = P ex (ψ + v, i). Hence, "≤"s in expression (2) become "="s, by which we obtain P ex (ω−v, j) = P ex (ψ, j). This leads to P max (ω−v) ≤ P max (ψ) since ψ belongs to MX > (v l−1 , j). Hence we get P max (ω) ≤ P max (ψ + v). Thus, we have P ex (ω, i) = P ex (ψ + v, i) and
Proof We prove the lemma by induction of i.
Initial Phase (i = 0)
The initial walk (s) is only the walk with travel time 0. Hence, we have ω s,0 = (s) ∈ MX > (s, 0). The predicate obviously holds for any node v other than s because of MX > (v, 0) = ∅.
Induction Phase
Let v be a node such that
is not the initial walk (s), and hence, has two or more nodes. Then, from Lemma 2, there exists integer k < i such that
Theorem 3 Algorithm 2 solves OLRS, that is, it finds a walk in OPT(g, Δ t ).
Proof By Lemma 3, g.max ∈ MX > (g, Δ t ) holds at the end of Period Δ t . Then, the output f (g.max, Δ t − T (g.max)) belongs to OPT(g, Δ t ).
Time Complexity
We denote the loop of Proof Let ω be a nonstop s -v walk. We will prove that the number of re-insertions of ω is at most |CT(v)| − 1. Suppose that ω is lost by ω v,i at Period i, and the algorithm updates ω.time to j (i < j ≤ Δ t ) and re-inserts ω to H. (Note that ω is never lost by walk other than ω v,i at Period i.) Then, ω > k ω v,i holds for any k ≥ j (Fig. 3) . This means that ω is never lost twice or more by the same walk. Thus, the number of re-insertions of ω is bounded by the number of walks that ω is lost by. If ω ω v,Δ t , the number of reinsertions of ω is at most |CT(v)| − 1 since ω is discarded and never re-inserted when ω is lost by We obtain the following corollary by Corollary 2 and Lemma 5.
Corollary 2 The number of different s -v walks inserted to heap H is u∈N
− in (v) |CT(u)| if v s. It is 1 + u∈N − in (v) |CT(u)| if v = s.ω v,Δ t . If ω = ω v,Δ t , it is also bounded by |CT(v)| − 1 because |{ω v,i | T min (s, v) ≤ i ≤ Δ t } \ {ω}| = |CT(v)| − 1.
Corollary 4
The total number of times nonstop walks are inserted to heap H is at most
The number of executions of Loop X equals to the number of extractions of walks from H, which also equals to the number of insertions of walks to H. Therefore, we have A ≤ |CT(s)| + (u,v)∈E |CT(u)| · |CT(v)|. We also see both B and H max are at most (u,v)∈E |CT(u)| by Corollaries 1 and 3. Hence, the time complexity of Algorithm 2 is at most
Theorem 4 Algorithm 2 solves OLRS with time complexity of O((
Let us express as CT max = max v∈V |CT(v)|. Then, the time complexity of the algorithm can be expressed as O(mCT max 2 log mCT max ) ⊆ O(mΔ 2 t · log mΔ t ).
Simulation Results
In this section, we show the simulation results of execution times of two proposed algorithms. The simulation is executed for graphs modeling urban areas with WiFi access points.
Simulation 1
The execution time of Algorithm 1 strictly depends on time limit Δ t , while that of Algorithm 2 depends on CT max and does not necessarily depend on Δ t . To verify this, in Simulation 1, we evaluate the execution times of the two algorithms with changing the value of Δ t . We give a 30 × 30 square-grid G = (V, E) as the input graph (Fig. 4) . The coordinates of the starting node s and the goal node g is (15, 1) and (15, 30) respectively. We select five nodes randomly from V as access points in G. We set the communication amount P(v, v) of self-loops at node v ∈ V so that P(v, v) is inversely proportional to the This expression simply models the communication speed where every access point is located at three meters above the ground and the communication protocol is 802.11g. We also define the communication amount of all edges e ∈ E other than self-loops as P(e) = T (e) · (P(u, u) + P(v, v))/2. The travel time T (e) is uniformly chosen from integers of [1, x] . The upper limit x is variable: we set x to 1, 2, 2 2 , . . . , 2 9 . The time limit Δ t is set to twice of the shortest time T min (s, g). Since Δ t is almost proportional to x, we can observe how the execution time of the two algorithms depend on Δ t by changing the value of x. Figure 5 shows the average execution time of the two algorithms. The average is evaluated from one hundred executions for each x = 1, 2, . . . , 2 9 . We randomly select five access points and the travel times of edges for each execution. The execution time of Algorithm 1 increases linearly with respect to x. On the other hand, the execution time of Algorithm 2 is almost stationary for x ≥ 4 whereas it is slightly increasing for 0 ≤ x ≤ 4. This confirms our hypothesis: the execution time of Algorithm 2 does not necessarily depend on Δ t while the execution time of Algorithm 1 strictly depends on Δ t . 
Simulation 2
In Simulation 2, we evaluate the execution times of the two proposed algorithms with changing the size of the input graph to verify the scalability of the algorithms.
We give a 30 × y square-grid G = (V, E) as the input graph where the coordinates of the starting node s and the goal node g is (15, 1) and (15, y) respectively. The number of columns y is variable: we set y to 30, 60, 90, . . . , 300. The time limit Δ t is set to twice of the shortest time T min (s, g). We select y/6 nodes randomly from V as access points. The communication amount of self-loops P(v, v) and other edges P(e) are defined in the same way as Simulation 1. We define the travel time of all edges e as T (e) = 1. Figure 5 shows the average execution time of the two algorithms. The average is evaluated from one hundred executions for each y = 30, 60, 90, . . . , 300. We randomly select y/6 access points for each execution. The both algorithms solves OLRS within practical time: the execution times of Algorithm 1 and Algorithm 2 are approximately 7.0 seconds and 0.46 seconds respectively even for y = 300 (the number of nodes is 9000). As in Simulation 1, Algorithm 2 finishes its execution earlier than Algorithm 1 for all y = 30, 60, 90, . . . , 300.
Conclusion
In this paper, we introduced a new optimization problem OLRS (Optimal Longcut Route Selection). We proved that the problem is NP-hard. We also presented two pseudo-polynomial algorithms named Algorithm 1 and Algorithm2. Their time complexities are O(mΔ t ) and O(mCT max 2 log mCT max ) ⊆ O(mΔ t 2 log mΔ t ), respectively. Simulations proved that both algorithms solves OLRS within practical time for graphs modeling urban area with WiFi access points. In particular, for those graphs, Algorithm 2 is always faster than Algorithm 1, and its execution time in independent from the size of the time limit Δ t . 
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