CDMA is becoming an increasingly popular multiplexing scheme in wireless communication and this has necessitated the development of efficient detection techniques. The exponential complexity of the optimal detector on one end and inferior performance of conventional single-user detector at the other have led to the development of suboptimal multiuser detectors with lower complexity. Most of these detection techniques involve solution of a linear system. In their naive implementation this requires O(n3) operations in the size of the matrix. This cost can be reduced if we move towards modern iterative techniques for solution of the system. However maximum benefit can be achieved if we fully exploit the structure of the system. In this paper we have proposed severd methods of reducing the computational complexity utilizing the above ideas. We have also come up with algorithms which computationally can achieve the lower bound in complexity.
INTRODUCTION
In multiple access communication systems a large number of users share a common communication channel. Due to its superior capacity and channel utilization, Code-division multiple-access (CDMA) is rapidly gaining popularity over other multiplexing schemes in wireless communication. While in traditional multiple-access schemes, like FDMA and TDMA, users are distinguished by allocation of orthogonal frequency and time slots, in CDMA, users are distinguished in the codespace.
In direct-sequence CDMA (DSCDMA) each user's information bits are modulated by the distinct individual code and the receiver receives a signal which is the composite sum ofsignals of all the users. The detector, which has the perfect knowledge of each user's individual code and the delays (in the asynchronous case), tries to extract the information bits from the received signal.
In a single-user environment, under the additive-white Gaussian noise (AWGN) assumption, the optimal detector detects the information bits by passing the received signal through a filter, matched to the user code. The conventional DS-CDMA detector extends the idea of single user detection to the multi-user case by passing the received signal through a bank of code-matched filters.
In his seminal paper [15] Verdu showed that this single-user detection scheme is sub-optimal. In the multi-user system the optimal detector is the Maximum Likelihood Estimate (MLE) detector. This detector far outperforms the conventional matched filter detector.
However this detector has exponential complexity.
As a compromise, attempts have been made since then to come up with various suboptimal detectors which perform better than the conventional detector but have less computational complexity than the MLE detector. Most of these detectors solve a linear system of equations. Naive implementation of these algorithms will require a O(n3) computational complexity. However these methods of solution do not exploit the structure in the system. Modern numerical methods have provided us with a lot of insights to exploit the structure of the system which may greatly reduce the computational effort. In this paper we have developed various algorithms whch exploit the structure to reduce the complexity. We have determined the lower bound for computational complexity of these algorithms and propose two algorithms which can achieve this lower bound. The paper is organized as fol1ows.h the following section we will describe the system. In section 3 we discuss the various suboptimal detectors and introduce iterative techniques to solve the system. Section 4 deals with special structures to be used for iterative techniques. Section 5 lists two algorithms which are optimal in complexity. Section 6 draws the conclusion and points to future directions.
SYSTEM DESCRIPTION
We will consider an asynchronous system with K users.
We will also assume that each user sends information of block length N . Let the ith user have a signature waveform given by si, which extends over the symbol period [O,T] . Without loss of generality we will assume that the users are ordered in ascending order of their delays O=rl 25-2 < ---< T K .
We will also assume that each of the user delays are known to the detector. 
where NO is the noise covariance matrix. Although it is a significant improvement over the exponential cost, it is not necessarily optimal in computation. Significant improvement can be made by exploiting the structure of the system. Most of the suboptimal multi-user detectors are concerned with the solution of a linear system and our aim is to reduce the complexity of he solution. Since the decorrelating detector perfectly embodies the principal ideas, we will restrict ourselves to this detector only. The results can be easily extended to MMSE type of detectors also.
Use of iterative techniques
As mentioned above the naive detection schemes do not exploit the structure of the system. For instance the correlation matrix is symmetric and block-Toeplitz. Recent advances in numerical linear algebra strongly suggest the use of iterative techniques to solve structured systems of equations. Of particular interest is the conjugategradient(CG) method [I to solve a symmetric system. The multistage detector [14] uses the simplest form of iterative techniques to solve a system of equations.
In the iterative technique to solve Az = b we:
0 Form an initial guess of the solution vector 5, 0 Calculate the error e = AS -b, 0 Update the estimate of the solution from the previThe system converges when the error becomes insignificant. The rate of convergence of the system is governed by the spread of spectrum of the system. We will define a few terms from the literature [2] which will help us in better understanding of the problem. The convergence of the conjugate gradient method depends on the condition number of the system as well as how clustered the spectrum is. For a system with non-clustered spectrum the convergence rate can be estimated as (see [l]) where eq is the error vector in the qth iteration, A(&) are the eigenvalues of the system and 1 1~1 1 3 z*AnZ. In the case of a Toeplitz matrix, the eigenvalues are equally distributed and hence the system does not have a clustered spectrum [8] . This makes a Toeplitz system unsuitable for naive conjugate gradient techniques. Thus though the number of iterations required for convergence is constant, this constant is rather large for Toeplitz or Toeplitz-like systems. This suggests that use of the conjugate gradient method in its vanilla form to solve the system may not be the most effective.
Preconditioned system
The convergence rate can be increased if we can improve the condition number of the underlying system, by preconditioning the system. In this method, instead of solving the system Anz: = b we solve the preconditioned system
where P is the preconditioner.
ditioner should satisfy the following criteria:
However to achieve the maximum benefit, the precone P should be easy to construct,
The preconditioner should be easily invertible,
The combined spectrum of P I A n should be clustered.
To develop an estimate of the computational complexity of a preconditioned conjugate gradient method, we look at the calculations done at each iteration. In the ICth iteration the following computations are done (see [7] for details): Hence each iteration needs at least O ( n 2 ) operations. In our correlation matrix the dimension of the N K . If the system is well-conditioned only a constant number of iterations are required to reach the solution. However this scheme does not utilize the fact that the correlation matrix is block-Toeplitz. In the subsequent sections we will use the structure of the system to reduce the complexity of the system further. 
USING CIRCULANT MATRICES TO REDUCE COMPLEXITY
If we use a diagonal matrix a s a preconditioner, the step P Z k = r k requires h e a r time. Thus the bottleneck in reducing the complexity in each iteration step is the matrix-vector product , which normally requires O(n2)
steps. However if we consider a Toeplitz system, we can reduce the cost of the matrix vector product. 
Solution of block-Toeplitz system
However the correlation matrix in eqn(1) is blockToeplitz rather than simply Toeplitz. We can extend the idea of preconditioned conjugate gradient methods to the block-Toeplitz case.
done in O(nlogn) steps.
U Point circulant preconditioners [13] have been pr+ posed for any matrix, which computes the the best possible circulant preconditioners for any asymmetric matrix and we can use such a preconditioner for the matrix RN. In the conjugate gradient'system we also need to calculate the product A s where A is a block-Toeplitz matrix. However the block-Toeplitz matrix A can be converted to a ToeplitEblock matrix using an appropriate permutation matrix P where [&,j]k = [A& and each of the blocks Ai,j is Toeplitz. Thus the product can be written as Az = P ( P * A P ) P * z = P h , where the sub-products Ai,j& involve product of a Toeplitz matrix with a vector and can be done using FFT's.
The original product do which required O((Nh')') operation can now be done in O ( K 2 N l o g N ) operations using this transformation ( K 2 FFT-s). This is the most dominant computation in each iteration step and if the number of iterations is constant -which is the case for a properly preconditioned system -the complexity reduces from O ( ( N K y ) to O ( K 2 N l o g N ) operations.
OPTIMAL DETECTORS
Although using the preconditioned iterative techniques and exploiting the structure of the matrix we have significantly reduced the computational complexity of the system, we may not have reached the optimal algorithm. The following lemma determines the lower bound of an optimal algorithm for a block-Toeplitz system. Lemma 2 The optimal algorithm to solve a N K blockToeplitz system, where each block is K x K has a lower complexity bound of O(NK2).
Proof: In an N K x N K block Toeplitz matrix with block size K there can be N different blocks each of size K -Thus the minimum representation of such a block Toeplitz system requires N K 2 elements. Thus any algorithm which solves the system has to read at least these N K 2 elements and hence cannot have complexity lower than N K 2 .
0
In the following subsections we propose two algorithms which can achieve this lower bound.
Algorithm 1
The correlation matrix can be written as R (0) Proof: We can convert a block circulant matrix of order N K with each block of size K to a striped diagonal matrix by using Fourier transformation, with the diagonals N apart. This is a direct consequence of the fact that a block shift matrix is striped-diagonalized by the Fourier transform and a block-circulant matrix is a weighted sum of various block shift matrices [5] .
where Di,j is an N x N diagonal matrix.
nal matrix to a block diagonal matrix, A simple permutation can convert this striped diage
. . .
where @ denotes the Kronecker tensor product and
The Kronecker tensor product [9] of an m x n matrix A and a p x q matrix B is an mp x nq matrix given by, ; 1-
A @ B =
We will use the following two results in our algorithm
both the matrix products are defined.
e (A@ B)'l = A-l @ B-l provided the inverse exists.
We can rewrite eqn(1) using eqn(3) and the above results as
Replacing ( 
Results
We have performed extensive simulation and analysis of these two algorithms and compared the results with the multistage detector (with output of matched filter as the first stage guess) and the decorrelating detector. For simulation we have used 8 or 16 users and block sizes of 16, 32 and 64. The results are the average of bit-error probability over 50 simulations for the weakest user. The strongest user is 20dB stronger than the desired user.
We used SNR of 8 dB.
The results show that both the algorithms need very few iterations (2-4) to achieve the desired accuracy in the result.This further justifies our claim that the iterative schemes with a good initial guess will converge to the solution in a constant number of iterations. The results show that both the algorithms, which essentially utilize the decorrelating detector idea, perform even better than the naive decorrelating detector. This is because for each of the individual sub blocks we are using the idea of a multistage detector. Both the algorithms tend to the results of the multiuser detector for higher iterations. Also Algorithm 1 performs better than Algorithm 2 numerically. This is because of the fact that the Fourier transform is done over larger sizes of blocks.
CONCLUSION AND FUTURE WORK
The exponential complexity of optimal multiuser detectors necessitates the use of suboptimal detectors. Most of the suboptimal detectors in the naive implementation scheme require O ( ( N K ) 3 ) operations to solve a linear system involving the correlation matrix. However iterative techniques, which exploit the structure of the system, have the potential to outperform these naive schemes computationally. This paper shows that clever utilization of the structure of the correlation matrix can drastically reduce the complexity of the detectors.
In this paper we have shown how use of circulant matrices can reduce complexity of block-Toeplitz solvers. We have identified the lower bound of algorithms to solve a block Toeplitz system. We have also proposed two algorithms which achieve this lower bound.
One point that we have not emphasized in this paper is the fact that all the above algorithms can be easily parallelized. We are currently looking into the parallelization and implementation issues of these algorithms.
