We are engaged in developing technologies to support work-centered digital information services. Work-centered digital information services are a set of library-like services meant to address the mission of the work group. Workplace users have somewhat specialized needs. In particular, they have internal collections of \legacy" document that need to be accessed along with external collections; they frequently want to retrieve information, rather than documents per se; and they require that digital information systems be integrated into, as well as augment, established work practices. Realizing work-centered digital information systems requires a broad technical agenda: Document image analysis, natural language analysis, computer vision analysis are necessary to facilitate information extraction; new user interface paradigms and authoring tools are required for users to better access multimedia information; improved protocols are required for client programs to interact with repositories. Moreover, new concepts of documents must be developed to exploit these capabilities. Our system follows a client-server architecture, in which the servers are repositories implemented as data bases supporting user-de ned functions and user-de ned access methods, and also serving as indexing servers. Various protocols are stipulated for these repositories to communicate with clients. A number of interoperating clients serve as browsers for di erent document data types and facilitate access to such types. To help develop the appropriate technologies for this problem, we are creating a prototype set of information services which we call the \California Environmental Digital Information System". This testbed includes a large collection of diverse kinds of data about the environment. We have also brought together a consortium of data providers and data users. It is our intention that our services will become a national resource, and that our prototype will serve as the basis for a full-scale, state-wide environmental information system.
Introduction
At UC Berkeley, we are engaged in developing technologies to support work-centered digital information services. Work-centered digital information services are a set of library services meant to address the mission of the work group. These services are distinguished from those required of other forms of digital libraries or information systems, such as those found in education or entertainment, in a number of signi cant ways:
Workplace users frequently want to retrieve information, rather than documents per se. E.g., the answer to a query may not be in a single document, or even in textual form. Hence, powerful, complex retrieval and analysis of heterogeneous objects is required. A work group needs to be able to integrate existing internal bodies of multi-datatype documents with external sources for the purposes of information access; they are continually creating new materials as well, which are subject to di ering degrees and functionality of external access. Hence, exible authoring, structuring, and delivery mechanisms are required. The information system needs to be integrated into the user's established work practices, while also augmenting these practices. Thus, the system must interoperate with systems outside the system, and may require custom interfaces tailored to various users. It must be evaluated primarily by its contribution to the goals of the work group, and on how it supports existing work practices and contributes to innovations in work practices.
Realizing work-centered digital information systems requires a broad technical agenda. Document image analysis, natural language analysis, computer vision analysis are necessary to The work reported here was supported in part by National Science Foundation grant IRI-9411334 as part of the NSF/NASA/ARPA Digital Library Initiative. facilitate information extraction. New user interface paradigms and authoring tools are required for users to better access multimedia information. Improved protocols are required for client programs to interact with repositories. We need to better understand the data base issues involved in management of these distributed collections, so that services can scale to tens of thousands of multi-terabyte servers. Finally, whole new concepts of documents must be developed to exploit these capabilities. We are engaged in research on all these topics.
The Testbed
To help develop the appropriate technologies for this problem, we are creating a prototype set of information services called the \California Environmental Digital Information System". This testbed includes a large collection of diverse kinds of data about the environment. We have also brought together a consortium of data providers and data users. It is our intention that our services will become a national resource, and that our prototype will serve as the basis for a full-scale state-wide environmental information system. We chose environmental information as the focus of our work for several reasons. The data sets are large and of a diverse nature. There are highly motivated users with a broad range of technical sophistication wishing to avail themselves of the resources we make available. The repositories themselves will comprise a valuable national resource. In particular, we are aiming at collecting the following data:
Approximately 1,000,000 pages of environmental technical reports County general plans for every county in the study areas Aerial and ground photography. USGS topographic, land use and other special purpose maps Supporting computer models that simulate environment e ects (e.g., tra c, water use) Videos collected by the California Resources Agency Collection data bases for the classi cation and distribution of the California biota (i.e., plant resources) Thus far, we have scanned approximately 450 documents (roughly 100,000 pages) from the California Department of Water Resources. We have also scanned approximately 200 air photos, about 100 of which are currently on-line. These include more California Delta imagery and also aerial imagery of California Water Project facilities. We have 11,643 ground photographs on-line.
User Needs
As our project is work-centered, we have spent considerable e ort in assessing user needs. As digital information services is an emerging technology, we are adapting and extending existing user assessment research methods to this new area. Recently, we have been joined by the XEROX PARC Work Practices research group in the user evaluation portion of this project. To assess user needs, we have had numerous meetings with our initial group of users, in the State Department of Water Resources, to collect information about their work practices, information needs, information products, and needs and preferences for our testbed. We demonstrated our prototypes to these users, and installed versions of these on a local workstation in Sacramento so that they may gain more experience with them. We have interviewed many individuals involved in state water planning, including some in state and local agencies, in environmental groups, and some who work for water contractors, and consultants, concerning their needs and preferences for our testbed. Each represents potential contributors to and users of the corpus. We attended as observers meetings such as those of the California State Biodiversity Council, with the goal of collecting data for our project. We visited the DWR Film Library of the Graphics Services Unit to investigate the contents of their collection, the information retrieval needs that they have and their current methods of retrieving images. We also investigated and tested out a variety of data collection methods, the more successful of which we plan to be use more extensibly in the months to come. We have organized meetings of some of our users and our evaluation team for evaluation of some of our systems, notably Cypress, our image retrieval system, discussed below. From these processes, we have learned such items as which information our users value, and something about their needs for searching. We learned about the ways in which it is most useful to display retrieved information, especially with respect to images and documents, and have been attempting to exploit this information in iterative design processes. For example, we learned of clear preferences among our DWR users for how information is presented in Cypress; custom interfaces for this group were designed as a result of this interative design process. Similarly, users expressed great enthusiasm about our \TileBars" idea, leading us to implement in Java TileBar access to our document collection, as we discuss further below. It is premature to reach major conclusions from this work in progress, however. For example, we are still in the process of learning how users want to retrieve images by content, so we can attempt to develop the technology appropriate for this need. In addition, we expect that our user-need work will continue to evolve over the duration of the project, with much of the work being both bottom-up (users telling us what they need and what they like) and top-down (us showing users what might be possible.) Our user needs assessment work is described in more detail in Van House (1995) .
Architecture
The overall architecture of the system we are evolving is quite simple, consisting of the following basic elements:
Repositories: There are any number of repositories, or information servers. Each repository is implemented as a data base that supports user-de ned functions and user-de ned access methods. Building a repository on top of a true data base system leverages the work of the data base community toward building distributed, scalable systems; using a data base management system (DBMS) that supports user-de ned functions and user-de ned access methods enables new technology for object analysis, structuring and indexing to be easily incorporated into a repository. Clients: We have been developing a number of di erent, but interoperating, clients. These can be thought of as browsers for di erent document data types, such as traditional (i.e., \paged") documents, images, and geographic information system (GIS) data sets. Clients may also facilitate access to a particular document type. For example, a GIS-oriented browser makes it easy to ask for information pertaining to a geographic region. In response to some queries, such a browser may display on a map icons corresponding to, among other things, geo-located documents pertaining to each location. Requesting to see one of these documents would result in using the document browser on that document. Should that document contain a map, then the user should be able to use the GIS browser on that map. Indexing and Searching: The repositories serve as their own indexing servers. Much of our research involves using natural language processing, computer vision and geographic information systems techniques to improve the access to textual, image, and maporiented information. We are experimenting with various distributed search techniques for multiple repository searching. Interoperability: There are several forms of interoperability with which we are experimenting. One is repository-level interoperability, in which we are attempting to provide low-level access to our collection as proposed in Kahn and Wilensky (1995) . At a higher level, we are attempting to perform schema-level interoperability, in which we cross-apply our clients and repositories to those of another project. For these two interoperability experiments, we are working with Project Alexandria at UCSB. Thus far, we have created views that allow us to run the Berkeley clients against the union of UCSB and UCB data bases of aerial photographs. Protocols: The repositories communicate with clients via a number of protocols. Because of its widespread use, HTTP is primary among these. However, some clients communicate directly to the repositories in SQL. We are also designing our own protocol, \ZQL". In addition, we plan to implement the Repository Access Protocol as described in Kahn and Wilensky (1995) .
To better understand the model to which we aspire, it is useful to examine our client/server proposal more carefully. We have a number of di erent types of documents, including traditional documents, images, and map-oriented data. Each of these document types may contain multiple data types of information for which indexing is useful. For example, our ground photographs are images with textual captions supplied by the photographer. These photographs are also pre-classi ed into a number of speci c categories. Each photograph pertains to a speci c geographic area (although its speci c location is not indicated explicitly, unlike our aerial photographs, which are geo-positioned). Similarly, our traditional documents contain largely textual data, originating in paper form and made available as scanned images. Moreover, much of the important information in these documents is in the form of tables, rather than English text. In addition, the documents contain maps and photos as well. Our approach is to develop access methods (often more than one) for each primary data type { i.e., text, image, and map-oriented data { and index each document by as many methods as are applicable. For example, we index our photographs by the content of their images, but also, by their text, their preassigned categories, their location, and so forth. Generally, an access method requires some sort of analysis of data to provide the basis for an index. This analysis is usually performed at data acquisition time, and results in either additional features assigned the data, or an index, or both. Various client programs provide some means of entering queries about these data, generally by lling out forms or making geometric gestures (e.g., clicking on a map image). The analyzed information is used to service the query, and the resulting information communicated to the client for display.
Example Subsystems
Some examples of what we have implemented thus far are useful to illustrate this approach. Consider for example Cypress, a client which provides access to our ground photographs. Cypress was derived from Chabot (Ogle and Stonebraker, 1995) , which used a custom tcl/tk client and a Postgres data base back-end. Like Chabot, in Cypress, the photos contain textual captures and other meta-data, as alluded to above. In addition, at data acquisition time, various image analysis processes are run and derived data computed. In particular, a color and texture analysis is performed on each photo, an overall color histogram is generated, and several kinds of object recognition are performed ( nding, for example, images with horizons). Meta-data, the computed data, and the photo itself are then inserted into an Illustra object-relational data base. Unlike Chabot, access in Cypress is via HTML forms.
In the form shown in Figure 1a , the user may select \color textures" of various sorts, such as one representing a cluster of small orange blobs. Users may also select one of a number of overall color descriptors, such as \SomeYellow". In addition, the user may specify text to match against the text caption; the user may also specify a subject and a category, each from a xed vocabulary, and a geographic region. The client translates the form into an SQL query, and submits it to the data base manager. External functions previously registered in the data base are used to determine whether, e.g., the histogram of a particular photo matches the color descriptor, and to control the details of the text matching. The resulting relation is returned, and formatted into one of a number of di erent presentations. For example, one presentation produces a table with each photo captioned with its textual description. In this format, the result of the query shown in Figure 1a is displayed in Figure  1b . We created a custom form for our DWR users, which allows for entry of data known primarily internally, such as photo CD number, and which produces a presentation allowing access to more meta-data. As another example, consider our Napa system geographic browser. The Napa browser is a geographically oriented data base client, meaning it communicates directly to the DBMS, and displays primarily map-based information. The client allows users to select any number of data sets to be displayed on a map, to zoom and pan perspectives of the map, and to easily specify at what apparent altitude each data set should be displayed. For example, at a very high altitude, only state boundaries might be worth displaying; as one zooms in, more and more detail is useful and desirable, with road and bridges eventually coming into view. Panning and zooming, or clicking on an icon that represents a particular data object, causes a query to be shipped to the data base server, and the resulting data set is used to update the display. In the process, the data base needs to respond to geographic queries, such as what data of a given data set are within the region to be displayed. Our architecture philosophy is also evident in the interfaces to our document collection. The scanned documents, including optical character recognition (OCR) of the images, are stored in a modi ed version of Cornell's Dienst server (Davis and Lagoze, 1994) . This server allows users to search for and access document by their various attributes, and then browse their page images. In addition, the document server allows the user to browse the \hyperocr" format of each document, i.e., an ASCII version of the document, preserving its page layout, produced by an OCR process. As the hyperocr is a single, ASCII le, it is convenient for quickly browsing a le, for searching, and for other character-based operations, such as select-and-paste. However, it is produced by a \lossy" OCR process, so the user may want to look back to the image for authentication, etc. To facilitate usage, we make it easy for the user to move back and forth between the hyperocr and the images. Below, in the sections on multivalent documents and on document recognition, a much more sophisticated document model is discussed. These examples illustrate some of the ways in which functionality may be divided between clients and servers. Using web clients promotes access, but limits client-side functionality, putting an undo strain on the network and servers. For example, we also have a web-based map-oriented access to our collections, speci cally, to our geo-located aerial photographs. Because the Napa browser is a custom client, though, it has considerably more client-side functionality than a web browser. For example, in Napa, one clicks on the display of given data set, and the browser can change the display without consulting the server. Similarly, zooming and panning involving only data in the client's cache can be done locally. In all such cases, the web browser would have to consult the server to compute and then transmit a new display. Similarly, Chabot, the progenitor of Cypress, used a custom tcl/tk client. With this client, the user had additional functionality, such as de ning and saving named queries for future use. However, availability of the client is limited by software distribution overhead. Our belief is that the ubiquity of web clients makes them an overwhelming force for client services. Our strategy is to migrate as much functionality to our web clients as possible, and relying on scriptable browsing capabilities, particular SUN's Java language, to extent client-side functionality when necessary. Most of the clients discussed above are available for experimentation from the project HTTP server, http://elib.cs.berkeley.edu/, which one can also nd most of our source code as well.
Improving Access to Information
A primary focus of the research in our project is the development of better content-based access methods, along with better paradigms of user interaction with content so analyzed. 8 Here we brie y describe some of our e orts.
Natural Language Processing
We are using statistical natural language processing techniques to attempt to augment more traditional keyword approaches. Speci cally, we are attempting to do the following:
Provide a TileBars-style interface to the text. Perform automatic categorization on text. Provide an automated text geo-location facility.
We have implemented a TileBars interface to our document collection. TileBars were introduced by Hearst (1994) in the context of \TexTiles", i.e., meaningful, automatically computed, multi-paragraph, topically coherent text segments. A tile is a general visualization aid, graphically re ecting the degree to which a unit of text is relevant to a query, so that the varying relevance to a query of the segments of a document is re ected in a bar consisting of one tile corresponding to each segment. The user can specify multiple term sets, and visually inspect the results. We have implemented a version of TileBars using Java. In this implementation, the server determines the relevance of each document to each of two term sets using a standard relevance metric (FreeWAIS 5.0 at the moment), and transmits the gures of relevance to the client. The client allows the user to dynamically choose how to display this result set. In particular, the user can choose to see those documents with segments highly relevant to both term sets, or those highly relevant to one and somewhat relevant to the other, or somewhat relevant to both, or highly relevant to one and not relevant to the other. This selection is made by choosing from among the rst row of buttons. For example, Figure 2 shows the result of a query with term sets \Berkeley" and \Santa Barbara". The second button is selected, meaning that the TileBars above the solid line{in this case, there are two{correspond to those documents in our collection that are deemed highly relevant to \Berkeley" and somewhat relevant to \Santa Barbara". Clicking on the individual tiles will bring up our multivalent document browser (see below) on that segment of the given documents, with the matching term sets highlighted in the display. Currently, we are indexing individual pages of the documents, rather than textiling the documents: While the textiling algorithm should work reasonably well on our collection, the mapping of TexTiles to page images is complex. Eventually, we plan to run textiling on our corpus, and extend the interface to map textile boundaries on top of the other document representations.
To perform automatic categorization, we are developing further the topic assignment techniques we began in Fisher (1995) . In that e ort, we used a thesaurus automatically constructed from Wordnet to de ne the constituent categories. Since then, we have improved our algorithms somewhat, and also (thanks to HarperCollins) obtained an on-line copy of Roget's International Thesaurus, Fifth Edition. This thesaurus provides us with approximately 1073 categories to use for the assignment. We have nished training our algorithms using 10,000,000 words of text, on a 10 SPARCstation NOW (\Network Of Workstations") cluster. We are now in the process of assessing their accuracy, with the goal in mind of assigning categories to our environmental document collection. As the assignment produces a ranking of relevance of each category to a document, it is straightforward to use the categories as a controlled vocabulary to index the documents. In addition, as multiple categories typically will be assigned to each document, the tuples assigned t into a large abstract lattice. Moving through this lattice is a way to semantically navigate through the document collection. A user-interface for such a navigation method is being devised. We mentioned above how geographic location is an important way to access our information. In the case of text, we have developed a system, called GIPSY (Woodru and Plaunt, 1994 ) that hypothesizes the geographic regions to which the document pertains. GIPSY contains knowledge about all places on USGS topographic maps in the State of California, and also about California agriculture and geography, so that it can indirectly hypothesize locations based on references to general agricultural and geographic features, as well as direct references to proper nouns. With GIPSY, we have geo-located photographs based on their text captions. Then we can use a map-oriented browser, such as the Napa browser, to access the photographs by location. Recently, we have developed a new implementation of GIPSY expressed as user-de ned functions in our DBMS environment.
Document Recognition
A major thrust of our e ort is understanding the content of scanned documents. Despite the widespread availability of document processing software, the authoritative version of many documents is the printed form. In addition, images are one of the few forms in which documents can be accessed across platforms. We have been developing tools for page recognition and parsing, including de-skewing a page, separating it into connected components, and clustering into characters. Unlike commercial systems, our tools are modular, and therefore, we can use them for experimentation, such as a system we implemented for learning character template bitmaps from a set of wholepage document images and unaligned transcriptions. The signi cance of this system is that it allows document-speci c character models to be developed with relatively little user e ort. It is widely known that document-speci c models can provide an order of magnitude improvement in OCR error rate, compared with typical \omni-font" OCR devices. However, training an OCR system for a particular font typically involves considerable manual e ort. The operating scenario supported by our system is that a user prepares a transcription of a small number of pages from a document, containing samples of characters in the fonts present in the document. The system uses the transcription and page images to generate a set of document-speci c character templates. These templates are then used to recognize the remaining pages. A quantitative performance evaluation of the system has been completed using one 406 page bulletin from the environmental collection, for which a source le was available to assess OCR performance. The template estimation procedure was applied to a set of 20 non-tabular page images, using the corresponding source as the training transcription. The resulting templates were used to decode 375 pages of tables in the document. Depending on which language model we use for the document, the error rate for this approach shows an improvement by a factor of 7 to 20. Following the approach introduced in Kopec and Chou (1994), we have been developing document-speci c decoders for documents identi ed by the DWR users as being of high value. In particular, we have written decoders for two bulletins. The analysis produced by the decoders recognizes the structure of these documents, which can be exploited in a variety of ways. For example, we have used this output to produce HTML versions of the documents that highlight their structure. In addition, one of these documents, Bulletin 17, is essentially a list of all the 1395 dams within the jurisdiction of the State of California. We have use the output of the analyzer to construct a relational data base from this information. A user can now interrogate this data base via a form to answer questions such as \Find all the dams located on the Sacramento River". As each dam in geo-located in the document, we also were easily able to create a map interface that displays the dams as points on a map of California, and allows the user to click on a point to nd the pertinent information about the corresponding dam. Finally, the dam display contains a button that will automatically interrogate our photo collection to see if any pictures of a given dam are available. All these access methods are currently available for perusal on our web server.
A New Document Model -Multivalent Documents
We are developing a new, general digital document model, called \multivalent documents". Multivalent documents begin to exploit the possibilities that digitization allow, along with providing much greater functionality than existing document models. In this new paradigm, complex documents comprise multiple \layers" of distinct (possibly geographically distributed) but intimately related content. Small, dynamically-loaded program objects, called \behaviors", activate the content and work in concert with each other and layers of content to support arbitrarily specialized complex document types. Behaviors bind together the disparate pieces of a multivalent document to present the user with a single uni ed conceptual document. Such behaviors are crucial in achieving our work-centered goal, where users have speci c needs and where group work is of primary concern. As an example of the diverse sorts of functionality available via multivalent documents, consider \OCR select and paste". In this example, the user can select a geometric region on a scanned image of a printed page; the corresponding text, generated by an OCR process, is copied out. Thus, the user interacts with an image, but the actions may in fact reference other layers of content, such as the OCR of the same page, in a manner that is intended to be intuitive and natural to the user. As another kind of functionality within this particular document type, consider performing table manipulation. Via document recognition (or, of course, via direct authoring), important tables in a document could be identi ed and inserted into a data base. Then, the user would ask the document to, for example, sort the table by an arbitrary column, or perform more complex transformation that take advantage of the underlying data base functionality. Another example of multivalent document functionality is providing distributed user annotations that augment, or possibly transform, the content of the conceptual document. A multivalent perspective is particularly appropriate for geographic data, as geographic infor-mation systems already take a layered view of their data. More complex forms of functionality are possible in this model. For example, aligned layers of language translations could be consulted to transparently \translate" the pasted characters into the preferred language. A structural map that associates geometric regions on the page with semantic labels could enable more sophisticated operation by other behaviors. For instance, rather than laboriously hard-coding links for references, a behavior could register interest in a particular user interaction on such semantically labeled regions, and carry out a hyperlink or other action; by operating through the higher level semantic layer, behaviors can be added or reprogrammed easily and e ciently. A quite di erent example of multivalent documents is video subtitling. In this example, a video clip is aligned with a script and language translations, so that, on the one hand, the playing video can be presented simultaneously in di erent languages, and on the other hand the video can be searched with text-based techniques. In general, a document management infrastructure built around a multivalent perspective can provide an extensible, networked system that supports incremental addition of content, incremental addition of interaction with the user and with other components, reuse of content across behaviors, reuse of behaviors across types of documents, and e cient use of network bandwidth. These functions are very important from the vantage point of supporting working groups. We have implemented an infrastructure for multivalent documents, along with several speci c types of document functionality, including \OCR-select-and-paste", table sorting, hyperlink layers, and alternative pasting. The implementation is in Java, as multivalent documents are facilitated by powerful client-side functionality. An example of our initial implementation is shown in Figure 3 . The gure shows a scanned page image, as in our previous example. However, an underlying layer holds the OCR of the images, and another layer { constructed on the y across the network at a server at Xerox PARC { contains information that maps the wordss to the image positions. As a result, the user can search the image for textual matches. Figure 3 , in fact, results from the user selecting a page relevant to both Berkeley and Santa Barbara from our TileBars example above. That interface called the multivalent browser, passing it the disjunction of topic terms. The image regions corresponding to the matching text are highlighted in di erent colors; the user may add or remove search terms using the small window. In addition, the user can select text from the image using a mouse click-and-drag motion. The region selected is shown by the yellow background highlight; the correspond text derived by OCR is now available for pasting. (Note the selection region conforms to the column structure of the page.) The browser will run on all 100,000 of our scanned page images, and is available on our server to Java-compliant browsers. The distributed annotation facility is currently being implemented. A more detailed description of multivalent documents can be found in Phelps and Wilensky, 1996(a,b). 12 
Image Understanding
As mentioned above, we have implemented both overall color analysis as well as methods that combine spatial, color, and texture properties. We have also implemented a few object detectors that nd objects in images. In particular, we have been able to nd horizons will reasonable accuracy. We currently have a preliminary tree detector, and ones that can detect (clothed and nude) humans. Over the next year, we expect to be able to perform automatic recognition of several dozen kinds of \things", i.e., objects such as canals and roads. We are also developing learning methods to automatically construct detectors from a sample training set of our collection. We also expect to implement automated image segmentation for use by these processes.
Conclusion
There are several aspects of our project which we have not even touched on, but which may be of general interest to digital information system construction. These include the management of tertiary storage, and the use of scalable multi-resolution compression to enhance the use of networked resources. We feel that the management of tertiary storage in particular will become a major issue as multi-terabyte information needs become commonplace. We emphasize that we are just at the beginning. As we have suggested above, even the very notion of a digital document is rudimentary, and will no doubt evolve into something whose form and function we can now only dimly imagine. Certainly, our notion of digital library or digital information system must undergo such a transformation as well. We invite the interested reader to examine our web site, http://elib.cs.berkeley.edu, for additional details and developments. 
