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SPECTRAL ANALYSIS AND PARAMETER ESTIMATION OF
SRD AND LRD FUNCTIONAL TIME SERIES
M. Dolores Ruiz–Medina
Abstract
This paper attempts at filling several gaps in the spectral theory
of functional time series, under short–range and long–range depen-
dence. The convergence, in the Hilbert-Schmidt operator norm, of
the covariance operator of the functional Discrete Fourier transform
(fDFT) to the spectral density operator is proved, beyond the weak–
dependent and linear cases. Under Short–Range Dependence (SRD),
a new Non–Central limit result for the periodogram operator is ob-
tained in the Gaussian case. This result also holds beyond the SRD
condition, under a suitable sieves approximation of the fDFT. To char-
acterize Long-Range Dependence (LRD) in functional sequences in the
spectral domain, a unified framework, based on the spectral theory of
self–adjoint operators on a separable Hilbert space, is provided. This
framework covers, as particular cases, the already analyzed spatial-
dependent (heterogeneous) LRD scenarios in functional time series.
A weak–consistent parameter estimator of the long–memory opera-
tor is derived, based on the periodogram operator, and a weighted
Kullback-Leibler divergence operator.
Keywords: Functional discrete Fourier transform; Gaussian measures in Hilbert
spaces; Long–Range Dependence; Parameter estimation; Periodogram oper-
ator; Spectral density operator; Weak–consistency
1 Introduction
A huge literature has been developed in the last few decades on functional
time series models, the bulk of it assuming stationarity over the temporal
dimension, and short-range dependence (see [3]; [4]; [32]; [35]; [40]; [44]; [57]
among others). A weaker development has been achieved in the spatial func-
tional time series context (see, e.g., [55]; [56]). Indeed, the parametric and
nonparametric functional statistical frameworks reveal useful approaches, in
the analysis of a wide variety of data, in different areas including biology,
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transportation, environmental science, finance and demography (c.f., [14];
[15]; [16]; [28]; [34]; [36]; [37]; [58]). This literature on the short range de-
pendence case has been mainly focused on two major topics respectively
related with the statistical analysis of mixing functional sequences in the
time domain (see, e.g., [5]; [23]), and martingale or m–dependent (Lp–m)
approximation techniques, for linear and nonlinear functional sequences (see
[9]; [10]; [29]; [30]; [31], and the references therein).
To the best of our knowledge, the main results, in the current literature
on spectral analysis of functional time series, have been obtained under SRD.
Specifically, under this condition, the functional spectral process (see Corol-
lary 2) can be introduced as a family of random elements in the underlying
complex separable Hilbert space. Note that, this process defines the ran-
dom spectral measure associated with the functional orthogonal increment
process, involved in the Cra´mer representation of a stationary functional se-
quence (see Theorem 2.1 in [50]). Central Limit Theorems (CLTs) for the
fDFT constitute a major topic (see, e.g., [12] and [49]). Particularly, under
cumulant–type mixing conditions, these limit results are applied in [49], to
obtain the asymptotic properties of a nonparametric estimator of the spec-
tral density operator, based on the weighted periodogram operator. Namely,
its consistency is proved in the integrated Hilbert–Schmidt operator norm.
In this SRD context, the present paper contributes deriving a Non–Central
Limit result to establish the limit probability distribution of the periodogram
operator in the Gaussian case. Under a sieves–like approximation of the
fDFT, the SRD condition can be removed (see Remark 8).
A more flexible scenario than in [49] is considered in [12], where differ-
ent versions of CLTs for the fDFT are derived under mild conditions. In
particular, weak–convergence of the covariance operator of the fDFT to the
spectral density operator, and the convergence of their respective traces is
obtained. In our paper, these convergence results are proved to hold, in a
stronger sense, i.e., with respect to the Hilbert–Schmidt operator norm, and
beyond the SRD condition (see Proposition 1 below). Particularly, the CLT
obtained in Theorem 6 in [12], for the linear case, does not hold in the LRD
framework studied in this paper (see Propositions 2–3 below). Note that,
here, additional results are also provided regarding the uniform convergence
of the eigenvalues of the covariance operator of the fDFT to the eigenvalues
of the spectral density operator, and the convergence, in the underlying com-
plex Hilbert space norm, of the corresponding systems of eigenvectors (see
Corollary 1 and Lemma 1 below).
On the other hand, we can find evidence of LRD in time series data aris-
ing in several areas like agriculture, environment, economics, finance, geo-
physics, just to mention a few. Indeed, a huge literature on this topic has
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been developed over the last few decades (c.f., [7], [54], [48], [26], [8]). This
framework allows the description of processes with greater persistence in time
than short-range dependent ones. In the stationary case, LRD is character-
ized by a slow decay of the covariance function, and an unbounded spectral
density, typically at zero frequency. In the real–valued process framework,
we refer to the reader to the papers [1]; [2]; [24]; [25]; [27]; [33]; [42]; [59],
among others.
The analysis of LRD phenomena in a curve process framework is a chal-
lenging topic, where several statistical problems remain open. Only a few
contributions have been developed on LRD functional time series. In this
context, LRD is characterized by the non–summability in time of the nuclear
norm of the covariance operator. In the linear case, this phenomenon is char-
acterized in terms of the asymptotic behavior of the norms of the sequence
of bounded linear operators involved in the definition of the linear functional
process. A convergent operator norm series means short-range dependence,
and the usual normalizing factor T−1/2, with T being the functional sample
size, leads to the Gaussian limit distribution in the Hilbert space considered.
The case where the series diverges corresponds to the LRD case. Most of the
approaches introduced in this case, in the linear framework, assume a space
varying fractional power law, characterizing the asymptotic behavior of the
norms of the sequence of bounded linear operators, involved in the definition
of the functional process. That is the case of the approaches in the current
literature, based on operator–valued processes, and space-varying convolu-
tion/multiplication operators. For example, an operator fractional Brownian
motion with values in a Hilbert space, involving an operator-valued Hurst co-
efficient, is considered in [52] (see also [51] on the functional analytical tools
applied). In [22], the asymptotic probability distribution of the partial sums
of the series, and the partial sums process is investigated in the LRD linear
functional time series framework. A central, and functional central limit the-
orems are obtained, when the series of operator norms diverges. The limit
process in the functional central limit result is an operator self–similar pro-
cess. Note that the LRD models introduced in these papers are characterized
and analyzed in the time domain. Particularly, estimation of LRD has also
been addressed in this domain (see, e.g., [43]; [53]). In [43], a semiparametric
linear approach is adopted, based on the eigen–decomposition of the covari-
ance operator of the temporal partial sum of the curve process. Consistent
estimation of the orthonormal functions spanning the sample dominant sub-
space, where the projected curve process displays the strongest dependence
structure is achieved. The corresponding dominant memory parameter is
also estimated in a consistent way. In [43], CLTs are derived to define the
asymptotic normal distribution of the temporal sum of the projected curve
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process onto the finite–dimensional subspaces, where the heterogeneous LRD
structure is displayed. The conditions assumed are satisfied, in particular, by
a functional version of fractionally integrated autoregressive moving averages
processes.
As commented, in the above–cited references, the spectral domain has not
been exploited yet in the formulation and estimation of LRD in functional
time series. Our paper attempts to cover this gap. Specifically, LRD is char-
acterized here in the spectral domain, applying spectral theory of self–adjoint
operators on a separable Hilbert space. The cited LRD approaches, adopted
in the current literature on functional time series, are obtained as particular
cases. Parameter estimation of the long-memory operator is addressed in the
spectral domain, from the periodogram operator. Specifically, the spectral
functional considered here measures the Kullback-Leibler divergence between
the true spectral density operator, and the possible candidates. The weak–
consistency of the formulated parameter estimator is proved in the Gaussian
case, under suitable conditions. Finally, we remark that the results obtained
in the spectral domain are applicable, for example, to the statistical analysis
of stochastic volatility models. For instance, daily volatility curves can be
analyzed from a LRD functional time series context (see [11]; [43]).
All the results derived in this paper, beyond the SRD assumption, have
been obtained under the condition:
Assumption I.
∑
t∈Z ‖Rt‖2L1(H) <∞,
where ‖Rt‖L1(H) denotes the nuclear or trace norm of the covariance operator
Rt of the stationary functional time series model considered.
The operator norm of the long–memory functional parameter, in the time
and spectral domains, lies in the interval (0, 1). In the spectral domain, when
this uniform norm of the long–memory operator takes its values in the interval
(0, 1/2), Assumption I holds, as proved in Proposition 3 below. Equiva-
lently, in the time domain, when the long–memory operator norm ranges in
the interval (1/2, 1), Assumption I is satisfied.
The outline of the main results in this paper is now provided. Under As-
sumption I, Proposition 1 derives the convergence, in the Hilbert-Schmidt
operator norm, of the covariance operator of the fDFT to the spectral den-
sity operator. This convergence holds uniformly in the frequency domain,
when the spectral density operator is continuous, with respect to the oper-
ator norm. Otherwise, such a convergence is established almost surely in
the frequency domain. From Proposition 1, Corollary 1, on uniform conver-
gence of the eigenvalues of the fDFT, and Lemma 1, on the convergence of
the corresponding eigenvectors in the underlying Hilbert space norm, follow.
The limit distribution of the periodogram operator is derived in Theorem 1,
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under an SRD Gaussian scenario. See also Remark 8 to go beyond the SRD
condition. The characterization in the spectral domain of LRD in functional
sequences is given in Proposition 2. Comparison with the cited LRD models
in the current literature is performed in Section 4.1. Proposition 3 proves
that our scenario, under Assumption I, also covers LRD in functional se-
quences. Finally, weak–consistent parameter estimation of the long–memory
operator is achieved in Theorem 2.
Here, we have included only the proofs (most of them placed in Appendix
6) of the results involving identities/inequalities supporting the main asser-
tions in this paper. The rest of the proofs can be found in the Supplementary
Material. Appendix 7 also provides a brief description of the generalized
functional linear model framework adopted here, in the weak–consistent pa-
rameter estimation of the LRD memory operator in the spectral domain.
In what follows, (Ω,A, P ) denotes the basic probability space. The space
H, and its complex version H˜ = H + iH, are separable Hilbert spaces, with
the inner products 〈·, ·〉H and 〈·, ·〉H˜ , respectively. Recall that, for an or-
thonormal basis {ϕk, k ≥ 1} of H (respectively of H˜), the nuclear opera-
tor norm ‖·‖L1(H) (respectively, ‖·‖L1(H˜)), and the Hilbert–Schmidt operator
norm ‖·‖S(H) (respectively, ‖·‖S(H˜)) are defined by:
‖A‖L1(H) =
∑
k≥1
〈
[A⋆A]1/2 (ϕk), ϕk
〉
H
‖A‖S(H) =
[∑
k≥1
〈A⋆A(ϕk), ϕk〉H
]1/2
=
√
‖A⋆A‖L1(H).
We denote by ‖ · ‖L(H) (respectively, by ‖ · ‖L(H˜)) the norm in the space
of bounded linear operators on H (respectively, on H˜) given by ‖A‖L(H) =
supψ∈H; ‖ψ‖=1 ‖A(ψ)‖H. This norm is also usually referred as the operator
norm (or uniform operator norm).
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2 The asymptotic behavior of the covariance
operator of the fDFT in S(H˜)
Let us consider {Xt, t ∈ Z} to be a strictly stationary functional time series
with values in H such that
E [Xt] = µ, µ ∈ H, ∀t ∈ Z
σ2X = E[‖Xt‖2H ] = E[‖X0‖2H ] = ‖R0‖L1(H) <∞, ∀t ∈ Z
Rt = E[Xs+t ⊗Xs], ∀s, t ∈ Z
Rt(g)(h) = 〈Rt(g), h〉H = E [〈Xs+t, h〉H 〈Xt, g〉H ] , ∀g, h ∈ H, s, t ∈ Z.(1)
In the subsequent development, we have considered µ =
H
0 in H. Note
that, under the assumed stationarity condition, E[‖X0‖2H ] < ∞ implies
P [Xt ∈ H ] = 1, for every t ∈ Z (see also Lemma 3 in Appendix 6).
Let Fω be the spectral density operator given by
Fω(ψ)(φ) = 1
2π
∑
t∈Z
exp (−iωt)Rt(ψ)(φ), ∀ψ, φ ∈ H˜, ω ∈ [−π, π]. (2)
Under (1), the fDFT, based on the functional observations
{Xt, t = 1, . . . , T}, is given by
X˜(T )ω (·) =
1√
2πT
T∑
t=1
Xt(·) exp (−iωt) , ω ∈ [−π, π]. (3)
Hence, X˜
(T )
ω is 2π–periodic and Hermitian with respect to ω ∈ [−π, π].
Remark 1 Note that, under the condition E[‖X0‖2H ] < ∞ in (1),
E
[
‖X˜(T )ω ‖2
H˜
]
< ∞, for every ω ∈ [−π, π]. Thus, X˜(T )ω defines a random
element in H˜ (i.e., P
[
X˜
(T )
ω (·) ∈ H˜
]
= 1), and F (T )ω = E
[
X˜
(T )
ω ⊗ X˜(T )ω
]
∈
L1(H˜), for each ω ∈ [−π, π] (see Lemma 3(ii) in Appendix 6, and [41]).
For each ω ∈ [−π, π], the periodogram operator p(T )ω = X˜(T )ω ⊗ X˜(T )ω is
introduced as an empirical operator, with mean E[p
(T )
ω ] = E[X˜
(T )
ω ⊗ X˜(T )−ω ] =
6
F (T )ω admitting the following representation,
F (T )ω (ψ)(̺) =
〈F (T )ω (ψ), ̺〉H˜ = E [p(T )ω ] (ψ)(̺)
=
1
2πT
[
T∑
t=1
T∑
s=1
exp (−iω(t− s))E[Xt ⊗Xs]
]
(ψ)(̺)
=
1
2π
T−1∑
u=−(T−1)
exp (−iωu) (T − |u|)
T
Ru(ψ)(̺), (4)
for any ψ, ̺ ∈ H˜. In (4),
{
(T−|u|)
T
Ru(·, ·), |u| < T
}
defines the system of
Fourier coefficients of {F (T )ω , ω ∈ [−π, π]}, with respect to the basis of com-
plex exponentials in L2([−π, π],C).
Let FT be the Fe´jer kernel, given by
FT (ω) =
1
T
T∑
t=1
T∑
s=1
exp (−i(t− s)ω) , ω ∈ [−π, π], T ≥ 2. (5)
Applying Fourier Transform Inversion Formula in equation (4), from equation
(5), for each ω ∈ [−π, π], and for every ψ, ̺ ∈ H˜,
F (T )ω (ψ)(̺) = [FT ∗ F•(ψ)(̺)] (ω)
=
∫ π
−π
FT (ω − ξ)Fξ(ψ)(̺)dξ, T ≥ 2. (6)
Proposition 1 Under Assumption I, the following limits hold:
(i) If Fω is continuous in ω, with respect to ‖ · ‖L(H˜) norm, for every
ω ∈ [−π, π],
‖F (T )ω −Fω‖S(H˜) → 0, T →∞,
uniformly in ω ∈ [−π, π].
(ii) Beyond the continuity assumption,∥∥∥∥∫ π
−π
[F (T )ω −Fω] dω∥∥∥∥
S(H˜)
→ 0, T →∞.
The proof is given in Appendix 6.1.
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Remark 2 Note that, under Assumption I, from Lemma 4 (see equation
(84)) in Appendix 6∑
t∈Z
‖Rt‖2L1(H) ≥
∑
t∈Z
‖Rt‖2S(H) ≥
∑
t∈Z
‖Rt‖2S(H˜) =
∫ π
−π
‖Fω‖2S(H˜) dω <∞,
(7)
where, in the last equality, we have applied Parseval identity in L2([−π, π],C).
Hence, under Assumption I, Fω ∈ S(H˜), for ω ∈ [−π, π]\Λ0, with∫
Λ0
dω = 0. Also, ‖Fω‖S(H˜) ∈ L2([−π, π],C), and, in particular,
FωFω(ψk)(ψk) ∈ L1([−π, π],C),
uniformly in k ≥ 1, for a given orthonormal basis {ψk, k ≥ 1} of H˜.
Remark 3 Under Assumption I, from Remark 2, for a given orthonormal
basis {ψk, k ≥ 1} of H˜,
‖Fω‖2S(H˜) =
∑
k≥1
∑
l≥1
|Fω(ψk)(ψl)|2 <∞, ∀ω ∈ [−π, π]\Λ0,
and from equation (7), Fω(ψk)(ψl) ∈ L2([−π, π],C).
Remark 4 Under the conditions of Proposition 1(i), from Remark 2, ‖Fω‖S(H˜) <
∞ for all ω ∈ [−π, π]. Hence, Fω is a self–adjoint, non–negative, Hilbert–
Schmidt operator on H˜, for every ω ∈ [−π, π]. In particular, ‖Fω‖L(H˜) ≤
‖Fω‖S(H˜) <∞, for every ω ∈ [−π, π]. The continuity in ω of Fω with respect
to ‖ · ‖L(H˜) norm also implies
M = sup
ω∈[−π,π]
‖Fω‖L(H˜) <∞,
and the family {Fω, ω ∈ [−π, π]} is equicontinuous.
From Remarks 2 and 4, for every ω ∈ [−π, π], under the conditions as-
sumed in Proposition 1(i) (respectively, for ω ∈ [−π, π]\Λ0, under the condi-
tions of Proposition 1(ii)), Fω and F (T )ω admit the following diagonal spectral
decompositions:
Fω(̺)(ψ) =
∞∑
k=1
λk(Fω) 〈φω,k, ψ〉H˜ 〈φω,k, ̺〉H˜ ∀̺, ψ ∈ H˜
F (T )ω (̺)(ψ) =
∞∑
k=1
λk(F (T )ω )
〈
φ
(T )
ω,k, ψ
〉
H˜
〈
φ
(T )
ω,k, ̺
〉
H˜
, ∀̺, ψ ∈ H˜, (8)
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where {λk(Fω), k ≥ 1} and {λk(F (T )ω ), k ≥ 1}, and {φω,k, k ≥ 1} and
{φ(T )ω,k, k ≥ 1} respectively define the eigenvalues, and corresponding or-
thonormal systems of eigenvectors of Fω and F (T )ω in H˜.
From Lemma 4.2 in [9], Proposition 1(i) leads to the following result.
Corollary 1 Under the conditions assumed in Proposition 1(i),
sup
k≥1
∣∣λk (Fω)− λk (F (T )ω )∣∣ ≤ ‖Fω − F (T )ω ‖L(H˜) ≤ ‖Fω − F (T )ω ‖S(H˜) → 0, (9)
as T →∞, uniformly in ω ∈ [−π, π].
In the next lemma, the convergence in H˜–norm of the eigenvectors of
F (T )ω to the eigenvectors of Fω is also established, for each ω ∈ [−π, π].
Lemma 1 Under the conditions in Proposition 1(i), for ω ∈ [−π, π], and
T ≥ 2, let
{
φ
(T )
ω,k, k ≥ 1
}
and {φω,k, k ≥ 1} be the systems of eigenvectors
of F (T )ω and Fω in (8), respectively. Assume that, for each ω ∈ [−π, π],
the eigenspace associated with φω,k is one–dimensional, and λk (Fω) > 0, for
every k ≥ 1. Then, for each k ≥ 1,
‖φ(T )ω,k − φ′ω,k‖H˜ ≤ 2
√
2
∥∥∥F (T )ω − Fω∥∥∥
S(H˜)
αk(ω)
→ 0, T →∞,
(10)
for any ω ∈ [−π, π], where
α1(ω) = λ1(Fω)− λ2(Fω)
αk(ω) = min {λk−1(Fω)− λk(Fω), λk(Fω)− λk+1(Fω)} , k ≥ 2.
(11)
Here, for ω ∈ [−π, π], k ≥ 1 and T ≥ 2, φ′ω,k = sgn
(〈
φω,k, φ
(T )
ω,k
〉
H˜
)
φω,k,
sgn
(〈
φω,k, φ
(T )
ω,k
〉
H˜
)
= 1〈
φω,k,φ
(T )
ω,k
〉
H˜
≥0
− 1〈
φω,k,φ
(T )
ω,k
〉
H˜
≤0
.
From reverse triangle inequality, for each k, l ≥ 1, and ω ∈ [−π, π],
φ
(T )
ω,k(φω,l)→ δk,l, T →∞, (12)
where δk,l denotes the Kronecker delta function.
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The proof can be found in Supplementary Material 7.2.
Remark 5 For each ω ∈ [−π, π], the one–dimensionality assumption of the
eigenspaces of the spectral density operator Fω can be relaxed to considering
multidimensional eigenspaces by redefining the quantities αk(ω), k ≥ 1, as
the respective quantities ck(ω), k ≥ 1, in Lemma 4.4 in [9].
Remark 6 Note that, under the conditions of Proposition 1(ii), Corollary 1
and Lemma 1 also hold, for ω ∈ [−π, π]\Λ0.
From Proposition 1(i), Corollary 2 follows straightforward under the
Gaussian scenario.
Corollary 2 Let {Xt, t ∈ Z} be a zero–mean Gaussian stationary H–valued
sequence. Under the conditions of Proposition 1(i), the following convergence
X˜(T )ω (ψ)→L X˜ω(ψ), T →∞, (13)
in law (→L) holds uniformly in ψ ∈ H˜, and for ω ∈ [−π, π]. Here,
X˜ω(ψ) ∼ NC(0,Fω(ψ)(ψ)), i.e., X˜ω(ψ) follows a complex–valued Gaussian
distribution with zero mean, variance Γ = E[X˜ω(ψ)X˜ω(ψ)] = E|X˜ω(ψ)|2,
and null relation matrix, for every ψ ∈ H˜, and for each ω ∈ [−π, π].
The proof is given in Supplementary Material 7.3.
Remark 7 As given in Remarks 2–4, under the conditions of Proposition 1,
Fω could not be a trace operator, for ω ∈ [−π, π], i.e., the limit in law X˜ω,
introduced in (13), could be such that
P [‖X˜ω‖H˜ <∞] 6= 1, ω ∈ [−π, π]
(see Lemma 3 in the Appendix). We then refer to
{X˜ω, ω ∈ [−π, π]} as a Generalized Gaussian Random Element (GGRE),
the Generalized Gaussian Functional Spectral Process (GGFSP) associated
with {Xt, t ∈ Z}.
Note that, under the conditions of Proposition 1(ii), for ω ∈ [−π, π]\Λ0,
the convergence in law in Corollary 2 also holds.
3 The limit distribution of the periodogram
operator
Under SRD, Theorem 1 below derives the limiting probability distribution
X˜ω ⊗ X˜−ω ∈ S(H˜) (P–almost surely in (Ω,A, P )) of the periodogram op-
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erator p
(T )
ω , in the Gaussian case, for each ω ∈ [−π, π]. X˜ω defines the ran-
dom spectral measure associated with the functional orthogonal increment
process, involved in the Cra´mer representation of a stationary functional se-
quence (see Appendix 7 for the linear case). Under SRD, P [X˜ω ∈ H˜ ] = 1
for ω ∈ [−π, π]. The SRD condition can be removed in Theorem 1 under a
suitable sieves truncation scheme of the fDFT.
Let I1(·) be the single Wiener-Itô stochastic integral, with respect to a
real–valued Wiener measure dWs, given by
I1 (g) =
∫ 1
0
g(s)dWs, E [I1 (g)I1 (h)] = 〈h, g〉H , ∀h, g ∈ H
(14)
(see, e.g., Definition 4.2 and Remark 4.3 in [45]). The following lemma
provides the orthogonal representation in law, and, in the weak–sense, of a
GGRE in H˜, under the condition that its covariance operator is compact.
Lemma 2 Let X be a zero–mean GGRE in H˜ with compact autocovariance
operator RX(̺)(ψ) = E[X(̺)X(ψ)], for every ̺, ψ ∈ H˜. Given an orthonor-
mal basis {ϕk, k ≥ 1} of H, for every ̺ ∈ H˜,
M∑
k=1
√
λk(RX)I1 (ϕk)ψk(̺)→L X(̺), M →∞, (15)
where {λk(RX), k ≥ 1} and {ψk, k ≥ 1} are the systems of eigenvalues, and
orthonormal eigenvectors in H˜ of RX , respectively. Here, I1 (ϕk) has been
introduced in (14), for every k ≥ 1.
The proof is given in Supplementary Material 7.4.
From equation (8), in the Gaussian case, applying Remark 1 and Lemma
2, for every ω ∈ [−π, π], the fDFT X˜(T )ω admits the following series represen-
tation:
X˜(T )ω (̺) =
L
∞∑
k=1
√
λk
(
F (T )ω
)
I1(ϕk)φ(T )ω,k(̺), T ≥ 2, ∀̺ ∈ H˜, (16)
for a given orthonormal basis {ϕk, k ≥ 1} of H, with {λk
(
F (T )ω
)
, k ≥ 1}
and {φ(T )ω,k, k ≥ 1} being the systems of eigenvalues and eigenvectors of F (T )ω ,
respectively. Also, for the limit GGRE X˜ω introduced in Corollary 2, under
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the conditions of Proposition 1(i) (see Remark 4), the following identity in
distribution sense holds:
X˜ω(̺) =
L
∞∑
k=1
√
λk(Fω)I1(ϕk)φω,k(̺), ∀̺ ∈ H˜, ω ∈ [−π, π], (17)
with {I1(ϕk), k ≥ 1} being the sequence of independent standard Gaussian
random variables involved in the series expansion (16) (see equation (14)).
Theorem 1 Let {Xt, t ∈ Z} be a stationary zero–mean Gaussian functional
sequence in L2([0, 1],R), with spectral density operator family
{Fω, ω ∈ [−π, π]}. Under the conditions of Proposition 1(i) and Lemma
1, if
∑
t∈Z ‖Rt‖L1(H) <∞, then, for each ω ∈ [−π, π],
p(T )ω = X˜
(T )
ω ⊗ X˜(T )−ω →L X˜ω ⊗ X˜−ω, T →∞,
where X˜ω satisfies (17).
The proof is given in Supplementary Material 7.5
Remark 8 Consider the truncation order k(T, ω) in (16), depending on the
sample size T, and on the frequency ω ∈ [−π, π] such that, as T → ∞,
k(T, ω)→∞, k(T, ω)/T → 0, and
Λk(T,ω) = o (T ) , ∀ω ∈ [−π, π], (18)
where
Λk(T,ω) = sup
k=1,...,k(T,ω)
1
λk(Fω)− λk+1(Fω) .
Under the conditions of Proposition 1(i), and Lemma 1, if (18) holds, then
sup
k=1,...,k(T,ω)
‖φ(T )ω,k − φ′ω,k‖H˜ → 0, T →∞,
for every ω ∈ [−π, π]. Moreover, if√
k(T, ω)Λk(T,ω) = o (T ) , T →∞, ∀ω ∈ [−π, π], (19)
the SRD condition in Theorem 1 can be removed.
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4 LRD functional sequences
As commented in the Introduction, to the best of our knowledge, the litera-
ture on strong–dependence modeling in functional sequences has been mainly
developed in the time domain, under the context of linear processes in Hilbert
spaces (see, e.g., [22]; [51]; [52]; [43]). Special attention has been paid to the
theory of operator self–similar processes (see [13]; [38]; [39]; [46], among oth-
ers). This section provides an unified framework, where LRD is characterized
in the spectral domain, in terms of unboundedness of the spectral density
operator at zero–frequency.
Let D be a self–adjoint operator on H˜. Hence, D admits the following
spectral representation on H˜,
D(ψ)(̺) =
∫ ∞
−∞
λd
〈
EDλ (ψ), ̺
〉
H˜
, ∀ψ, ̺ ∈ H˜,
where dEDλ denotes the spectral measure of D, involved in its spectral rep-
resentation (see, e.g., [20], pp. 112–140). Thus, {EDλ , λ ∈ R} represents
the spectral family of orthogonal projection operators (into the separable
Hilbert space H˜) of D, satisfying EDλ E
D
µ = E
D
inf{λ,µ}; limλ˜→λ; λ˜≥λE
D
λ˜
= EDλ ;
limλ→−∞E
D
λ = 0; limλ→∞E
D
λ = I. In particular,
∫∞
−∞
d
〈
EDλ (h), h
〉
H˜
=
‖h‖2H˜ , for every h ∈ H˜. When D is positive operator such that D ∈ L(H˜),
we can consider
mD = inf
ψ∈H˜; ‖ψ‖
H˜
=1
〈D(ψ), ψ〉H˜ , MD = sup
ψ∈H˜ ; ‖ψ‖
H˜
=1
〈D(ψ), ψ〉H˜ .
In that case, EDλ = 0, for λ < mD, and E
D
λ = I, for λ ≥ MD. Also, if
D ∈ L0(H˜), with L0(H˜) being the class of compact operators on H˜, the
mapping λ −→ EDλ has discontinuities at the points given by the eigenvalues
{λk(D), k ≥ 1}, with EDλk − limλ˜→λk(D); λ˜<λk(D)EDλ˜ = Pk, where Pk is
the projection operator into the eigenspace generated by the eigenvectors
associated with the eigenvalue λk(D), for every k ≥ 1. For D ∈ S(H˜),∑∞
k=1 |λk(D)|2 <∞, and for D ∈ L1(H˜),
∑∞
k=1 |λk(D)| <∞.
Let Θ be the parameter space defining our parametric family of spectral
density operators {Fω,θ, (ω, θ) ∈ [−π, π]×Θ} . For every (ω, θ) ∈ [−π, π] ×
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Θ, ω 6= 0, consider
Fω,θ(ψ)(̺) = f(ω,D, θ)(ψ)(̺) =
∫ ∞
−∞
f(ω, λ, θ)d
〈
EDλ (ψ), ̺
〉
H˜
=
∫ ∞
−∞
M(λ)
|ω|α(λ,θ)d
〈
EDλ (ψ), ̺
〉
H˜
= |ω|−α(D,θ)M(D)(ψ)(̺)
= M(D)|ω|−α(D,θ)(ψ)(̺), ∀ψ, ̺ ∈ H˜,
(20)
where M is a positive continuous function such that M(D) ∈ L1(H˜), and α
is a continuous bounded function satisfying 0 < lα(θ) ≤ α(λ, θ) ≤ Lα(θ) < 1,
for every (λ, θ) ∈ R×Θ. Here, for each θ ∈ Θ,
|ω|−α(D,θ) = exp(−α(D, θ) ln(|ω|)), ω 6= 0,
with exp(A) =∑∞k=0 Akk! , for A ∈ L(H˜).
Then, for every θ ∈ Θ,
lα(θ) = inf
ψ∈H˜ ; ‖ψ‖
H˜
=1
〈α(D, θ)(ψ), ψ〉H˜ , Lα(θ) = sup
ψ∈H˜; ‖ψ‖
H˜
=1
〈α(D, θ)(ψ), ψ〉H˜ .
Obviously, α(D, θ) and IH˜ − α(D, θ) are non–null operators on H˜ such that
〈α(D, θ)(̺), ̺〉H˜ ≥ 0,
〈
[IH˜ − α(D, θ)](̺), ̺
〉
H˜
≥ 0, ∀̺ ∈ H˜,
where IH˜ denotes the identity operator on H˜, and
〈α(D, θ)(̺), ̺〉H˜ = α(D, θ)(̺)(̺) =
∫ ∞
−∞
α(λ, θ)d
〈
EDλ (̺), ̺
〉
H˜
, (21)
for every ̺ ∈ H˜, and for each θ ∈ Θ.
Remark 9 Note that, two operators that are functions of the same self–
adjoint operator commute (see, e.g., [20]). This well-known result is applied
in equation (20), in terms of operators M(D) and α(D, θ), and in a more
extensive way in the subsequent results.
Proposition 2 Let {Xt, t ∈ Z} be a strictly stationary zero–mean func-
tional sequence in H. Assume that its second–order moments are character-
ized by the parametric family of spectral density operators
{Fω,θ, (ω, θ) ∈ [−π, π]×Θ} satisfying (20). Then, for t ≥ 1, and θ ∈ Θ,
Rt,θ(g)(h) =
∫ ∞
−∞
[
2α(λ,θ)−1c(1− α(λ, θ))
t1−α(λ,θ)
+ r(t, λ, θ)
]
× M(λ)
πα(λ,θ)−1
d
〈
EDλ (g), h
〉
H˜
=
[
2α(D,θ)−IH˜c(IH˜ − α(D, θ))tα(D,θ)−IH˜ + r(t, D, θ)
][
πIH˜−α(D,θ)M(D)
]
(g)(h), ∀g, h ∈ H, (22)
where IH˜ denotes the identity operator on H˜, and r(t, λ, θ) satisfies∑
t≥1
|r(t, λ, θ)| ≤
∑
t≥1
s(t, λ, θ)
s(t, λ, θ) ≤ H exp
(
−c0
√
t
)
, H, c0 > 0, t ≥ 1, (23)
for every λ ∈ R and θ ∈ Θ. Here, {Eλ, λ ∈ R} is the spectral operator
family of the self–adjoint operator D (see (20)), and c(IH˜−α(D, θ)) ∈ L(H)
is given, for each θ ∈ Θ, and ̺, ψ ∈ H, by
c(IH˜ − α(D, θ))(ψ)(̺) =
∫ ∞
−∞
2Γ(1− α(λ, θ)) cos
(
π(1− α(λ, θ))
2
)
×
(
2
π
)1−α(λ,θ)
d
〈
EDλ (ψ), ̺
〉
H˜
. (24)
Then, as t→∞, for every 0 < r < 1, and for θ ∈ Θ, and any ψ, ̺ ∈ H,
Rt,θ(ψ)(̺) = c(IH˜ − α(D, θ))|2t|α(D,θ)−IH˜πIH˜−α(D,θ)M(D)(ψ)(̺)
×
(
1 + o
(
1
|t|r
))
=
[∫ ∞
−∞
π1−α(λ,θ)c(1− α(λ, θ))M(λ)
|2t|1−α(λ,θ) d
〈
EDλ (ψ), ̺
〉
H˜
](
1 + o
(
1
|t|r
))
.(25)
Thus, {Xt, t ∈ Z} displays LRD.
Remark 10 In our parametric framework, in the special case where α(D, θ) =
α(θ), for every θ ∈ Θ, we refer to the so–called spatial homogeneous LRD.
Proof. From equation (20), applying Fourier Transform Inversion formula,
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for each t ≥ 1, θ ∈ Θ, and any g, h ∈ H,
Rt,θ(g)(h) =
∫ π
−π
exp(iωt)
∫ ∞
−∞
f(ω, λ, θ)d
〈
EDλ (g), h
〉
H˜
dω
=
∫ ∞
−∞
M(λ)
[∫ 1
−1
π1−α(λ,θ)
|u|α(λ,θ) exp(iπut)du
]
d
〈
EDλ (g), h
〉
H˜
=
∫ ∞
−∞
[
2α(λ,θ)−1c(1− α(λ, θ))
t1−α(λ,θ)
+ r(t, λ, θ)
]
× M(λ)
πα(λ,θ)−1
d
〈
EDλ (g), h
〉
H˜
, (26)
where, from the results derived in pp. 2292–2294 of [21], for each t ≥ 1,
λ ∈ R, and θ ∈ Θ, r(t, λ, θ) = r1(t, λ, θ) + r2(t, λ, θ) with
r1(t, λ, θ) =
∫ 1
−1
[
|x+ y + 2|α(λ,θ) + |x+ y − 2|α(λ,θ)
]
× sin (tπ(1 + x)) sin (tπ(1 + y))dydx
r2(t, λ, θ) =
∫ 1
−1
− |x− y − 4|α(λ,θ)
−
∑
n 6=0,−1
(
|x− y + 4n|α(λ,θ) − |x+ y + 4n+ 2|α(λ,θ)
)
× sin (tπ(1 + x)) sin (tπ(1 + y))dydx. (27)
Equation (23) then follows as in pp. 2292–2294 of [21], from the asymp-
totic behavior of the singular values of kernels |x+ y + 2|α(λ,θ)+|x+ y − 2|α(λ,θ)
and− |x− y − 4|α(λ,θ)−∑n 6=0,−1 (|x− y + 4n|α(λ,θ) − |x+ y + 4n + 2|α(λ,θ)) ,
for each (λ, θ) ∈ R×Θ. Equation (25) is obtained from equations (26)–(27),
as in the proof of the result given in pp. 2292–2294 of [21].
Note that, from equations (22) and (25), considering an orthonormal basis
{ϕk, k ≥ 1} of H, for each θ ∈ Θ, and for T sufficiently large,∑
t∈Z
‖Rt,θ‖L1(H) ≃
∑
1≤t≤T
‖Rt,θ‖L1(H)
+
∑
t≥T
∑
k≥1
∫ ∞
−∞
[
π1−α(λ,θ)c(1− α(λ, θ))M(λ)
|2t|1−α(λ,θ) d
〈
EDλ (ϕk), ϕk
〉
H˜
](
1 + o
(
1
|t|r
))
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≥
∑
1≤t≤T
‖Rt,θ‖L1(H)
+
∑
t≥T
π1−L(θ)
[2t]1−l(θ)
∥∥c(IH˜ − α(D, θ))M(D)∥∥L1(H)(1 + o( 1|t|r
))
≮∞.
(28)
Thus, {Xt, t ∈ Z} displays LRD.
4.1 Comparison with the current LRD functional ap-
proaches
Operator Rt,θ in Proposition 2 displays an equivalent asymptotic behavior
in time to the functional variance of the increments of Operator Fractional
Q–Brownian Motion studied in [52] (see Proposition 2.3 in [52]). Specifically,
this assertion follows from the identificationM(D) = Q, andHθ = IH− α(D,θ)2
on H, where, for each θ ∈ Θ, Hθ denotes, in our framework, the parametric
model defining the operator representing the Hurst functional parameter,
and IH is the identity operator on the Hilbert space H. Linear functional
processes are also analyzed in [52], in the case where the operators involved
in their definition are regularly varying bounded linear operators of the form
t−D (see equation (3.3) in [52]). This model corresponds, in the parametric
framework adopted here, to an operator Qt,θ (see Appendix 7) of the form
Qt,θ = t−Dθ
√Rǫ˜, t ≥ 1, and θ ∈ Θ (see Remark 12), where Dθ ∈ L(H),
and Rǫ˜ ∈ L1(H). Hence,
√Rǫ˜ ∈ S(H). In the nonparametric modeling of D
in [52], the condition IH/2 < D < IH is assumed. Here, Dθ = IH − α(D,θ)2
satisfies this condition (see equation (20)), and 〈IH −Dθ(h), h〉H ≥ 0, and
〈Dθ − IH/2(h), h〉H ≥ 0, for h ∈ H, and θ ∈ Θ.
The family of functional linear processes studied in [22] is given by
X˜t =
∞∑
j=0
(j + 1)−N(ǫ˜t−j), t ∈ Z. (29)
Here, N : H −→ H is a bounded linear normal operator, satisfying UNU⋆ =
D, where U : H −→ L2(µ,C) is a unitary operator. Also, D(f) = d(s)f(s),
s ∈ S, for all f ∈ L2(µ,C), defines a multiplication operator over L2(µ,C),
where (S,S, µ) is a σ–finite measure space. When ess infs∈S h(s) ≤ 1, and
h(s) > 1/2, for µ-almost all s ∈ S, with h(s) = d(s)+d(s)
2
, X˜t displays LRD.
Adopting the notation in Appendix 7, and the parametric framework selected
here, model (29) can be obtained when we consider Qt,θ = (t+1)−N(θ)
√
Rǫ˜. In
particular, N(θ) = IH − α(D,θ)2 , with α(D,θ)2 such that the required conditions
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on N(θ) in [22] are satisfied. Hence, (29) displays an equivalent asymptotic
behavior in time to the LRD model introduced in Proposition 2.
Finally, we refer to the approach presented in [43], for LRD modeling and
estimation in the time domain from functional sequences. As commented,
in the case where operator D in equation (20) is such that D ∈ L0(H˜), the
mapping λ −→ EDλ has discontinuities at the points given by the eigenvalues
{λq(D), q ≥ 1}. The projection operator Pq into the eigenspace generated
by the eigenvectors associated with the eigenvalue λq(D) is then defined
from the spectral family of orthogonal projection operators {Eλ, λ ∈ R},
for each q ≥ 1. Thus, the scalar long–memory parameters α1, . . . , αk0 in
Assumption 2 of [43], characterizing the strong–dependence structure of the
projected curve process, respectively correspond in our framework to the
values 1 − α(λk(D),θ)
2
, k = 1, . . . , k0. In the k0 + 1 complementary subspace,
the projected curve process displays SRD (see the eigen–decomposition of
the long–run covariance function, considered in [43]). In our framework, the
values of function α(·, ·) over the point spectra of D, associated with the
projection operators Pq, q ≥ k0 + 1, characterize the SRD structure of the
projected curve process onto this subspace. Note that, F (T ) plays the role of
the normalized long–run covariance operator in the spectral domain.
4.2 LRD under Assumption I
We now apply Proposition 2 to show that, under Assumption I, LRD in
functional sequences can hold. Thus, Proposition 1, Corollaries 1 and 2, and
Lemma 1, as well as Theorem 1 under the sieves approximation of the fDFT
given by condition (19), can be considered beyond the SRD case.
Proposition 3 Let {Xt, t ∈ Z} be a zero–mean strictly stationary func-
tional sequence in H. Assume that its parametric spectral density operator
family {Fω,θ, (ω, θ) ∈ [−π, π]×Θ} satisfies (20). If 0 < lα(θ) ≤ α(λ, θ) ≤
Lα(θ) < 1/2, for every (λ, θ) ∈ R × Θ, then {Xt, t ∈ Z} also satisfies
Assumption I.
Proof. From Proposition 2 (see equation (22)), for a given orthonormal
basis {ψk, k ≥ 1} of H, and for t ≥ 1,
Rt,θ(ψk)(ψk) =
∫ ∞
−∞
[
2α(λ,θ)−1c(1− α(λ, θ))
t1−α(λ,θ)
+ r(t, λ, θ)
]
× M(λ)
πα(λ,θ)−1
d
〈
EDλ (ψk), ψk
〉
H˜
,
(30)
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for any k ≥ 1, and for each θ ∈ Θ. Denote in equation (30)
g(t, λ, θ) =
[
2α(λ,θ)−1c(1− α(λ, θ))
t1−α(λ,θ)
+ r(t, λ, θ)
]
M(λ)
πα(λ,θ)−1
, (31)
for every t ≥ 1, λ ∈ R, and θ ∈ Θ. From equations (30)–(31), applying
Parseval identity in L2([−π, π],C),∑
t∈Z
‖Rt,θ‖2L1(H)
=
∑
t∈Z
∑
k≥1
∑
l≥1
∫ ∞
−∞
∫ ∞
−∞
g(t, λ, θ)g(t, λ˜, θ)
×d 〈EDλ (ψk), ψk〉H˜ d 〈EDλ˜ (ψl), ψl〉H˜
=
∫ π
−π
∑
k≥1
∑
l≥1
∫ ∞
−∞
∫ ∞
−∞
f(ω, λ, θ)f(ω, λ˜, θ)
×d 〈EDλ (ψk), ψk〉H˜ d 〈EDλ˜ (ψl), ψl〉H˜ dω
=
∫ π
−π
[∑
k≥1
∫ ∞
−∞
f(ω, λ, θ)d
〈
EDλ (ψk), ψk
〉
H˜
]2
dω
=
∫ π
−π
[∑
k≥1
∫ ∞
−∞
M(λ)
|ω|α(λ,θ)d
〈
EDλ (ψk), ψk
〉
H˜
]2
dω
≤ ‖M(D)‖2
L1(H˜)
[∫ −1
−π
+
∫ π
1
]
1
|ω|2lα(θ)dω
+‖M(D)‖2
L1(H˜)
∫ 1
−1
1
|ω|2Lα(θ)dω <∞, (32)
when 0 < lα(θ) ≤ α(λ, θ) ≤ Lα(θ) < 1/2, for every (λ, θ) ∈ R × Θ. Thus,
Assumption I holds, as we wanted to prove.
5 Weak-consistent estimation of the long–memory
operator
In this section, the weak–consistent parameter estimation of the long–memory
operator α(D, θ) is addressed in the spectral domain, under the conditions
assumed in Proposition 3. Here, Θ ⊂ Rp, p ≥ 1, is considered to be a
compact subset of Rp, and the true parameter value θ0 lies in the interior
of Θ, denoted as int Θ. The continuous function α : R × Θ −→ (0, 1) is
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such that α(·, θ1) 6= α(·, θ2), for θ1 6= θ2, for every θ1, θ2 ∈ Θ. Thus, our
functional spectral model (20) is indentifiable. In the following, we intro-
duce the elements involved in our formulation of a parameter estimator θ̂T
of θ, based on a functional sample of size T, from the periodogram operator.
We will then consider the estimator α̂T (λ, θ) = α(λ, θ̂T ), for every λ ∈ R.
Equivalently, α̂T (D, θ) = α(D, θ̂T ) will define our parametric estimator of
the long–memory operator α(D, θ).
Consider, for ω ∈ [−π, π], the weighting operator W (ω,D), given by
W (ω,D)(̺)(ψ) =
∫ ∞
−∞
W (ω, λ, β)d
〈
EDλ (̺), ψ
〉
H˜
=
∫ ∞
−∞
W˜ (λ)|ω|βd 〈EDλ (̺), ψ〉H˜ , ∀̺, ψ ∈ H˜, (33)
with β > 1, and W˜ being a positive real–valued bounded continuous function
on R. In particular, W˜ (D) ∈ L(H˜). Define the operator σ2(D, θ), given by,
for each θ ∈ Θ, and for every ̺, ψ ∈ H˜,
σ2(D, θ)(̺)(ψ) =
∫ π
−π
Fω,θW (ω,D)(̺)(ψ)dω
=
∫ π
−π
∫ ∞
−∞
M(λ)W˜ (λ)
|ω|α(λ,θ)−β d
〈
EDλ (̺), ψ
〉
H˜
dω
=
∫ ∞
−∞
[∫ π
−π
|ω|β−α(λ,θ) dω
]
M(λ)W˜ (λ)d
〈
EDλ (̺), ψ
〉
H˜
=
∫ ∞
−∞
B (β, α(λ, θ))M(λ)W˜ (λ)d 〈EDλ (̺), ψ〉H˜
= B (β, α(D, θ))M(D)W˜ (D)(̺)(ψ). (34)
Note that, under the conditions assumed, B (β, α(D, θ)) ∈ L(H˜), since
‖B (β, α(D, θ)) ‖L(H˜) = sup
̺∈H˜ ; ‖̺‖
H˜
=1
B (β, α(D, θ)) (̺)(̺)
= B˜ (β, lα(θ), Lα(θ)) <∞, (35)
where, for each θ ∈ Θ,
0 < B˜ (β, lα(θ), Lα(θ)) =
[∫ −1
−π
+
∫ π
1
]
|ω|β−lα(θ) dω +
∫ 1
−1
|ω|β−Lα(θ) dω <∞
(36)
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(see, e.g., [47]). Hence, from equations (34)–(36),
‖σ2(D, θ)‖L(H˜) = sup
̺∈H˜ ; ‖̺‖
H˜
=1
σ2(D, θ)(̺)(̺)
≤ B˜ (β, lα(θ), Lα(θ))
∥∥∥M(D)W˜ (D)∥∥∥
L(H˜)
<∞, (37)
since M(D) and W˜ (D) are positive operators satisfying M(D) ∈ L1(H˜), and
W˜ (D) ∈ L(H˜).
From (34), we can consider the following factorization of the spectral
density operator, for (ω, θ) ∈ [−π, π]×Θ,
Fω,θ = σ2(D, θ)Υω,θ(D) = Υω,θ(D)σ2(D, θ), (38)
where, for every ̺, ψ ∈ H˜, and ω ∈ [−π, π], ω 6= 0, formally,
Υω,θ(D)(̺)(ψ) =
∫ ∞
−∞
Υ(ω, λ, θ)d
〈
EDλ (̺), ψ
〉
H˜
=
∫ ∞
−∞
1
B (β, α(λ, θ)) W˜ (λ)|ω|α(λ,θ)
d
〈
EDλ (̺), ψ
〉
H˜
=
[
B (β, α(D, θ)) W˜ (D)
]−1
|ω|−α(D,θ)(̺)(ψ), θ ∈ Θ.(39)
Note that,
[
B (β, α (D, θ)) W˜ (D)
]−1
∈ L(H˜), for each θ ∈ Θ. From equations
(33)–(39), for each θ ∈ Θ, and any ̺, ψ ∈ H˜,∫ π
−π
Υω,θ(D)W (ω,D)(̺)(ψ)dω =
∫ ∞
−∞
d
〈
EDλ (̺), ψ
〉
H˜
= 〈̺, ψ〉H˜ . (40)
Equivalently,
∫ π
−π
Υω,θ(D)W (ω,D)dω coincides with the identity operator IH˜
on H˜, for each θ ∈ Θ.
In the generalized linear functional framework introduced in Appendix 7,
under condition (111) (see Remark 12), from equations (108)–(116), applying
Fourier Transform Inversion Formula, for each ω ∈ [−π, π], and any ̺, ψ ∈ H˜,
the periodogram operator admits the following expression:
p(T )ω (ψ)(̺) =
1
2πT
T∑
t=1
T∑
s=1
exp(−iω(t− s))Xt(̺)Xs(ψ)
=
1
2πT
T∑
t=1
T∑
s=1
∫ π
−π
∫ π
−π
exp (−it(ω − ξ1)) exp (is(ω − ξ2))
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×Qξ1,θ0(̺)(εξ1)Qξ2,θ0(ψ)(εξ2)
2∏
i=1
dξi
=
1
2πT
T∑
t=1
T∑
s=1
∫ π
−π
∫ π
−π
exp (−it(ω − ξ1)) exp (is(ω − ξ2))
×
∫ ∞
−∞
∫ ∞
−∞
h(ξ1, λ˜, θ0)h(ξ2, λ, θ0)d
〈
ED
λ˜
(̺), εξ1
〉
H˜
d
〈
EDλ (ψ), εξ2
〉
H˜
2∏
i=1
dξi,
(41)
where {εξ, ξ ∈ [−π, π]} has been introduced in equations (115)–(116), and
according to equation (114), h(·, ·, ·) is such that
f(ω, λ, θ0) = h(−ω, λ, θ0)h(ω, λ, θ0), ∀(ω, λ) ∈ [−π, π]× R.
Hence, from equation (20),
f(ω, λ, θ0) =
M(λ)
|ω|α(λ,θ0) = h(−ω, λ, θ0)h(ω, λ, θ0), ∀(ω, λ) ∈ [−π, π]× R.
(42)
Thus, sinceM(D) and α(D, θ) are positive self–adjoint operators, and f(ω, λ, θ0) =
f˜(|ω|, λ, θ0), for every (ω, λ) ∈ [−π, π]× R, we can consider
h(ω, λ, θ0) =
√
M(λ)
|ω|α(λ,θ0)/2 , ∀(ω, λ) ∈ [−π, π]× R. (43)
Let us now consider the empirical operator UT (D, θ) given by, for each
θ ∈ Θ, and for every ̺, ψ ∈ H˜,
[UT (D, θ)](̺)(ψ) = −
∫ π
−π
p(T )ω ln (Υω,θ(D))W (ω,D)(̺)(ψ)dω (44)
admitting the following expression:
[UT (D, θ)](̺)(ψ) = − 1
2πT
T∑
t=1
T∑
s=1
∫
[−π,π]3
exp (−it(ω − ξ1))
× exp (is(ω − ξ2))
∫
R2
h(ξ1, λ˜, θ0)h(ξ2, λ, θ0)
× ln (Υ(ω, λ, θ))W (ω, λ, β)
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×d 〈ED
λ˜
(ψ), εξ1
〉
H˜
d
〈
EDλ (̺), εξ2
〉
H˜
2∏
i=1
dξidω
=
1
2πT
T∑
t=1
T∑
s=1
∫
[−π,π]3
exp (−it(ω − ξ1))
× exp (is(ω − ξ2))
∫
R2
√
M(λ˜)M(λ)
|ξ1ξ2|α(λ,θ0)/2
×
[
ln (B (β, α(λ, θ))) + ln (|ω|α(λ,θ))+ ln(W˜ (λ))] |ω|βW˜ (λ)
×d 〈ED
λ˜
(ψ), εξ1
〉
H˜
d
〈
EDλ (̺), εξ2
〉
H˜
2∏
i=1
dξidω. (45)
Its theoretical counterpart U(D, θ) is defined, for each θ ∈ Θ, and for any
̺, ψ ∈ H˜, as
U(D, θ)(̺)(ψ) = −
∫ π
−π
Fω,θ0 ln (Υω,θ(D))W (ω,D)(̺)(ψ)dω
= −
∫ π
−π
∫ ∞
−∞
f(ω, λ, θ0) ln (Υ(ω, λ, θ))W (ω, λ, β)d
〈
EDλ (̺), ψ
〉
H˜
dω
= −
∫ π
−π
∫ ∞
−∞
M(λ)W˜ (λ)
|ω|α(λ,θ0)−β ln (Υ(ω, λ, θ))d
〈
EDλ (̺), ψ
〉
H˜
dω. (46)
We now consider the objective operator K(D, θ0, θ) to be minimized, with
respect to θ, in the operator norm. Its empirical version will lead to the
definition of our parameter estimator θ̂T , as reflected in equation (48) below.
Specifically, consider, for each θ ∈ Θ, and any ̺, ψ ∈ H˜,
[K(D, θ0, θ)](̺)(ψ) =
∫ π
−π
Fω,θ0 ln
(
Υω,θ0(D)
Υω,θ(D)
)
W (ω,D)(̺)(ψ)dω
=
∫ π
−π
∫ ∞
−∞
f(ω, λ, θ0) ln
(
Υ(ω, λ, θ0)
Υ(ω, λ, θ)
)
W (ω, λ, β)d
〈
EDλ (̺), ψ
〉
H˜
dω
= [U(D, θ)− U(D, θ0)](̺)(ψ).
(47)
Note that, the operator [σ2(D, θ0)]
−1K(D, θ0, θ) can be interpreted as a
weighted Kullback-Leibler divergence operator, measuring the discrepancy
between the two parametric functional models Υω,θ0(D) and Υω,θ(D), for
each θ ∈ Θ (see, e.g., [17], for the scalar random variable case).
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Thus, for a given orthonormal basis {ψk, k ≥ 1} of H˜, the following
estimator θ̂T of the true parameter value θ0 ∈ Int Θ is considered, in the
spectral domain:
θ̂T = arg min
θ∈Θ
sup
k≥1
|UT (D, θ)(ψk)(ψk)| , (48)
where the empirical operator UT (D, θ) has been introduced in equations (44)–
(45).
Theorem 2 Let {Xt, t ∈ Z} be a stationary zero–mean Gaussian LRD
functional sequence, satisfying equations (108)–(116) in Appendix 7. Assume
that the conditions considered in Proposition 3 hold. Then, the estimator θ̂T
introduced in (48) satisfies
θ̂T →Pθ0 θ0, T →∞,
where →Pθ0 denotes convergence in Pθ0 probability.
Proof.
In the following, we will denote by Wω,θ(D) the operator
Wω,θ(D) = ln (Υω,θ(D))W (ω,D), (49)
which, in view of equations (33) and (39), is given by
Wω,θ(D)(̺)(ψ) = −
∫ ∞
−∞
W˜ (λ)|ω|β [ln (B (β, α(λ, θ))) + α(λ, θ) ln (|ω|)
+ ln
(
W˜ (λ)
)]
d
〈
EDλ (̺), ψ
〉
H˜
, (50)
for every ̺, ψ ∈ H˜, ω ∈ [−π, π], and θ ∈ Θ. From (35)–(36), since β > 1, and
for every (λ, θ) ∈ R×Θ, 0 < lα(θ) ≤ α(λ, θ) ≤ Lα(θ) < 1/2,
M(θ) = sup
ω∈[−π,π]
‖Wω,θ(D)‖L(H˜) <∞, (51)
for each θ ∈ Θ. Thus, the family {Wω,θ(D), ω ∈ [−π, π]} is equicontinuous,
for each θ ∈ Θ. We first prove that the following limits hold∥∥∥∥∫ π
−π
[
F (T )ω,θ0 −Fω,θ0
]
Wω,θ(D)dω
∥∥∥∥
S(H˜)
→ 0, T →∞ (52)
E
∥∥∥∥∫ π
−π
[
p(T )ω − F (T )ω,θ0
]
Wω,θ(D)dω
∥∥∥∥2
S(H˜)
→ 0, T →∞, (53)
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for each θ ∈ Θ, where E
(
p
(T )
ω
)
= F (T )ω,θ0.
From Propositions 1(ii) and 3, and equation (51),∥∥∥∥∫ π
−π
[
E
(
p(T )ω
)−Fω,θ0]Wω,θ(D)dω∥∥∥∥
S(H˜)
≤M(θ)
∥∥∥∥∫ π
−π
[
F (T )ω,θ0 −Fω,θ0
]
dω
∥∥∥∥
S(H˜)
→ 0, T →∞. (54)
We now compute the limit (53), applying that {Xt, t ∈ Z} is Gaussian.
Specifically, applying Fourier Transform Inversion Formula, we obtain
E
∥∥∥∥∫ π
−π
[
p(T )ω − F (T )ω,θ0
]
Wω,θ(D)dω
∥∥∥∥2
S(H˜)
=
∑
k≥1
∫
[−π,π]2
[
E
[
p
(T )
ξ p
(T )
ω
]
+ F (T )ξ,θ0F
(T )
ω,θ0
− F (T )ξ,θ0E
[
p(T )ω
]
−E
[
p
(T )
ξ
]
F (T )ω,θ0
]
W⋆ξ,θ(D)Wω,θ(D)(ψk)(ψk)dωdξ
=
∑
k≥1
∫
[−π,π]2
[
E
[
p
(T )
ξ p
(T )
ω
]
− F (T )ξ,θ0F
(T )
ω,θ0
]
W⋆ξ,θ(D)Wω,θ(D)(ψk)(ψk)dωdξ
=
1
(2πT )2
∑
k≥1
∫
[−π,π]2
[
T∑
t1,s1,t2,s2=1
exp (−iω(t1 − s1)− iξ(t2 − s2))
× [E [Xt1 ⊗Xs1 ⊗Xt2 ⊗Xs2 ]− E [Xt1 ⊗Xs1 ]E [Xt2 ⊗Xs2]]]
W⋆ξ,θ(D)Wω,θ(D)(ψk)(ψk)dωdξ
=
1
(2πT )2
∑
k≥1
∫
[−π,π]2
[
T∑
t1,s1,t2,s2=1
exp (−iω(t1 − s1)− iξ(t2 − s2))
× [E [Xt1 ⊗Xt2 ]E [Xs1 ⊗Xs2] + E [Xt1 ⊗Xs2 ]E [Xt2 ⊗Xs1]]]
W⋆ξ,θ(D)Wω,θ(D)(ψk)(ψk)dωdξ
=
2π
T
∑
k≥1
∫
[−π,π]4
Fω˜,θ0Fξ˜,θ0
[
1
[2π]3T
T∑
t1,s1,t2,s2=1
exp (it1(ω˜ − ω))
× exp
(
is1(ω + ξ˜) + it2(−ξ − ω˜) + is2(ξ − ξ˜)
)
+exp
(
it1(ω˜ − ω) + is1(ω + ξ˜) + it2(−ξ − ξ˜) + is2(ξ − ω˜)
)]
W⋆ξ,θ(D)Wω,θ(D)(ψk)(ψk)dωdξdω˜dξ˜
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=
2π
T
∑
k≥1
∫
[−π,π]4
Φ4T (u1, u2, u3)Fu1+ω,θ0Fu2−ω,θ0
W⋆−(u1+u3+ω),θ(D)Wω,θ(D)(ψk)(ψk)dωdu1du2du3
+
2π
T
∑
k≥1
∫
[−π,π]4
Φ4T (u˜1, u˜2, u˜3)Fu˜1+ω,θ0Fu˜2−ω,θ0
W⋆u˜3−u˜1−ω,θ(D)Wω,θ(D)(ψk)(ψk)dωdu˜1du˜2du˜3
=
2π
T
∑
k≥1
∫
[−π,π]3
Φ4T (u1, u2, u3)Gk1,θ(u1, u2, u3)du1du2du3
+
2π
T
∑
k≥1
∫
[−π,π]3
Φ4T (u˜1, u˜2, u˜3)Gk2,θ(u˜1, u˜2, u˜3)du˜1du˜2du˜3, (55)
where, for v4 = −(v1 + v2 + v3), vj ∈ [−π, π], j = 1, 2, 3, 4, the multidimen-
sional kernel of Fe´jer type is defined as follows:
Φ4T (v1, v2, v3, v4) = Φ
4
T (v1, v2, v3)
=
1
(2π)3T
T∑
t1,s1,t2,s2=1
exp (i(t1v1 + s1v2 + t2v3 + s2v4))
=
1
(2π)3T
4∏
j=1
sin(Tvj/2)
sin(vj/2)
(56)
(see, e.g., [6]; [7]). In equation (55), we have considered the following nota-
tion, for every k ≥ 1, ui, u˜i ∈ [−π, π], i = 1, 2, 3, and θ ∈ Θ,
Gk1,θ(u1, u2, u3) =
∫ π
−π
Fu1+ω,θ0Fu2−ω,θ0
W⋆−(u1+u3+ω),θ(D)Wω,θ(D)(ψk)(ψk)dω
=
∫ π
−π
∫ ∞
−∞
f(u1 + ω, λ, θ0)f(u2 − ω, λ, θ0)[W˜ (λ)]2|u1 + u3 + ω|β
×
[
ln (B (β, α(λ, θ))) + α(λ, θ) ln (|u1 + u3 + ω|) + ln
(
W˜ (λ)
)]
|ω|β
×
[
ln (B (β, α(λ, θ))) + α(λ, θ) ln (|ω|) + ln
(
W˜ (λ)
)]
d 〈Eλ(ψk), ψk〉H˜ dω
Gk2,θ(u˜1, u˜2, u˜3) =
∫ π
−π
Fu˜1+ω,θ0Fu˜2−ω,θ0
W⋆u˜3−u˜1−ω,θ(D)Wω,θ(D)ψk)(ψk)dω
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=∫ π
−π
∫ ∞
−∞
f(u˜1 + ω, λ, θ0)f(u˜2 − ω, λ, θ0)[W˜ (λ)]2|u˜3 − u˜1 − ω|β
×
[
ln (B (β, α(λ, θ))) + α(λ, θ) ln (|u˜3 − u˜1 − ω|) + ln
(
W˜ (λ)
)]
|ω|β
×
[
ln (B (β, α(λ, θ))) + α(λ, θ) ln (|ω|) + ln
(
W˜ (λ)
)]
d 〈Eλ(ψk), ψk〉H˜ dω.
(57)
For every ω ∈ [−π, π] and θ ∈ Θ, from definition of operators Fω,θ and
Wω,θ(D), in equations (20) and (50), respectively, under 0 < lα(θ) ≤ α(λ, θ) ≤
Lα(θ) < 1/2, for(λ, θ) ∈ R×Θ, since β > 1, Gki,θ, i = 1, 2, are bounded and
continuous at (0, 0, 0), for every k ≥ 1. Hence, from equation (57), apply-
ing the properties of the multidimensional kernel of Fe´jer type Φ4T , for each
k ≥ 1, i = 1, 2, and θ ∈ Θ,
lim
T→∞
∫
[−π,π]3
Φ4T (v1, v2, v3)Gki,θ(v1, v2, v3)dv1dv2dv3 = Gki,θ(0, 0, 0).
(58)
Note that, for k ≥ 1 and θ ∈ Θ,
Gk1,θ(0, 0, 0) = Gk2,θ(0, 0, 0) = Gk,θ(0, 0, 0)
=
∫ π
−π
∫ ∞
−∞
f(ω, λ, θ0)f(−ω, λ, θ0)[W˜ (λ)]2|ω|2β
×
[
ln (B (β, α(λ, θ))) + α(λ, θ) ln (|ω|) + ln
(
W˜ (λ)
)]2
×d 〈Eλ(ψk), ψk〉H˜ dω
=
∫ π
−π
∫ ∞
−∞
[M(λ)W˜ (λ)]2|ω|2[β−α(λ,θ0)]
×
[
ln (B (β, α(λ, θ))) + α(λ, θ) ln (|ω|) + ln
(
W˜ (λ)
)]2
×d 〈Eλ(ψk), ψk〉H˜ dω
=
∫ ∞
−∞
∫ π
−π
|ω|2[β−α(λ,θ0)] [ln (B (β, α(λ, θ))) + α(λ, θ) ln (|ω|)]2 dω
×[M(λ)W˜ (λ)]2d 〈Eλ(ψk), ψk〉H˜
+
∫ ∞
−∞
[∫ π
−π
|ω|2[β−α(λ,θ0)]dω
]
[M(λ)W˜ (λ)]2
[
ln
(
W˜ (λ)
)]2
d 〈Eλ(ψk), ψk〉H˜
+2
∫ ∞
−∞
∫ π
−π
|ω|2[β−α(λ,θ0)] [ln (B (β, α(λ, θ))) + α(λ, θ) ln (|ω|)] dω
×[M(λ)W˜ (λ)]2 ln
(
W˜ (λ)
)
d 〈Eλ(ψk), ψk〉H˜
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= B1(β, α(D, θ0), α(D, θ))[M(D)W˜ (D)]2(ψk)(ψk)
+B2(β, α(D, θ0))
[
M(D)W˜ (D) ln(W˜ (D))
]2
(ψk)(ψk)
+2B3(β, α(D, θ0), α(D, θ))
[
M(D)W˜ (D)
]2
ln(W˜ (D))(ψk)(ψk)
≤ ‖B1(β, α(D, θ0), α(D, θ))‖L(H˜)‖M(D)‖2S(H˜)‖W˜ (D)‖2L(H˜)
+‖B2(β, α(D, θ0))‖L(H˜)‖M(D)‖2S(H˜)‖W˜ (D) ln(W˜ (D))‖2L(H˜)
+2‖B3(β, α(D, θ0), α(D, θ))‖L(H˜)‖M(D)‖2S(H˜)‖W˜ (D)‖2L(H˜)
×‖ ln(W˜ (D))‖L(H˜) <∞, (59)
where, we have applied that, under 0 < lα(θ) ≤ α(λ, θ) ≤ Lα(θ) < 1/2,
for (λ, θ) ∈ R × Θ, since β > 1, Bi(β, α(D, θ0), α(D, θ)) ∈ L(H˜), i = 1, 3,
for θ ∈ Θ, B2(β, α(D, θ0)) ∈ L(H˜), M(D) ∈ L1(H˜), W˜ (D) ∈ L(H˜), and
ln(W˜ (D)) ∈ L(H˜). Thus, from equation (59), for i = 1, 2, θ ∈ Θ, Gki,θ
is bounded and continuous, uniformly in k ≥ 1, at the point (0, 0, 0). From
equations (55), and (58)–(59), Dominated Convergence Theorem leads to the
following identity:
lim
T→∞
E
∥∥∥∥∫ π
−π
[
p(T )ω −F (T )ω,θ0
]
Wω,θ(D)dω
∥∥∥∥2
S(H˜)
= lim
T→∞
4π
T
∑
k≥1
Gk,θ(0, 0, 0) = 0, (60)
where from (59),
∑
k≥1Gk,θ(0, 0, 0) <∞, θ ∈ Θ. Indeed, for each θ ∈ Θ,
E
∥∥∥∥∫ π
−π
[
p(T )ω − F (T )ω,θ0
]
Wω,θ(D)dω
∥∥∥∥2
S(H˜)
= O
(
1
T
)
, T →∞. (61)
From (61), equation (53) holds, and as proved, from (54), equation (52)
is also satisfied. Hence, applying triangle inequality
‖UT (D, θ)− U(D, θ)‖S(H˜) →Pθ0 0, T →∞, ∀θ ∈ Θ. (62)
Therefore, for each θ ∈ Θ, as T →∞,
‖UT (D, θ)− UT (D, θ0)−K(D, θ0, θ)‖S(H˜)
=
[∑
k,l≥1
|[UT (D, θ)− UT (D, θ0)](ψk)(ψl)− [K(D, θ0, θ)](ψk)(ψl)|2
]1/2
→Pθ0 0,
(63)
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implying that, as T →∞,
sup
k≥1
|[UT (D, θ)− UT (D, θ0)](ψk)(ψk)− [K(D, θ0, θ)](ψk)(ψk)| →Pθ0 0. (64)
In particular, denoting LT (θ) = supk≥1 |[UT (D, θ)− UT (D, θ0)](ψk)(ψk)| and
L(θ) = supk≥1 |[K(D, θ0, θ)](ψk)(ψk)| ,
LT (θ)→Pθ0 L(θ), T →∞, ∀θ ∈ Θ. (65)
Note that, from equations (34)–(36), (40) and (47), applying Jensen’s in-
equality, for every k ≥ 1, and θ ∈ Θ,
−[K(D, θ0, θ)](ψk)(ψk) ≤
∥∥∥B(β, α(D, θ0))M(D)W˜ (D)∥∥∥
L(H˜)
× ln
(∫ π
−π
∫ ∞
−∞
Υ(ω, λ, θ)W (ω, λ, β)d 〈Eλ(ψk), ψk〉H˜ dω
)
=
∥∥∥B(β, α(D, θ0))M(D)W˜ (D)∥∥∥
L(H˜)
× ln
(∫ π
−π
Υω,θ(D)W (ω,D)(ψk)(ψk)dω
)
=
∥∥∥B(β, α(D, θ0))M(D)W˜ (D)∥∥∥
L(H˜)
ln
(‖ψk‖2H˜) = 0. (66)
Hence, for every k ≥ 1, and θ ∈ Θ, [K(D, θ0, θ)](ψk)(ψk) ≥ 0, and it is equal
to zero if and only if θ = θ0, provided that
B(β, α(D, θ0))M(D)W˜ (D)(ψk)(ψk) 6= 0.
Furthermore, since B(β, α(D, θ0)), M(D) and W˜ (D) are positive self–adjoint
bounded operators, we know that
L(θ) = sup
k≥1
[K(D, θ0, θ)](ψk)(ψk) > 0, θ 6= θ0. (67)
Thus, for every θ ∈ Θ, L(θ) = supk≥1[K(D, θ0, θ)](ψk)(ψk) ≥ 0, and
L(θ) = 0, if and only if θ = θ0. Note that, for every θ ∈ Θ, K(D, θ0, θ)
is a non–negative trace self–adjoint operator on H˜, and it is null operator on
H˜, for θ = θ0. Specifically, from (66)–(67),
θ0 = arg min
θ∈Θ
L(θ) = arg min
θ∈Θ
sup
k≥1
[K(D, θ0, θ)](ψk)(ψk), (68)
for any orthonormal basis {ψk, k ≥ 1} of H˜.
29
To prove the consistency of the estimator θ̂T in (48), we first show that the
convergence (65) holds uniformly in θ ∈ Θ. Specifically, for any θ1, θ2 ∈ Θ,
from equation (39), applying triangle inequality, and the fact that p
(T )
ω and
W (ω,D) are non–negative operators for every ω ∈ [−π, π], we obtain, for
each k ≥ 1,
|UT (D, θ1)− UT (D, θ2)(ψk)(ψk)|
≤
∫ π
−π
∣∣∣∣p(T )ω ln(Υω,θ2(D)Υω,θ1(D)
)
W (ω,D)(ψk)(ψk)
∣∣∣∣ dω
=
∫ π
−π
∣∣∣∣ln(B (β, α(D, θ1))B (β, α(D, θ2))
)
+ (α(D, θ1)− α(D, θ2)) ln (|ω|)
∣∣∣∣
× ∣∣p(T )ω W (ω,D)(ψk)(ψk)∣∣ dω
≤
∥∥∥∥ln(B (β, α(D, θ1))B (β, α(D, θ2))
)∥∥∥∥
L(H˜)
∫ π
−π
p(T )ω W (ω,D)(ψk)(ψk)dω
+ ‖α(D, θ1)− α(D, θ2)‖L(H˜)
∫ π
−π
|ln (|ω|)| p(T )ω W (ω,D)(ψk)(ψk)dω.(69)
From (69), to prove the convergence (65) holds uniformly in θ ∈ Θ, we only
need to show that, for any k ≥ 1,∫ π
−π
p(T )ω W (ω,D)(ψk)(ψk)dω = OP (1), T →∞ (70)∫ π
−π
|ln (|ω|)| p(T )ω W (ω,D)(ψk)(ψk)dω = OP (1), T →∞ (71)
(see Theorems 21.9 and 21.10 in [19]). Note that, for β > 1, and for k ≥ 1,∫ π
−π
Fω,θ0W (ω,D)(ψk)(ψk)dω <∞ (72)∫ π
−π
|ln (|ω|)| Fω,θ0W (ω,D)(ψk)(ψk)dω <∞. (73)
Furthermore, from Propositions 1(ii) and 3, as T →∞,∥∥∥∥∫ π
−π
[
E
[
p(T )ω
]− Fω,θ0]W (ω,D)dω∥∥∥∥
S(H˜)
→ 0 (74)∥∥∥∥∫ π
−π
| ln(|ω|)| [E [p(T )ω ]− Fω,θ0]W (ω,D)dω∥∥∥∥
S(H˜)
→ 0. (75)
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In a similar way to equations (55)–(62), it can also be proved that
E
∥∥∥∥∫ π
−π
[
p(T )ω −F (T )ω,θ0
]
W (ω,D)dω
∥∥∥∥2
S(H˜)
→ 0, T →∞ (76)
E
∥∥∥∥∫ π
−π
| ln(|ω|)|
[
p(T )ω − F (T )ω,θ0
]
W (ω,D)dω
∥∥∥∥2
S(H˜)
→ 0, T →∞. (77)
From equations (72)–(77), applying again triangle inequality, as T →∞,∥∥∥∥∫ π
−π
[
p(T )ω − Fω,θ0
]
W (ω,D)dω
∥∥∥∥
S(H˜)
→Pθ0 0 (78)∥∥∥∥∫ π
−π
| ln(|ω|)| [p(T )ω −Fω,θ0]W (ω,D)dω∥∥∥∥
S(H˜)
→Pθ0 0. (79)
From (78)–(79), equations (70) and (71) are satisfied uniformly in k ≥ 1.
Thus, (65) holds uniformly in θ ∈ Θ.
To prove weak–consistency of θ̂T , consider that θ̂T does not converge in
probability to θ0. Hence, there exists a subsequence {θ̂Tm , m ∈ N} such that
θ̂Tm →Pθ0 θ′ 6= θ0, as Tm → ∞, when m → ∞. From equations (67)–(68),
for τ > 0 satisfying 0 < ν < L(θ′) − τ, for certain ν > 0, applying uniform
convergence in θ ∈ Θ, in equation (65), there exists m0 such that form ≥ m0,
P
[
inf
k≥m
LTk(θ̂Tk) ≥ L(θ′)− τ > ν > 0
]
≥ p0 > 1/2. (80)
On the other hand, by definition of the estimator θ̂T in (48), from equation
(68), applying again uniform convergence in probability, in (65), there exists
m⋆0 such that for m ≥ m⋆0,
P
[
sup
k≥m
LTk(θ̂Tk) ≤ inf
θ∈Θ
L(θ) = L(θ0) = 0
]
≥ p0 > 1/2, (81)
which, in particular, implies
P
[
inf
k≥m
LTk(θ̂Tk) ≤ inf
θ∈Θ
L(θ) = L(θ0) = 0
]
≥ p0 > 1/2. (82)
For m ≥ max{m0, m⋆0}, equations (80)–(82) lead to a contradiction.
Thus, θ̂T →Pθ0 θ0, as T →∞.
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6 Auxiliary results and proofs
This appendix contains some auxiliary lemmas, and the proof of Proposition
1. Let us first consider Lemma 3, that plays a crucial role in the results
derived in this paper.
Lemma 3 Let P be a finite Borel measure on a separable Hilbert space H.
Then, the following assertions are equivalent:
(i)
∫
H
‖x‖2HP(dx) <∞.
(ii) There exists a positive, symmetric, trace class operator K on H such
that for x, y ∈ H, 〈Kx, y〉H =
∫
H
〈x, z〉H 〈y, z〉H P(dz).
If (ii) holds, then ‖K‖L1(H) =
∫
H
‖x‖2HP(dx).
6.1 Lemmas applied in the proof of Proposition 1
Lemma 4 For a given orthonormal basis {ψk, k ≥ 1} of H˜, the following
inequality holds: ∑
k≥1
|Ru(ψk)(ψk)| ≤ ‖Ru‖L1(H), ∀u ∈ Z. (83)
Remark 11 From equation (83) in Lemma 4, for a given orthonormal basis
{ψk, k ≥ 1} of H˜, and A ∈ S(H), we have
‖A‖2S(H˜) =
∑
k≥1
A⋆A(ψk)(ψk) ≤ ‖A⋆A‖L1(H) = ‖A‖2S(H) . (84)
Proof. Applying triangle and ℓ2–based Cauchy–Schwarz inequalities, as
well as Parseval identity, for each u ∈ Z,∑
k≥1
|Ru(ψk)(ψk)|
≤
∑
k≥1
|Ru(Re(ψk))(Re(ψk))|+
∑
k≥1
|Ru(Im(ψk))(Im(ψk))|
+
∑
k≥1
|Ru(Re(ψk))(Im(ψk))|+
∑
k≥1
|Ru(Im(ψk))(Re(ψk))|
≤ 2/4‖Ru‖L1(H) +
∑
k≥1
∑
p≥1
|γp(Ru)|
∣∣ϕLu,p(Im(ψk))ϕRu,p(Re(ψk))∣∣
+
∑
k≥1
∑
p≥1
|γp(Ru)|
∣∣ϕLu,p(Re(ψk))ϕRu,p(Im(ψk))∣∣
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= 2/4‖Ru‖L1(H) +
∑
p≥1
|γp(Ru)|
∑
k≥1
∣∣ϕLu,p(Im(ψk))ϕRu,p(Re(ψk))∣∣
+
∑
p≥1
|γp(Ru)|
∑
k≥1
∣∣ϕLu,p(Re(ψk))ϕRu,p(Im(ψk))∣∣
≤ 2/4‖Ru‖L1(H) +
∑
p≥1
|γp(Ru)|
√∑
k≥1
∣∣ϕLu,p(Im(ψk))∣∣2∑
k≥1
∣∣ϕRu,p(Re(ψk))∣∣2
+
∑
p≥1
|γp(Ru)|
√∑
k≥1
∣∣ϕLu,p(Re(ψk))∣∣2∑
k≥1
∣∣ϕRu,p(Im(ψk))∣∣2
≤ 2/4‖Ru‖L1(H) + 2/4‖Ru‖L1(H) = ‖Ru‖L1(H),
(85)
where {2Re(ψk), k ≥ 1} and {2Im(ψk), k ≥ 1} are orthonormal bases of
H, and Re(ψk) and Im(ψk) respectively denote the real and imaginary parts
of function ψk, k ≥ 1. Here, {γk(Ru), k ≥ 1} is the system of singular val-
ues, and
{
ϕLu,k, k ≥ 1
}
and
{
ϕRu,k, k ≥ 1
}
are the left and right orthonormal
systems of eigenvectors of Ru, respectively, for each u ∈ Z.
Lemma 5 Let {ψk, k ≥ 1} be an orthonormal basis of H˜. Under Assump-
tion I, for each k ≥ 1,√
FωFω(ψk)(ψk) ∈ L1 ([−π, π]) . (86)
Proof. Since Fω is positive semi–definite self–adjoint operator on H˜, for
each ω ∈ [−π, π], we can define the inner product
〈ψ, ̺〉Fω = Fω(ψ)(̺) = 〈Fω(ψ), ̺〉H˜ , ∀ψ, ̺ ∈ H˜. (87)
In the next equation, we first apply Jensen’s inequality, and Parseval iden-
tity considering an orthonormal basis {χl, l ≥ 1} of H˜. Hereafter, Cauchy–
Schwarz inequality, in terms of the inner product 〈·, ·〉Fω introduced in (87),
and Parseval identity in the space L2([−π, π],C) are used, keeping in mind
Remark 3, to obtain under Assumption I∫ π
−π
∣∣∣√FωFω(ψk)(ψk)∣∣∣ dω = ∫ π
−π
√
FωFω(ψk)(ψk)dω
≤ 2π
[∫ π
−π
FωFω(ψk)(ψk)dω
]1/2
= 2π
[∑
l≥1
∫ π
−π
|Fω(ψk)(χl)|2 dω
]1/2
≤ 2π
[∑
l≥1
∫ π
−π
Fω(ψk)(ψk)Fω(χl)(χl)dω
]1/2
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= 2π
[∑
l≥1
∑
u∈Z
Ru(ψk)(ψk)Ru(χl)(χl)
]1/2
≤ 2π
[∑
u∈Z
|Ru(ψk)(ψk)| ‖Ru‖L1(H)
]1/2
(88)
≤ 2π
[∑
u∈Z
∑
k≥1
|Ru(ψk)(ψk)| ‖Ru‖L1(H˜)
]1/2
≤ 2π
[∑
u∈Z
‖Ru‖2L1(H)
]1/2
<∞, k ≥ 1, (89)
where we have applied Lemma 4 (see equation (83)) in the derivation of
inequalities (88) and (89).
6.2 Proof of Proposition 1(i)
Let us first compute, for a given orthonormal basis {ψk, k ≥ 1} of H˜, for
each ω ∈ [−π, π],
‖Fω − F (T )ω ‖2S(H˜) =
∞∑
k=1
FωFω(ψk)(ψk) + F (T )ω F (T )ω (ψk)(ψk)
−FωF (T )ω (ψk)(ψk)− F (T )ω Fω(ψk)(ψk).
(90)
In the next equation, after applying Cauchy–Schwarz inequality, the prop-
erties of Fe´jer kernel FT in (5), for T sufficiently large, are considered, in view
of Lemma 5. Jensen’s inequality and similar steps to the ones followed in the
proofs of Lemmas 4 and 5 then lead to
F (T )ω F (T )ω (ψk)(ψk) =
∫ π
−π
∫ π
−π
FT (ω − ξ1)FT (ω − ξ2) 〈Fξ1(ψk),Fξ2(ψk)〉H˜ dξ1dξ2
≤
∫ π
−π
FT (ω − ξ1)
√
Fξ1Fξ1(ψk)(ψk)dξ1
×
∫ π
−π
FT (ω − ξ2)
√
Fξ2Fξ2(ψk)(ψk)dξ2
≤
∫ π
−π
∫ π
−π
√
Fξ1Fξ1(ψk)(ψk)Fξ2Fξ2(ψk)(ψk)dξ1dξ2
≤ (2π)2
[∫ π
−π
Fξ1Fξ1(ψk)(ψk)dξ1
]1/2 [∫ π
−π
Fξ2Fξ2(ψk)(ψk)dξ2
]1/2
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= (2π)2
[∑
l≥1
∫ π
−π
|Fξ1(ψk)(χl)|2 dξ1
∑
m≥1
∫ π
−π
|Fξ2(ψk)(χm)|2 dξ2
]1/2
≤ (2π)2
[∑
l≥1
∫ π
−π
Fξ1(ψk)(ψk)Fξ1(χl)(χl)dξ1
]1/2
×
[∑
m≥1
∫ π
−π
Fξ2(ψk)(ψk)Fξ2(χm)(χm)dξ2
]1/2
= (2π)2
[∑
l≥1
∑
u∈Z
Ru(ψk)(ψk)Ru(χl)(χl)
]1/2
×
[∑
m≥1
∑
u∈Z
Ru(ψk)(ψk)Ru(χm)(χm)
]1/2
≤ (2π)2
∑
u∈Z
|Ru(ψk)(ψk)| ‖Ru‖L1(H), (91)
for each k ≥ 1, and ω ∈ [−π, π].
Following similar steps to the ones applied in (91), for each ω ∈ [−π, π],
FωF (T )ω (ψk)(ψk) ≤
[∫ π
−π
FT (ω − ξ)
√
FξFξ(ψk)(ψk)dξ
]√
FωFω(ψk)(ψk)
≤ 2π
[
F2ω(ψk)(ψk)
∫ π
−π
F2ξ (ψk)(ψk)dξ
]1/2
≤ 2π
[
F2ω(ψk)(ψk)
∑
u∈Z
|Ru(ψk)(ψk)|‖Ru‖L1(H)
]1/2
, k ≥ 1,(92)
where the last inequality is obtained from Lemma 4 (see equation (83)).
In a similar way, for each k ≥ 1 and ω ∈ [−π, π],
F (T )ω Fω(ψk)(ψk) ≤ 2π
[
F2ω(ψk)(ψk)
∑
u∈Z
|Ru(ψk)(ψk)|‖Ru‖L1(H)
]1/2
.(93)
From Remark 4, for every ω ∈ [−π, π],
∞∑
k=1
FωFω(ψk)(ψk) = ‖Fω‖2S(H˜) <∞. (94)
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From equation (91), applying Lemma 4, under Assumption I,
∞∑
k=1
F (T )ω F (T )ω (ψk)(ψk) ≤ (2π)2
∞∑
k=1
∑
u∈Z
|Ru(ψk)(ψk)| ‖Ru‖L1(H)
≤ (2π)2
∑
u∈Z
‖Ru‖2L1(H) <∞, ω ∈ [−π, π].
(95)
From equation (92), applying Cauchy–Schwarz inequality in ℓ2, and Lemma
4, under Assumption I,
∞∑
k=1
FωF (T )ω (ψk)(ψk) ≤ 2π
∞∑
k=1
[
F2ω(ψk)(ψk)
∑
u∈Z
|Ru(ψk)(ψk)|‖Ru‖L1(H)
]1/2
≤ 2π
[
∞∑
k=1
∣∣F2ω(ψk)(ψk)∣∣ ∞∑
k=1
∣∣∣∣∣∑
u∈Z
|Ru(ψk)(ψk)|‖Ru‖1
∣∣∣∣∣
]1/2
= 2π
[
‖Fω‖2S(H˜)
∑
u∈Z
∞∑
k=1
|Ru(ψk)(ψk)|‖Ru‖L1(H)
]1/2
≤ 2π‖Fω‖S(H˜)
[∑
u∈Z
‖Ru‖2L1(H)
]1/2
<∞, ω ∈ [−π, π].
(96)
From equations (93) and (96), for every ω ∈ [−π, π],
∞∑
k=1
F (T )ω Fω(ψk)(ψk) ≤ 2π‖Fω‖S(H˜)
[∑
u∈Z
‖Ru‖2L1(H)
]1/2
<∞.
(97)
Since Fω is continuous in ω ∈ [−π, π], with respect to the ‖ · ‖L(H˜) norm,
applying the properties of Fe´jer kernel (see Remark 3), we obtain∣∣[F (T )ω − Fω] (ψk)(ψk)∣∣→ 0, T →∞, k ≥ 1, (98)
uniformly in ω ∈ [−π, π]. In addition, from Remark 4, applying again the
properties of Fe´jer kernel, for T large and for any ω ∈ [−π, π],∥∥F (T )ω ∥∥L(H˜) ≤ ‖Fω‖L(H˜) ≤ sup
ω∈[−π,π]
‖Fω‖L(H˜) =M <∞. (99)
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Hence, from (98)–(99), for each k ≥ 1,
Fω
[Fω − F (T )ω ] (ψk)(ψk) + F (T )ω [F (T )ω − Fω] (ψk)(ψk)
≤ 2M ∣∣[Fω −F (T )ω ] (ψk)(ψk)∣∣→ 0, T →∞, (100)
uniformly in ω ∈ [−π, π].
Finally, from equations (95)–(97), Dominated Convergence Theorem can
be applied, to obtain from (100), as T →∞,
lim
T→∞
‖Fω −F (T )ω ‖2S(H˜) =
∞∑
k=1
lim
T→∞
[FωFω(ψk)(ψk) + F (T )ω F (T )ω (ψk)(ψk)
−FωF (T )ω (ψk)(ψk)− F (T )ω Fω(ψk)(ψk)
]
=
∞∑
k=1
lim
T→∞
Fω
[Fω − F (T )ω ] (ψk)(ψk) + lim
T→∞
F (T )ω
[F (T )ω − Fω] (ψk)(ψk) = 0,
(101)
uniformly in ω ∈ [−π, π].
6.3 Proof of Proposition 1(ii)
For a given orthonormal basis {ψk, k ≥ 1} of H˜,∥∥∥∥∫ π
−π
[Fω − F (T )ω ] dω∥∥∥∥2
S(H˜)
=
∑
k≥1
∫ π
−π
∫ π
−π
[
FξFω − FξF (T )ω − F (T )ξ Fω + F (T )ξ F (T )ω
]
(ψk)(ψk)dωdξ.
(102)
Under Assumption I, ‖Fω‖S(H˜) ∈ L2 ([−π, π],C) (see Remark 2). In
particular, for every k ≥ 1, Fω(ψk)(ψk) ∈ L2([−π, π],C) (see Remark 3).
Applying Young convolution inequality, and the properties of Fe´jer kernel,
from Monotone Convergence Theorem, we obtain for every k ≥ 1,
lim
T→∞
∫ π
−π
∣∣[Fω − F (T )ω ] (ψk)(ψk)∣∣ dω
=
∫ π
−π
lim
T→∞
[Fω −F (T )ω ] (ψk)(ψk)dω = 0. (103)
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From Cauchy–Schwarz, Young convolution, and Jensen’s inequalities, Re-
mark 2 leads to∑
k≥1
∫
[−π,π]2
F (T )ξ F (T )ω (ψk)(ψk)dωdξ
≤
∑
k≥1
∫
[−π,π]2
FT (ξ − ς)
√
FςFς(ψk)(ψk)dςdξ
×
∫
[−π,π]2
FT (ω − ϑ)
√
FϑFϑ(ψk)(ψk)dϑdω
≤
∑
k≥1
∫
[−π,π]2
√
FξFξ(ψk)(ψk)FωFω(ψk)(ψk)dωdξ
≤ 4π2
∑
k≥1
√∫
[−π,π]2
FξFξ(ψk)(ψk)FωFω(ψk)(ψk)dωdξ
≤ 4π2
√∑
k≥1
∫ π
−π
FξFξ(ψk)(ψk)dξ
√∑
k≥1
∫ π
−π
FωFω(ψk)(ψk)dω
= 4π2
∫ π
−π
‖FωFω‖L1(H˜) dω
= 4π2
∫ π
−π
‖Fω‖2S(H˜) dω <∞, (104)
where the last inequality in (104) is obtained from Cauchy–Schwarz inequal-
ity in ℓ2. Following similar steps to (104),∑
k≥1
∫ π
−π
∫ π
−π
F (T )ξ Fω(ψk)(ψk)dωdξ
≤
∑
k≥1
∫
[−π,π]2
FT (ξ − ς)
√
FςFς(ψk)(ψk)dςdξ
×
∫
[−π,π]
√
FωFω(ψk)(ψk)dω
≤ 4π2
∑
k≥1
√∫
[−π,π]2
FξFξ(ψk)(ψk)FωFω(ψk)(ψk)dωdξ
≤ 4π2
∫ π
−π
‖Fω‖2S(H˜) dω <∞. (105)
38
Finally, as in (105), under Assumption I,∑
k≥1
∫ π
−π
∫ π
−π
FξF (T )ω (ψk)(ψk)dωdξ
≤ 4π2
∫ π
−π
‖Fω‖2S(H˜) dω <∞. (106)
From equations (104)–(106), we can apply Dominated Convergence The-
orem, and, hence, from Remark 2, equation (103) leads to
lim
T→∞
∥∥∥∥∫ π
−π
[Fω − F (T )ω ] dω∥∥∥∥2
S(H˜)
=
∑
k≥1
lim
T→∞
∫ π
−π
∫ π
−π
[
FξFω − FξF (T )ω −F (T )ξ Fω + F (T )ξ F (T )ω
]
(ψk)(ψk)dωdξ.
≤
∑
k≥1
2
[∫ π
−π
‖Fξ‖L(H˜)dξ
]
lim
T→∞
∫ π
−π
∣∣[Fω − F (T )ω ] (ψk)(ψk)∣∣ dω = 0.
(107)
7 Generalized linear functional models
Let {ǫt, t ∈ Z} be a family of GREs in H, i.e., for every t ∈ Z,
P [ǫt ∈ H⋆] = 1, and
ǫt(h) = 〈ǫ⋆t , h〉H , ∀h ∈ H,
where H⋆ denotes the dual Hilbert space of H, and ǫ⋆t is the dual random
element of ǫt defined from Riesz Representation Theorem. In particular,
assume that {ǫt, t ∈ Z} satisfies E[ǫt(g)ǫs(h)] = δt−s 〈g, h〉H , for all g, h ∈ H,
with
∑
t∈Z
∑
s∈Z δt−sasbt =
∑
t∈Z atbt, for any sequences {at, t ∈ Z} and
{bt, t ∈ Z} in ℓ2. Consider
Xt(ϕ) =
L2(Ω,A,P )
∑
s∈Z
Q⋆t−s(ǫs)(ϕ), ∀ϕ ∈ H, (108)
where, for every t ∈ Z, ‖Qt‖S(H) <∞, and
Q⋆t (h)(g) = Qt(g)(h), g, h ∈ H. (109)
The covariance operator of Xt then admits the following factorization, for
every g, h ∈ H,
Rt−s(g)(h) =
∑
u∈Z
Q⋆t−uQu−s(g)(h), t, s ∈ Z. (110)
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Assume that
‖Rt−s‖L1(H) =
∑
k≥1
√R⋆t−sRt−s(ψk)(ψk) <∞, ∀t, s ∈ Z. (111)
Remark 12 Note that, under (111), when Qt, in (108)–(109), admits the
factorization Qt = Ut
√Rǫ˜, with
√Rǫ˜ ∈ S(H), and Ut ∈ L(H), we obtain
the usual functional linear sequence model formulation, where the innovation
process {ǫ˜t, t ∈ Z} satisfies E[ǫ˜t ⊗ ǫ˜s] = δt−sRǫ˜, with Rǫ˜ ∈ L1(H).
The spectral factorization of the spectral density operator is obtained in
terms of the operator
Qω(h)(g) =
1√
2π
∑
t∈Z
exp (−iωt)Qt(h)(g), ∀g, h ∈ H˜, ω ∈ [−π, π],
(112)
which is assumed to satisfy∫ π
−π
|Qω(h)(g)| dω <∞, ∀g, h ∈ H˜. (113)
Thus,
Fω(g)(h) = Q⋆−ωQω(g)(h), ∀h, g ∈ H˜, ω ∈ [−π, π]. (114)
For ω ∈ [−π, π], the functional spectral process X˜ω is introduced in the
weak sense as
X˜ω(h) =
1√
2π
∑
t∈Z
exp(−iωt)Xt(h) = Qω(h)(εω), ∀h ∈ H˜, (115)
with εω being a GRE in H˜ satisfying∫
[−π,π]×[−π,π]
E
[
εω(ψ1)εξ(ψ2)
]
h(ξ)g(ω)dξdω
= 〈ψ1, ψ2〉H˜
∫
[−π,π]
h(ω)g(ω)dω, ∀ψ1, ψ2 ∈ H˜, ∀g, h ∈ L2([−π, π],C).
(116)
Remark 13 In the SRD case, from equation (114), for ω ∈ [−π, π],
‖Qω‖2S(H˜) = ‖Fω‖L1(H˜) ≤
∑
t∈Z
‖Rt‖L1(H) <∞. (117)
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From (114)–(115), for a given orthonormal basis {ψk, k ≥ 1} of H˜, the
following identities hold: For each ω ∈ [−π, π],
E‖X˜ω‖2H˜ =
∞∑
k=1
E
[∣∣∣X˜ω(ψk)∣∣∣2] = ∞∑
k=1
E
[
X˜ω ⊗ X˜−ω(ψk ⊗ ψk)
]
=
∞∑
k=1
Q⋆−ωQω(ψk)(ψk) =
∞∑
k=1
Fω(ψk)(ψk) = ‖Fω‖L1(H˜) <∞.(118)
Hence, X˜ω defines a random element in H˜ (see Lemma 3), for ω ∈ [−π, π].
7.1 The special case H = L2 ([0, 1],R) , and H˜ = L2 ([0, 1],C)
Let us consider the particular expressions defining the linear functional model
above introduced, when H = L2 ([0, 1],R) , and H˜ = L2 ([0, 1],C) . Specifi-
cally,
Xt(h) =
L2(Ω,A,P )
∑
s∈Z
∫ 1
0
∫ 1
0
h(x)qt−s(y, x)ǫs(y)dydx, ∀h ∈ H,(119)
where, for every t ∈ Z,
Q⋆t (h)(g) =
∫ 1
0
∫ 1
0
g(x)qt(y, x)h(y)dydx, ∀g, h ∈ H
‖Qt‖2S(L2([0,1])) =
∫ 1
0
∫ 1
0
|qt(x, y)|2 dydx <∞. (120)
Hence, for g, h ∈ H, and t, s ∈ Z,
Rt−s(g)(h) =
∫ 1
0
∫ 1
0
h(x1)rt−s(x1, x2)g(x2)dx2dx1
=
∑
u∈Z
∫
[0,1]3
h(x1)qt−u(y, x1)qu−s(y, x2)g(x2)dx2dydx1.(121)
In particular, operator Qω, introduced in (112), is given for g, h ∈ H˜ by
Qω(g)(h) =
∫ 1
0
∫ 1
0
qω(x, y)g(y)h(x)dydx
=
1√
2π
∫ 1
0
∫ 1
0
∑
u∈Z
exp (−iωu) qu(x, y)g(y)h(x)dydx, ω ∈ [−π, π].(122)
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Condition (113) is formulated as∫ π
−π
∣∣∣∣∫ 1
0
∫ 1
0
qω(x, y)g(y)h(x)dydx
∣∣∣∣ dω <∞, ∀h, g ∈ H˜. (123)
Also, for h, g ∈ H˜, and ω ∈ [−π, π],
Fω(g)(h) =
∫
[0,1]3
h(y1)qω(x, y1)qω(x, y2)g(y2)dy2dxdy1, (124)
where
Q⋆−ω(h)(g) =
∫ 1
0
∫ 1
0
h(x)q−ω(x, y)g(y)dxdy, ∀h, g ∈ H˜, ω ∈ [−π, π].
The generalized functional spectral process can be computed as
X˜ω(h) =
1√
2π
∫ 1
0
∫ 1
0
h(y)
∑
t∈Z
exp(−iωt)
∑
s∈Z
qt−s(x, y)ǫs(x)dydx
=
∫ 1
0
∫ 1
0
εω(x)qω(x, y)h(y)dydx, ∀h ∈ H˜, ω ∈ [−π, π],(125)
Qω(g)(h) =
∫ 1
0
∫ 1
0
h(x)qω(x, y)g(y)dydx, ∀h, g ∈ H˜, ω ∈ [−π, π].
(126)
Under SRD, for an orthonormal basis {ψk, k ≥ 1} of H˜, and ω ∈ [−π, π],
E‖X˜ω‖2H˜ =
∞∑
k=1
∫
[0,1]4
ψk(y2)qω(x2, y2)qω(x1, y1)ψk(y1)
×E
[
εω(x1)εω(x2)
]
dx1dx2dy1dy2
=
∞∑
k=1
∫
[0,1]3
ψk(y2)q−ω(x2, y2)qω(x2, y1)ψk(y1)dy1dx2dy2 <∞.(127)
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Supplementary Material
This supplementary material contains the proofs of Lemma 1, Corollary 2,
Lemma 2 and Theorem 1. Note that Lemma 1, Corollary 1, and Lemma 2
are applied in the proof of Theorem 1.
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7.2 Proof of Lemma 1
From equations (8), and (9) in Corollary 1, for each k ≥ 1, and ω ∈ [−π, π],∥∥∥Fω (φ(T )ω,k)− Fω(φω,k)(φω,k)φ(T )ω,k∥∥∥
H˜
≤
∥∥∥(Fω − F (T )ω ) (φ(T )ω,k)∥∥∥
H˜
+
∥∥∥(λk(F (T )ω )− λk(Fω))φ(T )ω,k∥∥∥
H˜
≤ 2 ∥∥F (T )ω − Fω∥∥S(H˜) . (128)
From Parseval identity, for each k ≥ 1, and ω ∈ [−π, π],
‖φ(T )ω,k − φ′ω,k‖2H˜ =
∞∑
l=1
∣∣∣〈φ(T )ω,k, φω,l〉
H˜
− sgn
(〈
φω,k, φ
(T )
ω,k
〉
H˜
)
〈φω,k, φω,l〉H˜
∣∣∣2
=
∑
l 6=k
∣∣∣〈φω,l, φ(T )ω,k〉
H˜
∣∣∣2 + ∣∣∣1− ∣∣∣〈φω,k, φ(T )ω,k〉
H˜
∣∣∣∣∣∣2
=
∑
l 6=k
∣∣∣〈φω,l, φ(T )ω,k〉
H˜
∣∣∣2 + 1 + ∣∣∣〈φω,k, φ(T )ω,k〉
H˜
∣∣∣2
− 2
∣∣∣〈φω,k, φ(T )ω,k〉
H˜
∣∣∣
=
∑
l 6=k
∣∣∣〈φω,l, φ(T )ω,k〉
H˜
∣∣∣2 + ∞∑
l=1
∣∣∣〈φω,l, φ(T )ω,k〉
H˜
∣∣∣2
− 2
∣∣∣〈φω,k, φ(T )ω,k〉
H˜
∣∣∣
+
∣∣∣〈φω,k, φ(T )ω,k〉
H˜
∣∣∣2 ≤ 2∑
l 6=k
∣∣∣〈φω,l, φ(T )ω,k〉
H˜
∣∣∣2 , (129)
where we have applied ‖φ(T )ω,k‖2H˜ =
∑∞
l=1
∣∣∣〈φω,l, φ(T )ω,k〉
H˜
∣∣∣2 = 1, and, in partic-
ular, ∣∣∣〈φω,k, φ(T )ω,k〉
H˜
∣∣∣2 ≤ ∣∣∣〈φω,k, φ(T )ω,k〉
H˜
∣∣∣ .
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For each k ≥ 1, and ω ∈ [−π, π], equation (129) leads to∥∥∥Fω(φ(T )ω,k)−Fω(φω,k)(φω,k)φ(T )ω,k∥∥∥2
H˜
=
∞∑
l=1
∣∣∣Fω(φ(T )ω,k) (φω,l)−Fω(φω,k)(φω,k)φ(T )ω,k (φω,l)∣∣∣2
=
∞∑
l=1
∣∣∣Fω (φω,l) (φω,l)〈φω,l, φ(T )ω,k〉
H˜
−Fω(φω,k)(φω,k)
〈
φω,l, φ
(T )
ω,k
〉
H˜
∣∣∣2
=
∑
l 6=k
∣∣∣〈φω,l, φ(T )ω,k〉
H˜
∣∣∣2 |Fω (φω,l) (φω,l)− Fω (φω,k) (φω,k)|2
≥
∑
l 6=k
∣∣∣〈φω,l, φ(T )ω,k〉
H˜
∣∣∣2 α2k(ω) ≥ 12‖φ(T )ω,k − φ′ω,k‖2H˜α2k(ω), (130)
where αk(ω), k ≥ 1, have been introduced in equation (11).
Thus, for each k ≥ 1, and ω ∈ [−π, π], from equation (130),
‖φ(T )ω,k − φ′ω,k‖H˜ ≤
√
2
∥∥∥∥∥Fω(φ
(T )
ω,k)−Fω(φω,k)(φω,k)φ(T )ω,k
αk(ω)
∥∥∥∥∥
H˜
. (131)
Finally, applying Proposition 1(i), from equations (128)–(131), for each ω ∈
[−π, π], and k ≥ 1, we obtain
‖φ(T )ω,k − φ′ω,k‖H˜ ≤ 2
√
2
∥∥∥F (T )ω −Fω∥∥∥
S(H˜)
αk(ω)
→ 0, T →∞. (132)
7.3 Proof of Corollary 2
From Proposition 1(i), for every ω ∈ [−π, π], and for any orthonormal basis
{ψk, k ≥ 1} of H˜,∑
k,l≥1
∣∣F (T )ω (ψk)(ψl)− Fω(ψk)(ψl)∣∣2 → 0, T →∞.
In particular, for each ω ∈ [−π, π], and every ̺ ∈ H˜,
F (T )ω (̺)(̺)→ Fω(̺)(̺), T →∞. (133)
Under the continuity in ω of Fω with respect to the ‖ · ‖L(H˜) norm, as
given in Remark 4, the operator family {Fω, ω ∈ [−π, π]} is equicontinuous.
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Then, the pointwise convergence (133) is also uniform in ̺ ∈ H˜, and for each
ω ∈ [−π, π], as T →∞,
N̂
F
(T )
ω
(̺) = exp
(
−F
(T )
ω (̺)(̺)
2
)
→ exp
(
−Fω(̺)(̺)
2
)
= N̂Fω(̺), (134)
uniformly in ̺ ∈ H˜. Here, N̂
F
(T )
ω
, given by
N̂
F
(T )
ω
(̺) =
∫
H˜
exp
(
i 〈̺, x〉H˜
)N
F
(T )
ω
(dx)
= exp
(
−1
2
〈F (T )ω (̺), ̺〉H˜) , ∀̺ ∈ H˜, (135)
defines the characteristic function of the Gaussian probability measure N
F
(T )
ω
induced by the fDFT X˜
(T )
ω (see, e.g., Chapter 1 in [18]), and N̂Fω denotes
the characteristic function of the Gaussian measure induced by X˜ω with
covariance operator Fω, for each ω ∈ [−π, π].
7.4 Proof of Lemma 2
Since operator RX = E[X ⊗X] is compact, it admits the following diagonal
spectral representation:
RX(̺)(̺) = 〈RX(̺), ̺〉H =
∞∑
k=1
λk(RX)|φk(̺)|2, ∀̺ ∈ H˜. (136)
The random element in H˜, YM =
∑M
k=1
√
λk(RX)I1 (ϕk)φk, has trace
covariance operator RYM = E[YM ⊗ YM ] satisfying, for every ̺ ∈ H˜,
E
[
YM ⊗ YM
]
(̺)(̺) =
M∑
k=1
M∑
l=1
√
λk(RX)λl(RX)
×E [I1 (ϕk) I1 (ϕl)]φk(̺)φl(̺)
=
M∑
k=1
λk(RX)|φk(̺)|2 →RX(̺)(̺), M →∞.(137)
Its characteristic function
̂NE[YM⊗YM ](̺) = exp
(
−1
2
M∑
k=1
λk(RX)|φk(̺)|2
)
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then converges, as M →∞, to the characteristic function
N̂RX (̺) = exp
(
−1
2
∞∑
k=1
λk(RX)|φk(̺)|2
)
of X(̺), for every ̺ ∈ H˜.
7.5 Proof of Theorem 1
From equation (14), {I1 (ϕk) , k ≥ 1} is a sequence of independent and
identically distributed standard Gaussian random variables. Then, from the
orthonormality of the systems of eigenvectors of F (T )ω and Fω for every ω ∈
[−π, π], applying Parseval identity, for a given orthonormal basis {ψp, p ≥ 1}
of H˜, we obtain
E
[∥∥∥∥∥∑
k,l≥1
√
λk(F (T )ω )λl(F (T )ω )I1 (ϕk)I1 (ϕl)φ(T )ω,k ⊗ φ(T )ω,l
−
∑
k,l≥1
√
λk(Fω)λl(Fω)I1 (ϕk) I1 (ϕl)φω,k ⊗ φω,l
∥∥∥∥∥
2
S(H˜)

=
∑
p,q≥1
E
∣∣∣∣∣∑
k,l≥1
√
λk(F (T )ω )λl(F (T )ω )I1 (ϕk)I1 (ϕl)φ(T )ω,k(ψq)φ(T )ω,l (ψp)
−
∑
k,l≥1
√
λk(Fω)λl(Fω)I1 (ϕk) I1 (ϕl)φω,k(ψq)φω,l(ψp)
∣∣∣∣∣
2
=
∑
p≥1
E
∥∥∥∥∥∑
k,l≥1
√
λk(F (T )ω )λl(F (T )ω )I1 (ϕk)I1 (ϕl)φ(T )ω,k ⊗ φ(T )ω,l (ψp)
−
∑
k,l≥1
√
λk(Fω)λl(Fω)I1 (ϕk) I1 (ϕl)φω,k ⊗ φω,l(ψp)
∥∥∥∥∥
2
H˜
=
∞∑
p=1
∑
k1l1k2l2
√
λk1(F (T )ω )λl1(F (T )ω )λk2(F (T )ω )λl2(F (T )ω )
×φ(T )ω,l1(ψp)φ
(T )
ω,k1
(φ
(T )
ω,k2
)φ
(T )
ω,l2
(ψp)E [I1(ϕk1)I1(ϕk2)I1(ϕl1)I1(ϕl2)]
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+
∞∑
p=1
∑
k1l1k2l2
√
λk1(Fω)λl1(Fω)λk2(Fω)λl2(Fω)
×φω,l1(ψp)φω,k1(φω,k2)φω,l2(ψp)E [I1(ϕk1)I1(ϕk2)I1(ϕl1)I1(ϕl2)]
−
∞∑
p=1
∑
k1l1k2l2
√
λk1(F (T )ω )λl1(F (T )ω )λk2(Fω)λl2(Fω)
×φ(T )ω,l1(ψp)φ
(T )
ω,k1
(φω,k2)φω,l2(ψp)E [I1(ϕk1)I1(ϕk2)I1(ϕl1)I1(ϕl2)]
−
∞∑
p=1
∑
k1l1k2l2
√
λk1(Fω)λl1(Fω)λk2(F (T )ω )λl2(F (T )ω )
×φω,l1(ψp)φω,k1(φ(T )ω,k2)φ
(T )
ω,l2
(ψp)E [I1(ϕk1)I1(ϕk2)I1(ϕl1)I1(ϕl2)]
=
∑
k1l1k2l2
√
λk1(F (T )ω )λl1(F (T )ω )λk2(F (T )ω )λl2(F (T )ω )
×
[
∞∑
p=1
φ
(T )
ω,l1
(ψp)φ
(T )
ω,l2
(ψp)
]
φ
(T )
ω,k1
(φ
(T )
ω,k2
)E [I1(ϕk1)I1(ϕk2)I1(ϕl1)I1(ϕl2)]
+
∑
k1l1k2l2
√
λk1(Fω)λl1(Fω)λk2(Fω)λl2(Fω)
×
[
∞∑
p=1
φω,l1(ψp)φω,l2(ψp)
]
φω,k1(φω,k2)E [I1(ϕk1)I1(ϕk2)I1(ϕl1)I1(ϕl2)]
−
∑
k1l1k2l2
√
λk1(F (T )ω )λl1(F (T )ω )λk2(Fω)λl2(Fω)
×
[
∞∑
p=1
φ
(T )
ω,l1
(ψp)φω,l2(ψp)
]
φ
(T )
ω,k1
(φω,k2)E [I1(ϕk1)I1(ϕk2)I1(ϕl1)I1(ϕl2)]
−
∑
k1l1k2l2
√
λk1(Fω)λl1(Fω)λk2(F (T )ω )λl2(F (T )ω )
×
[
∞∑
p=1
φω,l1(ψp)φ
(T )
ω,l2
(ψp)
]
φω,k1(φ
(T )
ω,k2
)E [I1(ϕk1)I1(ϕk2)I1(ϕl1)I1(ϕl2)]
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=
∑
k1l1k2l2
√
λk1(F (T )ω )λl1(F (T )ω )λk2(F (T )ω )λl2(F (T )ω )
δl1,l2δk1,k2 [δk1,k2δl1,l2 + δk1,l1δk2,l2 + δk1l2δk2l1 ]
+
∑
k1l1k2l2
√
λk1(Fω)λl1(Fω)λk2(Fω)λl2(Fω)
×δl1,l2δk1,k2 [δk1,k2δl1,l2 + δk1,l1δk2,l2 + δk1l2δk2l1 ]
−
∑
k1l1k2l2
√
λk1(F (T )ω )λl1(F (T )ω )λk2(Fω)λl2(Fω)
×φ(T )ω,l1 (φω,l2)φ
(T )
ω,k1
(φω,k2) [δk1,k2δl1,l2 + δk1,l1δk2,l2 + δk1l2δk2l1 ]
−
∑
k1l1k2l2
√
λk1(Fω)λl1(Fω)λk2(F (T )ω )λl2(F (T )ω )
×φω,l1(φ(T )ω,l2)φω,k1(φ
(T )
ω,k2
) [δk1,k2δl1,l2 + δk1,l1δk2,l2 + δk1l2δk2l1]
=
∑
k1≥1,l1≥1
λk1(F (T )ω )λl1(F (T )ω ) + 2
∑
k1≥1
[
λk1(F (T )ω )
]2
+
∑
k1≥1,l1≥1
λk1(Fω)λl1(Fω) + 2
∑
k1≥1
[λk1(Fω)]2
−
∑
k1≥1,l1≥1
√
λk1(F (T )ω )λk1(Fω)λl1(F (T )ω )λl1(Fω)
×φ(T )ω,l1(φω,l1)φ
(T )
ω,k1
(φω,k1)
−
∑
k1≥1,k2≥1
λk1(F (T )ω )λk2(Fω)
∣∣∣φ(T )ω,k1(φω,k2)∣∣∣2
−
∑
k1≥1,k2≥1
√
λk1(F (T )ω )λk1(Fω)λk2(F (T )ω )λk2(Fω)
×φ(T )ω,k2(φω,k1)φ
(T )
ω,k1
(φω,k2)
−
∑
k1≥1,l1≥1
√
λk1(Fω)λk1(F (T )ω )λl1(Fω)λl1(F (T )ω )
×φω,l1(φ(T )ω,l1)φω,k1(φ
(T )
ω,k1
)
−
∑
k1≥1,k2≥1
λk1(Fω)λk2(F (T )ω )
∣∣∣φω,k1(φ(T )ω,k2)∣∣∣2
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−
∑
k1≥1,k2≥1
√
λk1(Fω)λk1(F (T )ω )λk2(Fω)λk2(F (T )ω )
×φω,k2(φ(T )ω,k1)φω,k1(φ
(T )
ω,k2
)
= S1(T ) + S2 −
8∑
i=3
Si(T ). (138)
From Corollary 1,
lim
T→∞
S1(T ) = S2 = ‖Fω‖2L1(H˜) + 2‖Fω‖2S(H˜). (139)
In the computation of limT→∞ S3(T ), from Corollary 1, and Cauchy–
Schwarz inequality in H˜, we have, for T ≥ T0,∣∣∣∣√λk1(F (T )ω )λk1(Fω)λl1(F (T )ω )λl1(Fω)φ(T )ω,l1(φω,l1)φ(T )ω,k1(φω,k1)∣∣∣∣
≤ K1(T0)λk1(Fω)λl1(Fω)‖φ(T )ω,l1‖H˜‖φω,l1‖H˜‖φ
(T )
ω,k1
‖H˜‖φω,k1‖H˜
= K1(T0)λk1(Fω)λl1(Fω),
where K1(T0) does not depend on k1, l1 ≥ 1, and∑
k1,l1≥1
λk1(Fω)λl1(Fω) = ‖Fω‖2L1(H˜) <∞.
Applying Dominated Convergence Theorem, Corollary 1 and Lemma 1 (see
equation (12)),
lim
T→∞
S3(T ) =
∑
k1,l1≥1
λk1(Fω)λl1(Fω) = ‖Fω‖2L1(H˜). (140)
Regarding limT→∞ S4(T ), from Cauchy–Schwarz inequality in H˜, and
Corollary 1, for T ≥ T0,
λk1(F (T )ω )λk2(Fω)
∣∣∣φ(T )ω,k1(φω,k2)∣∣∣2 ≤ λk1(F (T )ω )λk2(Fω)‖φ(T )ω,k1‖2H˜‖φω,k2‖2H˜
= λk1(F (T )ω )λk2(Fω) ≤ K2(T0)λk1(Fω)λk2(Fω),
(141)
for some positive constant K2(T0), not depending on k1, with
∞∑
k1=1
∞∑
k2=1
λk1(Fω)λk2(Fω) = ‖Fω‖2L1(H˜) <∞. (142)
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Thus, from equations (141)–(142), applying Dominated Convergence The-
orem, Corollary 1 and Lemma 1 (see equation (12)),
lim
T→∞
S4(T ) = lim
T→∞
∞∑
k1=1
∞∑
k2=1
λk1(F (T )ω )λk2(Fω)
∣∣∣φ(T )ω,k1(φω,k2)∣∣∣2
∞∑
k1=1
∞∑
k2=1
lim
T→∞
λk1(F (T )ω )λk2(Fω)
∣∣∣φ(T )ω,k1(φω,k2)∣∣∣2 = ∞∑
k=1
[λk(Fω)]2
= ‖Fω‖2S(H˜). (143)
In a similar way, the limits of Si(T ), i = 5, 6, 7, 8, as T → ∞, are com-
puted, applying Dominated Convergence Theorem, from Corollary 1 and
Lemma 1 (see equation (12)). Specifically,
lim
T→∞
S5(T ) = ‖Fω‖2S(H˜)
lim
T→∞
S6(T ) = ‖Fω‖2L1(H˜)
lim
T→∞
S7(T ) = ‖Fω‖2S(H˜)
lim
T→∞
S8(T ) = ‖Fω‖2S(H˜). (144)
From equations (139), (140), (143) and (144), equation (138) converges
to zero, when T →∞.
Note that, from equations (16)–(17), the following identities in law hold,
for every ϕ, ψ ∈ H˜, and for each ω ∈ [−π, π],
X˜(T )ω ⊗ X˜(T )−ω (ϕ)(ψ)
=
L
∑
k,l≥1
√
λk(F (T )ω )λl(F (T )ω )I1 (ϕk)I1 (ϕl)φ(T )ω,k(ψ)φ(T )ω,l (ϕ) (145)
X˜ω ⊗ X˜−ω(ϕ)(ψ)
=
L
∑
k,l≥1
√
λk(Fω)λl(Fω)I1 (ϕk)I1 (ϕl)φω,k(ψ)φω,l(ϕ). (146)
Hence, the convergence to zero as T →∞ of equation (138) implies
X˜(T )ω ⊗ X˜(T )−ω →L X˜ω ⊗ X˜−ω. (147)
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