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The purpose of this study was to evaluate the performance of the deep convolutional neural network 
(DCNN) in differentiating between tuberculous and pyogenic spondylitis on magnetic resonance (MR) 
imaging, compared to the performance of three skilled radiologists. This clinical retrospective study 
used spine MR images of 80 patients with tuberculous spondylitis and 81 patients with pyogenic 
spondylitis that was bacteriologically and/or histologically confirmed from January 2007 to December 
2016. Supervised training and validation of the DCNN classifier was performed with four-fold cross 
validation on a patient-level independent split. The object detection and classification model was 
implemented as a DCNN and was designed to calculate the deep-learning scores of individual patients 
to reach a conclusion. Three musculoskeletal radiologists blindly interpreted the images. The diagnostic 
performances of the DCNN classifier and of the three radiologists were expressed as receiver operating 
characteristic (ROC) curves, and the areas under the ROC curves (AUCs) were compared using a 
bootstrap resampling procedure. When comparing the AUC value of the DCNN classifier (0.802) with 
the pooled AUC value of the three readers (0.729), there was no significant difference (P = 0.079). In 
differentiating between tuberculous and pyogenic spondylitis using MR images, the performance of the 
DCNN classifier was comparable to that of three skilled radiologists.
Diagnoses of infectious spondylitis have risen in number due to various causes: increasing numbers of adults of 
older age or immunocompromised patients, universal use of invasive spinal procedures or surgeries, and improv-
ing accuracy of imaging diagnosis, owing to the revolutionary development of imaging diagnostic methods1. 
Because rapid anti-tuberculosis treatment can prevent future disability2, it is important to differentiate between 
tuberculous and pyogenic spondylitis, which are the most common causes of infectious spondylitis. As magnetic 
resonance (MR) imaging is the most effective method for diagnosing infectious diseases of the spine, because of 
its superior soft tissue contrast, there have been various studies on differentiating between tuberculous and pyo-
genic spondylitis using MR imaging3–6.
Early stage disease and atypical image phenotypes make it difficult to establish a robust MR imaging fea-
ture that can distinguish tuberculous spondylitis from pyogenic spondylitis. Distinguishing between the two 
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using MR images alone remains a challenging task, even for skilled radiologists7. To the best of our knowledge, 
few investigations have sought to demonstrate the diagnostic performance of MR imaging on differentiating 
between tuberculous and pyogenic spondylitis. Although MR imaging alone could be insufficient for differential 
diagnosis8,9, MR imaging is still one of the most important diagnostic tests performed before applying invasive 
procedures.
Recently, the deep convolutional neural network (DCNN) has been shown to have high performance in the 
field of computer vision10–12, and its application in the medical field is being actively studied, especially in radi-
ology fields13–16. DCNN extracts low- to high-level features from the training images and uses them to select 
the most important features for solving a given task17. Considering the ability of DCNN to distinguish complex 
objects in the ImageNet challenge, we postulated that DCNN could show good performance in discriminating 
between tuberculous and pyogenic spondylitis.
The purpose of this study was to evaluate the performance of the DCNN in differentiating between tubercu-
lous and pyogenic spondylitis on MR images, compared with the performance of three skilled radiologists.
Results
The baseline demographic and clinical characteristics of the patients are listed in Table 1. The median ages of 
the patients with tuberculous or pyogenic spondylitis were 59 (Interquartile Range, 38–71) and 64 (Interquartile 
Range, 56–72) years, respectively. The frequency of fevers was significantly higher among patients with pyogenic 
(43.2%) than tuberculous spondylitis (12.5%) (P < 0.001). More specifically, the frequency of intermittent fevers 
was significantly higher in febrile patients with tuberculous than pyogenic spondylitis (P < 0.048). In patients 
with back pain, the incidence of that lasting more than 4 weeks was significantly higher in patients with tuber-
culous than pyogenic spondylitis (P < 0.001). Patients with pyogenic spondylitis showed significantly higher 
serum erythrocyte sedimentation rate, C-reactive protein, and procalcitonin levels than those with tuberculous 
spondylitis.
The diagnostic performance of the DCNN classifier based on the four-fold cross validation was as follows. The 
mean deep-learning (DL) score of tuberculous spondylitis patients was greater than that of pyogenic spondylitis 
patients (0.570 [0.513–0.628] versus 0.266 [0.214–0.317], p < 0.001) using the DCNN classifier. The overall area 
under receiver operating characteristic curves (AUC) of the DCNN classifier, considering all subgroups together, 
was 0.802 (95% confidence interval, 0.733–0.872). The AUC values for each subgroup used for each-fold cross 
validation are summarized in Table 2.
At the optimal cutoff point, the sensitivity, specificity, and accuracy of the DCNN classifier for all partici-
pants were 85.0, 67.9, and 76.4% (threshold of DL score = 0.313, Youden index). Those of the three radiologists 
were 72.5, 67.9, and 70.2; 72.5, 66.7, and 69.6; and 70.0, 71.6, and 70.8% (threshold of 5-point confidence scale 
score = 3.5, Youden index), respectively. Of 161 patients, the DCNN classifier correctly classified 123 patients, and 
the three radiologists correctly classified 113, 112, and 114 patients (Table 3).
The AUC value of the DCNN classifier (0.802) showed no statistically significant difference with the AUC 
values obtained from the three radiologists (0.723, 0.733, and 0.734), with the p-values ranging from 0.066–0.109. 
When comparing the AUC value of the DCNN classifier with the pooled AUC value of the three readers (0.729), 
there was also no significant difference (P = 0.079) (Table 4, Fig. 1).
Variables† Tuberculous (n = 80) Pyogenic (n = 81) P Value‡
Female, n (%) 49 (61.3) 40 (49.4) 0.130
Median age (y), median (IQR) 59 (38–71) 64 (56–72) 0.011
Clinical features, n (%)
Fever 10 (12.5) 35 (43.2) <0.001
Intermittent fever 5 5 0.048*
Back pain 69 (86.3) 75 (92.6) 0.108
Acute (≤4 weeks) 27 61 <0.001*
Subacute or chronic (>4 weeks) 42 15 <0.001*
Neurological symptom 29 (36.3) 40 (49.4) 0.092
Baseline laboratory results, median (IQR)
Hematocrit 36.9 (34.6–39.5) 34.7 (31.8–37.5) 0.001
WBC 7,285 (5,835–9,295) 8,720 (6,890–11,970) <0.001
% Neutrophils 70.4 (62.4–75.4) 75.8 (68.4–84.5) 0.001
ESR 61.5 (42.0–94.8) 79 (57–105) 0.014
CRP 23.8 (7.8–48.7) 56.3 (19–179.9) <0.001
Procalcitonin 0.08 (0.06–0.24), 16/80 0.17 (0.07–0.79), 40/81 0.040
Albumin 3.9 (3.6–4.2) 3.4 (2.9–3.8) <0.001
Table 1. Comparison of baseline demographics and clinical characteristics between patients with tuberculous 
or pyogenic spondylitis. Abbreviations: IQR, interquartile range; WBC, white blood cell; ESR, erythrocyte 
sedimentation rate; CRP, C-reactive protein. †Values represent the number of subjects (%) or median (IQR). 
‡Values were obtained using Student t, Fisher exact, or chi-square test as appropriate. *p values for subgroup 
comparison.
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Substantial agreement was seen among five-point confidence scale scores among the three radiologists 
(linear-weighted kappa statistics: 0.673, 0.664, and 0.740; Table 5).
Discussion
We demonstrated that our DL scoring classifier method based on the DCNN differentiated between tuberculous 
and pyogenic spondylitis to a degree comparable to the performance of three skilled radiologists. It was encourag-
ing that the DCNN classifier had a similar AUC to that of the radiologists, considering the similarity between the 
MR findings of the two diseases9. Deep learning is known to outperform other feature-based machine learning 
algorithms in the medical imaging field16,18–21, as well as computer vision field. Consistent with previous studies, 
DCNN showed high performance in differentiating spondylitis. To the best of our knowledge, the present study 
may be the first to propose a deep-learning method for the differential diagnosis of infectious spondylitis using 
MR imaging.
Both tuberculous and pyogenic spondylitis require long-term use of appropriate antibiotics for proper treat-
ment. Many cases of inappropriate treatment because of delayed diagnosis or misdiagnosis have been reported. 
Since it takes a long time for the treatment effect to appear, delayed diagnosis sometimes leads to an increased 
duration of hospitalization or increased need for surgery due to neurological deficits or spinal deformity2,22. 
Moreover, the relatively lower incidence of tuberculous spondylitis could increase the risk of misdiagnosis by 
less-experienced clinicians and radiologists. Tuberculosis is more common in underdeveloped countries23, in 
which the number of skilled radiologists is expected to be low. Therefore, the proposed DCNN may be helpful 
for low-experienced clinicians in underdeveloped countries. Additionally, we believe that our detection-based 
DCNN classifier could identify the lesions of tuberculous or pyogenic spondylitis on spine MR imaging taken 
without suspicion of infectious spondylitis.
We proposed a new method, DL score, for patient-based diagnosis rather than image-based diagnosis or 
lesion-based diagnosis. In previous studies about medical image analysis using deep learning, most studies were 
designed to reach a conclusion per image. However, in the actual reading process of MR images, a radiologist 




Subgroup 1 0.723 (0.563–0.883)
Subgroup 2 0.856 (0.723–0.989)
Subgroup 3 0.853 (0.732–0.973)
Subgroup 4 0.761 (0.606–0.916)
Total 0.802 (0.733–0.872) 85.0/67.9
Table 2. Area under the receiver operating characteristics curve for the deep convolutional neural network 
classifier based on four-fold cross validation. Abbreviations: AUC, area under the receiver operating 
characteristics curve; CI, confidence interval. †Optimal threshold by the Youden index.
Sensitivity (%) (95% CI) TP/TP + FN Specificity (%) (95% CI) TN/TN + FP Accuracy (%) (95% CI)
TP + TN/
TP + FN + TN + FP
DCNN 85.0 (74.9~91.7) 68/80 67.9 (56.5~77.6) 55/81 76.4 (69.1~82.7) 123/161
Reader 1 72.5 (61.9~81.1) 58/80 67.9 (56.5~77.6) 55/81 70.2 (63.1~77.3) 113/161
Reader 2 72.5 (61.9~81.1) 58/80 66.7 (55.9~76.0) 54/81 69.6 (62.5~76.7) 112/161
Reader 3 70.0 (59.2~78.9) 56/80 71.6 (61.0~80.3) 58/81 70.8 (63.8~77.8) 114/161
Table 3. Comparison of the diagnostic performances of the deep convolutional neural network classifier and 
three radiologists derived from the confusion matrix. Abbreviations: CI, confidence interval; TP, true positive; 
FN, false negative; TN, true negative; FP, false positive; DCNN, Deep convolutional neural network classifier.
AUC 95% CI P value†
DCNN 0.802 (0.733–0.872)
Reader 1 0.733 (0.658–0.808) 0.109
Reader 2 0.723 (0.647–0.799) 0.066
Reader 3 0.734 (0.658–0.811) 0.122
Pooling‡ 0.729 (0.657–0.796) 0.079
Table 4. Comparison of the diagnostic performances of the deep convolutional neural network classifier and 
three radiologists expressed as the area under the receiver operating characteristics curves using bootstrapping 
(1000 bootstrap samples). Abbreviations: AUC, area under the receiver operating characteristics curve; CI, 
confidence interval; DCNN, Deep convolutional neural network classifier. †Comparison with DCNN. ‡Pooled 
performance of three readers calculated by multi-reader multi-case receiver operating characteristic analysis 
under the assumption of random readers and random cases.
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validation were performed based on each lesion using object-detection DCNN. However, the final decision for 
each patient was made using DL score, which is a comprehensive quantitative value of all lesions detected within 
all slices of a MR imaging study. In our analysis, patient-based decisions using DL scoring showed significantly 
higher accuracy than slice-based decision. Accordingly, we monitored the saturation of the image-based accuracy 
together with the DL score accuracy to determine the learning saturation point of the model (Supplementary 
Fig. S1).
We have used various methods to mitigate the well-known problem of material shortage in deep learning 
of medical images. First, we used a pretrained DCNN model using a large dataset with fine-tuning for transfer 
learning, which has been reported to heighten diagnostic performance and generalizability than a model trained 
from scratch in radiologic decisions13,24. Transfer learning with fine tuning denotes restricted retraining of DCNN 
after pretraining on other large-scale datasets. This has been reported to be effective across heterogeneous datasets 
(between the ImageNet dataset and medical images), as well as homogeneous datasets13. Further, since transfer 
learning uses already learned volumes from a large amount of data, relatively good performance and high gener-
alization has been reported, even with a small amount of target training material13. Second, image augmentation 
was used to reduce overfitting on the training dataset and to achieve generalizability25. Image augmentation is 
a way of enlarging training datasets using artificially created training images through various methods of image 
processing, such as random shadowing, flip, rotation, or shift. This technique has a great effect in deep learning 
study for relatively low-incidence diseases where large-scale imaging materials cannot be obtained26. In our study, 
we increased the training image set to 178 times through image augmentation (Supplementary Discussion 2). 
Finally, an additional benefit of the object detection model is an increase in learning material, because DCNN 
performs classification tasks as many as the number of lesions detected, not the total number of images13,27.
When developing a DL-powered, computer-aided, detection system, the presence of false positive findings 
is one of the most challenging issues. When reading screening mammography, false positive findings can have 
adverse effects, such as increased recall rate or prolongation of reading time28. In our pilot study, the inclusion 
of all small lesions in training resulted in an excessive increase in false positive findings. If our study was aimed 
at increasing detection sensitivity, such as lung nodule detection task, neglecting lesions below a certain size 
could have led to a great reduction in sensitivity. However, our task was to focus on the differentiation of two 
diseases, and it was important for the computer vision to be able to focus on the findings that are important for 
Figure 1. Receiver operating characteristic curves of the deep convolutional neural network (DCNN) classifier 
and three radiologists.
Kappa value† 95% CI
Readers 1 and 2 0.6728 0.6090–0.7366 (substantial agreement)
Readers 1 and 3 0.6644 0.6027–0.7261 (substantial agreement)
Readers 2 and 3 0.7399 0.6923–0.7876 (substantial agreement)
Table 5. Inter-observer agreement on five-point confidence scale scores among the three radiologists 
Abbreviations: CI, confidence interval. †We used the linear weighted kappa to account for partial agreement 
because the outcome encompasses ordinal scoring.
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distinguishing the two diseases. Therefore, lesions smaller than a 1.5-cm2 bounding box were designed not to 
generate a ground-truth box, leading to an improvement in overall diagnostic performance.
There were several limitations to this study. First, the numbers of patients and MR images included were 
small. To compensate for this problem, we used image augmentation, transfer learning, and lesion-based learn-
ing. However, a multicenter study or validation using open datasets in public domains need to be conducted for 
a larger dataset.
Second, for spinal spondylitis, all examinations are recommended for clinical diagnosis, including micro-
scopic or bacteriological examination, culture of the infected tissue, changes in clinical manifestations, radiologi-
cal findings, blood and tissue cultures, and histopathological findings. However, in this study, only the diagnostic 
performance of MR imaging was evaluated. Although all clinical tests, including imaging, should be used for the 
final diagnosis, MR images can play an important role in determining the direction of the next procedure, before 
an invasive procedure, in the course of diagnosis29. Therefore, this study was conducted focusing on imaging diag-
nosis. In the future, it would be meaningful to make a comprehensive diagnosis by devising a DCNN that reflects 
clinical information together with image diagnosis.
Third, the MR imaging machines and pulse sequence parameters included in this study were not identical, 
and the quality of the MR images was heterogeneous. However, it was reported that DCNN can recognize images 
under various conditions and that the DCNN learned with images of various conditions recognizes unseen 
images more robustly24. We thought that various MR machines and protocols may help our DCNN classifier 
achieve a generalized vision.
Fourth, unlike standard practice in the radiologic reading environment, sagittal plane images could not be 
used in this study. Axial and sagittal plane images play different roles in complementing each other in differ-
entiating between tuberculous and pyogenic spondylitis3. However, we only used axial-plane images due to the 
insufficient number of patients and various technical limitations. We suspect that images from various planes may 
improve the performance of the present study30.
Fifth, we did not assess the added value of the performance of the DCNN when incorporated with the radi-
ologists. Since the performance of DCNN on the classification of spondylitis has not been previously shown, 
performance evaluation of DCNN itself was necessary before cooperating with radiologists.
Sixth, the retrospective design of our study inherently precluded us from demonstrating the effect of a new 
diagnostic tool on treatment outcomes. Although providing interpretation result of post-treatment MR imaging 
might be the indirect visualization of the patients’ outcome, post-treatment MR imaging is not performed in 
the majority of patients in our institution in accordance with the results of a previous investigation that showed 
post-treatment MR imaging does not correspond well with treatment outcomes and, thus, is not beneficial in the 
assessment of treatment outcomes in pyogenic spondylitis31. Although we could not evaluate clinical outcomes, 
we believe that our study demonstrates the potential added benefit for differential diagnosis of spondylitis using 
DCNN. Several studies have reported that a good prognosis can be obtained when appropriate antibiotic treat-
ment is performed with early differential diagnosis of infectious spondylitis2,32.
In conclusion, we showed through this preliminary study that the DCNN classifier has comparable perfor-
mance to that of skilled radiologists in differentiating between tuberculous and pyogenic spondylitis using MR 
images. A larger-scale study with further collection of multi-plane MR images needs to be performed for further 
validation of the DL scoring method proposed in this study.
Methods
The institutional review board of Gangnam Severance Hospital approved this study (Approval No. 3-2017-
0210). The MR images used for analysis were obtained during standard patient care, and thus, the institutional 
review board waived the need for informed consent from each patient due to our study’s retrospective design. All 
research was performed in accordance with relevant guidelines/regulations.
Figure 2. A flowchart of the patient selection process.
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Study Subjects. The subjects of this study comprised patients diagnosed with tuberculous or pyogenic spon-
dylitis at Gangnam Severance Hospital from January 2007 to December 2016. We excluded patients whose diag-
nosis was not confirmed bacteriologically and/or histologically and those who had not undergone pre-diagnostic 
MR examination. Early postoperative infection cases were excluded: as the incidence of tuberculous spondylitis 
is extremely low in the postoperative period, it is unnecessary to differentiate between the two diseases. Patients 
who had cervical infectious spondylitis were excluded because the number of cases was small (tuberculous, 1 case; 
pyogenic, 5 cases) (Fig. 2). Details on confirmation tests and causative organism are provided in Supplementary 
Tables S2 and S3.
Finally, 80 patients with tuberculous spondylitis (151 MR examinations) and 81 patients with pyogenic spon-
dylitis (143 MR examinations) were included in this study. MR examinations were performed with 1.5 T or 3 T 
MR machines. We chose the T2-weighted axial-plane image as the representative image for DCNN training. This 
is because more axial than sagittal images depicted lesions and because extraspinal lesions were well contained, 
which is important for DCNN training. Supplementary Table S4 summarizes the rough parameters for the MR 
pulse sequence.
Image Preprocessing. We developed in-house software for image preprocessing based on MATLAB 
(R2017a Version 9.2; Mathworks, Natick, MA). A radiologist performed image preprocessing through the soft-
ware (Fig. 3) by selecting a 10 × 10 square centimeter on the lesion-containing axial image, such that the vertebral 
body was at the center of the square, to generate an image for DCNN training. The generated images were saved 
in PNG format (300 × 300 pixel size, 24 bits color).
Figure 3. A flowchart of the study process from image preprocessing to ground-truth making. The image of 
step (c) and the ground-truth box of step (d) were used as input data for the training phase. Abbreviations: 
DICOM, Digital Imaging and Communications in Medicine; PNG, Portable Network Graphics; ROI, Region of 
Interest.
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Lesion Masking and Ground-Truth Box Generation. Two radiologists identified lesions by consensus 
and manually drew minimum rectangle regions of interests (ROIs) enclosing each lesion, which was called a 
bounding box and was used as the ground truth. Lesions smaller than 1.5 cm2 were ignored without drawing a 
ground-truth box because the results of our pilot study showed that lesions less than 1.5 cm2 in size only caused 
false positive detection and decreased overall diagnostic performance. Images that did not contain a ground-truth 
box were excluded from the study. The total number of images obtained through these procedures was 1901 for 
tuberculous spondylitis and 1588 for pyogenic spondylitis. Figure 3 summarizes the flow from image processing 
to lesion tagging. The images and ground-truth boxes created through these steps were used for DCNN training. 
ROI placement was performed using MIPAV (Medical Image Processing, Analysis and Visualization, version 
7.4.0; National Institutes of Health, Bethesda, MD).
DCNN Architecture Construction. The Python programming language 3.6.1 (https://www.python.org) 
and the Tensorflow 1.3.0 framework (https://www.tensorflow.org) were used to construct the DCNN architecture. 
We used the Single Shot Multibox Detector 300 model for the DCNN architecture, object detection, and classi-
fication model to perform lesion-by-lesion diagnosis. Fine-tuning on DCNN was performed based on the pre-
trained volume, which was pretrained on the Pattern Analysis, Statistical Modelling and Computational Learning 
Visual Object Classes (PASCAL VOC 2007) dataset33. Training and validation of DCNN was performed using a 
computer with a GeForce GTX 1080 Ti (NVIDIA, Santa Clara, CA) graphics processing unit, a Core i7-7700K 
4.2 GHz (Intel, Santa Clara, CA) central processing unit, and 16 GB of random access memory. Details on the 
DCNN architecture construction are provided in Supplementary Discussion 1.
Generalization of DCNN in Spondylitis Classification - Training and Validation. We evaluated 
the classification performance of our DCNN classifier with four-fold cross validation. Two (tuberculous and 
pyogenic) groups were randomly partitioned into four equal-sized independent subsets patient-wise instead of 
image-wise. First, the preprocessed images and corresponding ground-truth boxes of the three subsets were used 
for DCNN training. In the validation phase, the diagnostic performance of the binary classification (tubercu-
lous or pyogenic) was measured using the remaining independent subset. The same cross validation process was 
repeated four times.
Deep-Learning (DL) Score. Our classifier was designed to calculate DL scores for each patient to make a 
comprehensive decision on the patient based on the decisions of the lesions the patient had. The highest probabil-
ities for tuberculous and pyogenic spondylitis were measured in each slice, respectively (Fig. 4). Then, the proba-
bilities for those two diseases were summed over all slices. The final decision was determined by the DL score (the 
proportion of the summed probability for tuberculous to the summed probability for tuberculous and pyogenic 
spondylitis) using the following equation: DL score = summed tuberculous score/(summed tuberculous score + 
summed pyogenic score); summed tuberculous score = sum of the selected tuberculous probability over all slices; 
and summed pyogenic score = sum of the selected pyogenic probability over all slices. Figure 5 summarizes the 
process of DL scoring from the MR images of a patient with tuberculous spondylitis.
Figure 4. Two examples of probability measurements within each image. (a) A 72-year-old woman with 
pyogenic spondylitis. Sky-blue boxes indicate pyogenic lesions detected by the deep convolutional neural 
network classifier. The probability of pyogenic spondylitis for this image is 1.00, which is the highest value 
among the detected pyogenic lesions. Because no tuberculous lesion is observed, the probability of tuberculous 
spondylitis is 0. (b) A 31-year-old woman with tuberculous spondylitis. Two red boxes indicate tuberculous 
lesions and a sky-blue box indicates a pyogenic lesion. The probability of tuberculous and pyogenic spondylitis 
is 0.99 and 1.00, respectively. Abbreviations: Pyo, pyogenic spondylitis; Tb, tuberculous spondylitis.
www.nature.com/scientificreports/
8SCIeNtIFIC RePoRTS |  (2018) 8:13124  | DOI:10.1038/s41598-018-31486-3
Image Analysis by the Radiologists. Images were independently evaluated by three board-certificated mus-
culoskeletal radiologists (10, 9, and 7 years of experience in musculoskeletal imaging interpretation, respectively). A 
preprocessed T2-weighted axial image stack for each patient was provided, which was identical to that used during 
DCNN training. The three radiologists were instructed to provide a five-point confidence scale score for the ques-
tion “Is this patient’s disease tuberculous spondylitis rather than pyogenic spondylitis?” based on the MR imaging.
Statistical and Data Analysis. Independent-samples t test was used to compare continuous variables that 
were normally distributed. The Pearson chi-square test was used to compare categorical variables. Fisher’s exact test 
was applied for categorical variables when the expected frequencies for any group were less than or equal to five.
The results of the validation set and the average results of the four-fold cross validation of the DCNN classifier 
were measured based on the patient, not on the image. The Delong method was used to calculate the AUCs for 
the DCNN classifier and three radiologists, and multi-reader multi-case ROC analysis was used to calculate the 
pooled AUC of three radiologists under the assumption of random readers and random cases34,35. Bootstrapping 
(1000 bootstrap samples) was used to compare the AUCs of the DCNN classifier and three radiologists36. 
Sensitivity, specificity and accuracy were determined from the optimal threshold using the Youden index (Youden 
index = sensitivity + specificity − 1).
Kappa statistics were used to analyze agreement among the three radiologists. We used the linear weighted 
kappa to account for partial agreement because the outcome encompasses ordinal scoring. Interpretation of the 
kappa values was based on a guidelines provided by Landis and Koch37.
All P values less than 0.05 were considered to indicate statistical significance. All statistical analyses were 
conducted using IBM SPSS Statistics (version 23.0; IBM Corporation, Armonk, NY) and R (version 3.4.1; R 
Foundation for Statistical Computing, Vienna, Austria).
Figure 5. An example of deep-learning scoring in a 30-year-old woman with tuberculous spondylitis patients. 
The trained deep convolutional neural network classifier detected lesions in each image and displayed their 
position using a rectangular box. Each box was divided into two colors according to the class of the lesion, and 
a probability was given (tuberculous spondylitis, red box; pyogenic spondylitis, sky-blue box). The highest 
probabilities for tuberculous and pyogenic spondylitis obtained from each magnetic resonance image were 
summed over all slices, respectively. The deep-learning score was defined as the proportion of the summed 
probability for tuberculosis to the summed probability for tuberculosis and pyogenic spondylitis. The final 
deep-learning score was calculated as 0.81, which was higher than the selected threshold value (0.31, Youden 
index), and was diagnosed as tuberculous spondylitis. Abbreviations: DL, deep-learning; Pyo, pyogenic 
spondylitis; Tb, tuberculous spondylitis.
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Data Availability Statement
The datasets generated during and/or analyzed during the current study are available from the corresponding 
author on reasonable request.
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