Mutually unbiased bases of a Hilbert space can be constructed by partitioning a unitary error basis. We consider this construction when the unitary error basis is a nice error basis. We show that the number of resulting mutually unbiased bases can be at most one plus the smallest prime power contained in the dimension, and therefore that this construction cannot improve upon previous approaches. We prove this by establishing a correspondence between nice mutually unbiased bases and abelian subgroups of the index group of a nice error basis and then bounding the number of such subgroups. This bound also has implications for the construction of certain combinatorial objects called nets.
for all |φ ∈ B and all |ψ ∈ B . (Here we use Dirac's bra-ket notation, where the ket |ψ denotes a column vector, the corresponding bra ψ| denotes its conjugate transpose, and φ|ψ denotes the standard inner product of the vectors |ψ and |φ .) Let N MUB (d) denote the maximum cardinality of any set containing pairwise mutually unbiased bases (MUBs) of C d . It is an open question to determine N MUB (d) for every d.
It is well known that N MUB (d) cannot exceed d + 1 [4, 7, 10, 12, 24] . There exist constructions that attain this upper bound when d is a prime [11] , and more generally, when d is a prime power [4, 6, 14, 24, 25] . In other words, we have N MUB ( p e ) = p e + 1 (2) for any prime p and e ≥ 1.
For non-prime power dimensions, the maximal number of mutually unbiased bases N MUB (d) is not known-even the smallest case, d = 6, is unresolved. The first construction of mutually unbiased bases in non-prime power dimensions appears in [14, 25] . If d = mn, then we have
For arbitrary d, let π (d) denote the set of prime factors of d, and let d p denote the largest power of p ∈ π(d) that divides d. Then 
We will refer to this construction as the reduce to prime power construction. In particular, this result implies that N MUB (d) ≥ 3 for any dimension d. (Another proof of this fact can be found in [4] . Note also that this construction is reminiscent of MacNeish's construction of N (d) − 2 mutually orthogonal Latin squares of order d [14, 19] .) Based on (4), one might suspect that N MUB (d) is given by N (d) for any dimension d. But this is false; a counterexample is provided by the construction in [23] , which yields more MUBs for certain dimensions than the reduce to prime power construction. It was shown that for all square dimensions d = s 2 , N MUB (d) ≥ N MOLS (s) + 2, where N MOLS (s) is the maximal number of mutually orthogonal Latin squares of size s. When d = 26 2 , for example, this shows N MUB (26 2 ) ≥ 6, whereas N (26 2 ) = 5. Note that this construction also has consequences for non-square dimensions since we can use the decomposition (3) .
For prime power dimensions d = p e , there are two types of constructions that attain the upper bound d + 1. The first is based on exponential sums in finite fields and Galois rings [14] . In [2] it was shown that a natural generalization of this construction to arbitrary dimensions cannot yield more MUBs than the reduce to prime power construction.
The second construction which attains the maximal number of MUBs in prime power dimensions is based on finding maximal commuting subsets of matrices of a unitary error basis [4] . This idea can be applied in any dimension, but it is not known how many MUBs can be produced in this way when the dimension is not a prime power.
In this paper we concentrate on the second construction in the case in which the unitary error basis is a nice error basis. A nice error basis is a special type of unitary error basis with an underlying group structure. We show that the maximal number of MUBs produced by partitioning a nice error basis, N NMUB (d), cannot exceed the number N (d) produced by the reduce to prime power construction. This shows that if we want to construct a large number of MUBs by partitioning a unitary error basis, that basis should be wicked (i.e., not equivalent to any nice error basis).
Mutually unbiased bases are of interest not only as mathematical objects in their own right, but also for applications in quantum information theory. For example, quantum mechanics can be used to securely distribute a secret key by encoding information into two different mutually unbiased bases [5] . MUBs are also useful in the construction of minimal von Neumann measurements for quantum state identification [24] , among other applications.
The remainder of the paper is organized as follows. In Section 2, we review the construction of mutually unbiased bases from a partition of a unitary error basis, and in particular, from a nice error basis. We also establish a connection between nice mutually unbiased bases and sets of trivially intersecting abelian subgroups of the index group of a nice error basis. In Section 3, we prove the main result by establishing a bound on the size of such sets. Then, in Section 4, we discuss examples that show the upper bound of N (d) on N NMUB (d) is achieved. In Section 5, we give a stronger bound for the particular case where the group is abelian and its structure is known. In Section 6, we point out that our results also provide bounds on the sizes of nets constructed in a particular way, and show that a complete set of nice MUBs corresponds to an affine translation plane. Finally, we conclude in Section 7 with a discussion of the results and some open problems.
Nice mutually unbiased bases
We will consider mutually unbiased bases constructed from certain kinds of unitary error bases. A unitary error basis E is a basis of the vector space of complex d × d matrices that is orthogonal with respect to the trace inner product. In other words, a set of unitary matrices E :
Two constructions of unitary error bases are known: nice error bases, a group-theoretic construction due to Knill [16] ; and shift-and-multiply bases, a combinatorial construction due to Werner [22] . There exist nice error bases that are not equivalent to any shift-and-multiply basis, as well as shift-and-multiply bases that are wicked [15] .
In this paper we are concerned primarily with nice error bases, which are unitary error bases with an underlying group structure. We will use a definition that appears different from, but is equivalent to, the one proposed by Knill (cf. [13] ). To give this definition, we begin with some background material on projective representations. Let GU d (C) be the d-dimensional general unitary group over the complex numbers, and let P : GU d (C) → PGU d (C) be the projection onto the projective general unitary group PGU d (C) = GU d (C)/Z (GU d (C)), where Z (·) denotes the center. A d-dimensional projective (unitary) representation of a finite group G is a homomorphism ρ : G → PGU d (C). Given any such map, one can choose a finite preimageĜ of ρ(G) in GU d (C) with P(Ĝ) = ρ(G). The groupĜ is of central type if |ρ(G)| = d 2 and trĝ = 0 for eachĝ ∈Ĝ − Z (GU d (C)). If ρ is faithful and some (and hence each) preimageĜ is of central type, then we say ρ is of central type. Note that a finite subgroupĜ
Nice error bases can be defined as follows:
Definition 1 (Nice error basis). Let G be a group of order d 2 with identity element 1.
The group G is called the index group of the nice error basis N . Notice that for each
, and hence is of trace 0, so N is a unitary error basis.
Unitary error bases can be used to produce mutually unbiased bases using the following construction:
be a set of n(d − 1) + 1 unitary matrices that are mutually orthogonal with respect to the trace inner product. Furthermore, let each class C k of the partition of C contain d commuting matrices U k,t ,
For fixed k, let B k be a basis of common eigenvectors |ψ i k of the matrices U k, j . Then the bases B k form a set of n mutually unbiased bases, i.e.,
For a proof of this result, see [4, 9] . Note that such partitions of unitary error bases correspond to sets of mutually orthogonal maximal abelian subalgebras, which are studied, for example, in [21] . In Section 4 we give a shorter proof of condition (6) for the special case of d + 1 nice error bases. We address the question of how many mutually unbiased bases can be constructed when the set C in Lemma 2 is a subset of a nice error basis. We call such bases nice mutually unbiased bases. The main result of this paper is the following: Theorem 3 (Limitations of nice MUBs). Let N be a nice error basis of GU d (C) with index group G. Then the maximal number N NMUB (d) of mutually unbiased bases that can be obtained by partitioning a subset C of N according to Lemma 2 is at most
We prove Theorem 3 in the next section. To do so, we first establish a connection between nice error bases and trivially intersecting abelian subgroups of the index group: Given this connection, we can produce upper bounds on the number of nice MUBs by proving upper bounds on the number of trivially intersecting abelian subgroups of the index group.
Abelian subgroups of the index group
In this section, we establish the main result of the paper (Theorem 3) by bounding the number of trivially intersecting abelian subgroups of order d of a group G of order d 2 . Throughout, we let A denote a set of such subgroups.
For any group H and p ∈ π(|H |), let O p (H ) denote the largest normal p-subgroup of H , and let Syl p (H ) denote the set of Sylow p-subgroups of H . Also, let
be the set of elements of H of order 1 or p. First we observe that G can be written as the product of two of the members of A, and that a similar decomposition holds for certain Sylow p-subgroups.
Proof: We have
so AB = G. Since G can be written as the product of abelian groups, it is solvable (see for example [20, 13.3.2] ). Furthermore, [20, 13.2.5] implies P A,B ∈ Syl p (G). Now we construct a new group G p and a set of subgroups A p that will be easier to work with.
so P is a group.
. Thus G p = A p = P A,B for any distinct A, B ∈ A, and the lemma follows.
Now we give the bound for the special case of p-groups, which by Lemma 6 implies a bound for all groups. Proof: The idea of the proof is to identify a subgroup H ≤ G such that partitioning the non-identity elements of H according to membership in A ∈ A bounds |A|. Let X ≤ Z (G) with |X | = p, where Z (G) denotes the center of G (such a subgroup must exist because every p-group has a nontrivial center; see for example [3, 5.16] ). For any fixed A, suppose X ≤ A (we will show below that such an X can always be chosen). Then let H := E p (AX).
To obtain the bound, we must compute |H |, |H ∩ A|, and |H ∩ D| for D ∈ D := A − {A}. Note that AX = A(AX ∩ D) for any D ∈ D (this follows because A(AX ∩ D) = AX ∩ AD by the modular property of groups, and AD = G by Lemma 5). 
which shows |A| = |D| + 1 ≤ |E p (A)| + 1.
Springer
It remains to show that we can always choose X such that X ≤ A. Supposing X ≤ A, we construct Y ≤ A with Y ≤ Z (G) and |Y | = p, and use Y in place of X . Let C, D ∈ D be distinct, with C = A, and let Y := C X ∩ D. Since X ≤ C, we have |Y | = p by the same argument we used to show |AX ∩ D| = p. Since |A ∩ D| = 1, Y ≤ A. Finally, Y ≤ Z (G) since y ∈ Y satisfies y ∈ D and can also be written as y = cx for c ∈ C and x ∈ X ≤ Z (G), so it commutes with any c d ∈ C D = G. This completes the proof.
Combining these results gives the following bound on the size of A:
Proof: This follows directly from Lemmas 6 and 7. Now we can easily derive our main result. By Lemma 4, a partition C = C 1 ∪ · · · ∪ C n of N as in Lemma 2 corresponds to the set A = {A i : 1 ≤ i ≤ n} of subgroups of G, where A i = P(C i ). Then since |E p (A)| ≤ d p for any A ∈ A, Lemma 8 implies n = |A| ≤ d p + 1 as desired.
Achieving the bound
In this section we construct examples which show the upper bound of N (d) on N NMUB (d) is achieved, proving that the bound is best possible.
First, consider the case where |A| = d + 1, i.e., there is a complete set of nice MUBs. In this case, G must be an elementary abelian group, G = Z p × · · · × Z p for some prime p. 
, so G = AD is abelian, and in particular, elementary abelian. Now we show that N NMUB (d) = d + 1 when d = p e is a prime power. In this case we know that G must be elementary abelian, and we want to show that this group has a nice error basis that can be partitioned according to Lemma 2. Such a partition was constructed in [4] . Here we give a nonconstructive existence proof based on some well-known group-theoretic facts and then a more concrete construction along the lines of [8] .
Let Q be an extraspecial p-group of order p 1+2e . Then it is known that Q has a faithful irreducible representation of dimension d = p e (see [3, 34.9] ). The group G := Q/Z (Q) is an elementary abelian group of order d 2 . The irreducible representation of Q gives rise to a projective representation of G of central type. We can regard G as a 2e-dimensional vector space over F p . It is also well known (see [3, 23.10] ) that there is a symplectic form f :
We see that a set A of d + 1 abelian subgroups of order d of G partitioning G corresponds to a setÃ of d-dimensional totally isotropic subspaces partitioning the symplectic space G. Then by Lemma 2, A, and hence alsoÃ, determines a nice error basis N and a set S of d + 1 mutually unbiased bases of C d .
In fact, in our special case this can be seen without appeal to Lemma 2. Given distinct A 1 ,Ã 2 ∈Ã, pick preimagesÂ i ofÃ i in Q and complements A i to Z := Z (GU d (C)) in A i Z . Since A 1 acts (by conjugation) onÂ 2 , it acts regularly on the set of 1-dimensional subspaces determined by the basis B 2 of common eigenvectors of allâ 2 ∈Â 2 . Then the argument in the proof of Theorem 2.1 in [4] shows that | φ|ψ | 2 = 1/d for all |φ ∈ B 1 and |ψ ∈ B 2 .
One setÃ can be constructed explicitly as follows. Let F d be the finite field of order d = p e , and let T denote the trace map from F d to F p (recall that the trace map is defined by T (η) := η + η p + · · · + η p e−1 for all η ∈ F d ). We can make G into a 2dimensional symplectic space over F d by defining a symplectic form g : G × G → F d . We can choose g so that f (u, v) = T (g(u, v) ) for u, v ∈ G, and letÃ be the set of d + 1 one-dimensional F d -subspaces of G (note that 1-dimensional subspaces are always totally isotropic). For distinct A, B ∈Ã, A ∩ B = 0, and so because g is 0 on A, so is f = T • g.
We will refer to (G, f ) as an F p -structure and to (G, g) as an F d -structure. Let G := H × H , where H := F e p is the direct product of e copies of F p . To define the F d -structure we will identify G with G F d := F d × F d via a suitable map φ specified below.
Let {|k : k ∈ F p } denote the standard basis of C p . Define the generalized Pauli operators
where ω is a pth root of unity. Let (x, z) := (x 1 , . . . , x e , z 1 , . . . , z e ) denote the elements of G. Define the map
Then the set N := {ρ(x, z) : (x, z) ∈ G} is a nice error basis with index group G. We define the map f :
The group G together with the symplectic form f is a symplectic space of dimension 2e over F p . Using the fact Z X = ωX Z it follows that two matrices ρ(x, z) and ρ(x , z ) commute iff f ((x, z) , (x , z )) = 0. To view G as a 2-dimensional symplectic space over F d we need to define a symplectic form g :
To do this we need some basic definitions [17] . Let {a 1 , . . . , a e } be a basis of the extension field F d over the prime field F p and {b 1 , . . . , b e } the dual basis, i.e.,
Define the map φ :
where α := e i=1 x i a i and β := e i=1 z i b i . The symplectic form g :
One can explicitly check that f ((x, z) , (x , z )) = T (g(φ(x, z), φ(x , z ))) using the property (19) . A collection of d + 1 one-dimensional subspaces of G F d is given by the lines
(the d lines with slope ∈ F d ) and
(the line with slope ∞). Due to the discussion above, the sets
form a partition of the nice error basis into d + 1 trivially intersecting sets containing d commuting matrices each, and hence specify a set of N (d) nice MUBs of dimension d = p e . This construction also lets us achieve the upper bound of Theorem 3 in the non-prime power case, using an idea along the lines of the reduce to prime power construction. More precisely, for any dimension d there is an index group G of order d 2 with corresponding nice error basis N such that we can obtain N (d) nice MUBs by partitioning N according to Lemma 2. This is seen as follows.
Let G i be the elementary abelian group of order p 2e i i , ρ i the map in (17) , and N i the corresponding nice error basis for i ∈ {1, . . . , r }. Let G := G 1 × · · · × G r , ρ := ρ 1 ⊗ · · · ⊗ ρ r , and N := N 1 ⊗ · · · ⊗ N r . Let C (i) := {C (i) 1 , . . . , C (i) p e i i +1 } be a partition of N i into p e i i + 1 commuting subsets. Choose for each i an arbitrary subset D (i) of C (i) of size N (d). Then the sets
for k ∈ {1, . . . , N (d)} are subsets of N satisfying the conditions of Lemma 2.
Stronger bound for abelian index groups
Although Theorem 3 is the best possible bound depending only on |G|, improved bounds on the size of A can be obtained when we know something about the structure of G. Here we produce an improved bound for the case of abelian index groups. For any p ∈ π(d), defineĒ
where p e is the exponent of O p (A 
) be the projection of A 3 onto A i with respect to the decomposition G = A 1 × A 2 . As |A 3−i ∩ A 3 | = 1, i is injective, and as |A 3 | = |A i |, i is an isomorphism. Thus all members of A are isomorphic. Furthermore, let a ∈ A 1 and b ∈ A 3 . Then [a, 1 (b) 
Since 1 is an isomorphism, A 1 is abelian, and therefore all members of A are abelian.
By Lemma 6, we may assume without loss of generality that d is a power of p. Let p e be the exponent of A := A 1 , and choose X ≤ A 2 with X ∼ = Z p e . Now we proceed as in the proof of Lemma 7, but with H :=Ē p (AX). We have AX = A(AX ∩ B) for all B ∈ A − {A}, so choosing a generator b for AX ∩ B, b p e−1 is of order p in H . Furthermore, H =Ē p (A) b p e−1 , so as in the proof of Lemma 7, |A| ≤ |Ē p (A)| + 1. Since all members of A are isomorphic, this bound holds for any A ∈ A, and the lemma follows.
Using this lemma, we can give a bound on the number of mutually unbiased bases constructed from any particular abelian index group. Note that abelian groups must be of the form G = H × H to be index groups of nice error bases [13] . (In the case |A| > 2, this also follows from Lemma 10.) Proof: Since any subgroup of an abelian group is normal, we can apply Lemma 10. Noting that |Ē p (A)| = p ν p (H ) , the result follows.
As a simple example of this corollary, consider the index group Z d × Z d , which has a nice error basis given by generalized Pauli operators [16] . Reference [9] showed that at most three MUBs of dimension six can be produced by partitioning the generalized Pauli operators with d = 6. More generally, the result above shows that a nice error basis of Z d × Z d can be partitioned to produce at most min p∈π(d) p + 1 mutually unbiased bases.
Implications for nets
In this section we show that the group-theoretic arguments of Section 3 can also be used to give upper bounds on the number of parallel classes of nets. A net is a combinatorial object that has many similar properties to a set of MUBs. Using this similarity, it was shown in [23] how to construct MUBs from nets. Our results in this section give further connections between MUBs and nets. Specifically, we present bounds on the number of parallel classes of nets constructed in a particular way, and we show that a complete set of nice mutually unbiased bases corresponds to an affine translation plane.
Definition 12 (Net). A (d, k; λ)-net is a set X of λd 2 points together with a set B of subsets of X (blocks) each of size λd. The set B is partitioned into k parallel classes, each containing d disjoint blocks. Every two non-parallel blocks intersect in exactly λ points.
The analogy between a net and a set of mutually unbiased bases is clear. A parallel class is analogous to an orthonormal basis in a collection of MUBs, and the condition that the bases be unbiased corresponds to the requirement that blocks from different parallel classes intersect in the same number of points.
A net is also referred to as an affine design, where "affine" indicates that every two non-parallel blocks intersect in the same number of points. We will only consider nets with λ = 1, which we refer to as (d, k)-nets.
Our results give an upper bound on the maximal number of parallel classes when we use the following construction with abelian subgroups: Lemma 13. Let G be a group of order d 2 together with a set A of subgroups of G of order d such that distinct subgroups intersect trivially. Then the incidence structure whose points are the elements of G and whose blocks are the left cosets of the subgroups defines a (d, |A|)-net.
We emphasize that whereas the nice MUB construction requires the subgroups to be abelian, the construction of nets does not.
Proof: Let A ∈ A. Clearly the left cosets G/A form a parallel class since the cosets are a partition of G. Assume that |A| ≥ 2 and let A, B ∈ A be any two distinct subgroups. These cosets can be expressed as b A and a B for some a ∈ A and b ∈ B because G = AB = B A. It remains to show that the left cosets b A and a B intersect in exactly one point, i.e., |b A ∩ a B| = 1.
Assume that |b A ∩ a B| = 1. Then there are distinct a , a ∈ A and distinct b , b ∈ B such that ba = ab and ba = ab . But this implies that a (b ) −1 = ab −1 = a (b ) −1 , so that a = a and b = b , which is a contradiction. Therefore |b A ∩ a B| = 1, which completes the proof.
If we restrict our attention to sets A containing abelian subgroups, then Lemma 8 shows that (d, k)-nets constructed according to Lemma 13 must have k ≤ N (d).
A (d, d + 1)-net is called an affine plane. Constructions of affine planes are known when d is a prime power [18] . An affine plane obtained from d + 1 subgroups of a group G according to Lemma 13 is called an affine translation plane. For G abelian it is known that G must be elementary abelian for such subgroups to exist [1] . (Note that this also follows from Corollary 9.) Thus a maximal set of nice MUBs corresponds to an affine translation plane.
Discussion
We have shown that partitioning a nice error basis cannot produce more mutually unbiased bases than the reduce to prime power construction. This result demonstrates that novel approaches (such as the construction of [23] ) are needed to improve upon the reduce to prime power construction.
The problem of determining N MUB (d) for d not a prime power remains wide open, and although we have ruled out further progress by construction of nice MUBs, there are many alternatives. One possible avenue is to show how to extend a nice mutually unbiased basis by adding more bases that do not come from the eigenvectors of operators in the nice error basis. However, no such extension is possible when d = 6 [9] , so it would be interesting to determine whether nice MUBs can ever be extended. Another possibility is to find ways of partitioning wicked error bases. This approach may be promising as many wicked error bases exist [15] . Finally, one could look for constructions of MUBs that are not directly based on partitioning unitary error bases, as in [23] .
