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Abstract
Variable structure systems are systems for which the behaviour switches between several con.gurations, each of them
modelled by a system of ODEs. The behaviour of perturbations around trajectories of variable structure systems is studied
and a sensitivity formula is derived. This formula consists of a chain of monodromy matrices and corrections which are
rank-1 updates of the unity matrix. Applications include the adaptation of classical shooting algorithms for computing
periodic solutions to piecewise smooth systems. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
Variable structure systems are systems for which the behaviour switches between several con.gu-
rations, each of them modelled by a system of ODEs. This switching can occur when a trajectory of
the system crosses a (possibly time-varying) boundary in phase-space (Fig. 1a) or when the value of
a discrete state changes. This usually occurs when the continuous state satis.es a spatial condition.
In the latter case, the systems are usually called hybrid systems due to the mixture of discrete and
continuous states. The di;erence between the two mentioned cases is rather subtle: hybrid systems
can have trajectories which, after switching, return to the same side of the boundary (see Fig. 1b).
The theory derived in this paper can easily be adapted to systems where once a boundary is hit, an
additional mapping in the state space occurs (see Fig. 1c). The unifying property of all the described
system types is the geometrical aspect of the switching from one structure into another.
Variable structure systems play an important role in many engineering applications varying from
static power converters, whose steady-state behaviour can be considered as a switched limit cycles,
electrical diode networks to mechanical systems with forbidden regions (e.g., impact oscillators).
∗ Corresponding author.
E-mail address: wim.michiels@cs.kuleuven.ac.be (W. Michiels).
0377-0427/01/$ - see front matter c© 2001 Elsevier Science B.V. All rights reserved.
PII: S 0377-0427(00)00601-4
128 W. Michiels, D. Roose / Journal of Computational and Applied Mathematics 132 (2001) 127–140
Fig. 1. Variable structure systems. (a) Switching occurs when a trajectory crosses a boundary. (b) Hybrid system: the
discrete state i changes on the hypersurface D(x; t)=0 where x is the continuous state. (c) On the boundary an additional
mapping of the state occurs.
This paper deals with the sensitivity of variable structure systems w.r.t. perturbations around a
switched trajectory. The resulting sensitivity formula can be seen as an extension of the classical
sensitivity formula.
As an application we deal with the calculation of periodic solutions of variable structure systems
using a shooting method. This technique is based on time integration and allows to deal relatively
easy with changes in the structure of the system. We show that classical shooting algorithms, i.e.,
developed for smooth systems, may not give rise to a quadratically converging Newton process, but
they can easily be corrected using the sensitivity formula derived in this paper. A related issue is
the calculation of Lyapunov exponents.
2. Sensitivity formula
2.1. Derivation
In this section we discuss the sensitivity of a point on a switched trajectory to changes of the
starting point. We consider a hybrid system. The analysis is exactly the same for the other types of
variable structure systems, except when an additional mapping on the boundary is performed. The
latter case is discussed separately. During the derivation a distinction is made between driven and
nondriven systems, but both cases lead to the same sensitivity formula.
We consider a nonautonomous hybrid system of the form

x˙ = fi(x; t);
i+ = 2 if i− = 1
i+ = 1 if i− = 2

 when D(x; t) = 0; (1)
where x ∈ Rn is the continuous state, i ∈ {1; 2} the discrete state and fi(x; t) :Rn × R → Rn are
smooth mappings. D(x; t)=0 represents the time-varying boundary on which the discrete state i and
consequently the system dynamics change. By i− (resp. i+) we denote the value of the discrete state
just before (resp. after) the switching.
Consider a trajectory starting in x0 at time t0 integrated over a .xed time T reaching point y0 at
time t1 = t0 + T with D(x0; t0) = 0 and D(x1; t1) = 0, see Fig. 2. Suppose that this trajectory hits
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Fig. 2. Switched trajectory.
the boundary at time t˜0 in x˜0 in a nontangential way relative to the (moving) plane D. This can be
expressed mathematically as(
gradDTf1 +
@D
@t
)∣∣∣∣
(x˜0 ; t˜0)
= 0: (2)
We now study the sensitivity of the end point y0 to changes of the initial point x0 under the
assumption that
• the starting time t0 is constant. Without loss of generality, we set t0 = 0 and
• the total integration time T is kept .xed.
We de.ne functions
y = ’i(x; ; t) :Rn × R× R→ Rn (3)
which map x into y by integrating the di;erential equation x˙ = fi(x; t) starting in x at time t over
a time interval . Obviously
x˜0 = ’1(x0; t˜0; 0);
y0 = ’2(x˜0; T − t˜0; t˜0):
(4)
Now assign to each x in an open -ball B(x0; ) around x0, ¿ 0, a vector x˜ and a time t˜ such that
x˜ = ’1(x; t˜; 0);
D(x˜; t˜) = 0:
(5)
Such an  always exists due to (2) and the smoothness assumption on f1 and D. Integration of the
di;erential equations from arbitrary x ∈ B(x0; ) at time t = 0 over a .xed time T yields
y(x) = ’2(x˜(x); T − t˜(x); t˜(x)): (6)
Di;erentiating (6) and evaluating the result at the values corresponding to the central trajectory
(x0; x˜0; t˜0) gives
@yi
@xj
∣∣∣∣∣
x0
=
n∑
k=1
@’2; i
@xk
∣∣∣∣
(x˜0 ; T−t˜0 ; t˜0)
@x˜k
@xj
∣∣∣∣∣
x0
+
(
@’2; i
@t
− @’2; i
@
)∣∣∣∣
(x˜0 ; T−t˜0 ; t˜0)
@t˜
@xj
∣∣∣∣∣
x0
: (7)
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The partial derivatives @x˜k=@xj and @t˜=@xj follow from di;erentiating (5), the de.ning equations for
x˜ and t˜:
@x˜k
@xj
∣∣∣∣∣
x0
=
@’1; k
@xj
∣∣∣∣∣
(x0 ; t˜0 ; 0)
+
@’1; k
@
∣∣∣∣
(x0 ; t˜0 ; 0)
@t˜
@xj
∣∣∣∣∣
x0
;
n∑
k=1
@D
@xk
∣∣∣∣
(x˜0 ; t˜0)
@x˜k
@xj
∣∣∣∣∣
x0
+
@D
@t
∣∣∣∣
(x˜0 ; t˜0)
@t˜
@xj
∣∣∣∣∣
x0
= 0:
(8)
Combining (7) and (8), for all i and j, the sensitivity of y w.r.t. x is given by
dy
dx
∣∣∣∣
x0
=M2M1 +
(R2 − @’2=@t|(x˜0 ; T−t˜0 ; t˜0) −M2R1)gradDT
gradDTR1 + @D=@t
M1; (9)
where
M1 =
@’1
@x
∣∣∣∣
(x0 ; t˜0 ; 0)
∈ Rn×n; M2 = @’2@x
∣∣∣∣
(x˜0 ; T−t˜0 ; t˜0)
∈ Rn×n;
R1 =
@’1
@
∣∣∣∣
(x0 ; t˜0 ; 0)
∈ Rn×1; R2 = @’2@
∣∣∣∣
(x˜0 ; T−t˜0 ; t˜0)
∈ Rn×1:
(10)
From the de.nition of ’1 and ’2 it follows that M1 is the result of integration of the variational
equations x˙ = @f1=@x|xr(t) x with xr(t) = ’1(x0; t; 0), the unity matrix as initial condition, over .xed
time t˜0 starting in x0 at time t = 0. Similarly, M2 is the result of integration of the variational
equations around x˙ = f2(x; t) starting in x˜0 at t˜0 over a time interval T − t˜0. R1 and R2 are the
velocity vectors of the central trajectory at the end of the .rst and the second segments respectively,
i.e.,
R1 = f1(x˜0; t˜0); R2 = f2(y0; T ): (11)
If no switching occurs, the sensitivity matrix @y=@x|x0 is equal to M2M1. The e;ect of switching
is described by the second term of (9). We will now rewrite (9) in the form M2M1, with  a
matrix describing a correction at time t˜0. We will show that this formulation allows a geometrical
interpretation and that it is well suited for numerical computations.
We now distinguish between driven and nondriven systems. By driven (resp. nondriven) systems
we denote systems with piecewise dynamics described by equations in the form x˙ = fi(x; t) (resp.
x˙ = fi(x)). The analysis will show that both cases will lead to the same sensitivity formula.
2.1.1. Non-driven systems
In this case @’2=@t|(x˜0 ; T−x˜0 ; x˜0) in (9) vanishes and because of the invariance of the trajectories
w.r.t. time-shifts in the ‘free’ areas
R2 =M2 JR1; (12)
where JR1 = f2(x˜0; t˜0) is the velocity vector at the beginning of the second segment. Therefore (9)
can be simpli.ed to
dy
dx
∣∣∣∣
x0
=M2
[
I +
( JR1 − R1)gradDT
gradDTR1 + @D=@t
]
M1 =M2M1: (13)
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Fig. 3. Driven systems. When spatial perturbations are coupled with perturbations in the starting time the original trajectory
is tracked.
2.1.2. Driven systems
In this case, (12) is not valid because a perturbation in the direction of the trajectory (parallel
to JR1) disturbs the phase relation between source and state. We will now derive a formulation for
@’2=@t in terms of M2, R2 and JR1.
According to Fig. 3, let
z(t) = ’2(x˜0; t − t˜0; t˜0) (14)
with t − t˜0 =  ( small) be a point on the original trajectory corresponding to a ‘source phase’ t.
Integrating over a period T − t˜0, starting at time t in z(t) yields
w(t) = ’2(z(t); T − t˜0; t): (15)
Since z(t) and w(t) lie on the original trajectory, we have
dw
dt
∣∣∣∣
t˜0
= R2:
Di;erentiating (15) yields
dw
dt
∣∣∣∣
t˜0
=
@’2
@x
∣∣∣∣
(z(t˜0)=x˜0 ; T−t˜0 ; t˜0)
dz
dt
∣∣∣∣
t˜0
+
@’2
@t
∣∣∣∣
(z(t˜0)=x˜0 ; T−t˜0 ; t˜0)
: (16)
Because dz=dt|t˜0 = @’2=@|(x˜0 ; 0; t˜0) = f2(x˜0; t˜0) = JR1, this equation can be rewritten as
R2 =M2 JR1 +
@’2
@t
∣∣∣∣
(x˜0 ; T−t˜0 ; t˜0)
: (17)
By combining (17) with (9) we obtain again (13). Hence Eq. (13) describes the sensitivity of the
end point of a trajectory w.r.t. changes in the starting point, both for driven and nondriven systems.
2.2. Properties of the sensitivity formula
The sensitivity dy=dx|x0 consists of a product of three factors M1,  and M2, where the Mi can
be calculated by integrating variational equations over .xed times and where
 = I +
( JR1 − R1)gradDT
gradDTR1 + @D=@t
(18)
is a rank-1 matrix which can be seen as a correction for the non-smoothness of the trajectories at
the boundaries. The matrix  has following properties:
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• Only in the case of ‘hard’ discontinuities, where f(x; t) is not continuous at the boundaries, 
di;ers from unity. For systems where the right-hand side of the equations is continuous (but
possibly with discontinuous derivatives) no adaption of the classical sensitivity formula is needed.
The underlying fact is that, due to the integration process, the trajectories have continuous velocity
vectors.
•  is not de.ned when gradDTR+@D=@t=0, i.e., when the trajectory is tangent to the discontinuity
surface. That condition is known in literature as the grazing condition (see, for example, [4]).
The fact that the components of the correction matrix  tend to in.nity when a grazing point is
approached reNects the locally in.nite stretching of the vector .eld approaching a grazing point
from inside (i.e., from the side at which the boundary is e;ectively hit). Obviously, the nonlinear
mapping x → ’(x; ; t) (following de.nition (3)) is discontinuous in each xˆ where xˆ is chosen so
that the corresponding trajectory gives rise to the grazing phenomenon (i.e., will somewhere be
tangent to a boundary).
2.3. Extension: additional mapping in the state space
Until now, we only have taken into account the geometric aspect of switching. A slight extension of
the problem occurs when, once a boundary is hit, a mapping in the state space is performed. Examples
are mechanical systems where moving masses can interact with obstacles (hard constraints). For
such systems the mapping in the state space at the boundary is determined by the kind of collisions
involved (for example perfectly elastic collisions give rise to a reversal of the velocity).
Therefore, we consider systems of the following form:

x˙ = fi(x; t);
i+ = 2 if i− = 1
i+ = 1 if i− = 2
x+ = F(x−)


when D(x; t) = 0; (19)
where x+ denotes the mapped state. The last equation describes the smooth mapping of the state
vector to be performed at the boundary D(x; t) = 0. Consider a trajectory starting in x0 (i = 1) at
t=0 which reaches the boundary in a non-tangential way at t˜0 in x˜0, where swichting occurs (i=2)
and .nally y0 is reached in a time T ¿ t˜0. For each x in a suQciently small neighbourhood of x0,
we de.ne y as the point reached by integrating equations (19) from x over .xed time T with the
same starting time t = 0. Then y satis.es
y = ’2(F(x˜); T − t˜; t˜) (20)
where t˜ and x˜ satisfy
D(x˜; t˜) = 0;
x˜ = ’1(x; t˜; 0):
(21)
Then analogously as done above, the sensitivity of y to changes of x at x0 can be calculated as
dy
dx
∣∣∣∣
x0
=M2
[
J +
JR1 gradDT
gradDTR1 + @D=@t
− J R1 gradD
T
gradDTR1 + @D=@t
]
M1; (22)
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where M1, M2, R1 are de.ned in (10), JR1 =@’2=@|(F(x˜0); 0; t˜0) and J is the Jacobian matrix of the map
F(x) evaluated at t˜0, dF(x)=dx|x˜0 .
Formula (22) would equal M2JM1 when all the trajectories would reach the surface D in the same
time. The other terms thus reNect once again the inNuence of the actual geometric position of the
boundary.
3. Application to the computation of periodic solutions by a shooting method
3.1. Classical shooting method
The sensitivity formula derived in the previous section can be used in the context of solving
arbitrary two-point boundary value problems by a shooting method. Shooting (see, for instance, [2])
is based on time integration and allows to deal relatively easy with changes in the structure of the
system. We focus on the computation of periodic solutions of ordinary di;erential equations of the
form
x˙ = F(x; (t)); x ∈ Rn: (23)
When the system is nonautonomous, the right-hand side is assumed to be periodic with period T ,
i.e., F(x; t) = F(x; t + T ), yielding solutions with the same period T .
In single shooting one solves the equation
x0 − ’(x0; T; t0) = 0 (24)
for the unknown x0. When the system is autonomous, the period of the solution is unknown, and
one solves
x0 − ’(x0; T; t0) = 0;
p(x0; T ) = 0;
(25)
where the ‘phase condition’ p(x0; T ) = 0 has to be added for uniqueness of the solution due to the
invariance of the trajectories with respect to time shifts.
The shooting process consists of solving the nonlinear equation (24) or (25) using Newton’s
method. Therefore, in order to calculate the Jacobian matrix, in both cases, @’=@x|(x0 ; (t0); T ) is needed.
In classical shooting algorithms developed for smooth systems its elements are usually calculated
using .nite di;erences, or more accurately, by integrating the variational equations around a trajectory
xr(t) = ’(x0; t; t0) passing in x0 at time t0:
x˙r = F(xr; t);
x˙1 =
@F
@x
∣∣∣∣
xr(t)
x1;
...
x˙n =
@F
@x
∣∣∣∣
xr(t)
xn
(26)
over .xed time T starting from n independent perturbations xi(t0).
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3.2. Shooting methods for variable structure systems
Although the underlying integration process can easily deal with jumps in the right-hand side of
the equations, the straightforward integration of the variational equations may lead to an incorrect
Jacobian matrix for the shooting process. Indeed, suppose that the system x˙=F(x; t) has the structure
of (1) and one integrates the variational equations from x0 at time t0, then the (k +1)th equation of
(26) can be written as
x˙k =


@f1
@x
∣∣∣∣
xr(t)
xk ; t6t˜0;
@f2
@x
∣∣∣∣
xr(t)
xk ; t ¿ t˜0
(27)
because the derivatives of F with respect to x are evaluated at xr(t) = ’(x0; t; t0), which switches at
t˜0. In fact, Eq. (26) calculates M2M1 (de.ned in (10)). But this implies that all perturbed trajectories
would reach the switching surface D(x; t) at the same time t˜0 which contradicts with the geometric
aspect of the switching: the trajectories should switch when they ‘hit’ the boundary.
In order to calculate correctly the Jacobian matrix one should use formula (13) for @’=@x|(x0 ; T; (t0)).
Because (13) is well separated into the two terms M1 and M2 (which can be calculated by integrating
the variational equations over .xed times dictated by the central trajectory) and a correction  at
the boundary, the following algorithm can be used:
Algorithm 1. Calculation of @’=@x|(x0 ; (t0); T )
S = I (unity matrix); i = 1; .nished:=false
while not .nished do
Integrate the variational equations corresponding to fi; matrix S as
initial condition. Stop when the total integration time is T or when a
boundary Di is detected (i.e.; Di(xr(t); t) = 0). Store the result
in S.
if the accumulated integration time is T ,
then
9nished:=true, @’@x |(x0 ; (t0); T ) = S
else
Calculate the correction mapping i; set S =iS; i = i + 1
endif
endwhile
Consequently classical shooting algorithms can easily be adapted to piecewise-smooth systems.
One just has to build in a detector of the boundaries and the correction matrices i can be calculated
with hardly extra cost.
Remark 1. Because the correction matrix  only depends on information about the central trajectory
xr(t) and not on the whole perturbation behaviour in the neighbourhood of the switching plane,
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Fig. 4. Switched limit cycle of a variable structure system. 1 and 2 are the correction mappings at the switching
boundary. D(x1; t1) = 0 and D(x3; t3) = 0.
calculating the evolution of a perturbation along a trajectory passing a boundary just requires one
time integration.
Remark 2. When switching is always performed at .xed times, for example at a prescribed phase
of a periodic reference signal, the correction matrices  are unity and one does not have to interrupt
the integration process if switching occurs. Mathematically, time switching can indeed be seen as
switching on an in.nitely fast moving switching plane: @D=@t=∞. This result is logical because as
shown in (27) applying shooting algorithms for smooth systems (which calculate
∏
i Mi) to variable
structure systems implies switching at .xed times.
3.3. Eigenvectors and eigenvalues of the monodromy matrix
3.3.1. Properties
When the Newton process of the shooting method converges, @’=@x|(x0 ; (t0); T ) tends to the mon-
odromy matrix whose eigenvalues determine the stability of the solution. We derive some interesting
properties of the monodromy matrices of variable structure systems.
According to Fig. 4 we de.ne the ‘sensitivity’ matrices
Mi =
@xi
@xi−1
(28)
for integration over time intervals ti+1 − ti starting in xi at ti, without taking switching into account.
Now we establish relations between the eigenvectors of the monodromy matrices in x0 and x2, lying
on di;erent segments of the cycle. The obtained results are valid in general but the terminology of
Fig. 4 is used for simplicity.
Denote by E1 the eigenvector with eigenvalue (Floquet multiplier) ! of the monodromy matrix
M (1) of the original trajectory starting in x0,
M (1)E1 = !E1; (29)
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or, using (28) and (13),
(M42M3M21M1)E1 = !E1 (30)
for the situation shown in Fig. 4, with 1 and 2 the correction mappings de.ned in the previous
section in order to obtain correct sensitivity formulae. After multiplication of both side of (30) with
M21M1 it follows that
M (2)E2 = !E2; (31)
where E2 = M21M1E1 and M (2) = M21M1M42M3 the monodromy matrix calculated in x2 with
starting time t2. This means that, as in the case of an overall smooth vector .eld, the Floquet
multipliers are independent of the point in which the monodromy matrix is calculated. Furthermore,
the eigenvectors corresponding to the same Floquet multiplier are mapped into each other by the
sensitivity matrices, with corrections on the boundaries. However, the manifold of those eigenvectors
is not smooth when passing the boundary. In fact the eigenvectors can only be de.ned in each point
not on the boundary and the limits of these eigenvectors on each side of the boundary are mapped
into each other by the correction matrices i. An illustration of this property are the velocity vectors
(eigenvectors corresponding to the trivial Floquet multiplier) which indeed change discontinuously.
When the switching boundaries are not time-varying (i.e., @D=@t = 0), using
JE =
(
I +
( JR− R)gradDT
gradDTR
)
E; (32)
one can show that(
I − R gradD
T
gradDTR
)
E︸ ︷︷ ︸
projection on grad DTx=0; direction R
=
(
I −
JR gradDT
gradDTR
)
JE︸ ︷︷ ︸
projection on grad DTx=0; direction JR
≡ Ep (33)
which states that the projection of E on the plane tangent to the boundary in the direction of the
velocity vector R equals the projection of JE on the same plane, in the direction JR. Hence we have
proven the following result.
Theorem 3. Denote by M (x) the monodromy matrix calculated in a point x of a limit cycle x(t)
switching in x˜ at t˜ on the 9xed boundary D(x)=0. Let E be an eigenvector of M−=limt→t˜−M (x(t)).
Then JE =E is an eigenvector of M+ = limt→t˜+M (x(t)), with  = I + ( JR− R)gradDT=gradDTR.
Furthermore PRDE = P
JR
D
JE ≡ Ep where PRD (resp. P JRD) are the projection matrices on gradDT|x˜ x = 0
in the direction of R (resp. R).
Suppose that the system is autonomous and instead of working with monodromy matrices, the
(n − 1)-dimensional surface D(x) = 0 is used as Poincar<e section to determine stability, i.e., one
considers the eigenstructure of the linearized map, mapping successive intersection points of the
trajectories with the surface into each other. Then Ep is an eigenvector of this linearized PoincarJe
map de.ned by section gradDTx=0 except for the velocity vectors (eigenvectors of the monodromy
matrix corresponding to the trivial eigenvalue 1) which are projected into zero. This is shown in
Fig. 5. This relation between the eigenvectors of the monodromy matrix and those of the linearized
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Fig. 5. If the boundary D(x)=0 is .xed, the projections of the eigenvectors coincide. Ep is an eigenvector of the linearized
PoincarJe map with section D = 0.
PoincarJe map is a natural extension of the results for smooth systems: in that case JR = R; JE = E
and obviously Ep = PRDE.
3.3.2. Consequences for stability analysis
It is possible that the spectral radius of M (1) is greater than one even if the product M4M3M2M1
would indicate stability. In such a case the geometric component of the switching, expressed math-
ematically by the mappings i, destabilizes the limit cycle. A practical example can be found in
[3]. It concerns a static DC-to-DC buck-converter where switching between two possible con.g-
urations occurs when a feedback signal based on information about voltages and currents (state
variables) equals an externally generated sawtooth time signal. In a particular situation chaos was
detected in the output signal (normally a switched periodic signal) but the underlying periodic orbit
could be stabilized by replacing the feedback control by pure time switching. Mathematically, the
elimination of the geometric component is expressed by the fact that the corrections i become
unity.
Also the opposite is true: an unstable switched cycle may be stabilized by manipulating the
boundaries. The underlying idea is the following: when the angle between the normal vector of
the surface and the outgoing trajectory is close to =2, the mapping  performs strong contraction
on the vector .eld which can possibly compensate the diverging behaviour between the switching
instants, see [5]. In [6] we analyse formula (13) from a control theory point of view and show that
in many practical applications, including the stabilization of limit cycles in static power converters
using pulse width modulation (PWM), the design of the controller involves the determination of the
geometric position of the switching boundaries.
3.4. Example
The following planar system (in polar coordinates),
r˙ = F(r);
#˙= 2− r − 0:75 cos #;
(34)
where
F(r) = r(1− r) when y = r sin(#)¿0;
=−0:4r(2− r) when y = r sin(#)¡ 0
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Fig. 6. Limit cycle of the system (34).
Table 1
Iterations of the shooting method applied to the system (34). The Jacobian matrix is calculated using Algorithm 1
Iteration r # T
1 0:363796517 1:500000000 4:083898347
2 0:363839800 1:500000000 4:082546598
3 0:363894760 1:500000000 4:082789164
4 0:363894761 1:500000000 4:082780850
has a limit cycle which is shown in Fig. 6. With the phase condition #− 1:5=0 and starting values
r=0:37; #=1:5 and period T=4, some Newton iterations of the shooting method are shown in Table
1. The Jacobian matrix is calculated correctly with Algorithm 1 and the convergence is quadratical.
When the geometric aspect of switching is not taken into account, i.e., when no corrections are
made on the switching surface, the shooting method diverges. Generally, when the Jacobian matrix
J in Newton’s method is not calculated correctly, the convergence is linear. Asymptotically we have,
with e(k) the error in the kth iteration step, e(k+1) = (I − J˜−1J )e(k), where J˜ is used instead of the
Jacobian matrix. In the example, matrix (I − J˜−1J ) has an eigenvalue 4:64787.
In order to illustrate the inNuence of the correction mappings on stability calculations, we now
change the orientation of the switching plane in one intersection point (indicated in Fig. 6 by the
dotted line, making an angle & with the x-axis). This does not a;ect the limit cycle, but changes
its stability properties. In Fig. 7, we plot the Floquet multipliers as a function of the orientation
&. Since only the correction mappings i depend on &, their inNuence on stability is obvious. For
& ≈ −0:9795, the incoming trajectory is tangent to the switching surface and a grazing bifurcation
occurs. The stretching of the vector .eld in the neighbourhood of this bifurcation causes the large
values of the nontrivial Floquet multiplier. For & ≈ 0:4838, the outgoing velocity vector lies in the
switching plane and one Floquet multiplier is zero. Because in this case some perturbations around
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Fig. 7. Floquet multipliers of the periodic solution of Fig. 6 as a function of the orientation of the switching surface (angle
&). Because the system is autonomous, there is a trivial Floquet multiplier 1. The solid (resp. dashed line) corresponds
to a positive (resp. negative) Floquet multiplier.
the limit cycle disappear in a .nite time, the limit cycle is called superstable. Note that by an
appropriate choice of &, the nontrivial Floquet multiplier can take any arbitrary value. In fact, this
is proven in [6], where the n-dimensional case is considered and applications to control theory are
discussed.
3.5. Calculating Lyapunov exponents
Lyapunov exponents (see, for example, [1]) play an important role in the characterization of the
long term behaviour of dynamical systems. They give useful information about the converging=
diverging behaviour of perturbations around a trajectory and can be used to classify attractors of the
dynamical system (periodic, quasiperiodic, chaotic, hyperchaotic, etc). For variable structure systems
they are even more important because chaotic behaviour is often observed. The problem of calculating
the Lyapunov exponents is strongly related to the previous one because the long term evolution of
perturbations around a trajectory (involved with the calculation of Lyapunov exponents) can be
calculated by integrating the variational equations and when the structure of the system changes, the
algorithm has to be adapted by introducing corrections . For a particular case (impact oscillator),
this is applied in [7].
4. Conclusion
We have studied properties and algorithmic issues of variable structure systems. A general formula
has been derived, which describes the evolution of perturbations around a solution of a variable
structure system. This formula plays a crucial role in the adaptation of many algorithms developed
for smooth systems to the piecewise smooth case. In this paper, this is illustrated for the shooting
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method for computing periodic solutions and we have also indicated consequences for stability
analysis and control of variable structure systems. For more details we refer to [6].
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