generated by a stationary process, has been illuminated by the introduction of certain restrictions on the regressor vectors, of a very general form, by Grenander (see Grenander and Rosenblatt (1951». These restrictions are designed to concentrate attention on cases where consistent estimates of the regression coefficients exist and the asymptotic properties of these estimates may be investigated by Fourier methods. In the case of a single regression on a single fixed variable, x t ' it is required that x t be generated by some law such that rx~~00 as the number, n, of observations increases while the lim!t of (~~)-1 rXtX t + h exists. In order to make this limit independent of end effects due to slight variations in the definition of the correlation it is further required that x~/rx~should tend to zero. The restrictions will be satisfied in most cases of regression on functions of time as well as in cases where the x t are generated by some stationary process for which the sample serial correla.tions converge with probably one.
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It is the purpose of this paper to show that these conditions are (together with certain restrictions on the nature of the process generating the residuals) sufficient to ensure that the estimates of the regression coefficients are asymptotically normal. We begin immedicately, however, with the case of a multiple system of regressions.
There is, of course, already in the literature a very considerable number of forms of central limit theorem, similar to that to be proved below. Many of these (Bernstein (1927) , Diaranda (1953) , Moran (1947» refer only to estimation of the mean and they may also impose stronger conditions on the nature of the serial dependence of the residuals (balancing this with weaker conditions on their higher moments). In KooPmans (1950) multiple systems of regressions are considered (see also Mann and Wald (1943» but the discussion given there overlaps only slightly with that to be given below mainly because the residual process is required to be one of independent random variables while lagged values of the dependent variables are included in the regressor set. The "independent" (exogenous) variables are required to be bounded and there are other important differences. The justification for the present extension in another direction lies in the importance and generality of the class of regressors considered, which was discussed in the first paragraph, together with the fact that the relatively simple conditions imposed on the regressors appear to be reasonably near to necessary conditions for the central limit property to hold, for a sufficiently general class of stationary residuals.
.3
Conditions of the Problem and Notation
We consider a system of regressions Then the matrix spectral density of the x t process is
Following Grenander we require that the components, y. t of Y t are generated J, by a process such that, with probability one, as n increases, * Actually the finiteness of an absolute moment ofo:ttJer2i8, 8>0, is all that is required below. ,n J,n
We call this limit Pj,k(h).
We put and assume that R(o) is non singular.
We may write where M(i\) is a matrix valued function whose increments are Hermitian nonnegative (Grenander and Rosenblatt (1957) .
The least squares estimate of B is (4) Where Y has Y t and Z has Zt as the t-th column.
It is preferable to express (4) In the derivation of (5) by Rosenblatt, which he expresses in a different form, it is assumed that F(A.) is non singular for every A. in C-n,nJ.
However (5) may be extended to the general case by replacing~by x t + QT}t .where 'l')t is a process of independent random vector s, independent also of x t with unit covariance matrix, and a > O. Then F(A.) is replaced by F(A.)+(a/2n) I p which is non singular. Allowing a to tend to zero (5) follows for the general case.
We make the final assumption:
F. The right hand member of (5) is not the null matrix. A word of explanation is called for in relation to this condition. A corresponding condition has not been inserted in Diananda (1953) (or Anderson (1953) Theorem 4.4) so that the central limit theorems must there be interpreted, in some cases, in a sense in which the central limit theorem would not usually be interpreted. from being applicable. It is known, from the work of Grenander and Rosenblatt that, in the situation Just described, differencing will also result in a loss of asymptotic efficiency.
We have allowed the right hand side of (5) to be singular. However, if it is not null we are reasonable in calling our theorem a central limit theorem since the dominant term in m asymptotic expansion for the distribution is, at least, not now a distribution concentrated at the origin.
3. The Central Limit Theorem.
We wish to prove that the distribution of (I D )(b-tl) converges to Thus we need to show that the product of the last two has a limiting normal distribution. However
Since which converges to a null matrix by D above, we see that the first two terms in (7) may be neglected. The expected value of the same (squared) norm. of the last term. in (7) converges to the right hand member of (6) (With i=l) which will not be null if N is large enough because of F. We shall have accomplished our * purpose if we show that the sum, over s, of the third absolute moments of any element of (6) converges to zero (see for example, Bernstein (1927) Summing (9) over 5 from N+l to n-N we find that the sum, over s, of s the sum of the third absolute moments of the elements of (8) 
