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Zusammenfassung
Die vorliegende Doktorarbeit pra¨sentiert die Ergebnisse von box und eindimensionalen Model-
len der Halogenchemie wa¨hrend Ozonabbauvorga¨ngen in der polaren Grenzschicht. Dieser tro-
pospha¨rische Ozonabbau tritt regelma¨ßig im Fru¨hjahr in der polaren Grenzschicht der Arktis
und Antarktis ein und dauert zwischen einigen Stunden und mehreren Tagen an. Katalytische
Zyklen, welche reaktive Halogene mit sich bringen, sind fu¨r den schnellen Ozonabbau verant-
wortlich. Hauptziel dieser Modellstudien ist es, zu erforschen, wie die Chemie das Eintreten dieses
Ozonabbaus beeinflusst. Die Bedeutung von HCHO, H2O2, DMS, Cl2, C2H4, C2H6, HONO, NO2
und RONO2 wurde untersucht. Anschließend wurde die potentielle Tragweite von “Frostblumen”,
Prozessen im Schnee und Eiso¨ffnungen hinsichtlich dieses chemischen Abbaus ermittelt. Weiterhin
wurde die Bedeutung von Kalziumkarbonatablagerungen durch Salzwasser, der Einfluß von Arctic
Haze, und die potentielle direkte Freigabe von Brom durch Frostblumen erforscht. Abschließend
wird in dieser Arbeit die Iodchemie der Antarktis untersucht, sowie die Wahrscheinlichkeit der
verschiedenen potentiellen Iod-Quellen ausgewertet. Es wurde herausgefunden, dass ein starker
Fluss von I2 erforderlich ist, um beobachtete IO und OIO Mischungsverha¨ltnisse herbeizufu¨hren.
Short Summary
This thesis presents box and one-dimensional model results of the halogen chemistry during spring-
time Ozone Depletion Events in the polar boundary layer. These tropospheric ozone depletions
occur regularly in spring, both in the Arctic and Antarctic and last from several hours to several
days. Catalytic cycles involving reactive halogens are responsible for the rapid ozone depletion.
The main intention of these model studies was to investigate, first, the chemistry influencing the
occurrence of these ozone depletions, namely, the role of HCHO, H2O2, DMS, Cl2, C2H4, C2H6,
HONO, NO2, and RONO2. Second, the potential importance of frost flowers, recycling on snow,
and open leads for these depletions was investigated. The importance of calcium carbonate pre-
cipitation out of the brine, the influence of an “Arctic Haze” event and the potential direct release
of bromine from frost flowers were also investigated. Third, the iodine chemistry in the Antarctic
was investigated, and the likelihood of the different potential sources of iodine was evaluated. A
strong flux of molecular iodine, prescribed from the surface, was found necessary to induce observed
mixing ratios of IO and OIO in the gas phase.
Re´sume´
Cette the`se contient des re´sultats de mode`les de type boite et unidimensionnel sur la chimie des
haloge`nes durant les pe´riodes de destruction d’ozone au printemps dans la couche limite polaire.
Ces e´ve`nements apparaissent re´gulie`rement au printemps en Arctique et Antarctique. Les cycles
catalytiques produisant les haloge`nes re´actifs sont responsables de cette destruction d’ozone.
Premie`rement, les differentes chimies affectant l’apparition de ces destructions d’ozone ont e´te´
examine´es graˆce a` ces e´tudes de mode`le. Le roˆle de HCHO, H2O2, DMS, Cl2, C2H4, C2H6,
HONO, NO2 et RONO2 a e´te´ examine´. Puis, l’importance potentielle des “Fleurs de glace”, du
recyclage sur la neige et des ouvertures de glace sur ces destructions chimiques ont e´te´ e´tudie´es.
L’importance de la pre´cipitation du carbonate de calcium dans les saumures sursale´es, l’influence
d’un e´ve`nement de pollution en Arctique (Arctic haze) et le roˆle potentiel d’e´missions directes de
brome a` partir des Fleurs de glace ont aussi e´te´ examine´s. Enfin, il est montre´ dans cette the`se que
seule une importante production d’iode (tre`s probablement provenant de la neige) peut expliquer
les concentrations de IO et OIO en phase gazeuse observe´es en Antarctique.
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Chapter 1
Introduction
1.1 Foreword and outline of this thesis
As the terms “Arctic”, and “Antarctic” are widely used in this thesis, an accurate
definition of the polar regions must be specified. The boundaries of the Antarctic
region are, due to its isolation from other continents and its specific meteorology,
rather simple. The definition of the Arctic region, however, has been a matter of
discussion. The Arctic region is vaste and diverse. It contains multiple landscapes,
climates, and environments. Several definitions may characterize this region: the
Arctic was first delimited by the region influenced by the presence of permafrost
(Barry and Ives, 1974). It is also often designated as the area north of the Arctic
circle (66◦32’ N), but this definition is too simplistic and does not take the Arctic
heterogeneity into account. Other definitions taking into account the geography and
the climate have arisen. An additional definition of the Arctic region may be the
region north of the 10◦C-July isotherm (Linell and Tedrow, 1981; Stonehouse, 1989;
Woo and Gregor, 1992). This delimitation coincides very closely with the treeline
definition (vegetation boundary beyond which trees do not grow, see Linell and
Tedrow, 1981). In a more general sense, the AMAP report (Arctic Monitoring and
Assessment Programme, see AMAP report, 1998) established a map of the “Arctic”,
comprising the various definitions. The AMAP definition of the Arctic is presented
in Figure 1.1 and corresponds to what I will refer to as the Arctic in the text.
The motivation for the studies presented in this thesis is based on various aspects
of the behavior of ozone in the Arctic. Ozone is a greenhouse gas in the troposphere
and contributes to the tropospheric oxidative capacity of the air. Ozone in spring
may undergo sudden depletions in the polar boundary layer (PBL or simply BL).
These depletions of ozone in the PBL occur over large regions both in the Arctic
and the Antarctic. Ozone then drops from background levels (40 nmol mol−1 in the
Arctic; 25 nmol mol−1 in the Antarctic) to near-zero values within several hours
to several days. Bromine catalytic cycles occurring on salt surfaces are now reco-
gnized to be responsible for the strong and rapid increases of gaseous bromine oxides
causing these so-called tropospheric “Ozone Depletion Events” (ODEs). However,
the exact origin of the precursors to formation of reactive halogens and the exact
conditions leading to a bromine explosion in the polar troposphere are not well
1
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Figure 1.1: The Arctic as defined by the 10◦C-July isotherm (after Stonehouse, 1989), the Arctic
circle (66◦32’ N), the Arctic marine boundary, and the boundary of the AMAP assessment area.
Source: AMAP report (1998).
understood. Also, the relative importance of the chlorine or iodine chemistry for
the ozone concentrations is not clear. Nearly two decades after the first discovery of
these ODEs, detailed comprehension of the physical as well as chemical mechanisms
is still lacking.
The objective of this thesis was to investigate the halogen chemistry and the
physics during tropospheric ozone depletion in polar spring using the model MIS-
TRA (MIcrophysical STRAtus model, see von Glasow et al., 2002a,b; von Glasow
and Crutzen, 2004). Halogens have their major origin in the ocean, but may be
found in various media in the polar environment such as the gas phase, in aerosols,
in brine/frost flowers, or in/on snow or ice surfaces). First, the chemistry potentially
influencing the atmospheric concentrations of ozone/halogens is investigated. MIS-
TRA is used in the box model mode and results from various chemical compounds
are analyzed.
An important issue that has also been addressed during the course of these mo-
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deling studies is the mechanism triggering the release of bromine to the gas phase,
leading to the presence of high tropospheric concentrations of gaseous halogen oxides.
Using MISTRA in the one-dimensional mode, the potential role of aerosols which
may be released from frost flower crystals is investigated. The importance of open
leads and the recycling on snow for the development of an ODE were also assessed.
Iodine may also have an important impact on the ozone chemistry. It is mainly
produced naturally by the ocean near the coast under the form of organic iodine
gases. Although iodine compounds are usually found in very low amounts in the
troposphere, iodine chemistry is faster than that of bromine and may significantly
reduce the concentration of ozone. The iodine chemistry in the Antarctic is investi-
gated and the potential sources of iodine for the PBL are evaluated. Also, the
required flux of reactive iodine that has to be prescribed from the surface in order
to account for observed atmospheric concentrations is evaluated and the interactions
between bromine and iodine species are analyzed.
This thesis helps better understand the ozone chemistry during the drastic ozone
destruction events.
In the introductory part, an overview of the ozone chemistry in the atmosphere
is first given (section 1.2). The history of observations related to the occurrence
of ODEs is summarized in section 1.3, with the chemical mechanisms leading to
these depletions given in section 1.4. Then, the relevant chemical/physical pro-
cesses that directly or indirectly influence the occurrence of ozone depletions are
presented (section 1.5). Halogens, responsible for the ozone depletions in the lower-
most troposphere are reviewed (section 1.6) and their potential sources in the PBL
are summarized (section 1.7). The current knowledge on the polar boundary layer
(section 1.8), open leads (section 1.9), the formation of brine and frost flowers (sec-
tion 1.10), and the ion migration in liquid phase (section 1.11) is also presented.
To assess the polar ozone/halogen chemistry, the model MISTRA, originally de-
veloped to study the marine boundary layer (MBL), had to be modified. These
modifications as well as the model improvements are explained in chapter 2.
The second part of this thesis (chapters 3 to 5) discusses the chemical or physical
processes that may influence the presence of an ODE in the polar boundary layer.
In chapter 3, results from sensitivity studies evaluating the potential importance
of various gases on the destruction of ozone in the polar boundary layer are presented.
These findings might help the preparation of future field campaigns by pointing out
the most relevant chemical species influencing the ozone destruction.
The presence of frost flowers, open leads, the recycling on snow, the influence of
snow on the boundary layer chemistry, the changes in meteorological characteristics
are all assessed in chapter 4. This study is the first attempt to model the potential
importance of frost flowers for the release of reactive bromine precursors. These
results provide useful information which might be used to guide future laboratory
and field studies.
In chapters 3 and 4, only the chemistry of bromine and chlorine are included in
the chemical reaction scheme of the model. In chapter 5, the iodine chemistry is
included to investigate the origin and relevance of iodine in the Antarctic boundary
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layer.
A summary of the main results of this thesis is listed in chapter 6. Future research
needs and a list of the possible fields of research that may be investigated by the
polar version of MISTRA are presented in chapter 7. Chapter 8 (Appendix) contains
a list of acronyms, symbols used in this thesis and the list of all reaction rates and
coefficients used in the model.
1.2 Ozone on Earth
Ozone, O3, was first discovered by Scho¨nbein (Scho¨nbein, 1840). It is only a mi-
nor atmospheric constituent, but has held the attention of scientists ever since its
discovery. In the late 19th century Hartley (1881) showed by the use of spectro-
scopic analyses that ozone mixing ratios are higher in the upper atmosphere than
near the ground. The first conclusive evidence of an ozone layer in the atmosphere
was deduced from ultraviolet (UV) absorption measurements made by Fabry and
Buisson (1913). Later, by use of photochemical methods, the British geophysicist
Chapman first explained the presence of ozone in the upper atmosphere (Chapman,
1930), giving theoretical support to the conclusions of Fabry and Buisson. At about
the same time, Dobson (1930) described a method to routinely measure the total
amount of ozone above an observer. He developed a technique integrating the to-
tal ozone amount in an atmospheric column of unit cross-section extending from
the ground of an observation site to the top of the atmosphere and introduced the
Dobson Unit (DU, equivalent to 2.69×1016 molecules of ozone per cm−2). After
the development of the Dobson instrument, systematic measurements of the total
ozone column revealed strong correlations between ozone and weather variations.
Later, with the use of rocket sondes and high-altitude balloons, instruments started
measuring the vertical distributions of ozone as well as temperature and wind field
profiles. Both changes in the ozone partial pressure, in the temperature lapse rate
and the wind field showed striking correlations (see Brieland, 1964; Duardo, 1967).
In 1960, Godson showed that the variation of the mean 100 hPa temperature was
almost exactly correlated with the average daily variation in ozone local concentra-
tion (Godson, 1960). He deduced that the stratospheric temperature profile is the
result of ozone absorption of radiation.
Since then, important improvements in accuracy and in measurement techniques
have been made (Singer and Wentworth, 1957). Remote ozone measurements from
satellites began in the early 1960s (Sekera and Dave, 1961; Twomey, 1961; Frith,
1961; Rawcliffe et al., 1963; Dave and Mateer, 1967; Anderson et al., 1969; Sekihara
and Walshaw, 1969; Miller, 1969) and remain a crucial tool for monitoring ozone
amounts on Earth. More recent techniques using actual satellites allow now the
retrieval of the global concentration of tropospheric ozone (Fishman et al., 1986;
Fishman et al., 1990; Chandra et al., 1999; Liu et al., 2005).
Ozone is formed photochemically in the stratosphere. When Chapman (1930)
first tried to explain the ozone photochemistry, he only used reactions involving the
oxygen allotropes (different forms of the O element within the same phase or state
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of matter). However, more accurate reaction cycles involving H2O, HO2 and OH
were later proposed by Roney (1965), Hunt (1966a), and Hunt (1966b). Although
other reactions may be important for quantitative calculations of the vertical ozone
distribution, the oxygen reactions alone are sufficient to explain the general shape
of the profile. The important photochemical reactions in the stratosphere are:
O2
hν−→ 2 O(3P) (λ ≤ 242 nm) (1.1)
O2 +O(
3P)
M−→ O3 (1.2)
O3
hν−→ O(3P) + O2 (λ ≤ 1100 nm) (1.3)
O3 +O(
3P) −→ 2 O2 (1.4)
O(3P) + O(3P)
M−→ O2 (1.5)
where hν is the dissociation energy, h is the Planck’s constant, ν is the frequency
of the dissociating radiation, λ is the wavelength, and M is any third body (N2
in most cases). However, the cycle proposed by Chapman overestimates the ozone
concentrations in the stratosphere. Additional chemical interactions with ozone
were found later by Bates and Nicolet (1950) (HOx=OH+HO2), Crutzen (1970)
(NOx=NO+NO2), and Stolarski and Cicerone (1974); Molina and Rowland (1974)
(ClOx=Cl+ClO). The difference between measured and calculated ozone profile
are only correct when the catalytic cycles from these compounds are taken into
consideration.
Ozone is a natural atmospheric gas modifying the radiation and affecting the
distribution of other gases such as NOx, SO2, CO2, and the radicals OH and HO2.
90% of ozone in the atmosphere is found in the stratosphere. There, it plays a crucial
role for life on Earth by absorbing the UV radiation. Highest ozone concentrations
are observed in the lower region of the stratosphere (altitude of 20 to 30 km for the
majority of the Earth, 12 to 20 km in the polar stratosphere, see Figure 1.2).
The ozone concentration is usually small and constant with altitude in the tro-
posphere at any given time and location. But in the stratosphere it varies with
altitude like a gaussian function. The gradient of the curve starts to increase near
the tropopause and the ozone concentration reaches a maximum value in the lower
or middle stratosphere. In the upper stratosphere, the function has a negative slope
(the curve of ozone mixing ratio is relatively constant, see profile on the right of
Figure 1.2). Most of the UV radiation with a range of wavelengths from 200 to 300
nm is absorbed by the concentration of ozone found in the stratosphere.
In the region enriched in ozone, called “stratospheric ozone layer”, most of solar
radiations for wavelengths (λ) between 290 and 320 nm (so-called UV-B) are ab-
sorbed by ozone molecules. UV-B wavelengths are biologically active. Reductions
of ozone levels in the stratosphere therefore lead to increased UV-B radiation near
the Earth’s surface which may affect the cells of living organisms.
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Figure 1.2: Typical ozone sonde profile over Alert (Canada) during the ALERT2000 campaign
(see Table 1.1). Highest O3 concentrations at about 17-18 km. Source: Ho¨nninger (2002).
1.2.1 Ozone in the troposphere
Until the late 1970s it was generally believed that tropospheric ozone had its main
origin in the stratosphere (e.g., Junge, 1963). In the troposphere, ozone is a pollu-
tant. At elevated concentrations near the ground, ozone can lead to respiratory
effects in humans and is considered as an aggressor against human health. It can
also harm plant and animal tissues.
Ozone may form naturally in the troposphere through photochemical reactions
and by electrical discharges. Electrical discharges include lightning and combustion
processes from motors. Such discharges can break up oxygen molecules
O2
disch.−→ 2 O(3P) (1.6)
which may lead to ozone formation via reaction (1.2). Industrial use and production
of ozone from electrical discharges in machines contributes to the increase of ozone in
the troposphere. Intrusions of stratospheric, ozone-enriched air into the troposphere
have been reported (e.g., see Danielson and Hipskind, 1980; Appenzeller and Davies,
1992; Galaktionov et al., 1997; Wimmers et al., 2003) and modeled (Wang et al.,
1998). This downward transport of air across the tropopause (so-called “tropopause
folding events”, see Danielson, 1980) represents an additional source of O3 in the
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troposphere. Fishman and Crutzen (1978) compared the tropospheric ozone con-
centrations in both hemispheres and estimated that 50% of the tropospheric ozone
originated from the stratosphere via tropopause folding processes. The production
of ozone molecules by oxygen photolysis is not possible in the troposphere, since so-
lar radiation with wavelengths below 242 nm necessary to photolyze O2 are blocked
by the stratospheric O3 (see reaction (1.1)).
Near the Earth’s surface, reactions between gases such as nitrogen oxides and hy-
drocarbons also create ozone. These ozone precursors are emitted in large quantities
due to human activities such as traffic and industry. Reactions involving nitrogen
oxides are key reactions controlling the amount of ozone in the troposphere (Fishman
and Crutzen, 1978):
NO2
hν−→ NO+O(3P) (1.7)
NO + O3 −→ NO2 +O2 (1.8)
with reaction (1.2) converting O(3P) produced from reaction (1.7) to O3. The
ozone concentration is then determined by the photostationary steady state of reac-
tion (1.7), (1.2), and (1.8). It is common to use the following ratio (called Leighton
ratio L) to describe these equations:
L =
[NO]
[NO2]
=
J(NO2)
[O3].kNO+O3
(1.9)
where J(NO2) is the photolysis rate for NO2 (see reaction (1.7)) and kNO+O3 the rate
coefficient of reaction (1.8). This ratio may be affected by the presence of HOx or
halogens, as will become clear in the next sections. Production of ozone by chemical
reactions involving methane or carbon monoxide is described in detail in the follo-
wing section (section 1.2.2). As compared with the stratospheric mixing ratio (up
to 10 µmol mol−1), natural mixing ratios of tropospheric ozone are small (usually a
few tens of nmol mol−1). Still, the tropospheric amount is significant with about 10
to 15% of the total atmospheric ozone loading (Fishman et al., 1990). Tropospheric
ozone shows significant variations with season and hemisphere (see Figure 1.3). On
average, tropospheric ozone is increasing (IPCC, 2001; WMO, 2006) and is expected
to keep on increasing for at least several decades (see Lelieveld and Dentener, 2000).
Ozone concentrations vary widely over space and time. Generally values are highest
where intense sunlight combines with extensive industrial and motor vehicle activity.
They reach especially high levels in conditions of hot, stagnant air. Also, in convec-
tive regions the production of NOx by lightning strikes may substantially increase
the ozone photochemical production in the troposphere (Hauglustaine et al., 2004;
Chandra et al., 2004). Note that the effect of lightning on ozone concentration was
recently found to depend on altitude and the time elapsed after the lightning event
(Ott et al., 2007).
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Figure 1.3: Tropospheric ozone retrieved from the GOME (Global Ozone Monitoring Experiment)
instrument. Monthly mean images from the year 2000. Only four months (March, June, Sept.,
Dec.) displayed. Source: http://www.temis.nl/airpollution/o3global.html.
Changes of ozone in the troposphere have a large impact on the tropospheric
chemical composition. Ozone plays an important role in the oxidation of volatile
organic and inorganic compounds (products of natural and anthropogenic emissions
from the ground, which, in turn, manifest themself by visibility deterioration through
the formation of aerosol haze). It is also the primary source of hydroxyl radicals
which initiate almost all oxidation processes.
1.2.2 Ozone in the polar troposphere
For the first time, during the Royal Society expedition to Antarctica in 1957-1958
(supported by the IGY-International Geophysical Year) surface ozone was routinely
monitored at South Pole. Monthly maxima of ozone averaged from 10 nmol mol−1
in January to about 25 nmol mol−1 in August (MacDowall (1960), see Roscoe and
Roscoe, 2006). Until the late 1970s a relatively small amount of tropospheric ozone
measurements had been made in polar regions. Later, long-term measurements
started to set up in the northern hemisphere (Oltmans, 1981; Angell and Korshover,
1983; Bojkov and Reinsel, 1985). Nevertheless, the accuracy of the results of these
long-term observations was questioned at that time (DeMuer, 1985), as they were
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based on analyses obtained with Brewer-Mast ozonesondes (Brewer and Milford,
1960). In the Arctic, ozone ranges from about 30-40 nmol mol−1 in the winter
season to mean summer values down to 20 nmol mol−1 (Oltmans, 1981). In both
hemispheres, ozone levels decrease from the cold, dark season to the warming season
due to increasing UV radiation near the Earth’s surface (see Schnell et al., 1991).
The polar regions are pristine environments. In the Arctic boundary layer, NOx
mixing ratios only amount to between 10 and 20 pmol mol−1 (Beine et al., 2002).
Under the presence of HOx nitrogen may produce ozone during the degradation of
methane (CH4) or higher hydrocarbons (CnHm) in the following reaction sequence:
CH4 +OH −→ CH3 +H2O (1.10)
CH3 +O2
M−→ CH3O2 (1.11)
CH3O2 +NO −→ CH3O+NO2 (1.12)
CH3O+O2 −→ HCHO+HO2 (1.13)
HCHO
hν−→ HCO+H (1.14)
hν−→ H2 + CO (1.15)
HCO +O2
M−→ CO+HO2 (1.16)
H + O2
M−→ HO2 (1.17)
HO2 +NO −→ OH+NO2 (1.18)
NO2
hν−→ NO+O (1.19)
O + O2
M−→ O3 (1.20)
Net: CH4 + xO2 −→ CO+ 2 H2O+ yO3 (1.21)
For one degraded CH4 molecule approximately 2.5 ozone molecules are produced.
This chain reaction produces carbon monoxide (CO) in the troposphere which ini-
tiates additional chain reactions producing ozone (Fishman and Crutzen, 1978):
CO + OH −→ CO2 +H (1.22)
H + O2
M−→ HO2 (1.23)
HO2 +NO −→ OH+NO2 (1.24)
NO2
hν−→ NO+O (1.25)
O2 +O
M−→ O3 (1.26)
Net: CO + 2 O2 −→ CO2 +O3 (1.27)
However, CH4 and CO only produce O3 molecules under conditions of sufficient
NOx levels. Under combined conditions of high HOx / low NOx concentrations,
NOx species are converted to HNO3 and reactions involving them are terminated.
Therefore, the above chain reaction involving CO now destroys ozone molecules via
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the following reactions:
CO + OH −→ CO2 +H (1.28)
H + O2
M−→ HO2 (1.29)
HO2 +O3 −→ OH+ 2 O2 (1.30)
Net: CO + O3 −→ CO2 +O2 (1.31)
The ozone budget over remote high northern latitudes in summer has been quan-
tified by Mauzerall et al. (1996) using chemical and meteorological measurements
between 0 and 6 km during the 1990 Arctic Boundary Layer Expedition (ABLE 3B,
see Table 1.1). They calculated that in situ O3 production may be explained by
photochemical production from 5-10 pmol mol−1 of NO (62%), intrusion of strato-
spheric air into the boundary layer (27%), long-range transport (9%) and production
from wildfires (2%).
The first short time-resolved and continuous measurements of surface ozone con-
centrations in the Arctic are presented by Oltmans and Komhyr (1986). At about
the same time, Bottenheim et al. (1986) published observations of sudden depletions
of ozone in the polar boundary layer during spring.
1.3 History of Ozone Depletion Events (ODEs)
Although rapid decreases of ozone concentrations had been measured at South Pole
by MacDowall (1960), it is commonly accepted by the scientific community that
Oltmans and Komhyr (1986) and Bottenheim et al. (1986) first discovered the oc-
currence of such drastic ozone depletions in the Arctic. Shortly after these ob-
servations, Barrie et al. (1988, 1989) and Bottenheim et al. (1990) suggested that
tropospheric ozone depletions might be related to Br atom chain reactions. Their
collections of aerosol samples by cellulose filters highlighted a striking correlation
between high concentrations of filterable bromine and a corresponding ozone de-
struction (see Figure 1.4 or Lehrer et al., 1997; Langendo¨rfer et al., 1999).
Figure 1.4: Ozone mixing ratio (in nmol mol−1) vs. filterable bromine (f-Br) in ng m−3. Source:
Barrie et al. (1988).
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Subsequently, numerous field campaigns focused on these tropospheric ozone de-
structions (see Table 1.1) and increased the understanding of the involved processes.
BrO has been measured for the first time in the BL by Hausmann and Platt (1994)
using long-path Differential Optical Absorption instruments (LP-DOAS). Lehrer
et al. (1997) showed a clear positive correlation between bromine in aerosols and
BrO. More recently, measurements of column BrO from satellite instruments showed
that significant concentrations were observable over large scale areas in Arctic and
Antarctic spring (see Figure 1.5, Wagner and Platt, 1998; Chance, 1998; Richter
et al., 1998; Wagner et al., 2001; Hollwedel et al., 2004). It has been proposed
that these boundary layer BrO “clouds” may also contribute to BrO in the free
troposphere (McElroy et al., 1999; Roscoe et al., 2001; Frieß et al., 2004). Field
observations showed that these regions containing elevated BrO in the boundary
layer always occurred simultaneously with ozone-depleted air. This indicates that
reactive bromine is responsible for the observed catalytic ozone destruction.
Later on, substantial molecular halogen concentrations of Br2 and BrCl were
measured at Alert, Canada (see Figure 1.6, Foster et al., 2001; Spicer et al., 2002).
Figure 1.6: Ambient mixing ratios of Br2,BrCl and O3 during ALERT2000. Source: Foster et al.
(2001).
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Figure 1.5: Monthly mean BrO vertical column density (VCD) (solar zenith angle SZA ≤ 90◦, air
mass factor (AMF) for standard stratospheric profile) in the northern hemisphere during spring
(Feb-May (from top to bottom)) for the years 1996-2001 (from left to right). Source: Hollwedel
(2005).
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They varied from values close to the detection limit (∼ 0.2 pmol mol−1) to 30-
35 pmol mol−1 in a range of hours during periods of ODEs, while Cl2 was not
observed above its detection limit of about 2 pmol mol−1. Listed in Table 1.1 are all
major field campaigns which took place in polar regions, investigating ODE-related
parameters. Table 1.2 lists all ground-based measurement sites where ozone or
ozone-related compounds have been measured. A map showing these measurement
sites is also provided (Figure 1.7).
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Table 1.2: List of measurement sites related to tropospheric ozone-halogen chemistry (a.s.l. =
above sea level).
Name Longitude Latitude Altitude
Alert, NWT, Canada 82◦27’ N 62◦31’ W 210 m a.s.l.
Amderma, Russia 69.72◦ N 61.62◦ E
Barrow, Alaska, USA 71◦19’ N 156◦36’ W 8 m a.s.l.
Bear Island 74.5◦ N 19.0◦ E
Browning Pass, Ross Sea, Antarctica 74◦36’ S 163◦56’ E
Beaufort Sea ≈ 75◦ N ≈ 140◦ W
Byrd Station 80.00◦ S 120.00◦ W
Churchill, Canada 59◦ N 94◦ W
Dumont d’Urville, Antarctica 66◦40’ S 140◦01’ E 40 m a.s.l.
Dye 3, Greenland 65.2◦ N 43.8◦ W
Eureka, Canada 80◦ N 86◦ W
Halley, Antarctic 75◦35’ S 26◦39’ W 32 m a.s.l.
Hudson Bay, Canada ≈ 55◦ N ≈ 75◦ W
Igloolik, NWT, Canada 69◦ N 82◦ W
Kangerlussuaq (Søndre Strømfjord), Greenland 67◦ N 51◦ W
Kuujjuarapik, Quebec, Canada 55.5◦ N 77.7◦ W
Marambio, Antarctic 64.2◦ S 57.7◦ W
Mould Bay, NWT, Canada 76◦15’ N 119◦20’ W 58 m a.s.l.
Mirny, Antarctic 66.33◦ S 93.01◦ E
McMurdo station, Arrival Heights, Antarctic 77◦49’ S 166◦35’ E 11 m a.s.l.
Molodezhnaya, Antarctic 67.4◦ S 45.5◦ E
Ny-A˚lesund Zeppelin Station, Spitzbergen, Norway 78◦54’ N 11◦52’ E 475 m a.s.l.
Neumayer Station, Antarctic 70◦39’ S 8◦15’ W 42 m a.s.l.
Nuuk, Greenland 64◦06’ N 51◦24’ W
Narwhal ice floe camp, Arctic (140 km NW of Alert) 83◦54’ N 63◦17’ W
Palmer Station, Antarctic 64◦55’ S 64◦00’ W 10 m a.s.l.
Poker Flat, Alaska, USA 64◦11’ N 147◦43’ W 501 m a.s.l.
Pallas-Sodankyla¨, Finland 67◦22’ N 26◦39’ E
Resolute, Canada 75◦ N 95◦ W
Scoresbysund, Greenland 70◦29’ N 21◦58’ W
Station Nord, Greenland 81◦36’ N 16◦40’ W
South Pole 90◦ S - 2810 m a.s.l.
Summit, Greenland 72◦35’ N 38◦29’ W 3238 m a.s.l.
SWAN ice floe camp, Arctic (160 km N of Alert) 83.9◦ N 63.1◦ W
Syowa Station, Antarctic 69◦00’ S 39◦35’ E
Thule, Greenland 76◦31’ N 68◦50’ W
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Figure 1.7: Map of measurement sites for the Arctic and Antarctic. Source: Simpson et al.
(2007b).
1.4 The ozone depletion process
1.4.1 The ozone chemistry in polar regions
It is now widely accepted that the bromine catalytic reaction cycles are responsible
for the ozone destruction during ODEs in the troposphere. Halogens (X,Y=Br, Cl,
I) directly destroy ozone via three main cycles (see, e.g., Simpson et al., 2007b; von
Glasow and Crutzen, 2007). Rate coefficients for the halogen oxide cross reaction
between iodine and ozone are highest, but bromine is the most abundant halogen
oxide and therefore, the most efficient halogen species for the ozone destruction:
Cycle I:
2 (O3 +X −→ XO+O2) (1.32)
XO + XO −→ 2X + O2 (1.33)
−→ X2 +O2 (1.34)
X2
hν−→ 2X (1.35)
Net: 2O3 −→ 3O2
Cycle II:
XO + HO2 −→ HOX+O2 (1.36)
HOX
hν−→ OH+X (1.37)
CO + OH
O2−→ HO2 + CO2 (1.38)
Net: O3 + CO −→ O2 + CO2
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Reaction (1.36) is very fast and represents a main pathway for the production of
HOX.
Cycle III:
XO + YO −→ X+Y+O2 (1.39)
−→ XY +O2 (1.40)
−→ OXO+Y (1.41)
Net: 2O3 −→ 3O2
The interhalogen reactions (1.39) to (1.41) have similar effects on ozone to those of
bromine itself.
If enough CH3O2 is present in the airmass, the following reaction might become
a substantial pathway to convert BrO into other reactive bromine species (Aranda
et al., 1997):
BrO + CH3O2 −→ HOBr + O2 (1.42)
−→ Br + HCHO+HO2 (1.43)
From the three cycles mentioned above and reaction (1.42), an upper limit of the
ozone loss rate as function of halogen oxide concentrations can then be expressed
as:
− d[O3]
dt
= 2×
(∑
i,j
kXiO+YjO.[XiO].[YjO]
)
+
∑
i
kXiO+RO2 .[XiO].[RO2] (1.44)
where X and Y = Br,Cl, I,
∑
i,j represents all interhalogen reactions between two
halogen species of index i and j, and R = CnHm with m=2n+1 and n≥ 0 (Stutz
et al., 1999).
HO2 impacts the speciation of bromine species via reaction with BrO (see reac-
tion (1.36)). In addition, it directly reacts with Br atoms to form HBr:
Br + HO2 −→ HBr + O2 (1.45)
Reaction (1.36) is the most efficient reaction for the modification of the bromine
speciation, followed by reactions (1.42)-(1.43) which are an order of magnitude less
efficient. The reaction rates of reaction (1.45) usually remain small. However, it may
become important when the ratio [Br]:[BrO] is high (e.g., when ozone depletion is
nearly complete).
Under sufficient amounts of NOx, the reaction of NO with HO2 may become
important for the conversion from NO to NO2:
NO + HO2 −→ NO2 +OH (1.46)
Similarly, the presence of halogen oxides (XO) with NO leads to the reaction:
XO + NO −→ X+NO2 (1.47)
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which introduces another pathway to convert NO into NO2. These reactions modify
the equilibrium for L (see reaction 1.9):
L =
[NO]
[NO2]
=
J(NO2)
[O3].kNO+O3 + [HO2].kHO2+NO +
∑
[XO].kXO+NO
(1.48)
and therefore affect the speciation of NOx and the concentration of O3 (also see
Seinfeld and Pandis, 1998). In polar regions, values for L generally do not exceed
1.6.
1.4.2 Bromine explosion mechanism and its trigger
In order to release and sustain a significant amount of halogens in the gas phase,
mechanisms involving the liquid and solid phases (aerosols, liquid layers on snow,
ice crystals/snow), activating halides, and recycling non-reactive gas phase halogens
are necessary. In the early 1990s Fan and Jacob (1992) and McConnell et al. (1992)
suggested the following important heterogeneous reaction path (X=Br, Cl) for the
liberation of Br2 and BrCl from sea salt (based on data from Eigen and Kustin,
1962), involving HOBr found in reaction (1.36):
HOBraq +X
−
sea salt +H
+ −→ BrXaq +H2O (1.49)
The release of two bromine atoms out of the liquid phase from one gaseous Br (X=Br
in reaction (1.49)) atom is called “Bromine explosion” (Platt and Lehrer, 1996).
This heterogeneous reaction activating bromide ions is needed to sustain the rapid
destruction of ozone. Indeed, both laboratory and modeling studies showed that
observations can only be explained if both gas phase and heterogeneous reactions are
taken into account (McConnell et al., 1992; Sander et al., 1997; Kirchner et al., 1997;
Fickert et al., 1999; Michalowski et al., 2000). H+ ions may be supplied by strong
acids, such as HNO3 and H2SO4 (see Mozurkewich, 1995; Tang and McConnell,
1996; Vogt et al., 1996) mostly originating from man-made emissions. Later, these
reaction cycles were studied in detail using numerical models (Sander et al., 1997;
Michalowski et al., 2000; Evans et al., 2003; Lehrer et al., 2004).
As demonstrated by reaction (1.49), the formation of reactive bromine species,
such as Br2, is initiated by hypobromous acid HOBr. The oxidation of sea salt
bromide is still a matter of discussion and several mechanisms have been investi-
gated. However, it remains unclear how important these mechanisms are for the
production of the “first” Br radical which may trigger the bromine explosion. One
possible reaction path is the aqueous oxidation of Br− by ozone in either airborne
sea salt aerosols (SSA), sea ice or on the snowpack (von Gunten and Hoigne´, 1994;
Oum et al., 1998; Hirokawa et al., 1998; Disselkamp et al., 1999; Anastasio and
Mozurkewich, 2002):
O3aq + Br
− −→ OBr− +O2aq (1.50)
OBr− +H+ −→ HOBraq (1.51)
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where the produced HOBraq can trigger the bromine explosion (reaction (1.49)).
Oxidation of aqueous bromide ions by hydroxyl radicals was also investigated (Zehavi
and Rabani, 1972; Behar, 1972; Mamou et al., 1977). The reaction pathways involve
the production of BrOH− to form more reactive bromine species:
OH + Br− ←→ BrOH− (1.52)
BrOH− + Br− ←→ Br−2 +OH− (1.53)
BrOH− +H+ ←→ Br + H2O (1.54)
BrOH− ←→ Br + OH− (1.55)
Br + Br− ←→ Br−2 (1.56)
but the values for the reaction rates of these reactions remain ill-defined. More re-
cently, focus on reactions involving bromide with several nitrogen species has shown
the potential release of photochemically active bromine compounds. In particular,
laboratory studies from Finlayson-Pitts and Johnson (1988) and Finlayson-Pitts
et al. (1989) reported reactions of NO2 and N2O5 with NaBr found in sea salt par-
ticles:
2 NO2g +NaBrs −→ BrNOg +NaNO3s (1.57)
N2O5g +NaBrs −→ BrNO2g +NaNO3s (1.58)
Shortly after these reports, Finlayson-Pitts et al. (1990) calculated that only the
latter reaction (reaction (1.58)) can significantly release reactive bromine. Also,
Behnke et al. (1994) and George et al. (1994) supplied another reaction path leading
to the formation of BrNO2 after the uptake of gaseous N2O5 in sea salt aerosols:
N2O5aq + Br
− −→ BrNO2 +NO−3 (1.59)
However, N2O5 is found in very low amounts in polar regions. Another reaction that
can release bromide from SSAs or salty surfaces involves gaseous NO3 (Sander and
Crutzen, 1996):
Br− +NO3 −→ Br + NO−3 (1.60)
NO3 is predominantly a nighttime species, but a significant amount, at high lati-
tudes, can be scavenged in aerosols at daytime (For more details, see Rudich et al.,
1998). Therefore, daytime reaction (1.60) cannot be excluded. This reaction only
takes place under high gas phase concentrations of nitrogen oxides and depends on
the ozone mixing ratio (Rudich et al., 1998).
Other reactions releasing halogens from particles have emerged. Mozurkewich
(1995), followed by Vogt et al. (1996) have studied the importance of the oxidation
of Br− by peroxomonosulphuric acid (HSO−5 or Caro’s acid):
HSO−5 + Br
− −→ HOBr + SO2−4 (1.61)
However, this reaction requires high SO2 concentrations as well as low temperatures
and does not oxidize significant amounts of Br−.
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Scientists also focused on the photolysis of organohalogens. They proposed that
bromoform (CHBr3, see Sturges and Barrie, 1988; Bottenheim et al., 1990; Sturges
et al., 1992; Hopper et al., 1994; Hausmann and Platt, 1994; Le Bras and Platt,
1995) or methyl bromide (CH3Br, see Cicerone et al., 1988; Leaitch et al., 1994)
could be substantial sources of bromine atoms. But photolysis rate calculations
made by Moortgat et al. (1993) showed that reactive Br atoms are produced in very
low amounts.
Photolysis of organic iodine species with subsequent interaction with the bromine
chemistry is also thought to be a potential precursor of reactive bromine (Vogt et al.,
1999).
1.5 Other chemical reaction cycles
This section is meant to give an introduction to reaction cycles that will be discussed
in the remainder of this thesis. For the complete list of reactions in the model, see
Tables 8.4 to 8.8 in Appendix, and for a more thorough discussion please refer to
Seinfeld and Pandis (1998); Finlayson-Pitts and Pitts (1999).
1.5.1 HCHO and HOx chemistry
Formaldehyde (HCHO) is a strong source of oxidizing free radicals (HOx) for the
PBL and has therefore received considerable interest in the last decade in polar
regions (Barrie et al., 1994b; Sumner and Shepson, 1999; Hutterli et al., 2002; Jacobi
et al., 2002; Ridley et al., 2003; Jacobi et al., 2004). Measurements in the air, firn
air, and in snow revealed variations of HCHO determined by several processes. Its
uptake/release between the snow and adjacent firn air is temperature-dependent.
Additionally, photochemical reactions and ventilation of the firn air to the above
layers play an important role in the production of HCHO from the snowpack. For
more details on the production of HCHO the reader is referred to Simpson et al.
(2007b). Its main loss reactions are (also see page 9):
HCHO
hν−→ H2 + CO O2−→ 2HO2 + CO (1.62)
HCHO+OH
O2−→ HO2 + CO+H2O (1.63)
If present in sufficient amounts, HCHO may modify the bromine chemistry via:
HCHO+ BrO
O2−→ HOBr + CO+ HO2 (1.64)
HCHO+ Br
O2−→ HBr + CO+ HO2 (1.65)
The reaction between HCHO and chlorine is discussed in section 1.5.3. The chem-
istry of formaldehyde is investigated in section 3.1.3.
Hydrogen peroxide (H2O2) in the Arctic is found in high concentrations in snow.
Snow-air fluxes have been measured at several sites in polar regions (Fuhrer et al.,
1996; Hutterli et al., 2001; Jacobi et al., 2002; Hutterli et al., 2004). It is reversibly
deposited to the snow due to nonlinear processes (chemical reactions within the
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snowpack, wind pumping...) occurring between the atmosphere and the snow (Con-
klin et al., 1993; Neftel et al., 1995). H2O2 has a significant effect on the lifetime
of trace gases as it constitutes a large potential source for gas phase oxidants HOx
which contribute to the atmospheric oxidizing capacity. H2O2 is destroyed via reac-
tions (1.66) to (1.68) (producing HOx) and is produced via reaction (1.69).
H2O2
hν−→ 2OH (1.66)
H2O2 +OH −→ 2HO2 +H2O (1.67)
H2O2 + Cl −→ HCl + HO2 (1.68)
HO2 +HO2 −→ H2O2 +O2 (1.69)
The chemistry of H2O2 is discussed in section 3.1.4.
1.5.2 DMS chemistry
In the late 1980s the understanding of the importance of dimethylsulfide (DMS)
air-sea exchange in regulating climate was considerably enhanced (Charlson et al.,
1987; Andreae, 1990). It is now recognized that emissions of biogenic DMS from
the ocean have an impact on oxidants, aerosols and cloud formation. This impact
remains ill-quantified though. In addition, feedbacks between production of DMS
and halogenated compounds also remain unclear. Toumi (1994), based on kinetic
data from Barnes et al. (1991), was the first to suggest that BrO might play an
important role in the oxidation of DMS. This was further investigated by Ingham
et al. (1999), Nakano et al. (2001), von Glasow et al. (2002b), and von Glasow
and Crutzen (2004). von Glasow and Crutzen (2004) discussed uncertainties in the
oxidation of DMS and pointed out that the net effect of DMS oxidation products
on clouds, considering BrO as oxidant, might be contrary to those suggested by
Charlson et al. (1987), namely a decrease of cloud albedo instead of an increase. If
enough DMS is present the following halogen-DMS reactions may become important:
DMS + Cl −→ HCl + CH3O2 (1.70)
DMS + BrO −→ DMSO+ Br (1.71)
DMSO +OH −→ 0.95CH3O2 + 0.95CH3SO2H
+0.05DMSO2 (1.72)
The interactions between DMS and bromine are discussed in section 3.1.5.
1.5.3 Chlorine chemistry
The chlorine chemistry has been extensively studied. Keene et al. (1999) provided
an inventory for sources of reactive chlorine. Jobson et al. (1994) were the first
to indirectly measure concentrations of chlorine atoms in the Arctic troposphere
(also see Muthuramu et al., 1994; Solberg et al., 1996; Ariya et al., 1998). However,
observed low chlorine levels in the Arctic indicated its minor role in ozone depletions
(Perner et al., 1999; Foster et al., 2001; Spicer et al., 2002). Nevertheless, chlorine
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may considerably modify hydrocarbons and radical budgets (Jobson et al., 1994;
Ariya et al., 1998, 1999; Ramacher et al., 1999). The destruction of ozone by chlorine
chemistry is described in section 1.4.1. Additionally, if chlorine levels are high
enough the following reactions may become important:
Cl + CH4
O2−→ HCl + CH3O2 (1.73)
CH3O2 +HO2 −→ ROOH+O2 (1.74)
ROOH+ Cl −→ HCl + CH3O2 (1.75)
ClO + CH3O2 −→ Cl + HCHO+HO2 (1.76)
Cl + HCHO
O2−→ HCl + HO2 + CO (1.77)
where ROOH is a hydroperoxide with R=CnH2n+1. For more details on ROOH
chemistry see, e.g., Jacob (2000); Frey et al. (2006). Chlorine chemistry is investi-
gated in section 3.1.6.
1.5.4 C2H4 chemistry
Measurements of fluxes of alkenes from the snow have shown the presence of local
sources for ethene (C2H4) in the Arctic. Bottenheim et al. (2002a) measured atmo-
spheric mixing ratios as high as 100 pmol mol−1 at Alert (Canada) in early spring
with a slow decrease with season. Three reactions characterize C2H4 effects:
C2H4 + Cl
O2−→ HCl + C2H5O2 (1.78)
C2H4 +OH
O2−→ H2C(OH)CH2OO (1.79)
C2H4 + Br
O2−→ HBr + C2H5O2 (1.80)
The rate coefficients for reactions (1.78) and (1.79) are about 200 and 2000 times
higher than for reaction (1.80), respectively. The reactions involving C2H5O2 and
H2C(OH)CH2OO are not further detailed here as their reaction rates remain very
small under polar conditions. Other reactions with heavier alkenes are not included
in the model. The investigation of the effect of these three reactions is presented in
section 3.1.7.
1.5.5 C2H6 chemistry
Alkanes are commonly present in the Arctic due to transport from the source regions
(Eurasia and northern America mostly, see AMAP report, 1998). In April, ethane
(C2H6) has been observed at different Arctic locations in the surface air at about
1.5 − 2.5 nmol mol−1 (Jobson et al., 1994; Ariya et al., 1999; Bottenheim et al.,
2002a; Blake et al., 2003) with a gradual decline with season. In the model C2H6
chemistry includes the following reactions:
C2H6 + Cl
O2−→ HCl + C2H5O2 (1.81)
C2H6 +OH
O2−→ C2H5O2 +H2O (1.82)
1.5. OTHER CHEMICAL REACTION CYCLES 25
C2H6 does not directly react with bromine. As for alkenes, heavier alkane compounds
are not included in the model. The sensitivity studies on the influence of C2H6 on
the ozone/halogen chemistry are presented in section 3.1.8.
1.5.6 NOx chemistry
NOx species are photochemically produced in the snowpack (Honrath et al., 1999,
2000a,b; Zhou et al., 2001; Beine et al., 2002; Jacobi et al., 2004). The major gas
phase NOx reactions are listed below.
NO2 +O2
hν
 NO+O3 (1.83)
NO2 +OH
M−→ HNO3 (1.84)
NO + HO2 −→ NO2 +OH (1.85)
With sufficiently high NOx concentrations, the concentrations of bromine radicals
may be altered via (also see reaction (1.47)):
X + NO2 −→ XNO2 (1.86)
XO + NO2
M
 XONO2 (1.87)
After their formation, halogen nitrate and nitrite may photolyze or decompose back
to release halogen radicals:
XNO2
hν−→ X+NO2 (1.88)
XONO2
hν−→ X+NO3 (1.89)
X + XONO2 −→ X2 +NO3 (1.90)
with reaction rates of reaction (1.90) nearly 5-10 times higher than the two photolytic
reactions. XONO2 may also hydrolyse on liquid surfaces via:
XONO2
H2O−→ HOX+HNO3 (1.91)
Also, Sander et al. (1999) suggested that BrONO2 may heterogeneously react with
aerosol halides, releasing dihalides from the aerosol, without requiring acidity (based
on experimental observations from Behnke et al., 1997):
XONO2 +X
−
aq −→ X2,aq +NO−3,aq −→ X2 (1.92)
XONO2 +Y
−
aq −→ XYaq +NO−3,aq −→ XY (1.93)
However, in the Arctic, the release of reactive bromine under background NOx levels
via these reactions is relatively small (100 times less efficient than reaction (1.49),
due to small rate coefficients for reactions (1.92) and (1.93)).
The chemistry of nitrous acid (HONO) plays an important role for the complete
nitrogen cycle in the troposphere (Perner and Platt, 1979; Heikes and Thompson,
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1983). Measurements in the Arctic during spring indicated intensive photochemical
productions in the snowpack constituting a major source of HONO for the boundary
layer (Li, 1994; Zhou et al., 2001; Beine et al., 2002, 2003; Amoroso et al., 2006).
The only relevant sink for HONO is its photolysis producing both highly reactive
OH and NO molecules:
HONO
hν−→ OH+NO (1.94)
RONO2 is likely to contribute to the NOx budget (Brasseur et al., 1999). For a
detailed description of the production and loss of RONO2, see Carter and Atkinson
(1985). In the Arctic, RONO2 mainly reacts via the following reactions:
RONO2
hν−→ NO2 + products (1.95)
RONO2 +OH −→ HNO3 + products (1.96)
RONO2 + Cl −→ HCl + NO2 + products (1.97)
The chemistry of the NOy species (NOx+HONO+RONO2) is investigated in sec-
tion 3.1.9.
1.5.7 Iodine chemistry
The major effect of iodine on the ozone chemistry is explained in section 1.4.1.
In addition to these reaction cycles iodine oxides may react with NOx, if present in
sufficient amounts, to produce I radicals subsequently reacting with ozone molecules
(see section 1.5.6).
The self-reaction of IO is the unique halogen tropospheric reaction producing
halogen oxide in the form of XxOy (with y ≥ 2. OClO is also produced but will
not be discussed further in this thesis). The self-reaction of IO has been fairly well
studied in laboratory (Sander, 1986; Laszlo et al., 1995b; Harwood et al., 1997; Misra
and Marshall, 1998). Further to this, laboratory studies from Cox et al. (1999) and
Bloss et al. (2001) have shown that the self-reaction of IO leads, in addition to the
dimer I2O2, to the production of OIO via:
IO + IO −→ OIO + I (1.98)
For more details on the branching ratios of the IO self-reaction products, see
Bloss et al. (2001). The photochemical behavior of OIO remains, to date, a debated
subject. In 1999, Cox et al. (1999) published the first kinetic study (soon followed
by experimental evidence from Ingham et al., 2000) on the photochemical stability
of OIO and calculated that OIO does not photolyze. A short time later, quantum
calculations from Ashworth et al. (2002) and absorption spectroscopy from Tucceri
et al. (2006) indicated that OIO does photolyze through:
OIO
hν−→ I + O2 (1.99)
hν−→ IO + O(3P) (1.100)
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Also, calculations from Joseph et al. (2005) by use of cavity ring-down spectro-
scopy showed that the photolysis yield of OIO had an upper limit of 10%. Recently,
Tucceri et al. (2006) documented the OIO photolysis at different wavelengths via
absorption spectroscopy and also calculated small quantum yields. The photolysis
of OIO is not included to the reaction scheme, but reactions with OH and NO
reconverting to IO are implemented following Pechtl et al. (2006):
OIO + NO −→ IO + NO2 (1.101)
OIO + OH −→ IO + HO2 (1.102)
Recently, nucleation events (or new particle bursts) were observed in the coastal
MBL (O’Dowd et al., 1998, 1999) and laboratory studies showed the possible im-
plication of OIO in these events via polymerization (OIO+OIO−→I2O4, Hoffmann
et al., 2001). Also, Saiz-Lopez et al. (2006a) coupled measurements with model
studies to provide strong evidence that OIO is an important precursor for the for-
mation of new particles. New particle formation via homogeneous OIO nucleation
is implemented in MISTRA using parameterization of Pechtl et al. (2006).
Observations of iodine enrichment in fine marine aerosols (as early as in the 1960s,
see Duce et al., 1963, 1965, 1967) suggest that reactive iodine may be irreversibly
taken up into aerosols. Different chemical reactions have been suggested. Vogt et al.
(1999) proposed the following reactions:
IO + IO −→ I2O2 (1.103)
I2O2
H2O−→ HOIaq + IO−2 +H+ (1.104)
IO−2 +H2O2aq −→ IO−3 +H2O (1.105)
where iodate (IO−3 ) accumulates preferably in small particles. Cox et al. (1999)
suggested, via kinetics-modeling comparisons, that OIO adsorption in the aqueous
phase may account for the high enrichment of iodine in these small aerosols. The
formation of IO−3 is a loss process for reactive iodine as it terminates the iodine ion
reactions in the aqueous phase. Nevertheless, observations of iodine ions (I−, IO−2 ,
IO−3 ) and their relative concentrations in particles (Wimschneider and Heumann,
1995; Baker, 2004, 2005) are, to date, not well reproduced by current models. Very
recently, Pechtl et al. (2007) showed the role of inorganic reactions with IO−3 as well
as organic reactions to produce I−, which may lead to more realistic model results
compared to observations.
Various organoiodine species are emitted from the ocean to the boundary layer
(Table 1.3). In the model, only organoiodine species observed at mixing ratios ≥
1 pmol mol−1 in the Antarctic boundary layer are included. Both CH3I and C3H7I
photolyze to liberate I atoms. In addition, they react with highly reactive OH via:
CH3I + OH −→ HCHO+ I (1.106)
C3H7I + OH −→ CH3O2 + I (1.107)
and CH3I is also destroyed by Cl radicals via:
CH3I + Cl −→ HCl + HCHO+ I (1.108)
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However, reaction rates of CH3I/C3H7I photolyses are one and two orders of ma-
gnitude higher than reaction rates with OH or Cl, respectively.
1.6 Tropospheric halogens
The research on tropospheric halogen chemistry is closely related to the history of
stratospheric halogen research. After Molina and Rowland (1974) highlighted the
importance of the chlorofluorocarbons (CFCs) for the stratospheric ozone, the re-
search on halogenated species contained in the troposphere made great progress.
Halogens can be found in the whole troposphere. Near the coast, they are mostly
produced by the ocean, but various sources can be found in the troposphere. In-
deed, halogens may be released from salt pans (Hebestreit et al., 1999; Matveev
et al., 2001; Zingler and Platt, 2005; Tas et al., 2005), salt marshes (Bill et al.,
2002; Rhew et al., 2002), volcanoes (Symonds et al., 1988; Pinto et al., 1989; Bo-
browski et al., 2003), or from soils and land vegetation (Asplund and Grimvall, 1991;
O¨berg and Grøn, 1998). Biomass burning releases halogens as well (Lovelock, 1975;
Palmer, 1976; Crutzen et al., 1979), as do industrial processes (Weissermel and Arpe,
2004). For an overview of naturally produced organohalogens, see Gribble (2003).
Halogens in the atmosphere are reactive chemical species which play an important
role in the ozone depletion chemistry described in the previous section (section 1.3).
Specifically, they are of great importance in the troposphere, as they modify the
oxidative capacity of the air by direct or indirect reaction with O3 or OH. The main
source of halogens in the troposphere is sea salt (see Eriksson, 1959a,b). Basically,
sea salt particles are produced by the bubble bursting mechanism (Figure 2.6, see
Mason, 1954; Pruppacher and Klett, 1997). In polar regions, investigations on the
tropospheric halogen chemistry have only started after the discovery of the sudden
ODEs during the polar sunrise (Barrie et al., 1988) where strong ozone depletions
were found to coincide with high levels of bromine. Since then, the major sources
of halogens have been identified (see section 1.7).
In addition to their effects on ozone, halogen radicals can also react with other
chemicals such as alkanes (section 1.5.5), sulfur compounds (section 1.5.2), and
mercury (Schroeder et al., 1998; Lu et al., 2001; Hedgecock and Pirrone, 2001;
Lindberg et al., 2002).
Two categories of halogens can be characterized. The “Reactive Halogen Species”
(RHS) comprise the halogen atoms X (X,Y = Cl,Br, I), their monoxides XO, higher
oxides XnOm, the hypohalous acids HOX, the halogen molecules X2 and interhalo-
gen compounds XY. In comparison to reaction rates and rate coefficients for RHS,
hydrogen halides (HX) and the halogen having reacted with NOx (XNOn) are re-
grouped in the term “less reactive” halogen species.
A fair amount of review articles have been published on tropospheric halogen
chemistry since the early 1980s (see, e.g., Cicerone, 1981; von Glasow and Crutzen,
2007). Overviews of laboratory studies have been compiled by Wayne et al. (1995)
or de Haan et al. (1999). Measurements of halogens in the troposphere have been
thoroughly discussed by Platt (2000) and Platt and Ho¨nninger (2003). More re-
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cently, Simpson et al. (2007b) published a review paper on halogens in the polar
boundary layer in the frame of the AICI (Air-Ice Chemical Interactions) workshop.
Large compilations of laboratory measurements have been made by, e.g., Sander
et al. (2006b) and Atkinson et al. (2006).
1.6.1 Tropospheric bromine
The presence of bromine in the troposphere was first measured in rain and natural
waters by Marchand (1852). Bromine is a minor constituent of the Earth’s atmo-
sphere. However, bromine chemistry is very efficient with regard to other chemicals,
e.g., O3. Indeed, ozone loss episodes observed in the Arctic during polar sunrise are
likely solely due to atmospheric bromine. Bromine per atom is about 50-fold more
efficient than chlorine in converting ozone to oxygen molecules.
The sources and release mechanisms for bromine in the troposphere have been
a subject of discussion for a long time. Today, the main sources for brominated
species have been identified, but their quantitative global productions remain un-
clear. Biogenic organobromine compounds constitute a non-negligible source of
reactive halogen species in the atmosphere (Warneck, 1988; Yang et al., 2005; War-
wick et al., 2006), especially in coastal regions. Organobromine is emitted by algae
in the oceans (Oertel, 1992; Sturges et al., 1992; Khalil et al., 1993) and exhibits
seasonal variabilities with a peak of emissions in spring (so-called spring bloom).
Table 1.3: Major organohalogen compound concentrations in the coastal boundary layer and their
respective photolytic lifetimes.
Typ. coastal mixing ratio Lifetime
(pmol mol−1) (years)
CH3Br 12a 0.7b
CHBr3 6a 0.07b
CH2Br2 < 1.5c 0.33b
CHBr2Cl 0.8d 0.19b
CHBrCl2 < 0.5c 0.21b
CH2BrCl < 0.5c 0.37b
halons few pmol mol−1 1− 100b
CH3I 2.4e 0.014f
C3H7I 0.2− 2.0c 5× 10−3 f
C2H5I 0.1d 5× 10−3 f
CH2BrI 0.3d 1× 10−4 f
CH2ClI 0.11d 5× 10−4 f
CH2I2 0.4d 5× 10−6 f
a Cicerone et al. (1988) b WMO (2003) c Schall and Heumann (1993)
d Carpenter et al. (1999) e Reifenha¨user and Heumann (1992) f Vogt et al. (1999)
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The major biogenic release of bromine in the atmosphere occurs in the form of
CH3Br, CHBr3, and CH2Br2 (Fabian and Singh, 1999). These organic species are
relatively unstable in the lowermost troposphere. CH3Br (methyl bromide) is the
most abundant form, contributing about 50% to the tropospheric biogenic halogen
loading. Species like CHBr2Cl, CHBrCl2 and CH2BrCl decompose before reaching
the stratosphere, but are emitted in too small amounts (see Table 1.3) to influen-
ce ozone in the troposphere. All the aforementioned bromocarbons mostly have
their origin in the ocean near the coast, only CH3Br may be anthropogenically
produced. Halons (H-1211, H-1301, H-2402, H-1202) are only anthropogenic and
their lifetime is significantly higher than bromocarbons and methyl bromide. They
do not influence the tropospheric bromine concentrations. Table 1.3 lists the major
organohalogen compound concentrations in the MBL and their respective photolytic
lifetimes.
Figure 1.8: Schematic depiction of the major bromine and chlorine reaction pathways in both gas
and aqueous phase. Source: von Glasow and Crutzen (2007).
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1.6.2 Tropospheric chlorine
The first measurements of chlorine compounds in the troposphere are very old. Mea-
surements of chloride in rain droplets were first undertaken in the late 19th century
(Smith, 1872). Reactive chlorine in the troposphere is important when conside-
ring acidity in rain, corrosion, and chemistry of the marine boundary layer (e.g.,
reaction of chlorine atoms with methane, see Platt et al., 2004). Biogenic sources
are the main contributors to the chlorine loading in the troposphere. However, an-
thropogenic sources also significantly contribute to the global budget. The most
abundant chlorine-containing species present in the troposphere are CH3Cl (∼45%),
CH3CCl3 (∼25%), HCl, CHClF2, Cl2, CCl2 = CCl2, CH2Cl2, COCl2, and CHCl3.
However, most volatile chlorine in the troposphere exists as HCl and CH3Cl (Graedel
and Keene, 1995). The principal source of reactive chlorine in the boundary layer
is the production of sea salt aerosols from sea spray. Marine algae, volcanoes, and
coal combustion appear as secondary sources of reactive chlorine for the whole tro-
posphere.
The interest for the chlorine chemistry in polar regions has risen after the dis-
covery of high concentrations of bromine during polar sunrise. Chlorine was first
observed in inorganic forms. Since then, numerous observations of inorganic as well
as organic chlorine in the Arctic have been reported (see, e.g., Barrie et al., 1994c;
Leaitch et al., 1994; Hara et al., 2002; Ianniello et al., 2002). These observations of
chlorine in the Arctic have, however, only shown small concentrations which can-
not be responsible for the observed ozone depletions. While the role of chlorine for
ODEs is most probably minor, chlorine atoms significantly influence the oxidation
of volatile organic compounds (VOCs). Chlorine atoms destroy a variety of hydro-
carbons, such as alkenes, alkanes, and alkyl nitrates. Firstly, indirect measurements
of chlorine atoms were derived from the rates of hydrocarbon decay in airmasses of
known chemical age (also called “hydrocarbon clock” method, Jobson et al., 1994;
Solberg et al., 1994). The chlorine atom concentration was then estimated at 3×103-
6×104 molec cm−3. While this method has been somewhat criticized (see discussion
in Tuckermann et al., 1997), the results nevertheless show evidence for the presence
of Cl atoms in the Arctic BL. In addition to results from Jobson et al. and Solberg
et al. in 1994, indirect evidence for the presence of chlorine atoms has also been
derived from HCl observations (Vierkorn-Rudolph et al., 1984). In parallel, indirect
evidence for the presence of chlorine atoms was also obtained by alkyl nitrate decay
observations (Muthuramu et al., 1994). Their kinetic analysis led to values similar
to Jobson et al. for chlorine atom concentrations. Additional chlorine atom mea-
surements, using various kinetic analyses of non-methane hydrocarbons (NMHCs)
concentrations, have then followed, providing comparable tropospheric Cl concen-
trations (Solberg et al., 1996; Singh et al., 1996; Rudolph et al., 1996; Ariya et al.,
1998; Ramacher et al., 1999; Boudries and Bottenheim, 2000).
Measurements of chlorine oxides ClO in the troposphere started in the mid 1990s
(Platt and Janssen, 1996). During the Arctic Tropospheric Ozone Chemistry (ARC-
TOC) campaign (Table 1.1), first measurements of ClO in the pristine Arctic envi-
ronment were undertaken (Tuckermann et al., 1997; Perner et al., 1999). In 1995,
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Tuckermann et al. first measured high average mixing ratios of ClO of about 21
pmol mol−1 (but with high detection limit ∼20 pmol mol−1), while in 1996 values
were generally near 3 pmol mol−1 (with reduced detection limit of 9 pmol mol−1).
Observations during the year 1995 appear unrealistic in comparison with measure-
ments at other Arctic sites. Independently, Perner et al. (1999) only measured
maximum mixing ratios of 2 pmol mol−1 in the Arctic. These low mixing ratios of
ClO exclude the chlorine chemistry from being responsible for the ozone depletion.
First measurements of photolyzable chlorine (Clp, e.g., Cl2 and HOCl) were made
by Impey et al. (1997b) using photoactive halogen detector (PHD) technique (Impey
et al., 1997a). Their measurements showed total photolyzable chlorine (TPC) mixing
ratios from 0 to 100 pmol mol−1 with decreasing trend from the dark to the sunlite
period. The first “direct” measurements of Cl2 by chemical ionization (APCI) were
attempted by Foster et al. (2001) and Spicer et al. (2002). As mentioned on page 13,
molecular chlorine was not observed above its detection limit of 2 pmol mol−1 during
the whole measurement campaign (Feb.-March at Alert, Canada).
The main cycles of the chlorine chemistry, as implemented in MISTRA, is schema-
tically depicted in Figure 1.8.
1.6.3 Tropospheric iodine
Measurements of iodine in the atmosphere have been undertaken for several decades
(see, e.g., Miyake and Tsunogai, 1963; Garland and Curtis, 1981) and to date, che-
mistry and photochemistry of iodine have remained constant fields of study. The
understanding of the iodine chemistry has strongly increased after nuclear research
on radioactive iodine in the 1950s (see, e.g., Mettler, 2002; Santschi and Schwehr,
2004). Nevertheless, the iodine chemistry in the atmosphere remains poorly under-
stood. One of the first studies highlighting the importance of iodine chemistry in
the troposphere is from Chameides and Davis (1980), followed several years later
by Jenkin et al. (1985). For a thorough review of the literature on the sources of
iodine in the troposphere the reader is referred to Vogt (1999); Carpenter (2003);
von Glasow and Crutzen (2007), and for particle measurement techniques, Kulmala
et al. (2004). The largest source of iodine in the boundary layer is of biogenic ori-
gin (macro-algae) in the form of organoiodine (Schall and Heumann, 1993; Schall
et al., 1994, 1997; Carpenter et al., 1999; Giese et al., 1999), also called “iodohy-
drocarbons”. Studies performed in polar regions on macro-algae have also shown
the production of biogenic iodine (brown and green macroalgae are more produc-
tive than red, see Laturnus, 1996; Laturnus et al., 2000). Among organic iodine,
methyl iodide (CH3I) is the most abundant compound of the boundary layer (Love-
lock et al., 1973) with several pmol mol−1 (Cicerone, 1981). Numerous organic
iodine species have also been detected in the ocean water as well as in the tropo-
sphere (Rasmussen et al., 1982; Singh et al., 1983; Class and Ballschmiter, 1988;
Carlier et al., 1991; Reifenha¨user and Heumann, 1992; Schall and Heumann, 1993;
Carpenter et al., 1998). These organoiodine compounds are most likely formed via
antimicrobial activity (Fenical, 1981) generated by macro-algae or various types of
phytoplankton. As a result of supersaturation in sea water due to their low solubility,
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these compounds are degassing from the ocean into the atmosphere.
Chameides and Davis (1980) first suggested that the iodine chemistry would be
initiated by the photolysis of CH3I. This was based on the measurements made
by Lovelock et al. (1973) and Singh et al. (1979) who found volume mixing ratios
of CH3I of 1-5 pmol mol
−1 over the ocean. Early modeling studies (Jenkin et al.,
1985; Chatfield and Crutzen, 1990; Jenkin, 1992; Solomon et al., 1994; Davis et al.,
1996) first considered photolysis of CH3I as the sole iodine source. Later, Vogt et al.
(1999) developed a detailed iodine reaction scheme for the MBL including other
alkyl iodides (C3H7I, CH2I2 and CH2ClI). Cox et al. (1999) conducted a kinetic
study focusing on the photochemical properties of OIO. Sander et al. (1997) and
McFiggans et al. (2000); McFiggans (2005) performed box model studies on iodine
oxides and on detailed iodine and chlorine gas phase chemistry, respectively. von
Glasow et al. (2002b) extended the chemical mechanism of iodine developed by Vogt
et al. (1999). Kanaya et al. (2002) suggested the involvement of iodine chemistry
in the HOx chemistry. More recently, after modeling studies from Jenkin (1993) on
the Arctic chemistry, Calvert and Lindberg (2004) performed a sensitivity study on
various iodine sources (CH2I2 and I2) for the ozone destruction in polar regions.
Direct measurements of iodine oxides (IxOy) in the MBL started in 1999 by use
of LP-DOAS (Alicke et al., 1999). Since then, IO (Allan et al., 2000; Saiz-Lopez
and Plane, 2004; Zingler and Platt, 2005; Saiz-Lopez et al., 2005; Peters et al., 2005)
and OIO (Allan and Plane, 2001; Saiz-Lopez and Plane, 2004; Peters et al., 2005;
Saiz-Lopez et al., 2006b) have been observed at several mid-/high latitudes sites.
However, measurements in the Arctic or Antarctic are still extremely scarce. The
first attempt to measure IO in polar regions was made by Tuckermann et al. (1997)
(in the Arctic) who could not detect it above the detection limit (∼ few pmol mol−1).
The first positive measurements of IO were accomplished above Ny-A˚lesund (see
Table 1.2) and have been reported by Wittrock et al. (2000). A short time after,
Frieß et al. (2001b) measured IO for the first time in the Antarctic troposphere by
use of passive zenith-pointing DOAS at Neumayer Station and approximated mixing
ratios as high as 5-10 pmol mol−1 (assumed that IO is located below 2 km). In the
Arctic, no such mixing ratio has yet been measured. At Alert (Canada), Tuckermann
et al. (1997) estimated IO mixing ratios of less than 1 pmol mol−1 in the Arctic
boundary layer. Similarly, Ho¨nninger (2002) measured maximum IO mixing ratios
of 1 pmol mol−1 during the ALERT 2000 campaign (see Tab. 1.1). Very recently,
Saiz-Lopez et al. (2007b) measured IO mixing ratios of up to 20 pmol mol−1 at Halley
Station (Antarctic), which is the highest value ever reported in the atmosphere.
Such a high mixing ratio of IO in the Antarctic has been investigated by use of
one-dimensional model simulations (Saiz-Lopez et al., 2007c). It was found that a
very strong flux of I atoms of 1.0×1010 molec cm−2 s−1 had to be prescribed out
of the snowpack. Saiz-Lopez et al. (2007c) also showed that IO vertical gradients
are better reproduced in models when photolysis of IxOy compounds are taken into
account, and calculated that the required I flux from the surface may be reduced
to ∼109 molec cm−2 s−1. Also recently, remote sensing retrievals of IO via the
SCIAMACHY satellite have revealed promising results (Saiz-Lopez et al., 2007a).
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Attempts to measure OIO in the Antarctic are under evaluation (U. Frieß, pers.
comm.).
Measurements of iodine concentrations in comparison to the concentration of
Na+ in large and small aerosols suggest that aerosols constitute a sink for reactive
iodine rather than a source for the boundary layer (also see section 1.5.7, or Seto
and Duce, 1972; Martens et al., 1973). However, the various speciation of measured
particulate iodine (see Baker, 2004, 2005) is not completely understood and is not
well reproduced by current models. Models generally obtain [I−]:[IO−3 ] ratios in
particles strongly lower than observed ratios (see discussion by Pechtl et al., 2007).
To date, even though a lot of progress has been made in the understanding of sources,
reaction mechanisms and photolysis rates, important gaps remain. Kinetic data
and observations are still urgently needed to reduce uncertainties in models. The
reactions included in MISTRA involving iodinated species are depicted in Figure 1.9.
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Figure 1.9: Scheme of gas and liquid phase iodine chemistry as implemented in MISTRA. Source:
Pechtl et al. (2006).
1.6.4 Tropospheric fluorine
According to the current knowledge fluorine is unimportant for tropospheric che-
mistry because it rapidly reacts to form very unreactive HF. HF is efficiently formed
via F + H2O −→ HF +OH. Fluorinated species have very high atmospheric life-
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time and are therefore not of importance for the discussion of this thesis which
focuses on rapid tropospheric (polar) chemistry. Nevertheless, the chemistry of fluo-
rinated species, such as SF6, CF4 and C2F6, shows very high global warming poten-
tial (GWP). Also, high productions of man-made CFCs exert important greenhouse
forcing (Ramanathan, 1975). Therefore, fluorine chemistry should remain investi-
gated to avoid missing important reaction paths for the ozone chemistry in polar
regions.
1.7 Sources of halogens in the Polar Boundary Layer
The dominant source of reactive bromine in the Arctic troposphere remains a matter
of debate. Several sources for bromine were suggested in the literature. The ocean
constitutes an inexhaustible source of halogens (see sea water ion composition in
Table 1.4). In polar regions, most of the halogen atoms released to the PBL come
from salts containing Br− that originate from the ocean and are oxidized to bromine
radicals through the bromine explosion (section 1.4.2). Also, a significant part of
halogens found in the PBL comes from biogenic activity (see section 1.6.1). Berg
et al. (1983) first suggested that the spring bloom of gas phase bromine in the Arc-
tic might be caused by bromoform (CHBr3) emissions from red benthic macroalgae.
However, few years later Gschwend et al. (1985) and Wever (1988) showed that
macroalgae release bromoform mostly in temperate oceans. In addition, these algae
are sparsely distributed over the Arctic Ocean. The possible release of bromoform
from ice microalgae was first proposed by Oltmans et al. (1989) but field measure-
ments could not be obtained to confirm this hypothesis. In 1992, Sturges et al.
(1992) published the first laboratory and in situ results indicating that microalgae
emit significant amounts of bromoform in the Arctic. Later, in the 1990s, algae pro-
ductions of methyl bromide and bromoform were studied in greater detail and were
suggested to importantly contribute to the bromine loading in the boundary layer
(Sturges and Barrie, 1988; Cicerone et al., 1988; Bottenheim et al., 1990; Sturges
et al., 1992; Hopper et al., 1994; Leaitch et al., 1994; Le Bras and Platt, 1995).
However, calculations of photolysis rates in the troposphere has rapidly excluded
them from being a major source of bromine (JCHBr3 ∼ 10−6 s−1, Moortgat et al.,
1993).
Sea salt aerosols are produced from the ocean via the bubble bursting mechanism
(section 2.2.4, Figure 2.6) and under wind stress at the sea surface. However, it can
be easily demonstrated that sea salt aerosols are a minor contributor to gas phase
bromine (see Sander et al., 1997; Michalowski et al., 2000; Lehrer et al., 2004).
Growing evidence from observations highlighted the importance of the snowpack
and models satisfactorily underlined its role for the heterogeneous halogen chemistry
(Tang and McConnell, 1996; Michalowski et al., 2000; Lehrer et al., 2004), but the
geographical occurrence of ODEs cannot be fully explained with the simple presence
of snow and aerosols. Studies on first-year sea ice (FYI) highlighted its potential im-
portance in providing adequate halogen-enriched surfaces with a likely role of frost
flowers (FF), as they are promising candidates for supplying bromine compounds
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Table 1.4: Initial concentration of sea water components (Jaenicke, 1988; Andrews et al., 1996).
Species Cl− Na+ Mg2+ SO2−4 K
+ Ca2+ HCO−3 Br
− I−
Concentration(mmol l−1) 550 470 53 28 10 10 2 0.85 0.001
into the air. Comparisons between model calculations and measurements made by
Frieß et al. (2004) showed good agreements between enhanced levels of BrO and sea
salt surfaces. Also, the study by Kaleschke et al. (2004) using back-trajectories cal-
culations in combination with a thermodynamic model to simulate areas potentially
covered by frost flowers (PFF) revealed a strong correlation between PFF-impacted
air and GOME BrO maps. This study suggested that frost flowers could be impli-
cated in the generation of BrO (also see Jacobi et al., 2006). However, very recently,
Simpson et al. (2007a) measured that high levels of BrO were more correlated to FYI
than to PFF. To date, the exact origin of these sudden clouds of BrO remains un-
clear. However, strong evidences designate the brine or the frost flowers containing
brine as the most likely precursors of reactive bromine.
1.8 Polar boundary layer and temperature inversion
In his book dedicated to boundary layer meteorology, Stull (1988) defines the bounda-
ry layer as “that part of the troposphere that is directly influenced by the presence
of the Earth’s surface, and responds to surface forcings with a timescale of about
an hour or less”. Basically, surface forcings mentioned by Stull include exchanges of
heat, momentum, and moisture. The boundary layer is the region of the atmosphere
that is the most affected by the Earth’s surface. The concept of boundary layers
is relatively old (Prandtl, 1905). Since then, the physics of the boundary layer has
been extensively investigated (see Houghton, 1986; Strunin et al., 1997; Eisen and
Kottmeier, 2003; Neff et al., 2007).
A unique feature of the Arctic environment is the frequent occurrence of low-level
temperature inversions (i.e., temperature increases with height). This was first in-
vestigated in the mid 1920s and demonstrated by Brooks (1931) from kite ascents
over Siberia. Information on the inversion structure was also provided after the
Maud expedition from kite and captive balloon ascents (Sverdrup, 1933). Wexler
(1936) was the first to identify the physical processes involved in the formation of
temperature inversions in the Arctic. Based on soundings from Arctic coastal sites
Vowinkel and Orvig (1967), and later Vowinkel and Orvig (1970), made more accu-
rate inversion characterizations possible. Measurements of temperature inversions
over ice shelves and ice sheets have been reported for example by Ball (1956); Let-
tau and Dabberdt (1970); Lettau (1971). More recent studies on these inversions
include Kahl (1990), Overland and Guest (1991), and Serreze et al. (1992). Inver-
sion heights in the Arctic vary between 1000 and 1200 m for the winter season. In
early spring, inversion heights decline to about 300-500 m. However, the inversion
depth and intensity vary regionally and exhibit considerable variability on daily to
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weekly time scales. In the Antarctic, spring measurements have shown inversion
heights as low as 50 m (Handorf et al., 1999). Summer values range from 200 to
400 m (Heinemann and Rose, 1990).
It is important to distinguish between the terms “temperature inversion” and
“boundary layer”. As mentioned above, temperature inversions refer to local tem-
perature increase with height. In the Arctic, temperature inversions have been
observed at a wide range of altitudes (10 to 1000 m). They may be formed by diffe-
rent types of large/meso- scale meteorological processes, such as transport of warm
air over a cold surface, surface radiative cooling, subsiding air from high pressure
systems, or the passage of cold fronts. The term “boundary layer” refers to the at-
mospheric layer directly influenced by the surface. This area of the atmosphere may
only be a fraction of the inversion depth. Defining a boundary height is not simple
as the theoretical definitions differ one from another. Theoretically, the boundary
can be defined as the height where the value of quantity is only a fraction (e.g.,
10%) of its surface value. Chemically, it can be defined as the atmospheric layer
where chemical compounds emitted from the surface are vertically well mixed. In
meteorology, a jump in potential temperature gradient dθ
dz
is often used as definition
for the boundary layer height.
In the model discussed here the boundary layer height is calculated via the buoy-
ancy term B of the momentum flux budget equation (see Stull, 1988) using averaging
methods:
B = w′θ′v ∼=
(
w′θ′
)[
1 + 0.61q
]
+ 0.61θ
(
w′q′
)
(1.109)
where θv, the virtual potential temperature, is:
θv = θ . (1 + 0.61q) (1.110)
and w′θ′ is the vertical kinematic eddy heat flux, w′θ′v the flux of virtual potential
temperature, and q the specific humidity (kgaq kg
−1
air). The boundary layer height is
then defined as the height where B exceeds a threshold value (10−5 K m s−1). In the
cases explained in this thesis the calculated boundary layer height is equivalent to
the temperature inversion depth. Therefore, differentiating between the two terms
makes no difference.
Several techniques are commonly used to investigate the structure of the BL,
such as sodar (using vertical wind speed profile from backscattered sonic signal, Neff
et al., 2007), tethered balloons (using vertical temperature profile from tethersondes,
Helmig et al., 2007) or lidar systems (using vertical profile of aerosol light scattering,
Melfi et al., 1985).
The temperature difference between the inversion base and top may reach 10-12 K
in winter and decreases through the warming season. In spring the temperature dif-
ference is about 3-5 K (Hopper et al., 1998; Ridley et al., 2003). Over the central
Arctic Ocean, inversions are still present in the great majority of summer soundings.
However, summer inversions are weak and may easily break off. Figure 1.10 shows
the initial temperature/potential temperature profiles set at the beginning of the
one-dimensional model runs in MISTRA. This figure shows the decrease in tempe-
rature with increasing height followed, at 300 m, by a temperature inversion. The
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Figure 1.10: Left: typical initial temperature profile at the start of one-dimensional model runs in
MISTRA for mean surface temperature of 245 K. Temperature difference between inversion base
and top: ∼3 K. Right: same for the potential temperature (θ).
warmer air above the cold air near the surface constitutes a horizontal boundary
for vertical motions. The θ profile on the right-hand side shows that the modeled
air within the boundary layer is well mixed (dθ
dz
∼0). Typically, boundary layers in
polar regions are found to be very stable during spring. However, neutral or convec-
tive boundary layers have also often been observed due to, for instance, orographic
obstacles or strong convection from an open lead (Dethleff, 1994; Morales Maqueda
et al., 2004). For more details on the stability of boundary layers, see Stull (1988);
Anderson and Neff (2007). Under the influence of open leads (or polynyas, see
section 1.9) the polar boundary layer is named “polynyal” boundary layer and is
associated with the “Marginal Ice Zone” (MIZ) boundary layer (Anderson and Neff,
2007). Depending on the ratio of open water extent with the ice extent, conditions
may very rapidly generate vertical mixing suppressing the temperature inversion.
Elevated concentrations of pollution gases and aerosols have been observed to
coincide with the top of the inversion layer (Bridgman et al., 1989; Kieser et al.,
1993). Photochemical destruction of ozone in the Arctic BL at sunrise involves the
entrapment of ozone in the inversion layer which may undergo a drastic depletion
(see Lehrer et al., 2004). Under these conditions the BL plays a dominant role in
the ozone depletion process by limiting the dispersion of reactive species present in
the air or produced by the polar surfaces.
The detailed processes behind the termination of ODEs is unclear. Rapid ob-
served replenishments of ozone in the PBL cannot be explained by chemistry. ODE
terminations therefore typically involve the entrainment of ozone-rich air from the
free troposphere via BL break-off. Also, efficient removal of reactive bromine may
stop the ozone depletion but replenishment of ozone must occur to significantly in-
crease the ozone concentration back to background levels. Note that only deposition
of halogens to unfrozen water constitutes a real sink for atmospheric loadings, as
halogens deposited to the snowpack may be subsequently re-emitted. According to
observations, the entrainment of free tropospheric ozone-rich air into the BL may be
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caused by either strong convection from the surface (open leads) or by synoptic at-
mospheric systems such as passing fronts. Cloud formations, leading to bi-directional
mixing, may also account for the termination of ODEs, but their involvement has
not been assessed yet.
1.9 Open leads and polynyas
Sea ice in polar regions is composed of various types of individual ice floes. These ice
floes range from several meters to many kilometers in length. They are separated
by areas of open water which are commonly called “open leads” (or leads) and
“polynyas”. Open leads (OL) are roughly linear openings (see Figure 1.11) taking
their origin from divergent ice motions.
Figure 1.11: MODIS (Moderate Resolution Imaging Spectroradiometer) satellite image showing
the shear zone along the coast of the Canadian Arctic Archipelago. Axel Heiburg Island is at the
bottom. The image covers an area of approximately 526 km by 376 km, with a resolution of 250 m.
Source: Serreze and Barry (2005).
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Movements of ice floes generating these openings may be caused by ocean cur-
rents, tidal waves or wind stress on ice sheets. Open leads typically range from
kilometers to tens of kilometers in length and meters to kilometers in width and
cover a minimum of 1-2% of the Arctic area (winter, see Wittmann and Schule,
1966; Asselin, 1977; Barry et al., 1993). Open leads tend to remain open for a day
or less (Makshtas, 1991).
According to WMO (2006) polynyas are “non-linear shaped opening enclosed in
(sea) ice”. They consist of irregular openings (Figure 1.12), often containing frazil
ice (a collection of loose, randomly oriented needle-shaped ice crystals in water) at
the surface.
Figure 1.12: Sea ice field in the Barents Sea near Franz Josef Land for June 6, 2001, based on
visible-band MODIS imagery. Horizontal resolution of 250 m. The image is about 526 km by
376 km. Note the large polynyas on the right-hand side of the image. Source: Serreze and Barry
(2005).
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Two formation mechanisms can be distinguished: wind-driven formations in ma-
jority responsible for the presence of shelf water polynyas; and sensible heat mecha-
nism from subsurface water creating and maintaining deep water polynyas. Polynya
sizes widely vary from 100 or 1000 m to 100 km (Smith et al., 1990; Alam and Curry,
1997), equivalent to 10 to 105 km2 (Barber et al., 2001). Leads and polynyas can
occupy up to 12% of the Arctic ice area (Gloersen and Campbell, 1991). During the
cold season, polynyas generally quickly refreeze to form areas of new, thin ice (see
Figure 1.13-left).
Recurrent formations of polynyas are often observed. They owe their existence
to the presence of geographical obstacles such as the ocean floor topography or the
shoreline geometry, or to particular atmospheric and oceanic conditions. Recurrent
polynyas occur only in very particular locations. A list of these regular polynyas for
both hemispheres is presented in Table 1.5.
Table 1.5: Summary of recurrently observed polynyas in both the Northern and Southern Hemi-
spheres.
Polynya location (Northern Hemisphere) Reference
Eurasian shelves Pfirmann et al. (1995); Winsor and Bjo¨rk (2000)
Kashevarov Bank (Okhotsk Sea) Alfultis and Martin (1987); Martin et al. (1998)
Okhotsk Sea shelves Wakatsuchi and Martin (1990); Gladyshev et al. (2000)
St. Lawrence Island Grebmeier and Cooper (1995); Lynch et al. (1997)
Storfjorden (South of Svalbard) Haarpaintner (1999); Haarpaintner et al. (2001)
Whaler’s Bay (North of Svalbard) Falk-Petersen et al. (2000)
Polynya location (Southern Hemisphere) Reference
Cosmonaut Sea Comiso and Gordon (1996)
East Antarctica shelves Massom et al. (1998); Ushio et al. (1999)
Eastern Weddell Sea shelves Kottmeier and Engelbart (1992)
Ronne-Filchner Ice Shelf Hunke and Ackley (2001); Renfrew et al. (2002)
Mertz Glacier (East Antarctica) Lytle et al. (2001); Roberts et al. (2001)
Ross Sea Ice Shelf Arrigo et al. (1998); Gordon et al. (2000)
Terra Nova Bay van Woert (1999); Budillon et al. (2000)
Weddell Sea/Maud Rise Bersch et al. (1992); Muench et al. (2001)
In the remainder of this thesis, for the sake of simplicity, the term “open leads”
includes open leads and polynyas without distinction.
The impact of OLs on the overlying air has been extensively studied (Andreas
et al., 1979; Kottmeier and Engelbart, 1992; Dethleff, 1994; Eisen and Kottmeier,
2003). Open leads are now recognized to have a significant effect on the radiation
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Figure 1.13: Left: newly frozen open lead in the Arctic ocean. Photograph taken during the Ban-
croft Arnesen Expedition in spring 2005 (see http://www.bancroftarnesenexplore.com/). Courtesy
of A. Atwood. Right: Frozen ocean in the Fram Straight (North of Spitzbergen). Open leads
release heat and moisture to the cold air, see fumes emanating from the leads. Photograph taken
at 500 m, 1998. Courtesy of L. Kaleschke.
budget (Schnell et al., 1989). Water vapor over those leads exerts a major control
on the regional energy budget through cloud formation and radiative effects (see
photograph of open lead fumes in Figure 1.13-right and Dethleff, 1994; Leaitch
et al., 1994; Strunin et al., 1997; Morales Maqueda et al., 2004). Moisture fluxes
over sea water induce significant growth of aerosol particles, changing the particle
composition and the gas-particulate partitioning. Field measurements generally use
simultaneous measurements of the vertical wind component (w
′
), temperature (T
′
)
and water vapor mixing ratio (q
′
) fluctuations to calculate the turbulent fluxes of
sensible heat (function of w′T ′) and of latent heat (function of w′q′) with the eddy
correlation method (see section 2.3.4 and, e.g., Obuchov, 1988).
Spring is a common period for the observation of OLs. In addition to their
contribution to the energy balance, OLs also provide a source region for SSAs.
Furthermore, the formation of frost flowers is closely linked to the presence of OLs,
as frost flowers grow from air saturated with water vapor. The sea water freezing
process occurring at the surface of OLs also leads to the rejection of brine.
1.10 Brine and frost flower formation
There are great differences in solubilities between sea water and ice. Water is an
excellent solvent capable of dissolving large amounts of inorganic salts (e.g., NaCl).
On the other hand, salts are almost insoluble in ice. At sub-zero temperatures,
pure ice is the first solid to precipitate. For a detailed description of the growth,
structure and properties of sea ice, see Weeks and Ackley (1986); Weeks (1998). In
polar regions, sea ice grows with salt ions being rejected from the ice lattice into
unfrozen parts of the system. Salts and gases initially dissolved in sea water are
expelled from the freezing solutions to interstitial regions. These regions may be
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found in the form of isolated cells or brine channels which may reach the boundaries
of the forming ice. Most of the brine is expelled from the ice via these channels
which remove brine to the open ocean (see Figure 1.14). The resulting brine which
Figure 1.14: Cross-section through layer of artificial sea ice. Well discernible brine channel (black).
Source: Eicken et al. (2000).
is more dense than the average sea water, sinks (see Figure 1.15). This process is
essential for regional as well as global oceanographical studies investigating water
circulations (see, e.g., Aagaard and Carmack, 1989; Shcherbina et al., 2003). The
entrapped cells of brine in ice have interested Arctic scientists for many years. Their
quantity and composition in sea ice affect the behavior and physical properties of
the ice. They strongly affect radiative and heat transfer (Perovitch, 1998; Weeks,
1998) and their concentrated ions control the electromagnetic properties of the sea
ice (Hallikainen and Winebrenner, 1992; Golden et al., 1998b,a). Another form of
brine formation is the thermodynamic, upward transport of sea salt from the ice
interior toward the surface which leads to the accumulation of a brine layer on top
of the new sea ice (Weeks and Ackley, 1986; Weeks, 1998; Carignano et al., 2007).
Both field and laboratory studies have observed the formation of this thin liquid
layer developing on top of the newly-formed sea ice during the first hours of the ice
growth. The thickness of this brine layer covering the ice (or slush layer) depends
on the temperature (∼ nm to several mm) and is very saline. When the thickness
of the brine layer is of the order of nm, this layer is often referred to as “quasi liquid
layer” (QLL, see Cho et al., 2002; Carignano et al., 2007).
To date, processes involved in the upward transport of brine to the ice surface
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Figure 1.15: Schematic depiction of dense water concentrated in salts sinking, preceded by brine
rejection to subsurface water. Source: Born and Bo¨cher (2001)
remain a matter of debate. Ono and Kasai (1985) proposed that this transport pro-
ceeds through porous ice due to the relative depression of the ice cover. Formation
of brine, in the macroscopic view, has been studied both theoretically (Rubinsky,
1983) and experimentally (Edelstein and Schulson, 1991; Nagashima and Furukawa,
2000; Menzel et al., 2000).
Figure 1.16: Snapshots from the freezing simulation of the 0.3 M salt solution. (a) 1 ns, (b) 200 ns,
(c) 400 ns, (d) 600 ns. Na+ and Cl− are given as light green and dark brown spheres, respectively.
Source: Vrbka and Jungwirth (2005).
More recently, laboratory studies highlighted the microscopic structure and thermal
evolution of brine inclusions on sea ice by the use of nuclear magnetic resonance
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(NMR) spectroscopy (Eicken et al., 2000; Cho et al., 2002), while molecular dyna-
mics (MD) simulations investigated the temporal evolution of salt molecules during
solution freezing (Figure 1.16, see Vrbka and Jungwirth, 2005; Carignano et al.,
2007). Both successfully reproduced the isolation of salt ions in restricted regions
within the ice lattice.
Ionic fractionation occurs at temperatures below zero. The ionic composition of
the brine was first investigated in detail at the beginning of the 20th century. The
first quantitative experiments on the solid and liquid phases of sea water at sub-
freezing temperatures were published by Gitterman (1937). He first analyzed the
formation of four hydrated salts. Later, Nelson and Thompson (1954) determined
the relative amounts of each of the six major sea water ions in the brine. Richardson
and Keller (1966) determined, by use of NMR spectrometer, the composition of the
brine layer with more precision and computed the total amount of brine present
at each equilibrium reached for temperatures down to -70◦C. Later, Richardson
(1976) published phase relationships in sea ice as a function of temperature and
showed that hydrated salts like CaCO3·6H2O (calcium carbonate), Na2SO4·10H2O
(mirabilite), CaSO4·2H2O (calcium sulfate), or NaCl·2H2O (sodium chloride) pre-
cipitate. Therefore, the remaining brine contains less of these ions than sea water.
Note that calcium carbonate begins to precipitate just below the freezing point,
followed by mirabilite at -8.2◦C and calcium sulfate at -10◦C. Precipitation of salts
during sea ice formation has been re-evaluated by Anderson and Jones (1985), and
carbonate solubility in brine at low temperatures has recently been investigated in
more detail by Marion (2001). Laboratory studies from Papadimitriou et al. (2003)
also experimentally showed the precipitation of calcium carbonate during sea ice
formation.
Note that the occurrence of brine is highly related to the formation of open
leads/polynyas which are the sources of freshly formed sea ice. Under cold condi-
tions, open water exposed to cold overlying air freezes, and brine forms. The brine
layer has been observed to persist even at very low temperatures (Richardson, 1976).
As evident from reaction (1.49) the autocatalytic release of bromine from salt
particles depends on the acidity of the particles or the solution. Ocean water, which
is the source of sea salt particles and the brine layer on top of new sea ice, is strongly
buffered with HCO−3 to a pH of about 8.1. Sander et al. (2006a) suggested that the
precipitation of CaCO3 out of the brine (nearly complete at temperatures below
265 K) would reduce this buffer in the brine which would facilitate the release of
bromine according to reaction (1.49) under clean conditions with little available
acidity. However, their calculations are questionable as they are based on rough
estimates of the acidity in brine and of Henry’s law constants of CO2. CaCO3 starts
to precipitate at a temperature of -2.2◦C (Anderson and Jones, 1985; Marion, 2001).
Below -6.7◦C, phosphate, known as inhibitor of the nucleation of calcium carbonate,
prevents CaCO3 precipitation (see Bischoff et al., 1993).
Frost flowers consist of multiple crystal needles in the form of stellar dendrites
and naturally grow on freshly-formed (sea) ice under very cold and calm weather
conditions by addition of water vapor from a saturated air. FF formation is a normal
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process which is part of the sea ice formation. They start their growth in the vicinity
of open cracks (T' 271 K) over ocean or fresh water when the forming ice reaches a
thickness of 5-8 mm (Martin et al., 1995). FF crystals can grow to a height of 10-30
mm. During sea ice formation and isolation of a brine layer on top of this new sea
ice, frost flower crystals may grow (Figure 1.17, also see Martin et al., 1995).
Figure 1.17: Frost flowers on newly-formed sea ice. Stellar dendrites of about 1 to 2 cm height.
Source: Kaleschke et al. (2004).
FFs were first studied in regard to their physical properties compared to normal
snow. Especially, scientists investigated their properties in relation to remote sensing
(Hallikainen and Winebrenner, 1992; Onstott, 1992; Nghiem et al., 1995; Martin
et al., 1995, 1996; Nghiem et al., 1997). FFs have strong effects on backscatter
signal in the microwave, visible as well as IR wavelengths due to the presence of
brine under the FFs (Heygster, 2003), and therefore can be located by satellites
(Kaleschke et al., 2004).
Interests in FF chemistry only started in 2000 (Rankin et al., 2000). The forma-
tion of FFs is highly related to the formation of brine layers on top of the forming
ice. It is generally believed that brine wicks up the FF crystals. Indeed, brine
channels contained in an isolated FF crystal have very recently been highlighted in
laboratory by 3-D X-ray micro computer tomography techniques (M. Hutterli, pers.
comm., see photograph of FFs grown on a pin before analysis, Figure 1.18).
Ions contained in the brine migrate toward the crystal branches of the frost flo-
wers through the quasi-liquid layer due to concentration gradients and probably via
mechanisms similar to the thermo-migration called Ludwig-Soret effect (Kempers,
1989; Hafskjold et al., 1993; Zhang et al., 1996). FF salinities have been measured
at up to 115 g kg−1 in the Arctic (Perovitch and Richter-Menge, 1994; Rankin et al.,
2002) compared to an average of 35 g kg−1 for sea water.
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Figure 1.18: Frost flowers grown in laboratory before 3-D tomography analysis. FF size ∼5 mm.
Courtesy of M. Hutterli.
Rankin et al. (2000) calculated that FF aerosol production in a sea-ice zone
dominates the sea salt aerosol production, which originates from the bubble bursting
mechanism (e.g., Pruppacher and Klett, 1997). In a further study, they mentioned a
large total surface area of FFs which enhances exchange and heterogeneous chemical
reactions with the ambient air (Rankin et al., 2002). In contrast, Domine´ et al.
(2005) showed by use of a volumetric method and CH4 adsorption (see Legagneux
et al., 2002) that FFs are unlikely to provide additional surface area relative to the
ice surface. Thus, the uncertainties regarding the role of FFs remain large.
There is growing evidence from field measurements that the processes related to
the formation of FFs could provide adequate surfaces for the liberation of particles
from the quasi-liquid layers under wind stress. Wagenbach et al. (1998) observed
low concentrations of sulfate in airborne particles at Neumayer Station (Antarctica).
By comparing the ratio [SO2−4 ]:[Na
+] in aerosols and in sea water, they found that
the aerosols originated from sea ice surfaces where mirabilite (Na2SO4) had to be
precipitated. Daily aerosol samples commonly showed deficits in SO2−4 of about
60-80% during cold seasons. Laboratory experiments confirmed this fractionation
on the ice pack and emphasized its rise with decreasing temperature (Koop et al.,
2000). Similarly, Rankin et al. (2000) collected frost flowers and observed analogous
depletions in sulfate and sodium relative to sea water concentrations. These results
suggest that particles observed by Wagenbach et al. (1998) are likely to originate
from the brine (including FF). Simpson et al. (2005) found that FFs provide limited
enhancements in direct heterogeneous exchange compared to other Arctic surfaces.
Also, they found that bromide release rather develops subsequent to production of
aerosols from FFs. Measurements of pH (∼8.1-8.7) and ion concentrations in FFs
made by Kalnajs and Avallone (2006) showed again that FFs are unlikely to be a
direct source of atmospheric bromine.
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1.11 Ion segregation
The typical molar ratio in sea water of Br:Cl is 1:660 (see Table 1.4, Jaenicke,
1988; Andrews et al., 1996), and a similar ratio is then expected in SSAs. How-
ever, Randles (1957, 1977) first reported negative “surface potentials” (defined as
the difference of electrical potential across the interface between the phase and a
vacuum or a gas at low density, see Randles, 1977) in solutions containing I− or
ClO−4 . These reports already led, in 1957, to the proposal that these anions (but
not cations) accumulate at the interface solution/air. Early studies by Jarvis and
Scheiman (1968) using radioactive-electrode technique completed the work of Ran-
dles (1957) by determining the surface potentials of the major halides (Cl−, Br−, I−)
in aqueous solutions. Ion segregations have then been observed in many different
studies (see, e.g., Sagie and Polak, 2000). This process is thought to have an effect
on reactions involving ions in sea salt aerosols, like halide ions. Indeed, combined
experimental studies and molecular simulations from Knipping et al. (2000) showed
that conventional chemistry and physics processes in aerosol phase cannot explain
experimental observations. In earlier studies making use of X-ray photoelectron
spectroscopy (XPS), the solvation of halides in water clusters has been investigated
(Markovich et al., 1990, 1991, 1993; Dang and Garrett, 1993; Markovich et al., 1994;
Mabbs et al., 2005). All these studies focused on the energetics and structure of
halides (especially I−) in bulk solutions and showed that halides were preferably
accumulating near the very surface of aerosols. Ghosal et al. (2000) experimentally
showed that bromide segregation was enhanced at the surface of sea salt particles.
It is important to note, however, their use of concentrated solution not replicating
sea water composition with a bulk molar ratio of 1:14 (nearly 50 times higher than
in sea water). Zangmeister et al. (2001) extended their study by investigating the
surface segregation of NaBr in solutions of mixed NaBr/NaCl ranging in molar ratio
from 1:9600 to 1:400. MD simulations also considerably improved the understanding
of ion segregation (Jungwirth and Tobias, 2001, 2002; Winter et al., 2004) and ap-
plications to atmospheric marine boundary layer were first considered by Knipping
et al. (2000) and Jungwirth and Tobias (2001). Jungwirth and Tobias (2001) showed
that, except for nonpolarizable fluoride ion (F−), all halide anions are segregated at
the interface with a surfactant activity proportional to their size/polarizability. Cl−,
and especially Br− and I− occupy an increased portion of the interface in comparison
to the portion in the bulk solution (see Figure 1.19). Average ratios between interfa-
cial concentration and bulk concentration reach 0.71 for Cl−, 2.10 for Br−, and 2.91
for I−. Later, Ghosal et al. (2005) confirmed the enhancement in surface halide with
preferential arrangements following ion polarizability. More recently, Pegram and
Record (2006) showed that H+ may also significantly segregate at the air/solution
interface, but the results of their single-ion partitioning model significantly differs
from that of Jungwirth and Tobias (2001).
The depletion of ozone during polar sunrise is correlated with the bromine che-
mistry and most likely with the bromine release from salty solutions. Reactive
bromine may be released to the gas phase via heterogeneous reaction involving the
liquid phase (see section 1.4.2). Therefore, mechanisms of ion segregation potentially
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occurring in sea salt particles or on liquid surfaces might have an effect on these
heterogeneous reactions.
Figure 1.19: A to D- Solution/air interfaces from molecular dynamics simulations. Blue: water
oxygen; Gray: water hydrogen; Green: sodium ions; Yellow: chloride ions; Orange: bromide ions;
Magenta: iodide ions. E to H- Number densities, ρ(z), of water oxygen atoms and ions plotted vs
distance from the center of the slabs in the direction normal to the interface (z), normalized by
the bulk water density, ρb. The colors of the curves correspond to the coloring of the atoms in the
snapshots. Source: Jungwirth and Tobias (2001).
1.12 Motivation for model studies
Box models (Fan and Jacob, 1992; McConnell et al., 1992; Tang and McConnell,
1996; Sander et al., 1997; Michalowski et al., 2000; Evans et al., 2003) and one-
dimensional models (Lehrer et al., 2004; Piot and von Glasow, 2007) have investi-
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gated the reaction cycles and have increased the understanding of the halogen/ozone
chemical processes. However, the relative importance of species found in the Arctic
for the ozone chemistry should be better understood. Numerous concentration and
flux measurements of compounds in the Arctic have been reported in the literature.
Nevertheless, the variability of these compounds in relation to the ozone/halogen
chemistry needs more accurate investigations to better understand the conditions
leading to the occurrence of an ODE. In chapter 3 the potential effects of the presence
of several chemical species in the PBL on the ozone level are examined. Implications
for the chemistry in the PBL are discussed in sections 3.1.3 to 3.1.9.
Among the most important open questions remaining in the scientific community,
the trigger for the bromine explosion and the exact source of halogens in the PBL
remain unanswered. Also, the spatial and temporal extent of the BrO clouds ob-
served by remote sensing techniques underline the need to better locate the sources.
The relevant meteorological conditions leading to an ODE also have to be defined
more accurately. The role of OLs and the processes occurring in/on snow are also
not completely understood in regard to the development of an ODE. Also, very
recently, the precipitation of CaCO3 out of the brine under polar conditions has
been proposed to be an important process which may lead to the acceleration of the
bromine explosion cycle. As explained in section 1.7, recent field measurements and
model simulations pointed out that the brine and FFs growing on brine may be the
major precursors for reactive bromine. The first attempt to model the influence of
FF/brine for the PBL is presented in chapter 4. The importance of OLs is modeled
as are the precipitation of CaCO3 and the meteorological/chemical processes that
may influence the occurrence of an ODE, with the snow surface acting as an efficient
recycling surface.
The recent observations of high concentrations of iodine oxides (IO and OIO) in
the Antarctic BL generate a series of questions. The sources and release mecha-
nisms of reactive iodine are, up to now, poorly understood. The iodine speciation
between reactive iodine oxides and particulate iodine is poorly documented, espe-
cially for polar regions. Also, the iodine contribution to the depletion of ozone in
the Antarctic troposphere should be better quantified. The importance of iodine
species, previously thought to be negligible in polar regions, must therefore be re-
evaluated in response to the observed high concentrations. The large differences in
observed iodine oxide levels between the Arctic and the Antarctic is also not un-
derstood. In chapter 5 the potential sources of iodine are assessed and the flux of
molecular iodine required to account for observed iodine oxide levels is quantified.
Chapter 2
Model description
2.1 The model MISTRA
The numerical model MISTRA was first developed to study the cloud microphysics
in the marine boundary layer. The meteorological core of this model was developed
by Bott et al. (1996). Subsequently, MISTRA was extended with a module that
describes chemical reactions of the gas phase, aerosol particles and cloud droplets
(von Glasow, 2000), based on the model MOCCA (Model Of Chemistry in Clouds
and Aerosols, see Sander and Crutzen, 1996; Vogt et al., 1996). Since then, ma-
jor developments have been reported (von Glasow et al., 2002a,b; von Glasow and
Crutzen, 2004).
MISTRA first included a hydrodynamic part, a radiation code (δ-two-stream
approximation), and a parameterization of the turbulence by means of a first-order,
TKE (Turbulent Kinetic Energy) closure. The turbulence closure used in the current
version of MISTRA is based on the 2.5-level model of Mellor and Yamada (1982)
with the modifications described in Bott et al. (1996).
More recently, a submodule containing iodine chemistry and a two-step nucleation
parameterization has been developed by Pechtl et al. (2006) to study the role of
iodine oxides in new particle formations. Now, MISTRA is currently being applied
to more various domains such as volcanic plumes (Bobrowski et al., 2007), salt lakes
(L. Smoyzdin, pers. comm.), or organic films on aerosols (Smoydzin and von Glasow,
2006).
2.1.1 Application to Arctic conditions
A part of my thesis was dedicated to the development of MISTRA in order to apply
it to polar regions. The meteorology and chemistry of these regions are unique and
require specific attention when undertaking modeling studies.
Typical albedos for common Arctic surface types are summarized in Table 2.1.
There is a wide range of values even within the general categories. In part, the range
is explained by small-scale topography as it influences the geometry of insolation.
Even snow may have various albedo values depending on the shape of snow grains,
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the compactness of the snowpack, or the chemical composition of the snow surface
(Hansen and Nazarenko, 2004; Flanner and Zender, 2006; Flanner et al., 2007).
Table 2.1: Representative albedos for different Arctic surfaces. Note: ∗Varies widely with solar
zenith angle.
Fresh snow 0.70-0.90
Melting snow 0.50-0.60
Water 0.06-0.10∗
Dry tundra 0.23-0.26
Wet tundra 0.10-0.20
Multiyear sea ice 0.55-0.75
Thick first-year sea ice 0.30-0.60
Meltponds on sea ice 0.15-0.40
Regional albedos over the Arctic Ocean are from 0.70 to 0.80. The high albedos
over most of the Arctic are due to snow cover. The albedo of a fresh snow cover
ranges from 0.70 to 0.90. Figure 2.1 shows highest albedo snow surfaces in April for
a major part of the Arctic Ocean.
Figure 2.1: Mean monthly surface albedo for April and June based on the Advanced Very High
Resolution Radiometer (AVHRR) satellite data. Source: Serreze and Barry (2005).
Based on these satellite data a mean albedo value of 0.80 was prescribed for the
modeled Arctic surface in MISTRA. A similar albedo is prescribed for the Antarctic
surface (King and Turner, 1997).
In model runs investigating the ozone/halogen chemistry in the Arctic BL, geo-
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graphic coordinates were prescribed as in Alert, Canada (82◦27’ N; 62◦31’ W, see
Figure 1.7). The location of Alert has often been used as observational site for
the Arctic, especially during large campaigns like Polar Sunrise Experiments (PSE,
see Table 1.1). Therefore, this location is associated with a large chemical and
meteorological dataset.
As explained in chapter 1, the drastic depletions of ozone molecules are mainly
observed during polar sunrise. A declination of the Sun of +7◦, corresponding
to the first week in April, is chosen. This period of the year, for the location of
Alert, corresponds to 20.2 hours of direct sunlight. However, the cut-off for the
photochemistry module in MISTRA is set to a SZA≥ 88◦ (due to restrictions in the
treatment of geometric parameters), which in fact leads to 16.2 hours of simulated
Sun in the model. For model runs investigating iodine chemistry in the Antarctic
(chapter 5) the coordinates of Neumayer Station were used (70◦39’ S; 8◦15’ W, see
Figure 1.7), a station where iodine oxides have been measured and where major
campaigns took place (see Table 1.1). For “Antarctic runs” the declination of the
Sun is chosen to be -9◦ (mid-october), which corresponds to 15 hours of simulated
Sun in the model runs.
2.2 Characteristics of MISTRA
2.2.1 Model resolution and integration time
The simulated atmosphere in MISTRA is divided into multiple layers between the
surface and a delimited upper limit. Different model grids are used depending on
the location and the processes occurring in the model (Figure 2.2). In the box-
model mode, chemistry is calculated only in one layer (k=2). k=1 represents an
infinitesimally thin layer allowing exchanges between the surface and the overlying
air in the box (see scheme on the left, Figure 2.2). The height of the box under
Arctic conditions is set to 300 m (see Arctic meteorology in section 1.8). In one-
dimensional model runs (1D), except for the infinitesimal layer 1, the lowest n layers
have a constant layer height (10 m for the Arctic grid; 2 m for the Antarctic grid).
The layers between n and nf are spaced logarithmically to reach a maximum altitude
of 2000 m (Arctic grid) or 1000 m (Antarctic grid). Such a layering for “Antarctic
runs” provides a finer accuracy in the PBL than for “Arctic runs”.
The very stiff chemical differential equation system is solved with a Rosenbrock
third-order integrator (ROS3) using automatically adjusted timestep (Sandu et al.,
1996). The chemical timestep is chosen to differ automatically in a range between
10−10 s for conditions of low liquid water content (LWC) associated with the particles
or for freshly formed particles and 10 s for conditions of gas phase only.
All chemical reactions in gas and aqueous phase, equilibria and transfer reactions
are calculated as one coupled system using the kinetic preprocessor KPP which
allows rapid change of the chemical mechanism (Damian et al., 2002). The tem-
perature, humidity and particle size distribution are updated every 10 s and the
photolysis rates every 2 min.
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Figure 2.2: Box and one-dimensional model grids. Arctic 1D-grid: n=100, nf=150, Zmax =2000 m,
dz=10 m. Antarctic 1D-grid: n=150, nf=200, Zmax =1000 m, dz=2 m.
2.2.2 Meteorology, microphysics and thermodynamics
In chapter 3 the box-model version is used to identify the chemistry influencing the
occurrence of an ODE. In the box-model mode the meteorological information is only
prescribed. Box model runs have the advantage to generally require short calculation
durations. In one-dimensional models, however, dynamics, thermodynamics, and
microphysics are part of the boundary layer model (described in detail by Bott et al.,
1996; Bott, 1997). Microphysics includes calculations of particle growth and particle
change with radiation. Gas phase chemistry is calculated in all layers of the model.
All particles above their deliquescence humidity (70% and 75% of relative humidity
for sulfate and sea salt aerosols, respectively) are treated as aqueous solutions. The
same holds for particles that had been activated or have been released as droplets
above their crystallisation humidity (40% and 42%, respectively). For more details
on the aerosol characteristics as a function of humidity, see Seinfeld and Pandis
(1998). When a cloud forms, cloud droplet chemistry is also calculated.
The prognostic equation for the horizontal component of the wind speed Vh can
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Figure 2.3: Schematic depiction of the most important processes included in the box model version
of MISTRA, applied for Arctic conditions. Fluxes from ice and sea salt production are switched
ON/OFF, depending on the air mass type (see text and Table 2.2).
be written as (see, e.g., Jacobson, 1999):
∂
−→
Vh
∂t
= (∇z ·Km∇z)−→Vh − f−→k ×−→Vh (2.1)
where Vh,x = u, Vh,y = v the wind speed components in x and y directions. ∇z is
the horizontal gradient operator, f is the Coriolis parameter, Km is the turbulent
exchange coefficient for momentum. A similar equation for the specific humidity (q)
can be formulated as follow:
∂q
∂t
= (∇z ·Kh∇z)q +
n∑
i=1
Ei (2.2)
where Kh is the turbulent exchange coefficient for heat and
∑n
i=1Ei the sum of n
external processes Ei affecting the humidity. In MISTRA,
∑n
i=1Ei = C/ρ, where
C is the condensation rate and ρ is the air density. The thermodynamic energy
equation for the potential temperature (θ) is given by:
∂θ
∂t
= (∇z ·Kh∇z)θ + θ
cp.T
n∑
i=1
∂Qi
∂t
(2.3)
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Figure 2.4: Schematic depiction of the most important processes included in the 1D Arctic version
of MISTRA. The boundary layer is denoted as BL, open lead as OL, and the free troposphere as
FT. Aerosol and gas phase chemistry are calculated in all layers. (1): Deposition process discussed
in section 4.1.1; (2): Br2/BrCl re-emission described in section 2.3.2.
with cp, the specific heat of dry air at constant pressure, n the total number of dia-
batic energy sources and sinks Qi (J kg
−1). In MISTRA,
∑n
i=1
∂Qi
∂t
= ∂Rn
∂z
+ LhC
with Lh the latent heat of condensation and Rn the net radiative flux density. The
term θ
cp.T
can also be written as
(
p0
p
)R/cp · 1
cp
where p is the air pressure, p0 the air
pressure at the surface, and R the gas constant for dry air. The turbulent exchange
coefficients Km and Kh are calculated via dimensionless shear and buoyancy produc-
tion terms Sm,h and Gm,h, described in detail by Bott et al. (1996). The following
prognostic equation is solved for the turbulence kinetic energy e:
∂e
∂t
= (∇z ·Ke∇z)e + (2e)
3/2
l
(
SmGm + ShGh − ²
)
(2.4)
with ², the dissipation of TKE, assumed to be constant at ² =1/16.6, Ke the turbu-
lent exchange coefficient for energy, l the turbulent master length scale. For more
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detailed calculations of equation (2.4), see Mellor and Yamada (1982); Bott et al.
(1996).
The microphysics is treated using a two-dimensional particle size distribution
function f(a, r). The total particle radius r and the dry aerosol radius a the par-
ticles would have, if no water were present in the particles, are used to constitute
a two-dimensional particle grid (Figure 2.5). The grid contains 70 logarithmically
equidistant spaced dry aerosol classes associated with 70 total particle radius classes,
and is divided into four aerosol/droplet bins. Dry aerosol radii taken into account
in MISTRA vary from 0.01 µm to 15 µm. This range covers all accumulation
mode particles and most of the coarse particles. However, Aitken mode (or nuclea-
tion mode, see Covert and Heintzenberg, 1993) particles are not included in this
two-dimensional grid. Deliquescent aerosols with a ≤ 0.5µm are included in bin I
(sulfate aerosols), those with a > 0.5µm are in bin II (sea salt aerosols). If the total
particle radius r is more than 10 times greater than a, the particle and the asso-
ciated chemical species composing the particle are treated as corresponding sulfate
and sea salt derived cloud particles (classes III and IV).
Figure 2.5: The two-dimensional particle spectrum as function of the dry aerosol radius a and the
total particle radius r. Added are the chemical bins. I: sulfate aerosol bin, II: sea salt aerosol bin,
III: sulfate cloud droplet bin, IV: sea salt droplet bin. For simplicity a 35 x 35 bin grid is plotted,
in the model 70 x 70 bins are used.
The set of prognostic equations can be completed by the equation for the rate of
change of the 2D particle size distribution f(a, r) with time:
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∂f(a, r)
∂t
= (∇z ·Khρ∇z)f(a, r)
ρ
− Sp − Gp (2.5)
The first term on the right represents the turbulent mixing of particles. Sp and Gp
are the particle sedimentation term and the change in f due to particle growth,
respectively. The two terms can be written as:
Sp = ∇z
(
wtf(a, r)
)
Gp =
∂
∂r
(
r˙f(a, r)
)
(2.6)
wt is the terminal settling velocity (Beard, 1976), and r˙ = dr/dt is the particle
growth during the increment time dt. The growth equation after Davies (1985) is
used to calculate the evaporation rate in the model:
r.
∂r
∂t
=
1
K1
[
K2
(
Sa
S(a, r)
− 1
)
− Q(r)−mw(a, r)cwdTa/dt
4pir
]
(2.7)
with mw(a, r) the liquid water mass of the particle, cw the specific heat capacity of
water, Q(r) the net radiative flux absorbed by an individual particle, Ta the ambient
temperature, Sa the ambient supersaturation and S(a, r) the supersaturation at the
surface of the droplet, as expressed by the Ko¨hler equation:
S(a, r) = exp
[
A
r
− B
r3 − a3
]
(2.8)
The change in particle radius is not only determined by changes in water vapor
saturation, but also by the net radiative flux Fd(a, r), the particle chemical com-
position (see the solution term B/(r3 − a3)), and the particle radius (see curvature
term A/r). The constants K1 and K2 in equation (2.7) are:
K1 = ρwLh +
ρwK2
D′vS(a, r)ρs
K2 = k
′T
[
Lh
RvT
− 1
]−1
(2.9)
ρw is the density of water, ρs the saturation vapor density, Rv the specific gas
constant for water vapor, k′ and D′v the thermal conductivity of moist air and
the diffusivity of water vapor, respectively (where both terms are corrected for gas
kinetic effects following Pruppacher and Klett, 1997). The condensation rate C in
equation (2.3) is determined diagnostically from the above particle growth equations.
Collision-coalescence processes are not included in the model.
Recently, after laboratory evidence and suggestion from O’Dowd et al. (2002) that
new particle formation may be associated with iodine chemistry, a nucleation module
has been developed for MISTRA by Pechtl et al. (2006). It consists of a two-step
parameterization for homogeneous OIO nucleation based on laboratory and model
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data (Burkholder et al., 2004). First, the nucleation rate of thermodynamically
stable clusters is calculated with the following parameterization:
JOIO = ξ
0.030657×T−4.4471
OIO × exp−0.30947×T+81.097 (2.10)
JOIO is the nucleation rate in molec cm
−3 s−1, ξOIO the OIO mixing ratio in pmol mol−1,
and T the temperature in Kelvin. This parameterization is only set up for tempe-
ratures between 260 and 300 K. Second, the growth of the freshly-formed nuclei is
computed when particles reach the minimum particle size radius (i.e., 10 nm). For
more details on this nucleation module, the reader is referred to Pechtl et al. (2006).
This module is used only when iodine species are involved in the boundary layer
chemistry (Antarctic runs, see chapter 5).
Radiative fluxes are calculated with a δ-two stream approach. They allow the
calculation of heating rates and radiation-induced particle growth. This calculation
method provides then feedbacks between radiation and particle growth.
Exchanges of moisture between the surface and the overlying air are calculated
via the Clausius-Clapeyron equations (see Jacobson, 1999). The saturation vapor
pressure of water over the ocean is written as:
pv,w = 610.7 exp
[
17.15
(T − 273.15)
(T − 38.33)
]
(2.11)
while the saturation vapor pressure over an ice surface is calculated as:
pv,ice = 6.112exp
[
4648
( 1
273.15
− 1
T
)
−11.64 ln
(273.15
T
)
+ 0.02265 (273.15− T )
]
(2.12)
where T ≤273.15 K and pv,w and pv,ice are in millibars.
2.2.3 Chemistry
The chemistry part of the model includes chemical reactions in both gas and aerosol /
droplet phases. Exchanges between gas and aqueous phase are also included, as well
as heterogeneous surface reactions. The prognostic equation for the concentration
of a gas phase species g can be written as:
∂Cg
∂t
= (∇z ·Khρ∇z)Cg
ρ
− D + P − L + E −
nkc∑
i=1
Eaq−g,i (2.13)
where Cg is in mol m
−3
air, the first term on the right is the turbulence exchange, D the
irreversible deposition on open water or snow surface, P the production and L the
loss by chemistry, E the emission of the chemical species. nkc is the total number
of aqueous classes considered (nkc =2 for cloud-free runs, 4 for cloudy runs) and
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∑nkc
i=1Eaq−g,i is the exchange term between the gas and the aqueous phase. Eaq−g,i
can be written as:
Eaq−g,i = kt,i
(
wl,iCg − Ca,i
kccH
)
(2.14)
where kccH is the non-dimensional Henry constant also written as k
cc
H = kHRT , with
kH in mol m
−3Pa−1. wl,i is the non-dimensional liquid water content in m3aq m
−3
air of
class i (i =1, 4; see Figure 2.5). Ca,i is the aqueous concentration of the species in
class i. The mass transfer coefficient for a single particle is defined as:
kt =
( r2
3Dg
+
4r
3vα
)−1
(2.15)
with r the particle radius, v the mean molecular speed (v =
√
8RT/(Mpi), with M
the molar mass), α the accomodation coefficient (or “sticking” coefficient), and Dg
the gas phase diffusion coefficient (Gombosi, 1994). However, as particle populations
are never monodisperse, the mean transfer coefficient kt,i for a particle population
is used:
kt,i =
1
wl
∫ lgrmax
lgrmin
kt
4pir3
3
∂N
∂lgr
dlgr (2.16)
The size distribution function ∂N
∂lgr
dlgr for typical aerosols is given in Table 2.5.
Aqueous chemistry is calculated in all four bins considered in the model. In each
of these classes the aqueous concentration of a chemical species Ca,i (in mol m
−3
air) is
given by the following prognostic equation:
∂Ca,i
∂t
= (∇z ·Khρ∇z)Ca,i
ρ
− D + P
− L + E + Pd↔c + Eaq−g,i (2.17)
The additional term Pd↔c, compared to equation (2.13), accounts for the trans-
port from deliquescent aerosol to cloud droplet classes and vice versa. In both
equations (2.13) and (2.17), the deposition D is obtained via calculation of the sedi-
mentation velocity of gas or aqueous phase species. These velocities are calculated
using the resistance model described by Wesely (1989), see section 2.2.4.
Activity coefficients in concentrated aerosols are calculated for each aqueous bin
following the Pitzer formulation and are implemented from Luo et al. (1995).
2.2.4 Emission and deposition
Constant emission fluxes may be prescribed from the surface (in molec cm−2 s−1).
Gas phase emissions are directly prescribed in the model. The emission of sea salt
particles originating from the bubble bursting mechanism (see Figure 2.6, Wood-
cock, 1953; Pruppacher and Klett, 1997) has been parameterized based on different
measurements and assumptions (de Leeuw et al., 2000; Vignati et al., 2001; de Leeuw
et al., 2003; Ma˚rtensson et al., 2003; Gong, 2003; Clarke et al., 2006). Under low
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Figure 2.6: Four stages in the production of sea salt aerosol by the bubble-burst mechanism. (a)
Film cap protudes from the ocean surface and begins to thin. (b) Flow down the sides of the
cavity thins the film which eventually ruptures into many small fragments. (c) Unstable jet breaks
into few drops. (d) Tiny salt particles remain as drops evaporate; new bubble is formed. Source:
Pruppacher and Klett (1997).
wind speed conditions, Monahan (1986) expressed a sea salt source function through
bubble bursting by means of wind tunnel experiments. His estimate (later assessed
by Andreas, 1992) is used in the model to calculate the flux F of particles per unit
area of sea surface, per increment of droplet radius dr and time dt:
dF
dr
= 1.373 u3.4110 r
−3
80 (1 + 0.057r
1.05
80 ) × 101.19exp(−B
2) (2.18)
with F in part. m−2 s−1 µm−1, r80 the particle radius at relative humidity of 80%,
u10 is the wind speed at a height of 10 m, and B = (0.380-log r)/0.65. Under
high speed conditions the parameterization of Smith et al. (1993) is used, based on
offshore measurements in North Atlantic.
In this thesis, the role of aerosols potentially released from frost flowers or brine
is also assessed. The simplified source function for the production of FF aerosols is
assumed to be a linear function of the SSA source function formulated by Monahan
(1986):
dFFF
dr
= µ
dFSSA
dr
(2.19)
as no real source function for FF/brine has yet been proposed. A fixed value is
assigned to µ such that the amount of halogens released to the modeled polar BL
from the FF area is similar to observed measurements.
Dry deposition velocity calculations rely on the simple formulation for gas depo-
sition velocity (Vd):
Vd = − Fc
C(z)
(2.20)
where Fc is the flux density and C(z) is the concentration at an altitude z (Wesely,
1989). The formulation of Wesely, which is based on a conceptual electric resistance
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model to determine the magnitude of the dry deposition velocities for gases, is used:
|Vd|gas = (ra + rb + rc)−1 (2.21)
where ra is the aerodynamic resistance (or aerodynamic drag) common to all gases,
rb is the resistance at the quasi laminar sublayer, and rc is the surface resistance.
For particles, the parameterization differs from that for gases due to particle settling
operating in parallel with the three resistances ra, rb, and rc. The particle dry
deposition velocity is written as:
|Vd|part = (ra + rb + rarbwt)−1 + wt (2.22)
Several parameterizations have been proposed for the calculation of these resistances
(Thom, 1972, 1975; Verma et al., 1976; Hatfield et al., 1983). ra is calculated using
the formula by Seinfeld and Pandis (1998) for both gases and particles:
ra =
(
ln
(
z
z0
)
+Ψs(ζ)
κ u∗
)
(2.23)
where z is a reference height and z0 is the roughness length. The term z0 comprises
the roughness length for heat transfer (z0h) and momentum exchange (z0m). Ψs(ζ)
is the stability function where ζ = z/L is the dimensionless height scale and L is
the Monin-Obukhov length. It comprises the integral forms of the stability correc-
tion functions for heat transfer (Ψh) and momentum exchange (Ψm). κ is the Von
Ka`rma`n constant (=0.41) and u∗ is the friction velocity. rb for gases and particles
is parameterized as:
rgasb =
5 Sc2/3
u∗
(2.24)
rpartb =
1
u∗(Sc−2/3 + 10−3/St)
(2.25)
respectively, where Sc (Schmidt number) is the dimensionless number defined as the
ratio of momentum diffusivity of air (viscosity ν) and mass diffusivity (D). St is the
dimensionless Stokes number written as St = wtu
2
∗/(gν) (also defined as the ratio
of the stopping distance of a particle to a characteristic dimension of the obstacle).
rc for gases is calculated via the formulation used by Seinfeld and Pandis (1998)
over water:
rw,ic =
2.54 × 104
H∗w,i T u∗
(2.26)
with H∗w,i the effective Henry’s law constant (M atm
−1) for the gas i, and T the
surface air temperature (K). rc is assumed to be zero for particles.
2.2.5 Photolysis frequencies
A large amount of chemical species undergo photodissociation in the atmosphere.
MISTRA comprises a module which determines these photolysis frequencies of pho-
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todissociable species. The module takes into account the actual atmospheric short-
wave radiation field which depends on the SZA, the aerosol load, or the presence of
clouds. The rates are calculated online using the method of Landgraf and Crutzen
(1998). The photolysis rate coefficient (JX) of a species X is calculated from the
actinic flux F (λ) (the quantity of light available to molecules at a particular point
in the atmosphere) via the following integral:
JX =
∫
Si
σX(λ)φ(λ)F (λ).dλ (2.27)
where σX is the absorption cross section, φ(λ) the quantum yield, λ the wavelength,
and Si the photochemically active spectral interval (178.6 nm ≤ λ ≤ 752.5 nm).
In order to avoid excessive computing times, the method of Landgraf and Crutzen
(1998) uses only 8 averaged spectral bins instead of approximating the integral in
equation (2.27):
JX ≈ Ja1,X +
8∑
i=2
Jai,X × δi (2.28)
where Jai,X is the photolysis frequency for a purely absorbing atmosphere and δi is
the ratio between the actual actinic flux F (λi) and the actinic flux of this purely
absorbing atmosphere F a(λi):
δi =
F (λi)
F a(λi)
(2.29)
For a more detailed description of these terms and the subdivision of the spectral
range in eight intervals, see Landgraf and Crutzen (1998) or von Glasow (2000).
2.3 Model initialization
2.3.1 Setup for box model runs
For the studies shown in chapter 3, the box model is used in the Lagrangian mode.
The solar conditions, relevant for the calculation of photolysis frequencies, are chosen
as in early spring (solar declination of +7◦, also see section 2.1.1) at Alert, Canada.
The boundary layer height is prescribed at 300 m, as often observed during spring
in the Arctic (Hopper and Hart, 1994; Hopper et al., 1998; Ridley et al., 2003). The
relevant meteorological parameters in the box-model mode are the temperature,
relative humidity, and the particle size distribution. The uptake of gases by aerosols
is temperature dependent (Schwartz, 1986) because the molecular speed, the gas
phase diffusivity, and the reactive uptake depend on the temperature. It is important
to stress, however, that the temperature dependencies of the uptake parameters are
based on estimates as found in the literature. A two-day, one-dimensional run is
used to calculate the photolysis rates at the lowermost layer (5 m), used in the
initialization of the box model. The box-model sensitivity runs start at midnight
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and last four days. A diurnal variation for temperature (∆T = 2 K) is prescribed,
inducing a temperature range from T = 243.5 to 245.5 K in the model (see Jobson
et al., 1994; Hopper et al., 1994; Ridley et al., 2003).
The initial mixing ratios for gas phase species (ξ) are based on observations
taken in spring, at Alert (Table 2.3). MISTRA includes a comprehensive set of
gas phase reactions as well as chemical reactions in aerosol particles focusing on
halogen species. Exchanges between the two phases are also taken into account.
The set of used reactions is similar to von Glasow et al. (2002b), but updated with
data from the IUPAC compilation (Feb. 2006, available from http://www.iupac-
kinetic.ch.cam.ac.uk/). The model includes 169 gas phase reactions (H-O-S-C-N-
Br-Cl), as well as 150 aqueous phase reactions, 60 phase exchange reactions, 13
heterogeneous reactions and 21 equilibria for both sulfate and sea salt aerosols. The
updated set of reactions is available in Appendix, section 8.3.
The chemical reaction mechanism in the model has been updated with additional
relevant species for the Arctic environment: alkyl nitrate RONO2 (with the alkyl
radical R=CnH2n+1, Carter and Atkinson, 1985), bromoform CHBr3 (Sturges et al.,
1992; Hopper et al., 1994) and methyl bromide CH3Br (Cicerone et al., 1988; Haus-
mann and Platt, 1994; Sturges et al., 2000; Carpenter and Liss, 2000; Sturges et al.,
2001).
In the sensitivity studies presented in this thesis, the distinction is made between
an airmass influenced by the presence of sea water (coastal conditions) and an aged
airmass over snow-covered areas (background conditions). The airmass composition
is modified by the presence of sea water (see Table 2.2). SSAs are only produced
in runs under coastal conditions. They provide an additional source of potentially
releasable bromine (reaction (1.49)) and represent an important medium for recy-
cling less reactive bromine. Under coastal conditions, surface fluxes of DMS and
ammonia (NH3) are prescribed, as well as mixing ratios of biogenic bromine (see
Table 2.2).
2.3.2 Setup for Arctic model runs
For the studies discussed in chapters 4 and 5 the model MISTRA is used in the
Lagrangian mode (1D) where a column of 2000 m height moves across a pre-defined
sequence of surfaces: snow, FF, and open lead (see Figure 2.4). In these chapters,
only the evolution of the chemistry in the lowest 1000 m, subdivided into 100 equidis-
tant layers, is discussed. All presented model runs last 4 days which are preceded
by a 2-day spin-up of the meteorology; temperature, relative humidity, particle size
distribution, and inversion height are explicitly calculated. All runs start at mid-
night where the chemistry is initialized with the values given in Table 2.3. The
initial boundary layer height is also 300 m. An average wind speed value of 5 m s−1
is prescribed for the geostrophic wind (see, e.g., Hopper et al., 1994, 1998; Beine
et al., 2003).
A temperature of 245 K is prescribed for the snow surface which is typical for the
Arctic in early spring (Jobson et al., 1994; Hopper et al., 1994, 1998; Ridley et al.,
2003).
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Table 2.2: Differences in air composition between background and coastal air conditions for Arctic
box model simulations.
Species ξbackground ξcoastal
(nmol mol−1) (nmol mol−1)
CH3Br 0.0 0.012
CHBr3 0.0 0.006
DMS 0.0 0.01
Fluxes molec cm−2 s−1 molec cm−2 s−1
DMS 0.0 2.0× 109
NH3 0.0 4.0× 108
Sea salt prod. No Yes
The resulting temperatures in the boundary layer remain above 240 K. Koop et al.
(2000) showed experimentally that sea salt aerosols stay aqueous down to about
240 K. Therefore, the aerosol particles are assumed to be liquid in all layers of the
model. For a detailed description of the aerosol characteristics, see von Glasow
et al. (2002b). The importance of pollution levels (gas and aerosol particles) as
observed under “Arctic Haze” conditions (Mitchell, 1957; Saw, 1984; Barrie et al.,
1989) is investigated. The initial size distribution of the haze particles is given in
Table 2.5. The haze aerosol composition is based on the molar fraction from Hoff
et al. (1983), calculated for a mean particle diameter of 0.22 µm. Gas phase mixing
ratios are modified according to ground-based measurements during a haze event
(Table 2.3). The chemical reaction mechanism used in this Arctic one-dimensional
model is similar to that of the box model (see the above section).
Observations in the Arctic have shown that with increasing availability of sunlight
after the polar sunrise, the snowpack produces a series of reactive species in the gas
phase, including HCHO (Fuhrer et al., 1996; Hutterli et al., 1999), HONO (Honrath
et al., 1999; Ridley et al., 2000; Zhou et al., 2001; Jacobi et al., 2004), and H2O2
(Sumner and Shepson, 1999; Hutterli et al., 2001). The reported values of surface
fluxes are included in the model (see Table 2.6), adjusted with a diurnal variation
for observed light-dependent species (all but ethene). Fluxes are switched off when
the solar zenith angle is greater than 88◦.
When no literature value for emission rates is available for the Arctic spring,
rates are estimated by comparing photolysis rates (J) between the period of mea-
surements and springtime. For NO and NO2, JNO−3 is used as NO
−
3 is the precursor
for NOx production in snow interstitial air (Honrath et al., 1999, 2000a,b; Wolff
et al., 2002). JH2O2 and JHCHO are used to obtain spring values for hydrogen per-
oxide and formaldehyde fluxes. All prescribed fluxes from snow are included in all
model simulations except for those discussed in section 4.1.7.
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Measurements made in the Arctic above the snowpack have shown the production
of Br2 and BrCl (Foster et al., 2001; Spicer et al., 2002). Independently, Peterson
and Honrath (2001) speculated that recycling of bromine species in interstitial air is
a rather fast process. In order to investigate the importance of this release, model
runs were performed where deposited bromine compounds (both gas and particulate
phases) are re-released to the gas phase. All deposited species containing Br atoms
contribute to the bulk of available bromine which can potentially recombine into Br2
or BrCl. For experiments including the recycling on snow, it is assumed that any
bromine atom deposited by Br-containing compounds (gaseous as well as aqueous)
is directly available in the Br bulk for the release of reactive halogen. A detailed
investigation of reactions on the snow surface or in the snow interstitial air, however,
is beyond the scope of this study but should be a topic of future research. The
amount of bromine in snow is the limiting factor in the liberation of both Br2 or
BrCl as the availability of Cl atoms is considered unlimited. The deposited bromine
is assumed to be stochiometrically converted in the snowpack to Br2/BrCl with a
40/60 branching ratio (Kirchner et al., 1997). The fraction of re-emitted bromine,
νsnow, is varied between 0 (no recycling) and 100% (complete recycling), and stays
constant during a whole run.
Note that the re-emission of gaseous Br2/BrCl from the ground leads to a “leap-
frogging” process, consisting of series of deposition/re-emission of bromine as the
air moves away from the source of bromine. This process is in accordance with
observations from Simpson et al. (2005). Also notice that compounds deposited on
OLs are not re-released.
2.3.3 Setup for Antarctic model runs
The characteristics of the 1D Antarctic model are based on the 1D Arctic model.
The location of Neumayer Station is used as reference location due to the large
number of measurements taken there. The surface temperature is prescribed at
258 K as often observed at Neumayer Station in spring (Wessel et al., 1998; Ko¨nig-
Langlo et al., 1998). The geostrophic wind is prescribed at an averaged value of 6
m s−1 (Ko¨nig-Langlo et al., 1998; Legrand et al., 2001). The boundary layer height
in the Antarctic is often observed between 50 and 200 m (Heinemann and Rose,
1990; Handorf et al., 1999). Both values are investigated in section 5.2. These 1D
model runs were performed in order to investigate the unexpected iodine chemistry
observed at Antarctic sites. Iodine chemistry is then included in the reaction scheme
(see section 8.3 in Appendix). The model comprises an additional set of 39 gas phase
iodine reactions (including 8 interhalogen reactions), 17 aqueous phase reactions, 5
heterogeneous reactions, 5 phase exchange reactions and 4 equilibria for both sulfate
and sea salt aerosols. The typical size distribution of aerosols in the Antarctic is
given in Table 2.5. The deposition of halogens on snow is modeled as in the 1D
Arctic model runs: νsnow is fixed at 75% as regard to results obtained in chapter 4,
page 123.
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Table 2.4: Initial mixing ratios (ξ in nmol mol−1) for gas phase species in the Antarctic.
Species ξ Reference
SO2 0.01 Jacobi et al. (2000)
O3 25.0 Wessel et al. (1998); Frieß et al. (2004)
NO 0.002 Jones et al. (2000)
NO2 0.008 Jones et al. (2000); Jacobi et al. (2000)
HNO3 0.001 Jacobi et al. (2000)
HONO 0.005 Jones et al. (2007)
RONO2 0.14 Sander et al. (1997)
PAN 0.015 Jacobi et al. (2000)
CO 50.0 Mills et al. (2007)
DMS 0.15 Jourdain and Legrand (2001)
Methane 1700.0 Riedel et al. (2005)
Ethane 0.4 Rudolph et al. (1992)
Ethene 0.05 Mills et al. (2007)
HCHO 0.5 Riedel et al. (1999, 2000)
H2O2 0.2 Riedel et al. (2005)
CH3Br 0.012 Cicerone et al. (1988)
CHBr3 0.006 Reifenha¨user and Heumann (1992)
CH3I 0.002 Reifenha¨user and Heumann (1992)
C3H7I 0.001 Schall and Heumann (1993)
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Table 2.5: Initial size distribution of aerosols for “typical” Arctic conditions, “Arctic Haze”,
and “Antarctic” conditions. Ni is the mean aerosol number concentration for each mode, and
σi the standard deviation. Data for “typical Arctic” is after Hoppel and Frick (1990). Data for
“Arctic haze” is after Covert and Heintzenberg (1993) and adapted to a moderate haze event
(Ntotal = 300 cm−3, see Kieser et al., 1993; Staebler et al., 1994). Note the bimodal distribution
(fine mode: i=1; accumulation mode: i=2), also observed by Saw (1984). Data for “Antarctic” is
after Virkkula et al. (2006).
Conditions mode i Ni (cm−3) RN,i (µm) σi
Typical Arctic 1 100 0.027 1.8
2 120 0.105 1.3
3 6 0.12 2.8
Arctic Haze 1 50 0.025 1.6
2 250 0.11 1.4
Antarctic 1 9.3 0.05 1.3
2 180 0.135 1.3
3 144 0.32 1.3
The particle size distribution is then calculated according to the function:
dN(r)
dlgr =
∑2
i=1
Ni
lgσi
√
2pi
× exp
(
− (lgr−lgR(N,i))
2
2(lgσi)2
)
.lgx = log10x
Table 2.6: Prescribed emission rates from the snow (molec cm−2 s−1).
Species Emission rates References
Arctic runs
NO 1.6× 107 Estimated from Jones et al. (2000), Jones et al. (2001)
NO2 1.6× 107 Estimated from Jones et al. (2000), Jones et al. (2001)
HONO 5.0× 108 Zhou et al. (2001)
H2O2 1.0× 108 Estimated from Jacobi et al. (2002)
HCHO 6.0× 107 Estimated from Jacobi et al. (2002)
C2H4 1.3× 108 Swanson et al. (2002)
Antarctic runs
NO 1.6× 107 Jones et al. (2007)
NO2 1.6× 107 Jones et al. (2007)
HONO 8.0× 107 Beine et al. (2006)
H2O2 1.0× 109 Hutterli et al. (2004)
HCHO 9.0× 109 Riedel et al. (2005)
C2H4 1.3× 108 same as Arctic (Swanson et al., 2002)
PAN 1.7× 107 Mills et al. (2007)
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2.3.4 Frost flowers and open leads in 1D runs
In 1D Arctic model runs the presence of frost flowers and open leads is investigated.
It is assumed that the particles released from the quasi-liquid layers present on
the FF branches constitute the “FF aerosols”. A particularly critical need is a
parameterization for the FF aerosol production which so far is not available. As a
rough approximation the expression from Monahan et al. (1986) that was developed
for the production of SSAs is used as explained by equation (2.19). It is ajusted
with a scaling factor µ to reproduce typical measured Arctic atmospheric bromine
loadings (see section 2.2.4).
The structure of FFs depends on the wind strength. At wind speed of about
6-7 m s−1, saltation of snow grains initiates (King and Turner, 1997). One might
think that FFs are fragile bodies and that they break apart at such wind speeds.
However, according to observations on Spitzbergen (Norway) made by F. Domine´
(pers. comm.), the major body of FFs can withstand moderate storms without radi-
cal modification of its structure. Therefore, when saltation occurs, snow might start
accumulating on the FF crystals, altering their structure, composition or total sur-
face area. Nevertheless, the release of fragile fragments from FFs cannot be excluded
under conditions of wind inducing saltation. It is considered that FF branches may
still release aerosols under weak/moderate saltation conditions. Modeled FFs in 1D
Antarctic model runs have similar characteristics as explained above.
In order to study the effect of FF aerosols specifically, all 1D Arctic runs are
initialized with aged sulfate particles only (i.e., no salt aerosols present at the start
of the runs). The only sources for salt aerosols in the model are the release of FF
aerosols and SSAs from the open lead. For all presented 1D Arctic runs, FF aerosols
are released for a total period of two hours which corresponds in the Lagragian
perspective to a FF field of 36-km extension (the typical horizontal wind speed is
5 m s−1 in the model). It is important to stress that even though I talk about
aerosols produced from FFs throughout the paper, all effects would be the same if
the source of salt aerosols were a different, brine-related source.
The calcium carbonate precipitation process is included in the model by adjusting
the initial HCO−3 concentration in FF aerosols from 0% to 100% of its concentration
in sea water. After depletion of the alkalinity, subsequent uptake of gaseous acids
such as HNO3, H2SO4 or HCl then causes an earlier start of the acidification of the
particles and thus the bromine explosion. The temperature of the FFs is subject
to vertical as well as horizontal temperature gradients between open water and air.
Its mean is estimated at the fixed temperature of 255 K (see Rankin et al., 2002).
Based on aerosol composition measurements from Wagenbach et al. (1998) and FF
composition results from Rankin et al. (2000), the FF aerosols and the QLL are
considered to be sulfate free for such a low prescribed temperature. Since there is
very little information about the accurate multi-dimensional FF composition, an
homogeneous concentration of halogen ions is assumed on FFs, three times higher
than in standard sea water (Drinkwater and Crocker, 1988; Perovitch and Richter-
Menge, 1994; Simpson et al., 2005).
Turbulent sensible and latent heat fluxes as well as the turbulent kinetic energy
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Figure 2.7: Modeled ω′T ′ and ω′q′ over an 18-km lead under typical polar meteorological conditions.
flux were compared between the model and values from field data (Strunin et al.,
1997; Hartmann et al., 1999; Georgiadis et al., 2000; Argentini et al., 2003). Turbu-
lent sensible (H0) and latent heat fluxes (LE) can be written as follow:
H0 = ρ cp ω′T ′ (2.30)
LE = λ ω′q′ (2.31)
with λ the latent heat of sublimation (=2.834×106 J kg−1) and the turbulent fluxes
in W m−2. Figure 2.7 shows the modeled ω′T ′ and ω′q′ induced by a large open
lead (18 km, equivalent to 1h with wind speed of 5 m s−1) under meteorological
conditions typical for polar regions (see section 2.3.2). These values were compared
with observational data taken over open water by Hartmann et al. (1999). The
comparison showed satisfactory agreements (in MISTRA ω′T ′OL ' 0.11 K m s−1 and
ω′q′OL ' 1.0× 10−5 kg m−2 s−1; data from Hartmann et al. (1999): ω′T ′open water '
0.11 − 0.12 K m s−1 and ω′q′open water ' 1.7 × 10−5 kg m−2 s−1). These values
highlight the importance of the vertical mixing over open cracks due to temperature
and humidity differences between packed ice and open water.
A temperature of 271 K is prescribed for the open water. This high surface
temperature, compared to an air surface temperature of 245 K, induces a strong
convection in the boundary layer. Due to increased evaporation, the specific humidi-
ty above such an open lead is about an order of magnitude higher than over snow
(2.5×10−3 compared to 2.2×10−4 kgaq kg−1air). As FF occurrence is closely related to
the presence of leads their importance on the chemistry and the aerosol composition
was investigated (see section 4.1.2).
Sensitivity studies were performed on the open lead extension from 5 min (1.5 km
with a wind speed of 5 m s−1) to 1 hour (18 km). For low aerosol liquid water contents
(LWCa), the particle radius and mass and therefore the deposition are low. If LWCa
increases, aerosol deposition on the ground increases as well. This is in accordance
with aerosol loss over open sea and cracked ice estimated by Strunin et al. (1997).
When extending the size of the lead, the maximum LWCa increases and can lead to
cloud droplet formation. When a cloud forms, the change in uptake capacity of the
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aerosols and droplets greatly modifies the atmospheric chemical composition. This
effect will be discussed in detail later. For an OL duration not exceeding 10 min,
LWCa in the boundary layer increases but no cloud forms in the model. For an OL
of 15 min (4.5 km), the humidity flux is sufficient to result in the formation of a thin
cloud on the top of the BL. The maximum LWC reaches up to 5×10−3 g m−3 but
decreases after 30 min due to the decrease in relative humidity. The cloud droplets
also evaporate within 30 min. Greater open lead extensions induce stronger growth
of the cloud thickness and longer persistence of the activated particles. For most
of these model runs, an OL duration of 10 minutes was chosen, leading to a large
LWCa (and thus deposition) but no cloud formation.
2.3.5 Control tool
In order to thoroughly understand the evolution of the halogen species in the at-
mosphere, a graphical tool which shows the budget of halogens over time in the
model was developed (see example in Figure 2.8). The concentrations of all halogen-
containing species are integrated over the whole boundary layer, for gas and liquid
phase as well as for the deposition on the snowpack. The following variables are de-
fined: TCg: 1000 m model column (renamed “Total Column”) concentration of gas
phase species containing Br atoms, TCa: same for sea salt and sulfate aerosols, TCd
same for cloud droplets, IDBr: the accumulated irreversible deposition of bromine
atoms or ions, and TCBr: the sum of the four previous parameters. These parame-
ters will be displayed in mol m−2.
Figure 2.8: Example of budget for bromine compounds in the 1000m-column.
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This tool displays the evolution of concentrations between the different phases and
the deposition. It allows a comprehensive and quantitative assessment of the trans-
fers between the gas phase, particulate phase, and the deposition on snow.
A similar tool is used to assess the iodine chemistry (see chapter 5). The same
parameters TCIg, TCIa, TCId, IDII , and TCII as for the budget of bromine are
used (see Figure 5.3).
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Chapter 3
Chemistry influencing the
occurrence of ODEs
3.1 Discussion of the sensitivity studies
This chapter reports on sensitivity studies on various species present in the Arctic
during spring. A total of 25 species were investigated (e.g., NOx, HOx, Brx, alka-
nes, ethene, organohalogens, DMS, sulfur oxides...). A pre-analysis (not discussed)
showed that only 9 species have a potential importance for the ozone/halogen che-
mistry. In sections 3.1.3 to 3.1.9, are presented the sensitivity studies on HCHO,
H2O2, DMS, Cl2, C2H4, C2H6, HONO, NO2, and RONO2. A discussion on the de-
position on snow is given in section 3.2. A summary and conclusions are presented
in section 3.3.
3.1.1 Overview
A source of gas phase halogen was prescribed to reproduce ozone depletions with
observed time scales. In this part of the thesis, for the sake of simplicity, it was
not intended to realistically reproduce the source of bromine in the model. For a
thorough investigation of the source of bromine, the reader is referred to the next
chapter. The required fluxes of halogen were quantified in accordance with their
effects on ozone. Then, the resulting ozone depletions were associated with the
classification proposed by Ridley et al. (2003) to define the type of ODE. Regard-
ing ozone mixing ratios, a partial ODE (PODE) was defined as 4 < ξOzone ≤ 20
nmol mol−1 and a major ODE (MODE) as ξOzone ≤ 4 nmol mol−1. Major ODEs
developing within one day were distinguished from major ODEs developing within
four days (called MODE1/M1 and MODE4/M4). Partial ODEs developing within
4 days were named P4. Depletions of ozone were reproduced via different sources of
halogens. In this study, Br2, Cl2 and BrCl were considered as the potential sources.
Note that no diurnal variation of fluxes was taken into account in this study. The
applied source of halogens is prescribed as a constant flux (see Table 3.1). Excessive
fluxes of chlorine are discussed in Section 3.1.6.
The runs including a prescribed source of halogens and initialized as shown in
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Figure 3.1: Br2-induced ozone depletions (M1, M4, and P4, see text). Solid black line: FBr2 =
5.0 × 107 molec cm−2 s−1; dashed blue line: FBr2 = 9.0 × 107 molec cm−2 s−1; dashed red line:
FBr2 = 1.5× 109 molec cm−2 s−1. Respective Cl2- and BrCl-induced ODEs are not shown.
Table 2.3 represent the “base runs”. Figure 3.1 illustrates the M1, M4 and P4
ODEs caused by the prescribed Br2 fluxes (Table 3.1). The names of the sensitivity
runs include the source of halogens (Br2, BrCl, or Cl2) and additionally any change
compared to the base run. The run Br2-M4 is one of the base runs with a major
ozone depletion developing within four days caused by a Br2 flux. The run Br2-M4-
DMS=0.20 nmol mol−1 is the same run with a different value for the initial mixing
ratio of DMS than in the base run.
Table 3.1: Prescribed halogen fluxes in molec cm−2 s−1. High fluxes of chlorine are discussed in
Section 3.1.6.
Partial ODE-P4 Major ODE-M4 Major ODE-M1
(molec cm−2 s−1) (molec cm−2 s−1) (molec cm−2 s−1)
Br2 5.0× 107 9.0× 107 1.5× 109
BrCl 1.0× 108 1.9× 108 3.4× 109
Cl2 3.0× 109 2.0× 1010 3.0× 1011
The sensitivity studies consist of modifying the amount of a species compared
to the amount in the base runs. I want to stress that only relevant cases with
informative features for halogen or ozone concentrations are discussed in this thesis.
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This part of the thesis does not intend to reproduce observed conditions, but rather
to investigate the potential influence of several species on the halogen/ozone che-
mistry. Three different modification types are studied: the change in initial mixing
ratio only; in flux only; or in both. The studied values, for mixing ratios, were
increased/decreased by an order of magnitude compared to the initial value used in
the base runs. In case where flux measurements for a species are known, an adequate
average value was used for the sensitivity tests (e.g., see section 3.1.9). When no
flux measurement is known at the appropriate location and time of the year, the
fluxes were assumed as a function of their initial mixing ratio. After evaluation of
the potential range of study, lower/upper values for the fluxes in these sensitivity
studies were chosen to be 10% / 200% of the initial mixing ratio, per day (e.g.,
ξethane = 1.5 nmol mol
−1 ; flux = 0.15 / 3.0 nmol mol−1 day−1). 200% was chosen
for the upper limit in these studies as higher values would induce the majority of
fluxes to exceed any field observation. The value 10% induced small fluxes which
do not considerably modify the gas phase mixing ratio.
These fluxes remain constant throughout the model simulations. Diurnal varia-
tions that may be observed in the field (Sumner and Shepson, 1999; Zhou et al.,
2001; Hutterli et al., 2001; Foster et al., 2001; Bottenheim et al., 2002a) are therefore
not taken into account.
Due to the large number of sensitivity runs, only the most relevant runs were
selected in the thesis. The runs were chosen to be discussed with an ODE type (M1,
M4, P4) based on the relevance of the applied conditions or their specific chemistry
compared to the base run.
3.1.2 Details of base runs
In order to comprehensively analyze the sensitivity runs, the main features of the
base runs are first described. In Figure 3.1, O3 undergoing a P4 ODE or a M4 ODE
is continuously depleted, with a net slow down in destruction at night due to the
absence of reactive halogens. The destruction of O3 during a M1 is very rapid and
occurs within few hours. In Figure 3.2, the chemistry of compounds other than O3
is shown for the two base runs Br2-M4 and Br2-P4. Br2-M1 is omitted for clarity. In
addition, the base run Br2-M1 will not be investigated in great detail in this thesis as
the required flux is unrealistically high. Similarly, details of BrCl- and Cl2-induced
ODEs will be described in upcoming sections.
In both M4 and P4 cases, total gas phase bromine (Brx, Figure 3.2a) increases
during the three first simulated days due to the constant flux of Br2. The production
of BrO via reaction (1.32) increases gradually over time and undergoes a strong
diurnal cycle (Figure 3.2b), as Br atoms are quasi absent at night. Sea salt aerosol
Br− is liberated in both cases via the bromine explosion cycle (Figure 3.2c). On
the last simulated day bromine compounds evolve differently in cases M4 and P4:
In the case P4, O3 remains above 11 nmol mol
−1, and the rates for reaction (1.32)
do not decrease strongly due to the reduction of O3 mixing ratios. Therefore, BrO
remains at high mixing ratios during the last day (∼ 25 pmol mol−1). In contrast,
in the case M4, the O3 destruction is nearly complete 12 hours before the end of
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Figure 3.2: Chemistry of Br2-induced ODEs for background air conditions. Solid black line: base
run Br2-P4; dashed blue line: base run Br2-M4. (A) total gas phase bromine Brx, (B) BrO, (C)
sea salt aerosol Br−, (D) HOx (OH+HO2).
the run. Rates for reaction (1.32) drastically decrease and the BrO production is
strongly reduced (see sharp decrease in Figure 3.2b). The decrease of this reaction
rate leads to a shift in speciation from BrO to Br, and therefore, from HOBr to HBr
(see reactions (1.36) and (1.45)). The reduction and increase of HOBr and HBr,
respectively, lead to the re-bromination of the aerosols (see SSA Br− in Figure 3.2c,
on the last day. Sulfate Br− not shown). HOx mixing ratios on the first day are
approximately 1 and 1.5 pmol mol−1 in cases P4 and M4, respectively, with a rapid
decrease to values below 0.3 pmol mol−1 for the following days. These mixing ratios
are similar to measurements obtained by Bloss et al. (2007).
3.1.3 HCHO
The influence of a constant flux of HCHO on the development of an ODE is inves-
tigated. Figure 3.3 shows the comparison between the base run Br2-P4 and the run
Br2-P4-HCHO where a flux of 5.0 × 109 molec cm−2 s−1 is prescribed under back-
ground air conditions (for these conditions, see Table 2.2). This value is similar to
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Michalowski et al. (2000), and the resulting HCHO mixing ratios in the gas phase
are in good agreement with observations (de Serves, 1994; Sumner and Shepson,
1999; Sumner et al., 2002). As explained in section 1.5.1 a high concentration of
HCHO (Figure 3.3b) increases the reaction rates of reactions (1.64) and (1.65) and
increases the production of HO2 via reactions (1.62) and (1.63) (Figure 3.3c). There-
fore, in this case the halogen speciation is rapidly shifted from X and XO to HOX
and HX (also see reactions (1.36) and (1.45)). Mixing ratios of HBr, HCl, HOBr,
and HOCl rapidly increase (Figures 3.3g to i). The uptake of these compounds by
aerosols maintains the rapid aerosol dehalogenation via the bromine explosion pro-
cess (reaction (1.49), see Figure 3.3d). The sea salt aerosol dehalogenation depends
on the ratio [Br−]:[Cl−] (see Fickert et al., 1999; Adams et al., 2002). Under these
conditions, this dehalogenation occurs mostly in the form of a Br2 liberation in the
gas phase, but BrCl and Cl2 are also produced.
After the near-complete aerosol debromination on the first day (after ' 10h),
both runs undergo a shift in speciation from bromine radicals to HOBr and HBr
(shift stronger in Br2-P4-HCHO). This shift reduces the BrO self-reaction (reac-
tions (1.33) - (1.34)) which is an efficient cycle for the release of Br atoms. Further-
more, bromine deposition on snow strongly increases (see accumulated deposition in
Figure 3.3k), significantly decreasing the total gas phase bromine concentration in
Figure 3.3j. It was calculated that HOBr is nearly 80% responsible for this increase.
Interestingly, mixing ratios of Br2 in the gas phase show a decrease compared
to the base run (Figure 3.3f). This decrease is a consequence of the large loss of
bromine on snow which reduces the bromine availability in the gas phase.
At the end of the model run the amount of highly reactive BrO is reduced by 65%
(Figure 3.3e). As a result O3 mixing ratios are 10 nmol mol
−1 higher than in the
base run (Figure 3.3a). Note that Br− in SSA increases during the last simulated
day in the base run due to insufficient HOBr in the liquid phase (see solid black line,
Figure 3.3d).
In summary, a flux of HCHO as prescribed here strongly reduces the ozone de-
pletion process, as the PODE4 threshold is reached only at the very end of the
simulation.
In all studied cases with elevated HCHO mixing ratios, HCHO strongly modified
the halogen speciation. However, the conditions of high mixing ratios of HCHO
differently impacted the ozone chemistry, depending on the concentration of Br− in
sea salt aerosols. With high initial aerosol Br− concentrations, the bromine explosion
is accelerated by the presence of more HCHO and HOx (see explanations). With
very low initial Br− concentrations, the chemistry is characterized only by the shift
in bromine speciation and a resulting reduction of available highly reactive bromine
radicals (not shown).
Under conditions of near-total O3 depletion and high concentrations of HCHO in
the air (e.g., Br2-M1 with a constant flux of HCHO), the conversion from bromine
radicals to HBr and HOBr rapidly leads to an increase in aerosol Br− concentration
and therefore, in its deposition on snow. Mixing ratios of Brx dramatically decrease
(not shown). No major difference in the chemistry was noted when coastal air
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Figure 3.3: Solid black line: base run Br2-P4; dashed red line: Br2-P4-HCHO=5.0 × 109
molec cm−2 s−1. Background air conditions. (A) O3, (B) HCHO, (C) HO2, (D) sea salt aerosol
Br−, (E) BrO, (F) Br2, (G) HBr, (H) HOBr, (I) HOCl, (J) total bromine Brx, (K) accumulated
deposition of total gas phase bromine on snow.
conditions were applied to this case (with the changes listed in Table 2.2).
Under conditions of Cl2-induced ODEs, the presence of high HCHO fluxes led to
no relevant changes in the ozone chemistry (maximum differences of 1 nmol mol−1).
When prescribing a HCHO flux of 6.0 × 107 molec cm−2 s−1, as estimated from
Jacobi et al. (2002) (see Piot and von Glasow, 2007), the influence on bromine
was negligible. It is concluded that this flux of HCHO has insignificant effects on
ozone. These sensitivity studies show that higher fluxes of HCHO possibly causing
the observed gas phase concentrations are required to significantly impact the ozone
chemistry.
3.1. DISCUSSION OF THE SENSITIVITY STUDIES 81
3.1.4 H2O2
In this section the base run Br2-M4 is compared to Br2-M4-H2O2=1.5× 1010 molec
cm−2 s−1 (Figure 3.4). To the best of my knowledge, fluxes of H2O2 at Alert in spring
have not yet been measured. Therefore, values for this flux are used as described
in section 3.1.1. Such fluxes out of the snowpack have already been measured by
Hutterli et al. (2004), but their location (Summit, Greenland) and the period of
measurements (summer) differ significantly from the conditions in the model. This
H2O2 flux induces gas phase mixing ratios three to four times higher than observa-
tions in the Arctic spring (de Serves, 1994). However, these mixing ratios remain
in the range of late spring/summertime measurements (Bales et al., 1995; Hutterli
et al., 2001; Jacobi et al., 2002). The photolysis of H2O2 represents its primary
loss pathway (reaction (1.66)), producing highly reactive OH radicals (Figure 3.4d).
Reactions (1.38) and (1.67) mainly increase the concentration of HO2 (Figure 3.4c).
Therefore, as explained in section 3.1.3, higher reaction rates for reactions (1.36)
and (1.45) lead to lower mixing ratios of Br and BrO (Figure 3.4f). The higher
mixing ratios of reaction products HOBr (Figure 3.4e) and HBr maintain an effi-
cient recycling in SSAs (Figure 3.4g). Again, the shifted speciation from Br/BrO
to HBr/HOBr reduces the efficiency of the BrO self-reaction, and the increase in
bromine deposition reduces the total amount of gas phase bromine. Mixing ratios of
BrO decrease by up to 10 pmol mol−1 between day 2 and 3 compared to the base run
Br2-M4. (Figure 3.4f). Consequently, mixing ratios of O3 are about 9 nmol mol
−1
higher than in the base run after three days. On the last simulated day, O3 mixing
ratios reach the M4 threshold with a 12-hour delay compared to the base run. As
the ozone depletion is not complete on this last simulated day, BrO mixing ratios
remain high, while they strongly decrease in the base run Br2-M4 (see Figure 3.4f).
Similarly, the bromine recycling through the aerosol phase remains efficient, keeping
Br− concentrations low (Figure 3.4g), while the base run undergoes a re-bromination
(see section 3.1.2).
This flux of H2O2 substantially affects the ozone destruction. The aerosol de-
bromination remains more efficient than in the base model run. However, the depo-
sition of bromine on snow (more than 2.0×10−7 mol m−2 compared to 0.4×10−7 for
the base run) remains stronger than the bromine production in the gas phase and
it strongly reduces the amount of reactive bromine.
When prescribing a flux of 1.0×108 molec cm−2 s−1, estimated from Jacobi et al.
(2002) (see page 65) for early spring, the ozone chemistry showed no major change.
Such a value for the H2O2 flux does not substantially affect the concentration of HOx
in the gas phase. It seems, from these results, that the fluxes of H2O2 estimated
for the high Arctic in spring are not significantly influencing the ozone chemistry.
These sensitivity studies showed that only higher fluxes (most probably related to
higher temperatures, e.g., in late spring / summer, see Hutterli et al., 2001) may
effectively influence the ozone/halogen chemistry.
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Figure 3.4: Solid black line: base run Br2-M4; dashed red line: Br2-M4-H2O2=1.5 ×
1010 molec cm−2 s−1. Background air conditions. (A) O3, (B) H2O2, (C) HO2, (D) OH, (E)
HOBr, (F) BrO, (G) sea salt aerosol Br−.
3.1.5 DMS and DMSO “counter-cycle”
To the best of my knowledge, fluxes of DMS have not been measured in the Arctic
spring. The value for the flux used in this section is explained in section 3.1.1.
Figure 3.5 shows a comparison between the base run Br2-M4 and the model run
Br2-M4-DMS=100 pmol mol
−1 with a flux of 4.0 × 109 molec cm−2 s−1. DMS was
only investigated under coastal conditions as it is produced in the ocean.
The primary effect of high concentrations of DMS on the ozone/halogen chemistry
is through reaction (1.71): BrO oxidizes DMS and produces Br radicals which rep-
resents an efficient additional recycling pathway for BrO. Indeed, this reaction leads
to slightly more ozone depletion during the first simulated day (about 0.7%). The
reaction product DMSO (Figure 3.5c) then reacts with OH (reaction (1.72)) to pro-
duce CH3O2 (Figure 3.5d). This represents a key reaction initiating a cycle that
I call the DMSO “counter-cycle” (see Figure 3.6). An increase in CH3O2 induces
more HCHO (Figure 3.5e) and HO2 which eventually affect the bromine distribu-
tion. This leads, again, to a shift in bromine speciation as explained in sections 3.1.3
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and 3.1.4. Note that the increase of CH3O2 and HCHO starts on the first simulated
day, while the bromine speciation shift becomes important only on the following
day. The relative variation of BrO compared to the base run is anti-correlated to
the relative variations of HOBr and HBr. The presence of more HOBr and HBr
in the gas phase (Figures 3.5h and i) accelerates the aerosol debromination (see
Figure 3.5k). However, the deposition of (mostly) HOBr represents a great sink
for bromine (Figure 3.5l). Brx is only slightly affected by the competition between
aerosol debromination acceleration enhancing ξBrx and the increase of bromine de-
position decreasing ξBrx (Figure 3.5j). In this run, ozone reaches the M4 threshold
with a delay of only two hours.
In summary, contrary to what one might have expected, the reaction between
DMS and BrO is not dominating the overall effect of DMS on bromine/ozone under
the conditions of this run. The production of CH3O2 via reaction between DMSO
and OH becomes rapidly important and leads to less Br radicals. Under conditions
of near-total ozone destruction (e.g., run Br2-M1 after the first day), the shift in
bromine speciation from BrO and Br to mostly HBr leads to a strong bromination
and re-bromination of sulfate and sea salt aerosols, respectively (not shown).
DMS does not react with ClO and the rate coefficient of reaction (1.70) is very
small. Therefore, DMS does not have an effect on Cl2-induced ODEs.
3.1.6 Cl2 and “chlorine counter-cycle”
All previous ODEs that were investigated were induced by a Br2 flux. In this
section results on Cl2-induced ODEs are presented (see Table 3.1) to study the
influence of a Cl2 flux on ozone chemistry. Not surprisingly, the prescribed Cl2
fluxes required to reduce O3 within the observed time scales were unrealistically
high. Nevertheless, these sensitivity runs are described as they appear interesting
for a better understanding of the chemical cycles.
The base run Cl2-M1 is presented in Figure 3.7. Upon photolysis of Cl2 on the first
simulated day, the two main reactions using chlorine (reactions (1.32) and (1.73))
lead to a strong production of ClO and CH3O2 (see Figure 3.7). Those two reaction
products react together to yield HCHO (reaction (1.76)). This reaction, strongly
increasing HCHO mixing ratios (Figure 3.7), also accelerates the reaction rate of
reaction (1.77). This reaction chain efficiently converts Cl/ClO to HCl (see Figu-
re 3.7 compared to the sharp decreases in Cl/ClO a few hours after each sunrise).
Additionally, ROOH is substantially produced via reaction (1.74) due to the high
concentrations of CH3O2 and HO2. Thus, the reaction rate of reaction (1.75) also in-
creases and contributes to the rise of HCl mixing ratios. All these reaction pathways
are schematically described in Figure 3.8. This figure clearly shows that the reac-
tion chain initiated by reaction (1.73) efficiently induces a direct (reactions (1.73),
(1.75), and (1.77)) or indirect (reactions (1.74) and (1.76)) conversion from reactive
chlorine to less reactive HCl. HCl drastically increases to reach unrealistically high
mixing ratios.
In summary, Cl and ClO radicals rapidly react to produce compounds (HOx,
ROOH or CH3O2) which eventually react back with Cl/ClO to release HCl. I call
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Figure 3.5: Solid black line: Br2-M4; dashed red line: Br2-M4-DMS=0.1 nmol mol−1 with a flux
of 4.0× 109 molec cm−2 s−1. Coastal air conditions. (A) O3, (B) DMS, (C) DMSO, (D) CH3O2,
(E) HCHO, (F) BrO, (G) Br2, (H) HOBr, (I) HBr, (J) total bromine Brx, (K) sea salt aerosol
Br−, (L) accumulated deposition of total gas phase bromine.
this negative feedback “chlorine counter-cycle”.
As highlighted in this section, a stronger flux of chlorine radicals induces an
even stronger “chlorine counter-cycle”, shifting chlorine to HCl. In order to induce
a major ODE within one day (M1), it is necessary to prescribe an unrealistically
high Cl2 flux of 3.0× 1011 molec cm−2 s−1 to keep the reaction between Cl and O3
(reaction (1.32)) efficient. Mixing ratios of ClO (order of nmol mol−1) and Cl (order
of pmol mol−1) are inconsistent with measurements in the Arctic (Tuckermann et al.,
3.1. DISCUSSION OF THE SENSITIVITY STUDIES 85
Figure 3.6: Schematic description of the DMS chemistry and the DMSO “counter-cycle”. The
initiating reaction is depicted in thick dashed line. Reaction highlighted in the blue square is the
key reaction producing CH3O2.
1997; Impey et al., 1997b; Perner et al., 1999; Boudries and Bottenheim, 2000). It
is concluded that the presence of this efficient “chlorine counter-cycle”, as explained
in this section, makes a Cl2-induced ODE unrealistic.
This counter-cycle cannot initiate in the case of Br2-induced ODEs, as there is no
reaction between bromine atom and CH4, which is the key reaction to yield CH3O2
in the case of Cl2-induced ODEs.
It is noteworthy to mention the effect of this counter-cycle on Br2-induced ODEs
including high concentrations of chlorine. In the sensitivity studies this counter-
cycle appeared to have a substantial influence on the eventual ozone mixing ratios
in several runs. As an example, the comparison between the base run Br2-M4 and
Br2-M4-Cl2=5.0 × 108 molec cm−2 s−1 is shown in Figure 3.9 under coastal air
conditions. In this case Cl concentrations of up to 2.5×10−3 pmol mol−1 released
via Cl2 photolysis are sufficiently high to “activate” the counter-cycle and therefore,
slow down the ozone destruction via reduction of BrO and Br. After the sunrise
on the first day, mixing ratios of ClO rapidly rise to a maximum of 7 pmol mol−1
(Figure 3.9b) mostly via reaction (1.32). This contributes to the slight decrease
in O3 on the first day compared to the base run (Figure 3.9a). As highlighted
in this section, the high mixing ratios of Cl and ClO lead to the activation of
the chlorine counter-cycle: CH3O2, HOx, and ROOH substantially increase (see
Figures 3.9d and e). Several hours after each sunrise of the model run, chlorine
radicals undergo the sharp decrease attributed to the counter-cycle (Figure 3.9b)
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Figure 3.7: Simulated evolution of gas phase O3, HCHO, HO2, HCl, ClO, Cl, and CH3O2 using
the Cl2-M1 base run.
and are converted to unreactive HCl (Figure 3.9c). As a consequence, higher mixing
ratios of CH3O2 increase reaction rates of reactions (1.42)-(1.43), while reaction rates
of reactions (1.36)-(1.45)-(1.64)-(1.65) are higher due to increased HO2 and HCHO
(see Figure 3.9e). Again, bromine undergoes a shift in speciation from Br/BrO to
HBr/HOBr (Figures 3.9f to h).
This case highlights that high concentrations of bromine together with chlorine
may lead to unexpected halogen interactions. The eventual effect on ozone depends
on the activation state of the chlorine counter-cycle.
The chemistry of BrCl-induced ODEs is similar to that of a Br2-induced ODE
including a flux of chlorine. In the P4 ozone destruction, the release of chlorine via
the flux of BrCl (1.0×108 molec cm−2 s−1, see Table 3.1) is too small to “activate”
the chlorine counter-cycle. The bromine chemistry in the BrCl-P4 case remains
nearly identical to the chemistry described for the base run Br2-P4. Therefore, the
required flux for BrCl to induce an equivalent P4 as for Br2-P4 is stochiometrically
similar to the Br2 flux. Such a flux of BrCl induces realistic loadings of chlorine in
the model: ξClO ∼ 2 pmol mol−1 (see Perner et al., 1999), ξCl ∼ 4×10−4 pmol mol−1
(see Jobson et al., 1994; Boudries and Bottenheim, 2000), and ξCl2 ∼ 2 pmol mol−1
(see Foster et al., 2001). The BrCl-M4 base run does show a small influence of
the counter-cycle on the bromine chemistry. This can be highlighted by increased
concentrations of HBr compared to the concentrations in Br2-M4 (increase of about
40%). Therefore, the BrCl flux required to induce an equivalent M4 ODE as in
the Br2 case is slightly stronger than the stochiometric ratio with Br2 (1.9×108
compared to 2× 9.0×107 molec cm−2 s−1). In addition, loadings of chlorine in the
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Figure 3.8: Most important reactions caused by high mixing ratios of gaseous Cl2. The initiating
reaction is highlighted by a blue square. Red circles: chlorine species. Green squares: key species
for the HCl production. The grey arrow in background is to show the overall direction taken by
the “chlorine counter-cycle”.
model do not differ substantially from the BrCl-P4 run. Mixing ratios of BrCl reach
7 pmol mol−1, while they have a maximum of 5 pmol mol−1 in BrCl-P4. In the BrCl-
M1 base run, the chlorine counter-cycle is clearly activated and it strongly affects
the bromine chemistry by shifting reactive bromine to mainly HBr (10 to 20 times
higher in BrCl- than Br2-induced ODEs, not consistent with predictions from other
models Fan and Jacob, 1992; Sander et al., 1997; Lehrer et al., 2004). BrCl mixing
ratios reach a maximum of 38 pmol mol−1. The required flux of BrCl, compared
to Br2, is substantially higher than the stochiometric ratio (3.4×109 compared to
2× 1.5×109 molec cm−2 s−1), showing that the chlorine counter-cycle is activated.
These studies show that only the chemistry of the BrCl-P4 and BrCl-M4 runs lie
within the range of observations.
3.1.7 C2H4
Ethene (C2H4) chemistry is characterized by the three reactions listed in section 1.5.4.
In this section the base run Br2-M4 is compared with Br2-M4-C2H4=0.8 nmol mol
−1
under coastal conditions (Figure 3.10). Such a high mixing ratio for C2H4 corres-
ponds to an upper limit, but this value lies within the range of observations during
Arctic spring (Doskey and Gaffney, 1992; Ariya et al., 1999). Mixing ratios of OH
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Figure 3.9: Solid black line: Br2-M4; Dashed red line: Br2-M4-Cl2=5.0 × 108 molec cm−2 s−1.
Coastal air conditions. (A) O3, (B) ClO, (C) HCl, (D) CH3O2, (E) HCHO, (F) BrO, (G) HOBr,
(H) HBr.
(Figure 3.10c) and Cl (Figure 3.10d) decrease, but the Cl chemistry does not affect
the ozone/bromine concentration under these conditions (ξCl too low, but similar
to measurements from Jobson et al., 1994; Boudries and Bottenheim, 2000). The
increase in ξC2H4 reduces HOx lifetime via reaction (1.79). Therefore, this reaction
tends to reduce the formation of HOBr from Br/BrO radicals. However, in the case
of Br2-M4-C2H4=0.8 nmol mol
−1 reaction (1.80) is accelerated (see Figure 3.10e).
This reaction prevails over reactions (1.78) and (1.79) during the whole model run
and increases the formation of HBr. Thus, BrO mixing ratios decrease strongly
(Figure 3.10i). Clearly, the decrease of HOBr (Figure 3.10g) reduces the efficiency
of the bromine explosion mechanism and the shift of bromine speciation to HBr and
its subsequent uptake to particles leads to a drastic increase in sulfate and sea salt
aerosol Br− (Figure 3.10h, not shown for sulfate aerosols). Br− concentrations in
SSAs are up to 20 mmol l−1 higher than in the base run Br2-M4. This scenario
shows that the presence of large amounts of C2H4 strongly reduces the efficiency of
the bromine explosion. This and the conversion from Br atoms to less reactive HBr
lead to less available bromine radicals for the depletion of ozone. The ozone mixing
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Figure 3.10: Solid black line: Br2-M4; dashed red line: Br2-M4-C2H4=0.8 nmol mol−1. Coastal
air conditions. (A) O3, (B) C2H4, (C) OH, (D) Cl, (E) Br, (F) HBr, (G) HOBr, (H) sea salt
aerosol Br−, (I) BrO.
ratio drops only to 11 nmol mol−1 within four days, which is equivalent to a ’P4’
event.
However, it is important to note that the reactions characterizing the C2H4 che-
mistry may compete with each other, depending on the amount of C2H4 in the model
run. In order to assess the influence of reaction (1.79) compared to reaction (1.80),
additional model runs were performed with ξC2H4 = 0.5 and 0.01 nmol mol
−1. In
Figure 3.11 ozone mixing ratios of the different runs is compared with ozone in (A)
Br2-M4 and (B) Br2-P4. In Figure 3.11a, these ratios for C2H4=0.8 and C2H4=0.5
nmol mol−1 show that ozone for these runs is less depleted than for the base run, due
to the reduction in the bromine explosion cycle, as explained above. Interestingly,
however, ozone is also temporarily less depleted than in the base run under condi-
tions of ξC2H4 = 0.01 nmol mol
−1. With low ξC2H4 the reduced reaction (1.79) allows
more HOx to react with bromine radicals to form HOBr. Similarly, reaction rates
for reaction (1.80) produce less HBr. The increase and slight decrease of HOBr
and HBr, respectively, induce a moderate acceleration of the SSA debromination
compared to the base run. Nevertheless, as highlighted in previous sections, the
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Figure 3.11: Ratio of O3 in sensitivity runs to O3 in the base run for (A) M4 and (B) P4
ODEs, respectively. Dash-dotted blue line: ξC2H4 = 0.01 nmol mol
−1; dashed red line: ξC2H4 =
0.5 nmol mol−1; dash-dotted green line: ξC2H4 = 0.8 nmol mol
−1. Coastal air conditions.
formation of HOBr reduces Brx via increased deposition on the surface.
As a consequence, less bromine radicals are available compared to the base run.
The difference to the base run M4 is highest in the morning of day 3. Later, ozone
rapidly decreases and becomes more depleted than in the base run M4. This de-
flection in ozone destruction is the result of a strong decrease in reaction rate of
reaction (1.80). At the end of the model run Br2-M4-C2H4=0.01 nmol mol
−1, C2H4
is completely destroyed. Therefore, the concentration of Br atoms increases com-
pared to the base run, which leads to a stronger ODE on the last day. This specific
time span highlights the importance of reaction (1.80) in reducing the amount of
available Br atoms, although the rate coefficient for this reaction is small.
Under conditions of a P4 ODE, an increase of ξC2H4 compared to 0.08 nmol mol
−1
(base run Br2-P4) leads, again, to a decrease in ozone depletion via the reduction of
the bromine explosion and the conversion from Br atoms to HBr (see Figure 3.11b).
The model run with ξC2H4 = 0.01 nmol mol
−1 displays a similar chemistry as ex-
plained for the case Br2-M4. However, C2H4 does not drop down to zero at the end
of the run as in Br2-M4-C2H4=0.01 nmol mol
−1. Therefore, reaction (1.80) remains
efficient along the whole model run. Ozone mixing ratios at the end of the model
run (Figure 3.11b) remain slightly higher than in the base run P4.
This study highlights that high concentrations of ethene strongly reduce the
bromine explosion and therefore, the ozone depletion. Low concentrations of ethene,
however, allow substantial amounts of HOx to be present in the atmosphere, which
shifts reactive bromine to less reactive HOBr. Such concentrations may then lead
to a decrease in ozone destruction as well.
Prescribing a flux of 1.3× 108 molec cm−2 s−1 of C2H4, as measured by Swanson
et al. (2002), showed only a very weak influence on ozone: ξO3 only increased by
less than 1 nmol mol−1. Fluxes measured in the field seem to have no noticeable
influence on the bromine/ozone chemistry, but note that the resulting C2H4 mixing
ratios in the model only increases by 10 pmol mol−1 due to this prescribed flux.
Only higher fluxes of C2H4 may affect the halogen/ozone chemistry.
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3.1.8 C2H6
First, sensitivity studies on Br2-induced ODEs are discussed. The observed variabili-
ty of C2H6 in the Arctic is relatively small (between 1 and 4 nmol mol
−1, see Ariya
et al., 1999). When investigating realistic values for C2H6 mixing ratios, no relevant
change in ozone was noticed. For a better understanding of the C2H6 chemistry, the
effects of higher mixing ratios were also investigated (an order of magnitude higher
than observed values, with ξC2H6 = 15 nmol mol
−1, see Table 2.3).
Here, the base run Br2-M4 is compared to Br2-M4-C2H6=15 nmol mol
−1 under
background conditions (Figure 3.12). In the model C2H6 only reacts with OH and
Cl with a rate coefficient for reaction (1.81) approximately 500 times higher than for
reaction (1.82). Under Br2-M4 conditions, however, the concentration of Cl is very
low: reaction (1.81) is negligible compared to reaction (1.82). The removal of OH
radicals from the atmosphere by C2H6 (reaction (1.82)) is an important pathway
reducing the concentration of HOx (Figures 3.12c and d) as well as HCHO (Figu-
re 3.12e). As explained in previous sections this decrease in oxidant concentrations
reduces the production of HOBr and HBr (see Figure 3.12g) and slows the bromine
explosion cycle down. In this investigation, the limitation in HOx prevails and
increases the mixing ratio of BrO by at most 2 pmol mol−1 (Figure 3.12f). The
more efficient BrO self-reaction leads to a faster recycling of bromine oxide and a
stronger ozone destruction (with a maximum decrease of 2 nmol mol−1 compared
to the base model run, Figure 3.12a). ODEs caused by Br2 emissions are enhanced
under high concentrations of ethane. Ethane cleanses the air from high reactive
oxidants which hinder the BrO self-reaction. However, such an increase in ethane
mixing ratio has a rather small impact on the ozone chemistry.
Cl2-induced ODEs with increased mixing ratios of C2H6 were also investigated.
In all ODE cases (M1, M4 and P4), reaction (1.81) prevailed and induced weaker
depletions of ozone. C2H6 strongly diminishes the availability of Cl atoms. There-
fore, C2H6 is directly reducing the chlorine-induced ozone destruction chain. By
prescribing 15 nmol mol−1 of C2H6 compared to 1.5 nmol mol−1 in the base runs,
ozone only reached the M2 threshold compared to Cl2-M1, P4 compared to Cl2-M4,
and no ODE compared to Cl2-P4, respectively.
This study shows that ethane is mainly important for chlorine-related chemistry
via direct reaction between C2H6 and Cl. Ethane does not influence the bromine
chemistry markedly: only reaction with OH radicals slightly reduces HOx concen-
trations.
3.1.9 HONO, NO2, and RONO2
Field measurements in the Arctic spring have highlighted the production of HONO
molecules originating from the snowpack. Zhou et al. (2001) measured hourly-
averaged HONO flux in the range of 0-1.0× 109 molec cm−2 s−1 with a mean value
of 5.0 × 108 molec cm−2 s−1. In this section the importance of this mean value
for the flux of HONO is investigated. Figure 3.13 shows the comparison between
Br2-P4 and Br2-P4-HONO=5.0× 108 molec cm−2 s−1 under background air condi-
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Figure 3.12: Solid black line: Br2-M4; dashed red line: Br2-M4-C2H6=15 nmol mol−1. Background
air conditions. (A) O3, (B) C2H6, (C) OH, (D) HO2, (E) HCHO, (F) BrO, (G) HOBr.
tions. At daytime, photolysis is the dominant loss for HONO (reaction (1.94)). OH
(Figure 3.13c) and NO (see Figure 3.13e) radicals are rapidly produced.
As described earlier in this thesis higher mixing ratios of OH induce a stronger
production of HO2 (mostly via reaction (1.38), Figure 3.13d). The presence of higher
mixing ratios of HO2 compared to the base run leads to a shift in bromine speciation
from Br/BrO to HBr/HOBr (Figures 3.13h and i). Again, as described earlier, such
HOBr mixing ratios accelerate the aerosol debromination via the bromine explosion
(Figure 3.13j), but its deposition on snow also substantially reduces the amount
of available bromine. Furthermore, the production of HOBr in the case of Br2-P4-
HONO=5.0×108 molec cm−2 s−1 induces a slow down in the rapid BrO self-reaction.
These reactions contribute to the reduction of highly reactive bromine available for
the ozone depletion (Figure 3.13g).
In addition, NOx production from the photolysis of HONO accelerates reaction
rates of reactions (1.86) to (1.92). Reaction (1.47) accelerates the BrO recycling
into Br atoms. However, reactions (1.86) and (1.87) rapidly produce BrNO2 and
BrONO2 during daytime, with BrONO2 reaching maxima of about 2 pmol mol
−1
(not shown). BrONO2, more reactive than BrNO2, may heterogeneously react with
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aerosol surfaces to convert halides into photolyzable halogens (reaction (1.92)). How-
ever, the aerosol debromination induced by this reaction pathway is about two orders
of magnitude smaller than via reaction (1.49). Indeed, BrNO2 and BrONO2 rather
represent a temporary gas phase reservoir of bromine. In this model run, deposition
of BrONO2 is found important for the loss of bromine on the snow. It was calculated
that the total bromine deposition contributes, at the end of the model run, more
than 30% to the total amount of bromine in the run compared to 10% for the base
run (not shown). Bromine deposition on snow is stronger than the bromine release
from the bromine explosion. Brx mixing ratios decrease (Figure 3.13f) and reduce
the availability of reactive bromine (Figure 3.13g). Consequently, O3 is destroyed
less and displays a final mixing ratio of 16.5 nmol mol−1 after the four simulated
days compared to 12.0 for Br2-P4 (Figure 3.13a).
Under conditions of the prescribed flux of HONO from the snow, maximum NOx
mixing ratios remain near 2 pmol mol−1, as opposed to undetectable values in the
base run Br2-P4 (see Figure 3.13e after the first simulated day). The flux of HONO
induces a moderate acid displacement in SSAs (see Robbins et al., 1959). The
presence of NOx leads to the production of HNO3 throughout the model run (mainly
via reaction (1.84), Figure 3.13k). The uptake of this strong acid in SSAs induces
an increase in acidity (H+) and NO−3 ions. In the model run with a HONO flux, the
SSA H+ concentration is 5 to 10 times higher than in the base run, which modifies
the equilibrium of reaction H+ + Cl−↔ HClaq to the right. Therefore, the uptake of
HNO3 leads to the outgassing of HCl as long as the equilibrium HClaq↔HCl is not
reached. Gas phase HCl chemistry is, however, driven at daytime by the increased
release of Cl2 and BrCl in the gas phase compared to Br2 (Figure 3.13l), as the
equilibrium for reaction (1.49) is also modified. At night the absence of OH radicals
stops the production of HNO3 via reaction (1.84). Therefore, the acid displacement
in SSA is interrupted as well and HClgas is taken up into aerosols. HCl reaches a
maximum of 16 pmol mol−1 at the end of the model run (Figure 3.13l) and SSA
chloride displays a net decrease along the model run (not shown).
These model results indicate that concentrations of NOx, under the influence of
such a flux of HONO in Arctic regions, may be associated with high concentrations
of gas phase HCl, if chloride is present in aerosols. I encourage field experiments to
find evidence for this specific chemistry in order to confirm these results.
Under coastal air conditions, the presence of high mixing ratios of HOBr and
BrONO2 with a higher number of SSAs containing Br
− (due to the SSA production)
induces more aerosol debromination. These conditions induce more Brx in the air
along the model run than under background conditions. After four days, O3 is
about 2.5 nmol mol−1 more depleted under coastal air than under background air
conditions.
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Figure 3.13: Solid black line: Br2-P4; dashed red line: Br2-P4-HONO=5.0× 108 molec cm−2 s−1.
Background air conditions. (A) O3, (B) HONO, (C) OH, (D) HO2, (E) NOx, (F) total bromine
Brx, (G) BrO, (H) HOBr, (I) HBr, (J) sea salt aerosol Br−, (K) HNO3, (L) HCl.
Model runs with lower/higher initial mixing ratios of NO2 were also performed
(not shown). The related chemistry is similar to that of HONO. Prescribing higher
initial mixing ratios of NO2 mainly induces a shift in speciation from Br/BrO to
BrNO2/BrONO2. This represents a reservoir of less reactive bromine, which reduces
the amount of available reactive bromine. Additionally, accumulated bromine depo-
sition increases, mostly due to higher deposition rate of HOBr and BrONO2. Ozone
is less depleted in all studied cases that include more NO2 in the air. However, the
difference in O3 mixing ratios compared to the base runs is rather small (between 1
and 4 nmol mol−1 for maximum ξNO2 = 0.2 nmol mol
−1). Acid displacement occurs
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in all cases as well.
The influence of higher mixing ratios of RONO2 was also studied (not shown).
RONO2 chemistry is characterized by reactions (1.95) to (1.97). In both Br2-M4
and Br2-P4 cases the rates of the three reactions remain relatively small, but reac-
tion (1.97) prevails. Only few pmol mol−1 of NO2 molecules are produced in the
model runs. The related chemistry remains similar to that of NO2. However, large
variations of ξRONO2 do not substantially influence O3: when multiplying ξRONO2
by a factor 10 compared to the base value (Table 2.3), ozone only increases by 3
nmol mol−1, in both Br2-M4 and Br2-P4 cases. Acid displacement of HCl by HNO3
also occurs under such chemistry.
Among HONO, NO2 and RONO2, HONO is found the most important species
affecting the bromine/ozone chemistry due to the production of both highly reactive
OH and NO. NO2 and RONO2 only show a limited influence on bromine/ozone.
Therefore, experimentalists are encouraged to record HONO concentrations in par-
ticular, simultaneously with bromine/ozone. RONO2 only weakly affects ozone, but
it is a relevant tracer providing information on the concentration of chlorine radicals
(see reaction (1.97)).
3.2 Discussion of deposited bromine on snow
In this chapter, the recycling of bromine from the snow was not considered, as the
focus was on boundary layer chemical reactions influencing bromine/ozone. How-
ever, recycling of deposited bromine on snow appears to be an important process for
the re-emission of reactive bromine (see Foster et al., 2001; Peterson and Honrath,
2001; Spicer et al., 2002). Moreover, Piot and von Glasow (2007) showed that the
deposition/re-emission process is essential for the timing of an ODE. The model
results highlighted here apply only for constant fluxes of halogens. The different
processes leading to the re-emission of deposited bromine on snow are not explicitly
taken into account. Therefore, temporal/spatial variations of the flux of halogens in
the model run are not investigated in this part of the thesis. The simulations where
bromine deposition on snow represents an important loss pathway have opposite
effects compared to simulations including recycling on snow. In these sensitivity
studies, the deposition of bromine on snow only represents a loss of bromine for the
studied airmass. For results including recycling from the snow, the reader is referred
to chapter 4. It is important to stress that the chemistry in the PBL drastically
changes, whether deposited bromine is recycled as reactive bromine or not. The
model results of this thesis bring information about the polar chemistry, with snow
only playing the role of sink (e.g., during snowfall or inefficient photochemistry in
the snowpack).
3.3 Summary and conclusions
The chemistry of HCHO, H2O2, DMS, Cl2, C2H4, C2H6, HONO, NO2, and RONO2
in the Arctic PBL during ODEs was investigated. Their impact on halogen/ozone
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was assessed by the use of the box model MISTRA. Base runs undergoing Br2-, Cl2-,
or BrCl-induced ODEs were compared to similar runs including an additional che-
mical modification (flux or mixing ratio of one species). Under conditions of elevated
mixing ratios of HCHO, H2O2, DMS, and Cl2, the speciation of halogen compounds
was shifted from XO/X to HOX/HX (X=Br,Cl), caused by HOx radicals. This
shift in speciation accelerated the bromine explosion cycle in SSAs. However, this
shift also reduced the BrO self-reaction and increased bromine deposition on snow
(mainly via HOBr deposition). It was found that the overall effect of this shift is the
reduction of the total amount of gas phase bromine in models and the slow down in
the ozone depletion process.
It was shown in section 3.1.6 that ODEs caused by fluxes of Cl2 lead to unrealistic
amounts of reactive chlorine compared to field measurements. Reactions involving
reactive chlorine released CH3O2, HOx, and ROOH which react with chlorine radi-
cals to produce HCl. I called this reaction chain “chlorine counter-cycle” as chlorine
radicals were depleted by reaction products originating from chlorine reactions them-
selves. Very large amounts of HCl were produced during the depletion ozone. It was
noted that this counter-cycle may be “activated” rapidly by the presence of suffi-
cient concentrations of chlorine radicals, also under conditions where Clx is not the
main O3 destroying family (e.g., model run Br2-M4-Cl2=5.0×108 molec cm−2s−1).
In that case, the activation of the chlorine counter-cycle unexpectedly led to the
reduction of reactive bromine and reduced the ozone depletion. Similar activations
of this counter-cycle were also observed for the base run BrCl-M1.
The chemistry of C2H6 mainly reduced the concentration of HOx in the air,
which modified the bromine speciation from HOBr/HBr to BrO/Br. However, the
influence of high mixing ratios of C2H6 on ozone was found very weak. C2H6 had
stronger effects on ODEs caused by Cl2 fluxes, as it converted chlorine radicals to
HCl rather rapidly.
The chemistry of C2H4 strongly affected the concentrations of HOx and bromine
radicals. Higher mixing ratios of C2H4 compared to base runs showed a drastic
reduction in bromine explosion efficiency. Less HOBr and more HBr clearly led to
the re-bromination of SSAs and the bromination of sulfate aerosols. The reduction
of available gas phase bromine led to less ozone depletion. Nevertheless, it was also
noted that lower mixing ratios of C2H4 may also lead to less ozone depletion. Under
such C2H4 conditions, longer HOx lifetimes led to higher concentrations of HOBr
than in the base run: the aerosol debromination was stronger. As mentioned for
other species, the increase in HOBr led to increased deposition on snow and a slow
down in BrO self-reaction. Under low mixing ratios of C2H4, Brx also decreased
compared to the base run and the ozone depletion process slowed down.
Among HONO, NO2 and RONO2, HONO was found the most O3-influencing
nitrogen-containing species. The photolysis of HONO released both highly reac-
tive OH and NO. Both radicals induced a shift in bromine speciation to produce
HOBr/HBr and BrONO2/BrNO2. The main effect of this shift was the reduction in
gas phase reactive bromine via deposition on snow. Ozone was less destroyed. For
all three nitrogen-containing species, an acid displacement in SSAs from HNO3 to
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HCl was noted as well as an increase in the release of chlorine compared to bromine
out of SSAs. More gas phase chlorine was found in model runs including high NOx
than in base model runs.
Again, I want to stress that recycling of deposited halogen in/on snow was not
included in this model. Therefore, variations in deposition on snow were not taken
into account. Differences in model results may be important if this recycling on
snow is included.
The results of this chapter help better understand the relevance of species found
in the Arctic boundary layer during an ODE. These presented sensitivity studies
showed the relative importance of these species for ozone/halogen chemistry and
also highlighted unexpected reaction cycles (see, e.g., the “chlorine counter-cycle”).
These results may be useful for future preparations of field measurements and for
more accurate interpretations of results.
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Chapter 4
The role of FF, OL and recycling
on snow for ODE
In section 4.1, the potential influence of FF aerosols was assessed by detailed one-
dimensional model studies under different chemical and meteorological conditions.
In particular, this section details the studies on the impact of different surface se-
quences of open lead and FF, meteorological parameters, the role of halogen recy-
cling from snow as well as the influence of emissions that have been measured from
snow. Direct heterogeneous reactions on frost flowers themselves are also discussed.
A summary and some concluding remarks are given in section 4.2.
4.0.1 Model sensitivity studies
The model runs discussed in this thesis are summarized in Table 4.1. In all runs
(except for the assessment of FFs during night) the model column traverses the FF
field four hours after the model start (day 0, 04:00 local time), approximately 30
minutes after sunrise in order to start the production of FF aerosols at daytime. All
parameters in the sensitivity studies have the same values as in the base model run
unless stated explicitly otherwise.
In run 1 (base run) the most realistic values for all parameters are chosen. As all
other runs are compared to this one, it is discussed in greatest detail (section 4.1.1).
Runs 2 to 7 are discussed to assess the impact of the recycling on snow and the
presence of a lead in the model. In order to evaluate the effect of FF aerosols
during nighttime, the FF field is crossed by the model column on day 0, 00:00
local time (runs 8 and 9). Meteorological parameters are also investigated: the
frost flower and ambient air temperatures are varied by 5 K and 1 K, respectively
(runs 10 and 11). The impact of a change in wind speed is evaluated in run 12.
The precipitation of bicarbonate from the brine layer was suggested to be a key
process for the acceleration of the bromine explosion (see Sander et al., 2006a). The
importance of this is investigated by assuming that only 50% or 0% is precipitated
(run 13 and 14) as opposed to 100% in the base run. The characteristics of an Arctic
Haze event are also investigated (run 15). The impact of the potential recycling
efficiency from snow is assessed with the parameter νsnow which controls the fraction
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of deposited bromine re-emitted from the snow as Br2/BrCl. The studies comprise
values for νsnow of 0% (run 3), 25% (run 16), 50% (run 17) and 75% (run 1). The
impact of non-halogen gases released from the snow shown in Table 2.6 has also been
investigated. Only the role of the HONO flux in the bromine explosion is discussed
(run 18). Finally, the differences between the FF aerosols as the source of bromine
and a direct release of gaseous Br2 from that field of FFs are discussed (run 19).
Further details to the model sensitivity studies are given in the respective result
sections.
To facilitate the discussion in this thesis, the classification of Ridley et al. (2003)
to define the ODE types is used depending on ozone mixing ratios (see section 3.1.1).
Table 4.1: List of runs performed. Deposited bromine is re-emitted from snow as Br2/BrCl with
a ratio νsnow. “OL duration” is the period over which the surface has the characteristics of open
water. “Snow flux” represents the prescribed fluxes out of the snow; if standard, all fluxes listed
in Table 2.6 are used. “Characteristics” refers to additional run properties.
Name Run# νsnow OL duration snow flux Characteristics
Base case (or Ratio=75) 1 75% 10 min standard -
NOL-noR 2 0% none standard -
OL-10min-noR or
Ratio=0 3 0% 10 min standard -
OL-1h-noR 4 0% 1 hour standard -
OL-1hour 5 75% 1 hour standard -
OL.FF.S 6 75% 10 min standard OL prior to FF
separated-FF 7 75% 10 ∗ 1 min standard 10 ∗ 12 min FF field
FF-nightR 8 75% 10 min standard recycl. at night
FF-nightnoR 9 75% 10 min standard no recycl. at night
TFF=260 K 10 75% 10 min standard FF temp. = 260 K
1K-colder airmass 11 75% 10 min standard Tairmass 1 K colder
Wind=7m s−1 12 75% 10 min standard µ = 45
halfHCO−3 13 75% 10 min standard 50% HCO
−
3 precip.
fullHCO−3 14 75% 10 min standard no HCO
−
3 precip.
Arctic Haze 15 75% 10 min standard hazy airmass comp.
Ratio=25 16 25% 10 min standard -
Ratio=50 17 50% 10 min standard -
no-HONO 18 75% 10 min no HONO -
Br2-flux 19 75% 10 min standard direct Br2 flux from FF
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4.1 Results and discussions
The discussion of the results is subdivided into eight parts. In section 4.1.1 the base
run is discussed to reproduce an ODE with the frost flowers aerosols being the source
for bromine (see Figure 2.4 for a schematic depiction of the model runs). Different
sequences of FF fields and open leads as surfaces are examined (section 4.1.2) as
well as the impact of temperature and wind speed on the production of FF aerosols
(section 4.1.3). In section 4.1.4 the impact of 50 or 100% of HCO−3 remaining in
aerosols is examined. Also, the effects of Arctic Haze are discussed (section 4.1.5). In
section 4.1.6 results are presented on the importance of gaseous halogen re-emission
from the snow of both particulate and gas phase bromine depositions. This is
followed by a sensitivity study on the impact of non-halogen outgassing from the
snow (section 4.1.7). Finally, in section 4.1.8 differences are discussed between the
production of FF aerosols and a direct release of Br2 from FFs that could help
differentiate among direct or indirect release of reactive bromine from FFs.
4.1.1 Base case
In this model run (starting on day 0, after the two-day spin-up), the model column
begins to cross a field of FFs at 04:00 local time. Aerosols, with no bicarbonate,
are released from the FFs. These constitute the major source of bromine in the
model. The field of FFs is with 36 km (corresponding to two hours where the
model column moves with a wind speed of 5 m s−1) rather large. In order to
release enough bromine for a major ODE to develop within four days (MODE4),
the scaling factor for the FF aerosol emission (see equation 2.19) was chosen as
µ = 90 (PODE4 is reached with µ = 60). The FF field is followed by an open lead
of 10 minutes duration (equivalent to 3 km). After the open lead the model column
moves over snow from which deposited gas and particulate bromine is re-emitted
as gas phase Br2 and BrCl (see section 2.3.2). The efficiency for the recycling of
bromine is assumed to be νsnow = 75%, based on model-field data comparisons (see
section 4.1.6). Furthermore, the release of non-halogen species from the snowpack
is included (see Table 2.6). In the following a detailed interpretation of the base
model run is provided and the importance of the various assumptions is analyzed in
the next sections.
Some important features of the base run are shown in Figure 4.1. The strong
temperature difference between the open water (271 K) and the overlying air (245 K)
leads to convection that penetrates the temperature inversion at around 300 m and
leads to an extension of the mixed layer up to 400 m (Figures 4.1h to j). The
relative humidity displays highest values at the top of the BL due to the decrease
of temperature with height. FF aerosols are well mixed throughout the BL due to
vertical air motion caused by the increase of the surface temperature over the FF
field and the OL (Figure 4.1h).
Liberation of Br2/BrCl from the FF aerosols starts subsequent to uptake of acids
in particles and is more efficient at the top of the boundary layer due to smaller
particle pH values at the top of the BL (see von Glasow and Sander, 2001). However,
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this release is slow and ozone is weakly depleted by this process only, as will become
clear in the next paragraphs.
The five parameters TCg, TCa, TCd, IDBr and TCBr introduced in section 2.3.5
are displayed in Figure 4.1l. TCg has a positive starting value due to the presence
of bromoform and methyl bromide in the atmosphere. IDBr shows a monotonically
increasing behavior as it represents the accumulated deposition over time. In the
model runs, deposited aerosol bromide is instantaneously re-emitted as gas phase
bromine. This particulate-to-gas-phase conversion is therefore, with νsnow = 75%,
faster than the bromide liberation via the bromine explosion cycle from particles.
Thus, the way that halogen re-emission from the snow is treated in the model is
clearly more efficient than the release from aerosols in terms of bromide liberation:
TCg is closely correlated to the aerosol deposition on snow. When the LWCa and
the deposition increase, the re-emission from the ground and TCg increase as well
(under cloud-free conditions, as explained in section 2.3.4, page 72). Note that the
correlation between deposited bromine and its re-emission is directly related to the
way the model was set up. The possible delay between deposition and recycling that
can occur in/on snow at the field does not affect, in the model representation, the
values given to νsnow.
In Figure 4.1a two regions of ozone are distinguished in the BL before day 2: the
ozone mixing ratio isopleth of 25 nmol mol−1 is used as an approximate separation
of these two regions (see black curve, displayed in all other O3 plots as well). The
difference between the regions comes from the influence of the re-emission of bromine
from the snow. Note that the natural deposition of ozone on the ground also con-
tributes (by 13% after four days of simulation) to the removal of O3 molecules near
the surface. On day 0, the lowest layers of the BL (up to 100 m) are greatly dis-
turbed by the re-emission of halogens from the ground. Ozone is quickly depleted:
over the first 12 simulated hours, the deposition/re-emission of bromine is strongest
and leads to a maximum value of the ozone destruction rate of 2.15 nmol mol−1 h−1.
This destruction rate agrees well with the rate 2.4 nmol mol−1 h−1 calculated by
Platt (1997) based on measurements. Notably, substantial ozone depletion is found
only several tens of kilometers downwind of the FF field (Figure 4.1a). The ozone
destruction on the first day can be classified as a PODE and occurs within 10 hours.
In the upper layers, the much smaller ozone destruction is a consequence of the
bromine explosion cycle in aerosols. The strength of this cycle for gas phase bromine
concentrations is weak compared to the re-emission of bromine from the ground: a
substantial amount of bromide in layers above 100 m remains in FF aerosols up
to day 1, 12:00 (see dash-dotted green line in Figure 4.1l) whereas bromide in the
lowest layers is entirely liberated after 9 hours.
Figure 4.1k shows that aerosol bromide accounts for 95-99% of the modeled de-
position flux between 04:00 and 06:00 on day 0 (later, gaseous HOBr accounts for
approximately half of the deposition during daytime: the major components de-
positing at night are Br2 and CHBr3). As the deposition flux (mostly composed
of bromide) is strongest near the region of particulate halogen production from the
FF field, re-emissions of Br2 and BrCl from the snow reach maxima of 3.2×108 and
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9.5×108 molec cm−2 s−1, respectively, shortly after moving across the OL. At this
time, halogen re-emission from the snow rapidly initiates the bromine explosion in
the lowest 100 m of the BL. After photodissociation of Br2, free Br radicals destroy
ozone via the cycles mentioned before. The reaction product BrO exhibits a max-
imum of 48 pmol mol−1 in the lowest layers on the first day (Figure 4.1d). This
maximum is a consequence of two different processes: the re-emission of Br2/BrCl
from the snow followed by photolysis and reaction with available O3, and the induced
bromine explosion acceleration which liberates bromine from the aerosol phase. Af-
ter day 0, BrO mixing ratio decreases to values similar to field data (up to 30
pmol mol−1, see Hausmann and Platt, 1994; Tuckermann et al., 1997; Martinez
et al., 1999; Ho¨nninger and Platt, 2002; Ho¨nninger et al., 2004). Vertical transport
within the BL extends the presence of high bromine mixing ratios (Brx) over the
simulated days in the whole BL. In the first night (i.e., night between day 0 and
1), gas phase Br2 and BrCl are replenished by several mechanisms in the absence of
photolysis and display mixing ratios of about 28 and 6 pmol mol−1 in the first 100
meters of the BL (Figure 4.1c). Such concentrations are in the range measured by
Foster et al. (2001) and Spicer et al. (2002).
On day 1 at 22:00 local time, LWCa shows a maximum of 2.1×10−4 g m−3.
No cloud forms under these conditions but perturbations in the radiative and heat
fluxes induce a weak turbulent mixing resulting in downward O3 transport. As a
consequence, ozone is temporarily replenished down to the surface from day 1, 23:00
to day 2, 05:00 (Figure 4.1a). After day 2, bromine is well mixed in the BL and until
the end of day 3, ozone decreases to about 3 nmol mol−1 (equivalent to MODE4) in
the lowest 400 m.
These model results suggest that the deposition/re-emission of halogens on the
snowpack, with characteristics as described in this thesis, is a key process for the
ozone depletion. Open leads modify the particle deposition velocities, so that the
whole chemical mechanisms are influenced by the presence of open leads. These
open leads increase the aerosol sedimentation and thus the re-emission of halogens
from the ground. Systematic and comprehensive measurements of snow composition
in the vicinity of open leads in association with air mass composition are needed to
verify this finding. Detailed studies on the influence of open leads are presented in
the following section.
4.1.2 Surface influence
A model run is performed, where the model column traverses a field of FFs only
(fluxes from Table 2.6 also prescribed), to investigate the impact of FF aerosols only,
and no open water; recycling of deposited bromine on snow is also ignored (called
NOL-noR for No Open Lead - no Recycling from snow; run 2 in Table 4.1). All
deposited bromine is definitely lost on snow. Such a case might occur if recycling
processes in/on the snow are not important. In this run, the other parameters
remain the same as in the base run.
In this sensitivity run, a similar plume of aerosols is generated from the field of
FFs as in the base run. Aerosols spread within the boundary layer (Figure 4.2c) due
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Figure 4.1: “Base case” run. (A) O3: isopleth 25 nmol mol−1 represents the separation between
two ozone regions within the BL until day 2, (B) NOx (NO + NO2), (C) Br2, (D) BrO, (E) FF
aerosol Br−, (F) HOBr, (G) HO2, (H) air temperature, (I) relative humidity, (J) aerosol LWC,
(K) deposition flux of the most relevant bromine species (mol m−2 s−1). Black: total deposition,
red: HOBr, green: BrONO2, dashed light blue: HBr, dashed pink: Br2, dash-dotted black: BrCl,
dashed black: CHBr3, blue: Br− in FF aerosols, dashed blue: Br− in sulfate aerosols (in this case,
not visible on this scale). (L) Black = TCBr, red = TCg, green = TCa, light blue = TCd, blue =
IDBr (all in mol m−2). Model run starts at midnight.
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to the convection generated by the temperature difference between the FF field and
the overlying air. As no halogen re-emission takes place from the snow after sedi-
mentation, gaseous ξHOBr is reduced to maximum values of 4.5 pmol mol
−1 compared
to 9.7 pmol mol−1 for the base run (in both cases, mostly confined to the lowest
layers of the model due to highest concentrations of oxidants near the surface). As
a consequence, the liberation of aerosol bromide via the bromine explosion mecha-
nism (see reaction (1.49)) between the surface and the altitude of 100 m on day 0
is delayed by two hours compared to the base run. Nevertheless, all aerosols that
remain suspended in air still undergo a debromination which is nearly completed
after 32 hours.
In this case, daytime deposition during the first day is mainly composed of aerosol
bromide and HOBr (not shown) and is, during the rest of the simulation, dominated
by HOBr and BrONO2. Under the conditions of this run, a large amount of aerosol
bromide (which is the only relevant source of bromine) deposits on snow before it
can be activated to gas phase Br, i.e., it does not affect the atmospheric composition.
A ratio of 1.3 is calculated between IDBr and TCg after the four simulated days
(Figure 4.2d) compared to 0.2 for the base run. Due to these high values of IDBr,
TCg undergoes a severe reduction: the absence of re-emission from the snow sub-
stantially diminishes the presence of bromine radicals near the surface.
The ozone loss rate is small, with a minimum mixing ratio of 23.5 nmol mol−1, and
cannot even be categorized as a PODE after four days of simulation (Figure 4.2a). It
is calculated that the ozone decrease in this case is only 40% attributed to chemical
reactions; 60% of the total ozone removal is a consequence of its deposition on
snow. As a consequence, the O3 profile does not correlate with the BrO profile. The
maximum mixing ratio of BrO is with 17 pmol mol−1 rather small compared to the
base case (Figure 4.2b), and BrO develops down from the top of the BL. Under
conditions of no recycling of bromine from the snow, the liberation of bromide from
FF aerosols is too slow, and a large amount of bromide is deposited on snow; the
strong bromine loss onto the ground is the main characteristic of this run.
A similar model run (not shown), with the inclusion of a 3-km open lead (10 min)
but still without recycling of deposited bromine on snow, only showed a greater sink
of aerosol bromide due to greater particle mass with eventual ozone mixing ratio
(24.5 nmol mol−1) also above the PODE threshold. Hence, the presence of the
10-min open lead does not drive the ozone destruction.
In order to assess the effects of the lead extension, a model run with a 1-hour
OL was performed (equivalent to 18 km, called OL-1h-noR, Figure 4.3). As already
mentioned, the presence of open water induces an increase in the humidity of the
overlying airmass. The presence of this large lead affects the BL height which grows
from 300 to 500 m within a couple of hours (see Figure 4.3c). This fast increase in
the BL height after the OL is in good agreement with observations from dropsonde
data made by Hartmann et al. (1997) and Hartmann et al. (1999).
On day 0 at 18:00, a cloud starts to form in the model at the top of the PBL.
LWC reaches a maximum of 7.7 × 10−2 g m−3 compared to 2.1 × 10−4 g m−3 for
the base run. The radiative cooling induces an important temperature decrease
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Figure 4.2: Run NOL-noR with the FF field only; neither OL nor recycling on snow considered.
(A) O3, (B) BrO , (C) FF aerosol Br−, (D) same as Figure 4.1l
(up to 9 K) within the cloud (Figure 4.3d). The cloud depth increases to 400 m
within 3.5 days (Figure 4.3c). The observation of low-layer Arctic clouds have
demonstrated the interactions between radiative fluxes, sensible, and latent heat
fluxes and the BL structure. Herman and Goody (1976) described the radiative and
turbulent processes producing Arctic stratus clouds. Radiative cooling and diffusive
cooling are in majority responsible for the turbulence below the cloud base and may
contribute to the propagation of turbulence in the model. From her measurements,
Curry (1986) found that the radiative cooling contributes to mixed-layer convection
via turbulence generation. Altogether, these observations highlight the air motions
from clouds which might significantly contribute to entrainment of air from aloft.
In the model, the turbulence generated by the presence of the cloud leads to an
effective downward transport. The turbulence is efficient, reaching the surface within
a couple hours. The vertical mixing related to the presence of such a turbulence
can inhibit the development of an ODE: shallow low-ozone layers are mixed with
ozone-enriched air from above. This dynamical phenomenon has thus important
consequences for the development of an ODE. Chemical observations associated
with detailed description of the cloud presence are greatly needed to confirm this
ODE dissipation by vertical air mixing.
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Due to their growth in the more humid air and therefore increased sedimentation,
the concentration of FF aerosols is rapidly reduced leading to a large amount of
deposited bromide. The deposition of FF aerosols is nearly complete 36 hours earlier
than in the base case. TCa, sum of integrated bromide concentration in sulfate and
FF aerosols, remains high due to increased bromide concentration in sulfate aerosols.
When no recycling on snow is considered, deposited bromide from FF aerosols (50%
of the total amount of FF aerosols after 3 hours) is irreversibly lost on snow (blue
line in Figure 4.3e). This results in small amounts of bromine in the air: BrO
mixing ratios do not exceed 15 pmol mol−1 on day 0 (Figure 4.3b). On this day, the
decrease in ozone down to 26.5 nmol mol−1 near the surface (Figure 4.3a) is 60%
due to deposition on snow. In this particular case, the smaller turbulent mixing
close to the surface reduces the ozone vertical mixing and therefore accelerates the
chemical destruction of ozone by about 2 nmol mol−1.
Furthermore, cloud droplets have a larger uptake capacity than dry aerosols as
the exchange with the gas phase depends on the LWC. In Figure 4.3e, TCd (light
blue line) shows the strong uptake of bromine to droplets after the cloud formation.
Similarly, the uptake capacity of aerosols increases as well (higher water content):
the rise in TCa starting on day 0 at 19:00 is largely (more than 75%) due to uptake
in sulfate aerosols. A clear shift in gas-particle partitioning of bromine occurs (see
also the strong decrease of gas phase BrO after the first day in Figure 4.3b). On day
2, 00:00 local time, the ratio TCa:TCg ' 0.6 whereas it is only about 0.06 before
the cloud development. That means that, due to cloud formation, a major part of
the gas phase bromine (TCg) is shifted to the particulate phase, leading to less O3
destruction in the PBL.
In addition, formaldehyde is taken up by droplets (see Lelieveld and Crutzen,
1990) and decreases in this case by 20 pmol mol−1 in cloud layers. This uptake
reduces the production of HOBr via several ways: 90% of the HOBr reduction is due
to less production of HOx (mostly due to less photolysed HCHO or reaction with OH
and halogen radicals) and 10% due to the reduced reaction rate of reaction (1.64).
In summary, the combination of bromide loss due to deposition, uptake of bromine
and other species (e.g., HCHO) to cloud droplets and aerosols, and mixing with
ozone-rich air from above prevents the development of an ODE (except for the first
day, ξO3 stays above 32 nmol mol
−1 up to the end of the run).
In run 5 (not shown) the model run also traverses a 1-hour open lead but recycling
of deposited bromine on snow is included. All deposited matter is instantaneously
re-emitted with the same recycling ratio νsnow (75%) as in the base case. Here, the
re-emission contributes to an efficient conversion of diverse brominated compounds
into Br2 and BrCl. Several hours after the start of the FF aerosol production, ozone
drops to 13 nmol mol−1 (equivalent to a PODE1) with a maximum ozone destruction
rate of 2.3 nmol mol−1 h−1. Therefore, as long as no cloud layer forms in the BL the
association of open water with recycling from snow releases more reactive bromine
in the air than without OL and depletes more O3 molecules. As soon as the cloud
develops (starting on day 0, 18:00, same as in run 4), the induced strong mixing
ends the PODE.
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Figure 4.3: Run OL-1h-noR with 1h of open lead and no recycling on snow considered. (A) and
(B) Mixing ratios of O3 and BrO, resp., (C) relative humidity, (D) air temperature, (E) same as
in Figure 4.1l.
The presented results of runs 2 to 4 indicate that the ODE as modeled in the base
case requires the bromine re-emission from the snowpack. Moreover, as mentioned
in section 2.3.2, studies on snow surfaces and interstitial air have demonstrated the
importance of the snowpack for chemical exchanges with the atmosphere, including
the conversion of deposited bromine into photolabile reactive species. All subsequent
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runs will include this process in the form of a Br2/BrCl outgassing as described in
section 2.3.2.
These model studies showed that, first, recycling on the snowpack is an important
process for the development of an ODE, and second, an ODE can quickly vanish due
to vertical mixing induced by the presence of a cloud. Third, open leads increase
the deposition/re-emission process on snow but their presence for an ozone depletion
does not seem to be necessary.
In order to further investigate the impact of OL, the effects of a 10-min open lead
prior to the field of FFs is examined in run 6 (OLFFS: Open Lead - Frost Flowers -
Snow; not shown). Under such OL/FF configuration no brominated matter from the
FF field is irreversibly deposited on sea water as the FF aerosol production starts
only subsequent to the OL passage. In this run the relative humidity at the start
of the FF aerosol production is 6-8% higher than in the base run. Aerosols released
from the FF field grow more rapidly in size in the humid air and consequently deposit
more rapidly. The amount of deposited bromine, which is dominated by particulate
bromide, is about 20% higher than in the base case for the first 3 hours after the FF
field. In this simple parameterization, deposited bromine is immediately re-released
into the gas phase. As a result, TCgOLFFS increased by 4% compared to TCgbase case
at the end of the run. Therefore, in this model run, the increase in deposition leads
to a speed-up in activation of bromine, i.e. the conversion of bromide from FF
aerosols to reactive bromine gases. In run OLFFS this results in a lower minimum
in O3 mixing ratio with a MODE reached 20 hours earlier than in the base case
(equivalent to 12% increase in ozone destruction rate). This result underlines the
importance of different spatial FF/OL combinations for aerosol compositions and
deposition velocities.
As already mentioned, frost flowers are found close to irregular cracks, which can
be as small as several meters. These regions of cracks can extend over large areas.
In order to simulate such an area but still ensuring that the total time that the
model column spends over FF fields (two hours) and open leads (10 min) is the
same as in the other model runs, a run was performed where ten FF fields (12 min
each, 3.6 km) are each followed by an open lead (1 min, 300 m) and a region covered
with snow (47 min, 14.1 km). This simulation is called “separated-FF” (run 7,
see Figure 4.4). The presence of small OLs among the field of FFs sporadically
injects humidity in the model over a longer time period of 10 hours (Figure 4.5c).
The induced convection is weaker than in the base case, with a lower LWCmax of
1.8×10−4 g m−3 (Figure 4.5d). The emissions from FFs produce the same amount
of aerosols (see black line in Figure 4.5e) but within 10 hours instead of 2 hours.
The initial development of the ODE is slower and maximum BrO mixing ratios,
with only 38 pmol mol−1 (Figure 4.5b), are closer to observed numbers than in the
base case. The final total deposition IDBr is 5% lower in this case. This run can be
categorized as a MODE4 with a minimum of 4 nmol mol−1 of ozone at the end of
the four simulated days (Figure 4.5a), compared to 3 nmol mol−1 for the base case.
These results show that in a model run with this FF representation as much ozone
can be depleted as one unique/large FF area.
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Figure 4.4: Schematic description of the FF and OL settings for the separated-FF case.
Figure 4.5: Run 7 (separated-FF). (A) O3, (B) BrO, (C) relative humidity, (D) LWC, (E) same
as in Figure 4.1l.
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Finally, the changes caused by the emission of aerosols at night instead of at
daytime as in previous runs is investigated. In these runs the model column passes
the FF field on day 0, from 00:00 to 02:00 local time. Particulate bromide mostly
remains in FF aerosols as long as no photochemical reactions take place. At night,
as no halogen radical forms in the air, neither gas phase HOBr nor XONO2 (with
X,Y= Br, Cl) can build up. HOBr is then the limiting factor for reaction (1.49).
Similarly, the heterogeneous reactions (1.92) and (1.93) cannot proceed efficiently.
Aerosol debromination cannot take place if neither HOBr nor XONO2 is present.
Therefore, the sedimentation of bromine at night is almost entirely bromide-controlled
(about 99%). Two different scenarios are investigated, one where Br2 and BrCl are
produced from deposited bromine also in the absence of light (run 8) and another
without recycling at night (run 9). In run 8 Br2 (Figure 4.6b) and BrCl get vertically
well mixed at night so that the bromine explosion mechanism starts over the whole
depth of the BL at sunrise and O3 gets destroyed rapidly (Figure 4.6a). In this run
the threshold for a MODE4 is reached approximately 18 hours more rapidly than in
the case where FFs are prescribed during daytime. ξBrO has a maximum value of 57
pmol mol−1 in the lowest 150 m (Figure 4.6c), corresponding to an increase of 17%
compared to the base case.
If no re-release of bromine takes place from snow at night, the presence of FFs
under these conditions leads to a large deposition of aerosols without affecting the
gas phase concentrations at night (run 9, see right hand side of Figure 4.6). At
sunrise, 24% of TCBr is constituted by IDBr (Figure 4.6d
∗) compared to 8% for
the run with re-emission at night (run 8). Ozone mixing ratios do not fall below 14
nmol mol−1 (Figure 4.6a∗) and Br2 remains low, below 23 pmol mol−1 (Figure 4.6c∗).
In both cases the presence of FFs at night has considerable consequences for the
bromine concentration in the individual phases: depending on the capability of snow
to recycle deposited matter at night, deposited bromide is either converted to gas
phase bromine (recycling at night) or stored in/on snow (no recycling at night). As
the model runs are Lagrangian runs the bromine stored in the snow is not taken into
account as additional bromine source in the model (see also section 4.1.6 where the
model results are compared to field measurements). Experimentalists are therefore
encouraged to monitor the concentration of halogenated species near a frost flower
area during day-to-night and night-to-day transitions in order to better understand
the effects of FFs during nighttime.
The results in this section showed us that multiple surface conditions can influence
the ozone level in the BL. In order to better characterize these ODEs, laboratory
and field studies with accurate Arctic surface descriptions are needed to understand
the criteria leading to a major ODE.
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Figure 4.6: Frost flowers at night (aerosols released the first day, 00:00 local time). Left (run 8):
recycling of deposited bromine from the snow at night; right (run 9): no recycling at night. (A)
O3, (B) Br2, (C) BrO, (D) same as in Figure 4.1l
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4.1.3 Meteorological parameters
Temperature
The mean temperature of frost flowers is subject to horizontal/vertical temperature
gradients (in particular due to the presence of open water). By specifying the area
of FFs five degrees warmer than the standard value for the surface of 255 K (run
10), the specific humidity at the surface increases by about 40%.
Figure 4.7: Run 10. Frost flower temperature increased by 5 K compared to the base case. (A) O3,
(B) BrO, (C) aerosol LWC, (D) air temperature, (E) relative humidity, (F) same as Figure 4.1l.
When the model column crosses the FFs, the rise in relative humidity in the overlying
air (Figure 4.7e) compared to the base case leads to particle growth, faster deposition
(Figure 4.7f) and consequently to an increase in the recycling of bromine from the
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surface. On the first day, the greater concentration of Br atoms at lower altitudes (0-
150 m) leads to more ozone molecules destroyed via the catalytic cycles mentioned
in section 1.4.1. There, ξBrO reaches values up to 49 pmol mol
−1 (Figure 4.7b). O3
mixing ratios approach a minimum of 8 nmol mol−1 before the formation of a cloud
in the afternoon of day 1, 15:00 local time (Figure 4.7a). The presence of cloud
droplets lasts for only 5 hours (Figure 4.7c). The induced air mixing caused by
the variation in radiative and heat fluxes affects the whole BL within three hours.
Ozone at lower altitudes is replenished with ozone-rich air from above. Overall in
this model run a stronger ODE is noted (equivalent to a PODE) in the vicinity of
the surface than in the base case, caused by the change in recycling on snow before
the afternoon of day 1. After dispersion of the cloud, ozone mixing ratios decrease
again and reach a minimum of about 4 nmol mol−1 (MODE) at the end of the model
run.
In conclusion, the prescribed change in temperature associated to the FF area
appears to be important for the model results: it modifies the particle deposition
velocity and therefore the amount of available bromine radicals released via the
snow. Thermal characteristics of frost flowers must be carefully considered to better
understand their potential importance.
In addition to the studies above, the model was also run under colder ambient
conditions (Figure 4.8 - run 11). By adequately cooling the surface temperature
during the spin-up, a BL with approximately 1 K colder compared to the base run
was obtained. Using this colder initial spin-up, the effects of such an airmass were
tested on the chemistry. In this run the temperature and specific humidity profiles
were kept constant to conserve the airmass characteristics up to the presence of FFs
at 04:00 local time, day 0 (Figure 4.8e). Snowpack, frost flowers and open lead
temperatures remain unvaried (245 K, 255 K and 271 K resp.). Due to a lower
water vapor saturation pressure under colder conditions, the relative humidity rises
by about 7% in the model. Particles grow more rapidly in the humid air. The
accomodation coefficient (α) and the Henry’s constants are, for a large variety of
chemical species in MISTRA, according to the literature values directly functions of
temperature: for a decrease of 1 K, α increases by about 3-5% (largest increase for
HBr, ROOH, HCl), while Henry’s constants rise up to 15% with highest values for
acids (HBr, HCl, HNO3).
These changes lead to an increase in uptake of acids affecting the pH of particles.
Figure 4.8d shows the FF aerosol pH at an altitude of 50 m for the base run (solid
black line) and for run 11 (dashed red line). In this case, after the aerosol release
and equilibrium with the ambient air, the pH of FF aerosols decreases from 4.8 to
1.5 within four days, whereas it only decreases to a minimum of 2.5 in the base
run. Note the pH increase after day 0, 06:00 local time due to rise in humidity after
the OL. The bromine explosion cycle is more efficient in more acidic particles: FF
aerosols are debrominated earlier than in the base run. On day 0, 22:00, the short
formation of cloud droplets temporarily modifies the bromine concentration in the
gas and particulate phases (see Figures 4.8c and f).
The total amount of bromine TCBr is here higher than in the base run due to
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the increase of temperature-related fluxes at the snow surface. It is also important
to note that the rise in humidity is small. The deposition IDBr increases by less
than 10%. Thus, the acceleration in the bromine explosion is essentially caused
by the change in particle pH, not by the modification of the re-emission from the
ground. This acceleration in the liberation of aerosol bromide to gas phase bromine
occurs in the whole BL (Figure 4.8c): on the first day, BrO in the upper part of
the BL exhibits mixing ratios up to 33 pmol mol−1 compared to 25 for the base run
(Figure 4.8b).
Figure 4.8: Run 11. Airmass 1 K colder than the base run. (A) and (B) gas phase O3 and BrO,
(C) FF aerosol bromide, (D) FF aerosol pH at an altitude of 50 m. Solid black line: base run;
dashed red line: run 11. (E) same as (D) for air temperature. (F) same as Figure 4.1l.
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As a consequence, O3 molecules are destroyed more rapidly and more uniformly
within the BL. In this run the ODE corresponds to a MODE3. These results are in
good agreement with observations of air depleted in ozone simultaneously with low
temperatures (Bottenheim et al., 1990; Beine et al., 1997). If these model results are
validated, they may suggest that the bromine explosion cycle in the liquid phase is
slowed down under warming climate conditions. However, it is important to stress
that these unexpectedly large differences are based on estimates of the temperature
dependency which might not be valid for those low temperatures. As the potential
impact is very large, as shown, the temperature dependencies should be revised in
laboratory.
Wind speed
To assess the potential effects on the chemistry due to a change in wind speed, a
model run is performed with u = 7 m s−1 (run 12 in Table 4.1), instead of 5 m s−1
as in the base case. Using µ =90 for the FF source function, the increase in wind
speed leads to an unrealistically high atmospheric bromine loading with a complete
destruction of O3 in the PBL within minutes. A reduction of the scaling factor µ
(see section 2.2.4) from the standard value of 90 to 45 leads to realistic loadings. The
mean ozone loss rate was 0.4 nmol mol−1 h−1, inducing a MODE4 (Figure 4.9a). At
night, between day 0 and 1, ξBr2 reaches a maximum of 20 pmol mol
−1. In the model
the higher wind speed increases the wind shear which contributes to an extension of
the BL up to 475 m until the end of day 3 (see Figure 4.9d). This extension leads
to a reduction of the LWCmax to 1.6×10−4 g m−3.
As a consequence, less entrained air from aloft enters the BL in the morning of day
2 than in the base case. BrO mixing ratios reach a maximum of 36 pmol mol−1 on
day 0 (Figure 4.9b). The change in dynamics related to an increase of the wind speed
to 7 m s−1 induced no major change in the chemistry. A PODE4 can be reproduced
with a scaling factor µ = 25. Contrarily, under calm conditions (u = 1 m s−1, not
shown) the aerosol production is very weak in the model (for µ = 90). The amount
of released FF aerosols is small, and no ODE develops. Ozone in the BL does not
decrease below 26 nmol mol−1 after 4 days of simulation. A decline in wind speed
might therefore significantly contribute to the cessation of aerosol production from
the FFs.
It is clear that the aerosol source function and its dependence on wind speed used
in the model is only a rough approximation. Nevertheless, it is likely that the FF
aerosol production in the Arctic presents at least a qualitatively similar wind speed
dependence. Based on the results shown in this section, it is speculated that the
wind speed might be an important parameter affecting the amount of bromine in
the atmosphere and thus the ozone depletion.
As the source of FF aerosols and its dependence on wind speed are so uncertain,
fieldwork and laboratory studies are greatly encouraged to provide a parameteriza-
tion for the source function of frost flower aerosols.
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Figure 4.9: Run 12. Scaling factor µ = 45, wind speed = 7 m s−1. (A) O3, (B) BrO, (C) FF
aerosol bromide, (D) relative humidity, (E) same as Figure 4.1l.
4.1.4 Carbonate precipitation
In previous model runs, it was assumed that bicarbonate from the brine precipi-
tates completely. For detailed calculations of HCO−3 precipitation, see Sander et al.
(2006a), but note that these calculations are based on some assumptions which are
questionable (see section 1.10). Here are discussed the effects of the precipitation
of only 50% of the HCO−3 (see Anderson and Jones, 1985) from the source of FF
aerosols (run 13). The results are shown in Figure 4.10. In contrast to the base run,
the pH of particles emitted from FFs are buffered to a pH close to 8. Acidification of
particles is slowed down and requires 18 more hours to reach a pH of 4-4.5, compared
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to the base run. The bromine explosion cycle for the first day is strongly reduced,
especially in the upper part of the BL (Figure 4.10c). There, mixing ratios of BrO
do not exceed 4 pmol mol−1 (Figure 4.10b). The chemistry in the lowest layers is,
as explain before, mainly influenced by the deposition/re-emission from snow. On
day 0, a large fraction of bromide remains in aerosols (see TCa in Figure 4.10d). In
this scenario, the re-emission of Br2/BrCl from deposited Br
− represents the only
efficient pathway for the activation of particulate bromide. Therefore, most of the
gas phase bromine is directly related to the aerosol deposition rate and is concen-
trated near the surface. BrO has a maximum of 56 pmol mol−1 in the lowest 100
meters of the BL (Figure 4.10b). After one simulated day IDBr increased by 56%
compared to the base run. During this first day, ozone decreases to 15.5 nmol mol−1
(Figure 4.10a).
The strongest bromine explosion takes place where ξBrO and ξHOBr are maximum,
at altitudes below 100 m in the afternoon of day 0 (see decrease in Br− concentration,
Figure 4.10c). However, it is weaker than in the base run due to the presence of
buffering HCO−3 . An approximate delay of 24 hours is calculated for the complete
aerosol debromination compared to the base case.
Figure 4.10: Run 13. Only 50% of bicarbonate precipitated. (A) O3, (B) BrO, (C) FF aerosol
bromide, (D) same as Figure 4.1l.
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After the second simulated night (between day 1 and 2), most of the aerosol
bromide is either deposited or has been liberated into the gas phase. Then, the ozone
depletion process remains substantial until the end of the model run (Figure 4.10a).
After four days of simulation, ozone decreased to a minimum of 7 nmol mol−1 which
is close to the pre-defined MODE threshold. The eventual mixing ratio of ozone is
only 4 nmol mol−1 higher than in the base case. Accumulated deposition at the end
of the run is 32% higher than in the base case (Figure 4.10d).
The precipitation of only 50% of HCO−3 leads to a delay toward several hundreds
of kilometers downwind for the completion of the aerosol debromination. The release
of bromine to the gas phase is weaker than in the base case when considering the
whole PBL. Due to the efficient re-release of deposited bromine in the model the BrO
mixing ratios near the surface are actually higher than in the base case. There is a
significant O3 destruction but again weaker than in the base run. It is important to
note that, without re-release from snow, the bromine explosion in the lowest 100 m
of the BL would hardly initiate.
If no precipitation of calcium carbonate occurs in the brine or on FFs (Figure 4.11,
run 14), the released FF aerosols hardly liberate bromide (see dashed red line). At
altitudes where the chemistry is not influenced by the recycling on snow (up to
day 1, 18:00 local time), the bromine explosion is almost absent, and ozone mixing
ratios remain constant. At low altitudes, deposited aerosols are recycled as gas phase
Br2/BrCl. Shortly before day 2, a strong rebromination of aerosols is noted as the
air is now influenced by the surface and as the bromine explosion remains weak.
At the end of the simulation ozone reaches a minimum value of 15 nmol mol−1 (see
dashed black line) for the whole PBL.
Figure 4.11: Values displayed for an altitude of 250 m. Black: O3 (nmol mol−1); Red: FF aer.
Br− (mmol l−1). Solid lines: base run. Dashed lines: no bicarbonate precipitated (run 14).
In summary, due to the bromine recycling from snow releasing Br2/BrCl, ozone
keeps being destroyed in layers chemically influenced by the emissions from the
snow. However, this study on the CaCO3 precipitation clearly showed that the
bromine explosion in FF aerosols is strongly reduced by the presence of particulate
HCO−3 .
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4.1.5 Arctic Haze conditions
Due to important climatic implications, Arctic Haze in spring has been extensively
studied (see, e.g., Rasmussen and Khalil, 1984; Hoff and Trivett, 1984; Barrie and
Hoff, 1985; Barrie et al., 1989). Polluted airmasses provide acidity in the BL which
may play an important role on the ozone/halogen chemistry. In this run (run 15),
the potential importance of a typical haze event on the chemistry focused in this
thesis is assessed. This run is initialized with haze aerosols (Table 2.5) and gas phase
mixing ratios typical of a haze event (Table 2.3). This run is characterized by an
increase in aerosol acidity due to the presence of 0.3 nmol mol−1 of sulfur dioxide
(SO2). This compound is the major source of aqueous phase acidity (as taken up
in aerosols and ultimately producing H+ ions). As a consequence, the FF aerosol
pH rapidly decreases (see Figure 4.12d, with pH'1.5 - 2.5 at an altitude of 50 m).
Due to the vertically homogeneous presence of SO2, this particle acidification occurs
in the whole BL. The more acidic liquid phase liberates Br− more efficiently and
more homogeneously than in the base run. Similarly, as the bromine explosion is
now efficient in the upper layers as well, mixing ratios of BrO reach values up to 5
pmol mol−1 higher than in the base run (Figure 4.12b).
Figure 4.12: Arctic Haze conditions (run 15). (A) O3, (B) BrO, (C) FF aerosol bromide, (D) FF
aerosol pH at an altitude of 50 m. Solid black line: base run; dashed red line: run 15.
4.1. RESULTS AND DISCUSSIONS 121
There, a maximum decrease in ozone of about 5 nmol mol−1 is noted (Figu-
re 4.12a), consequence of the stronger debromination (Figure 4.12c). Analogously,
near the surface, the larger amount of bromine depletes up to 4 nmol mol−1 of ozone.
The MODE4 threshold is reached 6 hours earlier than in the base run. According
to these model results, Arctic Haze intensifies the ODE via acidification of salt-
containing particles and provision of numerous sulfate particles for the bromine
recycling. These results are in good agreement with observations from Bottenheim
et al. (2002c).
An analysis of the individual processes involved in the modeled ODEs indicated
that gas phase SO2 is the key factor in this case, controlling the aerosol acidity. SO2
accelerates the bromine explosion cycle. The analysis of the role of haze aerosols
showed that they provide an effective medium for recycling low-reactive bromine
species. Without the presence of haze aerosols the cycles converting HBr,BrONO2,
and HOBr slow down drastically. These compounds eventually become a sink for
reactive bromine and deposit on snow. Together, both SO2 and numerous haze
particles are found important in the acceleration of the ODE.
The analysis was completed by performing a run containing haze but without
assuming HCO−3 to have precipitated out of the brine/FFs. The results of this run
(not shown) are very similar to that of run 1 (base run). This indicates that the
presence of anthropogenic pollution has the same net effect as that of carbonate
precipitation on the acidity of the salt particles, the resulting release of bromine,
and the development of the ODE. In contrast to ODEs in the Antarctic, it is likely
that Arctic ODEs are influenced, in frequency and intensity, by the periodic presence
of haze.
4.1.6 Recycling of deposited bromine on snow
Snow has been shown to have a major influence on the atmospheric chemical com-
position (Grannas et al., 2007). It is shown above that in the model runs, recycling
of deposited bromine from the snow plays an important role for the development of
an ODE. Even though the release of Br2 and BrCl from the snow has been measured
at Alert, Canada (Foster et al., 2001; Spicer et al., 2002), the relative amount of
bromine in the snow that can be recycled is unconstrained.
In all previous model runs a recycling efficiency of νsnow = 75% was assumed for
deposited bromine. Additional runs with νsnow = 0%, 25% and 50% are discussed in
this section. The efficiency of bromine recycling probably varies strongly depending
on the situation but for simplicity it is assumed to be constant with time. Figure 4.13
shows the total columns TCg, TCa, and IDBr. A very clear shift from IDBr to TCg
occurs with increasing recycling efficiency on snow whereas particulate Br (both
sulfate and FF aerosols) is not strongly affected. The initial deposition of bromine
is dominated by particulate Br (95% in the first three hours) in all four runs, but
only in the run with νsnow = 0% (run 3) it is irreversibly lost for the atmosphere. In
this run IDBr contributes about 59% to TCBr at the end of the model run, whereas
this is only 47%, 33%, and 18% in runs 16 (νsnow = 25%), run 17 (νsnow = 50%), and
run 1 (νsnow = 75%), respectively. As previously mentioned, without recycling on
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snow no ODE can be induced in the model within four days. A value of νsnow = 25%
induces a PODE4, and νsnow = 50% a PODE2. The minimum O3 mixing ratio in
run 3 is 23.5 nmol mol−1, whereas it is 18.5, 11, and 3 nmol mol−1 in runs 16, run
17, and run 1, respectively. Correspondingly, ξBrO maxima increase with increasing
νsnow values with ξBrOmax = 17, 25, and 37 pmol mol
−1 for νsnow = 0%, 25%, and
50%, respectively.
As also mentioned above, the assumption of re-release of deposited bromine not
only increases the amount of reactive gas phase bromine but it also allows the
bromine to be transported farther downwind of the original source. Repetitive
deposition and re-release (“leap-frogging”) would also provide an explanation for the
observations of Simpson et al. (2005) who found Br− in snow a lot farther inland
than Na+. The modeled IDBr was compared with their measurements. For this
purpose, the bromine deposition fluxes were calculated in the model in mol m−2 s−1
and the time period necessary to reproduce the observed concentrations of Br− in
snow were roughly estimated. As no recycling on snow (νsnow = 0%) is inconsistent
with observations of Br2 production from the snow and as νsnow = 25% leads to a
too drastic deposition, these runs were not compared with Simpson et al. (2005).
In the case of νsnow = 50% deposition would have to continue for about 8 days and
for νsnow = 75% approximately 24 days to roughly reproduce the observed values
(see Figure 4.14). These time spans are in accordance with the desertic nature of
polar regions with a mean precipitation as low as 3 mm/month at Barrow in spring
(Serreze and Barry, 2005).
Figure 4.13: Same as Figure 4.1l. (A) νsnow = 0% (run 3); (B) νsnow = 25% (run 16); (C)
νsnow = 50% (run 17); (D) νsnow = 75% (run 1).
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This comparison is somewhat problematic as the history of deposition for the mea-
surements is not known and as homogeneous meteorological conditions are assumed
in the model for upscaling the modeled deposition rates. Nevertheless, this compari-
son shows that these model results are at least semi-quantitatively in agreement with
measurements. The results of this comparison and the suggestions from Peterson
and Honrath (2001) that bromine species deposited to the snowpack are rapidly
recycled are the rationale for the choice of νsnow = 75% as the most appropriate
recycling ratio from the snowpack in the base case.
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Figure 4.14: Comparison between the bromide concentration in snow sampled at Point Barrow
by Simpson et al. (2005) (blue dots) and modeled deposition of total bromine compounds (dashed
lines). Red dashed line: νsnow = 75%, green dashed line: νsnow = 50%.
4.1.7 Effect of fluxes from snow
To conclude these studies on the snowpack effects, the influence of non-halogen
gases that are released from the snow on the atmospheric chemistry is investigated.
Fluxes of NO, NO2, H2O2, HCHO, C2H4, and HONO were determined as mentioned
in section 2.3.2 (page 65) and are listed in Table 2.6. Model studies assessing the
influence of these fluxes from the snow are performed. To do so, single fluxes are
switched off in the model and the results are compared to the base run. The results
showed that only the nitrous acid flux (FHONO = 5.0 × 108 molec cm−2 s−1) had a
substantial influence on the ozone/halogen chemistry. Indeed, field and laboratory
measurements highlighted the importance of HONO exchange between the snowpack
and ambient air (Li, 1994; Zhou et al., 2001; Jacobi et al., 2004). HONO molecules
break down by photodissociation to yield the two highly reactive radicals, OH and
NO.
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In a run without flux of HONO (Figure 4.15 - run 18) as well as in the base
case, for the first simulated hours, most of the gas phase bromine is produced by
re-emission of deposited Br− from the snowpack. Additionally, a small fraction of
bromide is activated by halogen nitrate reaction on salt aerosols and the bromine
explosion mechanism involving HOBr. The absence of a HONO flux from the snow
leads to a reduction of HO2 and HCHO mixing ratios. As a result, HOBr mixing
ratios are reduced by up to 65% and HBr by up to 45%, respectively. Similarly, the
decrease in NO concentration, and therefore NO2, reduces the formation of XONO2
and XNO2 molecules via reactions (1.87) and (1.86). This results in a redistribution
from gas phase HOBr, HBr, XONO2, and XNO2 to Br and BrO. Shortly after
crossing the frost flowers, BrO increases by more than 15% compared to the base
run (Figure 4.15b), with a maximum value of 56 pmol mol−1. Figure 4.15a shows
the comparison between this run (dashed lines) and the base case (solid lines) for
O3 (black lines) and Br
− from FF aerosols (red lines) at an altitude of 50 m. This
figure shows that ξO3 is reduced by about 2 nmol mol
−1 compared to the base run,
starting on day 0, 12:00.
Besides, as HOBr, and (to a lesser extent) BrONO2 mixing ratios are reduced
in this model run, the bromine explosion is also reduced. The dashed red line in
Figure 4.15a shows substantial amounts of bromide remaining in FF aerosols until
the end of the run. The incomplete debromination reduces the concentration of
total gas phase bromine. In terms of ozone depletion, this inversely competes with
the acceleration of the BrO self-reaction.
On day 3, the BrO self-reaction diminishes due to less O3 molecules present
in the PBL. The produced gas phase HBr and HOBr induce a stronger bromine
uptake in aerosols (less TCg). The model results show the bromination of sulfate
aerosols and the incomplete debromination of the FF aerosols. The bromine uptake
in sulfate aerosols contributes 60% to the increase of TCa, and in FF aerosols 40%,
respectively. At the end of the run, the competition between BrO self-reaction and
the weak bromine explosion cycle leads to a decrease in the ozone destruction rate
(also see O3 mixing ratio on day 3, in Figure 4.15a). Eventual ozone concentrations
in this run are nearly identical to the base case.
It is important to notice that HONO has different repercussions on O3 depend-
ing on the bromide concentration in aerosols. If the concentration of aerosol Br−
is high, it leads to the chemistry explained above in this section. If its concen-
tration is low, HONO plays mostly a role in the gas phase by transforming Br
radicals (potentially depleting ozone molecules) to less reactive brominated species
(HOBr,BrONO2,BrNO2) as explained in this section. In this case the ozone de-
struction rate decreases.
Overall, the analysis of these non-halogen fluxes measured in the field highlights
the importance of HONO release for the development of an ozone depletion process.
This study, however, showed only a moderate influence of HONO on the ozone
chemistry. Fieldworks are encouraged to record HONO in particular, routinely in
parallel with ozone mixing ratios and aerosol composition.
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Figure 4.15: Run 18 (no-HONO). (A) Comparison between run 18 (dashed lines) and the base
run (solid lines) for gas phase O3 (black lines in nmol mol−1) and FF aerosol bromide (red lines
in mmol l−1) at an altitude of 50 m. (B) BrO in run 18, (C) same as Figure 4.1l for run 18.
4.1.8 Frost flower aerosols versus direct surface reaction
It has been proposed that bromide accumulated on snow during the polar night
may react heterogeneously at polar sunrise by photo-induced conversion to activate
bromine (McConnell et al., 1992). Furthermore, laboratory (Ghosal et al., 2000,
2005) and molecular modeling studies of aqueous solutions (Jungwirth and Tobias,
2002) showed surface enrichment of Br− on frozen NaCl− NaBr solutions and aque-
ous solutions (see section 1.11). This effect might allow the direct release of Br2
and BrCl from FFs via reaction (1.49), (1.92), or (1.93). Laboratory studies showed
that the release of halogens can occur on frozen salts without the need of acidifi-
cation. Contrarily, analysed FF samples showed no Br− fractionation over time in
comparison with Na+ (Simpson et al., 2005).
In order to test the effects of direct release of Br2 from FFs, an additional model
run is done (run 19 - see Figure 4.16) where a flux of Br2 is prescribed from the field
of FFs, but where the production of FF aerosols is not included. The only source
of sea salt aerosols in the model is from the open lead, which is passed for 10 min
after the FF field (see Figure 2.4).
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In order to release enough bromine into the air to induce a MODE4 a rather large
flux of Br2 of 2.7 × 109 molec cm−2 s−1 had to be prescribed. Gas phase bromine
rapidly spreads into the BL due to the convection over FFs and the open lead.
Consequently, ozone (Figure 4.16a) is more homogeneously destroyed within the
BL than in the base run. BrO mixing ratios have mean values of 20-30 pmol mol−1
during day (Figure 4.16b). A comparison of bromide concentration is shown between
this run (solid lines) and the base run (dashed lines) for both sulfate (blue lines)
and sea salt (red lines) aerosols for a chosen altitude of 250 m in Figure 4.16d. It
reveals equivalent concentrations of Br− in sulfate aerosols but a great difference
in sea salt particles of two to five orders of magnitude compared to the base case:
the bromine explosion occurring in freshly emitted sea salt particles provides only
0.1 pmol mol−1 of bromine atoms in the air (Figure 4.16c). In the previous model
runs the deposition/re-emission on snow represented an effective pathway for the
liberation of bromide. In this configuration deposited bromide is negligible, so that
deposition on snow mainly becomes a sink for bromine (see Figure 4.16b where the
lowest layers are less concentrated in BrO than the upper layers).
HOBr governs the deposition during daytime without significant Br− sedimenta-
tion taking place (Figure 4.16e). Br2 and CHBr3 are the dominant deposited species
at night. As these gaseous compounds have a much smaller deposition velocity than
particulate Br−, the increase in IDBr is small and quasilinear (Figure 4.16f). IDBr,
is only a third of the corresponding value in the base run (see Figure 4.1l) 24 hours
after model start. Such a small deposition flux would require a 72-day constant
accumulation on snow, without snowfall, to amount to the concentrations measured
by Simpson et al. (2005), which is very unlikely.
This investigation demonstrates that emissions of Br2 in absence of sea salt parti-
cles can deplete ozone down to few nmol mol−1, but deposition on snow and aerosol
chemical composition and mass concentration in this model run do not correspond
to measurements made in the Arctic (Lehrer et al., 1997; Wagenbach et al., 1998).
These results support the conclusions from Domine´ et al. (2005) and Simpson et al.
(2005) that activation of bromide ions is unlikely to occur directly on frost flower
crystals.
In an additional run, a direct release of Br2 is simulated from the frost flowers,
but under oceanic influence (i.e., in the presence of sea salt particles - not shown).
The Br2 flux that is required to reproduce a MODE4 is 1.6×109 molec cm−2 s−1.
Due to the rapid photodissociation of Br2 molecules, Br radicals are quickly available
for reaction with ozone and for the bromine explosion cycle via production of HOBr
and BrONO2. ξBrO has maximum values of 36 pmol mol
−1.
Note that, in this case, sea salt particles were emitted during the two days of
spin-up and are therefore well mixed over the BL at the start of this run. IDBr is
then weakly affected by the deposition of bromide contained in sea salt aerosols.
Particles are completely debrominated within 36 hours. In this run, IDBr remains
very similar to the deposition from run 19, with the same problems when compared
to the measurements of Simpson et al. (2005).
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Figure 4.16: Run 19. Direct release of Br2 instead of FF aerosol production. (A) and (B) gas
phase O3 and BrO, (C) Br− in sea salt aerosols, (D) comparison of Br− concentrations at an
altitude of 250 m, between this run (solid lines) and the base run (dashed lines) for both sulfate
(blue) and sea salt (red) aerosols, (E) and (F) same as Figures 4.1k and l.
However, direct reactions producing Br2 from FFs cannot be excluded on the sole
basis of these model results and the suggestion from Simpson et al. (2005). De-
pending on the airmass chemical composition, they might take place and speed up
the bromine explosion, but no measurement could yet confirm the presence of high
bromine concentrations in the air over a FF field.
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4.2 Summary and conclusions
The impact of frost flowers, recycling on snow, and open leads on the chemistry
of ozone in the Arctic was investigated. The one-dimensional model MISTRA was
used in a Lagrangian mode with frost flower aerosols released to the air being the
source of halogens. Again, it is important to mention that any other source of salt
aerosols produced from the brine in frost flower fields would have the same effects.
All presented model runs were compared to a base run where FF aerosols, emitted
for two hours, sufficiently release reactive bromine to the gas phase to deplete ozone
down to near zero within 4 days. The model studies on the influence of FFs on
ozone in the PBL showed the best agreement with observations if the recycling
of halogens on snow is considered. Recycling on snow was found to be the most
important process to sustain high bromine levels in the air in the model. This
deposition/re-emission process should be included into model simulations in order
to properly simulate ODE mechanisms. A semi-quantitative comparison with Br−
in snow samples suggested that approximately 75% of deposited bromine may be
re-emitted into the gas phase as Br2/BrCl. Additional studies on the role and the
efficiency of the snowpack for the cycling of deposited bromine are needed to replace
the assumption of a constant re-emission ratio with a description of the real physico-
chemical processes.
Model calculations showed that the precipitation of calcium carbonate out of
the brine under background Arctic conditions is a key process which allows the
more rapid acidification of aerosols originating from the FF/brine system. In the
model runs, the bromine explosion in aerosols with complete HCO−3 precipitation
led to an ozone depletion consistent (in time) with field observations. In the pristine
Antarctic region which contains less available acidity, this precipitation may be a
key process as well to explain the presence of ODEs. The precipitation of only half
of the HCO−3 as CaCO3 also showed an efficient ODE: the depletion process slowed
down but ozone still decreased close to the MODE threshold. A stronger vertical
gradient in O3 concentration was obtained in this case between air influenced by the
snow (0-100 m) and air from above, while the O3 profile in the base run has a more
gradual vertical gradient. Under conditions of no HCO−3 precipitation, particles not
influenced by the surface did not undergo a debromination.
Under Arctic Haze conditions two important modifications were modeled: aerosols
were substantially more acidic due to high mixing ratio of SO2; the increased total
aerosol number concentration reinforced the bromine recycling through the aqueous
phase. The model results also showed that the presence of haze with FF aerosols
containing HCO−3 leads to a similar ozone depletion as in the base run. Therefore,
ODEs in the Arctic may not necessarily require the precipitation of HCO−3 to take
place. This would implicate that Arctic ODEs may appear more frequently and
more severe with haze events. Therefore, differences in ODE frequency/strength
between the Arctic and the Antarctic are likely to be observed due to the presence
of haze solely in the Arctic.
Assessing the influence of fluxes of non-halogen gases from the snow, model simu-
lations showed that only HONO contributed to a change in ozone/halogen chemistry.
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The model run without HONO flux from the snow showed the initiation of two op-
posing processes influencing the ozone depletion due to the reduction of mostly
HOBr and BrONO2 concentrations. The aerosol debromination was less efficient,
but the gas phase bromine (mostly re-emitted by the snow) speciation was shifted
toward Br and BrO, increasing the importance of the BrO self-reaction. The com-
petition between the two processes enhanced the ozone depletion during most of
the run. During the last modeled day, the aerosol re-bromination led to a slight
slow-down of the ODE.
The consequences of changes in OL/FF combination were in general minor. The
main noticeable modifications affected the aerosol compositions and deposition ve-
locities. First, the presence of an open lead prior to the FF field induced an increase
of the bromide deposition to the snow compared to the case where the OL is located
after the FF field. Second, when FF aerosols were produced at night, the deposi-
tion of these aerosols corresponded to a shift from particulate bromine to either gas
phase bromine (with recycling on snow) or to IDBr (without recycling). Note that,
in the Lagrangian mode of the model studies, bromine is permanently lost to the
snow if the model column passes the snow at nighttime and no recycling is assumed.
In reality, of course, bromine deposited at night could be recycled on the next day
after sunrise. Third, the extension from 2 to 10 hours for the presence of FFs (with
patchy FF/OL/snow combinations - see Figure 4.4) showed a comparable ozone
depletion as in the base run, approaching a MODE4, while ξBrO did not exceed 38
pmol mol−1, compared to 48 pmol mol−1 for the base run.
Due to the humidity fluxes from the OL, the maximum aerosol liquid water con-
tent increased in simulations with increasing OL size. If this increase was strong
enough so that it leads to the formation of a cloud, the resulting increase in tur-
bulence led to the entrainment of O3 from the free tropopshere into the boundary
layer and stronger mixing within the BL. This mixing ended the ODE. However, this
phenomenon has not yet been reported during field campaigns. In order to facilitate
the interpretation of field data on ODEs, details on the presence and development
of clouds should be reported.
Studies on the change of air temperature and FF temperature revealed that
this meteorological parameter has an important impact on the aerosol composition
and its deposition rate: a relatively warm FF field (260 K, compared to 255 K
for the base run) induced an increase in relative humidity, and therefore in the
deposition/re-emission process. Consequently, more ozone is depleted. Under cold
airmass conditions (air cooled by 1 K), the aerosol uptake capacity substantially
increased with a noticeable uptake of acids from the gas phase. The model run
showed an acceleration of the bromine explosion (thus, a decrease in O3 mixing
ratios). It is important to stress that the temperature dependencies of the uptake
parameters that lead to these differences are estimates as found in the literature.
They should be experimentally tested.
The studies on the potential release of photolabile bromine directly from the frost
flower crystals (instead of from FF aerosols) showed unrealistic results in comparison
to field data. The prescribed flux of Br2, modeled as unique source of bromine, led
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to too small deposition rates on snow along the model trajectory compared to ob-
servations. The deposition rate was relatively constant with time (as the deposition
is mostly gaseous) which was not consistent with analyses of snow samples. Also the
sole flux of Br2 led to too small aerosol Br
− content and therefore appears unlikely.
This conclusion did not change when additionally considering sea salt aerosols in
the PBL at the start of the run.
The parameterization of the FF aerosol source function presented in this thesis
is probably the most important uncertainty in the model simulations, but it is
based on the very likely assumption of a wind speed dependence and it is based
on a comparison with field data for the resulting atmospheric bromine loadings.
Without doubt, it has to be improved, based on laboratory experiments which should
provide a source function for the FF aerosol production as a function of wind speed
and particle size. Similarly, the thermodynamical behavior of ions from the brine
migrating through the QLL of frost flowers is poorly understood: the understanding
of the precise multi-dimensional composition of frost flowers should be improved.
Chapter 5
Halogens in the Antarctic
In this chapter the role of halogens in the Antarctic BL is investigated, in particular
the iodine chemistry. First, the potential sources of iodine for the BL are evaluated
(section 5.1). Then, sensitivity studies on the required flux of iodine which could
account for observed levels of iodine oxides is presented (section 5.2). Conclusions
are listed in section 5.3.
5.1 Potential sources of iodine
The potential origin of iodine species which may lead to the presence of observed
levels of iodine oxides during Antarctic spring was investigated. Measurements of
IO in the troposphere were first reported at Neumayer Station (Antarctica) by Frieß
et al. (2001b), using zenith scattered light DOAS, at mixing ratios approximating
5-10 pmol mol−1. Very recently, LP-DOAS measurements undertaken at Halley
station by Saiz-Lopez et al. (2007b) also showed the presence of 5-10 pmol mol−1
with maxima reaching up to 20 pmol mol−1 of IO in the BL. This value for the IO
mixing ratio is the highest ever recorded in the atmosphere. The model runs are
based on observations of 5-10 pmol mol−1.
We again used MISTRA in the 1D Lagrangian mode, trying to reproduce con-
ditions typical for an airmass reaching Neumayer Station. The model runs last a
maximum of three days. Such a model duration corresponds to nearly 1500 km (with
mean wind speed of 6 m s−1), which is roughly the distance that an airmass may
cross to reach Neumayer Station from the open ocean region in spring. The initial
BL height is set to 200 m (see section 2.3.3). The initial gas phase composition of
the Antarctic BL is given in Table 2.4, and the surface temperature is prescribed
at 258 K. For more details on the modeled Antarctic BL, see section 2.3.3. As ex-
plained in section 2.3.3, the recycling of iodine species deposited on snow is assumed
to be 75%. The main goal in this section is to investigate the effect of the different
iodine sources as they are observed in the Antarctic rather than try to reproduce
5-10 pmol mol−1 of IO.
When taking iodide concentrations in sea salt aerosols into consideration, sim-
ple estimates clearly show that SSAs alone cannot account for the observed atmo-
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spheric mixing ratios (assuming a typical aerosol size distribution which is given in
Table 2.5). First, the impact of increased loadings of SSAs on the BL chemistry is
investigated. Increases in sea salt aerosol number might be the consequence of high
winds over the ocean. Model runs including 2, 5, or 10 times more SSAs in the PBL
than under typical observations were performed (not shown). When multiplying the
SSA number concentration by a factor 2 or 5, the concentrations of iodine liberated
to the gas phase were insignificant (IO did not exceed 10−3 pmol mol−1), which is to
be expected according to the concentration of iodine ions in modeled SSAs. In order
to provide a sufficient source of iodine in the model, the SSA number concentration
would have to be multiplied by ∼ 104. However, when multiplying the SSA number
concentration by a factor 10 or more, the increased loadings of aerosols rapidly re-
duced the availability of acidity for aerosols (also see similar model results by Sander
et al., 2006a). Indeed, SSAs were found to keep their pH above 7 for most of the
model run duration when the SSA number concentration was multiplied by 10. Gas
phase acid concentrations are no longer sufficient to significantly acidify the large
amount of aerosols. The bromine explosion and the iodine liberation do not success-
fully proceed. The use of higher scaling factors for the aerosol number concentration
would not significantly increase the iodine gas phase concentrations. These model
results show that the sole presence of SSAs, even in greater amounts than usually
observed, cannot account for the observed concentrations of iodine oxides.
The influence of FF aerosols containing iodide ions on the iodine chemistry
was also investigated. For the parameterization of the FF source function (Equa-
tion 2.19), the value 90 was used for µ as in chapter 4, section 4.1.1. The concentra-
tion of I− is three times higher than that in standard sea water (see section 2.3.4).
The FF extent is also two hours (corresponding to 43 km with a wind speed of 6
m s−1) and is followed by a 10-min open lead. Under these conditions, FF aerosols
are produced in large amounts and Br− is rapidly liberated via the bromine explo-
sion cycle (Figure 5.1d). This rapid release of bromine to the gas phase induces an
efficient ozone destruction down to near zero (Figure 5.1a). The mean ozone loss
rate is 0.52 nmol mol−1 h−1 and is nearly 96% due to the bromine chemistry, 4%
due to ozone dry deposition on snow, and less than 0.1% due to the iodine and in-
terhalogen chemistry. Note the rebromination of SSAs after the first simulated day
(Figure 5.1d) due to the shift from BrO to mostly HBr after the complete depletion
of O3 molecules. The release of FF aerosols did not lead to significant liberation of
reactive iodine to the gas phase (see Figures 5.1b and c), as expected from the very
low concentration of iodine ions in FF aerosols. Levels of reactive iodine in the gas
phase only reach about 10−4 pmol mol−1 for ξIO and 10−3 pmol mol−1 for ξOIO, with
maxima of IO found only at dawn of each day as it is rapidly converted to OIO.
These model results show that FF aerosols containing iodine ions cannot contribute
significantly to the production of iodine species in the gas phase. The sole presence
of FF aerosols cannot explain the observed concentrations of reactive iodine in the
BL.
Apart from iodide in sea salt aerosols, organoiodine species are a further potential
source for gaseous reactive iodine. Organoiodine species have been measured in the
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Figure 5.1: Presence of a 2-hour FF field. (A) O3, (B) IO, (C) OIO, (D) SSA Br−.
Antarctic troposphere (Reifenha¨user and Heumann, 1992). Typical mixing ratios
for CH3I and C3H7I are 2 and 1 pmol mol
−1 (Table 1.3), respectively, which is what
was used as initial values in the model. The initial presence of these two major
organoiodine compounds in the BL was modeled under typical airmass conditions
(aerosol number concentration as observed, see Table 2.5). The model results are
shown in Figure 5.2. As explained in section 1.5.7, CH3I is destroyed only via
photolysis or via reaction with OH and Cl to produce I radicals. Similarly, C3H7I
is photolabile and may react with OH to produce I radicals as well. This model
run shows that the amount of reactive iodine produced remains below pmol mol−1
levels: IO displays maximum mixing ratios of 0.1 pmol mol−1 at dawn (Figure 5.2c),
while OIO mixing ratios remain near 0.3 pmol mol−1 (Figure 5.2d). Photolyses of I2,
IBr and ICl at dawn, followed by the rapid conversion of IO to OIO are responsible
for the strong peak of IO on the two last simulated days. Note that, in the model,
reactive IO and OIO are rather well-mixed within the boundary layer at a given
time. A significant amount of reactive iodine is taken up into aerosols, with a mean
increase in IO−3 in sulfate aerosols of 5×10−4 mol l−1 after the three simulated days
(not shown). Ozone (also not shown) is slightly depleted with a mean loss rate
of 0.25 nmol mol−1 h−1, due to the bromine chemistry originating from aerosols
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present in the model (80%), the dry deposition on snow (15%), and the iodine and
interhalogen chemistry (5%). The presence of organoiodine species, as generally
observed in the Antarctic, is not sufficient to explain the observed concentrations of
reactive iodine in the BL. However, these modeled mixing ratios of iodine oxides are
nearly two-three orders of magnitude higher than in the previous runs and constitute
a significant stronger source of reactive iodine compared to SSAs and FF aerosols.
An additional model run (not shown) was performed where mixing ratios of
organoiodine species are set to their maximum values observed in polar regions (in
pmol mol−1, ξCH3I = 2, ξC3H7I = 6, ξC2H5I = 6, and ξCH2I2 = 1, see Carpenter,
2003). Under these conditions, IO mixing ratios do not substantially increase in
the model (mean values of 0.2 pmol mol−1), but OIO mixing ratios reach levels up
to 2 pmol mol−1. In the model, both IO and OIO are relatively well mixed within
the BL at a given time. Photolysis of CH2I2 is fastest in comparison to the other
organoiodine species CxH2x+1I (with 1≤x≤3). CH2I2 is completely photodissociated
within several minutes and induces a sharp increase of IO up to 0.4 pmol mol−1 at
dawn of the first day. Therefore, these model results show that very high concen-
trations of organoiodine species represent an important source of reactive iodine.
However, the production of organoiodine from the ocean is not constant in time
and space. This contradicts observations of relatively constant concentrations of
IO at Neumayer station throughout the sunlight period (U. Frieß, pers. comm.).
Therefore, other mechanisms must take part in the release of reactive iodine.
As explained earlier in the thesis, the photodissociation of CH2I2 is very rapid.
The potential importance of a CH2I2 flux from the surface was investigated. In order
to maintain mean mixing ratios of 1 pmol mol−1 of CH2I2 in the PBL (upper limit for
observed CH2I2 in polar regions, Schall and Heumann, 1993), this flux had to be set
to 5×107 molec cm−2 s−1, with a diurnal cycle taken into account (flux set to zero at
night). The rapid production of I radicals from the photodissociated CH2I2 leads to
mean IO and OIO mixing ratios approximating 0.5 and 2 pmol mol−1, respectively.
IO mixing ratios display a strong vertical gradient. This seems consistent with recent
analyses of IO mixing ratio measurements below MAX-DOAS instrument (placed at
7 m height, U. Frieß, pers. comm.), but the influence of snow on the measurements
needs to be better quantified. CH2I2 appears to be an important source of reactive
iodine and may be explained by the presence of large colonies of algae below the
frozen ocean in spring (unpublished observations, U. Frieß, pers. comm.). This
source should be investigated with great care in the Antarctic. However, such a flux
from the snow is also not sufficient to account for observed concentrations of gas
phase iodine in the PBL.
From these model results, it is concluded that aerosol iodide/iodate contained in
FF aerosols or SSAs, or typical organoiodine gases cannot account for the levels of
IO and OIO observed in the Antarctic BL. Other release mechanisms must take part
in the iodine chemistry in order to produce several pmol mol−1 of IO in spring. Re-
cycling on snow most likely has an important role in the release of reactive iodine.
In order to assess the role of salt aerosol accumulation in/on snow, the required
period of accumulation necessary to account for boundary layer loadings was cal-
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Figure 5.2: Model run with only organoiodine species as precursors (in pmol mol−1: ξCH3I =2;
ξC3H7I =1). (A) CH3I, (B) C3H7I, (C) IO, (D) OIO.
culated. These calculations showed that an aerosol accumulation of several months
on snow is necessary to release reactive iodine in the order of pmol mol−1. These
calculations were made with the assumption that deposited iodine remains on the
top of the snow surface which is an unlikely situation, due to processes such as snow
fall, diffusion in snow, or snow drift. Therefore, the accumulation of salt aerosols
on snow does not appear to be the mechanism that controls the iodine release to
the BL. Another potential release mechanism is the accumulation/re-emission of
organoiodine gases in/on snow. The idea of accumulation of penguin droppings (U.
Friess, pers. comm.), among the nature’s richest source of iodine (see, e.g., Bru¨ssow,
2007), may also surprisingly affect the BL chemistry, but quantified measurements
are not available. This source of gas phase iodine remains, to date, unquantified.
5.2 Flux of iodine from the snow
This section focuses on the required source of molecular iodine which may cause
observed levels of IO and OIO. A flux of I2 is prescribed from the surface under
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typical meteorological and chemical conditions in the Antarctic (see description in
section 2.3.3). A 1-hour field of FFs is prescribed after four simulated hours in order
to release bromine via produced FF aerosols and is followed by a 10-min OL. Also,
initial mixing ratios for CH3I and C3H7I are prescribed at 2 and 1 pmol mol
−1 in
the BL, respectively. In order to produce 5 to 10 pmol mol−1 of IO in the BL,
a flux of I2 from the surface was set to 1.0×109 molec cm−2 s−1, with a diurnal
cycle also taken into account (value set to zero at night). This value is nearly an
order of magnitude smaller than estimations made by Saiz-Lopez et al. (2007c) in
their simulation including no IxOy photolyses (when the BL height is set to 50 m in
MISTRA, as often observed during the Antarctic spring, the required flux had to
be set to 5.0×108 molec cm−2 s−1).
In Figure 5.3a, ozone is depleted from a background level of 25 nmol mol−1 to
near zero at a mean rate of 0.7 nmol mol−1 h−1. The bromine explosion occurring in
salt aerosols leads to the liberation of bromine to the gas phase. BrO mixing ratios
reach up to 30 pmol mol−1 in the BL (see Figure 5.3b) and are mostly responsible for
the ozone depletion (90% compared to 6% for the iodine chemistry and 4% for the
ozone dry deposition on snow). These values for ξBrO are in good agreement with
field observations (Kreher et al., 1997; Frieß et al., 2004; Saiz-Lopez et al., 2007b).
Maximum mixing ratios of IO reach 6 pmol mol−1 within the first 10 meters of
the BL, with similar peaks at dawn as explained earlier in the text (Figure 5.3c).
For the first two simulated days, IO clearly displays a very strong vertical gradient,
as also modeled by Saiz-Lopez et al. (2007c). A mean IO vertical gradient of -0.4
pmol mol−1 m−1 was calculated. In contrast, mixing ratios of OIO display a more
gradual vertical gradient, with maximum values of 10 pmol mol−1 (Figure 5.3d) and
a vertical gradient of only -0.09 pmol mol−1 m−1. Note that the vertical scale on
the plot of IO only covers the first 100 meters in order to better show the chemistry
near the surface.
The column abundance of radical IO in the model is approximately two orders of
magnitude smaller than satellite observations (∼ 5×1011 molec cm−2 compared to
∼ 1013 molec cm−2, see Saiz-Lopez et al., 2007a; Scho¨nhardt et al., 2007) and slant
column measurements from zenith-pointing DOAS of 1×1014 molec cm−2 (Frieß
et al., 2001a). The inconsistency with vertical columns retrieved from satellites has
been investigated by Saiz-Lopez et al. (2007c) who suggested the photolysis of IxOy
(x=2, y=2, 5) to be of importance for the column abundance of iodine oxides in the
BL.
Due to the presence of bromine oxides converting IO to OIO, IO is not the
dominant iodine oxide present in the BL. We calculated that nearly 95% of OIO
is produced by the interhalogen reaction IO+BrO−→OIO+Br. 5% is produced by
the IO self-reaction (reaction (1.98)). Under these chemical conditions, the iodine
speciation leads to a mean ratio [IO]:[OIO] of about 0.15-0.20. When the bromine
chemistry is not taken into account, this ratio is about 0.60-0.80. Formation of HOI
(mainly via reaction between IO and HO2) and IONO2 (reaction (1.87), with X=I)
also represents a significant loss pathway for IO. It should be acknowledged that
the possible production and photolysis of IxOy species is not included in MISTRA.
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I am well aware that this limitation may importantly affect the presence of iodine
oxides in the model and it should be evaluated in further studies.
Interestingly, the IO profile on the last simulated day shows relatively well-mixed
mixing ratios of 1-1.5 pmol mol−1 within the BL. This change in the vertical profile
is the consequence of the absence of BrO: at the end of the model run ozone is
almost completely destroyed near the surface. Therefore, BrO is not produced from
the reaction with O3 (see last day in Figure 5.3b) and the conversion of IO to OIO is
strongly reduced (see increase in IO, Figure 5.3c, and decrease in OIO, Figure 5.3d).
The chemical conditions on the last day are good indicators for the influence of BrO
on the profile of IO and show that bromine chemistry may be an important factor
increasing the IO vertical gradient in the boundary layer.
Both IO and OIO show a very rapid decrease at twilight of each day. This is in
accordance with observations (U. Frieß, pers. comm.). The model shows that these
two iodine oxides are rapidly converted to I2 and interhalogen compounds ICl and
IBr at twilight, via aerosol reactions (not shown). The strong flux of I2 prescribed
at the surface surprisingly leads to only moderate amounts of gas phase iodine at
daytime in the BL. This is mainly due to the uptake of iodine oxides into aerosols.
New particle formation via OIO nucleation showed a mean nucleation rate of 104
molec cm−3 s−1 (see section 1.5.7, page 27), but it does not significantly modify the
concentration of iodine oxides in the gas phase. By including the photolysis of higher
iodine oxides IxOy, this uptake into aerosols would be reduced and iodine radicals
would be found in greater amount in the BL, as shown by Saiz-Lopez et al. (2007c).
In MISTRA, concentrations of iodate IO−3 in aerosols clearly increase. This model
result follows the termination mechanism leading to the accumulation of IO−3 , also
depicted in Figure 1.9. However, the chemistry in the model seems to overestimate
the concentration of IO−3 compared to I
−. Model studies by Pechtl et al. (2007)
showed that IO−3 may not necessarily accumulate in aerosols, as it can be reduced
by inorganic reactions. Also, they showed the importance of the reaction between
HOI and dissolved organic matter (DOM), based on evidence from Carpenter et al.
(2005). These mechanisms should be included in models to simulate the I−/IO−3
speciation in atmospheric aerosols more accurately.
The iodine budget displayed in Figure 5.3f shows that nearly 80-90% of iodine
compounds is found in the liquid phase during the first two simulated days. Approxi-
mately 5% of the total iodine loading in the BL is found in snow (see irreversibly
deposited iodine, IDII). On the last simulated day, the reduction of gas phase
OIO concentrations (as explained earlier in the text) leads to a strong reduction of
reactive iodine uptake by aerosols. Reaction between reactive iodine and ozone does
not proceed (ξO3 ∼ 0). Iodine concentrations in aerosols stop increasing (see TCIaq,
Figure 5.3f) and reactive iodine released from the surface accumulates in the gas
phase mainly as I/I2 (see TCIg).
Figure 5.3g shows that IDII is in majority constituted by deposition of HOI
during day, while I2, ICl, and IBr dominate the deposition during night.
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Figure 5.3: Antarctic base run. BL at 200 m. Prescribed I2 flux = 1.0×109 molec cm−2 s−1. (A)
O3, (B) BrO, (C) IO∗, (D) OIO, (E) IO−3 in sulfate aerosols, (F) see description in section 2.3.5,
(G) Solid black: total deposition on snow; solid red: HOI; dashed blue: INO3; solid blue: SSA
IO−3 ; dashed pink: I2; dashed black: ICl; solid green: IBr; dashed light blue: sulfate aerosol IO
−
3 .∗ Note: IO is displayed with maximum height of 100 m.
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During the first two days, vertical profiles of IO and OIO do not correspond to the
profile of BrO. BrO is found within the whole BL due to mixing generated by the
open lead. BrO is found to be relatively well mixed with maxima located between
the surface and a height of 100 m. Iodine oxides, however, display their maxima
right above the surface. These discrepancies originate from the different source
processes. In the model, bromine oxides are released via the bromine explosion from
aerosols which liberates bromine to the gas phase as Br2/BrCl. This release occurs
in the whole BL where FF aerosols can be found. In contrast, iodine oxides are
produced from the photolysis of I2 released from the surface. If the modeled release
from the snow is indeed occurring in the Antarctic, it is most likely depending on
the mechanisms controlling the snow chemistry (e.g., snow composition and acidity,
snowfall). These controlling mechanisms may largely differ from the release mecha-
nism for FF aerosols. Also, note that the efficient interhalogen reaction IO+BrO
rather leads to an anti-correlation between IO and BrO. On the last simulated day,
an anti-correlation between IO and BrO and a correlation between OIO and BrO
can be underlined. The chemistry on this day clearly shows the importance of the
interhalogen reaction IO+BrO which reduces the concentration of IO to favor that
of OIO and releases Br atoms which rapidly react with O3 again to form BrO. Under
these conditions, OIO rather shows a correlation with BrO.
In all other cases that are presented in this chapter, the precursors of reactive
bromine and reactive iodine have different origins as well and may, in reality, occur
at different locations and time periods. Concentrations of BrO and IO do not
correlate in these model simulations. This result is in accordance with year-round
observations of no correlation between BrO and IO by use of zenith-pointing DOAS
(U. Frieß, pers. comm.). However, these model results do not exclude the possible
existence of a correlation between BrO and IO if the release mechanisms differ
from those modeled in MISTRA. Indeed, Saiz-Lopez et al. (2007b) very recently
showed evidence of similar seasonal cycles between the two halogen radicals by use
of LP-DOAS. They suggest the activation of bromine (as IBr) via uptake of HOI on
halide-rich surfaces as possible explanation for the presence of both BrO and IO in
the Antarctic atmosphere. Unfortunately, no other field measurement can support
these results yet. Furthermore, the chemical as well as physical mechanisms leading
to such a correlation throughout the year remain unclear, and the methods used for
atmospheric spectral fits are a matter of debate.
5.3 Summary and conclusions
The potential sources of iodine in the Antarctic boundary layer during spring were
investigated. MISTRA was used in the one-dimensional mode to assess the potential
influence of sea salt aerosols, frost flowers and organoiodine species on the release
of reactive iodine to the gas phase. In addition, sensitivity studies were performed
to quantify the flux of molecular iodine from the snow required to induce observed
levels of iodine oxides (5-10 pmol mol−1) in the Antarctic BL.
Sea salt aerosols, even in greater amounts than typically observed, do not contain
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enough iodine in the liquid phase to influence the concentration of reactive iodine in
the gas phase. Under the assumption that SSA is the only source for reactive iodine,
IO and OIO mixing ratios only reach maxima of 10−3 pmol mol−1. Similar model
results were obtained with the presence of FF aerosols. Even though FF aerosols
liberate sufficient amounts of bromine to efficiently deplete ozone in the PBL, re-
active iodine is not liberated significantly. It was calculated that the deposition of
salt aerosols on snow, even accumulated over long periods of time, remains a very
minor source of iodine in snow.
The presence of organoiodine species in the model was found to be relatively more
important for the release of reactive iodine. Typical mixing ratios of CH3I and C3H7I
(2 and 1 pmol mol−1, respectively) lead to mixing ratios of nearly 10−1 pmol mol−1
for both IO and OIO. The model study investigating mixing ratios of the major
organoiodine species set to their upper limit (in pmol mol−1, ξCH3I = 2, ξC3H7I = 6,
ξC2H5I = 6, and ξCH2I2 = 1) showed a significant production of iodine oxides in the
PBL. IO and OIO reach a maximum of 0.4 and 2 pmol mol−1, respectively. However,
even these high levels of organoiodine are not sufficient to account for observed levels.
Note that the presence of organoiodine species within the BL induced relatively well-
mixed concentrations of the two iodine oxides.
Sensitivity studies were performed to quantify the required flux of I2 from the
snow necessary to reproduce observed levels of iodine oxides. When prescribing
a value of 1.0×109 molec cm−2 s−1, IO and OIO reach mixing ratios of 6 and
10 pmol mol−1, respectively. Their vertical distributions within the boundary layer
seem consistent with preliminary analyses made by U. Frieß. In the model, the in-
terhalogen reaction IO+BrO was found to strongly shift the iodine oxide speciation
from IO to OIO. IO is rapidly converted to OIO, which is efficiently taken up into
aerosols, as long as BrO is present in sufficient amounts. No correlation between
BrO and IO could be underlined, but this conclusion is somewhat related to the
model settings for the iodine/bromine sources.
Several major issues concerning the iodine chemistry modeled in the Antarctic
remain unclear. To date, the origin of the potential flux of I2 remains unclear.
The strong vertical gradient in IO mixing ratios has recently been investigated. It
was proposed that photolyses of IxOy may reduce the uptake of iodine oxides into
aerosols and therefore decrease the vertical gradient. Investigations of these pho-
tolysis rates under polar conditions from laboratory studies may help evaluate this
proposal. As shown in this chapter, the bromine chemistry efficiently modifies the
concentration of IO and its vertical gradient, and needs to be better understood. The
iodate concentration in aerosols is overestimated in these model runs. The recently
suggested reactions increasing the iodide-iodate speciation should be assessed under
polar conditions. The debated correlation between bromine and iodine should be
better understood and the precursors of these halogens should be quantified/located
with more accuracy.
Chapter 6
Summary of results
The main results of this thesis are discussed in chapters 3 to 5 and are summarized
here:
Chemistry influencing ODEs:
The investigation of the chemistry influencing the occurrence of an ODE, using box
model sensitivity studies has led to the following results:
• Sensitivity studies investigating the potential impact of relative variations (mix-
ing ratio or flux) of HCHO, H2O2, DMS, Cl2, C2H4, C2H6, HONO, NO2 or
RONO2 on the concentration of ozone/halogens were performed. Among these
compounds, the change in ozone/halogens concentrations was found strongest
for sensitivity studies of HCHO, H2O2 and C2H4. In these studies, ozone was
depleted less mostly due to the increase in mixing ratios of these compounds
which induced a shift in halogen speciation from BrO/Br to HOBr/HBr.
• Sensitivity studies on the influence of high concentrations of chlorine in the
PBL showed surprising results. It was first shown that high amounts of reac-
tive chlorine lead to the production of radicals CH3O2, HOx, and ROOH which
reacted with reactive chlorine species themselves to rapidly produce HCl. This
unexpected reaction chain, rapidly converting reactive chlorine to less reactive
HCl, received the name “chlorine counter-cycle”. Due to this counter-cycle,
the investigation of the ozone depletion by the chlorine chemistry showed that
the flux of Cl2 required to deplete ozone within observed time spans was found
unrealistically high. Also, the chlorine counter-cycle was found to significantly
affect the bromine chemistry if the counter-cycle is sufficiently activated (suffi-
cient concentrations of CH3O2, HOx and ROOH). The presence of both high
mixing ratios of Br2 and Cl2 may lead to a decrease in ozone destruction, de-
pending on the activation of the counter-cycle.
• The investigation of the DMS chemistry showed that its initial reaction with
BrO producing Br atoms and DMSO is not the dominant reaction in the model
for the effect of DMS on bromine. Subsequent reaction between DMSO and
radical OH led to the production of oxidants CH3O2 and HOx which modified
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the bromine speciation from BrO/Br to HOBr/HBr. This reaction cycle was
named the DMSO “counter-cycle”. Ozone was depleted less when DMS mixing
ratios increased.
• It was found that the C2H4 chemistry leads to variant results, depending on
the prescribed mixing ratios: mixing ratios higher than observed values led
to a strong reduction of the bromine explosion mechanism via a reduction of
HOBr and increase of HBr. Ozone was destroyed less. Mixing ratios lower
than observed values, however, led to less ozone destroyed as well: conditions
of reduced ξC2H4 were characterized by an increased bromine deposition on snow
(mainly from HOBr) and the reduction of the BrO self-reaction.
• Among NOy species (NO, NO2, HONO, RONO2), the effect on ozone con-
centrations was found strongest for HONO. When mixing ratios of HONO
increased, the ozone depletion slowed down by reduced availability of reactive
bromine (increase in deposition mainly).
FF, OL, recycling on snow, meteorological parameters:
Chapter 4 details the investigations on the importance of chemical as well as physical
processes potentially impacting the ozone chemistry in polar spring using the model
MISTRA in the one-dimensional mode.
• The model simulations presented in this chapter conform most closely with ob-
servations if the recycling of deposited halogens on snow back to the atmosphere
is taken into account. The comparison of modeled deposited bromine with snow
samples suggests that nearly 75% of this deposition may be re-emitted into the
gas phase as Br2/BrCl.
• Modeling the calcium carbonate precipitation out of the brine showed that this
process has a crucial impact on the subsequent potential acidification of aerosols
released from FF/brine. The bromine explosion in aerosols was accelerated and
ozone was destroyed faster than in runs not including CaCO3 precipitation.
• Model runs simulating the transport of a hazy airmass showed similar results
to the runs simulating the precipitation of calcium carbonate out of the brine.
The transported acids and numerous acidic aerosols accelerated the bromine
explosion and provided the adequate medium for the recycling of less reactive
bromine species. Under conditions of a moderate haze event, ozone was de-
stroyed as fast as in simulations including a complete CaCO3 precipitation out
of the brine. These model results suggest that haze events are likely to increase
the frequency and the strength of ODEs in the Arctic.
• Under conditions of large open lead extensions, the release of humidity over the
lead to the PBL induced the formation of clouds. In these cloudy runs it was
found that the generated turbulence within the cloud causes the entrainment
of ozone from the FT into the PBL. In addition, the bromine uptake by SSAs
and cloud droplets drastically increased. The cloud formation led to a strong
reduction in reactive bromine availability. The ozone depletion stopped. It is
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argued in this thesis that this phenomenon may play a role in the termination
of ODEs in the PBL.
• From all non-halogen fluxes prescribed out of the snowpack (NOy, C2H4, HCHO,
or H2O2) HONO was found to be the most influencing species for the ozone
chemistry. In this model representation (1D, with snow recycling the de-
posited halogens), the presence of a HONO flux from the surface accelerated
the bromine deposition (same as box model results) and therefore increased the
Br2 flux out of the snowpack. The presence of this flux accelerated the ozone
destruction. Other fluxes of NOx, C2H4, HCHO, or H2O2 (as observed in the
field) did not significantly affect ozone.
• Direct release of reactive bromine from the FF crystals was found unrealistic
in comparison to measurements of bromide concentrations in snow, and of air-
borne aerosols. Direct Br2 release in presence of SSAs led to similar conclusions.
• The evaluation of several OL/FF combinations did not reveal major chemical
modifications. The model run with a patchy and extended FF/OL/snow com-
bination (Figure 4.4) showed very good quantitative agreements with observed
bromine mixing ratios.
• Simulations investigating changes in temperature showed that it is an impor-
tant parameter to be accurately taken into account. The temperature of the
FF field is important as it controls the relative humidity of the overlying air
(and therefore the aerosol composition). Modifications of the air temperature,
e.g., cooled by 1 K, were found to significantly increase the aerosol uptake
capacity and therefore the bromine explosion strength. According to these re-
sults it is likely that higher temperatures at the poles may reduce the efficiency
of the bromine explosion cycle in aerosols. Nevertheless, the temperature de-
pendencies for Henry’s law constants and accomodation coefficients should be
quantified with more accuracy for sub-zero temperatures.
Halogen chemistry in the Antarctic:
In chapter 5 the model runs performed to investigate the relative importance of
potential sources of iodine in the Antarctic boundary layer are summarized. The
flux of iodine from the surface necessary to lead to observed concentrations of reative
iodine was also assessed. These model simulations led to the following results:
• Sea salt as well as FF aerosols (as represented in this model), even released to
the atmosphere in large amounts, did not liberate iodine sufficiently to the gas
phase to account for a significant source of reactive iodine. Modeled mixing
ratios of IO and OIO did not exceed 10−3 pmol mol−1 under the sole presence
of salt aerosols.
• The initial presence of the major organoiodine species in the model (ξCH3I =2
pmol mol−1, ξC3H7I =1 pmol mol
−1) induced a significant production of reactive
iodine in the BL at mixing ratios near 10−1 pmol mol−1. However, these levels
of iodine oxides were too low to account for a relevant source of iodine. Similar
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conclusions could be drawn when prescribing upper limit values for all major
organoiodine species (in pmol mol−1, ξCH3I = 2, ξC3H7I = 6, ξC2H5I = 6, and
ξCH2I2 = 1) which induced maxima of 0.4 and 2 pmol mol
−1 for IO and OIO,
respectively.
• CH2I2, which photolyses very rapidly in the troposphere was found to rapidly
produce reactive iodine in significant amounts. In order to sustain 1 pmol mol−1
of CH2I2 in the BL, a flux from the surface of 5.0×107 molec cm−2 s−1 was
prescribed. IO and OIO reached mixing ratios of 0.5 and 2 pmol mol−1, respec-
tively. CH2I2 is therefore a strong potential source for reactive iodine.
• A value of 1.0×109 molec cm−2 s−1 for a prescribed flux of molecular iodine
from the surface was found to be necessary to account for observed levels of
reactive iodine in the BL. IO displayed strong vertical gradients which seem to
be consistent with very recent analyses of iodine oxide measurements made by
U. Frieß at Neumayer Station. The interhalogen reaction IO+BrO−→OIO+Br
was found to be important for the conversion of IO to OIO. No correlation
between BrO and IO was highlighted. However, this result is related to the
different types of sources and the conditions under which reactive halogens
may be released to the gas phase.
Chapter 7
Conclusion / Future research
needs
Although the chemistry of tropospheric ozone has received increasing interest during
the last two decades a number of outstanding issues remain, such as the real source
of halogens for the PBL or the processes involved in the release of aerosols from
polar surfaces (snow/brine/FF). In the future, the following scientific research areas
should be investigated/considered with great care:
• Source function for FF aerosols:
As explained in section 2.3.4 an estimate for the source function of frost flower
aerosols was used. The potential production of aerosols from frost flowers/brine
has not been investigated yet. The composition and size distribution of the
released aerosols are also unknown. Laboratory studies on these properties of
aerosols are required. Especially, the aerosol source function as a function of
the wind speed is urgently needed. Laboratory work by H.-W. Jacobi and M.
Hutterli is underway (pers. comm.). Once a parameterization for this function
is available it should be used to replace our estimate.
• Multidimensional composition of frost flowers:
The chemical composition of frost flowers is not thoroughly known, especially
as all analyzed samples have, up to now, been melted. Melting these crystals
leads to the loss of information concerning the multidimensional composition.
Frost flowers most likely do not have the same ionic composition, whether it is
at the surface or within the crystal. The techniques of analysis may therefore
lead to erroneous concentration values. The ion concentration at the surface
of frost flowers is an important parameter, as it is currently believed that FF
aerosols are released from these surfaces. Also, the exact surface ratio on frost
flowers between quasi-liquid brine layer and pure ice crystals is not known
yet. Promising results may soon be provided by 3-D X-ray micro computer
tomography techniques used by M. Hutterli (pers. comm.).
• Brine migration on FFs:
The processes involved in the migration of the brine to frost flower crystals are
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still unclear. It is believed that the upward migration is driven by concentration
gradients and possibly by thermo-migration (Ludwig-Soret effect). However,
the Soret effect has not been investigated under conditions mentioned in this
thesis. Modeling simulations would benefit from more laboratory studies on
the migration processes.
• Source: brine or frost flowers?
It remains unclear what the exact source of concentrated aerosols is. It has
been shown that observed aerosols, depleted in mirabilite, must have been in
contact with snow/ice surfaces. Analyses of air composition in association
with back-trajectory calculations have given crucial information on the source
region of bromine precursors, pointing brine or FF regions as the main source
regions. However, the distinction between brine and brine on FFs as source
region has not yet been clearly established, as both surfaces potentially release
concentrated aerosols. A cooperation between models and field measurements
should be able to provide more information on the real source of bromine in
the BL.
• Impact of cloud formation:
The formation of clouds occurred in some of the model runs (e.g., see sec-
tion 4.1.2). The simulations clearly showed that the presence of cloud droplets
was associated with strong bromine uptake into particles/droplets. This uptake
to droplets drastically reduced the total gas phase bromine in the cloud region.
It was also shown that turbulence caused by destabilization due to radiative
effects leads to mixing of air underneath the cloud which interrupts the ozone
depletion. In addition, the cloud formation leads to the BL break-off which
most probably entrains ozone-enriched air from the FT to the air below. Such
a replenishment of ozone in the BL via the formation of clouds has not been
reported yet. However, the association of all-sky-camera images and data on
the chemical composition of the airmass may provide relevant indications on
this process. Cloud formations caused by the presence of open water may be an
additional termination process for ODEs and should be investigated in detail.
• Thermodynamics of airborne aerosols:
In this thesis it was assumed that aerosols produced from the FFs are liquid.
It was measured that produced liquid aerosols remain liquid or quasi-liquid at
temperatures as low as 240 K (Koop et al., 2000). However, solid (or partly
solid) microbranches from those crystals may also break off under wind stress
and be released in the air or liquid particles might freeze. The thermodynamics
of these aerosols is unknown and should be investigated.
• Calcium carbonate precipitation calculations:
The calculations of calcium carbonate precipitation out of a brine layer un-
der sub-freezing temperatures made by Sander et al. (2006a) are questionable.
These calculations are based on experiments performed in a closed atmosphere
(Richardson and Keller, 1966), which differs from real conditions. They also
roughly estimated the acidity in brine and Henry’s law coefficients of CO2
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at sub-zero temperatures. Preliminary calculations done by S. Morin and G.
Marion, using modeled Pitzer-equation HCO−3 /CO
2−
3 parameters have led to re-
sults significantly different than those from Sander et al. (2006a). Nevertheless,
more accurate calculations are required and a coordinated collaboration with
scientists from Grenoble (LGGE) / Reno (DRI) has recently been proposed.
This collaboration between the two models MISTRA and FREZCHEM (from
G. Marion) should provide more reliable data on the precipitation of calcium
carbonate during sea ice formation.
• Improve the understanding of iodine chemistry:
In the last few years, great progress has been made in respect to iodine chem-
istry, particularly due to laboratory kinetics evaluations. However, there are
still large uncertainties regarding both iodine chemistry and nucleation pro-
cesses. Also, uncertainties on aqueous phase and heterogeneous reactions exist.
For example, laboratory studies do not satisfactorily agree on the kinetics of
OIO or IONO2 photolysis rates. Also, the formation of the dimer I2O2, which
may be formed by IO self-reaction, has not yet been assessed with certitude.
Experiments showing evidence of nucleation from gas phase IxOy are also re-
quired to understand new particle formations. More laboratory studies focusing
on these aspects are urgently needed to model iodine chemistry with less as-
sumptions. These laboratory studies will reduce the uncertainties persisting in
that chemistry. In the future, MISTRA should contain the relevant reactions
of the photolabile IxOy species which have been found to efficiently influence
the iodine chemistry in the BL. Also, the reasons for the differences in observed
concentrations of iodine compounds between the Arctic and the Antarctic are,
up to now, unknown. This raises the question of the source region for iodine in
polar regions. Interactions between the bromine and iodine chemistry in polar
regions also need to be studied in more detail.
• Modeling processes at the air/snow interface:
As it has been shown in section 4.1 the recycling on snow appears to have a
crucial impact on the chemistry of the overlying air in the boundary layer. Pro-
cesses occurring in/on snow responsible for the release of compounds to the air
and their relative importance are poorly understood due to the extreme com-
plexity of the snow composition. Major properties like thermal conductivity,
permeability, gas diffusivity, or optical properties have been parameterized (see
Domine´ et al., 2007). Elaborate snow physics models already exist and MIS-
TRA should include such a snow model to reduce uncertainties at the air/snow
interface. A possible collaboration with A. Saiz-Lopez and C. Boxe, who have
developed such a snow physics model, is envisaged (pers. comm.). Such a
model will allow detailed studies on interactions between the snowpack and the
atmosphere. Additionally, it will be possible to investigate the chemical reac-
tions occurring on frost flower crystals themselves, such as the uptake of acids
potentially acidifying the crystals or the direct release of bromine from these
crystals via heterogeneous reactions (which is to date, an important subject of
discussion within the scientific community).
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• Mercury chemistry:
In the late 1990s observations showed a striking anti-correlation between BrO
and Hg atoms (Schro¨der and Munthe, 1998). Since then, the understanding
of the mercury chemistry in tropospheric polar spring has strongly increased.
However, a large number of open questions remain unsanswered, especially re-
garding the halogen-mercury interaction and its potential impact on the trans-
formation of elemental mercury (GEM) to oxidized mercury (RGM) which may
deposit and be bioaccumulated. By including Hg reactions in the actual chem-
ical reaction scheme, MISTRA will be able to simulate the mechanisms respon-
sible for the mercury depletions.
• The meteorology and chemistry at Summit, Greenland:
As shown in this thesis, MISTRA satisfactorily reproduces meteorological and
chemical conditions observed in the Arctic and the Antarctic. This model can
also be applied to other polar locations undergoing particular chemistry such
as Summit, Greenland. Summit Camp is situated at an altitude of 3200 m and
is about 400 km away from the nearest coast. Substantial amounts of bromine
(∼ 3-4 pmol mol−1) have been observed by LP-DOAS instrument this summer
2007 (J. Stutz, pers. comm.). The observation of these mixing ratios raises the
challenging question of the origin of halogens at such an altitude. It is unclear
how bromine radicals may reach the location of Summit, and the importance of
processes such as the recycling on snow for the transport of reactive halogens
inland must be assessed. MISTRA should be used (in the one-dimensional
mode) to simulate the vertical variation of atmospheric chemistry at Summit
and to test our understanding of the chemistry above sunlit snow.
• More general open questions:
In a more general sense, the trigger for the bromine explosion remains a major
question. The role of chlorine and iodine for the ozone depletions needs to be
better quantified. Also, the temporal and spatial extents of these ODEs should
be investigated. The transport of ozone-depleted air to lower latitudes and the
regional/global effects should also be quantified. The ongoing global warming
is affecting the polar regions in the first place. Reductions in sea ice thickness
and extent have already been observed. It was found in this thesis that higher
temperatures reduce the efficiency of the bromine explosion cycle. However,
other mechanisms like enhanced formation of open leads in spring in the more
and more melting Arctic Ocean may have opposite effects, compared to the
heterogeneous reactions in aerosols via increased production of FF aerosols.
Nevertheless, the influence of the changing quantity (and surface structure)
of polar ice on the occurrence of ODEs remains an open question. Modeling
studies associated with satellite data on sea ice cover should help understand
the future behavior of the chemistry in the PBL in a warming climate.
Laboratory data and field measurements from polar regions are becoming more
readily available. International projects such as IPY 2007-2008, SOLAS, or HitT
have already begun. In particular, IPY 2007-2008 represents one of the most am-
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bitious coordinated international science programmes ever attempted and will cer-
tainly deliver a large amount of important information. All these projects aim at
coordinating the different research groups and at building a structured, user-friendly
scientific database. More comparisons with the model results presented in this thesis
will be available in the future. Faster computers will make the implementation of
more processes in MISTRA possible.
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Chapter 8
Appendix
8.1 Acronyms and Abbreviations
Table 8.1: Acronyms and abbreviations used in this discussion.
Abbreviation Meaning
AAMP Arctic Airborne Measurement Program
ABLE-3B Global Tropospheric Experiment Arctic Boundary Layer Expedition
ACCENT Atmospheric Composition Change - the European NeTwork of excellence
ACIA Arctic Climate Impact Assessment
AGAMES Antarctic Trace Gas and Aerosol Airborne MEasurement Study
AGASP Artic haze and the Arctic Gas and Aerosol Sampling Program
AGU American Geoscience Union
AIDJEX Arctic Ice Dynamics Joint EXperiment
AMA Atelier de Mode´lisation de l’Atmosphe`re
AMAP Arctic Monitoring and Assessment Programme
AMF Air Mass Factor
ANTCI ANtarctic Tropospheric Chemistry Investigation
ANTSYO ANTarctic flight mission at SYOwa region: Airborne Geophysical,
Glaciological and Atmospherical Research in East Antarctica
ANZFLUX Antarctic Zone FLUX Experiment
APCI Atmospheric Pressure Chemical Ionization
ARCTOC ARCtic Tropospheric Ozone Chemistry
ARTIST Arctic Radiation and Turbulence Interaction STudy
ASTAR Arctic Study of Tropospheric Aerosol and Radiation
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Table 8.1: Continued.
Abbreviation Meaning
AVHRR Advanced Very High Resolution Radiometer
AWI Alfred-Wegener Institut
BL Boundary Layer
CEAREX Coordinated Eastern ARctic EXperiment
CFC ChloroFluoroCarbon
CHABLIS CHemistry of the Antarctic Boundary Layer and the Interface with Snow
Clp Photolyzabe chlorine
DFG Deutsche ForschungsGemeinschaft
DGASP Dye 3 Gas and Aerosol Sampling Program
DLR Deutschen zentrum fu¨r Luft- und Raumfahrt
DMS DiMethylSulfide
DOAS Differential Optical Absorption Spectroscopy
DOI Digital Object Identifier
DOM Dissolved Organic Matter
DPG Deutsche Physikalische Gesellschaft
DRI Desert Research Institute
DU Dobson Unit
EGS European Geophysical Society
EGU European Geoscience Union
ERS-2 European Remote Sensing satellite System
f-Br Filterable Bromine
FF Frost Flowers
FREZCHEM Fortran Chemical-Thermodynamic Model for Aqueous Solutions
at Subzero Temperatures
FT Free Troposphere
FTIR Fourier Transform InfraRed spectroscopy
FYI First-Year sea Ice
GBM Ground-Based Measurements
GEM Gaseous Elemental Mercury
GISP Greenland Ice Sheet Project
GMCC Geophysical Monitoring for Climate Change program
GOME Global Ozone Monitoring Experiment
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Table 8.1: Continued.
Abbreviation Meaning
GWP Global Warming Potential
HitT Halogens in the Troposphere
IGAC International Global Atmospheric Chemistry
IGY International Geophysical Year
IPCC Intergovernmental Panel on Climate Change
IPY International Polar Year
ISCAT Investigation of Sulfur Chemistry in the Antarctic Troposphere
JPL Jet Propulsion Laboratory
JWACS Joint Western Arctic Climate Study
LEADEX LEAD EXperiment
LEADX LEAD eXperiment
LGGE Laboratoire de Glaciologie et de geophysique environnementale
LIDAR LIght Detection And Ranging
LP-DOAS Long-Path DOAS
LWC Liquid Water Content
LWCa Aerosol Liquid Water Content
MarHal Marine Halogen modeling group
Max-DOAS Multi-Axis DOAS
mb millibars (10−3 atm. pressure)
MBL Marine Boundary Layer
M1/M4 Major ODE occurring within 1/4 day(s)
MD Molecular Dynamics simulation
MEFIS Mesoskaliges Experiment an der Filchner Schelfeiskante
MISTRA MIcrophysical STRAtus model
MIZ Marginal Ice Zone
MIZEX Marginal Ice Zone EXperiments
MOCCA Model Of Chemistry in Clouds and Aerosols
MODE Major Ozone Depletion Event
MODIS Moderate Resolution Imaging Spectroradiometer
MSI MethaneSulfInate
NASA National Aeronautics and Space Administration
NATO North Atlantic Treaty Organization
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Table 8.1: Continued.
Abbreviation Meaning
NDRL Notre Dame Radiation Laboratory
NICE NItrogen Cycle and Effects on the oxidation of atmospheric trace
species at high latitudes
NIPR National Institute for Polar Research
NIST National Institute of Standards and Technology
NMHC Non-Methane HydroCarbon
nmol mol−1 nanomoles per mole
NMR Nuclear Magnetic Resonance spectroscopy
NOAA National Oceanic and Atmospheric Administration
ODE Ozone Depletion Event
OL Open Lead
OOTI Out On The Ice
P1/P4 Partial ODE occurring within 1/4 day(s)
PAN PeroxyAcetyl Nitrate
PBL Polar Boundary Layer
PEAN Photochemical Experiment At Neumayer
PES PhotoElectron Spectroscopy
PFF relative Potential Frost Flower area (Kaleschke et al., 2004)
PHD Photoactive Halogen Detector
PODE Partial Ozone Depletion Event
POLARCAT Polar Study using Aircraft, Remote Sensing, Surface Measurements
and Models, of Climate, Chemistry, Aerosols, and Transport
PSE Polar Sunrise Experiment
ppb part per billion (10−9)
ppt part per trillion (pmol mol−1, 10−12)
pmol mol−1 picomoles per mole
RED Rough Evaporation Duct experiment
REFLEX Radiation and Eddy FLux EXperiment
RGM Reactive Gaseous Mercury
RH Relative Humidity
RHS Reactive Halogen Species
ROS3 Third-order Rosenbrock method
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Table 8.1: Continued.
Abbreviation Meaning
SAR Synthetic Aperture Radar
SCIAMACHY SCanning IMAging spectrometer for atmospheric CHartographY
SODAR SOnic Detection And Ranging
SOLAS Surface Ocean - Lower Atmosphere Study
SSA Sea Salt Aerosol
STABLE Stable Antarctic Boundary Layer Experiment
SZA Solar Zenith Angle
Tg year−1 Teragrams (1012 g) per year
THALOZ Tropospheric HALogens effects on OZone
TKE Turbulent Kinetic Energy
TNO Technology Netherlands Organization
TOPSE Tropospheric Ozone Production about the Spring Equinox
TOVS TIROS Operational Vertical Sounder
TPC Total Photolyzable Chlorine
TROLL TROpospheric PoLar AerosoL experiment
UNIS UNIversity centre in Svalbard
UV UltraViolet radiation
UV-A UltraViolet radiation from 320 to 400 nm
UV-B UltraViolet radiation from 290 to 320 nm
VCD Vertical Column Density
VOC Volatile Organic Compound
WMO World Meteorological Organization
XPS X-ray Photoelectron Spectroscopy
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8.2 Symbols
Table 8.2: Symbols used in this discussion.
Symbol Meaning
a dry aerosol radius (nm)
A˚ Angstro¨m (10−10 m)
A/r curvature term in Ko¨ler equation
α surface albedo
α accomodation coefficient (or “sticking” coefficient)
B/(r3 − a3) solution term in Ko¨ler equation
C condensation rate
Ca,i concentration of aqueous phase species (mol m−3air)
Cg concentration of gas phase species (mol m−3air)
cp specific heat of dry air at constant pressure
cw specific heat capacity of water (J g−1 K−1)
Cz concentration at an altitude z
D irreversible deposition on open water or snow surface
Dg gas phase diffusion coefficient (or mass diffusivity)
D′v diffusivity of water vapor
δi ratio between actual actinic flux and actinic flux of this purely absorbing atmosphere
e turbulence kinetic energy
² dissipation of TKE
E emission of the chemical species
Eaq−g,i exchange term between gas and aqueous phase
Ei external processes affecting the humidity
f Coriolis parameter
f(a, r) two-dimensional particle size distribution function
F flux of particles per unit area of sea surface, per increment of
droplet radius dr and time dt (part. m−2 s−1 µm−1)
Fc flux density
F (λi) actual actinic flux
F a(λi) actinic flux of this purely absorbing atmosphere
Gp term of change in f due to particle growth
Ghz Giga Herz
h Planck’s constant
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Table 8.2: Continued.
Symbol Meaning
hν dissociation energy
H0 Turbulent sensible heat flux (W m−2)
H∗w,i effective Henry’s law constant (M atm
−1) for gas i
IDBr Irreversible deposition of bromine-containing species on snow
IDII Irreversible deposition of iodine-containing species on snow
Jai,X photolysis rate for a purely absorbing atmosphere
JX photolysis rate coefficient of a species X
JOIO nucleation rate from OIO (molec cm−3 s−1)
k′ thermal conductivity of moist air
kccH non-dimensional Henry constant
kt,i mean transfer coefficient for bin i
Ke turbulent exchange coefficient for energy
Kh turbulent exchange coefficient for heat
Km turbulent exchange coefficient for momentum
κ Von Ka`rma`n constant
L Loss term
L Monin-Obukhov length
LE Turbulent latent heat flux (W m−2)
Lh latent heat of condensation
l turbulent master length scale
λ wavelength (nm)
M used to name a third-body reactant in chemical equations
M molar mass
M molar (mol l−1)
µ Ratio applied on Monahan aerosol source function
mw(a, r) liquid water mass of the particle
∇z horizontal gradient operator
Ni mean aerosol number concentration for ith mode
nkc total number of aqueous classes
ν frequency of the dissociating radiation
νsnow Recycling ratio for deposited halogens on snow
p air pressure
P Production term
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Table 8.2: Continued.
Symbol Meaning
φ(λ) quantum yield for wavelength λ
p0 air pressure at the surface
Pd↔c term of transport between particle bins I/II and III/IV
pv,w saturation vapor pressure of water over ocean (mb)
pv,ice saturation vapor pressure of water over ice (mb)
Ψh stability correction function for heat transfer
Ψm stability correction function for momentum exchange
Ψs(ζ) stability function
Qi diabatic energy sources and sinks (J kg−1)
Q(r) net radiative flux absorbed by an individual particle
R gas constant for dry air
r total particle radius (nm)
ra aerodynamic resistance
rb resistance at the quasi laminar sublayer
rc surface resistance
Rn net radiative flux density
ρ density (kg m−3)
ρb bulk solution density (kg m−3)
ρs saturation vapor density (kg m−3)
ρw density of water (kg m−3)
r˙ = dr/dt, particle growth during dt
Rv specific gas constant for water vapor
Sa ambient supersaturation
S(a, r) supersaturation at surface of droplet
Sc dimensionless Schmidt number
Si photochemically active spectral interval
Sp particle sedimentation term
Sr supersaturation at surface of droplet
St dimensionless Stokes number
σi standard deviation for ith mode
σX absorption cross section
θ potential temperature (K)
T temperature (K)
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Table 8.2: Continued.
Symbol Meaning
Ta ambient temperature
TCa Total Column concentration of sulfate and SSA bromine ions
TCBr Sum of TCa+TCd+TCg+IDBr
TCd Total Column concentration of bromine ions in droplets
TCg Total Column concentration of gas phase species containing Br atoms
TCIa Total Column concentration of sulfate and SSA iodine ions
TCIBr Sum of TCIa+TCId+TCIg+IDII
TCId Total Column concentration of iodine ions in droplets
TCIg Total Column concentration of gas phase species containing I atoms
τ lifetime of a species
u10 windspeed at 10 m height
u∗ friction velocity
v mean molecular speed
Vd dry deposition velocity
Vh,x x-direction of wind speed horizontal component (u)
Vh,y y-direction of wind speed horizontal component (v)
wl,i non-dimensional liquid water content of class i (m3aq m
−3
air)
wt sedimentation velocity
ξ mixing ratio
z0 roughness length
z0h roughness length for heat transfer
z0m roughness length for momentum exchange
ζ = z/L dimensionless height scale
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8.3 Kinetic data for MISTRA
This collection comprises a complete listing of all gas and aqueous phase species (Table 8.3), gas phase
(Table 8.4) and aqueous phase (Table 8.5) reaction rates, as well as rates for the heterogeneous (particle
surface) reactions (Table 8.6), aqueous phase equilibrium constants (Table 8.7), Henry constants and
accommodations coefficients (Table 8.8).
Table 8.3: Species in MISTRA
Gas phase
O1D, O2, O3, OH, HO2, H2O2, H2O
NO, NO2, NO3, N2O5, HONO, HNO3, HNO4, PAN, NH3, RONO2
CO, CO2, CH4, C2H6, C2H4, HCHO, HCOOH, ALD (i.e., CH3CHO), CH2O2, HOCH2O2,
CH3CO3, CH3O2, C2H5O2, H3CO2, EO2 (i.e., H2C(OH)CH2OO), CH2O2, ROOH (i.e.,
alkylhydroperoxides), DOM
SO2, SO3, HOSO2, H2SO4, DMS, CH3SCH2OO, DMSO, DMSO2, CH3S, CH3SO, CH3SO2,
CH3SO3, CH3SO2H, CH3SO3H
Cl, ClO, OClO, HCl, HOCl, Cl2, Cl2O2 ClNO2, ClNO3
Br, BrO, HBr, HOBr, Br2, BrNO2, BrNO3, BrCl, CHBr3, CH3Br
I, IO, OIO, HI, HOI, INO2, INO3, I2, ICl, IBr, HIO3, CH3I, C2H5I, C3H7I, CH2ClI, CH2BrI,
CH2I2
Liquid phase (neutral)
O2, O3, OH, HO2, H2O2, H2O
NO, NO2, NO3, HONO, HNO3, HNO4, NH3
CO2, HCHO, HCOOH, CH3OH, CH3OO, CH3OOH
SO2, H2SO4, DMSO, DMSO2, CH3SO2H, CH3SO3H
Cl, HCl, HOCl, Cl2
Br, HBr, HOBr, Br2, BrCl
IO, HI, HOI, I2, ICl, IBr
Liquid phase (ions)
H+, OH−, O−2
NO−2 , NO
−
3 , NO
−
4 , NH
+
4
HCO−3 , CO
−
3 , HCOO
−
HSO−3 , SO3
2−, HSO−4 , SO2−4 , HSO−5 , SO−3 , SO−4 , SO−5 , CH3SO−3 , CH2OHSO−2 , CH2OHSO−3
Cl−, Cl−2 , ClO
−, ClOH−
Br−, Br−2 , BrO
−, BrCl−2 , Br2Cl
−, BrOH−
I−, IO−2 , IO
−
3 , ICl
−
2 , IBr
−
2 , IClBr
−
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(1
9
8
6
)
C
1
0
C
2
H
5
O
2
+
N
O
−→
A
L
D
+
H
O
2
+
N
O
2
2
4
.2
×1
0
−
1
2
1
8
0
L
u
rm
a
n
n
et
a
l.
(1
9
8
6
)
C
1
1
2
C
2
H
5
O
2
−→
1
.6
A
L
D
+
1
.2
H
O
2
2
5
.0
0
×1
0
−
1
4
L
u
rm
a
n
n
et
a
l.
(1
9
8
6
)
C
1
2
E
O
2
+
N
O
−→
N
O
2
+
2
.0
H
C
H
O
+
H
O
2
2
4
.2
×1
0
−
1
2
1
8
0
L
u
rm
a
n
n
et
a
l.
(1
9
8
6
)
C
1
3
E
O
2
+
E
O
2
−→
2
.4
H
C
H
O
+
1
.2
H
O
2
+
0
.4
A
L
D
2
5
.0
0
×1
0
−
1
4
L
u
rm
a
n
n
et
a
l.
(1
9
8
6
)
C
1
4
H
O
2
+
E
O
2
−→
R
O
O
H
+
O
2
2
3
.0
0
×1
0
−
1
2
L
u
rm
a
n
n
et
a
l.
(1
9
8
6
)
C
1
5
H
C
H
O
+
h
ν
−→
2
H
O
2
+
C
O
1
1
D
eM
o
re
et
a
l.
(1
9
9
7
)
C
1
6
H
C
H
O
+
h
ν
−→
C
O
+
H
2
1
1
D
eM
o
re
et
a
l.
(1
9
9
7
)
C
1
7
H
C
H
O
+
O
H
O
2
−→
H
O
2
+
C
O
+
H
2
O
2
1
.0
0
×1
0
−
1
1
D
eM
o
re
et
a
l.
(1
9
9
7
)
C
1
8
H
C
H
O
+
H
O
2
−→
H
O
C
H
2
O
2
2
6
.7
×1
0
−
1
5
6
0
0
S
a
n
d
er
et
a
l.
(2
0
0
3
)
C
1
9
H
C
H
O
+
N
O
3
O
2
−→
H
N
O
3
+
H
O
2
+
C
O
2
5
.8
×1
0
−
1
6
D
eM
o
re
et
a
l.
(1
9
9
7
)
C
2
0
A
L
D
+
O
H
−→
C
H
3
C
O
3
+
H
2
O
2
6
.9
×1
0
−
1
2
2
5
0
L
u
rm
a
n
n
et
a
l.
(1
9
8
6
)
C
2
1
A
L
D
+
N
O
3
−→
H
N
O
3
+
C
H
3
C
O
3
2
1
.4
0
×1
0
−
1
5
D
eM
o
re
et
a
l.
(1
9
9
7
)
C
2
2
A
L
D
+
h
ν
−→
C
H
3
O
O
+
H
O
2
+
C
O
1
1
L
u
rm
a
n
n
et
a
l.
(1
9
8
6
)
C
2
3
A
L
D
+
h
ν
−→
C
H
4
+
C
O
1
1
L
u
rm
a
n
n
et
a
l.
(1
9
8
6
)
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T
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4:
C
on
ti
nu
ed
.
n
o
re
a
ct
io
n
n
A
[(
cm
−
3
)1
−
n
s−
1
]
−E
a
/
R
[K
]
re
fe
re
n
ce
C
2
4
H
O
C
H
2
O
2
+
N
O
−→
H
C
O
O
H
+
H
O
2
+
N
O
2
2
4
.2
×1
0
−
1
2
1
8
0
L
u
rm
a
n
n
et
a
l.
(1
9
8
6
)
C
2
5
H
O
C
H
2
O
2
+
H
O
2
−→
H
C
O
O
H
+
H
2
O
+
O
2
2
2
.0
0
×1
0
−
1
2
L
u
rm
a
n
n
et
a
l.
(1
9
8
6
)
C
2
6
2
H
O
C
H
2
O
2
−→
2
H
C
O
O
H
+
2
H
O
2
+
2
O
2
2
1
.0
0
×1
0
−
1
3
L
u
rm
a
n
n
et
a
l.
(1
9
8
6
)
C
2
7
H
C
O
O
H
+
O
H
O
2
−→
H
O
2
+
H
2
O
+
C
O
2
2
4
.0
×1
0
−
1
3
D
eM
o
re
et
a
l.
(1
9
9
7
)
C
2
8
C
H
3
C
O
3
+
N
O
2
−→
P
A
N
2
4
.7
0
×1
0
−
1
2
L
u
rm
a
n
n
et
a
l.
(1
9
8
6
)
C
2
9
P
A
N
−→
C
H
3
C
O
3
+
N
O
2
1
1
.9
×1
0
1
6
-1
3
5
4
3
D
eM
o
re
et
a
l.
(1
9
9
7
)
C
3
0
C
H
3
C
O
3
+
N
O
−→
C
H
3
O
O
+
N
O
2
+
C
O
2
2
4
.2
×1
0
−
1
2
1
8
0
L
u
rm
a
n
n
et
a
l.
(1
9
8
6
)
C
3
1
C
H
3
O
O
+
N
O
O
2
−→
H
C
H
O
+
N
O
2
+
H
O
2
2
3
.0
×1
0
−
1
2
2
8
0
D
eM
o
re
et
a
l.
(1
9
9
7
)
C
3
2
R
O
O
H
+
O
H
−→
0
.7
C
H
3
O
O
+
0
.3
H
C
H
O
+
0
.3
O
H
2
3
.8
×1
0
−
1
2
2
0
0
D
eM
o
re
et
a
l.
(1
9
9
7
),
se
e
n
o
te
C
3
3
R
O
O
H
+
h
ν
−→
H
C
H
O
+
O
H
+
H
O
2
1
1
D
eM
o
re
et
a
l.
(1
9
9
7
),
se
e
n
o
te
S
1
S
O
2
+
O
H
M −→
H
O
S
O
2
3
2
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
S
2
H
O
S
O
2
+
O
2
−→
H
O
2
+
S
O
3
2
1
.3
×1
0
−
1
2
3
3
0
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
S
3
S
O
3
H
2
O
−→
H
2
S
O
4
1
2
J
a
y
n
e
et
a
l.
(1
9
9
7
)
S
4
C
H
3
S
C
H
3
+
O
H
−→
C
H
3
S
C
H
2
O
O
+
H
2
O
2
2
A
tk
in
so
n
et
a
l.
(1
9
9
7
)
S
5
C
H
3
S
C
H
3
+
O
H
O
2
−→
C
H
3
S
O
C
H
3
+
H
O
2
2
2
A
tk
in
so
n
et
a
l.
(1
9
9
7
)
S
6
C
H
3
S
C
H
3
+
N
O
3
O
2
−→
C
H
3
S
C
H
2
O
O
+
H
N
O
3
2
1
.9
×1
0
−
1
3
5
2
0
A
tk
in
so
n
et
a
l.
(1
9
9
9
)
S
7
C
H
3
S
C
H
3
+
C
l
O
2
−→
C
H
3
S
C
H
2
O
O
+
H
C
l
2
3
.3
×1
0
−
1
0
A
tk
in
so
n
et
a
l.
(1
9
9
9
)
S
8
C
H
3
S
C
H
3
+
B
r
O
2
−→
C
H
3
S
C
H
2
O
O
+
H
B
r
2
9
.0
×1
0
−
1
1
-2
3
8
6
J
eff
er
so
n
et
a
l.
(1
9
9
4
)
S
9
C
H
3
S
C
H
3
+
B
rO
−→
C
H
3
S
O
C
H
3
+
B
r
2
2
.5
4
×1
0
−
1
4
8
5
0
In
g
h
a
m
et
a
l.
(1
9
9
9
)
S
1
0
C
H
3
S
C
H
3
+
C
lO
−→
C
H
3
S
O
C
H
3
+
C
l
2
9
.5
×1
0
−
1
5
B
a
rn
es
et
a
l.
(1
9
9
1
)
S
1
1
C
H
3
S
C
H
3
+
IO
−→
C
H
3
S
O
C
H
3
+
I
2
1
.4
×1
0
−
1
4
T
H
A
L
O
Z
(2
0
0
5
)
S
1
2
C
H
3
S
C
H
2
O
O
+
N
O
−→
H
C
H
O
+
C
H
3
S
+
N
O
2
2
4
.9
×1
0
−
1
2
2
6
3
U
rb
a
n
sk
i
et
a
l.
(1
9
9
7
)
S
1
3
C
H
3
S
C
H
2
O
O
+
C
H
3
S
C
H
2
O
O
O
2
−→
2
H
C
H
O
+
2
C
H
3
S
2
1
.0
×1
0
−
1
1
U
rb
a
n
sk
i
et
a
l.
(1
9
9
7
);
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
S
1
4
C
H
3
S
+
O
3
−→
C
H
3
S
O
+
O
2
2
1
.1
5
×1
0
−
1
2
4
3
2
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
S
1
5
C
H
3
S
+
N
O
2
−→
C
H
3
S
O
+
N
O
2
3
.0
×1
0
−
1
1
2
1
0
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
S
1
6
C
H
3
S
O
+
N
O
2
O
2
−→
0
.8
2
C
H
3
S
O
2
+
0
.1
8
S
O
2
+
0
.1
8
H
3
C
O
2
+
N
O
2
1
.2
×1
0
−
1
1
A
tk
in
so
n
et
a
l.
(2
0
0
4
);
K
u
k
u
i
et
a
l.
(2
0
0
0
),
p
ro
d
u
ct
ra
ti
o
s
fr
o
m
v
a
n
D
in
g
en
en
et
a
l.
(1
9
9
4
)
S
1
7
C
H
3
S
O
+
O
3
O
2
−→
C
H
3
S
O
2
2
6
.0
×1
0
−
1
3
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
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T
ab
le
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4:
C
on
ti
nu
ed
.
n
o
re
a
ct
io
n
n
A
[(
cm
−
3
)1
−
n
s−
1
]
−E
a
/
R
[K
]
re
fe
re
n
ce
S
1
8
C
H
3
S
O
2
−→
S
O
2
+
C
H
3
O
O
1
1
.9
×1
0
1
3
-8
6
6
1
B
a
ro
n
e
et
a
l.
(1
9
9
5
)
S
1
9
C
H
3
S
O
2
+
N
O
2
−→
C
H
3
S
O
3
+
N
O
2
2
.2
×1
0
−
1
2
R
a
y
et
a
l.
(1
9
9
6
)
S
2
0
C
H
3
S
O
2
+
O
3
−→
C
H
3
S
O
3
2
3
.
×1
0
−
1
3
B
a
ro
n
e
et
a
l.
(1
9
9
5
)
S
2
1
C
H
3
S
O
3
+
H
O
2
−→
C
H
3
S
O
3
H
2
5
.
×1
0
−
1
1
B
a
ro
n
e
et
a
l.
(1
9
9
5
)
S
2
2
C
H
3
S
O
3
H
2
O
,O
2
−→
C
H
3
O
O
+
H
2
S
O
4
1
1
.3
6
×1
0
1
4
-1
1
0
7
1
B
a
ro
n
e
et
a
l.
(1
9
9
5
)
S
2
3
C
H
3
S
O
C
H
3
+
O
H
−→
0
.9
5
C
H
3
S
O
2
H
+
0
.9
5
C
H
3
O
O
+
0
.0
5
D
M
S
O
2
2
8
.7
×1
0
−
1
1
U
rb
a
n
sk
i
et
a
l.
(1
9
9
8
)
S
2
4
C
H
3
S
O
2
H
+
O
H
−→
0
.9
5
C
H
3
S
O
2
+
0
.0
5
C
H
3
S
O
3
H
+
0
.0
5
H
O
2
+
H
2
O
2
9
.×
1
0
−
1
1
K
u
k
u
i
et
a
l.
(2
0
0
3
)
S
2
5
C
H
3
S
O
2
H
+
N
O
3
−→
C
H
3
S
O
2
+
H
N
O
3
2
1
.0
×1
0
−
1
3
Y
in
et
a
l.
(1
9
9
0
)
C
l
1
C
l
+
O
3
−→
C
lO
+
O
2
2
2
.8
×1
0
−
1
1
-2
5
0
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
C
l
2
C
l
+
H
O
2
−→
H
C
l
+
O
2
2
1
.8
×1
0
−
1
1
1
7
0
S
a
n
d
er
et
a
l.
(2
0
0
3
)
C
l
3
C
l
+
H
O
2
−→
C
lO
+
O
H
2
4
.1
×1
0
−
1
1
-4
5
0
S
a
n
d
er
et
a
l.
(2
0
0
3
)
C
l
4
C
l
+
H
2
O
2
−→
H
C
l
+
H
O
2
2
1
.1
×1
0
−
1
1
-9
8
0
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
C
l
5
C
l
+
C
H
3
O
O
−→
0
.5
C
lO
+
0
.5
H
C
H
O
+
0
.5
H
O
2
+
0
.5
H
C
l
+
0
.5
C
O
+
0
.5
H
2
O
2
1
.6
×1
0
−
1
0
S
a
n
d
er
et
a
l.
(2
0
0
3
)
C
l
6
C
l
+
C
H
4
O
2
−→
H
C
l
+
C
H
3
O
O
2
9
.6
×1
0
−
1
2
-1
3
6
0
S
a
n
d
er
et
a
l.
(2
0
0
3
)
C
l
7
C
l
+
C
2
H
6
O
2
−→
H
C
l
+
C
2
H
5
O
2
2
7
.7
×1
0
−
1
1
-9
0
S
a
n
d
er
et
a
l.
(2
0
0
3
)
C
l
8
C
l
+
C
2
H
4
O
2
−→
H
C
l
+
C
2
H
5
O
2
2
1
.
×1
0
−
1
0
se
e
n
o
te
C
l
9
C
l
+
H
C
H
O
O
2
−→
H
C
l
+
H
O
2
+
C
O
2
8
.1
×1
0
−
1
1
-3
0
S
a
n
d
er
et
a
l.
(2
0
0
3
)
C
l
1
0
C
l
+
R
O
O
H
−→
C
H
3
O
O
+
H
C
l
2
5
.7
×1
0
−
1
1
W
a
ll
in
g
to
n
et
a
l.
(1
9
9
0
),
se
e
n
o
te
C
l
1
1
C
l
+
O
C
lO
−→
C
lO
+
C
lO
2
3
.2
×1
0
−
1
1
1
7
0
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
C
l
1
2
C
l
+
C
lN
O
3
−→
C
l 2
+
N
O
3
2
6
.5
×1
0
−
1
2
1
3
5
S
a
n
d
er
et
a
l.
(2
0
0
3
)
C
l
1
3
C
lO
+
O
H
−→
C
l
+
H
O
2
2
7
.4
×1
0
−
1
2
-2
7
0
S
a
n
d
er
et
a
l.
(2
0
0
3
)
C
l
1
4
C
lO
+
O
H
−→
H
C
l
+
O
2
2
6
.0
×1
0
−
1
3
-2
3
0
S
a
n
d
er
et
a
l.
(2
0
0
3
)
C
l
1
5
C
lO
+
H
O
2
−→
H
O
C
l
+
O
2
2
2
.2
×1
0
−
1
2
3
4
0
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
C
l
1
6
C
lO
+
C
H
3
O
O
−→
C
l
+
H
C
H
O
+
H
O
2
2
3
.3
×1
0
−
1
2
-1
1
5
S
a
n
d
er
et
a
l.
(2
0
0
3
)
C
l
1
7
C
lO
+
N
O
−→
C
l
+
N
O
2
2
6
.2
×1
0
−
1
2
2
9
5
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
C
l
1
8
C
lO
+
N
O
2
M −→
C
lN
O
3
3
2
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
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T
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C
on
ti
nu
ed
.
n
o
re
a
ct
io
n
n
A
[(
cm
−
3
)1
−
n
s−
1
]
−E
a
/
R
[K
]
re
fe
re
n
ce
C
l
1
9
C
lO
+
C
lO
−→
C
l 2
O
2
2
2
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
C
l
2
0
C
lO
+
C
lO
−→
C
l 2
+
O
2
2
1
.0
×1
0
−
1
2
-1
5
9
0
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
C
l
2
1
C
lO
+
C
lO
−→
C
l 2
O
2
2
3
.0
×1
0
−
1
1
-2
4
5
0
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
C
l
2
2
C
lO
+
C
lO
−→
C
l
+
O
C
lO
2
3
.5
×1
0
−
1
3
-1
3
7
0
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
C
l
2
3
O
C
lO
+
O
H
−→
H
O
C
l
+
O
2
2
4
.5
×1
0
−
1
3
8
0
0
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
C
l
2
4
O
C
lO
+
N
O
−→
C
lO
+
N
O
2
2
1
.1
×1
0
−
1
3
3
5
0
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
C
l
2
5
C
l 2
O
2
−→
C
lO
+
C
lO
1
2
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
C
l
2
6
H
O
C
L
+
O
H
−→
C
lO
+
H
2
O
2
3
.0
×1
0
−
1
2
-5
0
0
S
a
n
d
er
et
a
l.
(2
0
0
3
)
C
l
2
7
H
C
l
+
O
H
−→
H
2
O
+
C
l
2
1
.8
×1
0
−
1
2
-2
4
0
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
C
l
2
8
C
lN
O
2
+
O
H
−→
H
O
C
l
+
N
O
2
2
2
.4
×1
0
−
1
2
-1
2
5
0
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
C
l
2
9
C
lN
O
3
+
O
H
−→
0
.5
C
lO
+
0
.5
H
N
O
3
+
0
.5
H
O
C
l
+
0
.5
N
O
3
2
1
.2
×1
0
−
1
2
-3
3
0
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
C
l
3
0
C
lN
O
3
−→
C
lO
+
N
O
2
1
2
A
n
d
er
so
n
a
n
d
F
a
h
ey
(1
9
9
0
)
C
l
3
1
O
C
lO
+
h
ν
O
2
,O
3
−→
O
3
+
C
lO
1
1
D
eM
o
re
et
a
l.
(1
9
9
7
)
C
l
3
2
C
l 2
O
2
+
h
ν
−→
C
l
+
C
l
+
O
2
1
1
D
eM
o
re
et
a
l.
(1
9
9
7
)
C
l
3
3
C
l 2
+
h
ν
−→
2
C
l
1
1
D
eM
o
re
et
a
l.
(1
9
9
7
)
C
l
3
4
H
O
C
l
+
h
ν
−→
C
l
+
O
H
1
1
D
eM
o
re
et
a
l.
(1
9
9
7
)
C
l
3
5
C
lN
O
2
+
h
ν
−→
C
l
+
N
O
2
1
1
D
eM
o
re
et
a
l.
(1
9
9
7
)
C
l
3
6
C
lN
O
3
+
h
ν
−→
C
l
+
N
O
3
1
1
D
eM
o
re
et
a
l.
(1
9
9
7
)
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T
ab
le
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4:
C
on
ti
nu
ed
.
n
o
re
a
ct
io
n
n
A
[(
cm
−
3
)1
−
n
s−
1
]
−E
a
/
R
[K
]
re
fe
re
n
ce
B
r
1
B
r
+
O
3
−→
B
rO
+
O
2
2
1
.7
×1
0
−
1
1
-8
0
0
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
B
r
2
B
r
+
H
O
2
−→
H
B
r
+
O
2
2
7
.7
×1
0
−
1
2
-4
5
0
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
B
r
3
B
r
+
C
2
H
4
O
2
−→
H
B
r
+
C
2
H
5
O
2
2
5
.
×1
0
−
1
4
se
e
n
o
te
B
r
4
B
r
+
H
C
H
O
O
2
−→
H
B
r
+
C
O
+
H
O
2
2
1
.7
×1
0
−
1
1
-8
0
0
S
a
n
d
er
et
a
l.
(2
0
0
3
)
B
r
5
B
r
+
R
O
O
H
−→
C
H
3
O
O
+
H
B
r
2
2
.6
6
×1
0
−
1
2
-1
6
1
0
M
a
ll
a
rd
et
a
l.
(1
9
9
3
),
se
e
n
o
te
B
r
6
B
r
+
N
O
2
−→
B
rN
O
2
2
2
S
a
n
d
er
et
a
l.
(2
0
0
3
)
B
r
7
B
r
+
B
rN
O
3
−→
B
r 2
+
N
O
3
2
4
.9
×1
0
−
1
1
O
rl
a
n
d
o
a
n
d
T
y
n
d
a
ll
(1
9
9
6
)
B
r
8
B
rO
+
O
H
−→
B
r
+
H
O
2
2
1
.8
×1
0
−
1
1
2
5
0
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
B
r
9
B
rO
+
H
O
2
−→
H
O
B
r
+
O
2
2
4
.5
×1
0
−
1
2
5
0
0
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
B
r
1
0
B
rO
+
C
H
3
O
O
−→
H
O
B
r
+
H
C
H
O
2
4
.1
×1
0
−
1
2
A
ra
n
d
a
et
a
l.
(1
9
9
7
)
B
r
1
1
B
rO
+
C
H
3
O
O
−→
B
r
+
H
C
H
O
+
H
O
2
2
1
.6
×1
0
−
1
2
A
ra
n
d
a
et
a
l.
(1
9
9
7
)
B
r
1
2
B
rO
+
H
C
H
O
O
2
−→
H
O
B
r
+
C
O
+
H
O
2
2
1
.5
×1
0
−
1
4
H
a
n
se
n
et
a
l.
(1
9
9
9
)
B
r
1
3
B
rO
+
N
O
−→
B
r
+
N
O
2
2
8
.7
×1
0
−
1
2
2
6
0
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
B
r
1
4
B
rO
+
N
O
2
M −→
B
rN
O
3
3
2
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
B
r
1
5
B
rO
+
B
rO
−→
2
B
r
+
O
2
2
2
.4
×1
0
−
1
2
4
0
S
a
n
d
er
et
a
l.
(2
0
0
3
)
B
r
1
6
B
rO
+
B
rO
−→
B
r 2
+
O
2
2
2
.9
×1
0
−
1
4
8
6
0
S
a
n
d
er
et
a
l.
(2
0
0
3
)
B
r
1
7
H
B
r
+
O
H
−→
B
r
+
H
2
O
2
5
.5
×1
0
−
1
2
2
0
5
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
B
r
1
8
B
rN
O
3
−→
B
rO
+
N
O
2
1
2
O
rl
a
n
d
o
a
n
d
T
y
n
d
a
ll
(1
9
9
6
)
B
r
1
9
B
rO
+
h
ν
O
2
−→
B
r
+
O
3
1
1
D
eM
o
re
et
a
l.
(1
9
9
7
)
B
r
2
0
B
r 2
+
h
ν
−→
2
B
r
1
1
H
u
b
in
g
er
a
n
d
N
ee
(1
9
9
5
)
B
r
2
1
H
O
B
r
+
h
ν
−→
B
r
+
O
H
1
1
In
g
h
a
m
et
a
l.
(1
9
9
9
)
B
r
2
2
B
rN
O
2
+
h
ν
−→
B
r
+
N
O
2
1
1
S
ch
eﬄ
er
et
a
l.
(1
9
9
7
)
B
r
2
3
B
rN
O
3
+
h
ν
−→
B
r
+
N
O
3
1
1
D
eM
o
re
et
a
l.
(1
9
9
7
)
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T
ab
le
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4:
C
on
ti
nu
ed
.
n
o
re
a
ct
io
n
n
A
[(
cm
−
3
)1
−
n
s−
1
]
−E
a
/
R
[K
]
re
fe
re
n
ce
I
1
I
+
O
3
−→
IO
+
O
2
2
1
.9
×1
0
−
1
1
-8
3
0
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
I
2
I
+
H
O
2
−→
H
I
+
O
2
2
1
.5
×1
0
−
1
1
-1
0
9
0
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
I
3
I
+
N
O
2
M −→
IN
O
2
3
2
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
I
4
I
+
N
O
3
−→
IO
+
N
O
2
2
4
.5
×1
0
−
1
0
C
h
a
m
b
er
s
et
a
l.
(1
9
9
2
)
I
5
I
+
I
−→
I 2
2
2
.9
9
×1
0
−
1
1
H
ip
p
le
r
et
a
l.
(1
9
7
3
)
I
6
IO
+
H
O
2
−→
H
O
I
+
O
2
2
1
.4
×1
0
−
1
1
5
4
0
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
I
7
IO
+
N
O
−→
I
+
N
O
2
2
7
.1
5
×1
0
−
1
2
3
0
0
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
I
8
IO
+
N
O
2
M −→
IN
O
3
3
2
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
I
9
IO
+
IO
−→
O
IO
+
I
2
5
.4
×1
0
−
1
1
1
8
0
A
tk
in
so
n
et
a
l.
(2
0
0
4
),
fo
r
p
ro
d
u
ct
ra
ti
o
s
se
e
te
x
t
I
1
0
O
IO
+
O
H
−→
0
.5
H
IO
3
+
0
.5
H
O
I
2
2
.0
×1
0
−
1
0
a
ss
u
m
ed
,
se
e
v
o
n
G
la
so
w
et
a
l.
(2
0
0
2
b
)
I
1
1
O
IO
+
N
O
−→
N
O
2
+
IO
2
5
.1
×1
0
−
1
3
7
1
2
T
H
A
L
O
Z
(2
0
0
5
)
I
1
2
H
I
+
O
H
−→
I
+
H
2
O
2
1
.6
×1
0
−
1
1
4
4
0
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
I
1
3
H
I
+
N
O
3
−→
I
+
H
N
O
3
2
1
.3
×1
0
−
1
2
-1
8
3
0
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
I
1
4
IN
O
2
M −→
I
+
N
O
2
2
2
.4
es
ti
m
a
te
d
fr
o
m
d
a
ta
in
J
en
k
in
et
a
l.
(1
9
8
5
)
I
1
5
IN
O
3
M −→
IO
+
N
O
2
2
1
.1
×1
0
1
5
-1
2
0
6
0
A
tk
in
so
n
et
a
l.
(2
0
0
5
)
I
1
6
I 2
+
O
H
−→
I
+
H
O
I
2
2
.1
×1
0
−
1
0
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
I
1
7
I 2
+
N
O
3
−→
I
+
IN
O
3
2
1
.5
×1
0
−
1
2
C
h
a
m
b
er
s
et
a
l.
(1
9
9
2
)
I
1
8
C
H
3
I
+
O
H
−→
H
C
H
O
+
I
2
4
.3
×1
0
−
1
2
-1
1
2
0
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
I
1
9
C
3
H
7
I
+
O
H
−→
C
H
3
O
O
+
I
2
1
.2
×1
0
−
1
2
J
.
C
ro
w
le
y,
p
er
s.
co
m
m
.
I
2
0
IO
+
h
ν
O
2
−→
I
+
O
3
1
1
L
a
sz
lo
et
a
l.
(1
9
9
5
a
)
I
2
1
O
IO
+
h
ν
−→
I
+
O
2
1
1
T
H
A
L
O
Z
(2
0
0
5
),
fo
r
se
n
si
ti
v
it
y
st
u
d
ie
s
se
e
te
x
t
I
2
2
H
O
I
+
h
ν
−→
I
+
O
H
1
1
B
a
u
er
et
a
l.
(1
9
9
8
)
I
2
3
IN
O
2
+
h
ν
−→
I
+
N
O
2
1
1
B
ro¨
sk
e
a
n
d
Z
a
b
el
(1
9
9
8
)
,
R
.
B
ro¨
sk
e,
p
er
s.
co
m
m
.
I
2
4
IN
O
3
+
h
ν
−→
I
+
N
O
3
1
1
sa
m
e
a
s
B
rN
O
3
,
b
u
t
re
d
sh
if
te
d
b
y
5
0
n
m
I
2
5
I 2
+
h
ν
−→
2
I
1
1
W
es
el
y
(1
9
8
9
)
I
2
6
C
H
3
I
+
h
ν
−→
I
+
C
H
3
O
O
1
1
R
o
eh
l
et
a
l.
(1
9
9
7
)
I
2
7
C
2
H
5
I
+
h
ν
−→
I
+
R
O
O
H
1
1
=
C
H
3
I
I
2
8
C
3
H
7
I
+
h
ν
−→
I
+
R
O
O
H
1
1
R
o
eh
l
et
a
l.
(1
9
9
7
)
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4:
C
on
ti
nu
ed
.
n
o
re
a
ct
io
n
n
A
[(
cm
−
3
)1
−
n
s−
1
]
−E
a
/
R
[K
]
re
fe
re
n
ce
I
2
9
C
H
2
C
lI
+
h
ν
−→
I
+
C
l
+
2
H
O
2
+
C
O
1
1
R
o
eh
l
et
a
l.
(1
9
9
7
)
I
3
0
C
H
2
B
rI
+
h
ν
−→
I
+
B
r
+
2
H
O
2
+
C
O
1
1
M
o¨
ss
in
g
er
et
a
l.
(1
9
9
8
)
I
3
1
C
H
2
I 2
+
h
ν
−→
I
+
IO
+
H
C
H
O
1
1
R
o
eh
l
et
a
l.
(1
9
9
7
)
H
x
1
C
l
+
C
H
3
I
−→
H
C
l
+
H
C
H
O
+
I
2
2
.9
×1
0
−
1
1
-1
0
0
0
S
a
n
d
er
et
a
l.
(2
0
0
3
),
p
ro
d
u
ct
s
si
m
p
li
fi
ed
H
x
2
C
l
+
B
rC
l
−→
B
r
+
C
l 2
2
1
.5
×1
0
−
1
1
M
a
ll
a
rd
et
a
l.
(1
9
9
3
)
H
x
3
C
l
+
B
r 2
−→
B
rC
l
+
B
r
2
1
.2
×1
0
−
1
0
M
a
ll
a
rd
et
a
l.
(1
9
9
3
)
H
x
4
I 2
+
C
l
−→
I
+
IC
l
2
2
.0
9
×1
0
−
1
0
B
ed
ja
n
ia
n
et
a
l.
(1
9
9
6
)
H
x
5
B
r
+
O
C
lO
−→
B
rO
+
C
lO
2
2
.6
×1
0
−
1
1
-1
3
0
0
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
H
x
6
B
r
+
C
l 2
−→
B
rC
l
+
C
l
2
1
.1
×1
0
−
1
5
M
a
ll
a
rd
et
a
l.
(1
9
9
3
)
H
x
7
B
r
+
B
rC
l
−→
B
r 2
+
C
l
2
3
.3
×1
0
−
1
5
M
a
ll
a
rd
et
a
l.
(1
9
9
3
)
H
x
8
I 2
+
B
r
−→
I
+
IB
r
2
1
.2
×1
0
−
1
0
B
ed
ja
n
ia
n
et
a
l.
(1
9
9
7
)
H
x
9
I
+
B
rO
−→
IO
+
B
r
2
1
.2
×1
0
−
1
1
S
a
n
d
er
et
a
l.
(2
0
0
3
)
H
x
1
0
B
rO
+
C
lO
−→
B
r
+
O
C
lO
2
1
.6
×1
0
−
1
2
4
3
0
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
H
x
1
1
B
rO
+
C
lO
−→
B
r
+
C
l
+
O
2
2
2
.9
×1
0
−
1
2
2
2
0
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
H
x
1
2
B
rO
+
C
lO
−→
B
rC
l
+
O
2
2
5
.8
×1
0
−
1
3
1
7
0
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
H
x
1
3
IO
+
C
lO
−→
0
.8
I
+
0
.5
5
O
C
lO
+
0
.4
5
O
2
+
0
.2
5
C
l
+
0
.2
IC
l
2
4
.7
×1
0
−
1
2
2
8
0
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
H
x
1
4
IO
+
B
rO
−→
B
r
+
0
.8
O
IO
+
0
.2
I
+
0
.2
O
2
2
1
.5
×1
0
−
1
1
5
1
0
A
tk
in
so
n
et
a
l.
(2
0
0
4
)
H
x
1
5
B
rC
l
+
h
ν
−→
B
r
+
C
l
1
1
D
eM
o
re
et
a
l.
(1
9
9
7
)
H
x
1
6
IC
l
+
h
ν
−→
I
+
C
l
1
1
S
ee
ry
a
n
d
B
ri
tt
o
n
(1
9
6
4
)
H
x
1
7
IB
r
+
h
ν
−→
I
+
B
r
1
1
S
ee
ry
a
n
d
B
ri
tt
o
n
(1
9
6
4
)
n
is
th
e
o
rd
er
o
f
th
e
re
a
ct
io
n
.
1
p
h
o
to
ly
si
s
ra
te
s
ca
lc
u
la
te
d
o
n
li
n
e,
2
sp
ec
ia
l
ra
te
fu
n
ct
io
n
s
(p
re
ss
u
re
d
ep
en
d
en
t
a
n
d
/
o
r
h
u
m
id
it
y
d
ep
en
d
en
t)
.
N
o
te
s:
T
h
e
ra
te
s
fo
r
R
O
O
H
w
er
e
a
ss
u
m
ed
a
s
th
a
t
o
f
C
H
3
O
O
H
;
C
2
H
4
is
u
se
d
a
s
g
en
er
ic
a
lk
en
e
a
s
in
th
e
L
u
rm
a
n
n
et
a
l.
(1
9
8
6
)
m
ec
h
a
n
is
m
.
T
h
e
ra
te
co
effi
ci
en
ts
a
re
ca
lc
u
la
te
d
w
it
h
k
=
A
×
ex
p
(
−
E
a
R
T
).
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T
ab
le
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5:
A
qu
eo
us
ph
as
e
re
ac
ti
on
s.
n
o
re
a
ct
io
n
n
k
0
[(
M
1
−
n
)s
−
1
]
−E
a
/
R
[K
]
re
fe
re
n
ce
O
1
O
3
+
O
H
−→
H
O
2
2
1
.1
x
1
0
8
S
eh
es
te
d
et
a
l.
(1
9
8
4
)
O
2
O
3
+
O
− 2
−→
O
H
+
O
H
−
2
1
.5
x
1
0
9
S
eh
es
te
d
et
a
l.
(1
9
8
3
)
O
3
O
H
+
O
H
−→
H
2
O
2
2
5
.5
x
1
0
9
B
u
x
to
n
et
a
l.
(1
9
8
8
)
O
4
O
H
+
H
O
2
−→
H
2
O
2
7
.1
x
1
0
9
S
eh
es
te
d
et
a
l.
(1
9
6
8
)
O
5
O
H
+
O
− 2
−→
O
H
−
2
1
.0
x
1
0
1
0
S
eh
es
te
d
et
a
l.
(1
9
6
8
)
O
6
O
H
+
H
2
O
2
−→
H
O
2
2
2
.7
x
1
0
7
-1
6
8
4
C
h
ri
st
en
se
n
et
a
l.
(1
9
8
2
)
O
7
H
O
2
+
H
O
2
−→
H
2
O
2
2
9
.7
x
1
0
5
-2
5
0
0
C
h
ri
st
en
se
n
a
n
d
S
eh
es
te
d
(1
9
8
8
)
O
8
H
O
2
+
O
− 2
H
+ −→
H
2
O
2
2
1
.0
x
1
0
8
-9
0
0
C
h
ri
st
en
se
n
a
n
d
S
eh
es
te
d
(1
9
8
8
)
N
1
H
O
N
O
+
O
H
−→
N
O
2
2
1
.0
x
1
0
1
0
a
ss
u
m
ed
=
N
7
B
a
rk
er
et
a
l.
(1
9
7
0
)
N
2
H
O
N
O
+
H
2
O
2
H
+ −→
H
N
O
3
3
4
.6
x
1
0
3
-6
8
0
0
D
a
m
sc
h
en
a
n
d
M
a
rt
in
(1
9
8
3
)
N
3
N
O
3
+
O
H
−
−→
N
O
− 3
+
O
H
2
8
.2
x
1
0
7
-2
7
0
0
E
x
n
er
et
a
l.
(1
9
9
2
)
N
4
N
O
2
+
N
O
2
−→
H
N
O
3
+
H
O
N
O
2
1
.0
x
1
0
8
L
ee
a
n
d
S
ch
w
a
rt
z
(1
9
8
1
)
N
5
N
O
2
+
H
O
2
−→
H
N
O
4
2
1
.8
x
1
0
9
W
a
rn
ec
k
(1
9
9
9
)
N
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+
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