Real-time Energy Management of a Battery Electric Vehicle Hybridized with Supercapacitor by Golchoubian, Parisa
Real-time Energy Management of a
Battery Electric Vehicle Hybridized
with Supercapacitor
by
Parisa Golchoubian
A thesis
presented to the University of Waterloo
in fulfillment of the
thesis requirement for the degree of
Master of Applied Science
in
Systems Design Engineering
Waterloo, Ontario, Canada, 2017
c© Parisa Golchoubian 2017
I hereby declare that I am the sole author of this thesis. This is a true copy of the thesis,
including any required final revisions, as accepted by my examiners.
I understand that my thesis may be made electronically available to the public.
ii
Abstract
The increased interest in electric vehicles (EVs) in the recent years has intrigued numer-
ous research, on improving efficiency and reducing ownership costs of these vehicles. As
the battery in EVs is the sole energy provider, it is exposed to degradation due to high
peaks and rapid fluctuations in the power demanded by the driver. Therefore, integrat-
ing a supercapacitor (SC) pack into the energy storage system of these vehicles has been
proposed as a potential solution; maintaining the battery as the main energy source of
the vehicle while using the SC when exposed to high power peaks and power fluctuations.
However, just like any other hybrid system, the maximum benefit of this integration can
only be exploited when applying a proper energy management controller. Various energy
management controllers have been used for these systems through the literature; ranging
from simple rule based control strategies to more complex optimal control approaches.
In this thesis, nonlinear model predictive control (NMPC) strategies have been designed
as energy management controllers for battery-SC hybrid energy storage systems (HESSs) in
a Toyota Rav4EV. Although traditionally used in applications dealing with slow dynamics
like process control, with the rapid improvement in electric control units (ECUs) in the
recent years, NMPCs have received a great deal of attention in areas with systems of
faster dynamics, including the automotive sector. However, the question still needs to be
addressed whether NMPC can demonstrate performance improvement over other state-of-
the-art controllers, while maintaining computational efficiency necessary for automotive
real-time applications.
This investigation has been conducted through Model-in-the-Loop (MIL) simulating
and Hardware-in-the-Loop (HIL) testing on the NMPC energy management strategies
designed in this work. The NMPC uses a control-oriented model of the system, some form
of the future trip prediction, and an optimization solver to find the optimal power split
between the battery and SC at each time step during the trip. The designed NMPC has
been compared to other state-of-the-art controllers in the literature. A number of methods
for future trip prediction have also been studied through the thesis and the NMPC shows
to outperform other controllers even with no prior knowledge of the future trip whatsoever.
The results obtained through HIL testing on a dSPACE ECU indicate that upon care-
fully choosing the prediction and control horizon length, as well as the maximum number
of iterations allowed, the execution time for NMPC falls far below the necessary sampling
time of 10 milliseconds in vehicle control. The correlation between each of these parameters
and turn-around time have been presented; constructing a benchmark for NMPC design.
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Chapter 1
Introduction
According to NASA and NOAA, 2015 has been marked as the warmest year worldwide
since modern record keeping began in 1880 [2]. The transportation sector is considered
the second largest contributor of U.S. greenhouse gas emission after the electricity sector,
and according to the U.S. EPA [3], more than half of this sector accounts for passenger
cars. As a result, electric vehicles (EVs) have received a great deal of attention as one of
the most promising solutions in reducing exhaust emissions.
1.1 Motivation and Challenges
As many issues regarding EVs have been resolved and EVs have hit commercialization in
the recent years, research has been mostly conducted to improve efficiency and reduce the
purchase and ownership costs of these vehicles.
In current EVs, the power demanded by the driver is solely provided by the battery
pack; hence, all the high power peaks and fluctuations due to drivers’ behavior and route
condition are handled by the battery. These frequent power surges into and out of the
battery normally come at the cost of heating the battery and reducing the battery lifespan
and efficiency. As a result, many have proposed the potential solution of integrating SCs
into the energy storage system of EVs, in order to take advantage of the functionalities of
both SCs and batteries [4, 5]. Doing so, the battery stays as the primal energy source of the
vehicle, while the SC assists the battery during high power peaks and power fluctuations.
While batteries can only handle a limited number of charge/discharge cycles, before their
capacity falls under 80 percent of nominal value [6], SCs have a cycle-life 1000 times that
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of batteries [7]. SCs also have a lower internal resistance, causing less power loss for the
system when using the SC as much as possible.
Although, all these characteristics of SCs make them ideal to be assigned as assistants
for batteries in EVs, the maximum benefit of these HESSs could only be exploited when
a proper energy management controller (EMC) is employed. The EMC defines the best
power split at each time instant between the battery and SC in order to achieve maximum
performance and battery health.
Various energy management strategies for the battery-SC HESSs in EVs have been
previously proposed; ranging from rule-based control (RBC) to more complected optimal
control approaches. However, there still exists a great gap between the potential maximum
benefit of these systems and what EMCs available in the literature are able to obtain in
real-time.
Model Predictive Control (MPC) is a state of the art control method that aims to
optimize a current action of interest, by taking future events into account. The concept
is usually compared to a driver’s brain, where the driver observes a turn in the road in
the near future and adjusts its current speed accordingly. MPC similarly predicts the
future states and outputs of the system using a simple dynamic model of it and settles
on a set of actions that optimize the objective of interest. The method has shown to be
superior to other rule-based methods in many areas of automotive control [8, 9] due to the
fact that it takes future road and traffic information into account for its optimal decision
making. This, however, demonstrates the importance of accurate future road and traffic
prediction on the performance of the model protective controller. Methods have been
proposed in the literature for estimating these future conditions [10] using either external
technologies such as Global Positioning System (GPS), Intelligent Transportation System
(ITS), internet maps and real-time traffic data and/or using data form the past trips in
the form of a Markov process or Machine learning algorithm [11]. As exact knowledge of
the future road and traffic conditions a priori is practically almost impossible due to many
disturbances on the system, modifications on the classic MPC method have been made to
improve the control robustness and allow the system to work with stochastic knowledge of
the future road and traffic conditions [12].
Other than accuracy in predicting future road and traffic conditions, accuracy in the
behavior of the dynamic model can also significantly impact the controller performance.
The use of a nonlinear model can obviously better capture the behavior of the system in
comparison to a linear model. By using a nonlinear model inside the MPC controller, a
Nonlinear MPC (NMPC) is obtained.
Despite the superiority MPC approaches hold in performance, the required computa-
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tional cost for these methods makes them challenging to be implemented for systems with
fast dynamics such as those in the automotive sector. This challenge gets only more critical
when more complex extensions like NMPC and stochastic MPC are employed. This paves
the way for state of the art, fast and efficient nonlinear programming solvers, to take over
the optimization hassle in NMPCs and make real-time implementation of these methods
possible.
In this thesis, a real-time NMPC method is proposed as the energy management con-
troller of a battery-SC HESS in the Toyota Rav4EV. The practicality and performance of
a stochastic NMPC method is also investigated for these systems.
1.2 Problem Statement and Proposed Approach
The goal of this research is to design an NMPC based energy management controller for the
battery-SC HESS in order to maximize the efficiency and battery health. The controller
needs to outperform the available controllers in the literature and be implementable in
real-time. To demonstrate implementation practicality, the proposed controller has been
fine-tuned for a commercial Toyota Rav4EV. The following set of actions have been taken
for control design and evaluation:
Control-oriented Modeling: To improve the performance of the predicative controller
from those mainly available through the literature, a nonlinear control-oriented model
has been developed and used. The control-oriented model needs adequately capture the
dynamic behavior of the system, yet to be fast enough for real-time response. Therefore,
in this research a nonlinear dynamic model of the battery pack and SC have been used as
the control-oriented model.
Estimation of Future Driving Condition: As the controller performance is highly
dependent on the prediction quality of the future driving conditions, evaluations have been
made for different levels of prior knowledge of the future driving conditions. Stochastic
knowledge of the future traffic and road conditions have been employed in the form of a
Markovian process for future condition estimation.
Control Design: An NMPC energy management controller is accordingly designed with
the objective of maximizing the battery health and system efficiency with respect to the
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allowable performance range of the battery and SC. A nonlinear optimization problem
is continuously solved over a receding horizon at each sampling time, in order to obtain
the optimal controls. For implementing stochastic NMPC, the optimization problem is
modified to enable employing stochastic knowledge of the future driving conditions. Finally,
several weighting factors are tuned accordingly to improve system performance.
Nonlinear Programming Solver Development: In order to allow real-time optimiza-
tion, a nonlinear programming solver is coded and used online. A shooting based, sequen-
tial quadratic programming (SQP) method is used as the real-time optimization solver of
the NMPC. The real-time implementation capability of the coded solver is investigated
through HIL testing.
Control Evaluation: After all aspects of the controller are developed, the performance
and real-time implementation capability of the controller needs to be evaluated. This has
been done using two main strategies; MIL simulations and HIL testing.
In MIL simulations, the performance of energy management controllers are validated
using a high-fidelity model of the system. The high-fidelity model includes a more com-
plicated and realistic model of the system with respect to what is used in the controller.
Using MIL simulations, the performance of the designed controller is compared to other
energy management systems.
HIL testing is afterwards performed for computational speed evaluation. The proposed
controller is embedded on an electronic control unit (ECU) and the real-time implemen-
tation capability of the controller is tested. HIL testing demonstrates the implementation
capability of the proposed controller on commercial hardware.
1.3 Thesis Layout
The thesis is organized in the following 6 chapters. Chapter 2 provides a brief description
and literature review on some essential concepts used throughout this thesis. Chapter 3
covers high-fidelity and control-oriented modeling for the system of interest. Chapter 4
discusses the designed NMPC energy management controllers, as well as controllers used
for performance comparison from the literature. In Chapter 5, the evaluation of the EMC is
presented by introducing MIL simulation and HIL testing. Finally, conclusions and future
work are discussed in Chapter 6.
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Chapter 2
Literature Review and Background
In this chapter a literature review on different energy management controllers previously
proposed is presented and brief descriptions on some essential concepts used throughout
the thesis is provided. Some of the most common architectures for battery-SC HESSs are
discussed and the chosen architecture is verified. The concepts of model predictive control
and stochastic model predictive control are also thoroughly described.
The chapter is organized as follows: in section 2.1 different typologies used throughout
the literature are introduced and discussed. Section 2.2 presents a literature survey on
various energy management controllers proposed so far. In section 2.3 the concept of MPC
is described and some challenges and improvements are discussed. Section 2.4 covers the
idea of stochastic MPC and a literature survey on different approaches proposed.
2.1 Battery-SC HESS Topology
Different topologies of battery-SC HESSs have been studied in the literature. The SC/battery
topology has been used in this work, as it maintains adequate degrees of freedom for im-
plementing various control strategies and maintaines a fair trade-off between the circuit
complexity, performance and cost. A review of the most widely used topologies has been
presented here [13].
As the passive parallel hybrid configuration shown in Fig. 2.1 uses no converter/inverter
for combining the battery and SC together, it is known to be the simplest hybridyzing
method available. The SC in this topology acts as a low-pass filter and the SC and battery
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are both in parallel with the DC bus, i.e. VDC = VSC = VB [14]. Although this topology
is the most inexpensive, it cannot effectively use the stored energy of the SC.
MotorInverter
D
C
 B
u
s
B
a
tter
y
S
C
Figure 2.1: Basic passive parallel hybrid topology
By placing a bidirectional DC/DC converter for the interface of the SC with the bat-
tery/DC bus, as shown in Fig. 2.2, the SC/battery configuration is obtained. This allows
for the voltage of SC to change in a wide range. However, it requires a larger converter in
order to handle the power of the SC. The battery, on the other hand, is directly connected
to the DC bus, causing the voltage of the DC bus to remain constant. The configuration is
the most commonly used HESS in the literature [15, 13] and maintains adequate degrees
of freedom for implementing various control strategies. Also, as only one converter is in
use, a fair trade-off between the circuit complexity, performance and cost has been gained.
By swaping the position of the battery and SC in the topology above, the battery/SC
configuration is obtained and shown in Fig. 2.3. The voltage of the battery can vary from
the voltage of the SC in this configuration and the SC, connected directly to the DC bus,
works as a low-pass filter. This however does not allow for the stored energy of the SC to
be effectively used [14].
By adding another bidirectional DC/DC converter between the SC and the DC bus as
shown in Fig. 2.4, a cascaded configuration is obtained. This allows for a wider working
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Figure 2.2: SC/battery topology
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Figure 2.3: battery/SC topology
range for the SC than the SC/battery topology. However, this comes for the cost of an
additional converter.
If the two converters are installed in parallel with each other, a multiple converter
topology is obtained, Fig. 2.5 [16]. The voltage of both the battery and SC can be
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Figure 2.4: Cascaded topology
maintained to be different from the DC bus and the stored energy of the SC can be fully
used. The disadvantage of this method is that two full-size converters are needed.
Unidirectional/
Bidirectional 
DC/DC 
converter
MotorInverter
D
C
 B
u
sB
a
tter
y
S
C
Bidirectional 
DC/DC 
converter
Figure 2.5: Multiple converter topology
The multiple input converter topology was introduced in order to reduce the cost of the
two full-size convereters in the multiple converter system and is shown in Fig. 2.6 [16, 17].
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Figure 2.6: Multiple input converter topology
2.2 Energy Management Controllers
Although, hybridizing EVs with SCs seems to be a promising solution for improving system
efficiency and battery health, the maximum benefit of these HESSs could only be exploited
when a proper EMC is employed. The EMC defines the best power split at each time
instant for maximum performance and efficiency.
Various energy management strategies for the battery-SC HESSs in EVs have been
previously proposed; ranging from rule-based control (RBC) to optimal control. A number
of RBC strategies have been set forth by [13, 18, 1]. RBC methods are known to be viable
for real-time applications but do not ensure best performance. In [1], an RBC system
has been applied that uses two adjustable parameters: The battery minimum power and
the charging power from the battery to the SC. Ferreira et al. proposed a fuzzy logic
controller for battery peak current reduction [19]. Oﬄine control approaches using dynamic
programming (DP) are also found in the literature [20, 21]. In [22], a DP approach has
been used for component sizing and deriving a near optimal RBC. Rmoaus at al. solves the
energy management problem of the HESS using stochastic dynamic programming (SDP)
[21]. In [23], we have presented a potential investigation for the battery-SC HESS of a
Toyota Rav4EV using DP and a very simple RBC.
Researchers in [24, 25, 26] have treated the battery-SC HESS as an optimization prob-
lem. In [25], a real-time optimization-based strategy has been experimentally validated
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using a dSPACE card and compared against an RBC system. The optimization-based
approach is shown to have equivalent performance to that of the RBC in situations were
no prior knowledge of the trip is available.
In [15], an artificial neural network has been designed as the EMC of a HESS and
trained using various sets of data. Styler and Nourbakhsh also propose a data driven
adaptive optimization approach for energy management of HESSs [27]. The optimality of
these controllers depend on the set of data used for training the network.
Others have employed a model predictive control (MPC) strategy as the EMC of the
battery-SC HESS. MPC has shown to be a promissing solution for a variety of applications
in vehicle control [9, 8]. In [28], a linear model predictive control (LMPC) method has been
introduced and verified via experiment, while an estimator is used for predicting the future
power demand. In LMPCs, the optimization problem is linearized in order to speed-up the
computational process. Next a comparative study between two RBC strategies, a fuzzy
controller and a LMPC, has been conducted in [29] while no knowledge of the future power
demand is assumed. The study shows that the performance of the LMPC falls behind,
or at most equals the performance of the RBC approach introduced by [1], depending
on the drive cycle. The performance difference between the aforementioned RBC and
fuzzy controller is also shown to be minimal in the two driving cycles used by Song et
al. Therefore, in this work, the RBC in [1] has been used as a fair benchmark for the
performance of non-optimization based methods. In [30], a DP based approach is used
to find the optimal control within a model predictive control method while the future
power demand is assumed to be partially known using GPS and ITS. The paper, however,
does not provide any guidelines on how this prediction is performed and how it affects the
system’s performance. The DP based approach is also far from real-time implementable.
Laldin et al. uses a stochastic model predictive control approach to predict the future
load torque [12]. The authors have presented a statistical Markov process using a finite
number of states, defined from the speed/acceleration of the previously known driving cycle
data. However, the proposed method shows to diverge from optimality when the actual
driving cycle is different from the previous known driving cycles. The accuracy of the
applied controller also drops when exposed to sharp changes in vehicle speed. The derived
nonlinear model predictive control (NMPC) system is afterwards solved using Matlab’s
fmincon solver. Experimental results are presented using two Linux PCs that are far
more powerful than the actual ECU available on the vehicle. This paper therefore doesn’t
demonstrate real-time capability of the applied NMPC system. Meyer et al. also uses an
NMPC approach using Matlab’s fmincon as a solver. However, the paper fails to show
real-time capability of its proposed NMPC method [31].
In this work we have presented a real-time NMPC method as the EMC of a SC/battery
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HESS in EVs. Comparative results with state of the art controllers are also demonstrated.
2.3 Model Predictive Control
MPC is an advanced optimal control strategy that takes knowledge of the future outputs
over a prediction horizon of length Np into account to optimize the behavior of a system
with respect to a cost function. The control actions are calculated repeatedly at each
time step, knowing the current state of the system and using a control-oriented model
developed for fast output prediction. To calculate the optimal controls, an open-loop
finite horizon optimization problem is solved at each time step to investigate the optimal
controls at time intervals of a control horizon of length Nc. This has been demonstrated
in Fig. 2.7. As results of the optimization problem need to be calculated before the next
receding sampling time arrives, the computational time of the solver with respect to the
optimization problem is of crucial importance. Therefore, there exists a trade-off between
optimization complexity and computational time. The nonlinearity of the control-oriented
model and cost function, as well as the length of the prediction and control horizon all
correspond to the complexity of the optimization problem and hence the computational
time. The use of a nonlinear or linear control-oriented model and optimization solver defines
whether the controller is called nonlinear model predictive control (NMPC) or linear model
predictive control (LMPC). The LMPC requires lineariztion of the control-oriented model
and constraints in advance, in addition to a quadratic cost function, to allow compatibility
with linear solvers. The NMPC, on the other hand, can work with almost any form of
nonlinear control-oriented model and cost function. As in LMPC, finding sub-optimal
control actions is equivalent to solving a convex Quadratic Programming (QP) problem
at each sampling time; the real-time implementation of such controllers has shown to be
feasible in the liturature [32]. The real-time implementation of NMPC solvers however are
still under research. The optimizer calculated results, for the first control is afterwards
applied to the system and the rest of the control sequences are discarded. The new state
obtained by applying the calculated control to the system (or high-fidelity model) is used
to update the initial conditions of the optimization problem.
The use of a high-fidelity model for off-line testing, prior to manufacturing the proto-
type vehicle is essential to the control development process. The high-fidelity model is a
relatively complex model of the vehicle that predicts the vehicle behavior to the extent
necessary for controller development.
The control-oriented model is a more simple, computationally efficient model, that
captures sufficient accuracy in the system behavior for fast online control calculations.
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Figure 2.7: Model Predictive Control principle illustration
Obviously, the use of a linear control-oriented model (LMPC) allows for more time efficient
behavior estimation, but captures less accuracy, in comparison to a nonlinear control-
oriented model (NMPC).
Depending on the nature of the problem, the optimization problem might include a
number of time variant parameters, that need to be independently estimated over the pre-
diction horizon. In our problem of interest, the power demand is a time variant parameter.
The value of this parameter is essential to solving the optimization problem but is unknown
over the prediction horizon. As the performance of the MPC method is highly dependent
on the drivers future power demand estimation [33], the future power demand needs to be
carefully estimated. This is done by various ways in the literature. Some have assumed
full knowledge of the future trip [30], while others have used some form of power estimator
to predict the upcoming power demand [28]. In [12], a stochastic Markov process has been
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used to predict future torque and load currents.
The use of Explicit MPC (EMPC) has been proposed to conquer the limitation in
computational speed. In this method, the nonlinear optimization is solved oﬄine and the
results are clustered to form a look-up table that could be used online. The method,
however, faces storage limitation for the look-up table obtained oﬄine [34, 35].
The improvement in computational hardware like electronic control unites (ECUs) in
the recent years shows promising potential for NMPC implementation in faster applications
as in automotive control [36, 37, 9]. Many fast nonlinear solvers have been proposed to
exploit this potential e.g. GMRES-optimization methods [38], Shooting-based newton
methods [39] and interior point methods [40]. In this work, a shooting-based newton
method has been employed as the solver of NMPC.
2.4 Stochastic Model Predictive Control
Although MPC brings a certain degree of robustness to the system, due to its receding
horizon implementation, it fails to provide a systematic way for dealing with system un-
certainties. The development of robust MPC methods (RMPC) in the past two decades,
meant to overcome these limitations. Early work on RMPC was based on a min-max
approach where the optimization problem was solved with respect to the wort-case re-
alization, rendering the calculated control outputs to be too conservative [41, 42]. The
tube-based MPC approach was introduced to overcome the short comings in the Min-Max
approach [42, 43]. While uncertainties are often considered to be of probabilistic nature,
the tube-based MPC doesn’t discuss an explicit way to consider stochastic knowledge of
uncertainties in control design. Hence, stochastic MPC (S-MPC) emerged to take proba-
bilistic knowledge of the uncertainties into account for solving a stochastic optimal control
problem. The method is rooted in stochastic programming and chance-constrained opti-
mization and has found applications in various areas including automotive control in the
recent years [44, 45]. While the majority of application are reported for linear systems,
Stochastic Nonlinear MPC has received little attention; with mainly applications in the
area of process control [46, 47].
As a natural approach to tackle a stochastic optimal control problem would be to
employ stochastic programming techniques [48, 49], ideas from multistage optimization [50]
and sample-based approaches [51] have been adopted for obtaining approximate stochastic
solutions. In these methods, a time-varying stochastic tree in formed based on the updated
statistical information from the past and used to solve an optimal control problem in one
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shot, where a finite set of random realization of uncertainties are considered [50]. The
large sample size required in sample-based approaches, however, prohibit the approach
from having many practical applications. The scenario approach was therefore a significant
development in the area of stochastic optimization [47]. The method employs appropriate
number of samples that enable approximate feasible solution for the original problem [52].
As the method imposes a certain level of robustness to the system, some have calssified it
under the robust MPC category in the literature [53].
In this work, a scenario-based multistage stochastic programming method has been
adopted for solving the stochastic optimal control problem of interest. As the main un-
certainty imposed to the system is single sourced (due to power demand), a two-stage
optimization problem has been adopted as a subset of the multistage method. The hard
constraints on inputs and states are transformed into soft constraints by using slack vari-
ables that define the possible extent of constraint violation. Although theoretical bounds
on the number of scenario/samples to probabilistically ensure feasibility and constraint
satisfaction are available in the literature [53], the obtained number might end up to be
too conservative. Therefore in this work, the number of scenarios adopted have been
chosen accordingly to enable possible real-time implementation of the SNMPC controller.
Scenario-reduction methods are also available in order to significantly reduce the number
of scenarios neccesary to garantee an admissble level of constraint satisfaction as well as
managable comutational time for practical application [54]. Hence recent work on scenario-
based MPC has mainly focused on reducing computational complexity of these methods
[47, 55, 56, 57] and will be investigated in the future work.
2.5 Chapter Summary
In this chapter, the main architectures for battery-SC hybrid energy storage systems for
EVs were introduced and a literature review on various energy management controllers
for such powertrains was presented. The linear and nonlinear MPC methods have been
briefly explained and the practical implementation issues have been discussed. Finally,
the stochastic MPC method was introduced as a method for handling uncertainties in the
system. A number of extensions to this method in the literature where also explored.
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Chapter 3
System Modeling
In this chapter the powertrain model of the Toyota Rav4EV is presented. A complete block
diagram of the controlled system, is shown in Fig. 3.1. It consists of the driver model,
the high-fidelity model of the system, the power demand estimator and the controller.
The high-fidelity model substitutes the actual vehicle within the control loop, to examine
the actual response of the system. The controller employs a control-oriented model for
approximate, fast prediction of the vehicle’s response along with some form of the future
power demand estimation, in order to command proper action. The driver model consists
of a feed forward and feedback controller and ensures that the vehicle follows the desired
reference speed.
This chapter is organized as follows: in section 3.1 the driver model is presented. Next,
the high-fidelity model of the system has been introduced in section 3.2 by separately
discussing the chassis model and the SC/battery HESS model. The control-oriented model
of the SC/battery HESS used within the controller is afterwards presented in section 3.3
and validated in section 3.4. Finally, the power demand estimations used throughout this
work are discussed in section 3.5.
3.1 Driver Model
The driver model block assures that the vehicle follows the desired reference speed. It
consists of a a feedforward and feedback controller. As the feedback controller relies on
feedback from the high-fidelity model, this controller is slow but accurate. Therefore, the
feedforward controller is added to the system to assist the feedback controller and increase
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Figure 3.1: Block-diagram of the controlled System
the driver speed. While the feedback controller adjusts the desired power using a PID
controller, the feedforward controller estimates the desired power based on longitudinal
dynamics of the vehicle (Eq. 3.1-3.3). In order to do so, the resistance force Fr at a certain
speed v(t) and road slop θ(t), are calculated using the longitudinal dynamics model of the
vehicle:
Fr(t) = Crrmg +mgsin(θ(t)) +mv˙(t) + 1/2ρaCdAfv(t)
2, (3.1)
where ρa, Cd, Af , Crr and m are the air density, drag coefficient, frontal area, rolling
resistance coefficient and vehicle mass, respectively.
As the force at the wheels is delivered from/to the motor through the vehicle’s gearbox,
knowing the resistance force and vehicle speed, the required motor torque τm(t), can be
computed as:
τm(t) = (Fr(t) +mv˙(t))(rw/GR), (3.2)
where rw and GR are the radius of the wheels and gear ratio respectively. Finally, the
power demand Pd(t), from/to the motor can be determined as:
Pd(t) =
{
τm(t)ωm(t)/ηa τm(t) ≥ 0 ,
τm(t)ωm(t)ηd τm(t) < 0 ,
(3.3)
where ωm(t) is the motor rotational speed that equals ωm(t) = v(t)GR/rw. Also, ηa =
0.85 and ηd = 0.35 are the motor/inverter efficiency during acceleration and deceleration
(regenerative breaking) respectively, which are assumed to be equal to the values indicated
above [5].
16
3.2 High-fidelity Model
The high-fidelity model is used for evaluation of the controller’s performance in MIL sim-
ulations and HIL testing. It represents the actual vehicle within the control loop, and
examines the response of the system to a certain control signal. It can also be used for
model validation of the control-oriented model. The high-fidelity model consists of a chassis
model developed in MapleSim and a model of the SC/battery HESS.
3.2.1 Chassis Model
A four wheel chassis model of the front wheel drive Rav4EV has been developed using
the MapleSim software to incorporate the longitudinal dynamics of the vehicle for the
high-fidelity model. The symbolic computation power of MapleSim makes the model very
suitable for real-time HIL testing. The model consists of a lumped car mass that is con-
nected to the tires through four vertical suspensions. The tires have been modeled using a
magic-formula tire model available in MapleSim. The applied motor torque is transmitted
to the tires through a drivetrain model consisting of rotary inertia of the induction motor,
reduction gear and flexible driveshaft. The model is afterwards transferred and used in
the Simulink environment. The model simulates the vehicle actual speed, considering the
motor torque as the input.
The parameters for the longitudinal dynamics model have been derived through ex-
periments on the Toyota Rav4EV. Experimental tests have been conducted on the Toyota
Motor Manufacturing Canada (TMMC) test tracks and are present in Table 3.1. The data
have been recorded by integrating the measurements from a system of sensors using Ve-
hicle Measurement System (VMS), GPS and the vehicle Controller Area Network (CAN).
A MATLAB/Simulink based nonlinear least square parameter estimator has been used to
identify the parameters of the Rav4EV model. More details on the chassis model, along
with parameter identification of the Rav4EV are available in a previous publication by the
authors’ reseach group [58].
3.2.2 SC/Battery HESS Model
The topology of HESS used in this work is presented in Fig. 2.3. A bidirectional DC/DC
converter is used for the interface of the SC with the battery/DC bus, allowing for the
voltage of SC to change in a wide range. The battery, on the other hand, is directly con-
nected to the DC bus, causing the voltage of the DC bus to remain constant. The proposed
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Table 3.1: Parameters for longitudinal dynamics model of Rav4EV
Parameter Symbol Value Unit
Vehicle mass m 1970 kg
Drag Coefficient Cd 0.3 -
Frontal Area Af 2.464 m
2
Rolling resistance Crr 0.015 -
Wheel radius rw 0.355 m
Gear Ratio GR 0.9.73 -
topology, maintains adequate degrees of freedom for implementing various control strate-
gies. Also, as only one converter is in use, a fair trade-off between the circuit complexity,
performance and cost has been gained. This topology is common in much of the literature
on battery-SC HESSs [31]. More details on different topologyies of battery-SC HESS can
be found in [13]. It has been assumed that the power net, flowing in and out of the DC
bus at each time step, are equal to zero, i.e.
Pb(t) + ηcPSC(t) = Pd(t), (3.4)
where Pb(t), PSC(t) and ηc are the battery power, SC power and converter efficiency,
respectively. The DC/DC converter is modeled with an average efficiency, ηc = 0.92,
which also includes losses related to the electric bus [59]. Since the structure of the DC/DC
converter does not play an essential role in energy management, a detailed model of the
converter has not been taken into account. As the efficiency of the converter connected
to the SC drops significantly when the voltage of the SC is below 0.5VSCmax, the state of
charge (SOC) of the SC, defined as SOCSC =
VSC
VSCmax
, has been limited to vary between
0.5 and 1 [24]. The SOC of the battery is also limited to vary between 0.2 and 0.9 to avoid
high depth of discharge that degrades the battery.
Also, the motor and motor inverter play the role of a power demanding unit. Therefore,
the model of their structure is not essential to the subject of this research [59].
For the high-fidelity model of the battery, a Lithium-Ion battery developed in the
Autonomie software has been used. As this study does not discuss supercapacitor sizing,
by assumption the SC used in this work consists of 25 Maxwell BCAP1200 SCs in series
causing the total capacity of 30 Wh [60]. The controls need to be re-tuned, if other sizes
of SC are intended to be used. For the SC model a Matlab’s generic supercapacitor block
has been applied [61]. A third order SC model has been applied using this block. The
main properties of the SC used in this study are listed in Table 3.3.
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Table 3.2: Parameters of Maxwell BCAP1200 cells
Rated Voltage Rated Capacitance Series Resistance Mass
2.7V 1200F 0.58mΩ 260g
Table 3.3: Parameters of Rav4EV Lithium-ion Battery Pack
Rated Voltage Usable Energy Resistance Max Power Output
380V 41.8kW/h 0.8Ω 129kW
3.3 Control-Oriented Model
In practice, the high-fidelity model cannot be used for model-based control purposes, due
to the complexity of the high-fidelity model and the necessity for fast, real-time implemen-
tation in controllers. For such purposes a control-oriented model is developed, which is
more computationally efficient, yet sufficiently accurate. Employing such control-oriented
models, allows for fast, accurate controllers that are suitable for real-time implementa-
tion. The remainder of this section explores mathematical modeling for implementation
of simple, yet adequately accurate, control-oriented models of the battery pack and SC.
The battery and SC can be modeled by a voltage source followed by an internal resistance
as shown in Fig. 3.2 and 3.3. The open circuit voltage and the internal resistance of the
battery alongside with the capacitance, maximum rated voltage and the internal resistance
of the SC are assumed to be constant. The state of charge is defined as the ratio between
the stored charge and the maximum charge capacity of a battery or SC. The dynamics for
the state of charge of the battery and SC can be determined as:
˙SOCb = −Voc −
√
V 2oc − 4RbPb
2RbCb
,
˙SOCSC = −SOCSCVmax −
√
(SOCSCVmax)2 − 4RSCPSC
2RSCCSCVmax
,
(3.5)
where SOCb and SOCSC are the state of charge of the battery and SC, respectively.
Also, Voc, Rb, Cb and Pb are the open circuit voltage, internal resistance, capacity and
charge/discharge power of the battery while, Vmax, RSC , CSC and PSC are the maximum
rated voltage, internal resistance, capacity and power of the SC, respectively. The positive
power indicates discharge mode and the negative power indicates charge mode within the
battery and SC. The battery current could be determined by:
˙SOCb = − Ib
Cb
, (3.6)
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Figure 3.2: Battery control-oriented model Figure 3.3: SC control-oriented model
3.4 Control-oriented Model Validation
As the control-oriented model has been employed in the controller as a fast representative
of the high-fidelity model, consideration has been paid to make sure that the response of
the control-oriented model remains close to that of the high-fidelity model throughout the
trip.
MIL simulation results have been illustrated in Fig. 3.4 for the rule based controller
introduced in section 4.1, by replacing the high-fidelity SC/battery HESS model in Fig.
3.1 with the control-oriented model presented in section 3.3. Comparative results have
been demonstrated, showing the maximum error for the SOC of the battery, the SOC of
the SC and battery current squared sum to be 0.02%, 2.88% and 2.60% respectively over
a UDDS driving cycle. Therefore, the control-oriented model shows adequate accuracy for
performance estimation in predictive controllers.
3.5 Future Power Demand Estimator
The performance of predictive controllers are highly dependent on the power demand
estimation strategy. Even though full knowledge of the future trip is never available,
due to uncertainties in road condition and driver behavior, simulations show that partial
knowledge of the future trip can also be beneficial. Partial knowledge can be obtained
by either using on-board technologies or statistical information from the past trips. The
remainder of this section is dedicated to discussing the power demand estimation strategies
used for performance evaluation of our controllers.
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Figure 3.4: Simulation results for validating the control-oriented model
3.5.1 Frozen Time Model
Also known as frozen-time MPC (FT-MPC) [44], is a case where no priori knowledge of
the future trip is used in the decision making of the predictive controller. In FT-MPC it
is assumed that the measured disturbance, i.e. the power demand, is constant over the
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prediction horizon. The philosophy for this assumption, lies in the probability distribution
of the future power demand. It is observed from real-world data analysis that the future
power demand is most likely to be close to the current power demand. As further discussed
in section 3.5.3, Fig. 3.6 demonstrates the transition probabilities of power demand which
have been derived from a combination of standard driving cycles; UDDS, NEDC, HWFET
and US06. Transition probabilities are estimated by analyzing available data to evaluate
the probability of the next power demand based on the current power demand. Diagonal
dominance can be observed in low power demands in the figure, which indicates that it is
most likely for the next power demand to stay close to where it currently stands. These
transition probabilities are further used in stochastic modeling.
3.5.2 Trip Planning Model
The advances in technologies such as the Global Positioning System (GPS), Intelligent
Transportation System (ITS), internet maps and real-time traffic data, coupled with ad-
vances in information transfer to and from vehicles, have made prior knowledge of route
and traffic data more accessible then ever. Having access to these technologies allows us to
divide the future route into segments in which each division has constant key parameters
such as traffic speed, maximum allowable speed and road grade. Obstacles such as traffic
lights, stop signs and road intersections are what form the border of each segment [10].
The velocity for each segment is defined as the minimum of the maximum legal velocity of
the road vmax, the maximum safe cornering velocity vcurv and the traffic velocity obtained
by the vehicles ahead vtraffic [62].
vseg = min(vmax, vcurv, vtraffic). (3.7)
Using Eq. 3.7, the velocity for each segment could be calculated in advance. Fig. 3.5
shows examples of segmented speed trajectories for standard driving cycles. Each segment
has been modeled with a constant cruise speed, indicated as the average speed over each
segment, shown as a dashed red line. The acceleration and deceleration mode at the
beginning and the end of each segment has been neglected for simplicity. Based on the data
collected from GPS, traffic data and etc, the proposed velocity segments are formed and the
future power demand is estimated using equations obtained from section 3.1. Experimental
research on accuracy and delay modeling of the proposed trip planning MPC (TP-MPC)
is still in hand.
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Figure 3.5: Speed trajectories corresponding to different route segments
3.5.3 Stochastic Model
In this strategy, the power demand is modeled as a discrete-time, continuous state, time
invariant stochastic process. The random gereration of the power demand has been mod-
eled using a Markov chain with power demand as the Markov state [44, 63]. This model
defines the probability of the next power demand to fall in a certain range, considering the
range of the power demand at the current state. In order to achieve this model, the power
demand is assumed to fall in a finite number of ranges, represented with the midpoint
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values of Pd ∈ {p1, p2, ..., pm}. It should be noted that, throughout this work whenever
referring to pi, reference is made to a range not the midpoint value. The number m has
been chosen to maintain a fair trade-off between accuracy and complexity of the stochastic
process and has been set to be 20 in this work based on trial and error tuning. The ranges
have been formed by dividing the allowable Pd into equal divisions. The Markov chain is
defined by a transition probability matrix TPM ∈ Rm×m, such that;
tij = Pr{Pd(k + 1) = pi|Pd(k) = pj} i, j ∈ {1, ...,m}, (3.8)
where Pd(k) is the state of the Markov chain at time k and tij is an element of the TPM
matrix located in the ith row and jth column. To estimate these transition probabilities,
training data from standard driving cycles or past driving records are needed. As the main
benefit of hybridyzing EVs with SCs is noted to be in urban driving [6], in this work,
estimations of the transition probabilities tij and number of finite states m have been done
using a number of urban driving cycles, consisting of standard driving cycles (FTP75 and
US06) and several real-world trips as training data. Power demand Pd is calculated from
speed profiles using the vehicle model presented in section 3.2 while the driver is tuned to
follow the desired reference speed. The transition probabilities are calculated as tij =
nij
ni
,
where nij is the number of times a transition from pi to pj has occurred and ni =
∑m
j=1 nij
is the total number of times pi has occurred. The method employed for deriving transition
probabilities is relatively consistent throughout the literature [63] . When new data is
collected through the trip, the TPM matrix could be easily updated. The estimated
transition probabilities are shown in Fig. 3.6.
3.5.3.1 Scenario Generation
As the power demand needs to be estimated over a prediction horizon with the length
of Np ∈ N, the non-zero transition probabilities are used to form a scenario tree at each
time step with respect to the current power demand. The scenario tree shows the possible
transition from the current state to the next Np states while each node of the tree represents
a predicted state and is used in the optimization process. An example of a scenario tree
for Np = 5 and a starting state of pi (representing the current power demand) has been
demonstrated in Fig. 3.7. The example shows twenty possible scenarios, when starting
from pi. The probability of each scenario can be determined from the product of the branch
transition probabilities. Although Fig. 3.7 shows all the possible scenarios when starting
from pi, including all the twenty scenarios in our decision making, would lead to a relevantly
large optimization problem which would be challenging to solve online. Therefore, a small
number of these scenarios are taken into account at each time step. In order to select
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the best scenarios to work with, the maximum likelihood approach is often used in the
literature [64, 44]. However, throughout this work a different approach has been employed,
where the scenarios are selected based on a weighted random choice; using the transition
probabilities as weights. The advantage of this approach over the maximum likelihood
approach is that although the scenarios with higher probabilities are more likely to be
selected, there is a chance for the low probability scenarios to get involved in our decision
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Figure 3.7: Scenario tree for Np = 5
making. Therefore, although only a number of scenarios are involved in our optimization
problem at each time step, unlike the maximum likelihood approach, no information from
the TPM matrix is thrown away. Starting from the root node of the tree, the next node
is randomly chosen using the transition probabilities as weights. This is done until all
the power demand predictions over the prediction horizon of Np time steps are generated.
The procedure is repeated for as many scenarios we intend to involve in the optimization
problem (NS). As each node represents a range of power demand, the power demands have
a continuous form and are chosen randomly within that range.
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3.5.4 Prescient Model
Although full-knowledge of the future trip is never available a priori, simulation results
have been presented as a reference for evaluating the estimators introduced above. The
results achieved for full-knowledge of the future trip can depict the maximum potential
benefit of the proposed NMPC strategy. Predictive control with full-knowledge of the
future power demand is occasionally called prescient MPC (P-MPC) in the literature [44].
3.6 Chapter Summary
In this chapter, the model of various parts of the system are discussed. The driver is
modeled using a feedforward and feedback PID controller and follows the desired reference
speed. The control-oriented model consists of a battery and SC and is introduced as a more
simple format of the system model that follows approximately the same behavior of the
high-fidelity model. The high fidelity model is a more complex model of the system and is
used for controller evaluation. The power demand estimation models are also discussed in
this chapter. Power demand estimations are used by predictive controllers discussed in the
later chapters. Four models have been used for predicting future power demand: frozen
time model, trip planning model, stochastic model and prescient model. The models have
been extensively discussed and are used in the following chapters.
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Chapter 4
Energy Management Controller
Design
The role of the EMC is to optimally split the power demanded by the motor between
the battery and SC at each time step. Doing so, the battery remains as the main energy
reservoir of the vehicle thorough the trip, while the SC takes over during high power peaks
and power fluctuations that effect the battery health.
In this chapter, the various EMCs employed for the proposed system are introduced
and discussed. The performance of the examined controllers are compared in the next
sections.
The chapter is organized as follows: in section 4.1 the rule based controller used for
comparison purposes is introduced. Section 4.2 covers the nonlinear model predictive
controller designed in details; discussing the optimal control formulation in deterministic
and stochastic form, the discretization methods used and the optimization solver developed.
The linear form of the model predictive controller is presented in section 4.3 and finally,
the dynamic programming method used for maximum potential investigation of the system
is discussed in section 4.4.
4.1 Rule Based Controller
A rule based controller (RBC) has been implemented for the purpose of performance
comparison. The flow-chart of the RBC applied in this work, is shown in Fig. 4.1. In
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the applied algorithm, during acceleration, up to a certain threshold, Pmin, the power-
demand, Pd, is provided by the SC and the access power is delivered by the battery. The
battery also provides power charge to the SC, Pch, whenever the SOC of the SC falls
below the allowable range of 0.5. During regenerative breaking, the battery only receives
regenerative power after the SC is fully charged [1, 29]. The algorithm requires tuning of
the parameters Pmin and Pch for maximum benefit. The tuning values over a combination
of driving cycles have been chosen to be 2.7 kW and 1 kW for Pmin and Pch, respectively.
The applied RBC is shown in [1] to be among the best non-predictive EMC of battery-
SC HESSs in EVs and therefore has been considered as a performance benchmark for
non-predictive controllers for SC/battery systems.
Pd>0
No
SC receives as much 
power as possible. 
Battery receives the 
remainder.
Yes
Pd>Pmin
Yes
SOCsc>0.5
No
SOCsc>0.5
Yes
Battery provides 
Pd to motor. SC 
is inactive.
No
Battery provides 
Pd to motor and 
Pch to SC.
No
Battery provides 
Pd to motor and 
Pch to SC.
Yes
Battery provides 
Pmin to motor. 
SC provides the 
remaining power. 
Figure 4.1: Rule Based Controller flow-chart [1]
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4.2 Nonlinear Model Predictive Control
Model predictive control (MPC) takes knowledge of the future outputs, over a prediction
horizon of length Np, into account for decision making. It does so by using some form of the
predicted future power demand and the control-oriented model of the system, introduced in
section 3.3. Considering the current state of the high-fidelity model and using the control-
oriented model, an open-loop finite horizon optimal control problem is solved at each time
step, to investigate the optimal power split at each time interval of a control horizon of
the length Nc. The use of a nonlinear or linear control-oriented model and optimization
solver defines whether the controller is called nonlinear model predictive control (NMPC)
or linear model predictive control (LMPC). The LMPC requires lineariztion of the control
oriented model and constraints in advance, to allow compatibility with the linear solvers.
The optimizer calculated results for the first control is then applied to the system and
the rest of the control sequences are discarded. The new state obtained by applying the
calculated control to the high-fidelity model is used to update the initial condition of the
optimization problem. Discussions have been made in section 5.2 on how the length of Np
and Nc have been chosen for the purpose of this work.
4.2.1 Optimal Control Problem
Specifically, we wish for the MPC to minimize the following quadratic cost function over
a fixed and finite prediction horizon [t0, t0 + T ]:
min
x(.),u(.)
∫ t0+T
t0
J(x(t), u(t))dt = min
∫ t0+T
t0
(
w1I
2
b (t) + w2
(
SOCSC(t)− SOCSC,ref
)2)
dt.
(4.1)
As the battery is considered the higher resistance component of the system, by reducing
the battery current square, I2b , the total amount of energy wasted as heat (RbI
2
b +RSCI
2
SC)
is reduced. Furthermore, minimizing I2b decreases the battery duty, and thus, increases
the battery lifespan [6]. It should be noted that, as Ib is proportional to ˙SOCb, the term
I2b in the cost function can be substituted by
˙SOCb
2
for simplicity. Minimizing ˙SOCb
2
also indicates reducing the fluctuation in battery SOC and according to Eq. 3.5 leads to a
smaller |Pb|. We also wish for the SOCSC to remain mostly half way in the allowable range
(SOCSC,ref = 0.75), in order for the system to be prepared for upcoming unknown power
demands in the future [29]. Further analysis like those considered by Choi et al. [24] could
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be applied for finding a more efficient reference for SOCSC . The positive values w1 and w2
establish the weights for different parts of the cost function and are determined as tuning
factors with respect to deterministic or stochastic NMPC.
An optimal control problem can be written corresponding to the performance index of
Eq. 4.1 with respect to the discretized form of the system dynamics indicated in Eq. 3.5,
subject to the following constraints:
SOCb,min ≤ SOCb ≤ SOCb,max,
SOCSC,min ≤ SOCSC ≤ SOCSC,max,
(4.2)
and
Pb,min ≤ Pb ≤ Pb,max,
PSC,min ≤ PSC ≤ PSC,max,
(4.3)
where SOC.,min and SOC.,max are the battery and SC lower and upper allowable limits
for SOC, respectively. The values for these bounds have been mentioned in the previous
section. Similar equations are available for battery and SC power as indicated in Eq. 4.3.
However, in practice, it has been observed that power never reaches the considered bounds
and therefore Eq. 4.3 has been neglected for the sake of simplicity.
4.2.2 Direct Shooting Methods
Direct methods transform the optimal control problem of interst into a finite dimensional
nonlinear programming problem (NLP). The NLP is afterwards solved using a state of
the art numerical optimization method e.g. SQP or interior point. In our problem, the
continues-time dynamics of the system are first discretized for time intervals of Tc = 1s.
The optimal control problem has been discretized using the direct single-shooting and
multiple-shooting methods. As the size of the nonlinear programming (NLP) problem is
considered to be small to medium scale (depending on the size of Nc), not much of an im-
provement has been observed by using the multiple-shooting approach over single-shooting.
Although the direct multiple shooting method is known to decrease the number of itera-
tions needed for convergence, with respect to the single shooting method, by incorporating
information about the behavior of the state trajectory into the initial guess of the iteration
process, it also increases the size of the problem by adding additional equality constraints
[39]. It has been observed through simulations that the overall effect in computational
time is not notable for the proposed NLP size. As a result, the single-shooting method
has been adopted as the main discretizing method through this work. The optimal control
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problem in the form of single and multiple shooting have next been briefly presented. For
more details on the shooting methods, the reader is referd to [65].
4.2.2.1 Single Shooting
The single shooting approach starts by discretizing the controls u(t) over the prediction
horizon [t0, t0+T ] into Nc time intervals, t0 < t1 < ... < tNc where the controls are assumed
to be piecewise constant, u(t) = qi for t ∈ [ti, ti+1] and i = 0, 1, ..., Nc. Doing this, u(t) only
depends on a finite number of control parameters q = (q0, q1, ..., qNc) and can be denoted
as u(t; q). By using a numeric simulation routine for solving the initial value problem,
x(t0) = x0, ˙x(t) = f(x(t), u(t; q)), t ∈ [t0, t0 + T ],
the states x(t) on [t0, t0 + T ] can be considered as dependent variables and are denoted as
x(t; q). Throughout this work, a linear approximation routine has been used for solving
the ODE above, in which x˙ is substituted with
(
x(ti+1; q)− x(ti, q)
)
/Tc. The function f(.)
is defined from the control oriented model presented in Eq. 3.5. The state constraints
(also known as the path constraints) are also discretized and required to be satisfied at the
grid points ti. The following integral can be numerically calculated; Thus, the considered
finite-horizon NMPC problem based on Eqs. 3.5, 3.6, 4.1 and 4.2 in the single shooting
format has the form of the NLP presented [65];
min
q
∫ t0+T
t0
J(x(t; q), u(t; q))dt,
s.t.
Xmin ≤ x(ti; q) ≤ Xmax i = 0, 1, ..., Nc ,
Umin ≤ qi ≤ Umax ,
vj =
[
1 ηc
]
qj j = 0, 1, ..., Np ,
(4.4)
where x(.) =
[
SOCb(.)
SOCSC(.)
]
is the state of the system, q =
[
Pb
PSC
]
is the input and v = Pd
is the measured disturbance to the system. The prediction horizon is defined such that
Nc ≤ Np. The optimal control problem also includes a linear constraint which has been
discussed in Eq. 3.4 where ηc is the efficiency of the converter. The NLP problem 4.4 is
solved using a Sequential Quadratic Programming (SQP) solver that is further discussed in
the next section. When using single shooting, unlike multiple shooting, only initial guesses
for the controls are required by the solver. Although, this causes the system to be simple
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to initialize, provides no margin for taking into account knowledge of the state trajectory
obtained by the previous time step.
The proposed problem has 2 states and 2 controls, which entails solving an NLP problem
with 2 × Nc variables and 4 × Np inequality constraints, when applying a direct single
shooting discretization method.
4.2.2.2 Multiple Shooting
The direct multiple shooting similarly starts with discritizing the controls piecewise;
u(t) = qi for ∈ [ti, ti+1],
where the time intervals could be the same size as single shooting. However, the ODEs are
solved independently on each time interval [ti, ti+1], starting with an artificial initial value
bi;
xi(ti) = bi,
x˙i = f(xi(t), qi), t ∈ [ti, ti+1].
(4.5)
By solving these initial value problems, trajectory pieces xi(t; bi, qi) are obtained, where
each trajectory is dependent on the initial value and controls. Simultaneously with solving
the ODE above, the following integral is numerically computed [65];
li(bi, qi) =
∫ ti+1
ti
J(xi(t; bi, qi), qi)dt.
The artificial degree of freedom imposed by bi is afterwards constrained by adding an
additional continuity constraint to the NLP formulation;
bi+1 = xi(ti+1; bi, qi).
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Thus the following NLP is obtained that contains an extra variable b;
min
b,q
Nc−1∑
i=0
li(bi, qi),
b0 = x0, (initial value)
bi+1 = xi(ti+1; bi, qi) i = 0, 1, ..., Nc − 1, (continuity)
Xmin ≤ xi(ti+1; bi, qi) ≤ Xmax i = 0, 1, ..., Nc, (discretized path constraint)
Umin ≤ qi ≤ Umax, (control constraints)
vj =
[
1 ηc
]
qj j = 0, 1, ..., Np,
The above NLP problem could be summarized as follows and solved using a sequential
quadratic programming (SQP) method;
min
w
F (w) s.t. G(w) = 0, H(w) ≤ 0, (4.6)
where w = (s0, q0, s1, q1, ..., sNc , qNc) contains all the optimization variables. It is impor-
tant to note that although the state trajectory discretization is not constrained to match
the control trajectories, it has been chosen point for point for the sake of simplicity. The
NLP obtained by the multiple shooting method is known to converge in a fewer number of
iterations in comparison to the single shooting method, as knowledge of the states at the
previous time step are taken into account as initial guesses for the SQP solver. However
in practice, the increase in the size of the optimization problem (caused by the artificial
variable bi and the added continuity constraint) compensates for the computational time
caused by the fewer number of iterations. As a result, in the problem of interest, an im-
provement in the computational time was not observed by using multiple shooting over the
single shooting approach and the single shooting approach has been dominated throughout
this work for simplicity.
4.2.3 Deterministic NMPC
As mentioned before, the power demand in the NMPC problem is considered a measured
disturbance and needs to be estimated. If the power demand estimation over the prediction
horizon results in a single scenario, a deterministic NMPC (D-NMPC) could be solved for
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the power split problem of the battery/SC HESS. In the D-NMPC the optimal control
problem presented in Eq. 4.4 is solved by simply substituting the vector V = (v0, vi, ..., vNp)
with the estimated power demands over the prediction horizon. The FT-NMPC, TP-
NMPC and P-NMPC introduced in section 3.5 are all deterministic NMPCs and produce
a single vector estimation of the future power demand.
4.2.4 Two-stage Stochastic NMPC
Stochastic NMPC uses available statistical information from the past in order to minimize
the expected value of the performance index. Unlike what was done in TP-NMPC, no
on-board technology is used for future trip predection. As the D-NMPC formulations does
not present a systematic way of including uncertainties, the formulation of Eq. 4.4 has
been modified to fit the form of a stochastic programming problem. The S-NMPC adopted
in this work exploits the ideas form the two-stage stochastic optimization method [66, 67].
The method relies on two sets of decision variables. The first set consists of the same
decision variables presented in the deterministic optimal control problem in Eq. 4.4, while
the second set of decisions are artificial variables taking into account the stochastic nature
of the problem. The performance index is accordingly modified, to include both sets of
decision variables.
The method captures future uncertainties based on knowledge of stochastic parame-
ters, provided through scenarios generated in section 3.5.3.1, leading to an increase in the
number of constraints that include the stochastic variables with respect to the number
of scenarios involved. Applying these modifications to Eq. 4.4 results in the open-loop,
two-stage stochastic optimal control problem bellow:
min
q,s
{∫ t0+T
t0
J(x(t; q), u(t; q))dt+ w3
NS∑
k=1
Prksk
}
,
s.t.
Xmin ≤ x(ti; q) ≤ Xmax i = 0, 1, ..., Nc
Umin ≤ qi ≤ Umax
v1,j =
[
1 ηc
]
qj + s1 j = 0, 1, ..., Np
v2,j =
[
1 ηc
]
qj + s2
...
vNS ,j =
[
1 ηc
]
qj + sNS
(4.7)
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where w3 is a weighting factor, sk, are the second stage variables, NS is the number of
scenarios involved in the stochastic method, Prk is the occurrence probability of each
scenario and vk,j indicates the measured disturbance estimated by the kth scenario at the
jth time step of the prediction horizon. As only one power split could be adopted at
each time instant, but NS scenarios have been predicted, the second stage variables, sk,
are used to compensate for the difference associated with the linear equality constraints.
These compensating variables are minimized in the performance index with respect to the
occurrence probability of their associated scenario. As the transition probabilities have
been already adopted in the scenario generation process, the probability of 1
NS
has been
used at this point for each scenario within the performance index.
4.2.5 Numerical Solver
The proposed NLP for the D-NMPC has been solved using a self-coded sequential quadratic
(SQP) solver in Matlab. The stated solver has been validated using Matlab’s fmincon.
Since Matlab’s SQP in fmincon cannot be easily used in code generation for HIL purposes,
a self-coded SQP has been developed to make HIL implementations possible. Further
explanation on this subject is available in section 5.2. Coding our own SQP also allows
for algorithm modification for potential improvement in the future e.g. modifying the
constraint handling method within the algorithm. As of now, the author has tried to
faithfully follow fmincon’s SQP algorithm as stated in [68]. In Fig. 4.2, the results of
the optimal control problem, indicated in Eq. 4.4, using the author’s coded SQP has been
presented and compared to the results obtained by Matlab’s fmincon, assuming perfect
power prediction over the UDDS driving cycle, while Np = Nc = 10. The results are
shown to be identical, up to three decimal digits. In order to obtain real-time results, the
solver has been limited to perform only two iterations per sampling time i.e. the optimal
control problem is only approximately solved during each iteration. More details on this
are provided in the next sections.
The results in Fig. 4.2 are obtained using an open-loop controller and assuming full-
knowledge of the future trip. As model uncertainties coming from the high-fidelity model
are not incorporated, the maximum potential of the NMPC strategy can be observed. It
can be noticed how the battery remains the primary power reservoir, outlining the power
needed through the trip, while the SC takes care of all the fluctuations in power demand.
The procedure followed by the self-coded SQP solver is next discussed.
Due to the size of the stochastic NLP, neither Matlab’s SQP solver nor the self-coded
SQP have been able to solve the S-NMPC optimization problem of interest. The results
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demonstrated for S-NMPC have been obtained using Matlab’s interior point solver in
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Figure 4.2: Matlab fmincon vs. self-coded SQP power-split results for UDDS driving
cycle
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fmincon. The interior point solver is known to be a better solution for larger size NLPs.
The interior point solver however, was observed to be slower than SQP for the D-NMPC.
4.2.5.1 Sequential Quadratic Programming
The NLP presented in Eq. 4.4 is solved using self-coded Sequential Quadratic Programming
(SQP), also known as a Newton-type solver. The author has tried to faithfully follow
fmincon’s SQP algorithm as stated in [68]. The outline of the algorithm is however
presented here.
Having an NLP problem of the general form :
min
x
f(x),
hi(x) = 0 i = 1, 2, ..., p ,
gj(x) ≤ 0 j = 1, 2, ...,m .
(4.8)
the ”Lagrangian function” can be written in the form of:
L(x, λ, µ) = f(x) + λTh(x) + µTg(x),
where λ and µ are the Lagrangian multipliers. h(x) and g(x) are vectors of the equality
and inequality constraints respectively. In order for the necessary conditions of a local
optimum to be satisfied at a point x∗, the following must hold:
∇Lx(x∗, λ∗, µ∗) = 0 ,
h(x∗) = 0 ,
g(x∗) ≤ 0 ,
µ∗ ≥ 0 ,
g(x∗)Tµ∗ = 0 .
(4.9)
SQP uses an iterative procedure to approximately find (x∗, λ∗, µ∗). Thus, the NLP problem
in Eq. 4.8 is transformed into an Quadratic Programming (QP) problem of the form of:
min
d
1
2
dTHkd+∇f(xk)Td,
∇hi(xk)Td+ hi(xk) = 0, i = 1, 2, ..., p ,
∇gj(xk)Td+ gj(xk) ≤ 0, j ⊂ A{1, 2, ..., p} ,
(4.10)
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where Hk is the Hessian of the Lagrangian or a Quasi-Newton approximation of it; Hk '
∇2xL(xk, λk, µk) and ∇hi(xk)T and ∇gj(xk)T are the constraint Jacobians and A is the
active set at the current iterate. Starting with an initial guess (w0, λ0, µ0), by solving the
QP in Eq. 4.10, a standard full SQP iteration could be performed by:
xk+1 = xk + dk,
λk + 1 = λ
QP
k ,
µk+1 = µ
QP
k ,
(4.11)
where (dk, λ
QP
k , µ
QP
k ) is the solution of the discussed QP. Practical SQP methods mostly
vary in the QP solver used, the way the Hessian is approximated and the initial guess of
the starting iterate. The Hessian approximation method and QP solver are next discussed.
Hessian Approximation As it might be computationally expensive to calculate the
exact Hessian and Jacobian at each main iterate, an approximation of the Hessian and/or
Jacobian is taken into account in a wide range of SQP variants. The quality of the Hes-
sian approximation usually defines whether the rate of convergence is linear, super-linear or
quadratic. The most widely used Hessian update is the Broyden-Fletcher-Goldfarb-Shanno
(BFGS) method. As the solver implementation in this work is meant to allow real-time op-
timization and the use of Symbolic variables in Matlab or numerical methods for updating
the Hessian has shown not to yield that purpose, a BFGS method has been used instead.
The BFGS uses the exact Jacobians of the constraints, that are numerically calculated at
each main iterate, but approximates the Hessian matrix Hk+1 ' ∇2xL(xk+1, λk+1, µk+1) at
each main iterate, using the approximation of the Hessian Hk [68] obtained at the previous
iterate;
Hk+1 = Hk +
qkq
T
k
qTk sk
− Hksks
T
kH
T
k
sTkHksk
,
sk = xk+1 − xk,
qk =
(
∇f(xk+1) +
m∑
i=1
λi.∇gi(xk+1)
)
−
(
∇f(xk) +
m∑
i=1
λi.∇gi(xk)
)
,
(4.12)
where λi is an estimate of the Lagrangian multipliers obtained from the previous iterate.
While the simulation is initialized by setting the Hessian to an arbitrarily positive definate
matrix, the approximation of the Hessian is improved through the iterations. The Hessian
is maintained to stay positive definite [69], although it might not be positive definite at
the solution point. This is done by keeping qTk sk positive at each update. When q
T
k sk is
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not positive, qk is modified on an element-by-element bases until q
T
k sk > 0 is obtained. To
do so, the most negative element of qTk sk is repeatedly divided in half, until q
T
k sk is greater
than a small negative tolerance. If after applying this modification, qTk sk still remains
negative, qk is modified as follows:
qk =qk + av,
vi =∇gi(xk+1).gi(xk+1)−∇gi(xk).gi(xk),
if(qk)i.a < 0 and (qk)i.(sk)i < 0, i = 1, ...,m,
vi =0 otherwise,
(4.13)
where a is a constant scalar and is increased until qTk sk becomes positive. The purpose of
this procedure is to distort the elements of qk that correspond to a positive definite update
as little as possible. Many packages have implemented BFGS or similar Quasi-Newton
methods, including NPSOL, SNOPT [70] and MUSCOD-II [71].
QP Solver As mentioned previously, at each major iterate of the SQP method, the
following inequality QP problem is formed and solved;
min
x
1
2
xTQx+ qTx,
Ax = a,
Bx ≤ b,
(4.14)
where Q ∈ Rn×n, is symmetric. Also, A ∈ Rm1×n, B ∈ Rm2×n, a ∈ Rm1×1, b ∈ Rm2×1
and m1 ≤ n. An iterative active set method has been used for solving this QP[72]. The
method starts from a feasible initial point x0 and the next iterate is formed by setting
xk+1 = xk + αkdk where αk is a step length and dk is the search direction. An active set
Ak is formed from the constraints that are active at the current point xk, i.e.;
Ak = {j|Bjxk − bj = 0, j = 1, ...,m2}, (4.15)
where Bj and bj are the jth row of B and b and Aj and aj are the jth row of A, respectively.
The equality constrained QP is afterwards solved to obtain the search direction dk;
min
d
(xk + dk)
TQ(xk + dk) + q
T (xk + dk),
aTi (xk + dk) = ai, i = 1, ...,m1 ,
bTj (xk + dk) = bj, j ∈ Ak ,
(4.16)
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The equations above could be simplified to obtain;
min
d
{1
2
dTkQdk+g
T
k dk
}
,
Adk = 0,
B˜dk = 0,
(4.17)
where, B˜ = [...bj...]
T , j ∈ Ak and gk = Qxk+q. Therefore, the active set method transforms
the inequality constrained QP to an equality constrained QP [72]. The KKT optimality
conditions lead to the following system of equations;
Qdk + gk + A
Tλ+ B˜T µ˜ = 0,
Adk = 0,
B˜dk = 0.
(4.18)
Therefore, the optimization problem is eventually reduced to the solution of a (possibly
large-scale) system of linear equation:Q AT B˜TA O O
B˜ O O
dkλk
µ˜k
 =
−gkO
O
 , (4.19)
The system of linear equations is afterwards solved using a null-space approach. The dk
found from solving this equation is used to update the QP iterate, i.e. xk+1 = xk + αkdk.
The step size αk is computed as:
αk = min
{
1,
bj − bTj dk
bTj dk
|j 6∈ Ak and bTj dk > 0
}
.
If the dk obtained from solving this equation equals zero and µ˜ ≥ 0 then xk+1 = xk is a
KKT point and the QP algorithm stops. However, if some components of µ˜ are negative,
xk is not an optimal solution. Therefore, the active set is updated as follows and the
equality constrained QP is solved again:
µj0 = min{µ˜j|µ˜j < 0, j ∈ Ak},
Ak = Ak\{j0}.
(4.20)
Therefore, other than the main iterations of the SQP solver, the QP solver performs its
own sequence of sub-problem iterations.
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4.3 Linear Model Predictive Control (LMPC)
The design of a LMPC as the EMC of the HESS uses the same objective function. The
format of the objective function in Eq. 4.1 does not need to be modified, as it is already in
quadratic form. However, the values w1 and w2 are re-tuned for maximum performance.
Moreover, the nonlinear control-oriented model of the system is linearized around the
current operating conditions to form a linear system of the form:
x˙ = Ax+Buu+Bvv + F,
y = Cx+Duu+Dvv +G,
(4.21)
where
A = (
∂f
∂x
), Bu = (
∂f
∂u
), Bv = (
∂f
∂v
),
C = (
∂g
∂x
), Du = (
∂g
∂u
), Dv = (
∂g
∂v
),
F = f(xk, uk, vk) = Axk −Buuk −Bvvk,
G = g(xk, uk, vk) = Cxk −Duuk −Dvvk,
(4.22)
and xk, uk and vk are the current states, inputs and measured disturbances to the system,
respectively. The Matlab MPC toolbox has been used for LMPC implementation [73].
4.4 Dynamic Programming
An oﬄine Deterministic Dynamic Programming (DP) optimal control strategy has been
performed for maximum potential investigation. As DP is capable of providing the global
solution to an optimal control problem, the best power split between the battery and
SC could be found for drive cycles known a priory. Although far from real-time imple-
mentation, DP can also be performed online as the nonlinear solver for model predictive
controllers. As DP requires a discrete model, the controls, u, and control-oriented state
model 3.5 are discretized with the time constant of Tc = 1s;
xk+1 = f˜(xk, uk); k = 0, 1, ..., N − 1 , (4.23)
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were N is the length of the known driving cycle while xk and uk present the state and
control at time k respectively. We aim to minimize;
J = min
N−1∑
k=0
g(xk, uk) = min
N−1∑
k=0
w1(Ib)
2
k + w2
(
(SOCSC)k − SOCSC,ref
)2
,
(Ib)k =
(SOCb)k − (SOCb)k−1
Tc
,
(4.24)
where xk =
[
(SOCb)k
(SOCSC)k
]
and uk =
[
(Pb)k
(PSC)k
]
. By applying the principle of optimality, and
moving backwards in time, the cost function can be written in the following from:
J∗N−k,N(xN−k) = min
uN−k
{g(xN−k, uN−k) + J∗N−(k−1),N(f˜(xN−k, uN−k)},
k = 1, 2, ..., N ,
(4.25)
In the equation above, the optimal cost for the K-stage policy of an N-stage process,
JN−k,N can be calculated by knowing the optimal cost for the (K-1)-stage policy. The
algorithm starts at the zero-stage (at the terminal state N) where J∗NN = 0. The solution
of recurrence equation stated in Eq. 4.25 is the global optimal control policy u∗(N − k),
k = 1, 2, ..., N , which is obtained by trying all feasible control values at each feasible state
value. This is done by dividing the feasible state and control values into finite grids. As our
system of interest has two states, the grid of the state values would be two-dimensional.
More details on the DP method could be found in [74].
4.5 Chapter Summary
The various energy management controllers used for finding the optimal power split be-
tween the battery and SC in the proposed HESS are introduced in this chapter. The RBC,
NMPC, LMPC and DP energy management approaches are discussed. The optimal control
format of the deterministic and stochastic NMPC methods, consisting of an objective func-
tion, control-oriented model and constraints are presented and the SQP solver developed
for solving the optimal control problem is discussed. Additionally, the shooting method
used for discritizing the optimal control problem is thoroughly presented.
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Chapter 5
Energy Management Controller
Evaluation
In this chapter, the tests performed for controller evaluation are introduced and test results
are presented. Comparative results have been demonstrated for the performance of various
controllers discussed in chapter 4. Simulation results on a closed-loop high-fidelity model
have been presented over a combination of different driving cycles while the controllers
attempt to obtain the optimal power split at each time step. Results have been discussed in
two main categories of deterministic and stochastic NMPC. As real-time implementation of
nonlinear predictive controllers is still under question in the literature, HIL testing has been
performed for D-NMPC to address this issue. It has been observed that upon choosing the
prediction horizon and control horizon length as well as the maximum number of iterations,
the turnaround time for the control update is shown to fall far below the necessary sampling
time in vehicle control. The correlation between each of these parameters and turn-around
time has been presented in this chapter. Further investigation on real-time implementation
of S-NMPC is still in hand.
The chapter is organized as follows: section 5.1 and 5.2 respectively introduce MIL
simulating and HIL testing for control performance evaluation. In section 5.3 and 5.4 eval-
uation and comparison results are presented and discussed for deterministic and stochastic
NMPC, respectively.
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5.1 MIL Simulation
The off-line simulations used within the early phases of the development process are often
called MIL. A complete block diagram of the system is shown in Fig. 3.1. It consists of a
high-fidelity model of the system, as proposed in section 3.2, in order to evaluate the per-
formance of the employed controller. The high-fidelity model substitutes the actual vehicle
within the control loop to examine the actual response of the vehicle, while the control-
oriented model is used in the controller for approximate, fast prediction of the vehicle’s
response in order to command proper action. The driver consists of a PID controller and
follows the desired reference speed. In MIL simulations the controller runs on the same
computer system as the high-fidelity model. This is important to point out as it is not the
case in HIL simulations.
5.2 HIL Testing
Hardware-in-the-Loop (HIL) testing has been applied to evaluate real-time computational
speed of the Electronic Control Unit (ECU); embedded with the proposed controller. HIL
testing takes into account the communication issues and controller computational limita-
tion and therefore the results obtained are considered to be more practical. As HIL testing
is more cost effective and faster than field/laboratory experiments, it is often performed
prior to manufacturing the prototype vehicle. In this work, dSPACE systems have been
used for HIL testing. Generally, the HIL testing setup consists of (1) an independent
processing unit to run the controller; namely the ECU, (2) a powerful simulator to run
the plant model in real-time and (3) a communication channel between the ECU and the
plant (real-time target) namely, a Control Area Network (CAN) bus. The system is also
attached to a personal computer (PC) in order to monitor the results. During each time
step, the real-time simulator sends the state variables to the ECU through the CAN bus.
The ECU calculates the optimal control command and sends it to the real-time simulator.
As the development of an implementable ECU for the vehicle requires proper hardware
design and code optimization, it could be considered a challenging task. Rapid Control
Prototyping (RCP) systems have been developed to reduce the difficulties and enhance this
processing time. These RCP systems provide both hardware and code generation software.
In this work, the dSPACE MicroAutoBox II has been used as the ECU for testing real-time
performance of the EMC.
The high-fidelity model of the system in Simulink, including the driver, power estimator,
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Table 5.1: Specification of the DSPACE HIL components
Component Part Specification
Real-time Simulator
Processor DS-1006 Quad-Core AMD, 2.8
GHz
Memory 1 GB local, 4x128 MB global
memory
HIL I/O Board DS-2202
ECU: MircoAutoBox II
Processor DS-1401 PowerPC 750GL 900
MHz
Memory 16 MB main, 16 MB nonvolatile
memory
I/O interface DS-1511
Interface
Processor Core i7, 3.4 GHz
Memory 16 GB
powertrain and HESS high-fidelity model, has been converted into a C-code using the
dSPACE Real Time Workshop code generator and uploaded to the DS1006 processor
board (real-time simulator). The designed controller in Matlab/Simulink is also converted
into a C-code separately. Each hardware platform corresponds with its own compiler and
code generator (rti1401.tlc and rti1006.tlc for MicrroAutoBox (DS1041) and Simulator
(DS1006), respectively). These modules are able to communicate over the CAN bus. More
details on the described componenets are available in Table 5.1 [75]. An architecture of
the HIL setup is presented in Fig. 5.1.
As code generation is only allowed in Simulink using a Matlab function block [76] many
predefined Matlab functions, including fmincon, are not compatible to be used within this
block. Efforts have been made to code a fast SQP solver in Matlab that is also compatible
for code generation. This has been done by following fmincon guidelines indicated in [68].
As explained in section 4.2.5, the coded SQP obtains identical results to the fmincon’s
SQP, upto three decimal digits, within the second iteration. The calculation time of the
proposed SQP is also shown to be comparable to fmincon’s SQP on a PC with an Intel
Core i7, 3.60 GHz processor, 16 GB RAM memory and a Windows 10 operating system
with the NMPC average simulation time being 22.62s and 14.59s for the fmincon’s SQP
and author’s SQP respectively, over an FTP75 driving cycle with Np = Nc = 10, and
two iteration per sampling time in place. The maximum turn-around time for different
prediction and control horizons and maximum number of iterations are reported in this
section. The turn-around time is the time taken for executing the controller code and
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Figure 5.1: Schematic of the HIL setup
providing ECU output. As the turn-around time has to be less than 10 milliseconds for
real-time applications in vehicle control [77], we have set our upper bound for the turn-
around time of the MicroAutoBox to be less than 1 millisecond to compensate for the
slightly slower computational time of the actual ECU on the vehicle. The maximum turn-
around time is of our interest as it is necessary for the turn-around time of all sample times
to fall bellow the allowable range.
The initial control value for each time step is set to the solution obtained from solving
the last step for a warm-start. The warm-start technique can effectively reduce the number
of iterations necessary for the SQP convergence and allows the algorithm to start from a
feasible initial guess [78, 39].
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5.3 Deterministic NMPC Results
In order to enable real-time results, the number of main iterates of the SQP solver has
been fixed to be less than a certain small number (Kmax = 1− 5). This prevents the NLP
from fully converging to the solution that lies within the tolerance distance from the local
minimum. However, as the SQP is moving towards the local minimum, the optimal control
problem is approximately solved. It has been observed through simulations that although
increasing Kmax linearly increases the computational time, for the first 5 iterations, the
improvement in the performance is minor (Fig. 5.2 and Fig. 5.3 ). The norm of the residual
has been set to be smaller than 10−5 in order for the stopping criteria to be met. It can be
deduced that within the first 5 main iterations, the order of improvement in the solution
is minor for most time steps. The stopping criteria, however, has not been met, as the
computational time still increases by increasing Kmax. The constraints are always satisfied
since the proposed SQP uses an active set method for solving the derived QP and the
algorithm always starts with an initial feasible guess. The QP sub-problem is permitted
to perform a larger number of iterations. This is allowed because the computational time
shows to already fall in the permissible range by merely limiting the main iteration of SQP,
Kmax.
In Fig. 5.4, the energy management results of the HESS are shown over a combination
of the driving cycles, FTP75, US06 and HWFET respectively, for the proposed NMPC
SQP solver using the three aforementioned power demand estimators. The prediction
horizon and control horizon length have been chosen to be 10 while the maximum number
of iterations per time-step have been limited to 3. More discussions on choosing the proper
prediction horizon and control horizon length and the maximum number of iterations are
presented in the next section. It can be noticed from Fig. 5.4 that through the trip, the
regenerative braking is completely handled by the SC and the SOCSC stays well in the
bounds defined.
The current-squared of the battery can be an indicator of the system’s efficiency, as
it is related to the system’s heat loss and battery lifespan [5, 79]. Fig. 5.5 compares the
battery current-squared sum of the NMPC with three power demand estimations, to that
of the RBC, the LMPC with no prior trip information (FT-LMPC) and the case with
no SC in use. The lengths of Np and Nc as well as Kmax have been tuned for optimal
performance within the allowable computational time of 1 milliseconds for vehicle control
applications. This has been discussed in details in section 5.2 while the tuning parameters
are introduced to be Np = Nc = 10 and Kmax = 3 for the P-NMPC and TP-NMPC
strategy and Np = Nc = 2 and Kmax = 6 for the FT-NMPC system. It can be noticed that
the NMPC solver has a lower battery current-squared sum in comparison to the RBC, even
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Figure 5.2: ECU maximum turn-around time for different maximum number of iterations,
Np = 15, Nc = 5
with no prior knowledge of the future trip (FT-NMPC), while this is not the case for the
LMPC. Prior knowledge, however, does improve the NMPC performance. It is observed
that while using trip-planing (TP-NMPC), the performance is closer to that of the P-NMPC
where full-knowledge of the future trip is assumed. Another interesting observation is that
the FT-NMPC shows to outperform the FT-LMPC. It is observed that, even though the
SQP solver in the NMPC is stopped prematurely (limited to 3 iterations) and only an
approximate optimal solution is obtained, as the NMPC compensates for the errors caused
by linearization in LMPC, the aggregated result shows an improvement in the NMPC
over the LMPC. The range of the vehicle (indicated by the change in the battery SOC)
however, does not show significant improvement for any of the EMCs used in comparison
to the case with no SC in use. Many others have used the battery current root mean square
(RMS) as an indicator of the battery lifespan [80, 25]. While many stress factors, as in
high fluctuations in battery SOC, high rates of power demand and operation in low and
high temperatures have shown to be effective in battery aging [79, 81], the battery current
49
S
p
ee
d
 (
k
m
/h
)
0
100
200 Actual Speed
Predicted Speed
time (s)
0 500 1000 1500 2000 2500 3000 3500
 Σ
 I
b2
×10
5
0
0.5
1
1.5
2
2.5
3
K
max
=2
K
max
=3
K
max
=5
Figure 5.3: Comparison of the battery current-squared sum for different maximum number
of iterations in TP-NMPC, Np = 15, Nc = 5
RMS has been used as an indicator of these aging parameters and is defined as [80, 25]:
Ib,RMS =
√√√√ 1
Tf
Tf∑
i=1
(Ib)2i , (5.1)
where Ib,RMS is the battery current RMS, (Ib)i is the battery current at the ith time step
and Tf is the trip duration with the discretizing time constant of Tc = 1s. The battery
50
Figure 5.4: NMPC MIL results over combined FTP75, US06 and HWFET driving cycles
with Np = Nc = 10 and Kmax = 3
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current RMS is also related to the heat-loss of the system and therefore can be a measure
for efficiency. By looking at Fig. 5.6, it can be noted that the battery current RMS over
these three driving cycles has a deduction of 27%, 22% and 17% with respect to when no
SC is in use, for the proposed NMPC SQP solver with respectively full, partial and no
prior knowledge of the future trip. The RBC and FT-LMPC both show 12% deduction.
Choosing the proper prediction and control horizon is a trade-off between performance
and computational time. As the length of the prediction horizon is associated with the
number of constraints in the NLP, the turnaround time increases by increasing Np. How-
ever, the performance may increase or decrease depending on the quality of predicted
power demand. As a longer prediction horizon conveys more knowledge of the future trip,
it might be expected for the performance to improve by increasing Np. Although this is
shown to be true in the case of a perfect power prediction (P-NMPC), it is not always the
case, as extending the prediction horizon adds the uncertainty associated with the extended
measured disturbance (i.e. power demand) to the system. Fig. 5.7 and Fig. 5.8 show the
performance of the system using a P-NMPC and FT-NMPC strategy respectively. It is
noticed that although increasing the prediction horizon improves the performance using a
P-NMPC strategy, the inverse correlation is observed when applying a FT-NMPC system.
The reason for this lies in the fact that the assumption of a constant power demand over
the prediction horizon becomes more and more inaccurate when a longer prediction horizon
is used. Fig. 5.9 shows the performance of the system with respect to the length of the pre-
diction horizon with a TP-NMPC employed. It is observed that while using a TP-NMPC
strategy, increasing the prediction horizon improves the performance upto Np = 10, after
which the performance drops due to increased uncertainty. It might be worth reminding
that through out this work, the time step has been set constant and equal to Tc = 1s. Fig.
5.10 shows the turn-around time associated with the length of the prediction horizon. The
correlation is shown to be linear.
The control horizon length defines the size of the optimization problem and therefore
has a great impact on both computational time and performance. By increasing the length
of the control horizon, the number of optimization variables and constraints, consequently
increase. While the correlation between the prediction horizon length and turnaround
time is shown to be linear in Fig. 5.10, extending the control horizon length increases
the turnaround time in the form of a second order polynomial as shown in Fig. 5.11.
Also, as increasing Nc increases the size of the optimization problem, the resolution of the
solution improves and more accurate results are obtained. While the improvement in the
performance is shown to be negligible for the FT-NMPC strategy, it is shown to have a
major impact on the performance of the TP-NMPC system as shown in Fig. 5.12.
As the upper bound for the turn-around time has been set to one millisecond, the
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NMPC controller has been tuned for maximum performance with respect to Np, Nc and
Kmax, to operate within the allowable time frame. The TP-NMPC shows to have optimal
performance within the turn-around time of 1 millisecond while Np = 10, Nc = 10 and
Kmax = 3. However, the maximum performance of the FT-NMPC is obtained when setting
Np = Nc = 2. The HIL results confirm that the proposed SQP solver enables real-time
implementation of the NMPC method for the EMC of a SC/battery HESS.
5.4 Stochastic NMPC Results
S-NMPC could be used with no on-board technology for future trip prediction in hand.
Comparative results of FT-NMPC, P-NMPC and S-NMPC on the model demonstrated in
Fig. 3.1 are presented in this section. The NLPs obtained from the optimal control problem
have been solved using MATLAB’s fmincon function with an interior-point solver. In order
to allow real-time implementation, the solver has been limited to perform a small number
of iterations per sampling time. The length of the prediction horizon (Np), control horizon
(Nc), number of scenarios (NS) and maximum number of iterations (Kmax) should be
chosen properly to maintain a fair trade-off between performance and computational time.
The transition probabilities of the TPM matrix have been estimated oﬄine from a
number of urban driving cycles, consisting of standard driving cycles (FTP75 and US06)
and several real world trips. For the real world data, the publicly available dataset provided
by Chargecar have been used [82]. 100 kilometers of real world data have been used to
obtain the transition probabilities of the TPM matrix. The real world data belongs to
a verity of routes from all differnt locations in North America. In order to examine the
potential of the S-NMPC strategy, MIL simulations have been demonstrated for a different
driving cycle from what the TPM matrix was generated with. The driver has been tuned
to follow the desired reference speed.
The expected value of perfect information (EVPI) is a parameter in stochastic pro-
gramming that measures the difference between the stochastic solution (SS) and the mean
value of all deterministic solutions for each one of the expected scenarios; also known as
the wait and see solution (WSS), i.e. EVPI=SS-WSS [83]. The EVPI demonstrates the
cost of uncertainties in our problem. In Fig. 5.13 the battery current-squared sum of the
S-NMPC has been compared with that of a D-NMPC when each one of the expected sce-
narios is applied separately. Five scenarios have been employed and the prediction horizon
and control horizon lengths have been set to be five seconds while the solver is allowed
to perform a maximum of four iterations per sampling time. The figure shows significant
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decrease in the battery current-squared sum of the S-NMPC in comparison with solving a
D-NMPC with each of the five scenarios.
Fig. 5.14 shows the state of charge of the SC during the simulation. Although, SOCSC
has been bounded to stay between 0.5 and 1, by using the proposed cost function, the SC
is mostly empty. However, by using stochastic programming, as a variety of scenarios are
introduced to the optimal control problem, the SC is managed to stay more distant from
the lower bound in order to be prepared for different possible scenarios.
In Fig. 5.15, comparative results of the S-NMPC and two deterministic-NMPCs dis-
cussed in section 4.2.3 have been presented. The performance of the S-NMPC lies between
the performance of the FT-NMPC and P-NMPC as expected. Although full-knowledge
of the future trip is not available a priori, by using S-NMPC we are able to improve the
performance significantly and bring the cost closer to that of the P-NMPC. Also, the per-
formance of the S-NMPC when using 10 scenarios shows an improvement in comparison
to the case where 5 scenarios have been adopted. The reason for this lies in the fact that
by increasing the number of scenarios involved in the stochastic programming (NS), more
probable scenarios are taken into account and a better decision could be made by the con-
troller. However, increasing the number of scenarios increases the size of the NLP problem
and slows down the computational speed. Therefore, a proper investigation should be
performed in order to come up with the best trade-off between performance and computa-
tional time. Also, due to limitation in computational time in S-NMPC, scenario reduction
and aggregation strategies could be promising solutions in order to decrease the number
of scenarios while preserving accuracy [84].
5.5 Chapter Summary
Test results for various controllers implemented as the EMC of SC/battery HESSs have
been presented in this chapter. MIL simulations have been established for performance
investigation and comparison. While prior knowledge of the future trip shows to improve
the performance of the NMPC, the aforementioned controller outperforms the implemented
RBC even with no prior trip information available. The performance of the NMPC also
shows improvement over the LMPC as it does not include rounding errors due to lineariza-
tion. HIL implementation has been conducted using a dSPACE setup for investigating the
computational time of the NMPC. The NMPC controller has been tuned with respect to
Np, Nc and Kmax for optimal performance within the allowable turn-around time in vehicle
applications. While NMPCs are usually known to suit application with slow dynamics, the
results demonstrate the NMPC capability for real-time implementation of a SC/battery
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HESS. The S-NMPC, although only adopting knowledge of previous trips, demonstrates
significantly improved performance compared to deterministic predictive controllers using
no on-board technology. However, the increased size of the NLP can be challenging when
considering real-time implementation. An increase in the prediction and control horizon as
well as the number of scenarios adopted in the stochastic programming and the maximum
number of iterations the solver is allowed to perform, all can result in an improved perfor-
mance with the cost of increasing the computational time. HIL testing for discovering the
optimal values of these parameters, inhibiting real-time implementation, is still in hand.
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Figure 5.6: Comparison of the battery current RMS over FTP75, US06 and HWFET
driving cycle
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Figure 5.10: ECU maximum turn-around time for different lengths of prediction horizons,
Nc = 4, Kmax = 3
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Figure 5.11: ECU maximum turn-around time for different lengths of control horizon,
Np = 20, Kmax = 3
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Chapter 6
Conclusion and Future Work
The energy management of a SC/battery HESS has been presented using a number of de-
terministic and stochastic NMPC strategies for a Toyota Rav4EV model. MIL simulations,
using a high-fidelity model of the system, have been established for performance investi-
gation and comparison to state-of the-art EMCs in the literature. While prior knowledge
of the future trip shows to improve the performance of the NMPC, the proposed NMPC
demonstrates to outperform the implemented RBC and LMPC even with no prior trip
information available. The NMPC performance, however, shows improvement by adopting
methods that provide some level of prior trip prediction e.g. trip planning and Markov
chain modeling.
HIL testing has been established using a dSPACE setup for investigating the compu-
tational time and evaluating real-time capability of the deterministic NMPC. During HIL
testing, the controller runs on an independent ECU, similar to that on the actual vehicle,
while the high-fidelity model runs on a powerful real-time simulator. In order to permit
code generation for control embedding on the ECU, a SQP solver in MATLAB has been
coded and used. The NMPC has been tuned with respect to the length of the control
and prediction horizon as well as the allowed maximum number of iterations, for optimal
performance within the allowable turn-around time in vehicle applications. While NMPCs
are usually known to suit application with slow dynamics, the results demonstrate the
determined NMPC capability for real-time implementation of a SC/battery HESS for the
first time. HIL testing and real-time evaluation for the stochastic NMPC is still under
study and has been left to future work.
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6.1 Summary of Contributions
The major contributions of this research can be summarized as follows:
• This thesis has demonstrated an NMPC method for the EMC of a battery-SC HESS
in EVs for the first time to be real-time implementable. Even though a battery-SC
HESS is considered to have fast dynamics and NMPCs are known to be computation-
ally slower than LMPCs, this thesis has presented an NMPC method for the first time
to be real-time implementable for these fast systems. This has been done using HIL
testing while the controller is implemented on a MicroAutoBox ECU. Upon carefully
choosing the prediction horizon and control horizon length, as well as the maximum
number of iterations, the turnaround time for each control update is shown to fall far
bellow the necessary sampling time of 10 milliseconds, for real-time implementation
purposes in vehicle control. While the NMPC maintains high computational speed,
it shows to outperform its equivalent LMPC and the used RBC.
• In the case of using predictive controllers for battery-SC HESSs, the impact of the
prediction horizon and control horizon length as well as the maximum number of
allowable iterations on the turn-around time and performance have been studied in
this research.
• Comparative results of LMPC and NMPC for the EMC of battery-SC HESSs is
another contribution of this work. Although LMPCs also maintain the benefits ac-
companied by predictive control, it is noticed that the error caused by linearization
in LMPCS has a significant effect on the optimization results; causing the NMPC to
have a better performance.
• A novel scenario-based two-stage stochastic nonlinear model predictive control ap-
proach has been introduced as an EMC for SC/battery HESSs. The method has
been inspired from multistage stochastic programming algorithms in the literature
and demonstrated improvement in battery health when no knowledge of the future
trip and/or no on-board technologies such as GPS and ITS are available. A new
method for scenario generation has also been proposed.
• This research also demonstrates preliminary results from using a novel trip planning
approach for future power demand predictions. The trip planning method uses on-
board technologies such as GPS and ITS, coupled with information transfer to and
from vehicles to form a rough, but accurate enough, prediction of the vehicle’s future
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speed and power demand. The performance of the system using trip planning has
been compared to the case where no knowledge of the future trip is available.
6.2 Future Work
The recommended future work for expanding this research is proposed below:
Stochastic NMPC HIL testing: Although the S-NMPC demonstrates significantly
improved performance, compared to deterministic predictive controllers, the increased size
of the NLP can be challenging for real-time implementation. An increase in the prediction
and control horizon as well as the number of scenarios adopted in the stochastic program-
ming and the maximum number of iterations the solver is allowed to perform, all can result
in an improved performance with the cost of increasing the computational time. Investi-
gation needs to be performed to discover the optimal values of these parameters inhibiting
real-time implementation.
High-fidelity Model Improvement: The battery and SC high-fidelity model can be
validated by running actual tests on the SC and battery pack and obtaining modeling
parameters. This can be done by using battery test cyclers where the battery and SC are
charged and discharged with various currents and in various temperatures.
Stability Analysis: MIL simulations demonstrate the NMPC capability of obtaining
feasible solutions in almost all time-steps of the tested drive cycles. However, if the output
of the controller is detected to be unfeasible, a control rule located after the predictive
controller, forces the system to idle the SC and solely use the battery like any conventional
EV. Further analysis are needed to theoretically analyze the stability of the proposed
NMPC controllers.
Component-in-the-Loop testing: After MIL simulations and HIL testing are per-
formed, the next step for controller evaluation is known as Component-in-the-Loop testing
where the high-fidelity model of the system, embedded in the real-time simulator, is ex-
changed in whole or partially with the actual system of interest i.e. battery and/or SC.
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