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Abstract: A new routine is proposed to relate Loop Quant Cosmology (LQC) to Loop Quantum Gravity
(LQG) from the perspective of effective dynamics. We derive the big-bang singularity resolution and big
bounce from the first principle of full canonical LQG. Our results are obtained in the framework of the re-
duced phase space quantization of LQG. As a key step in our work, we derive with coherent states a new
discrete path integral formula of the transition amplitude generated by the physical Hamiltonian. The semi-
classical approximation of the path integral formula gives an interesting set of effective equations of motion
(EOMs) for full LQG. When solving the EOMs with homogeneous and isotropic ansatz, we reproduce the
LQC effective dynamics in µ0-scheme. The solution replaces the big-bang singularity by a big bounce. In the
end, we comment on the possible relation between the µ¯-scheme of effective dynamics and the continuum
limit of the path integral formula.
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1 Introduction
Loop Quantum Gravity (LQG) is a promising attempt toward a non-perturbative and background indepen-
dent theory of quantum gravity (see e.g. [1–3] for reviews). Among many important achievements of LQG,
one of the most profound physical predictions is the resolution of singularities by quantum effects e.g. [4–
17]. It is well-known that the classical theory of Einstein gravity breaks down at singularities, while the
purpose of quantum gravity is to extend the gravity theory to describe the physics of singularities.
The first concrete example of resolving singularity in LQG was made in Loop Quantum Cosmology
(LQC) [4–6] (see e.g. [18–20] for reviews on LQC). LQC applies the quantization procedure of LQG to
the homogeneous and isotropic sector of gravity. The classical symmetry-reduction to the homogeneous
and isotropic sector reduces from infinitely many degrees of freedom (DOFs) of gravity to a single DOF
(the scale factor). Then LQC quantizes the 2-dimensional phase space of cosmology by LQG method and
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imposes Hamiltonian constraint at the quantum level. The quantum dynamics of LQC have been studied
extensively. It has been shown that the quantum evolution of coherent state in LQC gives rise to an effective
equation, which reduces to classical Friedmann equation at low energy density regiem, while modifying
Friedmann equation at high energy density near the big-bang singularity [21]. The solution of effective
equation demonstrates that the big-bang singularity is resolved and replaced by a big bounce, where the
curvature is finite and Planckian. The time evolution of cosmology governed by the LQC effective equation
is often called the effective dynamics.
However LQC, from quantization after classical symmetry-reduction, only takes into account DOFs
that are homogeneous and isotropic, thus fails to predict for instance quantum fluctuations beyond the ho-
mogeneous and isotropic sector [22]. Moreover LQC has been suffered from the long-standing issue on the
relation with the full theory of LQG (see e.g. [23–31] for some earlier works on this perspective). It has not
been clarified if the singularity resolution and big bounce can be derived from the first principle of full LQG.
Symmetry-reduced models of loop quantum black holes share the same issues as LQC.
Our present work partially addresses the above issues of LQC. We propose a new routine to relate
LQC to LQG from the perspective of effective dynamics, and demonstrate the singularity resolution and
big bounce from the first principle of the full canonical LQG. Our results are obtained in the framework of
the reduced phase space quantization of LQG. As a key step in our work, we derive with coherent states a
new discrete path integral formula of the transition amplitude generated by the physical Hamiltonian. The
semiclassical approximation of the path integral formula gives an interesting set of effective equations of
motion (EOMs) of full LQG. When solving the EOMs with homogeneous and isotropic ansatz, we reproduce
the solution of LQC effective dynamics in µ0-scheme. The solution replaces the big-bang singularity by a
big bounce.
Since our framework embeds the cosmological effective dynamics in the path integral formulation of
full LQG, all quantum fluctuations within and beyond the homogenous and isotropic sector are in principle
computable by e.g. perturbative expansion or other non-perturbative methods.
Our work takes advantage of the reduced phase space quantization of LQG [32, 33] and studies the
quantum dynamics given by the full LQG physical Hamiltonian Hˆ defined on the physical Hilbert space H
of Dirac observables. The reduced phase space quantization is based on classical deparametrized models
of gravity such as gravity coupled to dust fields or scalars. Our work takes into account three different
scenarios: gravity coupled to the Brown-Kucharˇ dust, gaussian dust, and massless scalar field [32–37]. In
the quantum theory, we set the Hilbert spaceH = Hγ to be based on a fixed graph γ which is a finite cubic
lattice partitioning 3-torus 1, and define Hˆ to be the non-graph-changing Hamiltonian.
There are two popular Hamiltonians of LQG, based on Giesel-Thiemann’s construction [32, 38], and
the construction by Alesci-Assanioussi-Lewandowski-Makinen (AALM) [39, 40] using scalar curvature op-
erator [41]. Our work analyzes both possibilities.
The seminal works [42–44] tell us that the Hilbert space H has an over-complete basis given by the
complexifier coherent states ψtg, where at each edge e ∈ E(γ)2, the coherent state label g = {g(e)}e∈E(γ) with
g(e) = e−ipa(e)τa/2h(e) = e−ipa(e)τa/2eθa(e)τa/2 ∈ SL(2,C) is the holomorphic coordinate on the LQG phase
space of holonomies h(e) and gauge covariant fluxes pa(e). The dimensionless semiclassicality parameter
t = `2P/a
2 where `2P = ~κ is the Planck scale, and a is a length unit e.g. 1cm. The semiclassical limit is
given by t → 0 or `P  a. Thanks to the overcompleteness and semiclassical properties of coherent states,
and by the standard discretization and coherent state path integral method, the transition amplitude between
gauge invariant coherent states 〈Ψt[g]| exp[− i~ HˆT ] |Ψt[g′]〉 can be written as a discrete path integral formula
(see Section 3 for details) ∫
dh
N+1∏
i=1
dgi ν[g] eS [g,h]/t, (1.1)
1The result is also valid in the case of an infinite space.
2E(γ) and V(γ) denote the set of edges and vertices in γ.
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where the integral is over N + 1 intermediate states gi ∈ SL(2,C)|E(γ)| and h = {hv}v∈V(γ) ∈ SU(2)|V(γ)| (for
ensuring SU(2) gauge invariance). ν[g] is a path integral measure. S [g, h] is the effective action for LQG
extracted from the path integral:
S [g, h] =
N+1∑
i=0
K (gi+1, gi) − iκa2
N∑
i=1
∆τ
〈
ψtgi+1 |Hˆ|ψtgi
〉〈
ψtgi+1 |ψtgi
〉 (1.2)
K (gi+1, gi) =
∑
e∈E(γ)
[
zi+1,i(e)2 − 12 pi+1(e)
2 − 1
2
pi(e)2
]
(1.3)
The discretization step ∆τ = T/N is arbitrarily small while N is arbitrarily large. Here zi+1,i(e) relates to
gi(e), gi+1(e) by zi+1,i(e) = arccosh( 12 tr[gi+1(e)
†gi(e)]). S [g, h] depends on h through g0 = g′h = h−1s(e){g′(e)ht(e)}e∈E(γ)
where g′ is the initial data. gN+2 = g is the final data.
To our knowledge, this path integral formula Eq.(1.1) of the full LQG hasn’t been derived before,
although it has been motivated in e.g. [45, 46]. It should shed light on the relation between canonical
LQG and Spinfoam formulation. Interestingly in the scenario of gravity coupled to scalar field and AALM
Hamiltonian, this path integral formula should be the coherent state representation of the spinfoam model in
[47] if their model was defined with a non-graph-changing Hamiltonian.
The path integral formula in the context of LQC is studied in [48–51]. The coherent state path integral
is applied to LQC in [52].
The discrete path integral Eq.(1.1) is well-defined as a finite integral as far as N is finite (although
arbitrarily large). The semiclassical limit t → 0 motivates us to apply the stationary phase approximation.
The integral is dominated by contributions from solutions of the EOM obtained from the variational principle
δS [g, h] = 0. We propose that the cosmological effective dynamics should emerge from solutions of EOM
given by the path integral of full LQG. Here the EOM may be (a) the classical EOM obtained from the
stationary phase approximation, or (b) the quantum EOM derived from the quantum effective action which
includes all quantum corrections. Our work focuses on the proposal (a).
The EOMs from the semiclassical approximation of the path integral Eq.(1.1) is derived in Section 4:
In the continuous time approximation ∆τ→ 0, we obtain
• For i = 1, · · · ,N, at every edge e ∈ E(γ),
zi+1,i(e) tr
[
τagi+1(e)†gi(e)
]
√
xi+1,i(e) − 1
√
xi+1,i(e) + 1
−
pi(e) tr
[
τagi(e)†gi(e)
]
sinh(pi(e))
=
iκ∆τ
a2
∂H
[
gεi
]
∂εa(e)
∣∣∣∣∣∣
~ε=0
(1.4)
• For i = 2, · · · ,N + 1, at every edge e ∈ E(γ),
zi,i−1(e) tr
[
τagi(e)†gi−1(e)
]
√
xi,i−1(e) − 1
√
xi,i−1(e) + 1
−
pi(e) tr
[
τagi(e)†gi(e)
]
sinh(pi(e))
= − iκ∆τ
a2
∂H
[
gεi
]
∂ε¯a(e)
∣∣∣∣∣∣
~ε=0
. (1.5)
• The closure condition at every vertex v ∈ V(γ) for initial data:
−
∑
e,s(e)=v
pa1(e) +
∑
e,t(e)=v
Λab
(
~θ1(e)
)
pb1(e) = 0. (1.6)
In the above, zi+1,i(e) and xi+1,i(e) are given by zi+1,i(e) = arccosh
(
xi+1,i(e)
)
, xi+1,i(e) = 12 tr
[
gi+1(e)†gi(e)
]
. The
initial and final conditions are given by g1 = g′h and gN+1 = g. H[gε] is the classical physical Hamiltonian
discretized on the lattice γ, and evaluated at the phase space point gε(e) = g(e)eε
a(e)τa . Λab(~θ) ∈ SO(3) is
given by eθ
aτa/2τae−θaτa/2 = Λab(~θ)τ
b.
We may call Eqs.(1.4), (1.5), and (1.6) effective equations if we call S [g, h] the effective action. These
effective equations are interesting because
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• They govern the semiclassical dynamics of full LQG, and are valid for all dynamical scenarios/spacetimes.
• All ingredients of the equations are explicitly computable. The equations are solvable analytically
or numerically. In particular, Eqs.(1.4) and (1.5) are dynamical evolution equations with natural dis-
cretization implied by LQG. They are ready for numerically simulation and can relate to numerical
relativity.
• Quantum correction can be computed (by perturbative expansion or other non-perturbative methods)
since these equations are derived from path integral formula. In contrast of the LQC effective dynam-
ics, we can take into account all quantum fluctuations in our framework.
In Sections 5 and 6, we apply the above effective EOMs to cosmology. To search for the cosmological
solution, we insert the following ansatz respecting the homogeneous and isotropic symmetries
gi(eI(v)) = e(θi−ipi)
τI
2 , (1.7)
where θi and pi are constants on every spatial slice, and relates to holonomies and fluxes by
hi(eI(v)) ≡ hi(I) = eθiτI/2 pai (eI(v)) ≡ pai (I) = pi δaI . (1.8)
EOMs (1.4), (1.5), and (1.6) are simplified by the above ansatz, and interestingly reproduces the LQC
effective equations in µ0-scheme. The solution resolves big-bang singularity in all scenarios of gravity
coupled to the Brown-Kucharˇ dust, Gaussian dust, and massless scalar. The big-bang singularity is replaced
by an (time-refection) unsymmetric bounce in the case of the Giesel-Thiemann’s Hamiltonian. The bounce
is symmetric in the case of Alesci-Assanioussi-Lewandowski-Makinen’s Hamiltonian.
The above summarizes our strategy to derive the cosmological effective dynamics and singularity res-
olution in full LQG from top to down. We would like to mention that our work is inspired by the work by
Dapor and Liegener [27] where they propose the LQC effective dynamics to be generated by the cosmo-
logical coherent state expectation value of Hˆ of full LQG, and demonstrate the unsymmetric bounce (their
effective equation coincides with the one proposed earlier by Ding, Ma, and Yang in [53]). However in their
scheme, the relation with the full LQG relies on the conjecture of existing dynamically stabled coherent
state. But this conjecture is difficult to verify. It is usually difficult to find dynamically stable coherent state
in interacting quantum field theories. However lessons from quantum field theory indicate that path integral
should be the most powerful tool for studying effective theories. Our work suggests to use path integral
for deriving effective dynamics in LQG and bypassing the difficulty of finding dynamically stable coherent
state.
In Section 8, we compute the contribution of the cosmological solutions to the transition amplitude in
the semiclassical approximation, and show that in a formal continuum limit of the lattice γ, the contribution
is independent of the choice of Hamiltonian.
The cosmological effective dynamics obtained here correspond to the µ0-scheme of LQC. It is known
that in LQC, the µ0-scheme suffers the problem that the bounce may happen at low critical density (or large
critical volume), and the better scheme is the µ¯-scheme where the critical density is Plankian (see e.g. [5, 8]).
In Section 9, we comment on the problem of µ0-scheme from the full LQG point of view, and suggest that
if we take into account of the continuum limit of the lattice γ, the critical density should be always high
in our framework. However the continuum limit requires to take non-perturbative quantum corrections into
consideration, and is beyond the scope of this paper (see some recent work e.g. [54–57] on the continuum
limit in LQG). We propose that the µ¯-scheme should relate to the quantum effective EOM, which may be
derived from the quantum effective action of our path integral.
The architecture of this paper is the following: Firstly in Section 2 we review briefly some key results
and tools in the reduced phase space quantization of LQG and complexifier coherent states. Section 3 derives
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the path integral formula from the transition amplitude of full LQG. Section 4 derives the effective EOMs
of full LQG from the variational principle. Section 5 studies the effective EOMs with the homogeneous and
isotropic ansatz. Section 6 derives the cosmological effective equations with different choices of Hamiltoni-
ans. Section 7 obtains the solution with singularity resolution and unsymmetric/symmetric bounce. Section
8 computes the on-shell action and the semiclassical approximation of the transition amplitude. Section 9
discusses the relation between the continuum limit and effective dynamics in µ¯-scheme, as well as a few
other future perspectives.
2 Preliminaries
2.1 Reduced phase space quantization of LQG
Several models have been proposed to introduce scalar material reference frame and deparametrize GR into
systems with physical Hamiltonians (see e.g. [32–35, 39, 58]). The deparametrization procedure solves
Hamiltonian and diffeomorphism constraints classically and construct models in terms of Dirac observables.
These models have physical time evolution generated by physical Hamiltonian. LQG quantization of these
models bypass the standard difficulty of solving quantum Hamiltonian constraint, because Hilbert spaces
and operators are resulting from quantizing Dirac observables.
Among models of deparametrized GR, our analysis takes into account 3 different scenarios: the Brown-
Kucharˇ dust, Gaussian dust, and massless scalar field: Firstly, we denote by S BKD and S GD the dust actions
of Brown-Kucharˇ and Gaussian dust models [32–35]:
S BKD[ρ, gµν,T, S j,W j] = −12
∫
d4x
√| det(g)| ρ [gµνUµUν + 1], Uµ = −∂µT + W j∂µS j, (2.1)
S GD[ρ, gµν,T, S j,W j] = −
∫
d4x
√| det(g)| [ρ
2
(
gµν∂µT∂νT + 1
)
+ gµν∂µT
(
W j∂νS j
)]
, (2.2)
where T, S j=1,2,3 form the dust reference frame, and ρ, W j are Lagrangian multipliers. When we couple
either S BKD or S GD to Einstein gravity and carry out the Hamiltonian analysis [33], the total Hamiltonian
and diffeomorphism constraints can be cast in the following form (α = 1, 2, 3)
Ctot = P + h(p, q, ∂αT ), (2.3)
Ctotj = P j + S
α
j
[
Cα(p, q) + P∂αT
]
, (2.4)
which are strongly Poisson commutative. S αj is the inverse matrix of ∂αS
j (α = 1, 2, 3), P, P j are momenta
conjugate to T, S j, and p, q denote canonical variables of gravity. Cα are the diffeomorphism constraint of
gravity. The classical constraints Ctot = Ctotj = 0 are solved by P = −h and P j = −S αj
[
Cα(p, q) + P∂αT
]
.
Gauge invariant Dirac observables are constructed relationally by parametrizing gravity variables with values
of dust fields T (x) ≡ τ, S j(x) ≡ σ j, e.g. p(σ, τ) = p(x)|T (x)≡τ, S j(x)≡σ j and q(σ, τ) = q(x)|T (x)≡τ, S j(x)≡σ j , where
σ, τ are physical space and time coordinates in the dust frame.
We choose gravity canonical variables as su(2) Ashtekar-Barbero connection Aaj (σ, τ) and densitized
triad E ja(σ, τ). Both Aaj (σ, τ) and E
j
a(σ, τ) are Dirac observables (a = 1, 2, 3 is the su(2) index and j = 1, 2, 3
is the coordinate index in S). They satisfy the Poisson bracket {Eia(σ, τ), Abj (σ′, τ)} = 12κβδijδbaδ3(σ,σ′)
where β is the Barbero-Immirzi parameter and κ = 16piG. The phase space P of Aaj (σ, τ), E ja(σ, τ) is free of
Hamiltonian and diffeomorphism constraints, and all phase space functions are Dirac observables.
As an important Dirac observable, the physical Hamiltonian is given by integrating h on the constant
T = τ slice S: H = ∫S d3σ h|∂αT=0 [32, 33],
Brown-Kucharˇ dust: H =
∫
S
d3σ
√√
C(σ, τ)2 − 1
4
3∑
j=1
C j(σ, τ)C j(σ, τ), (2.5)
Gaussian dust: H =
∫
S
d3σC(σ, τ). (2.6)
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The constant τ slice S is coordinated by the value of dust scalars S j = σ j thus is often referred to as the dust
space [32, 33]. The physical Hamiltonian H generates the τ-time evolution:
d f
dτ
= {H, f } , (2.7)
for all phase space function f of Aaj (σ, τ) and E
j
a(σ, τ). In either the Brown-Kucharˇ or the Gaussian
dust model, H relates to the Hamiltonian and diffeomorphism constraints C(σ, τ),C j(σ, τ) evaluated on S.
C(σ, τ),C j(σ, τ) are in terms of Aaj (σ, τ) and E
j
a(σ, τ):
C = − 2
κ
√
det(q)
tr
(
F jk
[
E j, Ek
])
+
2(1 − sβ2)
κ
√
det(q)
tr
([
K j,Kk
] [
E j, Ek
])
, (2.8)
C j = − 2
κ
√
det(q)
tr
(
τ jFkl
[
Ek, El
])
. (2.9)
where E j = E jaτa/2, K j = Kaj τ
a/2 is the extrinsic curvature, and F jk = Fajkτ
a/2 is the curvature of A j =
Aajτ
a/2. τa = −i(Pauli matrix)a. s = 1 or −1 corresponds respectively to the Euclidean or Lorentzian
signature.
The gravity-dust models only deparametrize the Hamiltonian and diffeomorphism constraints, while
the SU(2) Gauss constraint D jE j = 0 still has to be imposed to the classical phase space. In addition,
we impose some non-holonomic constraints to the phase space. In the Brown-Kucharˇ dust model, solving
Ctot = Ctotj = 0 restricts C(σ, τ)
2 − 14
∑3
j=1 C j(σ, τ)C j(σ, τ) ≥ 0. In the Gaussian dust model, we split the
phase space P into two sector C(σ, τ) ≥ 0 and C(σ, τ) < 0, where we can write H = ∫S d3σ |C(σ, τ)| and
H = − ∫S d3σ |C(σ, τ)| respectively. Note that since we consider the dust is the only matter coupling to
gravity, we work with physical Brown-Kucharˇ dust with positive energy density in order to fulfill the energy
condition. We also choose the physical time τ to flow backward in order to make H positive (see [59] for
details).
A real massless scalar field coupling to gravity is another interesting deparametrized model for reduced
phase space quantization. We minimally couple the following scalar field action to gravity:
S φ[gµν, φ] = −12
∫
d4x
√| det(g)| gµν∂µφ ∂νφ. (2.10)
Similar to T in the above dust models, the value of the real scalar φ(x) = τ plays the role of the physical time
variable. Canonical variables of gravity are parametrized by the physcical time τ: p(~x, τ) = p(x)|φ(x)≡τ and
q(~x, τ) = q(x)|φ(x)≡τ. The total Hamiltonian and diffeomorphism constraints can be written as
Ctot = pi − h(p, q), h(p, q) =
√
s
√
det(q) C +
√
det(q)
√
C2 − qαβCαCβ
Ctotα = Cα + pi∂αφ, (2.11)
where pi is the momentum conjugate to φ. The Hamiltonian constriant is solved simply by pi = h(p, q). We
obtain the physical Hamiltonian [36, 37]:
Gravity-scalar : H = −
∫
S
d3x
√
s
√
det(q) C +
√
det(q)
√
C2 − qαβCαCβ. (2.12)
where S is again the constant τ slice. There is no analog of S j to solve the diffeomorphism constraint since
we only have a single scalar field. Therefore we have to impose the diffeomorphism constraint in addition to
the Gauss constraint to the phase space P and solve them at the quantum level. We have to imposes again the
non-holonomic constraint that the quantities under the square-roots are non-negative. We remove the overall
minus sign by a refection of time τ→ −τ.
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The above classical theory can be quantized in the LQG framework. In this work, we assume topologi-
cally S ' T 3 and define the quantum theory on a cubic lattice γ as a partition of S (sets of edges and vertices
are denoted by E(γ) and V(γ)). Edges in γ are oriented such that every vertex v connects to 3 outgoing
edges eI(v) (oriented toward the I = 1, 2, 3 spatial directions) and 3 incoming edges eI(v − Iˆ). The physical
Hamiltonian is going to be quantized as a non-graph-changing operator Hˆ. In LQG, we use the following
holonomy and gauge covariant flux variables at every e ∈ E(γ):
h(e) := P exp
∫
e
A, pa(e) := − 1
2βa2
tr
[
τa
∫
S e
εi jkdσi ∧ dσ j h (ρe(σ)) Ekb(σ)τb h (ρe(σ))−1
]
, (2.13)
where S e is a 2-face in the dual lattice γ∗, and ρe(σ) ⊂ S e is a path starting at the begin point of e and
traveling along e until e ∩ S e, then running in S e until x. a is a length unit for making pa(e) dimensionless.
In the quantum theory, the Hilbert space Hγ is spanned by gauge invariant functions of all h(e)’s on γ,
and is a proper subspace of H0γ = ⊗eL2(SU(2)). hˆ(e) becomes multiplication operators on functions, while
pˆa(e) = it Rˆae/2 where Rˆ
a
e is the right invariant vector field on SU(2): R
a f (h) = ddε
∣∣∣
ε=0 f (e
ετa h). t = `2p/a
2 is a
dimensionless semiclassicality parameter (`2p = ~κ). They satisfy the commutation relation:[
hˆ(e), hˆ(e′)
]
= 0[
pˆa(e), hˆ(e′)
]
= itδe,e′
τa
2
h(e′)[
pˆa(e), pˆb(e′)
]
= −itδe,e′εabc pc(e′). (2.14)
The (non-graph-changing) physical Hamiltonian operators Hˆ of dust models are given by [32]:
Hˆ =
∑
v∈V(γ)
[
Mˆ†−(v)Mˆ−(v)
]1/4
Mˆ−(v) = Cˆ †v Cˆv −
α
4
Cˆ †j,vCˆ j,v, α =
1, Brown-Kucharˇ dust,0, Gaussian dust. (2.15)
where Cˆv, Cˆ j,v quantize C(σ, τ),C j(σ, τ) and preserve the graph γ. The Hamiltonian operator Hˆ is positive
semi-definite and self-adjoint because Mˆ†−(v)Mˆ−(v) is manifestly positive semi-definite and Hermitian, there-
fore admits a self-adjoint extension. Hˆ quantizes the classical Hamiltonian H in Eqs.(2.5) in the phase space
with the non-holonomic constraint C(σ, τ)2 − 14C j(σ, τ)C j(σ, τ) ≥ 0 for the Brown-Kucharˇ dust model. For
the Gaussian dust model, Hˆ quantizes
∫
S d
3σ|C(σ, τ)| and removes the overall minus sign in the phase space
sector C(σ, τ) < 0 by flipping τ→ −τ.
For the deparametrized model with scalar field, we have to solve the diffeomophism constraint at the
quantum level by averaging over the diffeomorphism group on S [1–3, 60]. In this context, we promoteHγ
toHDi f f ,γ of diffeomorphism invariant states
ηDi f f (ψγ) =
1
|GS γ|
∑
ϕ1∈Di f f /Di f fγ
∑
ϕ2∈GS γ
Uϕ1 Uϕ2ψγ. (2.16)
where ψγ ∈ Hγ is a cylindrical function, and Uϕ is the unitary operator representing diffeomorphisms. Di f fγ
denotes the subgroup of diffeomorphisms leaving γ invariant, while GS γ ⊂ Di f fγ is the graph symmetry
group. The resulting diffeomorphism invariant state ηDi f f (ψγ) depends on the equivalence class of γ gener-
ated by diffeomorphisms acting on the cubic lattice. The inner product of HDi f f ,γ between diffeomorphism
invariant states is defined by〈
ηDi f f (ψγ), ηDi f f (ψ′γ)
〉
Di f f
=
1
|GS γ|
∑
ϕ1∈Di f f /Di f fγ
∑
ϕ2∈GS γ
〈Uϕ1 Uϕ2ψγ|ψ′γ〉Hγ . (2.17)
In quantizing the physical Hamiltonian Eq.(2.12), we set Cα = 0 since Hˆ is defined on diffeomorphism
invariant states. The Hamiltonian operator is given by
Gravity-scalar: Hˆ =
∑
v∈V(γ)
(
VˆvCˆ†vCˆvVˆv
)1/4
, (2.18)
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which preserves the graph γ and is defined on HDi f f ,γ: Hˆ ηDi f f (ψγ) = ηDi f f (Hˆψγ) by the diffeomorphism
invariance UϕHˆU−1ϕ = Hˆ. VˆvCˆ
†
vCˆvVˆv is manifestly positive semi-definite and Hermitian, therefore admits a
self-adjoint extension and guarantees the self-adjointness of Hˆ. The above Hˆ applies a different operator-
ordering comparing to [36, 61], and doesn’t require Cˆv to be self-adjoint.
In Sections 3, 4, and 5, we are going to derive path integral formula and effective equations of motion
in full LQG, with the application to homogeneous and isotropic cosmology. Our discussions there are in
general and valid for all choices of Hˆ (from different deparametrized models and from different choices of
regularization, operator ordering, etc), while we only require that Hˆ is self-adjoint and its coherent state
expectation value gives the correct semiclassical limit. In Section 6, we will insert concrete expressions of
Hˆ and analyze their implications in cosmology.
2.2 Coherent states
The complexifier coherent state in LQG [42, 62, 63] provides a useful tool for the semiclassical analysis of
the quantum theory, and will be employed in Section 3 to derive a discrete path integral formula from the
unitary time-evolution by the Hamiltonian Hˆ. In the path integral method, the most important property of the
coherent states is the over-compeleteness relation. In addition, they have the following useful properties: 1)
the coherent state label parametrizes LQG phase space, 2) The overlap function behaves as a sharply peaked
Gaussian in phase space. These useful facts of the coherent state is briefly reviewed in this section.
The coherent state associated to a single edge e ∈ E(γ) can be written as a function of h(e) ∈ SU(2):
ψtg(e) (h(e)) =
∑
je∈Z+/2∪{0}
(2 je + 1) e−t je( je+1)/2χ je
(
g(e)h(e)−1
)
(2.19)
where χ j is the SU(2) character at spin- j. The coherent state label g(e) ∈ SL(2,C) is the complexified
holonomy
g(e) = e−ip
a(e)τa/2eθ
a(e)τa/2, pa(e), θa(e) ∈ R3. (2.20)
where eθ
a(e)τa/2 parametrizes the classical holonomy variable in Eq.(2.13). g(e) and g¯(e) are complex coor-
dinates on the LQG phase space of holonomies and fluxes. The coherent state ψtg(e)(h(e)) depends on g(e)
holomorphically.
The above coherent state is not normalized, the normalized coherent state is denoted by
ψ˜tg(e) =
ψtg(e)
||ψtg(e)||
. (2.21)
It is useful to review the overlap amplitude of ψ˜tg(e) [1, 43]:
〈ψ˜tg2(e)|ψ˜tg1(e)〉 '
[
sinh (p1(e)) sinh (p2(e))
p1(e)p2(e)
]1/2 z21(e)
sinh(z21(e))
eK(g2(e),g1(e))/t, (2.22)
K (g2(e), g1(e)) = z21(e)2 − 12 p2(e)
2 − 1
2
p1(e)2, z21(e) = arccosh
(
1
2
tr
[
g2(e)†g1(e)
])
(2.23)
where “'” neglects O(t∞) and p1,2(e) =
√
pa1,2(e)p
a
1,2(e) = arccosh(
1
2 Tr[g1,2(e)
†g1,2(e)]). |〈ψ˜tg2(e)|ψ˜tg1(e)〉|
behaves as a Gaussian sharply peaked at g1(e) = g2(e) a width given by |pa1(e)− pa2(e)| ∼ |θa1(e)− θa2(e)| ∼
√
t.
Note that 〈ψ˜tg2(e)|ψ˜tg1(e)〉 is clearly invariant under z21 7→ −z21 which relates to the Weyl refection of SU(2). We
fix the sign ambiguity of z21 by using the inverse hyperbolic cosine function, so Re(z21) ≥ 0. Our convention
for the inverse hyperbolic cosine is arccosh(x) = ln(x +
√
x + 1
√
x − 1).
It is important that at every edge e, the normalized coherent states form an over-complete basis in
He = L2(SU(2)) [43]:∫
GC
dg(e) |ψ˜tg(e)〉〈ψ˜tg(e)| = 1He , dg(e) =
c
t3
dµH(h(e)) d3 p(e), c =
2
pi
+ o(t∞) (2.24)
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where dµH(h) is the Haar measure on SU(2).
The matrix elements of operators pˆa(e) and hˆ(e) with respect to coherent states are computed in [44]
and shown to satisfy the anticipated semiclassical properties:∣∣∣〈ψ˜tg2(e)| pˆa(e)|ψ˜tg1(e)〉 − pa1(e)〈ψ˜tg2(e)|ψ˜tg1(e)〉∣∣∣ ≤ t fp (~p1(e), ~p2(e)) ∣∣∣〈ψ˜tg2(e)|ψ˜tg1(e)〉∣∣∣∣∣∣〈ψ˜tg2(e)|hˆ(e)|ψ˜tg1(e)〉 − h1(e)〈ψ˜tg2(e)|ψ˜tg1(e)〉∣∣∣ ≤ t fh (~p1(e), ~p2(e)) ∣∣∣〈ψ˜tg2(e)|ψ˜tg1(e)〉∣∣∣ , (2.25)
where the bounds are proportional to the semiclassicality parameter t, and fh(~p1, ~p2), fp(~p1, ~p2) are functions
which grow no faster than exponentials as ~p1,2 going large.
We make the tensor product over all e ∈ E(γ) to define coherent states inH0γ ,
ψtg =
⊗
e∈E(γ)
ψtg(e). (2.26)
The (unnormalized) gauge invariant coherent state Ψt[g] is defined by group averaging the SU(2) gauge trans-
formations [42]:
Ψt[g](h) = PSU(2) ψ
t
g(h) =
∫
SU(2)|V(γ)|
∏
v∈V(γ)
dµH(hv)
∏
e∈E(γ)
ψtg(e)
(
hs(e)h(e)h−1t(e)
)
=
∫
SU(2)|V(γ)|
∏
v∈V(γ)
dµH(hv)
∏
e∈E(γ)
ψth−1s(e)g(e)ht(e)
(h(e)) (2.27)
where PSU(2) is the projection from H0γ onto the Hilbert space Hγ of gauge invariant states. s(e) and t(e)
are source and target of the edge e. Ψt[g](h) is labelled by the equivalence class [g] generated by gauge
transformations g(e) 7→ gh(e) ≡ h−1s(e)g(e)ht(e). We may write Eq.(2.27) as
|Ψt[g]〉 =
∫
dh |ψtgh〉, where dh =
∏
v∈V(γ)
dµH(hv),
∣∣∣∣ψtgh〉 = ⊗
e∈E(γ)
∣∣∣∣∣ψth−1s(e)g(e)ht(e)〉 . (2.28)
3 Coherent state path integral
The unitary time-evolution by the physical Hamiltonian defines the transition amplitude A[g],[g′] between a
pair of gauge invariant coherent states Ψt[g],Ψ
t
[g′]:
A[g],[g′] :=
〈
Ψt[g]
∣∣∣ U(τ) ∣∣∣Ψt[g′]〉Hγ , U(τ) := exp (− i~τHˆ
)
. (3.1)
In the context of deparametrized model with scalar field, the amplitude is defined inHDi f f ,γ. The above Ψt[g]
has to be replaced by the diffeomorphism average:
ADi f f ;[g],[g′] :=
1
|GS γ|
∑
ϕ1∈Di f f /Di f fγ
∑
ϕ2∈GS γ
〈
Uϕ1 Uϕ2Ψ
t
[g]
∣∣∣ U(τ) ∣∣∣Ψt[g′]〉Hγ
=
1
|GS γ|
∑
ϕ2∈GS γ
〈
Uϕ2Ψ
t
[g]
∣∣∣ U(τ) ∣∣∣Ψt[g′]〉Hγ (3.2)
In the above average, only trivial ϕ1 give nonzero term in the sum since the Hamiltonian is non-graph-
changing. Thus ADi f f ;[g],[g′] is a finite sum over GS γ (graph symmetry group of the finite cubic lattice) of
A[g],[g′] in Eq.(3.1).
We focus on computing A[g],[g′]. The gauge invariance of Hˆ implies [PSU(2),U(τ)] = 0. We can write
A[g],[g′] in terms of non-gauge-invariant coherent states ψtg, ψ
t
gh and the inner product 〈·|·〉 ofH0γ :
A[g],[g′] =
〈
ψtg
∣∣∣ PSU(2)U(τ)PSU(2) ∣∣∣ψtg′〉 = ∫ dh 〈ψtg∣∣∣ U(τ) ∣∣∣∣ψtg′h〉 (3.3)
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where we have used P2SU(2) = PSU(2) and Eq.(2.28). The above integrand can be computed by discretizing
the time τ into N steps, where N can be arbitrarily large:〈
ψtg
∣∣∣ U(τ) ∣∣∣∣ψtg′h〉 = 〈ψtg∣∣∣ [e− i~∆τHˆ]N ∣∣∣∣ψtg′h〉 , where ∆τ = T/N,
=
∫
dgN+1 · · · dg1〈ψtg|ψ˜tgN+1〉〈ψ˜tgN+1
∣∣∣e− i~∆τHˆ∣∣∣ψ˜tgN 〉〈ψ˜tgN ∣∣∣e− i~∆τHˆ∣∣∣ψ˜tgN−1〉 · · · 〈ψ˜tg2 ∣∣∣e− i~∆τHˆ∣∣∣ψ˜tg1〉〈ψ˜tg1 |ψtg′h〉 (3.4)
where we have inserted N + 1 overcompleteness relations inH0γ :∫
dgi |ψ˜tgi〉〈ψ˜tgi | = 1H0γ , dgi =
( c
t3
)|E(γ)| ∏
e∈E(γ)
dµH(hi(e)) d3 pi(e), i = 1, · · · ,N − 1. (3.5)
Following the standard coherent state functional integral method, we let N arbitrarily large thus ∆τ
arbitrarily small. U(∆τ) is a strongly continuous unitary group and [U(∆τ)|ψ〉 − |ψ〉]/∆τ → − i
~
Hˆ |ψ〉, so
εˆ
(
∆τ
~
)
:= ~
∆τ
[U(∆τ) − 1 + i∆τ
~
Hˆ] satisfies the strong limit εˆ
(
∆τ
~
)
|ψ〉 → 0 as ∆τ → 0 for all ψ in the do-
main of Hˆ. The coherent state ψ˜tg belongs to the domain of Hˆ, thus εi+1,i
(
∆τ
~
)
= 〈ψ˜tgi+1 |εˆ
(
∆τ
~
)
|ψ˜tgi〉 satisfies
lim
∆τ→0
εi+1,i
(
∆τ
~
)
= 0. We obtain the following relation
〈ψ˜tgi+1
∣∣∣ exp (− i
~
∆τHˆ
) ∣∣∣ψ˜tgi〉 = 〈ψ˜tgi+1 ∣∣∣1 − i∆τ~ Hˆ∣∣∣ψ˜tgi〉 + ∆τ~ εi+1,i
(
∆τ
~
)
= 〈ψ˜tgi+1
∣∣∣ψ˜tgi〉
1 − i∆τ~ 〈ψ˜
t
gi+1
∣∣∣Hˆ∣∣∣ψ˜tgi〉
〈ψ˜tgi+1
∣∣∣ψ˜tgi〉
 + ∆τ~ εi+1,i
(
∆τ
~
)
= 〈ψ˜tgi+1
∣∣∣ψ˜tgi〉 e− i∆τ~ 〈ψ˜tgi+1 |Hˆ|ψ˜tgi 〉〈ψ˜tgi+1 |ψ˜tgi 〉 + ∆τ~ ε˜i+1,i( ∆τ~ ) (3.6)
where
∆τ
~
ε˜i+1,i
(
∆τ
~
)
= ln
1 − i∆τ~ 〈ψ˜
t
gi+1
∣∣∣Hˆ∣∣∣ψ˜tgi〉
〈ψ˜tgi+1
∣∣∣ψ˜tgi〉 + ∆τ~ εi+1,i (∆τ/~)〈ψ˜tgi+1 ∣∣∣ψ˜tgi〉
 + i∆τ~ 〈ψ˜
t
gi+1
∣∣∣Hˆ∣∣∣ ψ˜tgi〉
〈ψ˜tgi+1 |ψ˜tgi〉
(3.7)
and satisfy lim
∆τ→0
ε˜i+1,i
(
∆τ
~
)
= 0.
By Eq.(3.6), the amplitude A[g],[g′] can be written as a discrete path integral with an effective action
S [g, h] if we neglect O(t∞) in the integrand:
A[g],[g′] = ||ψtg|| ||ψtg′ ||
∫
dh
N+1∏
i=1
dgi e
− i~
∑N
i=1 ∆τ
[ 〈ψ˜tgi+1 |Hˆ|ψ˜tgi 〉
〈ψ˜tgi+1 |ψ˜
t
gi
〉 +iε˜i+1,i(
∆τ
~ )
]
〈ψ˜tg|ψ˜tgN+1〉
 N∏
i=1
〈ψ˜tgi+1
∣∣∣ψ˜tgi〉
 〈ψ˜tg1 |ψ˜tg′h〉
= ||ψtg|| ||ψtg′ ||
∫
dh
N+1∏
i=1
dgi ν[g] eS [g,h]/t, (3.8)
where
S [g, h] =
N+1∑
i=0
K(gi+1, gi) − iκa2
N∑
i=1
∆τ
 〈ψtgi+1
∣∣∣Hˆ∣∣∣ψtgi〉
〈ψtgi+1 |ψtgi〉
+ iε˜i+1,i
(
∆τ
~
) , g0 ≡ g′h, gN+2 ≡ g, (3.9)
ν[g] =
N+1∏
i=0
∏
e∈E(γ)
[
sinh(pi+1(e))
pi+1(e)
sinh(pi(e))
pi(e)
]1/2 zi+1,i(e)
sinh(zi+1,i(e))
. (3.10)
In the above derivation, we have used the formula Eq.(2.22) of 〈ψ˜tgi+1 |ψ˜tgi〉 with
K(gi+1, gi) =
∑
e∈E(γ)
[
zi+1,i(e)2 − 12 pi+1(e)
2 − 1
2
pi(e)2
]
(3.11)
zi+1,i(e) = arccosh
(
xi+1,i(e)
)
, xi+1,i(e) =
1
2
tr
[
gi+1(e)†gi(e)
]
(3.12)
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and the fact that ||ψtg′h || = ||ψtg′ || does not depend on h. The effective action S [g, h] has been expressed in
terms of unnormalized coherent states since
〈ψ˜tgi+1
∣∣∣Hˆ∣∣∣ ψ˜tgi〉
〈ψ˜tgi+1 |ψ˜tgi〉
=
〈ψtgi+1
∣∣∣Hˆ∣∣∣ψtgi〉
〈ψtgi+1 |ψtgi〉
, (3.13)
which will be useful in deriving equations of motion (EOMs) in the following. Here ν[g] does not depend
on t, so does not involve in the derivation of EOMs.
We remark that by Eq.(3.6), 〈ψ˜tgi+1 | exp
(
− i
~
∆τHˆ
)
|ψ˜tgi〉 is dominated by the overlap amplitude 〈ψ˜tgi+1 |ψ˜tgi〉
as ∆τ is arbitrarily small. 〈ψ˜tgi+1 |ψ˜tgi〉 decays exponentially fast to zero unless gi+1 is within a small neighbor-
hood at gi of radius
√
t. Therefore for sufficiently large N, the dominant contribution to A[g],[g′] comes from
the integral in Eq.(3.8) over a neighborhood where all gi+1 are close to gi (i = 0, · · · ,N). In the following
we focus on this dominant contribution by assuming |~pi − ~pi+1| and |~θi − ~θi+1| to be small and of O(
√
t).
4 Semiclassical approximation and effective equations
Given the integral representation Eq.(3.8), we apply the stationary phase approximation to Eq.(3.8) to study
the semiclassical behavior of the transition amplitude A[g],[g′] as t → 0.
To derive EOMs from the path integral, we apply the variational principle δS [g, h] = 0 for all integration
variables hv, gi(e) (i = 1, · · · ,N + 1). We will send δτ→ 0 and neglect arbitraily small ε˜ contributions to get
the cotinuum limit. First of all, we deform hv → hηv = hv eηavτa with ηav ∈ R. Since only g0 = g′h involves hv,
δhS = 0 gives the following equation at every v ∈ V(g)
−
∑
e,s(e)=v
z10(e) tr
[
g1(e)†τag′h(e)
]
√
x10(e) − 1√x10(e) + 1
+
∑
e,t(e)=v
z10(e) tr
[
τag1(e)†g′h(e)
]
√
x10(e) − 1√x10(e) + 1
= 0. (4.1)
To compute δgS = 0, we deform
gi(e) 7→ gεi (e) = gi(e) eε
a
i (e)τ
a
(4.2)
with εai (e) ∈ C, i = 1, · · · ,N + 1. The variational principle gives the following EOMs at every e ∈ E(γ) for
i = 2, · · · ,N: zi+1,i(e) tr
(
τagi+1(e)†gi(e)
)
√
xi+1,i(e) − 1
√
xi+1,i(e) + 1
−
pi(e) tr
(
τagi(e)†gi(e)
)
sinh(pi(e))
 = iκ∆τa2 ∂∂εai (e)
 〈ψ
t
gi+1
∣∣∣Hˆ∣∣∣ψtgεi 〉
〈ψtgi+1 |ψtgεi 〉

~ε=0
, (4.3)
−
 zi,i−1(e) tr
(
τagi(e)†gi−1(e)
)
√
xi,i−1(e) − 1
√
xi,i−1(e) + 1
−
pi(e) tr
(
τagi(e)†gi(e)
)
sinh(pi(e))
 = iκ∆τa2 ∂∂ε¯ai (e)
 〈ψ
t
gεi
∣∣∣Hˆ∣∣∣ψtgi−1〉
〈ψtgεi |ψ
t
gi−1〉

~ε=0
. (4.4)
where the left-hand sides are ∂εai (e)
[
K(gi+1, gεi ) + K(g
ε
i , gi−1)
]
~ε=0
and ∂ε¯a(e)
[
K(gi+1, gεi ) + K(g
ε
i , gi−1)
]
. We
have neglect arbitrarily small contributions from ε˜i+1,i (∆τ/~). Note that 〈ψtgi+1
∣∣∣Hˆ∣∣∣ψtgεi 〉 and 〈ψtgi+1 |ψtgεi 〉 depend
on εa(e) holomorphically, while 〈ψtgεi
∣∣∣Hˆ∣∣∣ψtgi−1〉 and 〈ψtgεi |ψtgi−1〉 depend on εa(e) anti-holomorphically.
The variation δg1 S = 0 gives z21(e) tr
(
τag2(e)†g1(e)
)
√
x21(e) − 1√x21(e) + 1
−
p1(e) tr
(
τag1(e)†g1(e)
)
sinh(p1(e))
 = iκ∆τa2 ∂∂εa1(e)
 〈ψ
t
g2
∣∣∣Hˆ∣∣∣ψtgε1〉
〈ψtg2 |ψtgε1〉

~ε=0
, (4.5)
z10(e) tr
(
τag1(e)†g′h(e)
)
√
x10(e) − 1√x10(e) + 1
−
p1(e) tr
(
τag1(e)†g1(e)
)
sinh(p1(e))
= 0. (4.6)
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Similarly δgN+1 S = 0 gives
zN+2,N+1(e) tr
(
τag(e)†gN+1(e)
)
√
xN+2,N+1(e) − 1
√
xN+2,N+1(e) + 1
−
pN+1(e) tr
(
τagN+1(e)†gN+1(e)
)
sinh(pN+1(e))
= 0, (4.7)
−
 zN+1,N(e) tr
(
τagN+1(e)†gN(e)
)
√
xN+1,N(e) − 1
√
xN+1,N(e) + 1
−
pN+1(e) tr
(
τagN+1(e)†gN+1(e)
)
sinh(pN+1(e))
 = iκ∆τa2 ∂∂ε¯aN+1(e)
 〈ψ
t
gεN+1
∣∣∣Hˆ∣∣∣ψtgN 〉
〈ψtgεN+1 |ψ
t
gN 〉

~ε=0
.(4.8)
Detailed steps of deriving Eqs.(4.1) - (4.8) are given in Appendix A.
Right-hand sides of Eqs.(4.3) - (4.8) are all infinitesimal or zero since ∆τ is arbitrarily small3, so left-
hand sides must also be infinitesimal or zero for all solutions of these equations. The following quantities:
Da1(gi, g j) =
zi j√
xi j − 1
√
xi j + 1
tr
(
τag†i g j
)
− p j
sinh(p j)
tr
(
τag†jg j
)
(4.11)
Da2(gi, g j) =
zi j√
xi j − 1
√
xi j + 1
tr
(
τag†i g j
)
− pi
sinh(pi)
tr
(
τag†i gi
)
(4.12)
must approach to zero when ∆τ→ 0. And in Eqs.(4.6) and (4.7), D2(g1, g′h) and D1(g, gN+1) strictly vanish.
Lemma 4.1. In a neighborhood where gi, g j are sufficiently close (with their distence of O(
√
t)), Da1(gi, g j) =
0 or Da2(gi, g j) = 0 if and only if gi = g j.
Proof: In the neighborhood, we expand gi = g j[1 + ∆φaτa + O(∆φ2)] in Da1(gi, g j) and g j = gi[1 −
∆φaτa + O(∆φ2)] in Da2(gi, g j). We obtain (see Appendix B for details)
Da1(gi, g j) = M1
a
b(g j) ∆φ¯
b + O(∆φ2), Da2(gi, g j) = M2
a
b(gi) ∆φ
b + O(∆φ2) (4.13)
M1ab(g j) = 2Λ
a
c(~θ j)Λ
b
d(~θ j)
 pcjp j p
d
j
p j
− iεcde pej +
p j cosh(p j)
sinh(p j)
δcd − pcjp j p
d
j
p j
 , (4.14)
M2ab(gi) = 2Λ
a
c(~θi)Λ
b
d(~θi)
 pcipi p
d
i
pi
+ iεcde pei +
pi cosh(pi)
sinh(pi)
δcd − pcipi p
d
i
pi
 , (4.15)
where g j = e−ip
a
jτ
a/2eθ
a
jτ
a/2 and Λab(~θ) ∈ SO(3) is given by eθ
a
jτ
a/2τae−θ
a
jτ
a/2 = Λab(~θ j)τ
b. The matrix M1,2ab(~p j)
is nondegenerate since
det
(
M1,2(g)
)
=
sinh2(p)
p2
, 0. (4.16)
Therefore gi = g j is an isolated root for Da1(gi, g j) = 0 or D
a
2(gi, g j) = 0.

Therefore when we send ∆τ → 0, all solutions of EOMs Eqs.(4.3) - (4.8) must satisfy gi → gi+1 and
|pai − pai+1| ∼ |θai − θai+1| ∼ ∆τ for all solutions of Eqs.(4.3) - (4.8). Moreover Eqs.(4.6) and (4.7) implies
gN+1 = g, and g1 = g′h. (4.17)
3∂εai (e)
〈ψtgi+1
∣∣∣Hˆ∣∣∣ψtgεi 〉 = ∂εai (e) ∫ dh (Hˆ†ψtgi+1 )(h)ψtgεi (h) = ∫ dh (Hˆ†ψtgi+1 )(h) ∂εai (e)ψtgεi (h) since the integral is over a compact space.
Moreover since ψtgε(e)(h(e)) =
∑
je∈Z+/2∪{0}(2 je + 1) e
−t je( je+1)/2χ je
(
g(e) eε
a(e)τa h(e)−1
)
, we have ∂εai (e)ψ
t
gεi
(h)|ε=0 = −Lˆae ψtg(e) (h) where
Lˆae is the left invariant vector field on SU(2) L
a f (h) = ddε
∣∣∣
ε=0 f (h e
ετa ). Lˆae is an anti-hermitian operator on L
2(SU(2)). We obtain
iκ
a2
∂
∂εai (e)
 〈ψ
t
gi+1
∣∣∣Hˆ∣∣∣ψtgεi 〉
〈ψtgi+1 |ψtgεi 〉

~ε=0
= − iκ
a2
 〈ψtgi+1
∣∣∣HˆLˆae ∣∣∣ψtgi 〉
〈ψtgi+1 |ψtgi 〉
− 〈ψ
t
gi+1
∣∣∣Lˆae ∣∣∣ψtgi 〉〈ψtgi+1 ∣∣∣Hˆ∣∣∣ψtgi 〉
〈ψtgi+1 |ψtgi 〉2
 , (4.9)
iκ
a2
∂
∂ε¯ai (e)
 〈ψ
t
gεi
∣∣∣Hˆ∣∣∣ψtgi−1 〉
〈ψtgεi |ψ
t
gi−1 〉

~ε=0
=
iκ
a2
 〈ψtgi
∣∣∣LˆaeHˆ∣∣∣ψtgi−1 〉
〈ψtgi |ψtgi−1 〉
− 〈ψ
t
gi
∣∣∣Lˆae ∣∣∣ψtgi−1 〉〈ψtgi ∣∣∣Hˆ∣∣∣ψtgi−1 〉
〈ψtgi |ψtgi−1 〉2
 . (4.10)
which are clearly finite for arbitrary gi+1, gi, gi−1. So the above quantities times ∆τ are arbitrarily small.
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which set the final and initial conditions for EOMs. The initial condition reduces Eq.(4.1) to the closure
condition at v (see Appendix A for derivation):
−
∑
e,s(e)=v
pa1(e) +
∑
e,t(e)=v
Λab
(
~θ1(e)
)
pb1(e) = 0. (4.18)
where Λab(~θ) ∈ SO(3) is given by eθ
a
jτ
a/2τae−θ
a
jτ
a/2 = Λab(~θ j)τ
b. ~p1(e) is a vector located at the source s(e) of
e, and Λab
(
~θ1(e)
)
parallel transports ~p1(e) from the source s(e) to target t(e).
Letting ∆τ arbitrarily small, we approximate solutions of EOMs by the continuum limit (in the time
direction) ∆τ → 0, which leads to gi → gi+1. In this limit, matrix elements of Hˆ in right-hand sides in
Eqs.(4.3) - (4.5) and (4.8) reduces to expectation values of Hˆ:
Lemma 4.2.
lim
gi→gi+1≡g
∂
∂εai (e)
 〈ψ
t
gi+1
∣∣∣Hˆ∣∣∣ψtgεi 〉
〈ψtgi+1 |ψtgεi 〉

~ε=0
=
∂〈ψ˜tgε
∣∣∣Hˆ∣∣∣ ψ˜tgε〉
∂εa(e)
∣∣∣∣∣∣
~ε=0
(4.19)
lim
gi−1→gi≡g
∂
∂ε¯ai (e)
 〈ψ
t
gεi
∣∣∣Hˆ∣∣∣ψtgi−1〉
〈ψtgεi |ψ
t
gi−1〉

~ε=0
=
∂〈ψ˜tgε
∣∣∣Hˆ∣∣∣ ψ˜tgε〉
∂ε¯a(e)
∣∣∣∣∣∣
~ε=0
. (4.20)
Proof: Firstly we have
∂
∂εa(e)
〈ψtgε
∣∣∣Hˆ∣∣∣ψtgε〉 = ∂∂εa(e)
∫
dh (Hˆ†ψtgε )(h)ψ
t
gε (h) =
∫
dh (Hˆ†ψtgε )(h)
∂
∂εa(e)
ψtgε (h) (4.21)
since the integral is over a compact space and (Hˆ†ψtgε )(h) depends on ε
a(e) anti-holomorphically. By
ψtgε(e)(h(e)) =
∑
je∈Z+/2∪{0}(2 je + 1) e
−t je( je+1)/2χ je
(
g(e) eε
a(e)τa h(e)−1
)
, we have
∂
∂εa(e)
ψtgε (h)
∣∣∣∣∣
ε=0
= −Lˆae ψtg(e) (h) (4.22)
where Lˆae is the left invariant vector field on SU(2): L
a f (h) = ddε
∣∣∣
ε=0 f (h e
ετa ). Lˆae is an anti-hermitian operator
on L2(SU(2)). Computing right-hand sides of Eqs.(4.19) and (4.20) is similar to Eqs.(4.9) and (4.10),
∂
∂εa(e)
〈ψtgε
∣∣∣Hˆ∣∣∣ψtgε〉
〈ψtgε |ψtgε〉
∣∣∣∣∣∣
~ε=0
= −〈ψ
t
g
∣∣∣HˆLˆae ∣∣∣ψtg〉
〈ψtg|ψtg〉 +
〈ψtg
∣∣∣Lˆae ∣∣∣ψtg〉〈ψtg ∣∣∣Hˆ∣∣∣ψtg〉
〈ψtg|ψtg〉2 . (4.23)
∂
∂ε¯a(e)
〈ψtgε
∣∣∣Hˆ∣∣∣ψtgε〉
〈ψtgε |ψtgε〉
∣∣∣∣∣∣
~ε=0
=
〈ψtg
∣∣∣LˆaeHˆ∣∣∣ψtg〉
〈ψtg|ψtg〉 −
〈ψtg
∣∣∣Lˆae ∣∣∣ψtg〉〈ψtg ∣∣∣Hˆ∣∣∣ψtg〉
〈ψtg|ψtg〉2 . (4.24)
These results coincide with Eqs.(4.9) and (4.10) when taking the limit gi → gi+1 ≡ g and gi−1 → gi ≡ g.

The non-polynomial nature of Hamiltonian operator Hˆ in LQG makes its matrix elements difficult to
compute. Fortunately by Lemma 4.2, the EOMs with continuous time τ only involve the expectation value
of Hˆ. We require that Hˆ must have the correct semiclassical limit, in the sense that 〈ψ˜tgε
∣∣∣Hˆ∣∣∣ ψ˜tgε〉must recover
the classical discrete Hamiltonian H as a function on the LQG phase space in the semiclassical limit:
〈ψ˜tgε
∣∣∣Hˆ∣∣∣ ψ˜tgε〉 = H [gε] + O(~) (4.25)
Thiemann’s (non-graph-changing) Hamiltonian has been shown to satisfy our requirement [32, 64]. More-
over, classical EOMs derived from ~ → 0 and stationary phase approximation are not sensible to O(~)
corrections. Therefore all expectation values 〈ψ˜tgε
∣∣∣Hˆ∣∣∣ ψ˜tgε〉 can be replaced by the classical Hamiltonian
H[gε] in EOMs.
By the above discussion, EOMs derived from the variational principle δS = 0 reduce to the following
form:
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• For i = 1, · · · ,N, at every edge e ∈ E(γ),
zi+1,i(e) tr
[
τagi+1(e)†gi(e)
]
√
xi+1,i(e) − 1
√
xi+1,i(e) + 1
−
pi(e) tr
[
τagi(e)†gi(e)
]
sinh(pi(e))
=
iκ∆τ
a2
∂H
[
gεi
]
∂εa(e)
∣∣∣∣∣∣
~ε=0
(4.26)
• For i = 2, · · · ,N + 1, at every edge e ∈ E(γ),
zi,i−1(e) tr
[
τagi(e)†gi−1(e)
]
√
xi,i−1(e) − 1
√
xi,i−1(e) + 1
−
pi(e) tr
[
τagi(e)†gi(e)
]
sinh(pi(e))
= − iκ∆τ
a2
∂H
[
gεi
]
∂ε¯a(e)
∣∣∣∣∣∣
~ε=0
. (4.27)
• The closure condition at every vertex v ∈ V(γ) for initial data:
−
∑
e,s(e)=v
pa1(e) +
∑
e,t(e)=v
Λab
(
~θ1(e)
)
pb1(e) = 0. (4.28)
In the above, zi+1,i(e) and xi+1,i(e) are given by
zi+1,i(e) = arccosh
(
xi+1,i(e)
)
, xi+1,i(e) =
1
2
tr
[
gi+1(e)†gi(e)
]
(4.29)
The initial and final conditions are given by g1 = g′h and gN+1 = g. Eqs.(4.26), (4.27), and (4.28) are
referred to as the effective equations since they are derived from the effective action S [g, h]. These effective
equations govern the semiclassical dynamics of full LQG.
5 Application to cosmology
5.1 Homogeneous and isotropic ansatz
We apply the effective equations from full LQG to cosmology and extract solutions that are homogeneous
and isotropic on every spatial slice. We orient edges in the cubic lattice γ such that every vertex v connects
to 3 outgoing edges eI(v) (oriented toward the I = 1, 2, 3 spatial directions) and 3 incoming edges eI(v − Iˆ).
We apply the following homogeneous and isotropic ansatz to the effective equations: At every edge eI(v),
gi(eI(v)) assumes to be independent of v and have the following expression
gi(eI(v)) ≡ gi(I) = e(θi−ipi) τ
I
2 = nI e(θi−ipi)
τ3
2 n†I , (5.1)
where nI=1,2 ∈ SU(2) rotates (0, 0, 1) to (1, 0, 0) or (0, 1, 0) while nI=3 is the identity. i = 0, · · · ,N + 2 labels
time steps as above. θi and pi are constants on every spatial slice, and relates to holonomies and fluxes in
Eq.(2.13) by
hi(eI(v)) ≡ hi(I) = eθiτI/2 pai (eI(v)) ≡ pai (I) = pi δaI (5.2)
in the context of homogeneous and isotropic cosmology. pi is always positive. Changing orientation of
eI → e−1I flips sign of pai (eI), i.e. pai (e−1I ) = −pai (eI).
We may introduce the conventional LQC variables Ci, Pi (often denoted by c, p in LQC literature). We
take into account two possible schemes for the relation between (θi, pi) and (Ci, Pi)
Scheme I : θi = Ciµ, pi =
µ2
a2β
Pi, (5.3)
Scheme II : θi = Ciµ, pi =
Pi
a2β
sin2(µCi/2)
C2i /4
. (5.4)
The scheme II insert Aaj = Cδ
a
j and E
j
a = Pδ
j
a/2 in the expression of gauge covariant flux in Eq.(2.13), in
which we choose h(ρe(x)) from S eI (v) ∩ eI(v) to x = (xI+1, xI+2) ∈ S eI (v) with xI+1, xI+2 ∈ [−µ/2, µ/2] (the
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coordinate index of x is evaluated mod 3) to be h(ρe(x)) = eCx
I+1τI+1/2eCx
I+2τI+2/2 [65], while the scheme I set
h(ρe(x)) = 1 [27]. The constant µ > 0 is the coordinate length of edges in γ and γ∗, and endows cubic lattices
γ, γ∗ a flat fiducial geometry.
|θi − θi−1| ∼ |pi − pi−1| ∼ ∆τ are infinitesimal by the argument below Lemma 4.1 in the last section. In
the continuum limit ∆τ→ 0, we may replace
θi → θ(τ), pi → p(τ), or Ci → C(τ), Pi → P(τ). (5.5)
where τ is the continuous time parameter.
We set the boundary data g consistently:
g(eI(v)) ≡ g(I) = e(θ−ip) τ
I
2 = nI e(θ−ip)
τ3
2 n†I . (5.6)
The final condition in Eq.(4.17) implies
θN+1 = θ, pN+1 = p. (5.7)
Moreover, in order to be consistent with the 2nd boundary condition, we require the boundary data g′ can be
written as Eq.(5.1) up to a gauge transformation by h:
g′h(eI(v)) ≡ g′h(I) = e(θ′−ip′) τ
I
2 = nI e(θ
′−ip′) τ32 n†I , (5.8)
then the initial condition in Eq.(4.17) implies
θ1 = θ
′, p1 = p′. (5.9)
Because the boundary data g in Eq.(5.6) respects the symmetry of the cubic graph γ, we have Uϕ2ψ
t
g =
ψtg thus Uϕ2Ψ
t
[g] = Ψ
t
[g] (Diffeomorphisms Uϕ commute with SU(2) gauge transformations) for all ϕ2 ∈ GS γ
so the diffeomorphism average in Eq.(3.2) is trivial: ADi f f ;[g],[g′] = A[g],[g′].
By the ansatz, Eq.(4.28) reduces to the closure condition of a geometrical squared cube with all 6 areas
equal to p1:
−
3∑
I=1,s(I)=v
p1δaI +
3∑
I=1,t(I)=v
p1δaI = 0, (5.10)
which is automatically satisfied by the homogeneous and isotropic ansatz.
The ansatz gives the following simplifications
zi+1,i(eI(v)) = arccosh
[
1
2
tr
(
e−[(θi+1−θi)+i(pi+1+pi)]
τ3
2
)]
= −iθi+1 − θi
2
+
pi+1 + pi
2
, (5.11)
tr
[
τagi+1(eI(v))†gi(eI(v))
]
= tr
[
τae−[(θi+1−θi)+i(pi+1+pi)]
τI
2
]
= 2i δaI sinh
[
−iθi+1 − θi
2
+
pi+1 + pi
2
]
, (5.12)
Infinitesimal θi+1 − θi and pi > 0 implies Eq.(5.11) and [cosh(zi+1,i) − 1]1/2[cosh(zi+1,i) + 1]1/2 = sinh(zi+1,i).
Effective equations (4.26) and (4.27) at the edge eI(v) reduces to
δaI
[
θi+1 − θi
∆τ
+ i
pi+1 − pi
∆τ
]
=
iκ
a2
∂H[gεi ]
∂εai (eI(v))
∣∣∣∣∣∣
~ε=0
, (5.13)
δaI
[
θi − θi−1
∆τ
− i pi − pi−1
∆τ
]
= − iκ
a2
∂H[gεi ]
∂ε¯ai (eI(v))
∣∣∣∣∣∣
~ε=0
. (5.14)
Here gεi includes perturbations away from the homogeneous and isotropic ansatz:
gεi (eI(v)) = e
(θi−ipi) τI2 eε
a
i (eI (v))τ
a
. (5.15)
Notice that the right hand side of Eq.(5.13)-(5.14) are also independent of vertex v as we shall see later in
Section 6.
Eqs.(5.13) and (5.14) contain diagonals a = I and off-diagonals a , I:
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• The diagonals a = I give time-evolution equations: in the approximation by the continuum limit,[
dθ
dτ
+ i
dp
dτ
]
=
iκ
a2
∂H[gε]
∂εI(eI(v))
∣∣∣∣∣∣
~ε=0
,
[
dθ
dτ
− i dp
dτ
]
= − iκ
a2
∂H[gε]
∂ε¯I(eI(v))
∣∣∣∣∣∣
~ε=0
. (5.16)
where right-hand sides are derivatives of “longitudinal perturbations” εI(eI(v)), ε¯I(eI(v)).
• The off-diagonals a , I give constraint equations at every instant τ:
∂H[gε]
∂εa(eI(v))
∣∣∣∣∣∣
~ε=0
= 0,
∂H[gε]
∂ε¯a(eI(v))
∣∣∣∣∣∣
~ε=0
= 0, a , I, (5.17)
where right-hand sides are derivatives of “transverse perturbations” εa(eI(v)), ε¯a(eI(v)) with a , I.
5.2 Perturbations
Effective equations (5.16) and (5.17) involve perturbations from the homogeneous and isotropic ansatz as in
Eq.(5.15). Since (as it becomes clear in Section 6) H[g] is conveniently expressed in terms of holonomy-flux
variables h(e), pa(e), in computing H[gε] and derivatives, we need to translate perturbations in holomorphic
variables g(e) as Eq.(5.15) to perturbations of h(e), pa(e).
Lemma 5.1. Eq.(5.15) can be rewritten in the polar-decomposition form as Eq.(2.20) where we extract
perturbations of pa, θa:
gε(eI(v)) = e(θ−ip)
τI
2 eε
a(eI (v))τa = e−ip
a(eI (v))τa/2eθ
a(eI (v))τa/2, (5.18)
where pa, θa contains longitudinal perturbations δp‖, δθ‖ and transverse perturbations δpa⊥, δθa⊥ with a =
I + 1, I + 2 mod 3 ,
pa(eI(v)) =
[
p + δp‖(eI(v))
]
δaI + δp
a
⊥(eI(v)), θ
a(eI(v)) =
[
θ + δθ‖(eI(v))
]
δaI + δθ
a
⊥(eI(v)). (5.19)
δp‖, δθ‖ and δpa⊥, δθa⊥ relates to εa up to O(ε2) by
δp‖(eI(v)) = i
[
εI(eI(v)) − ε¯I(eI(v))
]
, δθ‖(eI(v)) = εI(eI(v)) + ε¯I(eI(v)), (5.20)(
δpI+1⊥ (eI(v))
δpI+2⊥ (eI(v))
)
=
ip
sinh(p)
(
cos(θ) − sin(θ)
sin(θ) cos(θ)
) (
εI+1(eI(v)) − ε¯I+1(eI(v))
εI+2(eI(v)) − ε¯I+2(eI(v))
)
, (5.21)(
δθI+1⊥ (eI(v))
δθI+2⊥ (eI(v))
)
=
θ/2
sin(θ/2)
[ (
cos(θ/2) − sin(θ/2)
sin(θ/2) cos(θ/2)
) (
εI+1(eI(v)) + ε¯I+1(eI(v))
εI+2(eI(v)) + ε¯I+2(eI(v))
)
+i tanh(p/2)
(
sin(θ/2) cos(θ/2)
− cos(θ/2) sin(θ/2)
) (
εI+1(eI(v)) − ε¯I+1(eI(v))
εI+2(eI(v)) − ε¯I+2(eI(v))
) ]
. (5.22)
The above linear transformation between εa and δp, δθ is non-degenerate.
Proof: The above result may be obtained straight-forwardly by the polar decomposition of e(θ−ip) τ
I
2 eε
a(eI (v))τa '
e(θ−ip)
τI
2 [1 + εa(eI(v))τa]. However it can also be derived by inserting the ansatz Eq.(5.19) into Eq.(5.18) and
solving δp‖,⊥, δθ‖,⊥ in terms of εa. It amounts to solve the following equations by linearizing the right-hand
side in δp, δθ (we ignore O(ε2)):
εa(eI(v)) = −12 tr
[
τae−(θ−ip)
τI
2 e−ip
a(eI (v))τa/2eθ
a(eI (v))τa/2
]
, a = I, I + 1, I + 2 mod 3 (5.23)
which give Eqs.(5.22) as the solution.

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Applying the above result, the time-evolution equations (5.16) are equivalent to
dθ
dτ
= − κ
a2
∂H[gε]
∂δp‖(eI(v))
∣∣∣∣∣∣
δθ=δp=0
,
dp
dτ
=
κ
a2
∂H[gε]
∂δθ‖(eI(v))
∣∣∣∣∣∣
δθ=δp=0
, (5.24)
while the constraint equations (5.16) are equivalent to
∂H[gε]
∂δpa⊥(eI(v))
∣∣∣∣∣∣
δθ=δp=0
= 0,
∂H[gε]
∂δθa⊥(eI(v))
∣∣∣∣∣∣
δθ=δp=0
= 0, a , I, (5.25)
6 Cosmology effective dynamics
In this section we apply specific definitions of Cˆv and Cˆ j,v to the definition of Hˆ in Eq.(2.15), and insert the
concrete expression of H[g] into the effective equations of cosmology (5.24) and (5.25).
6.1 Euclidean Hamiltonian
We firstly consider the simplest situation with Euclidean Hamiltonian, which corresponds to β = 1 and the
Euclidean signature s = 1, where the Hamiltonian constraint simplifies C = − 2
κ
√
det(q)
tr
(
F jk
[
E j, Ek
])
≡ C0.
The Euclidean Hamiltonian constraint C0 and the diffeomorphism constraint C j can be quantization by [32]:
Cˆµ,v := − 43iβκ`2p/2
∑
s1,s2,s3=±1
s1s2s3 εI1I2I3 Tr
(
τµ hˆ(αv;I1 s1,I2 s2 ) hˆ(ev;I3 s3 )
[
hˆ(ev;I3 s3 )
−1, Vˆv
] )
(6.1)
where µ = 0, j and τ0 is the identity matrix. We still keep β in the derivation since it will be useful later for
the derivation of Lorentzian Hamiltonians. In the above notation, ev;Is is an edge beginning at the vertex v in
positive (s = 1) or negative (s = −1) I-th direction (I = 1, 2, 3): ev;I+ = eI(v) and ev;I− = eI(v − Iˆ)−1. αv;Is,Js′
is the minimal square loop along edges in γ associated with v, ev;Is and ev;Js′ . Vˆv is the volume operator at v:
Vˆv =
(
Qˆ2v
)1/4
, Qˆv = −i
β`2P4
3 εabc Raev;1+ − Raev;1−2 R
b
ev;2+ − Raev;2−
2
Rcev;3+ − Rcev;3−
2
(6.2)
where Rae are right invariant vector fields on SU(2).
For gravity-dust models, the Euclidean Hamiltonian operators are given by
Hˆ =
∑
v∈V(γ)
[
Mˆ†−(v)Mˆ−(v)
]1/4
Mˆ−(v) = Cˆ †0,vCˆ0,v −
α
4
Cˆ †j,vCˆ j,v, α =
1, Brown-Kucharˇ dust,0, Gaussian dust. (6.3)
Given that Mˆ†−(v)Mˆ−(v) is self-adjoint, computing coherent state expectation values of Hˆ reduce to comput-
ing expectation values of Mˆ†−(v)Mˆ−(v) at the leading order in t = `2P/a
2 [44, 64]:
〈ψ˜tg | Hˆ | ψ˜tg〉 =
∑
v∈V(γ)
〈ψ˜tg |Mˆ†−(v)Mˆ−(v)| ψ˜tg〉1/4 + O(t). (6.4)
Expectation values 〈ψ˜tg |Mˆ†−(v)Mˆ−(v)| ψ˜tg〉 can be computed by the semiclassical perturbation expansion in t,
in which the volume operator Vˆv can be replaced by the truncated power expansion at certain 2k + 1 (the
Giesel-Thiemann volume operator):
Vˆv = 〈Qˆv〉2q
1 + 2k+1∑
n=1
(−1)n+1 q(1 − q) · · · (n − 1 + q)
n!
(
Qˆ2v
〈Qˆv〉2
− 1
)n , q = 1/4 (6.5)
where 〈Qˆv〉 = 〈ψtg|Qˆv|ψtg〉. The expansion allows to replace the non-polynomial operator Vˆv by the polyno-
mial operator, where the error is bounded by O(tk+1). By applying the semiclassical property of the coherent
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state in Eq.(2.25), one can show that 〈ψ˜tg |Mˆ†−(v)Mˆ−(v)| ψ˜tg〉 reproduces the (discrete) classical expression at
the leading order in t:
〈ψ˜tg |Mˆ†−(v)Mˆ−(v)| ψ˜tg〉 =
(
C20,v −
α
4
C2j,v
)2
[g] + O(t) (6.6)
where Cµ,v[g] with g(e) = e−ip
a(e)τa/2h(e) is given by replacing all hˆ(e) → h(e) and itRˆae/2 → pa(e) and
replacing commutators to classical Poisson bracket: [·, ·]→ 1i~ {·, ·}.
We plug in the homogeneous and isotropic ansatz of g in Eq.(5.1), and obtain [27, 66]
C0,v[g] =
4a
κ
√
2βp sin2(θ), C j,v[g] = 0, Vv[g] =
a3(βp)3/2
2
√
2
. (6.7)
Therefore,
〈ψ˜tg | Hˆ | ψ˜tg〉 = H[θ, p] + O(t), H[θ, p] =
4a |V(γ)|
κ
√
2βp sin2(θ) for dust models, (6.8)
where |V(γ)| is the total number of vertices in γ. Brown-Kucharˇ dust and Gaussian dust models result in the
same H[g] since C j,v[g] = 0.
〈ψ˜tg | Hˆ | ψ˜tg〉 in the gravity-scalar model can be computed similarly, by the replacement Mˆ− → CˆvVˆv:
〈ψ˜tg | Hˆ | ψ˜tg〉 = H[θ, p] + O(t), H[θ, p] =
√
2 a2|V(γ)|√
κ
βp
√
sin2(θ) for gravity-scalar. (6.9)
We would like to emphasize that, unlike the symmetry reduced models, these cosmological effective
hamiltonians are obtained by imposing the cosmological ansarz after performing the Poisson brackets.
Theorem 6.1. For the Euclidean Hamiltonian of either Brown-Kucharˇ or Gaussian dust models, the cosmo-
logical evolution equations (5.24) are equivalent to
dθ
dτ
= − ∂
∂p
[
4
3a
√
2βp sin2(θ)
]
,
dp
dτ
=
∂
∂θ
[
4
3a
√
2βp sin2(θ)
]
, (6.10)
while the constraint equations (5.25) are satisfied automatically.
For the Euclidean Hamiltonian of gravity-scalar model, the cosmological evolution equations (5.24)
are equivalent to
dθ
dτ
= − ∂
∂p
 √2κ βp3
√
sin2(θ)
 , dpdτ = ∂∂θ
 √2κ βp3
√
sin2(θ)
 , (6.11)
while the constraint equations (5.25) are again satisfied automatically.
Proof: At every vertex v = (x, y, z) ∈ Z3, we expand C0,v[gε] in δp, δθ as in Lemma 5.1 (the computation
uses Mathematica):
4a
κ
√
2βp sin2(θ) + C10,v[θ, p, δθ, δp] + O(δ
2) (6.12)
where C10,v[θ, p, δθ, δp] contains linear terms of δθ and δp, whose explicit form can be found at [67]. We
neglect the quadratic order in δθ, δp because Eqs.(5.24) and (5.25) only involve 1st order derivatives.
The diffeomorphism constraint C j,v[g] = 0 and C j,v[gε] = O(δθ, δp), therefore as far as C0,v[g] =
4a
κ
√
2βp sin2(θ) , 0,
Brown-Kucharˇ/Gaussian dust: H[gε] =
∑
v∈V(γ)
∣∣∣C0,v[gε]∣∣∣ + O(δ2), (6.13)
Gravity-scalar: H[gε] =
∑
v∈V(γ)
√∣∣∣Vv[gε]C0,v[gε]∣∣∣ (6.14)
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The expansion of volume is given by
Vv[gε] =
a3(βp)3/2
2
√
2
+
a3β3/2
√
p
8
√
2
[
δp1‖ (x − 1, y, z) + δp1‖ (x, y, z) + δp2‖ (x, y − 1, z)
+δp2‖ (x, y, z) + δp
3
‖ (x, y, z − 1) + δp3‖ (x, y, z)
]
+ O(δ2) (6.15)
where the linear order only involve δpI‖.
When we sum over all cubic lattice vertices v = (x, y, z) and impose periodic boundary conditions
x + L ∼ x, y + L ∼ y, and z + L ∼ z (we have assumed γ to be a lattice in T 3), all terms in Eq.(6.12) linear to
δθa⊥ cancels between C0,v[gε] at different v’s. C0,v[gε] in Eq.(6.12) has no term linear to δpa⊥. Therefore the
constraint equations (5.25) are satisfied automatically in both gravity-dust and gravity-scalar models.
The hamiltonian density at each vertex enrolls only finite terms of fluxes and holonomies at this vertex
and neighboring vertices. In other words, a perturbation at certain vertex only appears in finite terms of
hamiltonian densities at different vertices. The cancellation happens exactly among these finite hamiltonian
densities (when there is no boundary) when one derives the EOM for certain phase space variable at a given
vertex. So the result is the same in the case of an infinite space.
Moreover we check that for the Brown-Kucharˇ/Gaussian dust,
∂H[gε]
∂δθI‖(x, y, z)
∣∣∣∣∣∣
δθ=δp=0
=
4a
3κ
√
2βp sin(2θ) =
∂
∂θ
[
4a
3κ
√
2βp sin2(θ)
]
,
∂H[gε]
∂δpI‖(x, y, z)
∣∣∣∣∣∣
δθ=δp=0
=
2a
3κ
√
2β
p
sin2(θ) =
∂
∂p
[
4a
3κ
√
2βp sin2(θ)
]
. (6.16)
are both independent of (x, y, z) and I. Eqs.(5.24) imply the following evolution equations
dθ
dτ
= − ∂
∂p
[
4
3a
√
2βp sin2(θ)
]
,
dp
dτ
=
∂
∂θ
[
4
3a
√
2βp sin2(θ)
]
. (6.17)
On the other hand, for the gravity-scalar model,
∂H[gε]
∂δθI‖(x, y, z)
∣∣∣∣∣∣
δθ=δp=0
=
√
2a2βp
3
√
κ
cot(θ)
√
sin2(θ) =
∂
∂θ
 √2a2βp
3
√
κ
√
sin2(θ)

∂H[gε]
∂δpI‖(x, y, z)
∣∣∣∣∣∣
δθ=δp=0
=
√
2a2β
3
√
κ
√
sin2(θ) =
∂
∂p
 √2a2βp
3
√
κ
√
sin2(θ)
 (6.18)
are both independent of (x, y, z) and I. Eqs.(5.24) imply the following evolution equations
dθ
dτ
= − ∂
∂p
 √2κ βp3
√
sin2(θ)
 , dpdτ = ∂∂θ
 √2κ βp3
√
sin2(θ)
 . (6.19)

A careful reader may have noticed that Eqs.(6.10) and (6.11) closely relate to the classical Hamiltonian
evolution given by cosmological Hamiltonian H[g] in Eqs.(6.8) and (6.9), namely Eqs.(6.10) and (6.11) is
equivalent to
dθ
dτ
= − κ
a2
∂
∂p
[
1
3|V(γ)|H[θ, p]
]
,
dp
dτ
=
κ
a2
∂
∂θ
[
1
3|V(γ)|H[θ, p]
]
. (6.20)
If we define a Poisson bracket {p, θ} = κa2 (this Poisson bracket is consistent with Eq.(2.14)), the above
equations can be written as Hamiltonian evolutions d f /dτ = { f , 13H[θ, p]/|V(γ)|} where f is p or θ, or any
function of p, θ.
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Eqs.(6.10) and (6.11) are derived from the full Hamiltonian and its variation H[gε] (see Eq.(6.16)), their
relations to derivatives of cosmological Hamiltonian H[θ, p] need some explanation: Firstly we notice that
the full Hamiltonian H is invariant under the lattice translation v→ v + Iˆ and rotation I → I + 1 mod 3 (since
the underlying smooth expression doesn’t depend on choices of coordinates). Therefore when evaluating at
the homogeneous and isotropic ansatz,
∂H[gε]
∂δθ‖((eI(v))
∣∣∣∣∣∣
δθ=δp=0
and
∂H[gε]
∂δp‖(eI(v))
∣∣∣∣∣∣
δθ=δp=0
(6.21)
are independent of I and v. On the other hand, derivatives ofH[θ, p] are global variations δp‖(eI(v)), δθ‖(eI(v))
over all edges eI(v). Therefore
∂
∂p
[
1
3|V(γ)|H[θ, p]
]
=
1
3|V(γ)|
∑
e∈E(γ)
∂H[gε]
∂δp‖(e)
∣∣∣∣∣∣
δθ=δp=0
=
|E(γ)|
3|V(γ)|
∂H[gε]
∂δp‖(e)
∣∣∣∣∣∣
δθ=δp=0
=
∂H[gε]
∂δp‖(e)
∣∣∣∣∣∣
δθ=δp=0
(6.22)
where |E(γ)| = 3|V(γ)| since every vertex in γ is 6-valent. The relation for the derivative with respect to θ
can be derived similarly. Inserting the above relation in Eq.(5.24) reproduces the evolution equations (6.20).
We may translate the time evolution equations to (C, P) variables. For dust models, the schemes in
Eqs.(5.3) and (5.4) imply
Scheme I :
dP
dτ
=
∂
∂C
hdust(C, P),
dC
dτ
= − ∂
∂P
hdust(C, P), hdust(C, P) =
4β
3
√
2P
sin2(Cµ)
µ2
, (6.23)
Scheme II :
dP
dτ
= βC cot
(
µC
2
) (1
3
C
[
5 cos(µC) + 1
] − 2
3
sin(µC)
µ
) √
P
[
1 − cos(µC)]
C2
,
dC
dτ
= −β sin
2(µC)
3µ
√
C2
P
[
1 − cos(µC)] , (6.24)
where for the scheme I we can extract an “effective cosmology Hamiltonian” hdust(C, P), which coincides
with the standard effective Hamiltonian constraint in LQC (the µ0-scheme). Similarly for the gravity-scalar,
Scheme I :
dP
dτ
=
∂
∂C
hφ(C, P),
dC
dτ
= − ∂
∂P
hφ(C, P), hφ(C, P) =
√
2κ βP
3µ
√
sin2(µC) (6.25)
Scheme II :
dP
dτ
=
√
2κβP
3
[
2 cot(µC) + csc(µC) − 2
µC
] √
sin2(µC),
dC
dτ
= −
√
2κ β
3µ
√
sin2(µC). (6.26)
where for the scheme I we can again extract an “effective cosmology Hamiltonian” hφ(C, P). However the
scheme II cannot lead to Hamiltonian evolution equations in terms of C, P, because in contrast to the scheme
I, C, P are not anymore conjugate variables in the scheme II, by {p, θ} = κa2 . This is different from the
proposal in [65]. In our context the scheme II should be understood as change of variables and not affect the
physics of effective dynamics. We come back to this point in Section 7.
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6.2 Giesel-Thiemann’s Lorentzian Hamiltonian
In Lorentzian signature s = −1 and for an arbitrary β ∈ R, the Hamiltonian constraint C in Eq.(2.8) is
quantized by Thiemann’s method [38] as the following
Cˆv = Cˆ0,v +
1 + β2
2
CˆL,v, Kˆ =
i
~β2
 ∑
v∈V(γ)
Cˆ0,v,
∑
v∈V(γ)
Vv

CˆL,v =
16
3κ
(
iβ`2p/2
)3 ∑
s1,s2,s3=±1
s1s2s3 εI1I2I3 ×
× Tr
(
hˆ(ev;I1 s1 )
[
hˆ(ev;I1 s1 )
−1, Kˆ
]
hˆ(ev;I2 s2 )
[
hˆ(ev;I2 s2 )
−1, Kˆ
]
hˆ(ev;I3 s3 )
[
hˆ(ev;I3 s3 )
−1, Vˆv
] )
. (6.27)
The cosmological coherent state expectation value 〈ψ˜tg|Hˆ|ψ˜tg〉 can be computed similarly as in the last
subsection, by the replacement Cˆ0,v → Cˆv and using the expansion Eq.(6.5) for volume operators
〈ψ˜tg|Hˆ|ψ˜tg〉 = H[θ, p] + O(t),
H[θ, p] =

− 4a|V(γ)|
κ
√
2βp
[
sin2(θ) − 49 1+β
2
β2
sin2(2θ)
]
, for Brown-Kucharˇ/Gaussian dusts
√
2 a2 |V(γ)|√
κ
βp
√
− sin2(θ) + 49 1+β
2
β2
sin2(2θ), for gravity-scalar.
(6.28)
Theorem 6.2. For Giesel-Thiemann’s’s Lorentzian Hamiltonian of either Brown-Kucharˇ/Gaussian dust or
gravity-scalar, the cosmological evolution equations (5.24) are equivalent to
dθ
dτ
= − κ
a2
∂
∂p
[
1
3|V(γ)|H[θ, p]
]
,
dp
dτ
=
κ
a2
∂
∂θ
[
1
3|V(γ)|H[θ, p]
]
, (6.29)
where H[θ, p] is given by Eq.(6.28). The constraint equations (5.25) are satisfied automatically.
Proof: The constraint equations (5.25) follows from a brute-force computation with Mathematica. We
expand Giesel-Thiemann’s Lorentzian Hamiltonian in terms of δp‖, δp⊥ and δθ‖, δθ⊥. This expansion is
done in a CPU+GPU server, and uses the parallel computing environment of Mathematica with 30 parallel
kernels. The computation lasts about 2 hours. The resulting explicit form of the expansion is shown in [67].
Firstly, when we sum over all cubic lattice vertices v = (x, y, z) and impose periodic boundary conditions
x + L ∼ x, y + L ∼ y, and z + L ∼ z, all terms in CL,v[gε] linear to δθa⊥ and δpa⊥ cancels between different v’s.
The situation is similar to the Euclidean Hamiltonian constraint C0,v[gε]. Therefore, the constraint equations
(5.25) are satisfied automatically.
Secondly, expansions of CL,v[gε] (in [67]) and C0,v[gε] (in the proof of Theorem 6.1) show that
∂H[gε]
∂δθI‖(x, y, z)
∣∣∣∣∣∣
δθ=δp=0
= −2a
3κ
√
2β
p
[
sin2(θ) − 4
9
1 + β2
β2
sin2(2θ)
]
=
∂
∂p
[
1
3|V(γ)|H[θ, p]
]
,
∂H[gε]
∂δpI‖(x, y, z)
∣∣∣∣∣∣
δθ=δp=0
= −4a
3κ
√
2βp
[
sin(2θ) − 8
9
1 + β2
β2
sin(4θ)
]
=
∂
∂θ
[
1
3|V(γ)|H[θ, p]
]
. (6.30)
are both independent of (x, y, z) and I. These results can also be obtained from the same argument as for
Eq.(6.22). Eqs.(5.24) and (6.30) gives Eq.(6.29).

The scheme I in Eq.(5.3) relates Eq.(6.29) to the µ0-scheme effective dynamics proposed in [27, 53] (by
a re-definition of β and a constant rescaling of the time parameter)
dP
dτ
=
∂
∂C
h(C, P),
dC
dτ
= − ∂
∂P
h(C, P),
h(C, P) =

− 4β3µ2
√
2P
[
sin2(Cµ) − 49 1+β
2
β2
sin2(2Cµ)
]
for Brown-Kucharˇ/Gaussian dusts
√
2κ βP
3µ
√
− sin2(µC) + 49 1+β
2
β2
sin2(2Cµ) for gravity-scalar.
(6.31)
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6.3 Alesci-Assanioussi-Lewandowski-Makinen’s Hamiltonian
There is a different proposal for the Hamiltonian operator by Alesci-Assanioussi-Lewandowski-Makinen
(AALM) [40, 41], based on a classically equivalent expression of the Hamiltonian constraint:
C = − 1
β2
C0 − 1 + β
2
κβ2
√
det(q) 3R (6.32)
where 3R is the 3d scalar curvature. The operator Cˆ0,v has been constructed above. The idea for construct-
ing a scalar curvature operator is inspired by Regge calculus:
∫
S d
3σ
√
det(q) 3R can be discretized on the
dual cubic lattice γ∗ [68] (edges and 3-cells in γ∗ are denoted by l and v, and every 3-cell v∗ covers a
neighborhood at a unique v ∈ V(γ))∫
S
d3σ
√
det(q) 3R '
∑
l
Ll
2pi − ∑
v,l⊂v
θl(v)
 = ∑
v
∑
l⊂v
Ll
[
2pi
α
− θl(v)
]
, α = 4 (6.33)
where Ll is the edge length, θl(v) is the dihedral angle between 2 faces of v∗ hinged by l, and α is the number
of 3-cells sharing a given l. α = 4 since γ∗ is a cubic lattice.
∑
l⊂v Ll[
2pi
α
− θl(v)] is the local contribution at
v and discretizes
∫
v
d3x
√
det(q) 3R. In the following, we restrict the construction in [41] to the case of cubic
graph. We refer to [41] for detailed discussions about the scalar curvature operator, and generalization to
arbitrary graphs.
We rewrite
∑
l⊂v Ll[
2pi
α
− θl(v)] in terms of the LQG flux variables pa(e):
3Rv =
∑
I,J
∑
s1,s2=±1
Lv(I, s1; J, s2)
(
2pi
α
− pi + arccos
[
~p(ev;Is1 ) · ~p(ev;Js2 )
p(ev;Is1 )p(ev;Js2 )
])
(6.34)
where Lv(I, s1; J, s2) is the edge length in γ∗ determined by 2 cubic faces dual to ev;Is1 , ev;Js2 and is given by
Lv(I, s1; J, s2) =
1
Vv
√
εabc pb(ev;Is1 )pc(ev;Js2 )εab
′c′ pb′ (ev;Is1 )pc′ (ev;Js2 ). (6.35)
~p(ev;Is1 )/p(ev;Is1 ) are viewed as the unit outward-pointing normal of the face dual to ev;Is1 , so pi−arccos
[
~p(ev;Is1 )·~p(ev;Js2 )
p(ev;Is1 )p(ev;Js2 )
]
is the dihedral angle θl(v). Note that because pa(e) is covariant flux, we have
pa
(
ev;I,−
)
=
1
2
Tr
[
τah
(
ev−Iˆ;I,+
)−1
pb
(
ev−Iˆ;I,+
)
τbh
(
ev−Iˆ;I,+
)]
. (6.36)
To quantize 3Rv, [41] employs Bianchi’s length operator in [69] to quantize Lv(I, s1; J, s2). Bianchi’s
length operator in [69] replace pa(e) by pˆa(e) = itRae , and Vv
−1 by V̂−1 = lim→0(Vˆ2 + 6)−1Vˆ (the length
operator in [70] involves the same V̂−1). The Lorentzian Hamiltonian constraint operator Cˆv is given by
Cˆv = − 1
β2
Cˆ0,v − 1 + β
2
κβ2
3Rˆv. (6.37)
Unfortunately the expansion method in [64] cannot be applied to computing the semiclassical expecta-
tion value 〈ψ˜tg|Hˆ|ψ˜tg〉 due to the inverse volume V̂−1 4. There isn’t a general proof of the semiclassical limit
4The method in [64] applies only for positive powers of Qˆv. However we may apply the following quantization of the inverse
volume which has been used in coupling matter fields in canonical LQG [71–74]: Classically we have Vv−1 = (
∫
v
det(e)/V3/2v )2, Each
factor
∫
v
det(e)/V3/2v ≡ q(1/2)v can be quantized by
qˆ(1/2)v =
−4 × 23 × 23
6(−iβ`2P/2)3
∑
s1 ,s2 ,s3=±1
s1 s2 s3εIJK
tr
(
hˆ(ev;Is1 )
[
hˆ(ev;Is1 )
−1, Vˆ1/2v
]
hˆ(ev;Js2 )
[
hˆ(ev;Js2 )
−1, Vˆ1/2v
]
hˆ(ev;Ks3 )
[
hˆ(ev;Ks3 )
−1, Vˆ1/2v
])
. (6.38)
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of 〈ψ˜tg|3Rˆv|ψ˜tg〉, although evidences are found numerically in [41]. Our following discussion is based on the
conjecture that 〈ψ˜tg|Hˆ|ψ˜tg〉 with Hˆ defined with Eq.(6.37) can reproduce the classical H[g] as t → 0.
At the homogeneous and isotropic ansatz, 3Rv[g] = 0 as α = 4, only the term with the Euclidean
Hamiltonian constraint C0,v survives in Cv
Cv[g] = − 1
β2
C0,v[g] = − 4a
β2κ
√
2βp sin2(θ). (6.42)
Therefore, the physical Hamiltonian is only different from Eq.(6.8) or (6.9) by an overall factor 1/β2 or 1/β:
H[θ, p] =

4a |V(γ)|
β2κ
√
2βp sin2(θ) for dust models
√
2 a2 |V(γ)|√
κ
p
√
sin2(θ) for gravity-scalar.
(6.43)
The effective equations are almost the same as the case with Euclidean Hamiltonian (s = 1, β = 1) in
Theorem 6.1:
Theorem 6.3. For either Brown-Kucharˇ or Gaussian dust models, the cosmological evolution equations
(5.24) are equivalent to
dθ
dτ
= − ∂
∂p
[
4
3β2a
√
2βp sin2(θ)
]
,
dp
dτ
=
∂
∂θ
[
4
3β2a
√
2βp sin2(θ)
]
, (6.44)
while the constraint equations (5.25) are satisfied automatically.
For the gravity-scalar model, the cosmological evolution equations (5.24) are equivalent to
dθ
dτ
= − ∂
∂p
 √2κ p3
√
sin2(θ)
 , dpdτ = ∂∂θ
 √2κ p3
√
sin2(θ)
 , (6.45)
while the constraint equations (5.25) are again satisfied automatically.
Proof: As α = 4, the expansion of 3Rv has no term linear in δp⊥, δp‖, δθ⊥, δθ‖ at the homogeneous and
isotropic ansatz:
3Rv[gε] = O(δ2). (6.46)
Therefore computing derivatives of H[gε] with respect to δp⊥, δp‖, δθ⊥, δθ‖ become the same as in proving
Theorem 6.1, except for the factor −1/β2 in front of C0,v.
Therefore the length operator can be defined by a symmetric ordering:
Lˆv(I, s1; J, s2) = qˆ
(1/2)
v
√
Xˆv(I, s1; J, s2) qˆ(1/2)v . (6.39)
Xˆv(I, s1; J, s2) = εabc pˆb(ev;Is1 ) pˆc(ev;Js2 )ε
ab′c′ pˆb′ (ev;Is1 ) pˆc′ (ev;Js2 )
We obtain the scalar curvature operator 3Rˆv by
3Rˆv =
∑
I,J
∑
s1 ,s2=±1
Lˆv(I, s1; J, s2)
(
2pi
α
− pi + arccos
[
pˆa(ev;Is1 )pˆ
a(ev;Js2 )
pˆ(ev;Is1 )pˆ(ev;Js2 )
])
. (6.40)
Inside the arccosine in 3Rˆv, pˆa(e)/pˆ(e) is a bounded operator whose eigenvalues belongs [−1, 1]. Therefore we can expand the arccosine
in power series which converges in operator norm:
arccos
[
pˆa(ev;Is1 ) pˆ
a(ev;Js2 )
pˆ(ev;Is1 )pˆ(ev;Js2 )
]
=
pi
2
−
∞∑
n=0
(2n)!
(2n + 1)22n(n!)2
[
pˆa(ev;Is1 )pˆ
a(ev;Js2 )
pˆ(ev;Is1 )pˆ(ev;Js2 )
]2n+1
. (6.41)
When we compute the coherent state expectation value 〈ψ˜tg |3Rˆv |ψ˜tg〉, we expand Vˆ1/2v in qˆ(1/2)v as in Eq.(6.5) with q = 1/8, and apply the
expansion to the square-root in Eq.(6.39), similar to the semiclassical perturbation theory in [64]. These expansions approximate square-
roots by polynomial operators in hˆ(e), pˆa(e), and reduce 〈ψ˜tg |3Rˆv |ψ˜tg〉 to expectation values of polynomials in hˆ(e), pˆa(e) and pˆa(e)/ pˆ(e).
〈ψ˜tg |3Rˆv |ψ˜tg〉 reproduces correctly the classical 3Rv if expectation values of monomials of hˆ(e), pˆa(e) and pˆa(e)/ pˆ(e) reproduce the
semiclassically the classical expression. Although expectation values of monomials of hˆ(e), pˆa(e) has been shown to be semiclassically
consistent, it seems to us nontrivial to check if they are still consistent when including pˆa(e)/ pˆ(e).
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
When translating the time evolution equations to (C, P) variables. For dust models,
Scheme I :
dP
dτ
=
∂
∂C
hdust(C, P),
dC
dτ
= − ∂
∂P
hdust(C, P), hdust(C, P) =
4
3β
√
2P
sin2(Cµ)
µ2
, (6.47)
Scheme II :
dP
dτ
=
C
β
cot
(
µC
2
) (1
3
C
[
5 cos(µC) + 1
] − 2
3
sin(µC)
µ
) √
P
[
1 − cos(µC)]
C2
,
dC
dτ
= − sin
2(µC)
3βµ
√
C2
P
[
1 − cos(µC)] , (6.48)
For the gravity-scalar,
Scheme I :
dP
dτ
=
∂
∂C
hφ(C, P),
dC
dτ
= − ∂
∂P
hφ(C, P), hφ(C, P) =
√
2κ P
3µ
√
sin2(µC) (6.49)
Scheme II :
dP
dτ
=
√
2κ P
3
[
2 cot(µC) + csc(µC) − 2
µC
] √
sin2(µC),
dC
dτ
= −
√
2κ
3µ
√
sin2(µC). (6.50)
The scheme I coincides with the standard effective dynamics in LQC (the µ0-scheme).
7 Singularity resolution and bounce
The cosmological effective dynamics derived from full LQG path integral coincide with the µ0-scheme in
LQC effective dynamics. This coincidence is shown by the scheme I of the homogeneous and isotropic
ansatz, while the scheme II is change of variables. When solving the effective equations, we may proceed
with variable θ, p and ignore the choices of schemes I and II. It is useful to consider the following (V, b)-
variables which directly relate to (θ, p),
V =
a3(βp)3/2
2
√
2
, b = θ (7.1)
where V is the 3-volume at every vertex v. (V, b)-variables are also standard in the literature of LQC.
In the following, we firstly study the effective dynamics in Eqs.(6.29) from Giesel-Thiemann’s Hamil-
tonian, while the other choice of Hamiltonian is discussed at the end of this section. Our derivation uses
(V, b)-variables thus clearly independent of choices of scheme I and II. The following discussion demon-
strates the resolution of big-bang singularity and unsymmetric bounce from the Brown-Kucharˇ/Gaussian
dust models. The discussion closely relates to the µ0-scheme in LQC. The analysis for the gravity-scalar
model is a re-derivation of results in [27], thus is skipped here.
Eqs.(6.29) for the Brown-Kucharˇ/Gaussian dust models can be rewritten in terms of (V, b)-variables:
dV
dτ
= −
2V2/3
[
9β2 sin(2b) − 8
(
β2 + 1
)
sin(4b)
]
9β
, (7.2)
db
dτ
= −
2 sin2(b)
[
−β2 + 8
(
β2 + 1
)
cos(2b) + 8
]
27βV1/3
. (7.3)
Moreover the physical Hamiltonian is conserved in the dust-time evolution:
H
|V(γ)| =
8V1/3 sin2(b)
[
−β2 + 8
(
β2 + 1
)
cos(2b) + 8
]
9β2κ
= ρV ≡ E, (7.4)
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where ρ > 0 is the energy density of physical dust. The conservation law can be solved for b, assuming
b ∈ [−pi/2, pi/2]:
b = arcsin
± 14√2
√√
7β2 + 16 −
√(
7β2 + 16
)2 − 72β2 (β2 + 1) κρV2/3
β2 + 1
 , (7.5)
b = arcsin
± 14√2
√√
7β2 + 16 +
√(
7β2 + 16
)2 − 72β2 (β2 + 1) κρV2/3
β2 + 1
 . (7.6)
Inserting solutions to the EOM of dV/dτ gives
dV
dτ
= ± V
2/3
12
√
2
(
β2 + 1
) √(7β2 + 16)2 − 72β2 (β2 + 1) κρV2/3√
7β2 + 4
(
β2 + 1
)
κρV2/3 −
√(
7β2 + 16
)2 − 72β2 (β2 + 1) κρV2/3 + 16, (7.7)
dV
dτ
= ∓ V
2/3
12
√
2
(
β2 + 1
) √(7β2 + 16)2 − 72β2 (β2 + 1) κρV2/3√
7β2 + 4
(
β2 + 1
)
κρV2/3 +
√(
7β2 + 16
)2 − 72β2 (β2 + 1) κρV2/3 + 16. (7.8)
When replacing V by a3 where a is the scale factor we obtain(
da/dτ
a
)2
=
1
3425a2
(
β2 + 1
)2 [(7β2 + 16)2 − 72a2β2 (β2 + 1) κρ][
7β2 + 4a2
(
β2 + 1
)
κρ −
√(
7β2 + 16
)2 − 72a2β2 (β2 + 1) κρ + 16] , (7.9)(
da/dτ
a
)2
=
1
3425a2
(
β2 + 1
)2 [(7β2 + 16)2 − 72a2β2 (β2 + 1) κρ][
7β2 + 4a2
(
β2 + 1
)
κρ +
√(
7β2 + 16
)2 − 72a2β2 (β2 + 1) κρ + 16] . (7.10)
We expand Eqs.(7.9) and (7.10) at low density ρ  1 or a  1 (the low dust density reduces the dust
models to pure gravity):
Eq.(7.9) ⇒
(
da/dτ
a
)2
=
2(16 + 7β2)
81
κ ρ +
1
a2
∞∑
n=1
cn(β) κn+1ρn+1a2(n+1), (7.11)
Eq.(7.10) ⇒
(
da/dτ
a
)2
=
(
7β2 + 16
)3
1296
(
β2 + 1
)2
a2
+
(
−19β2 + 8
) (
7β2 + 16
)
κρ
324
(
β2 + 1
)
+
1
a2
∞∑
n=1
c′n(β) κ
n+1ρn+1a2(n+1). (7.12)
where cn(β) are expansion coefficients. Since E = ρa3 is conserved, ρn+1a2n = (ρa3)n+1/an+3  (ρa3)/a3
at n > 0 becomes negligible as a large. Eq.(7.11) truncated at the leading order reduces to the Friedmann
equation (up a constant rescaling of τ) without cosmological constant.
When going back in time toward early universe, the scale factor a and volume V shrink, and the density
ρ grows, until we approach dV/dτ = 0, which happens at the following finite critical density:
ρc =
E
Vc
, Vc =
 6√2 β7β2 + 16
6 (β2 + 1)3κ3E3. (7.13)
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dV/dτ = 0 at nonzero Vc and finite ρc indicates that the big-bang singularity is replaced by a big bounce.
However this result shares the same issue as the µ0-scheme in LQC: ρc depends on the conserved energy E,
so here ρc might be small if E was large. We will come back to this issue in Section 9.
At the bounce where we set τ = 0, sin(b(0)) takes the following value:
Eq.(7.5) ⇒ sin(b(0)) = ±1
4
√
7β2 + 16
2(β2 + 1)
Eq.(7.6) ⇒ sin(b(0)) = ±1
4
√
7β2 + 16
2(β2 + 1)
. (7.14)
The continuity of sin(b) requires that at the bounce dV/dτ = 0, the plus (minus) branch in Eq.(7.7) has to be
connected to the minus (plus) branch in Eq.(7.8), i.e. the solution mixes between Eqs.(7.9) and (7.10).
Fixing Vc, The cosmological effective equation (7.2) and (7.3) admit 2 independent solutions V(τ) re-
lated by a time-reflection (2 solutions of V(τ) corresponding to b(τ) with different b(0)). Each solution
resolves the singularity and gives an unsymmetric bounce (see FIG.1).𝑉
τ
τ
𝑏
(𝑎) (𝑏)
Figure 1. (a) Plots of two solutions V(τ) of effective equation at E = 4, β = 1, κ = 1. Each solution exhibits an
unsymmetric bounce at τ = 0. The big-bang singularity is resolved by the bounce with nonzero volume Vc = 1.29092.
The solution represented by the blue curve reduces asymptotically to a solution to the Friedmann equation or Eq.(7.11)
as τ → ∞ and reduces to Eq.(7.12) as τ → −∞. The solution represented by the orange curve is given by a time
refection. (b) Plots of two corresponding b(τ).
We can even obtain analytically solutions of b(τ), which is going to be useful for computing semiclas-
sical amplitude in the next section. From the (7.4),
V =
93E3β6κ3
83 sin6(b)
[−β2 + 8 (β2 + 1) cos(2b) + 8]3 (7.15)
substitute into (7.3), we then have
db
dτ
= −
16 sin4(b)
[
−β2 + 8
(
β2 + 1
)
cos(2b) + 8
]2
243β3κ
(7.16)
whose sulution is given by
b(τ) = f −1
(
c1 +
16τ
9β3Eκ
)
(7.17)
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where c1 is a integration constant and x = f −1(y) is the inverse function of f (x) = y with f (x) given by
f (x) = 18(55β
2+64) cot(x)
(7β2+16)3
− 3072(β2+1)
3 sin(2x)
β2(7β2+16)3(−β2+8(β2+1) cos(2x)+8)
+
9 cot(x) csc2(x)
(7β2+16)2
− 256(19β2−8)(β2+1)
2
β3(7β2+16)7/2
tanh−1
(
3β tan(x)√
7β2+16
)
(7.18)
Solution of Eq.(7.16) is unique once fixing the inital condition. With a suitable c1, Eq.(7.17) corresponds
to the solution of the “+” branch in Eq.(7.14) with sin(b(0)) = 14
√
7β2+16
2(β2+1) . The “-” branch corresponds to a
different solution with sin(b(0)) = − 14
√
7β2+16
2(β2+1) :
b(τ) = − f −1
(
c1 − 16τ9β3Eκ
)
, (7.19)
by observing that, (7.16) is invariant under simultaneously b→ −b and τ→ −τ. c1 is fixed to
c1 =
6β
√
25β2 + 16
(
149β4 + 112β2 − 64
)
− 256
(
β2 + 1
)2 (
19β2 − 8
)
tanh−1
(
3β√
25β2+16
)
β3
(
7β2 + 16
)7/2 . (7.20)
Let’s briefly discuss the solutions from the AALM Hamiltonian given in (6.43). The equations of motion
in this case are given by
dV
dτ
=
2V2/3 sin(2b)
β
, (7.21)
db
dτ
= −2 sin
2(b)
3βV1/3
. (7.22)
and the conserved physical Hamiltonian in the dust-time evolution:
H
|V(γ)| =
8V1/3 sin2(b)
β2κ
= ρV ≡ E. (7.23)
All above discussions of solutions can be repeated analogously, so we skip the details. Two solutions b(τ)
are still given by (7.17) and (7.19), but with f (x) given by:
f (x) = 19 cot(x)
[
2 + csc2(x)
]
. (7.24)
where c1 is now fixed to c1 = 0 with initial condition b(0) = ± pi2 . In this case the two solutions V(τ) become
coincide, leading to the symmetric bounce as in the standard LQC. The critical values of b and V at the
bounce are given by
b(0) = ±pi
2
, Vc =
E3β6κ3
512
(7.25)
Solutions V(τ), b(τ) are plotted in FIG.2
8 Semiclassical amplitude
Given the initial and final states Ψt[g],Ψ
t
[g′] in the amplitude A[g],[g′] in Eq.(3.1). The semiclassical approx-
imation of A[g],[g′] can be obtained by evaluating the integrand in the path integral Eq.(3.8) at the solution
of EOMs, i.e. up to prefactors including the integration measure and 1-loop determinant (determinant of
Hessian),
A[g],[g′]
||ψtg|| ||ψtg′ ||
∼ eS [g,h]/t
∣∣∣∣
solution
, (8.1)
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(𝑎) (𝑏)
𝑉 𝑏
Figure 2. (a) Plots of two solutions V(τ) of effective equation from the AALM Hamiltonian, at E = 4, β = 1, κ = 1.
Two solutions V(τ) coincide and exhibit a symmetric bounce at τ = 0. The big-bang singularity is resolved by the
bounce with nonzero volume Vc = 0.125. Both solutions reduce asymptotically to a solution to the Friedmann equation
as τ→ ±∞. (b) Plots of two corresponding b(τ).
provided that there exists a unique solution satisfying the initial and final conditions. If the initial and final
condition do not fix uniquely a solution, the above gives the contribution to the semiclassica amplitude from
one solution, while A[g],[g′] is approximated by summing over all solutions.
The solution in FIG.1 or 2 (with fixed initial and final conditions) is unique within the homogeneous
and isotropic sector. The uniqueness of the solution in full theory will be studied in [75].
We evaluate the on-shell action as follows: In the action (3.9), applying the homogeneous and isotropic
ansatz Eq.(5.1) to K[gi+1, gi] gives
K[gi+1, gi] = − 3|V(γ)|4
[
(pi+1 − pi)2 + (θi+1 − θi)2 + 2i(pi + pi+1)(θi+1 − θi)
]
= − 3|V(γ)|4 ∆τ
[
2i(pi + pi+1)
(θi+1−θi)
∆τ
+
(
(pi+1−pi)2
∆τ2
+
(θi+1−θi)2
∆τ2
)
∆τ
]
(8.2)
In approximation ∆→ 0, the action becomes
S = −i|V(γ)|
∫
dτ
(
3pθ˙ +
κ
a2
H
|V(γ)|
)
= −i |V(γ)|
a2β
∫
dτ
(
6V
2
3 b˙ + κβ
H
|V(γ)|
)
(8.3)
where θ˙ = dθ(τ)/dτ. H|V(γ)| is given by (7.4). The equation of motion implies
H
|V(γ)| = −
12V
2
3
βκ
db
dτ
. (8.4)
The action can be computed explicitly
S =i
6|V(γ)|
a2β
∫ T
0
d τ b˙V
2
3 = i
6|V(γ)|
a2β
∫ b(T )
b(0)
d b V(b)
2
3 (8.5)
=i
6|V(γ)|
a2β
∫ b(T )
b(0)
d b
81β4E2κ2
64 sin4(b)
[
β2 − 8 (β2 + 1) cos(2b) − 8]2 (8.6)
= − i9|V(γ)|β
3E2κ2
32a2
f
(
b(τ)
)∣∣∣∣∣∣b(T )
b(0)
(8.7)
where f (x) is given in (7.18). Substitute the solution of b(τ) into the action, we obtain S is linear to T
S = −iκ|V(γ)|
2a2
ET (8.8)
The above result is from the Giesel-Thiemann’s Hamiltonian. But interestingly the AALM Hamiltonian
gives exactly the same expression as Eq.(8.8).
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9 Outlook: continuum limit, quantum effects, and µ¯-scheme
Although the effective equation derived from full LQG demonstrates the bounce resolving the big-bang
singularity, the result has the same issue as the µ0-scheme in LQC, i.e. the critical density ρc and critical
volume Vc depends on the conserved energy E. It might seem that for large E, the bounce could happen at
arbitrarily low density or large volume.
Our expectation is that this issue should be resolved by taking into account the continuum limit and
quantum effects in the path integral formula Eq.(3.8). The role played by the continuum limit is suggested
by Eq.(7.4), where E is the energy per lattice vertex, given by the total energy H divided by the total number
of lattice sites |V(γ)|. Heuristically, the continuum limit of the lattice γ, |V(γ)| → ∞, prevents large E
(thus prevents low ρc) for any finite total energy H. But this argument is heuristic because Eq.(7.4) with
|V(γ)| → ∞ would lead to E → 0 so Vc → 0, which contradicted the minimal area and volume gaps in LQG.
We might introduce an effective cut-off Emin or |V(γ)|max to regulate Vc from zero. But more systematically,
when applying the continuum limit to the cosmological effective dynamics, we should take into account the
quantum effects which is important in the deep Planck regime, and presumably, modifies Eq.(7.4).
The LQC µ¯-scheme [5, 8] suggests the following ad hoc modification in the Hamiltonian H in e.g.
Eq.(7.4),
V1/3 → V, (9.1)
and modify the Hamiltonian evolution equations Eqs.(7.2) and (7.3) accordingly5. In order to balance the
dimension in Eq.(7.4), we have to add an area scale ∆ in the denominator, i.e. we make the following
modification
κ → κ∆ (9.3)
in the denominator of Eq.(7.4). A similar computation as in Section 7 shows that this ad hoc modification
leads to the critical density
ρc =
(
7β2 + 16
)2
72β2
(
β2 + 1
)
κ∆
(9.4)
independent of the conserved energy E. ρc is Planckian if ∆ is Planckian. The LQC µ¯ scheme takes ∆ to be
the minimal LQG area eigenvalue.
We anticipate that the above modification should be explained by taking into account quantum effects
in the path integral Eq.(3.8) 6. The µ¯-scheme should relate to the quantum effective EOM, which may be
derived from the full quantum effective action of our path integral. As a preliminary idea, we know that a
typical implication of quantum effects is the running of coupling constant with respect to energy scales. In
the path integral of LQG, κ is the only coupling constant, while the energy scale relates to the length scale µ in
e.g. Eq.(5.3), thus relates to the number of lattice sites |V(γ)| (we may let µ = 1/|V(γ)| in certain macroscopic
unit). Thus the continuum limit |V(γ)| → ∞ should run κ away from its infrared value. The running of κ
seems to relate to the above ad hoc modification in Eq.(9.3). The following conjectured β-function of κ may
lead to Eq.(9.3) with ∆ ∼ `2P when µ→ `P:
β(κ) = µ
d
dµ
κ = 4κ. (9.5)
5The corresponding modification of H in Eq.(6.28) is
H→ −4a
3 |V(γ)|
κ∆
(2βp)3/2
[
sin2(θ) − 4
9
1 + β2
β2
sin2(2θ)
]
, (9.2)
then the modified evolution equations can be derived from Eq.(6.29)
6There is a recent work in [26] where average over graphs is taken into count in computing the expectation value of Hamiltonian to
relate the µ¯-scheme.
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κ scaling as µ4 might force V1/3 → V in the effective Hamiltonian as above, since the scaling dimension of
the Hamiltonian shouldn’t change by quantum effects.
The above argument depends on the conjectured running of κ, and assumes the effective Hamiltonian
taking into account the quantum effects depends on b in the same manner as in Eq.(7.4). At the moment,
we still don’t have good justifications of these assumptions from full LQG perspective. A systematic study
requires to understand the quantum effective action of the path integral.
In addition to the above idea about µ¯-scheme, there are several other perspectives in which our work
should be developed further:
• The effective equations (4.26), (4.27), and (4.28) are valid for full LQG, therefore should be applied
to other situation such as black holes, gravitational waves, etc. It is especially interesting to study the
effective dynamics with non-homogeneous space and its time evolution.
• The effective equations of full LQG is formulated to be suitable for numerical simulation. It is in-
teresting to develop numerical techniques to solve the effective equations for complicated dynamical
situations, and make contact with numerical relativity.
• In the path integral method the derivation do not requires a dynamically stable coherent states. How-
ever this strategy may relate to the proposal of stable coherent states, because the saddle point ap-
proximation of path integral shows that the transition amplitude between two coherent states are not
suppressed (namely time evolution of one coherent state has a large overlap with the other) only when
they are related by equations of motion. In this sense our proof is related to the question whether these
coherent states are dynamically stable. It is useful to make the relation more precise in the future.
• Section 6.3 suggests that the AALM Hamiltonian with scalar curvature operator should relate to a
simpler effective Hamiltonian. There are also some other recent results based on the simplicity of
this Hamiltonian (see e.g. [47, 76, 77]. However as is mentioned in Section 6.3, the semiclassical
limit of the scalar curvature operator has not yet been checked in the literature for the most general
situation. Especially its expectation values with respect to coherent states used in this work has not
been well studied yet. It is useful to spend some future work on the semiclassical limit of scalar
curvature operator and the corresponding Hamiltonian.
Acknowledgements
The authors acknowledge Kristina Giesel, Andrea Dapor, Klaus Liegener, Yongge Ma, and Xiangdong
Zhang for useful communications, and acknowledge Hui Luo and Ling-Yan Hung for sharing computational
resources. This work receives support from the National Science Foundation through grants PHY-1602867
and PHY-1912278.
A Variations of S [g, h]
A.1 Variations gi(e) 7→ gεi (e) = gi(e)eε
a
i (e)τ
a
i = 1, · · · ,N + 1
First of all, the variation of xi+1,i gives
xεi+1,i(e) =
1
2
Tr
[
gε†i+1(e)g
ε
i (e)
]
=
1
2
Tr
[
e−ε
a
i+1(e)
∗τa g†i+1(e)gi(e)e
εai (e)τ
a]
=
1
2
Tr
[(
1 − εai+1(e)∗τa
)
g†i+1(e)gi(e)
(
1 + εai (e)τ
a)]
=
1
2
Tr
[
g†i+1(e)gi(e)
]
+
εai (e)
2
Tr
[
τag†i+1(e)gi(e)
]
− ε
a
i+1(e)
∗
2
Tr
[
τag†i+1(e)gi(e)
]
+ O(ε2).
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Since
zεi+1,i(e) = arccosh
(
xεi+1,i(e)
)
,
∂zεi+1,i(e)
∂xεi+1,i(e)
=
1√
xεi+1,i(e) − 1
√
xεi+1,i(e) + 1
,
we obtain that
δε
(
zεi+1,i(e)
2
)
= εai (e)
∂zεi+1,i(e)
2
∂εai (e)
|ε=0 + εai+1(e)∗
∂zεi+1,i(e)
2
∂εai+1(e)
∗ |ε=0
= 2εai (e)zi+1,i(e)
∂zεi+1,i(e)
∂xεi+1,i(e)
∂xεi+1,i(e)
∂εai (e)
|ε=0 + 2εai+1(e)∗zi+1,i(e)
∂zεi+1,i(e)
∂xεi+1,i(e)
∂xεi+1,i(e)
∂εai+1(e)
∗ |ε=0
=
2εai (e)zi+1,i(e)√
xi+1,i(e) − 1
√
xi+1,i(e) + 1
1
2
Tr
[
τag†i+1(e)gi(e)
]
− 2ε
a
i+1(e)
∗zi+1,i(e)√
xi+1,i(e) − 1
√
xi+1,i(e) + 1
1
2
Tr
[
τag†i+1(e)gi(e)
]
=
εai (e)zi+1,i(e)√
xi+1,i(e) − 1
√
xi+1,i(e) + 1
Tr
[
τag†i+1(e)gi(e)
]
− ε
a
i+1(e)
∗zi+1,i(e)√
xi+1,i(e) − 1
√
xi+1,i(e) + 1
Tr
[
τag†i+1(e)gi(e)
]
.
Similarly
δε
(
pi+1(e)2
)
=
εai+1(e)pi+1(e)
sinh (pi+1(e))
Tr
[
τag†i+1(e)gi+1(e)
]
− ε
a
i+1(e)
∗pi+1(e)
sinh (pi+1(e))
Tr
[
τag†i+1(e)gi+1(e)
]
,
δε
(
pi(e)2
)
=
εai (e)pi(e)
sinh (pi(e))
Tr
[
τag†i (e)gi(e)
]
− ε
a
i (e)
∗pi(e)
sinh (pi(e))
Tr
[
τag†i (e)gi(e)
]
,
since pi+1(e) > 0√
cosh (pi+1(e)) − 1
√
cosh (pi+1(e)) + 1 =
√
cosh (pi+1(e))2 − 1 =
√
sinh (pi+1(e))2 = sinh (pi+1(e)) .
We apply the above relations to δS
δεS [g, h] =
N+1∑
i=0
∑
e∈E(γ)
[
δε
(
zi+1,i(e)2
)
− 1
2
δε
(
pi+1(e)2
)
− 1
2
δε
(
pi(e)2
)]
− iκ
a2
N∑
i=1
∆τ
δε 〈ψtgi+1 |Hˆ|ψtgi〉〈ψtgi+1 |ψtgi〉

=
∑
e∈E(γ)
N+1∑
i=0
(
εai (e)zi+1,i(e)√
xi+1,i(e) − 1
√
xi+1,i(e) + 1
Tr
[
τag†i+1(e)gi(e)
]
− ε
a
i+1(e)
∗zi+1,i(e)√
xi+1,i(e) − 1
√
xi+1,i(e) + 1
Tr
[
τag†i+1(e)gi(e)
]
−1
2
εai+1(e)pi+1(e)
sinh (pi+1(e))
Tr
[
τag†i+1(e)gi+1(e)
]
+
1
2
εai+1(e)
∗pi+1(e)
sinh (pi+1(e))
Tr
[
τag†i+1(e)gi+1(e)
]
−1
2
εai (e)pi(e)
sinh (pi(e))
Tr
[
τag†i (e)gi(e)
]
+
1
2
εai (e)
∗pi(e)
sinh (pi(e))
Tr
[
τag†i (e)gi(e)
] )
− iκ
a2
N∑
i=1
∆τ
 ∑
e∈E(γ)
εai (e)
∂
∂εai (e)
〈ψtgεi+1 |Hˆ|ψ
t
gεi
〉
〈ψtgεi+1 |ψ
t
gεi
〉 |ε=0 +
∑
e∈E(γ)
εai+1(e)
∗ ∂
∂εai+1(e)
∗
〈ψtgεi+1 |Hˆ|ψ
t
gεi
〉
〈ψtgεi+1 |ψ
t
gεi
〉 |ε=0

=
∑
e∈E(γ)
N+1∑
i=1
εai (e)
(
zi+1,i(e)√
xi+1,i(e) − 1
√
xi+1,i(e) + 1
Tr
[
τag†i+1(e)gi(e)
]
− pi(e)
sinh (pi(e))
Tr
[
τag†i (e)gi(e)
] )
+
∑
e∈E(γ)
N+1∑
i=1
εai (e)
∗
(
− zi,i−1(e)√
xi,i−1(e) − 1
√
xi,i−1(e) + 1
Tr
[
τag†i (e)gi−1(e)
]
+
pi(e)
sinh (pi(e))
Tr
[
τag†i (e)gi(e)
] )
− iκ∆τ
a2
∑
e∈E(γ)
 N∑
i=1
εai (e)
∂
∂εai (e)
〈ψtgεi+1 |Hˆ|ψ
t
gεi
〉
〈ψtgεi+1 |ψ
t
gεi
〉 |ε=0 +
N+1∑
i=2
εai (e)
∗ ∂
∂εai (e)
∗
〈ψtgεi |Hˆ|ψ
t
gεi−1
〉
〈ψtgεi |ψ
t
gεi−1
〉 |ε=0

where εa0(e) = ε
a
N+2(e) = 0 in the 2nd step.
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We can extract the following EOMs:
For i = 1, · · · ,N,
δS
δεai (e)
= 0 :
zi+1,i(e)Tr
[
τag†i+1(e)gi(e)
]
√
xi+1,i(e) − 1
√
xi+1,i(e) + 1
−
pi(e)Tr
[
τag†i (e)gi(e)
]
sinh (pi(e))
=
iκ∆τ
a2
∂
∂εai (e)
〈ψtgεi+1 |Hˆ|ψ
t
gεi
〉
〈ψtgεi+1 |ψ
t
gεi
〉
∣∣∣∣∣∣
ε=0
For i = N + 1
δS
δεaN+1(e)
= 0 :
zN+2,N+1(e)Tr
[
τag†N+2(e)gN+1(e)
]
√
xN+2,N+1(e) − 1
√
xN+2,N+1(e) + 1
−
pN+1(e)Tr
[
τag†N+1(e)gN+1(e)
]
sinh (pN+1(e))
= 0.
For i = 2, · · · ,N + 1,
δS
δεai (e)
∗ = 0 :
zi,i−1(e)Tr
[
τag†i (e)gi−1(e)
]
√
xi,i−1(e) − 1
√
xi,i−1(e) + 1
−
pi(e)Tr
[
τag†i (e)gi(e)
]
sinh (pi(e))
= − iκ∆τ
a2
∂
∂εai (e)
∗
〈ψtgεi |Hˆ|ψ
t
gεi−1
〉
〈ψtgεi |ψ
t
gεi−1
〉
∣∣∣∣∣∣
ε=0
.
For i = 1
δS
δεa1(e)
∗ = 0 :
z10(e)Tr
[
τag†1(e)g0(e)
]
√
x10(e) − 1√x10(e) + 1
−
p1(e)Tr
[
τag†1(e)g1(e)
]
sinh (p1(e))
= 0.
A.2 Variation hηv = hveη
a
vτ
a with ηav ∈ R
Firstly the variation of g′h gives
g0(e) = g′h
η
(e) = hη,−1s(e) g
′(e)hηt(e) = e
−ηas(e)τa h−1s(e)g
′(e)ht(e)eη
a
t(e)τ
a
=
(
1 − ηas(e)τa
)
h−1s(e)g
′(e)ht(e)
(
1 + ηat(e)τ
a
)
+ O
(
η2
)
=
(
1 − ηas(e)τa
)
g′h(e)
(
1 + ηat(e)τ
a
)
+ O
(
η2
)
The variation of x10(e) can be computed
xη10(e) =
1
2
Tr
[
g†1(e)g
η
0(e)
]
=
1
2
Tr
[
g†1(e)g
′hη (e)
]
=
1
2
Tr
[
g†1(e)
(
1 − ηas(e)τa
)
g′h(e)
(
1 + ηat(e)τ
a
)]
+ O
(
η2
)
=
1
2
Tr
[
g†1(e)g
′h(e)
]
+
ηat(e)
2
Tr
[
τag†1(e)g
′h(e)
]
−
ηas(e)
2
Tr
[
g†1(e)τ
ag′h(e)
]
+ O
(
η2
)
.
Moreover,
xη0(e) ≡
1
2
Tr
[
gη†0 (e)g
η
0(e)
]
=
1
2
Tr
[
g′h
η
(e)†g′h
η
(e)
]
=
1
2
Tr
[(
e−η
a
t(e)τ
a
h†t(e)g
′(e)†hs(e)eη
a
s(e)τ
a) (
e−η
a
s(e)τ
a
h−1s(e)g
′(e)ht(e)eη
a
t(e)τ
a)]
=
1
2
Tr
[(
h†t(e)g
′(e)†hs(e)
) (
h−1s(e)g
′(e)ht(e)
)]
= x0(e).
Therefore we have
δηx10(e) =
ηat(e)
2
Tr
[
τag†1(e)g
′h(e)
]
−
ηas(e)
2
Tr
[
g†1(e)τ
ag′h(e)
]
δηx0(e) = 0 ⇒ δηp0(e) = 0.
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Then we compute δη
(
z10(e)2
)
:
δη
(
z10(e)2
)
= 2z10(e)δηz10(e) = 2z10(e)
∂z10(e)
∂x10(e)
δηx10(e)
=
2z10(e)√
x10(e) − 1√x10(e) + 1
(
ηat(e)
2
Tr
[
τag†1(e)g
′h(e)
]
−
ηas(e)
2
Tr
[
g†1(e)τ
ag′h(e)
])
=
z10(e)√
x10(e) − 1√x10(e) + 1
(
ηat(e)Tr
[
τag†1(e)g
′h(e)
]
− ηas(e)Tr
[
g†1(e)τ
ag′h(e)
])
.
Applying the above results to the variation of S [g, h] gives
δηS [g, h] =
∑
e∈E(γ)
[
δηz10(e)2
]
=
∑
e∈E(γ)
z10(e)√
x10(e) − 1√x10(e) + 1
(
ηat(e)Tr
[
τag†1(e)g
′h(e)
]
− ηas(e)Tr
[
g†1(e)τ
ag′h(e)
])
,
which leads to the following variation equation:
δS [g, h]
δηav
=
∑
e,t(e)=v
z10(e)Tr
[
τag†1(e)g
′h(e)
]
√
x10(e) − 1√x10(e) + 1
−
∑
e,s(e)=v
z10(e)Tr
[
g†1(e)τ
ag′h(e)
]
√
x10(e) − 1√x10(e) + 1
= 0.
When we impose the initial condition g1 = g′h, we obtain
z10(e) = p1(e), x10(e) = cosh (p1(e)) ,
√
x10(e) − 1
√
x10(e) + 1 =
√
cosh (p1(e))2 − 1 = sinh (p1(e)) ,
and the following simplifications:
Tr
[
τag†1(e)g
′h(e)
]
= Tr
[
τag†1(e)g1(e)
]
= Tr
[
τae−θ
aτa/2e−ip
aτa/2e−ip
aτa/2eθ
aτa/2
]
= Tr
[
eθ
aτa/2τae−θ
aτa/2e−ip
aτa
]
= Λab(θ)Tr
[
τbe−ip
cτc
]
= Λab(θ)Tr
[
τb
(
cosh(p) − i p
cτc
p
sinh(p)
)]
= −i p
c
p
sinh(p)Λab(θ)Tr
[
τbτc
]
= 2i
sinh(p)
p
Λac(θ)p
c,
where eθ
aτa/2τae−θaτa/2 = Λab(θ)τ
b. Similarly,
Tr
[
g†1(e)τ
ag′h(e)
]
= Tr
[
g†1(e)τ
ag1(e)
]
= Tr
[
e−θ
aτa/2e−ip
aτa/2τae−ip
aτa/2eθ
aτa/2
]
= Tr
[
τae−ip
aτa
]
= Tr
[
τa
(
cosh(p) − i p
cτc
p
sinh(p)
)]
= −i p
c
p
sinh(p)Tr
[
τaτc
]
= 2i
sinh(p)
p
pa.
The variation equation reduces to
0 =
δS [g, h]
δηav
=
∑
e,t(e)=v
p1(e)2i
sinh(p(e))
p(e) Λ
a
c(θ)p
c(e)
sinh (p1(e))
−
∑
e,s(e)=v
p1(e)2i
sinh(p(e))
p(e) p
a(e)
sinh (p1(e))
=
∑
e,t(e)=v
2iΛac(θ)p
c(e) −
∑
e,s(e)=v
2ipa(e).
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B Derivation in Lemma 4.1
B.1 Da1(gi, g j)
We apply gi = g j
[
1 + ∆φaτa + O
(
∆φ2
)]
to
Da1(gi, g j) =
zi j√
xi j − 1
√
xi j + 1
Tr
[
τag†i g j
]
− p j
sinh
(
p j
)Tr [τag†jg j] .
We use the following relations: Firstly,
xi j =
1
2
Tr
[
g†i g j
]
=
1
2
Tr
[[
1 + ∆φaτa + O
(
∆φ2
)]†
g†jg j
]
=
1
2
Tr
[[
1 − ∆φa∗τa] g†jg j] + O (∆φ2)
=
1
2
Tr
[
g†jg j
]
− 1
2
∆φa∗Tr
[
τag†jg j
]
+ O
(
∆φ2
)
= cosh(p j) − i∆φa∗ sinh(p j)p j Λ
a
c(θ j)p
c
j + +O
(
∆φ2
)
.
Secondly, since zi j = arccosh
(
xi j
)
,
δzi j =
∂zi j
∂xi j
∣∣∣∣
gi=g j
δxi j =
δxi j√
xi j − 1
√
xi j + 1
∣∣∣∣
gi=g j
=
1
sinh(p j)
[
−i∆φa∗ sinh(p j)
p j
Λac(θ j)p
c
j
]
= −i∆φa∗Λac(θ j)
pcj
p j
.
Thirdly,
Tr
[
τag†i g j
]
= Tr
[
τa
[
1 − ∆φa∗τa] g†jg j]
= Tr
[
τag†jg j
]
− ∆φb∗Tr
[
τaτbg†jg j
]
= Tr
[
τag†jg j
]
− ∆φb∗Tr
[
τaτbe−θ
a
jτ
a/2e−ip
a
jτ
a
eθ
a
jτ
a/2
]
= Tr
[
τag†jg j
]
− ∆φb∗Tr
[
eθ
a
jτ
a/2τae−θ
a
jτ
a/2eθ
a
jτ
a/2τbe−θ
a
jτ
a/2e−ip
a
jτ
a]
= Tr
[
τag†jg j
]
− ∆φb∗Λac(θ j)Λbd(θ j)Tr
[
τcτd
(
cosh(p j) − i
pejτ
e
p j
sinh(p j)
)]
= Tr
[
τag†jg j
]
− ∆φb∗Λac(θ j)Λbd(θ j)
(
−2δcd cosh(p j) + 2i
pej
p j
sinh(p j)εcde
)
.
where we have used Tr
[
τbτc
]
= −Tr
[
σbσc
]
= −2δbc and Tr
[
τaτbτc
]
= iTr
[
σaσbσc
]
= i(2iεabc) = −2εabc.
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Applying above relations to Da1(gi, g j) gives
Da1(gi, g j)
=
p j − i∆φa∗Λac(θ j)
pcj
p j√[
cosh(p j) − 1
] [
1 − i∆φa∗ sinh(p j)
p j[cosh(p j)−1]Λ
a
c(θ j)pcj
]√[
cosh(p j) + 1
] [
1 − i∆φa∗ sinh(p j)
p j[cosh(p j)+1]Λ
a
c(θ j)pcj
]
(
Tr
[
τag†jg j
]
− ∆φb∗Λac(θ j)Λbd(θ j)
(
−2δcd cosh(p j) + 2i
pej
p j
sinh(p j)εcde
))
− p j
sinh
(
p j
)Tr [τag†jg j]
=
[
p j − i∆φa∗Λac(θ j)
pcj
p j
] [
1 + i∆φa∗ sinh(p j)2p j[cosh(p j)−1]Λ
a
c(θ j)p
c
j
] [
1 + i∆φa∗ sinh(p j)2p j[cosh(p j)+1]Λ
a
c(θ j)p
c
j
]
sinh(p j)(
Tr
[
τag†jg j
]
− ∆φb∗Λac(θ j)Λbd(θ j)
(
−2δcd cosh(p j) + 2i
pej
p j
sinh(p j)εcde
))
− p j
sinh
(
p j
)Tr [τag†jg j]
= −i∆φa∗Λac(θ j)pcj
 1sinh(p j)p j − 12 [cosh(p j) − 1] − 12 [cosh(p j) + 1]
 2i sinh(p j)p j Λac(θ j)pcj
− ∆φb∗Λac(θ j)Λbd(θ j)
(
−2δcd cosh(p j) + 2i
pej
p j
sinh(p j)εcde
)
p j
sinh(p j)
= 2∆φb∗Λac(θ j)Λ
b
d(θ j)
 pcjp j p
d
j
p j
−
pcj
p j
pdj
p j
cosh(p j)p j
sinh(p j)
+ δcd
cosh(p j)p j
sinh(p j)
− ipejεcde
 .
B.2 Da2(gi, g j)
We apply g j = gi
[
1 − ∆φaτa + O
(
∆φ2
)]
to
Da2(gi, g j) =
zi j√
xi j − 1
√
xi j + 1
Tr
[
τag†i g j
]
− pi
sinh (pi)
Tr
[
τag†i gi
]
.
We use the following relations: Firstly,
xi j =
1
2
Tr
[
g†i g j
]
=
1
2
Tr
[
g†i gi
[
1 − ∆φaτa]] + O (∆φ2)
=
1
2
Tr
[
g†i gi
]
− 1
2
∆φaTr
[
τag†i gi
]
+ O
(
∆φ2
)
= cosh(pi) − i∆φa sinh(pi)pi Λ
a
c(θi)p
c
i + O
(
∆φ2
)
.
Secondly,
δzi j =
1
sinh(p j)
[
−i∆φa sinh(pi)
pi
Λac(θi)p
c
i
]
= −i∆φaΛac(θi)
pci
pi
.
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Thridly,
Tr
[
τag†i g j
]
= Tr
[[
1 − ∆φbτb
]
τag†i gi
]
= Tr
[
τag†i gi
]
− ∆φbTr
[
τbτag†i gi
]
= Tr
[
τag†i gi
]
− ∆φbTr
[
τbτae−θ
a
i τ
a/2e−ip
a
i τ
a
eθ
a
i τ
a/2
]
= Tr
[
τag†i gi
]
− ∆φbΛbd(θi)Λac(θi)Tr
[
τdτc
(
cosh(pi) − i
pei τ
e
pi
sinh(pi)
)]
= Tr
[
τag†i gi
]
− ∆φbΛac(θ j)Λbd(θ j)Tr
[
τdτc
(
cosh(pi) − i
pei τ
e
pi
sinh(pi)
)]
= Tr
[
τag†i gi
]
− ∆φbΛac(θ j)Λbd(θ j)
(
−2δcd cosh(pi) − 2i
pei
pi
sinh(pi)εcde
)
.
Applying above relations to Da2(gi, g j) gives
Da2(gi, g j)
=
pi − i∆φaΛac(θi) p
c
i
pi√[
cosh(pi) − 1] [1 − i∆φa sinh(pi)pi[cosh(pi)−1]Λac(θi)pci ]
√[
cosh(pi) + 1
] [
1 − i∆φa sinh(pi)
pi[cosh(pi)+1]Λ
a
c(θi)pci
]
[
Tr
[
τag†i gi
]
− ∆φb∗Λac(θ j)Λbd(θ j)
(
−2δcd cosh(pi) − 2i
pei
pi
sinh(pi)εcde
)]
− pi
sinh (pi)
Tr
[
τag†i gi
]
=
[
pi − i∆φbΛbd(θi)
pdi
pi
] [
1 + i∆φb sinh(pi)2pi[cosh(pi)−1]Λ
b
d(θi)p
d
i
] [
1 + i∆φb sinh(pi)2pi[cosh(pi)+1]Λ
b
d(θi)p
d
i
]
√[
cosh(pi) − 1] √[cosh(pi) + 1][
Tr
[
τag†i gi
]
− ∆φb∗Λac(θ j)Λbd(θ j)
(
−2δcd cosh(pi) − 2i
pei
pi
sinh(pi)εcde
)]
− pi
sinh (pi)
Tr
[
τag†i gi
]
= 2∆φb
sinh(pi)
pi
Λac(θi)Λ
b
d(θi)p
c
i p
d
i
(
1
sinh(pi)pi
− cosh(pi)
sinh(pi)2
)
+ 2∆φbΛac(θ j)Λ
b
d(θ j)
(
δcd cosh(pi) + i
pei
pi
sinh(pi)εcde
)
pi
sinh(pi)
= 2∆φbΛac(θi)Λ
b
d(θi)
 pcipi p
d
i
pi
− pi cosh(pi)
sinh(pi)
pci
pi
pdi
pi
+ δcd
pi cosh(pi)
sinh(pi)
+ ipei ε
cde
 .
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