











































Low-latency big data visualisation

Low-latency big data visualisation 
by
Nicholas Tan Jerome
Print on Demand 2019 – Gedruckt auf FSC-zertifiziertem Papier
ISBN 978-3-7315-0940-0   
DOI 10.5445/KSP/1000095735
This document – excluding the cover, pictures and graphs – is licensed  
under a Creative Commons Attribution-Share Alike 4.0 International License  
(CC BY-SA 4.0): https://creativecommons.org/licenses/by-sa/4.0/deed.en
The cover page is licensed under a Creative Commons
Attribution-No Derivatives 4.0 International License (CC BY-ND 4.0):
https://creativecommons.org/licenses/by-nd/4.0/deed.en
Impressum
Karlsruher Institut für Technologie (KIT)  
KIT Scientific Publishing 
Straße am Forum 2 
D-76131 Karlsruhe
KIT Scientific Publishing is a registered trademark  
of Karlsruhe Institute of Technology.  
Reprint using the book cover is not allowed. 
www.ksp.kit.edu
Karlsruher Institut für Technologie
Institut für Prozessdatenverarbeitung und Elektronik 
Low-latency big data visualisation
Zur Erlangung des akademischen Grades eines Doktor-Ingenieurs  
von der KIT-Fakultät für Elektrotechnik und Informationstechnik des 
Karlsruher Instituts für Technologie (KIT) genehmigte Dissertation  
von M.Sc. Nicholas Tan Jerome
Tag der mündlichen Prüfung: 7. Mai 2019
Hauptreferent: Prof. Dr. rer. nat Marc Weber




Die Exploration großer und komplexer Datensätze ist ein wesentliches Ele-
ment einer digitalen Bibliothek. Eine effiziente Visualisierung bietet die Mög-
lichkeit über die Suche mit rein textuellen Beschreibungen hinauszugehen. In
aktuellen digitalen Bibliotheken haben existierende moderne Visualisierungs-
werkzeuge allerdings aufgrund der Herausforderungen, die sich durch Daten-
umfang und Heterogenität der Daten ergeben, noch keinen Eingang gefunden.
Und folgerichtig ist eine effektive Suche in sogenannten „Big-Data“-Archiven
bislang in der Regel nicht zufriedenstellend.
Diese Arbeit hat sich zumZiel gesetzt, Methoden aufzuzeigen, „Big-Data“-
Archive zu organisieren und zentrale Elemente der enthaltenen Informationen
zu visualisieren. Anhand von drei wissenschaftlichen Experimenten werde ich
zwei „Big-Data“- Herausforderungen, Datenvolumen (Volume) undHeteroge-
nität (Variety), untersuchen und eine Visualisierung im Browser präsentieren,
die trotz reduzierter Datenrate die wesentliche Information in den Datensätzen
enthält. Die Herausforderung bei den gewählten Anwendungen besteht darin,
große Datensatze von ca. 30 GB und vielfältige Daten mit etwa 100 Para-
metern pro Abtastzeitpunkt umfassend, sinnerhaltend und interaktiv, d.h. mit
Antwortzeiten unter einer Sekunde darzustellen. Es müssen also sowohl gro-
ße als auch vielfältige Datensätze umgesetzt werden. Um den internationalen
Charakter in den großenwissenschaftlichen Experimenten zu berücksichtigen,
habe ich mich auf web-basierte Lösungen beschränkt und berücksichtige hier
auch Limitationen, die durch Einschränkungen von Bandbreite und Latenz der
Client-Hardware entstehen.
In dieser Arbeit präsentiere ich den Entwurf einer web-basierten „Big-
Data“ Visualisierung unter Verwendung des „data state reference“-Modells.
Die vorgestellten Systeme verarbeiten durchgängig multidimensionale Daten.
i
Zusammenfassung
Für jede der sogenannten „Big-Data“- Herausforderungen schlage ich spezi-
fische Konzepte vor, die sich auch auf andere Anwendungs-gebiete übertra-
gen lassen. Ein wesentliches Element des Designs sind vorprozessierte Bild-
karten, die direkt in das „Texture Memory“ der Client-GPUs zu Darstellung
geladen werden können. Diese Methode bietet die bestmögliche Interaktivität,
da nach dem Laden die vollständige Information auf der Client-Seite vorhan-
den ist. Diese Interaktivität ist entscheidend, um Datensätze hierarchisch über
mehrere Skalen hinweg durchsuchen zu können. Abschließend werde ich den
Einsatz des entstandenen Visualisierungssystems an vier komplementären An-
wendungsfälle demonstrieren: (1) die Analyse multispektraler Satellitendaten,
(2) ein Doppler Lidar zur Messung der Windgeschwindigkeit, (3) Ultraschall
Computertomographie für die Brustkrebsdiagnose und (4) die Synchrotron-
Röntgentomographie.
Die vorgeschlagenen Entwurfskonzepte tragen zu einem besseren Ver-
ständnis der web-basierten „Big-Data“- Visualisierung bei. Entstandene Vi-
sualisierungsanwendungen, wie WAVE, BORA oder die optimale Blickwin-
kelsuche für 3D Objekte befinden sich im Produktiveinsatz und sind schnell
zu unverzichtbaren Elementen in der Datenauswertung der Experimente ge-
worden. Wesentlich bei der Realisierung solcher Anwendungen ist es, auch
spezifische Anforderungen umsetzen zu können. Das BORA-System verar-
beitet beliebige Zeitreihen und kann ohne Programmierkenntnisse angepasst
werden. Das WAVE-Framework dient zur Visualisierung von 3D-Daten im
Web-Browser und wird ergänzt durch Methoden optimierte Blickwinkel zu
ermitteln und so optimierte 2D Ansichten zu generieren. Generell und ins-
besondere bei weiter steigenden Datenraten, ist es notwendig, schon bei der
Aufnahme der Daten, eine hierarchische Datenorganisation anzustreben und
so leichter die wesentlichen Informationen extrahieren zu können.
ii
Abstract
Exploring large and complex data sets is a crucial factor in a digital library
framework. To find a specific data set within a large repository, visualisation
can help to validate the content apart from the textual description. However,
even with the existing visual tools, the difficulty of large-scale data concern-
ing their size and heterogeneity impedes building visualisation as part of the
digital library framework, thus hindering the effectiveness of large-scale data
exploration.
The scope of this research focuses on managing Big Data and eventually
visualising the core information of the data itself. Specifically, I study three
large-scale experiments that feature two Big Data challenges: large data size
(Volume) and heterogeneous data (Variety), and provide the final visualisation
through the web browser in which the size of the input data has to be reduced
while preserving the vital information. Despite the intimidating size, i.e., ap-
proximately 30GB, and the complexity of the data, i.e., about 100 parameters
per timestamp, I demonstrated how to provide a comprehensive overview of
each data set at an interactive rate where the system response time is less than
1 s—visualising gigabytes of data, and visualisingmultifaceted data in a single
representation. For better data sharing, I selected a web-based system which
serves as a ubiquitous platform for the domain experts. Being a useful col-
laborative tool, I also address the shortcomings related to limited bandwidth
latency and various client hardware.
In this thesis, I present a design of web-based Big Data visualisation sys-
tems based on the data state reference model. Also, I develop frameworks
that can process and output multidimensional data sets. For any Big Data
feature, I propose a standard design guideline that helps domain experts to
build their data visualisation. I introduce the use of texture-based images as
iii
Abstract
the primary data object where the images are loaded in the texture memory
of the client’s GPU for final visualisation. The visualisation ensures high in-
teractivity since the data resides in the client’s memory. In particular, the
interactivity of the system enables domain experts to narrow their search or
analysis by using a top-down methodological approach. Also, I provide four
use case studies to examine the feasibility of the proposed design concepts:
(1) analysing multi-spectral imagery, (2) Doppler wind lidar, (3) ultrasound
computer tomography, and (4) X-ray computer tomography. These case stud-
ies show the challenges of dealing with Big Data such as large data size or
disperse data sets.
To this end, this dissertation contributes to a better understanding of web-
based Big Data visualisation by using the proposed design guideline. I show
that domain experts appreciate the WAVE, BORA, and 3D optimal viewpoint
finder frameworks as tools to understand and explore their data sets. Mainly,
the frameworks help them to build and customise their visualisation system.
Although specific customisation is necessary for the different application, the
effort is worthwhile, and it helps domain experts to understand their vast
amounts of data better. The BORA framework fits perfectly in any time series
data repositories where no programming knowledge is required. The WAVE
framework serves as a web-based data exploration system. The 3D optimal
viewpoint finder framework helps to generate 2D images from 3D data, where
the 2D image is based on the 3D scene with optimal view angle. To cope with
increasing data rates, a general hierarchical organisation of data is necessary
to extract valuable information from data sets.
iv
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e are entering an era of data-intensive science where scientific
experiments worldwide [1] produces significant amounts of
data. Significant refers to the size of the data that surpasses
our capabilities to utilise it effectively. Dobre and Xafha [2]
claim that we are producing 2.5 quintillion bytes 1 of data
every day. Paradoxically, the significant data is not only about the diffi-
culty of managing it; but it also presents the opportunity to prove theories
or to discover facts of nature. The Large Hadron Collider (LHC)—particle
accelerator—produced 13 petabytes of data in 2010 [3]. The LHC often serves
as an extreme case in the data-intensive science, but such large amount of data
is also common in many associated applications, e.g., astronomy, atmospheric
science, medicine, genomics, biology, biogeochemistry and other interdiscip-
linary scientific researches [4]. However, the sheer volume of collected data
11 exabyte equals to 1 quintillion bytes or 1 exabyte equals to 1 billion gigabytes
1
1 Introduction
is overwhelming the world’s technological capacity of computation and data
storage [5].
Jim Gray, a Turing Award laureate, portrays data-intensive science as the
fourth paradigm of science evolution [6]. The first scientific paradigm started
humbly with an empirical approach, where natural phenomena were described
using primitive methods, such as the comprehensive astronomical and planet-
ary observations made by Tycho Brahe—whom Johannes Keppler assisted—
using his astronomical instruments [7]. Then came the second paradigm, a
theoretical branch, which sought to craft theories using models and general-
isations. Throughout the last few decades, the third paradigm has simulated
complex phenomena. Lastly, we have begun to embrace the fourth paradigm,
known as data exploration, where theory, experiment, and simulation are uni-
fied. We no longer study the weather by staring at the sky, but rather through a
monitor screen. We now face the challenge of having an abundance of data as
opposed to the situation in the past when there was insufficient data to be eval-
uated— thus requiring appropriate tools to cope with the size and complexity
of the data to efficiently extract relevant information.
These data introduce new challenges to domain experts because of: (a) the
large data size, (b) the diversity of data formats, (c) their conceptual depend-
encies, (d) disperse data locations, and (e) the intensive and systematic nature
of scientific queries [8]. These data are also often labelled as Big Data, which
is defined by the “four Vs”: Volume (scale of data), Variety (diversity of data),
Velocity (speed of data), and Veracity (certainty of data) [9, 10]. Without ded-
icated tools to address these challenges, it would be impossible to process
such data [3]. On the one hand, domain experts can enforce their personal
or facility hardware to analyse the data thoroughly (high computation capa-
city); and on the other hand, without powerful hardware (low computation
capacity), they have to reduce the data into a manageable size that fits in the
hardware memory or scales across cluster resources [4]. Either way, there is
no guarantee that domain experts can extract insights from these data on time.
2
In this thesis, I will focus on selected applications, to develop viable solu-
tions and discuss their impact and limitations. The driving domain of mywork
was X-ray tomography. In recent years, X-ray tomography imaging is often
associated with the data deluge 2. For application fields like biology, several
hundreds of small animals such as insects and other arthropods are scanned
and stored in a large storage system [12]. Researchers need to performmanual
segmentation of each sample (∼ 30GB); thus each sample would usually take
several months to process. A logical approach would be to store all the collec-
ted data into a sizeable scalable storage system and analyse the data later. In
doing so, we merely shifted the problem from the analysis to the data manage-
ment domains. With storage hardware being commercially affordable, data-
base engineers seize the opportunity to scale the storage system, i.e., by adding
more hard disk capacity or distributed storage systems.
To allow researchers to search and download their desired data, a web-
based interface between the server and the user tends to be the complement-
ary product in the storage system. This scenario encourages digital library
that serves the scientific data to researchers or even to the public, i.e., CERN
Open Data Portal [13], Crystallography Open Database [14], NASA Exo-
planet Archive [15], and Sloan Digital Sky Survey [16]. However, these
digital libraries rely heavily on textual description, known as metadata, to
search for specific data. If the metadata does not describe the data adequately,
domain experts will face difficulty in the search for the desired data. Iron-
ically, what seemed impossible before (data too complex to process), is still
impossible now (data too complex to search). We are encountering a phe-
nomenon where data deluge is embedded inside the digital library framework.
Since there is no general solution to deal with the large complex scientific
data, I have chosen to focus on techniques developed in the field of visual-
isation which uses visual representations of the data to support understanding
and analysis. In particular, I will be discussing how visual exploration [17]
can provide a valuable visual cue from the large and complex data within a
2The data deluge refers to the phenomenon where the vast amounts of data are overwhelming the




digital library. To determine and prepare a suitable visual output, I study the
concept of a data acquisition system that manages a huge amount of hetero-
geneous data from different sources. It is important to note that we are not
going to address all aspects of Big Data, but rather only two distinct subsets
of Big Data: Volume and Variety.
In this thesis, I present concepts, guidelines, techniques and study real-
world systems that serve as a blueprint approach to address Big Data chal-
lenges. Mainly, I answer the challenges raised in Big Data literature survey
regarding data visualisation and visualisation approaches [4], that is, how to
show the vast amounts of data on the screen visually. The primary challenge
is how we choose a proper data representation to visualise the Big Data, e.g.,
Thompson et al. [18] introduced a compact representation to visualise their
large-scale data. To this end, I developed a web-based Big Data visualisation
library: WAVE3, a browser-based data visualisation platform that addresses
large data size, multivariate data, and multimodal data [19]. Despite different
Big Data challenges, the library generalises various data preprocessing meth-
ods thanks to its modular architecture. For any Big Data feature, I propose
a standard design guideline that helps domain experts to develop their data
visualisation. The guideline is driven by the way they first access their data
which serves as a good overview representation. I introduce the use of texture-
based images as the primary data object where the images are loaded in the
texture memory of the client’s GPU for final visualisation. Furthermore, I
aim for visualisation with high interactivity. In particular, the interactivity of
the system enables domain experts to narrow their search or analysis using a
top-down methodological approach. Most available visual exploration tools
solve a rather specific use case, but WAVE is applicable to many science do-
mains facing the Big Data dilemma. WAVE contributes to improving current
shortcomings of Big Data visualisation tool regarding poor performances in
functionalities, scalability and response time [4] by its modular web-based
3WAVE stands for Web-based Analysis of Volumes
4
parallel architecture. In the following, I will outline the challenges in detail
and raise specific questions necessary to solve these problems.
1.1 Problem Statement and Research
Questions
Scientific user facilities—particle accelerators, telescopes, colliders, light
sources and more—provide the bedrock for numerous research opportunities
where they generate an increasing volume of data with unprecedented quality
and rates [20]. Each of the experiments has a scientific focus that drives
its programme. What these experiments have in common is that they store
their data into a storage system which then introduces Big Data challenges
regarding its large data size and diversity of data formats. To cope with large
data, it is essential to relate the measured data and the desired information
within the data sets. To simplify data processing, it would be desirable to
remove unnecessary data as early as possible in the data processing chain.
Thus, the central question that arises is:
How can visualisation of raw/measured data help in searching
and understanding Big Data during data acquisition?
In this thesis, I select three distinct experiments that are experiencing a data
deluge. These experiments serve as ideal use-cases that introduce Big Data
challenges faced within a research facility, with each experiment highlighting
a different Big Data aspects on Volume and Variety. I will pose specific re-
search questions to address the core question. I focus on these two Vs because
they are the primary Big Data concerns in this data-intensive era; either each
data is too large (i.e., gigabytes or petabytes), or there are too many small data
5
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to be processed (i.e., 400 million tweets a day) [21]. The lessons learnt from
these two Vs will serve as foundations to address further Big Data Vs.
Data too Big
Synchrotron X-ray microtomography offers unique opportunities for the mor-
phological analysis of animals. Internal structures become observable even in
opaque organisms in a non-invasive, three-dimensional way with a submicron
resolution. At the KIT Imaging Cluster [22] and other synchrotron radiation
facilities worldwide, the experiments utilise the X-ray light to scan organisms
and store the data in a digital library system. Then, the entomologists will
segment the data to study the internal structure of the specimen further. De-
pending on the scan resolution, the size of each data set ranges from 30GB to
120GB. The massive data size is a common Big Data feature where the size
is too big to fit into the memory of current computers. The collected data sets
are then stored in large scalable storage, and they are made available through
a digital library framework. Although I am not dealing with data in the range
of petabytes, the size of data lies within the scope of gigabytes which causes
high system latency. In this thesis, I aim to visualise these data sets in less
than 1 s. Processing, transmitting, and visualising gigabytes of a data set in
less than one second is not trivial.
With the digital library filled with hundreds of data sets, entomologists
have to rely on the textual metadata description to search for their desired data
sets. Often, the metadata descriptions are neither complete nor helpful, which
leads to numerous guessing attempts through trial-and-error to find the desired
sample. Since the size of each data is in the gigabyte range, downloading and
inspecting multiple data sets are cumbersome.
To allow the researchers to work efficiently, we have to introduce ad-
ditional information to compensate for the incompleteness of the textual
metadata. In the context of large data size, the extra information can be in a
visual formwhich contains the main feature of the data. Ideally, we would like
6
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to understand the original data immediately without any data latency. Hence
the question:
Question 1: How canwe visualise BigData without downloading
the whole original data set itself?
Data too Different
In a large-scale experiment, not only is the increasing data size a concern, but
also the complexity of the data. The data are usually multivariate—data con-
sisting of different attributes such as temperature and humidity. When mul-
tiple sources are present, the multivariate data are described as multimodal
data. In climate research, multimodal data can be data from various data ac-
quisition systems that differ in grid resolution and sampling rate. In the med-
ical domain, multimodal data stem from different imaging techniques such
as computed tomography (CT), magnetic resonance imaging (MRI), or ultra-
sound. Despite the data being highly heterogeneous, researchers must, how-
ever, combine these data with various attributes and formats to formulate and
testify their hypotheses. Often, researchers use ad-hoc scripts to process these
highly heterogeneous data. Each of the scripts solves one specific task, and
the scripts altogether are hard to maintain. With sensors continuously improv-
ing, and data formats constantly evolving, researchers find themselves always
writing ad-hoc processing scripts. Thus:
Question 2: How can we represent and extract scientific insights
from heterogeneous data?
While multivariate and multimodal data vary in attribute and format, each
different variable requires a dedicated visual format to present its information.
As a result, we are left with large amounts of visual representations which
will complicate the whole data analysis process. Not only are the many visual
7
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representations unable to fit onto a single screen, but using the alternative
approach such as multiple views [23] might lead to some information being
overlooked. Instead, rather than analysing each variable separately, I aim to
amplify all relevant information in one visual representation. Hence:
Question 3: How canwemergemultimodal andmultivariate data
into one visual representation?
Data Availability
Research enabled by large research infrastructures is shared among interna-
tional researchers and collaborations. Thus, it is essential to share data glob-
ally. Distributed tools can share insights with other specialists, increase pro-
ductivity, and encourage more active research. The same technologies can
be used to attract a larger audience that may result in promoting the citizen
science programme [24]. Hence:
Question 4: How can we exchange data among international re-
search communities?
A primary focus of this thesis is to allow easy data browsing and sharing
using the visual exploration approach. With data readily available and access-
ible, the functional blocks used in my design may help connecting scientists
and data repository through a common gateway, i.e., web browser. In addition
to the traditional textual metadata description, I strive to provide searchable
content of the added visual content. Specifically, characterising the visual
content can provide a better search experience for users. However, not all
data can be sufficiently described in textual metadata, e.g., 3D content, which
raises the question:
Question 5: How can we search for non-textual content such as
3D volumes?
8
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1.2 Objectives and Contributions
The problem statements and research questions lay a foundation for the scope
and goals of this thesis. In particular, I am going to present the results and
contributions of the following objectives:
(i) I will improve the understanding of the visualisation-driven data acquis-
ition system that addresses Big Data challenges. Different visual out-
puts are identified and described within the scope of flexibility in the
design phase.
(ii) I will design an interactive visual exploration system that summarises
the core information of the experiments. I will demonstrate my ap-
proaches by using experiments in the domain of meteorology, medicine
and life science. I will investigate the data acquisition strategy to con-
solidate all the heterogeneous data in a unified standard manner.
(iii) I will realise all the visualisations using a web-based system which in-
herently allows one to share data with a wide range of audiences. Since
the web-based approach suffers from the bandwidth limitation, I invest-
igate visualisation techniques that reduce the final data size, with the
ability to still represent the relevant information. The primary focus
will be enabling a broad range of client devices, such as the smartphone,
laptop, and powerful workstation, to serve the final visualisation which
promotes a multi-resolution visualisation approach. I will also charac-
terise client systems parameters to serve the best visualisation quality
to the researchers.
(iv) I will derive searchable attributes from the visual content. As it is un-
clear how to search a non-textual data content such as a 3D object, I
will study and demonstrate how to extract dominant features that best
describe a non-textual content.
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Given the broad definition of Big Data, it is inevitable that no single sci-
entific experiment encompasses all the Big Data features. Thus, the results
and contributions of this thesis are based on many projects conducted in the
Institute for Data Processing and Electronics (IPE) in Karlsruhe Institute of
Technology (KIT). The institute specialises in the development of custom de-
tector, trigger and data acquisition systems for high data rates and control and
monitor systems. It’s competences cover the entire signal chain, starting with
the physical sensor design, detector assembly through the analogue and digital
electronics to the data analysis and archiving. Notably, the institute emphas-
ises in designing and developing data acquisition systems for large-scale ex-
periments. The use case, synchrotron X-ray tomography, is dealt with in the
framework of the projects NOVA and ASTOR [12], and meteorology is stud-
ied within the KITcube project [25]. Medical aspects are covered by a novel
diagnostic device using ultrasound computed tomography (USCT) for early
breast cancer diagnosis [26]. As an example for fundamental physics experi-
ments, the Karlsruhe Tritium Neutrino experiment KATRIN [27] is analysed,
and finally, the effect of the Energiewende4 are explored in the KIT 1MW
solar storage park [28]. Further information on each experiment will be dis-
cussed in Chapter 5. Even with the rich list of experiments, I focus on the two
distinct subsets of Big Data (Volume and Variety), which extends our evolving
understanding of Big Data in scientific research regarding data management
and visualisation.
1.3 Outline
Chapter 2 discusses the current state of digital library framework that embeds
visualisation. I present the fundaments of surface and volume renderings that
serve as the core visual representations.
4Energiewende is a German word for the energy transition. It is a planned transition by Germany
to a low carbon, environmentally sound, reliable, and affordable energy supply.
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Chapter 3 forms an understanding of designing and developing a visualisation-
driven data acquisition system. I study relevant researches and propose a
design guideline that applies to various applications based on the user-centric
design [29].
Chapter 4 discusses the visualisation techniques for a web-based system.
Mainly, the multidimensional raw data is converted into images for further
processing within a graphical processing unit (GPU). I present three visual-
isation modules for the web-based Big Data visualisation system categorised
by the multidimensional nature of the raw data.
Chapter 5 presents four use-case studies of Big Data application, where each
application consists of a different Big Data challenge. Despite the uniqueness
of each experiment, I demonstrate necessary data preprocessing methods
based on the proposed design guideline. Each system is built based on the
visualisation components discussed in Chapter 4. Also, I evaluate the data
interaction between the server and the client to address the system response
time. In doing so, the system can provide high-quality visualisation to a wide
range of client hardware.
Chapter 6 discusses the contributions and results from the preceding chapters
and scrutinises the thesis’ objectives. I will give an outlook on possible future
work and aspects that are not covered by this thesis.
11

For some, a library is a dim and dusty place filled with out-of-date
texts of limited historical interest...




n this chapter I provide background information that ad-
dresses the central question introduced in Chapter 1. Par-
ticularly, I describe the digital library domain which is the
heart of the Big Data dilemma. Next, I discuss the role of
visualisation, particularly how visualisation helps in the pro-
cess of knowledge discovery 1 within the digital library. Following this, I iden-
tified a general design guideline to integrate visualisations within the digital
library framework. Finally, I explain visualisation techniques in more detail
as they provide the foundation of graphical representation used throughout
this thesis.
1Knowledge discovery describes a complete workflow that starts from recording the data, then
cleaning the data, analysing the data, visualising the data, and lastly make sense of the data [4].
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2.1 Digital Library Domain
The first use of the term digital library dates back to 1988 where Kahn and
Cerf [30] presented an open architecture of a digital library system that allows
convenient access, either locally or remotely, to geographically distributed
users. During that time, this idea was novel because most information was
not available in a digital form. They stated their architecture as an extension
to the traditional library. The conventional library emphasises storage and pre-
servation of physical items, where users must travel physically to the library
to learn from what is available and make use of it [31]. However, the public is
losing interest in such community facility in favour of digital technology ad-
vancement. For the past two decades, the growth of digital resources such as
bibliographic databases and electronic journals are embracing the new library
paradigm—digital library [32]. With information resources transforming into
digital formats, users no longer need to travel to a library; but instead, they
can read and access information through any digitally connected medium, i.e.,
a web browser. Numerous definitions try to encapsulate what a digital library
is [33, 34, 35, 36], where they categorise either by its physical space and col-
lections, by its digital environment, or by its services. In this thesis, I define a
library by its primary purpose—a community facility which provides public
access to its materials. The digital content may be stored locally, or accessed
remotely through networks such as cloud services. Hence, a digital library
consists of an extensive collection of digital information with public access.
Similarly, research facilities have extensive experimental data in which the
data are accessible from within the centre or the public. We mainly study
the research experiments that store its data into a data repository. In particu-
lar, we look at climate research with Doppler wind lidar [25], X-ray imaging
for entomology research [12], and medical imaging with ultrasound computer
tomography [37].
Each of the experiments tries to capture as much data as possible for better
comprehension. Typically, the collected data are stored in storage along with
14
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a set of metadata—data attributes which describes the primary data 2. The
metadata serve as the tool to enhance the accessibility of primary data. The
number of stored primary data can scale up into the range of millions, and the
total size can scale up into the range of petabytes. At such scale, browsing
and searching for a particular data set is no longer a trivial task. The current
text-based approach is not an ideal solution to present results in this large-
scale environment. For example, showing a lengthy list of search results is
inefficient, and not intuitive [39]—the items listed at the beginning of the
records do not often resemble the best match. Instead, we can incorporate
a ranking system that requires users to investigate the top searched results
individually [40, 41].
To facilitate the exploration and analysis in a digital library collection [42],
existing approaches emphasise metadata analysis, i.e., word-frequency ana-
lysis [43], co-occurrence word analysis [44], and probabilistic methods like
Latent Dirichlet Allocation (LDA) [45]. While these methods offer a generic
solution, they fail to provide information related to a specific domain [46].
Most of the related works focus on a particular data format or applica-
tion [39, 47, 48]. Instead, my approach is to improve data exploration within
a digital library by using visualisation techniques [4, 49, 50, 51].
2.2 The Role of Visualisation
In the scientific research domain, visualisation is often treated as a tool to pro-
duce visual outputs that best describe an object. The role of visualisation is to
enable domain experts to extract insight from their data [52]. A standard ap-
proach to visualisation is to support users’ search activities by using informa-
tion filtering, where the users’ interaction defines the attributes of interest that
quickly filter out unrelated data [49]. FilmFinder [47] and HomeFinder [48]
are classic examples of such visual interfaces that assist users in narrowing
2Primary data comprise the original condition of a phenomenon without being processed, trans-
formed, or manipulated into other forms [38].
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down the search scope and easily comparing results using the visualisation
output. Furthermore, visualisation can be used to understand the relationship
between the search query and search results that guide users to formulate a
better query in data browsing [53].
In the domain of the digital library, there are numerous visualisation sys-
tems available that are reported to improve the overall data browsing experi-
ence by using carefully selected techniques [51]. However, these systems are
specially designed for their use case. To develop a new visualisation system,
I must go through the entire design cycle numerous times. I will discuss the
two elements that serve as the bedrock for my design process: general visual
interaction guideline and visualisation techniques.
2.2.1 General Visual Interaction Guideline
Visualisationmethodologies have long been recognised to improve users’ abil-
ity to comprehend information quickly [54]. To demonstrate the efficacy
of visualisation, numerous applications integrate various visualisation tech-
niques into the digital library domain. Borner and Chen [55] described the
three common usages of visual interfaces in the digital library domain: to
support identification, to understand the interrelation of retrieved data and to
refine a search.
The Envision Digital Library [57] was a prototype digital library for com-
puter science literature. Its user interface allows users to facilitate examining
extensive data sets, displaying multiple aspects of the data simultaneously and
efficiently, and discovering patterns in the data interactively. Similarly, the
LVis (Digital Library Visualizer) project [58] aims to aid users’ experience
in browsing large document sets. The LVis prototype was based on the data
set in the DIDO Image Bank 3. It uses Latent Semantic Analysis (LSA) to
extract relationships between images. This information is vital in the cluster-
ing algorithm. To populate the pictures in a 2D or 3D space, LVis modifies
3The DIDO Image Bank provides pedagogical images of art historical periods and media.
http://dido.dlib.indiana.edu/
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the Boltzmann algorithm to compute the spatial coordinates. Shiaw et al. [59]
presented a digital library that uses 3D space to display and browse a collec-
tion of Greek vases. Unlike a traditional digital library that displays thumb-
nails and descriptions of vases, the 3D vase museum presents each vase as
a 3D object and places it in a virtual room. They combined 3D models and
2D photographs to describe each data set while taking advantage of the 3D
capabilities to zoom and navigate around the virtual room. Good et al. [39]
presented the UpLib Client (UC) system that uses continuous and quantum
treemap layouts to display collections of documents based on the search cri-
teria. They emphasise fluidity in data browsing that allows users to focus
on the data, rather than the interface itself. Using the UC system, users can
zoom out, zoom in, search in context, limit the view to search results, break-
down to pages and read the document. ActiveGraph [60] is another system
that presents multiple perspectives to visualise documents of a digital library.
Here, a set of digital library documents are represented as data set in a 2D or
3D scatter plot. The data set can be any digital library objects, e.g., books,
journals, papers, images or web resources. The information of the digital lib-
rary objects is encoded into six visual attributes of the scatterplot: X-axis,
Y-axis, Z-axis, colour, size and shape. Clarkson et al. [51] developed a sys-
tem, known as ResultMap, which emphasises the hierarchy representation of
search results within a digital library. They used treemap to organise results
in a space-efficient hierarchical display. Their system maps each document
in the hierarchical tree structures and highlights the query that corresponds
to the outcome. In the digital humanity domain, Chandna et al. [61] presen-
ted the CodiViz-II visualisation interface that allows domain experts to find
clusters, correlations, outliers, errors in their data by using flexible browsing
capabilities. They used parallel coordinates to address the multidimensional
nature of the digitised old manuscripts.
Despite the various interaction designs in Table 2.1, the primary goal
of these applications is the exploration of the data through visualisations.
Few [62] claimed that skilled data seekers tend to converge towards the
18
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Visual Information Seeking Mantra [56]: Overview first, zoom and filter,
then details-on-demand [56]. It is a data searching pattern that Few [62]
dubbed “the sure path to discovery”. Schneidermann, who coined the man-
tra, provided a useful starting point for designing advanced graphical user
interfaces. He summarised this design principle by observing numerous ap-
plications which they all have in common:
There are many visual design guidelines, but the basic principle
might be summarised as the Visual Information Seeking Man-
tra [56]:
Overview first, zoom and filter, then details-on-demand
Overview first, zoom and filter, then details-on-demand
Overview first, zoom and filter, then details-on-demand
Overview first, zoom and filter, then details-on-demand
Overview first, zoom and filter, then details-on-demand
Overview first, zoom and filter, then details-on-demand
Overview first, zoom and filter, then details-on-demand
Each line represents one project in which I found myself
rediscovering this principle and therefore wrote it down it as a
reminder.
— Ben Schneidermann (1996)
From the various interaction designs shown in Table 2.1, I also find my-
self noticing similarities from the applications as they adhere to the mantra
as well. The primary difference between these systems lies in the format of
input data, where the format has to conform with the chosen visualisation
techniques. Schneidermann [56] and Keim [63] both described taxonomies
for information visualisation, which showed a wide variety of visualisation
techniques requiring different input data.
To address the various formats for the intended visualisations, Chi [64]













Figure 2.1.: The data state reference model by Chi [64]. The black box denotes the
state of the data, whereas the arrow shows the action performed from one
state to another.
where the pipeline described the transformation of the input data into a visual
format. This model uses an operator framework to characterise different visu-
alisation techniques. It breaks the visualisation pipeline into four data stages,
three types of transformations (grey arrows in Figure 2.1) and four types of
within-stage operators (black boxes in Figure 2.1). The Value stage shows the
raw data input which can be an image database or a relational database. In the
data transformation, the data structure is altered to suit the application. Data
operations such as data reduction and data fusion are commonly applied. In
the visualisation transformation, the data structure is transformed into a visual
data format. For example, the encoded image format is used as a lookup table
within the GPU memory for the final visual mapping transformation [19, 65].
To date, the information visualisation reference model [54] and the data
state reference model [64] are still prominent in describing the conceptual
visualization pipeline. While these models are beneficial for understanding
visualisation systems, these models need to be refined for each different ap-
plication domain. Tobiasz et al. [66] adopted the data state reference model
as the conceptual pipeline for their system. Brunetti et al. [67] developed the
Linked Data Visualisation Model based on Chi’s model to guide developers
and designers in the Resource Description Framework (RDF) data visualisa-
tions. Cottam et al. [68] included a set of dynamic sources to the information
visualisation reference model. Treinish [69] proposed a functional-based data
model, where he described a taxonomy on the aggregation layer. Elmqvist
and Fekete [70] presented a hierarchical aggregation data model with a large
demonstration of many visual techniques. Besides the conceptual models, I
study the approach demonstrated by the ATLAS experiment at Large Hadron
20
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Collider [71], in which they incorporated data separation as part of their data
management pipeline. In their workflow, the raw data set is reconstructed to
produce event summary data (ESD) and further processed to create analysis
object data (AOD). The data complexity decreases gradually from raw data to
ESD to AOD [72].
To this end, I identified commonality from various visualisation systems,
where I summarise the process of designing visualisation within the digital
library domain into two stages. Firstly, the visualisation must adhere to the
Visual Information Seeking Mantra [56]. Secondly, the preprocessing of the
data follows the data state reference model to produce a set of suitable data
formats.
2.2.2 Visualisation Techniques
In the early 1970s, the subject rendering 4 concentrated on producing a real-
istic picture. Back then, rendered images did not resemble the real world
which motivates research in photorealistic rendering. The primary goal of
photorealistic rendering is to reproduce how an object or a scene would look
if it were photographed. Photorealistic rendering deals with light interaction
on the surface and describes how light reflects, refracts and scatters in a real
environment—surface rendering. Later in the early 1980s, medical imaging
challenges scientific visualisation to go beyond the surface, and view the in-
ternal data structure [73]. In this section, I discuss the two visualisation tech-
niques: surface and volume rendering. Subsequently, I explain the approach
to integrate these methods on a web-based platform.
2.2.2.1 Volume Rendering
Instead of rendering a realistic image, we can extract valuable information
from the data, i.e., viewing internal organs in medical imaging. Medical prac-
titioners can visualise internal organs and prepare themselves better before




Figure 2.2.: An overview of the direct volume rendering method.
a surgery session, e.g., Grimson et al. [74] described an automatic registra-
tion method that enables a visual mix of live video of the patient with the
segmented 3D MRI or CT model for planning and guiding neurosurgical pro-
cedures. This rendering technique is called volume rendering which refers to
the creation of an image from volumetric data—an object with some particular
internal structure or distribution of features.
Although the volume rendering approach is mainly applied to medical ima-
ging images, i.e., magnetic resonance tomography (MRT) or computed tomo-
graphy (CT), the technique is also widely adopted in many fields of engineer-
ing and science such as metrology and geology. Volume rendering is com-
monly used to visualise 3D scalar fields, in which a set of techniques are used
to display a 2D projection image of a 3D volumetric data set (Figure 2.2). A
3D scalar field maps a position x in space onto a scalar value.
s : Ω −→ R, s 7−→ s(x) (2.1)
where Ω ⊂ R3 denotes the 3D Euclidean space [75, 76, 77]. To compute a
two-dimensional image of the scalar field, the effects of the optical properties
are synthesised by modelling the transport of light along each viewing ray.
The scalar field is also known as a participating medium, where light particles
interact within the medium in several ways: absorption, emission, and in- and
22
2.2 The Role of Visualisation
out-scattering. Hence, the particle interactions contribute to the radiance at a
single point [78].
Blinn [79] made some assumptions in his model for volume rendering to
simplify the light transfer equation and thus reduce the computational com-
plexity. The important assumption is that the volume is in a low albedo envir-
onment. The albedo of light particles describes the degree of incoming light
reflection. On the one hand, a high albedo environment refers to multiple
scatterings of light particles in the medium. On the other hand, a low albedo
environment only considers one scattering along the viewing ray. Also, Blinn
considered just the absorption and emission components, which simplified
the equation to the emission-absorption model [78]. The emission compon-
ent determines the intensity and colour of a particle inside the volume while
the absorption expresses the opacity, respectively.
Volume Rendering Integral To display the 2D display image of the 3D
volumetric data set, two approaches are usually performed: the object-order
approach and the image-order approach. Themain difference between the two
methods lies in the iteration direction of the rendering algorithm. The object-
order method iterates from the volumetric data set and determines how each
voxel contributes to the 2D image projection, i.e., shear-warp [80], marching
cubes [81]. Conversely, the image-order iterates from each pixel of the 2D
image projection and determines how the 3D volumetric data contribute to
the final colour, i.e., ray casting [82, 83, 84, 85]. The lower iterations of the
image-order algorithmmade the approachmore efficient. Given a rayR along
the viewing direction vdir:
R : r(λ) = rstart + λ · vdir with ∀λ ∈ R (2.2)
where the differential radiance dL of the emission-absorption model at posi-
tion λ along the ray R is
dL(λ)
dλ
= g(λ)− κ(λ) · L(λ) (2.3)
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The source term g(λ) describes the amount of light emitted while the extinc-
tion coeficient κ(λ) defines the amount of light attenuated at position λwithin
the participating medium, respectively. Solving Equation 2.3 for a viewing
ray starting from the start position λ0 = 0 to the last position ξ yields the
volume rendering integral [78]:











with L(0) representing the initial radiance point, the accumulated radiance
leaving the participating medium along the view direction is denoted by L(ξ).
If the extinction term κ is not constant, the amount of radiant energy reach-
ing the viewer is integrated along the distance from λ1 to λ2 which can be
represented as





Substituting Equation 2.5 into the volume rendering integral (Equation 2.4)
results in a simpler form:
L(ξ) = L(0) · T (ξ) +
∫ ξ
0
g(λ) · T (λ, ξ) dλ (2.6)
Equation 2.6 can be numerically approximated by using Riemann sum
where the viewing ray is divided into multiple equidistant segments, n. The
length of each segment is △λ = (ξ − λ0)/n). Equation 2.5, also known as
the optical transparency, can be approximated using Riemann sum between
segment i at λi = λ0 + i · △λ and the end point at λ = ξ,









the transparency of the ith segment is defined as
24
2.2 The Role of Visualisation
Figure 2.3.: Direct volume rendering (inverted particle model) of the oribatid mite
Archegozetes longisetosus (left), the box mite Euphthiracarus reticulatus
(middle) and an unidentified Diptera species—fly (right).
ti = e−κ(λi)·△λ (2.8)
and the source term gi for the ith segment as
gi = g(λi) · △λ (2.9)
Together with definitions (2.8) and (2.9),the volume rendering integral in
(2.6) can be approximated for n segments:










The resulting discretised integral is adopted in numerous direct volume
rendering applications. Whenever a ray casting is performed, the final com-
position on each pixel of the 2D image projection is evaluated according to
Equation 2.10.
The Particle Model Max described a variation from the volume render-
ing integral, where the intensity C = C(λ) is constant along the ray [78].
Thus, resulting in an image similar to an X-ray negative—brightest where
the data is most dense, darkest where the data is most sparse. Depending on
the background colour, the particle model can be inverted for better contrast.
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Figure 2.4.: Surface rendering (Phong illumination model) of the oribatid mite
Archegozetes longisetosus (left), the box mite Euphthiracarus reticulatus
(middle) and an unidentified Diptera species (right).
Figure 2.3 shows an inverted version of the particle model with a white back-
ground. With source term g(λ) being composed of C ·κ(λ). The second term

































Substituting the simplified equation (2.11) and the transparency equation (2.5)
into Equation 2.6 results in a colour composition equation:
L(ξ) = L(0) · T (ξ) + C · (1− T (ξ)) (2.12)
where L(0) denotes the background for the composition of colour C. T (ξ)
determines the transparency, and often, the term (1 − T (ξ)) represents the
opacity—the probability that colour reaches the viewer.
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Figure 2.5.: Direction vectors for calculating the Phong illumination model and the
Cook-Torrance model: r: reflected direction, v: view direction, n: normal
direction, h: half-angle direction, and l: light source direction.
2.2.2.2 Surface Rendering
Surface rendering deals with how light interacts with the surface of an ob-
ject by using a lighting model. Figure 2.4 shows the surface rendering of the
oribatid mite Archegozetes longisetosus, the box mite Euphthiracarus retic-
ulatus, and an unidentified Diptera species. A lighting model calculates the
behaviour of light, precisely how light sources, materials and geometry inter-
acts. Modelling of light interaction can be categorised into local and global
illumination models. The local illumination model is only concerned with
how the light behaves at a specific position on the surface, while global illu-
mination deals additionally with shadows and indirect lights. In this thesis,
I will focus on the local illumination method. The two most common local
illumination models which calculate light per pixel are the Phong model and
the Cook-Torrance model. Figure 2.5 shows the direction vectors necessary
for the calculation of the Phong illumination model and the Cook-Torrance
model. In the following sections, direction vectors will be expressed in bold
typeface, i.e., (l • n) denotes the dot product between the vector l and n.
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Phong Illumination Model Back in 1975, Bui Tuong Phong published a
simple model for specular falloff using an integer power of the cosine angle
of α—the angle between outgoing view direction and specular direction [86].
His work focused on improving shading methods and also adding realism to
renderings of 3D objects. The Phong illumination model consists of three
terms: an ambient term, a diffuse term and a specular term. Assuming that
there is only one point light source, the illumination intensity at point x can
be represented as below:
I = Ia + Id + Is. (2.13)
Figure 2.6 shows the visual illustration of each term that constitutes the
Phong model. The Phong illumination model is a local illumination model
which considers only direct illumination —it does not consider indirect light-
ings nor shadows. Hence, the ambient term is included to approximate in-
direct illumination effects. The contribution of the ambient term is to ensure
that voxels with gradients pointing away from light source do not appear pitch
black. Let La,in represents the total intensity of the incoming ambient light.
In the Phong model, the surface has an associated ambient reflectivity coeffi-
cient ka that specifies the fraction of the ambient light reflected. The equation
for the intensity of the outgoing ambient light is
Ia = La,in · ka (2.14)
The diffuse term simulates the diffuse reflection according to Lambertian
law, which states that the reflected light intensity is relative to the angle of
incidence. The amount of light that is diffusely reflected is modeled as:
Id = Ld,in · kd · cos θ = Ld,in · kd · (l • n) (2.15)
where Ld,in is the intensity of the diffusely reflected light in the viewpoint
direction. The term kd denotes the diffuse reflectivity coefficient which rep-
resents the physical property of the surface material.
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Ambient Diuse Specular Phong illumination+ + =
Figure 2.6.: Visual illustration of the Phong equation.
The specular term simulates the shininess of the surface which gives the
viewer an idea of light source positions and geometry details. The Phong
lighting model uses the factor (cosφ)f to model the falloff in light intensity
in the reflection direction that differs by an angle ofφ from the vector direction
r of perfect reflection.
Is = Ls,in · ks · (cosφ)f = Ls,in · ks · (v • r)f (2.16)
where ks is the specular reflectivity coefficient andLs,in is the intensity of the
specular light originating from the light source. In practice, the half vector h
is used to simplify the calculation of Is, which is defined to be the unit vector
halfway between the light source direction and the view direction [87].
h = l+ v||l+ v|| (2.17)
The specular term in Equation 2.16 can be defined with the half vector, and
the half angle ψ—the angle between h and the surface normal n as below:
Is = Ls,in · ks · (cosψ)f = Ls,in · ks · (h • n)f ′ (2.18)
Although Equation 2.16 and 2.18 are not exactly the same, both equations
provide qualitatively similar results when f ′ is set higher than f [88].
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Figure 2.7.: Surface rendering of an unidentified Diptera species using the Phong
illumination model (left) and the Cook-Torrance illumination model (right).
The contrast between the occluded and non-occluded regions are higher
in the Cook-Torrance implementation.
Cook-Torrance Illumination Model The Cook–Torrance lighting
model is an alternative to Phong lighting that can better capture reflectance
properties of a broader range of surface materials [89]. The visual difference
between the Phong illumination model and the Cook-Torrance illumination
model is shown in Figure 2.7. Although the Cook-Torrance model shows a
better contrast between the exposed and occluded surfaces, the computation
cost of the Cook-Torrance model is higher than the Phong model. The Cook–
Torrance lighting model is based on a microfacet model for surface reflection,
where the incident light either reflects immediately or penetrates the micro-
facet surface causing further multiple reflections inside the material before
exiting the surface in a random direction.
Similar to the Phong model, the Cook-Torrance model is also composed of
the three terms: ambient term, diffuse term, and specular term. Thus,
I = Ia + Id + Is
= La,in · ka + Ld,in · kd · (l • n) + Is
(2.19)
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In contrast to the Phongmodel, the definition of the specular intensity in Cook-
Torrance model is as below:
Is =
(l • n)
(v • n) · Ls,in · s · F ·G ·D (2.20)
where (l • n) ·Ld,in measures the amount of light energy reaching a unit area
of the surface, and (v • n) · Is measures the amount of light energy leaving
the unit area of the surface. Also, the product (s ·F ·G ·D) denotes the energy
ratio of energy reaching to energy leaving the unit area in the direction of v.
The constant s is used to scale the brightness of the specular reflection.
The F term is the Fresnel coefficient which shows what percentage of the
incidence light is reflected. In practice, the Schlick’s approximation [90] is
used for better computation efficiency which provides a similar coefficient
value. Also, the halfway vector is also adopted in the definition, which gives:
F = fλ + (1− fλ) · (1− (h • v))5 (2.21)
where fλ is the reflection coefficient for incident light parallel to the normal
of the surface.
The geometric term G computes the fraction of the illuminated portion of
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The microfacet model D assumes that light incident from the direction of l
is specularly reflected independently by each individual microfacet. Hence,
the amount of light reflected in the direction v is deemed to be proportional
to the fraction of microfacets that are correctly oriented to cause mirror-like
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wherem defines the surface roughness—largerm indicates rough and bumpy
surface.
Gradient Computation In surface rendering, the surface normal vector,
n, is essential for calculating the illumination models. Often, surface normal
can be derived from the triangle primitives of a 3D object. However, sci-
entific experiment often presents a voxel-based volume. Instead of triangle
primitives, the data consists of voxels.
To determine the surface normal from voxels, I compute the gradient of a
3D intensity function vector at all points of interest. The gradient vector is the
first order derivative of a discrete volume with respect to all threes directions.
Given a function f(x, y, z) the gradient is:












There are several methods for calculating the gradient vector, i.e., the in-
termediate difference operator, the central difference operator, the Zucker-
Hummel operator [91], and the Sobel 3D operator [92]. The most common
method is the central difference method which estimates the derivative by
calculating the first terms of a Taylor expansion [93]. By taking the six neigh-
bouring voxels, the gradient can be calculated using the following equation:
g(x, y, z) = ∇f(xi, yj , zk) = 12 · (f (xi+1, yj , zk)− f (xi−1, yj , zk)) ,
1
2 · (f (xi, yj+1, zk)− f (xi, yj−1, zk)) ,
1




where xi, yj , zk represents spatial coordinates of the volume. For a better
estimation of the gradient vector, the 26 closest neighbours can be evaluated,
i.e., the Zucker-Hummel operator and the Sobel 3D operator.
2.3 Web-based Visualisation
A visualisation system is often developed as a desktop application, which per-
mits full utilisation of the machine’s capabilities [4, 94]. However, such a
visualisation system is restricted to only one machine, and dependent on many
software packages [95]. Alternatively, a web-based visualisation system al-
lows multiple users access from various geographical locations. Mwalongo
et al. [96] discussed the benefits of web-based visualisation where they em-
phasise remote visualisation. This approach aligns with the concept of the
digital library to provide and share information with the public. In this sec-
tion, I will discuss caveats and methods to adapt the visualisation techniques
in a web-based system.
Since the introduction of the World Wide Web in 1991, data sharing
through the web browser was made possible. Limited to a simple scripting
task, web browser technology did not utilise the full potential of the client hard-
ware. Fortunately, recent advancement in web technologies has significantly
improved the capability of web technology where it can harness the power of
GPUs by using WebGL [97] and HTML5 technologies. In particular, major
web browsers support resource-intensive GPU-accelerated client-side render-
ing, i.e., ray marching approach [98] or interactive data visualisation [65].
In essence, the visual information representing the large data should be
available to a broad range of users with diverse hardware requirements. On
the one hand, users with lower client requirement would appreciate a recog-
nisable visual preview of the data; on the other hand, users with higher cli-
ent requirements would expect the best quality of visual contents. However,
the web-based visualisation is served from a single codebase, and addressing
















Figure 2.8.: The frame rate of the oribatid mite Archegozetes longisetosus (Archie),
the box mite Euphthiracarus reticulatus (Eucrib) and an unidentified Dip-
tera species (Fly) in two volume sizes (2563 and 5123) and textures (2D
and 3D). The higher the frame rate, the better.
the differentWebGL versions complicate my effort to generalise the codebase.
For example, WebGL 1.0 supports 2D texture solely, while WebGL 2.0 sup-
ports 2D and 3D textures. Figure 2.8 shows the frame rates of rendering data
sets using both 2D and 3D textures. By comparing the same data size, ren-
dering the data using 2D texture leads to lower frame rates due to the slower
shader-based interpolation approach in comparison to the hardware interpola-
tion provided by the 3D texture approach. Ideally, we would prefer 3D texture
as it offers hardware interpolation that is much faster, but at the same time, we
would like to serve the majority of the client systems that support only the 2D
texture. Hence, I support both 2D and 3D textures depending on the client
requirement.
To render 3D volume using the 2D texture, I emulate the 3D texture func-
tion in the fragment shader where a series of cross-section slices can represent
the 3D volume, and they are arranged in a mosaic gridded format on one or
multiple images. Similar to the term mipmap, I dub the resulting grid image
as slicemap. Figure 2.9 shows how slices are arranged into one or multiple 2D
textures. The width,W , and height, H , of each slicemap are equal and is set
as a power-of-two product, e.g., 256, 512, 1024, 2048, or 4096 texels. Two


























Figure 2.9.: A 3D volume—a set of k 2D slices—is arranged into multiple 2D textures
(slicemaps). The widthW and height H of each slicemap are kept equal
and set as power-of-two product such as 2048 or 4096 texels. The in-
dex iteration of slices in the slicemap configuration starts from the first
slicemap from top to bottom, and from left to right, [0, k − 1].
ture unit. Since the size of each texture is limited, I enable multiple slicemaps
to support a higher number of slices, N . The index iteration of slices in the
slicemaps are from top to bottom, and from left to right. The texture size
defines the image resolution of the slicemap, whereas the texture unit defines
the number of slicemaps that can be rendered. For instance, a Nexus 5 An-
droid phone (GPU: Adreno 330) can accept up to 16 images with each image
not exceeding the image resolution of 40962 texels. To exploit the maximum
texture capacity of the GPU, I stream multiple slicemaps to load larger volu-
metric models [19, 99]. In Figure 2.10, a total of six slicemaps are used to
render the unidentified Diptera species data set. Each slicemap has an image








Slicemap 1 Slicemap 2 Slicemap 3
Slicemap 4 Slicemap 5 Slicemap 6
8 x 8 Mosaic Conguration
Figure 2.10.: Six slicemaps (right) that are required to render the unidentified Diptera
species (left). The slicemap follows a mosaic configuration of 8 × 8 with
each slicemap having an image resolution of 20482 texels.
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The future cannot be predicted, but futures can be invented.a
Gabor (1963)
aA quote from Dennis Gabor, a Nobel laureate, for his invention of
the holograph.
3
Design Considerations for Big
Data Visualisation Systems
W
ith data sets growing beyond terabytes or even petabytes in
scientific experiments, there is a trend of keeping data at
storage facilities and providing remote cloud-based services
for analysis. The tendency arises due to the inconvenience
of moving large-scale data which is time-consuming. How-
ever, data analysis involves constant data browsing where exploring large-
scale data poses high data and network latencies. Moreover, the client hard-
ware varies regarding performance capabilities which further complicates the
deployment strategy. To visualise Big Data with low data latency, we can re-
duce the large size into a manageable size, i.e., the data can be aggregated into
multiple smaller data sets that differ in its resolution detail. While providing
the appropriate aggregated data to each specific client solves the diversity of
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client hardware, the primary challenge lies in how well-aggregated data can
represent the original data.
In this chapter, I discuss related works that address Big Data management
and visualisation: in-situ visualisation, multi-resolution approach, and visu-
alisation software. I begin the overview based on a general data processing
pipeline. Then, I organise the considerations of managing and visualising
Big Data based on three aspects: the processing model, the data model, and
designing a visualisation framework for Big Data applications. Lastly, I dis-
cuss the common visualisation techniques that are applicable in most Big Data
applications based on the type of data and the degree of interaction.
3.1 Motivation
Most BigData applications have been designed to solve a specific use-case [4].
Thus, while these applications have its data processing pipeline, their solution
is not easily portable to other use cases. Furthermore, the large size and high
dimensionality of the data complicate the data visualisation process. Hence,
different applications tend to have different solutions that solve a specific Big
Data challenge. With the amount of data continually growing, research in
designing Big Data system is worthwhile to consider to cope with the massive
data scale [5].
However, the requirements of designing a Big Data system varies from ex-
periment to experiment regarding budget and its primary use case [6]. Firstly,
the funding of an experiment determines the resource availability and influ-
ences the final design of the system—mainly the consideration of whether the
system should process the data beforehand or in real-time. Secondly, the visu-
alisation of a Big Data system consists of both an interaction component and
a data representation component. Thus, an effective Big Data system needs to
address these two aspects during the designing process [100]. Next, I discuss
related literature that deals with managing and visualising Big Data. Then, the
remainder discusses the type of considerations to design the system, mainly
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the processing model and the data model. Also, I describe the visualisation
outputs that fits into the design workflow.
3.2 Remote Visualisation
Prior works in the processing of extensive data in a data acquisition system
focus on the concept of limiting the data movement 1. The data relates to the
experiment or client-side visualisation of simulation data. Mainly, I emphas-
ise visualisation-driven data acquisition system. Since the limited network
bandwidth is the bottleneck, reducing or restricting data movements will im-
prove the latency of the system. These prior works mainly revolve around
the concept of in-situ visualisation which allows users to connect directly to a
running simulation, examine the data, do numerical queries and create graph-
ical output while the simulation executes. Alternatively,multi-resolution tech-
nique is a conventional approach that prepares a hierarchy of similar data that
varies in resolution details. Rather than serving the experiment large data set,
the server sends smaller aggregated data that can represent the original data ad-
equately. Although the multi-resolution technique has earlier been presented
in 1983 by Williams [101], such an approach is still valid, as the system bot-
tleneck continues to remain at the network bandwidth because advancement
in data acquisition far exceeds the advancement in data transmission [102].
Finally, I study similar visualisation software that addresses Big Data chal-
lenges.
3.2.1 In-situ Visualisation
Rivi et al. [103] described three different approaches in the field of in-situ visu-
alisation: they are tightly-coupled, loosely-coupled and hybrid approaches
(Figure 3.1). The tightly-coupled setup describes a systemwhere the visualisa-
tion and analysis compute nodes have direct access to the memory of the sim-
1The data movement refers to the cost of transferring data from one compute node or resource to
another.
39




















Figure 3.1.: Three in-situ visualisation setups: tightly-coupled, loosely-coupled, and
hybrid approaches.
ulation code. The tightly-coupled approach does not require any data move-
ment since the visualisation and computation running on the same node or
machine. There are numerous applications based on the tightly-coupled setup
as can be seen in SCIRun [104], Hercules [105], YT package [106], ADIOS
andCoDS (Co-located DataSpaces) [107] andDamaris/Viz [108]. The tightly-
coupled setup benefits from images rendered directly from the original data
which provide the optimal quality. Due to the small size of the rendered im-
age, users can query the information of the large data continuously—image
streaming. However, this approach requires large investments in visualisa-
tion equipment and sound knowledge in the experiment’s simulation. Also,




By separating the resources into simulation and visualisation compon-
ents, I present the loosely-coupled approach where visualisation and analysis
nodes run on concurrent resources. The approach introduces a minimal data
movement over the network between the simulation node and the visualisa-
tion node (server-side). This approach offers flexibility but at the expense
of being restricted by the network bandwidth—latency for memory copies
between simulation and post-processing hosts. Applications using the loosely-
coupled approach are EPSN [109], PreData and ADIOS [110, 111], an ad-
aptive framework for critical climate applications [112], Catalyst [113] and
Strawman [114]. In contrast to the previous tightly-coupled setup, these ap-
plications have a clear separation between simulation and the visualisation
nodes that eases the maintenance effort.
A third variant is a hybrid approach where it inherits the advantages and
the disadvantages of both tightly-coupled and loosely-coupled methods. The
hybrid approach reduces the data size at the server before distributing the re-
duced data to a concurrent resource. Typically, the hybrid approach employs
the web browser for better data sharing across various platforms, e.g., Para-
View Web [115], Cinema [116] and, WAVE [19].
These approaches are still widely used in most HPC facilities. There is no
single universal technique for in-situ visualisation where each method has its
particular use case. The choice depends on the domain expert and experiment
needs. For instance, the tightly-coupled approach is not limited by the net-
work bandwidth in a local setup, but the process is synchronous. If an error
occurs within the software, both the simulation and the visualisation compon-
ents will suffer a downtime. On the other hand, the loosely-coupled approach
involves data movement over the network, but the operation is asynchronous.
In this setup, an error in the simulation code will not affect the visualisation
code and vice versa. Recently, the hybrid approach focuses on collaborative
visualisation that helps domain experts in sharing their knowledge among one
another. Also, the flexibility of the hybrid setup allows itself to operate even
in a resource-constrained environment [65].
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To address the Big Data visualisation, I propose a strategy to provide the
optimal visual output with aggregated data sets. My approach follows the
hybrid setup where I focus on supplying aggregated data that match the client
hardware requirement. Also, I include the tightly-coupled approach where I
stream images that are rendered directly from the server.
3.2.2 Multi-resolution Approach
Isenberg et al. [44] presented an analysis regarding recent visualisation tech-
niques and categorisedmulti-resolution techniques, view-dependent visualisa-
tion, and level-of-detail (LOD) under the main category abstraction, simpli-
fication, approximation. These subsets of methods complement each other to
achieve an efficient rendering at interactive rates. Burigat and Chittaro [117]
studied the feasibility of overview-and-detail visualisation [118] on mobile
devices. In their study, they firstly loaded a map with the coarsest level of de-
tail, and subsequently a map with a higher level of detail only on a higher
zoom level. Lu et al. [119] introduced a flexible LOD control scheme to
efficiently explore the flow structures and characteristics on programmable
graphics hardware. In their control scheme, the output textures were created
according to a sparse noise model, taking the depth distance of a point and
the corresponding brick contribution into consideration. Kimball et al. [120]
introduced a level of detail algorithm which enables interactive visualisation
of massive, unstructured, particle data sets. They created a multi-resolution
pyramid of volume slabs that stacks slabs into a volume. Each slab varies in
level of detail, and they selected the slab with the best resolution based on the
closest view distance. Zinsmaier et al. [121] proposed a technique that allows
straight-line graph drawings to be rendered interactively with an adjustable
level of detail. They used the density-based node aggregation and the edge
aggregation to select visual patterns at different levels of detail. They were
able to interactively show graphs up to ∼ 107 nodes and up to ∼ 106 edges.
The commonalities among these applications are that they first prepare a series
of LOD data governed by its different visual detail, e.g. resolution; and then
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secondly the system selects the best LOD data according to the target require-
ment.
3.2.3 Visualisation Software
In this section, I present visualisation software that is commonly used to ad-
dress the various Big Data challenges.
VTK/ParaView The Visualization Toolkit (VTK) [122, 123] is a visualisa-
tion library which consists of a C++ class library and interface layers such as
Tcl/Tk, Java, and Python. The library supports a wide variety of algorithms,
e.g., scalar, vector, tensor, texture, and volumetric methods. The toolkit sup-
ports parallel processing and integrates with various databases onGUI toolkits
such as Qt and Tk. VTK is a seemingly personal visualisation library among
research insititutions [124, 125, 126] due to its ability to include various cus-
tom algorithms.
VisIt VisIt [127] is a visualisation application that aims to solve large simu-
lation data sets. In particular, the application is often used to perform in-situ
visualisation, e.g., [128], [129], [130]. Its system architecture is highly modu-
lar which adopts the plugin-based approach. Users can write a custom plugin
that serves their needs, a feature that most researchers will appreciate.
COVISE The Collaborative Visualization and Simulation Environment
(COVISE) [131] is a distributed software environment that integrates simu-
lations and visualisations together. The primary motivation of COVISE is to
foster collaborations between engineers and scientists. The supported envir-
onments are planar and curved power walls or CAVEs in which immersive
data evaluations are made possible.
SCIRun SCIRun [132] is a visual programming environment that emphas-
ises problem-solving in scientific domains. The high-level workflow allows
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domain experts to customise their workflow to achieve their desired outcome.
The high flexibility of SCIRun made the software famous where domain ex-
perts can easily duplicate networks and create new modules.
Cinema Cinema [116] is an image-based approach for extreme scale in-
situ visualisation and analysis. Rather than rendering the raw data directly,
Cinema produces a set of intermediate images that serve to build the final 3D
visualisation at the client-side. The concept is to minimise the size of the data
for better data transmission over the limited network bandwidth. To produce
the intermediate images, Cinema takes a snapshot of the object in various
angles that covers the whole surface area. Then, in the client visualisation,
Cinema retrieves the images to emulate interactive navigation around the ob-
ject. The result seems as if users are interactively rendering images from a 3D
model. Recently, Cinema is gaining popularity as can be seen by the number
of applications adopting the framework, e.g., [133], [134], [135].
X3DOM X3DOM [136] is a plugin-free declarative 3D framework for web
technology, i.e., HTML5, CSS, and Javascript. Users can create any 3D visu-
alisation by adhering to the document object model (DOM) of an HTML doc-
ument. The framework is used in the medical domain to provide light-weight
volume rendering on web browsers. X3D introduces the concept of 3D graph-
ics through Nodes, Components, and Profiles, i.e., lighting such as point light
can be defined at the Nodes and grouped as one component. Then, these mul-
tiple components into one profile. The X3DOM is mostly used in medical
domain, e.g., [137], [138].
3.3 Data Processing Pipeline
Challenges in Big Data management include data inconsistency and incom-
pleteness, scalability, and timeliness [140, 141]. We can describe the Big Data
system using the data processing pipeline (Figure 3.2), which is mainly used in
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Figure 3.2.: The workflow of the knowledge discovery process [139] that serves as the
outline for this chapter.
the field of data mining [4, 139]. Before data analysis, data must be prepared
in a structured manner. However, given the large amounts of heterogeneous
data, the main consideration to improve data analysis is to perform a series
of data processing steps within a specified timeframe that is specified by the
experiment requirement. Although the general data processing pipeline offers
a good guideline to study the process, I adopt the data state reference model
by Chi [64] to accurately emphasise the user’s analysis process as well as the
intermediate results. The model categorises the data processing pipeline into
the Within-stage Operator, the Transformation, and the Domain Space (Fig-
ure 3.3). The model describes not only the processes involved but also the
state or structure of the data at each stage, which provides a comprehensive
overview of the experiment. The Within-stage Operator shows the structures
or formats of the data at each stage, e.g., image, text vectors. Often, the ex-
perimental data can be transformed into multiple formats for various visual
outputs. The transformation describes the actions to manipulate the data from
one state to another. The Domain Space shows the resource environments, i.e.,
the Data Space and the View Space. The different space defines the available
resources and possible user interactions that will affect the data processing
pipeline, which plays a major role in my considerations of designing a Big
Data system.
3.3.1 Data Space
The Data Space describes a set of procedures that process the experiment data
into visual data formats. The visual data format is the required input data
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(a stack of images)
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    Create slicemap
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    Transfer function
WAVE framework
Figure 3.3.: The data state reference model by Chi [64]. The dark boxes represents
the within-stage operators; whereas the white boxes represent the trans-
formations.
structure to perform the final visualisation. In the context of a web-based
Big Data system, I emphasise reducing the size of the data for better network
transmission—transferring data from the server to the client suffers from lim-
ited network bandwidth. Within the Data Transformation, several data pro-





3.3 Data Processing Pipeline
III Data Mapping
IV Data Mining
Data Filtering Data filtering has the task to reduce the content of noise or
errors from the experiment. Often, data recorded are inherently coupled with
noise that masks the essential features from the data and limits their useful-
ness. The goal of data filtering is to provide noise-free data that helps domain
experts in their research.
Data Reduction Data reduction is necessary for dealing with Big Data.
Mainly, I enable data transfer through the network where data with smaller
size ensures the responsiveness of the overall system. A conventional tech-
nique is the usage of the multi-resolution method that creates multiple down-
sampled data sets and then serves the data with appropriate size according
to the network requirement. Typically, the data with the smallest resolution
is sent first, followed by the high-resolution data loading in the background.
Also, reducing the size of the data beforehand guarantees the data availability
where the system does not require complex real-time data processing.
DataMapping Datamapping is the process of transforming raw data into a
visual data object. The visual data object is the required input data for the Visu-
alisation Transformation process. For example, the 3D data is transformed
into a slicemap 2 and later can be loaded in the client’s GPU texture memory.
Here, the slicemap is the visual data object that helps in rendering the final
3D visualisation.
Data Mining Data mining is the process to analyse and generate new in-
formation from the raw data. The new information is useful for the later Visual
Mapping Transformation process. For example, data mining can find the op-
timal threshold value that allows the grey value region filtering of 3D data.
2Slicemap is discussed in Chapter 2.3.
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The new information is an add-on feature that helps explain the visualised
data.
3.3.2 View Space
The View Space consists of two Transformation processes and two Within-
stage Operators where they mainly describe the visualisation space. The Visu-
alisation Transformation renders the visual data object into the defined visual
outputs. The Visual Mapping Transformation is responsible for handling the
user interaction which can be categorised by its degree of interaction. The
Visualisation Abstraction Operator describes the final visualisation such as
3D surface rendering or volume rendering. The View Operator manages the
interaction capabilities of the client visualisation system.
In this thesis, the purpose of integrating visualisation into the digital library
(Chapter 2.1) is to provide a better data browsing system that allows domain
experts to narrow down and find the relevant data quickly. Since domain ex-
perts drive the process primarily, different experiment emphasises on differ-
ent features where there are many visualisation possibilities [29]. Keim [142]
classified the visualisation techniques based on three criteria: the types of
data, the visualisation assets, and the interaction method. To achieve the fi-
nal visualisation, 1D, 2D, or 3D data (types of data) must be processed using
available resources (visualisation assets). Also, the final product has to be
equipped with interaction methods for seamless user experience (interaction
method). It is thus attractive to study the possible visualisation techniques that
are essential in large-scale scientific experiments. Here, I design the pipeline
by first identifying the required visualisation outputs. In this section, I derive
the possible visualisation techniques based on the types of data and interac-
tion methods. Mainly, I focus on one-dimensional (such as temporal data),
two-dimensional (such as a geographical map), and multidimensional (such
as relational tables) where they are common in research facilities. Also, the
visualisation techniques differ regarding the level of interaction. As user in-
teraction plays a vital role in Big Data exploration, I follow the Visual In-
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formation Seeking Mantra [56] which serves as the initial design guideline
(Chapter 2.1). The mantra categorises the visualisation techniques into three
primary components where each component differs from one another regard-
ing the degree of interaction, i.e., Overview First (low degree of interaction),
Zoom and Filter (medium degree of interaction), and Details on Demand (high
degree of interaction).
Overview First : The Overview First describes the big picture of the data
structure, a summary display that entails most prominent features. The
display is static, and there is low to no degree of interaction. The display
serves as the first clue for further investigations.
Zoom and Filter : The Zoom and Filter provides a display with more gran-
ular details than the Overview First display, where users can select any
arbitrary region of interest and request for data with higher resolution.
Mainly, users can narrow down the search and focus on the region of
interest.
Details on Demand : The Details on Demand provides the full interaction
capacity where users can analyse and interact with the data in real-time.
For instance, users can perform multi-parameter filtering and study the
relationship between the parameters.
Given the diverse applications and themany visualisation techniques [142],
it is difficult to choose a suitable visualisation technique that fits a given ap-
plication. Table 3.1 shows the possible visualisation techniques based on the
type of data and its degree of interaction. In the followings, I describe the
visualisation techniques presented in detail.
Icon-based Display The icon-based display has been proven to be effect-
ive for the visualising multivariate data [143]. It maps data variables onto geo-
metric and non-geometric visual attributes, e.g., shape, size, orientation, col-
our and texture. The approach is used to convey the meaning of measurement
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Table 3.1.: Possible visualisation techniques based on the type of data and the interac-
tion method.
Interaction Method Data Type
One-dimensional Two-dimensional Multidimensional
Overview First 1D Display, 2D Display 2D Display,
Icon-based Display Small Multiples
Zoom and Filter Small Multiples Dense Pixel 3D Display,
Display Dense Pixel
Display
Details on Demand 2D Display 3D Display 3D Display,
Dense Pixel
Display
data through visual attributes. For example, Nocke et al. [144] showed the
maize conditions in a scattered, regular, and quadtree-based multi-resolution
layouts (Figure 3.4).
Small Multiples Small multiples are thumbnail-sized representations of
multiple images displayed at once. They can be a shrunk time series graph or
small representative images. The main idea is to provide users with a broad
overview of a broad range of data that helps in narrowing down the search.
Initially, Tufte [145] described the small multiples as illustrations of postage-
stamp-size like the frames in themovie. There are no restrictions on the type of
visualisation for the small multiples; hence information visualisation is com-
monly used to add additional information to the original visualisation. Fig-
ure 3.5 shows the data exploration method using small multiples where users
can select between a large overview display and small multiples for compar-
ison using a filmstrip metaphor [146].
Dense Pixel Display The dense pixel display describes the manipulation
of each pixel on the target display, resulting in a scatter plot. Typically, a scat-
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LAYOUT
CONDITIONS CLUSTERS
(a) Scattered (b) Regular (c) Quadtree-based
Good Middle Bad
Figure 3.4.: An icon-based display that shows the maize conditions over an area. The
conditions are categorised in good, middle, and bad where each category
is represented by a visual attribute. The clustering of the type of maize is
performed by different colours. Copyright ©2005 IEEE [144].
Figure 3.5.: A data exploration method using small multiples to represent the original
data for comparison and guidance [146].
ter plot maps input data into the final visual output—a static display. In this
thesis, I use the dense pixel display profoundly because the approach allows
high interaction between the data and display, e.g., multi-parameter filtering.
51
3 Design Considerations for Big Data Visualisation Systems
Mainly, I use GPU’s shader-based approach where I define the resulting col-
our on each pixel by using a series of decision logic [65]. Figure 3.6 shows














Figure 3.6.: A scatter plot that shows the vertical wind velocity profile of a Doppler
Wind Lidar. Each pixel is evaluated by the shader logic prior to the final
rendering [65].
1D Display The 1D display represents scalar values of a given time. Since
the display only shows one value without dependency parameters, such dis-
play is only used to indicate the operational status of an active experiment,
mainly providing an overview of the system. Often, extra hints are present to
evaluate the scalar value, e.g., last refresh time (Figure 3.7).
2D Display The 2D display remains as an indispensable plot among re-
search institutions where it describes the conventional x-y plot, mainly tem-
poral data that produces a time series plot. The degree of interaction for the
2D display depends on the visualisation system, where there can be no inter-
action, or there is a rich interaction between the server and the client. For
example, the Advanced Data Extraction Infrastructure (ADEI) system allows
users to browse large-scale time series data interactively [147]. ADEI uses
bin aggregation technique to create aggregated data sets as temporary caches.
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Last Sync 2018-04-26 19:54:00
Figure 3.7.: A 1D display showing the latest value of a series of sensors within an
experiment. The last refresh time is shown on the top left of the display.
Chapter 4.2.1 describes the 1D display framework in detail.
3D Display The 3D display provides a visualisation where users can in-
teract with the data by rotating and moving in the 3D space. Typically, the
3D display has one extra dimension in comparison to the 2D display that is
the depth. The extra dimension allows users to analyse and inspect the data
in 3D space. The WAVE framework [148], which I will elaborate more in
Chapter 4.2.3, can provide a 3D display where users can switch mode between
surface and volume renderings. Also, users can slice the 3D data to emphasise
on the region of interest.
3.3.3 Designing Big Data Visualisations
Even though the data state reference model (Section 3.3) provides a good
guideline to design a Big Data visualisation system, the model, however, em-
phasise little on the real-world considerations such as the resource issue and
the latency issue. Often, the adopted methods are based on the available re-
sources allocated for the experiment, which might differ vastly from a small
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to large-scale experiments. Also, the limited network bandwidth is a concern
regarding remote data visualisation. In this regard, I will discuss the Data
Space and the View Space from the model and refer them as the server-side
and the client-side. As discussed in Section 3.2, I focus web-based remote
visualisation solution which is a hybrid in-situ visualisation for better system
response.
Latency Issue The latency issue refers to the delay between the data trans-
fer between the server and the client. If the client requests a set of data, the
server has to respond in a short time, typically in less than 1 s to ensure a
responsive system [149], in which the system responds within an interactive
rate.
There are two approaches to achieve an interactive and responsive system.
Firstly, the data has to be readily available where the network latency is the
only consideration. However, the data has to be processed beforehand, and
this setup does not allow arbitrary data generation. Liu et al. [150] described
the benefits of precomputing data tiles for an interactive visualisation system
and stressed its importance in providing seamless user experience. Secondly,
the data can be created in real-time which allows arbitrary data generation, but
the setup includes an extra consideration on top of the network latency where
the total time for data processing has to be small, preferably in the range of
milliseconds. To ensure real-time data processing, the second approach re-
quires a high-performance infrastructure, e.g., cluster computing, GPU par-
allel computing. Also, the system can adopt approximation methods used in
BlinkDB [151] and online aggregation [152] to provide a coarser resolution
that can later be enhanced with more details.
Concerning network latency, the data has to be small enough to be trans-
ferred through the network within the desired time frame, i.e., less than 1 s.
Shorter network distance between the server and the client can handlemore ex-
tensive data, whereas a longer network distance can only handle smaller data.
In response, multi-resolution approach and progressive loading are commonly
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seen to provide a better user experience, e.g., Google Maps, Hotmap [153],
WAVE [19], imMens [150]. The WAVE framework has been developed in
this thesis and will be discussed later in Chapter 4. The multi-resolution ap-
proach prepares a series of aggregated data varying in its resolution from fine
to coarse and sends the data that fits the network and client requirements. The
progressive loading serves the lowest resolution for instant data previewwhile
loading a high resolution in the background.
Resource Issue The Data Space and the View Space dictate the possible
resources for our experiment. On the one hand, the Data Space refers to the
server environment and we can safely assume that our server infrastructure
can scale to handle more processing loads. On the other hand, the View Space
refers to the client hardware where the requirements vary from the mobile
phone up to a powerful workstation. Despite the varying client requirements,
I describe the client environment as a platform with limited resources to have
a solution applicable to most client devices.
Like any real-world projects, funding is needed to create a set of generic
tools that cover the whole data processing pipeline—from data recording, data
validation, data analysis, finally data archiving. The number of resources
available defines the requirement for each stage. For instance, less coding ef-
forts are required if we can launch our processing tasks across a large number
of computing clusters. Jim Gray [6] observed that the U.S.-Canadian ocean
observatory—Project Neptune [154]—allocated approximately 30 per cent of
its budget for cyberinfrastructure. Also, he categorises experiments by its
scale in a pyramidal format where small-scale experiment typically has only
the budget to buy MATLAB and Excel. To design a Big Data system, it is




Turning tiny insects into Big Data.a
Microsoft Research (2017)
aA Microsoft research project called Project Premonition where it
aims to monitor virus spread by using mosquitoes as field agents
to collect blood samples from animals.
4
Visualisation Techniques for a
Web-based System
T
he data processing pipeline, as discussed in Chapter 3, laid
an excellent foundation to design a Big Data visualisation
system. However, there are many visualisation techniques
available that the subject of choosing a suitable visualisation
method is an art by itself. To improve the process of design-
ing a new system, I use the data state reference model [64] as my reference
guide. In this chapter, I study the process of selecting appropriate visualisation
techniques. Mainly, I emphasise the View Space that consists of two visualisa-
tion aspects: Visualisation Abstraction Operator and View Operator. Firstly,
the Visualisation Abstraction Operator describes the types of final visualisa-
tion. Secondly, the View Operator presents visualisation systems that manage
user interactions. Mainly, I developed three frameworks that help in visual-
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Figure 4.1.: The data state reference model by Chi [64]. The red boxes describes the
type of visualisation techniques; whereas the blue boxes represent the
final visualisation system with its interaction methods.
ising multidimensional data: the BORA framework, the 3D viewpoint finder
framework, and the WAVE framework.
4.1 Visualisation Abstraction Operator
The Visualisation Abstraction Operator produces the final visualisation based
on the visual data object 1. For better network transmission, the data size has
1Visual data object is discussed in the Data Mining section of Chapter 3.3.1.
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to be small. Firstly, the input data can be processed into small images on the
server and placed on the web browser display. Secondly, the input data can
be transformed into an intermediate visual data object which later serves as a
lookup input data for the client. On the one hand, the first approach requires
no client performance where the central processing tasks are performed on the
server. However, the information of produced images cannot be altered after-
wards. On the other hand, the performance of the second approach depends
on the client requirements where the client is required to render the visual
data object. The advantage is the high interaction between the client and the
data. The visual data object can be composed of multivariate data and users
can visualise different parameters interactively, without suffering from any
network latency, e.g., multi-parameter filtering [65].
4.1.1 Image Data Transformation
Transforming the multidimensional data into an image format offers the flex-
ibility of scaling the size and dimension of the data to match the target dis-
play. Regardless of the different data types as shown in Table 3.1, they can
be transformed into images. In the case of 1D input data, the scalar value
is categorised and assigned a visual representation that can best describe the
data—icon-based display (Chapter 3.3.2). In the case of 2D input data, the
data are plotted into an image and later being scaled down before sending to
the client [147]. Often, the image is a line graph that consists of the X-Y axes.
Even when the image is scaled down, users are still able to interpret the trends
and patterns of the figures. To transform 3D data into a 2D image, I adopt the
perspective projection that creates a 2D image based on the 3D data.
4.1.2 Shader-based Display
The shader-based display is a dense pixel display where it manipulates each
pixel of the final target display. The method offers high interaction between
users and the data, in which the data is loaded in the memory and later served
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as a lookup table. Thus, the size of the data must be small enough to fit the
client memory. The format of the input data is in the image format that will
be loaded into the texture memory of the client’s GPU. In the case of a 2D
display, the horizontal axis of the image is used as the time dimension, while
the vertical axis is used to store the distance parameter. Each pixel consists of
4 channels, i.e., RGBA, and this data structure allows multivariate representa-
tion. Figure 4.2 shows the input data that are being passed through the shader
code block, producing a series of 2D displays. To allow 3D rendering, I use




Plan Position Indicator (PPI)
Range Height Indicator (RHI)
Variance Plot
Input Data Visualisation Outputs
Figure 4.2.: The shader-based approach that transforms a series of visual data ob-
jects into 2D displays.
The shader code block contains the programming logic that transforms the
horizontal-vertical image structure into the desired visualisation output. Also,
a colour map can be applied interactively to adopt different use case. For
example, the vertical stare plot requires a one-to-one coordinate transforma-
tion; whereas the Plan Position Indicator (PPI) plot transforms the input data
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into a spherical coordinate system, and the Range Height Indicator (RHI) con-
verts the input data into a hemisphere coordinate system. The variance plot
is similar to the one-to-one data transformation of vertical stare plot, but the
plot further includes variance calculation before displaying the final value.
As a result, the shader-based display offers high interaction and flexibility of
presenting the final visualisation. Depending on the dimensions of the input
data, the shader code block can render a 2D image or a 3D object.
4.2 View Operator
The View Operator describes the interaction between the visualisation system
and users. For instance, the way we interact with a 1D display is different than
a 3D display. The additional dimension allows users to have more options
such as navigation in a 3D space. In this section, I develop three frameworks
that manage the final visualisations of multidimensional data (as discussed in
Section 4.1).
1D Display For 1D display, I present the BORA 2 framework that helps
domain experts to generate a web-based monitoring display. The final visu-
alisation shows a series of scalar values which depict the latest value of each
sensor. Mainly, BORA is used in real-time monitoring of the experiment’s op-
eration status, whereby a subset of up to a few hundreds of data is displayed
out of a set of thousands of status variables.
2D Display To provide a 2D display, I provide a 3D viewpoint system that
creates a 2D image from a 3D data according to a set of view parameters.
The system is part of the server-side processing component that allows high-
quality image streaming. Both the BORA framework and the 3D viewpoint
system transform the experiment data into images that are later served to the
client.
2BORA stands for Build-Once-Run-Always
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2D/3D Display The third system is the WAVE framework where I render
a 2D or 3D displays by using the shader-based approach (Section 4.1.2). The
WAVE framework allows high degree interaction due to the parallel comput-
ing capability of the GPU. Despite the different visualisation outputs, these
systems are modular and can be merged easily.
4.2.1 Framework I: A Personalised Collaborative
Display
In this section, I present the BORA framework that mainly generates an icon-
based display to monitor the status of an experiment. Although there are nu-
merous libraries and templates available, each experiment has its unique re-
quests which require an in-depth knowledge of any library. The difficulty
in building the desired web-based data display is the reason why there are
numerous web developer tasks offered at research institutions. Rather than
creating many custom-made web-based data displays, I enable the domain ex-
perts themselves to take full control of their data displays, with no necessity
in learning any toolkit internals. Hence, BORA is a framework that allows
domain experts to design and manage their own proxy data displays. Mostly,
BORA helps domain experts to create multiple status displays. Multiple status
displays are used even within a single experiment for different components
and phases.
Data monitoring in scientific experiments is crucial to ensure smooth op-
eration and to foster collaboration among scientists [155, 156]. Due to the
complexity of a scientific experiment, multiple data monitoring displays are
necessary to describe various parts of the operation. Hence, to develop these
custom data displays, domain experts need to collaborate closely with com-
puter engineers which are time consuming [157]. Moreover, a large-scale
scientific experiment is continually evolving thus requiring continuous main-
tenance on the displays. The conventional visualisation technique used in
monitoring displays is by using an icon-based display, where the latest value
of each sensor is represented visually.
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To effectively communicate the data among geographically distributed do-
main experts, I display the data through the web browser. One of the great suc-
cesses of the web as a platform is data availability across most client devices.
These devices can visualise data in a web browser by combining three differ-
ent technologies: HTML for page content, CSS for visual styling, and JavaS-
cript for interaction. They share the same page content representation called
the document object model (DOM), which defines the logical structure of the
HTML documents and how we access and manipulate the HTML document.
This shared representation allows visualisation tools to be deployed across
devices from a single code base [95]. There are many visualisation toolkits
available such as D3 [158] and Javascript InfoVis Toolkit [159] for web
browsers that enable standard data visualisation methods, e.g., line graphs, bar
charts. However, implementing custom displays that deviates from conven-
tional visualisation methods requires in-depth knowledge of toolkit internals.
The primary challenge in this thesis revolves around the difficulties of
bringing Big Data onto the client’s browser. Hence, the purpose of this sec-
tion is to demonstrate how I enable data sharing for arbitrary experiments that
allow domain experts to manage and share their data. I describe how I design
my system to address the challenges regarding efficiency and scalability. The
efficiency refers to reducing domain experts’ efforts to create data displays;
the scalability refers to the ability of the system in coping with the increasing
number of collaborators accessing the experiment data. Based on these two
aspects, I structure BORA in data and visual spaces. In the data space, I poll
the data regularly and update the data in a cache file. Then, in visual space, I
transform the cache file into HTML document for final display. By identify-
ing commonalities in most experiment monitoring displays, BORA allows do-
main experts to build the data display with minimal effort using user-friendly
features, e.g., drag-and-drop, dropdown list, text input.
In this section, I demonstrate how I design BORA to address data avail-
ability regarding efficiency and scalability. The efficiency refers to reducing
domain experts’ efforts to create data displays; the scalability refers to the
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ability of the system in coping with the increasing number of collaborators
accessing the experiment data— a large number of data queries. Based on
these two main challenges, I structure BORA in data and visual stages. In the
data stage, I poll the data regularly and update the specification file. In the
visual stage, I transform the specification file into an HTML document for
final display.
My contributions are two-fold: First, I provide a generic system that allows
domain experts to build arbitrary data displays with minimal effort; Second,
I address the high user connections by introducing an intermediate data in-
terface to preserve the performance of the experiment database. Given the
simplicity of the framework, BORA is readily applicable to any experiment
setups.
4.2.1.1 Web-based Data Monitoring
Data monitoring displays are common in experiments which involve control
systems. Process engineers rely on these monitoring displays to receive feed-
back allowing them to take appropriate actions. Oceanographers at the Univer-
sity of Washington created a visualisation display based on a scientific work-
flow management system called Trident [160]. Beran et al. [161] developed
SciScope that manages geoscientific data, in which they show the information
on a simple map-based interface in the browser. Beglarian et al. [162] use a
web interface to monitor the temperature variation of a highly vacuumed spec-
trometer in the KATRIN experiment [27]. Their visualisation display is built
on top of a LabVIEW [163] control system. Also in the KATRIN experiment,
various software packages are used for data acquisition and control purposes.
The system has web interfaces which provide visual feedback of the oper-
ation [164]. However, all the monitoring displays as mentioned above are
tailored to a specific application or technology. Extending these existing in-
terfaces to accommodate various data sets or technologies is cumbersome, in
which creating a new interface from scratch is often the better approach.
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There are numerous web-based graphics libraries that allows user to cre-
ate visualisation from their data [158, 159, 165, 166]. A most used library is
the D3 [158] as can often be seen in the Visual Analytics Science and Tech-
nology (VAST) Challenges [167]. D3 allows designers to selectively bind
input data to arbitrary document elements, applying dynamic transforms to
produce 2D visualisation displays. D3 introduces an abstract representation
to simplify web technologies, which helps the new user in the world of web
development. Taking a different approach, using Processing [166] requires no
understanding of web technologies. Instead, users are required to learn their
language called the Processing language. Using the Processing language, they
aim to bridge the gap between software developers, artists, and data visual-
isers to produce the final visualisation product. Instead of 2D visualisation
methods, Three.js [168] enables users to express their data in a 3D environ-
ment. Three.js abstracts the complexity of native WebGL implementation by
exposing intuitive and straightforward API. Although these graphics libraries
offer convenient abstractions to generate visualisations, users are required to
learn each particular library. If the library is not able to produce the desired
visualisation, users are then forced to study the internals of the library.
Often, non-programmer domain expert in a large-scale experiment requires
only a custom display that shows the most prominent values and trends. In-
stead of introducing another library, my system is built on top of the previously
mentioned web-based graphics libraries exposing only the needed visualisa-
tions through easy-to-use features, i.e., drag-and-drop approach. Rather than
providing a comprehensive visualisation toolkit, I address a smaller yet es-
sential problem: efficient communication of experiment data. Thus, I extract
data directly from the archived database and display them through the web
browser.
4.2.1.2 The BORA Architecture
BORA is designed to help domain experts building proxy data displays for
their experiments. The proxy data displays act as multiple smaller displays
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Web Application (Tornado)
User Interface (Browser)
Data Visualiser (Visual Space)
 Data Manager (Data Space)
Figure 4.3.: The architecture of the BORA framework.
that as a whole describe the status of the experiment comprehensively. BORA,
which stands for Built Once Run Always, aims to minimise the maintaining
effort on the page and offers a flexible way to add and remove data items.
The philosophy behind BORA is to set up the data display once and let the do-
main experts manage their data. Besides, BORA addresses the redundant data
queries by building a retrofit interface that is capable of handling concurrent
connections.
Figure 4.3 shows the fundamental structure of the BORA framework. In
a nutshell, the working principle of BORA can be categorised into two main
components: data manager and data visualiser. The data manager, on the one
hand, is responsible for organising the data attributes where the latest value for
each data is stored in a temporary file. On the other hand, the data visualiser
accounts for the aesthetic appearance of the data display.
A significant drawback of the data display is the difficulty in showing the
age of the data. Since the colour code is used for experiment-specific warnings
or errors, the standard approach is to use the tooltip for additional information
such as the age of the data when users hover over a data item in the display
with the mouse cursor. In the following example applications, I show the
tooltip in different forms, e.g., trend graphs or static display. Figure 4.4 shows
66
4.2 View Operator
Data registration Data styling Publish
Temperature:
    26.0 °C
Temperature:
    Left: 100 px
    Top: 100 px
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<HTML>
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Figure 4.4.: The workflow of BORA. The user first register the data, then assigns the
visual attributes to the data. Finally, the user published the results which
the final output reflects the visual output designed in the designer user
interface.
the workflow of implementing BORA. Given the simplicity of the workflow,
BORA can be adopted into any experiment with ease.
Data Manager The BORA framework serves as a web-server that handles
the request of users in managing their data displays. Mainly, users can add
their desired data items by passing the necessary parameters together with the
URI. Internally, the BORA framework queries the data from the experiment
data server, e.g., MySQL, ADEI [147].
Here, the data manager polls the database server regularly based on a spe-
cification file which contains a list of data. Users generate the specification
file through data registration where users specify the required data during the
initial setup. To address the redundant calls, I set up a standard interface for
each experiment that polls the data from the server regularly. The data is tem-
porarily stored in a cache file, and proxy data displays query their data from
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The BORA Designer Mode
The Styling Panel
Figure 4.5.: The designer mode of the CPS proxy data display. The styling panel at
the bottom of the page allows users to assign various style attributes to
the data.
this intermediate cache file. Regardless of the number of proxy data displays,
the total data queries depend on the number of unique data items.
Data Visualiser Users can update the visual attributes of each data which
the approach follows the WYSIWYG 3 philosophy. Then, the browser con-
tinuously requests for data from the data manager together with its respect-
ively visual attributes from the data visualiser and update them on the final
data display.
3WYSIWYG stands for what-you-see-is-what-you-get which implies a user interface that allows
the user to view the final output similar to the design input [169].
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I provide a designer mode where users can style their data items on the
browser. Figure 4.5 shows a proxy data display in the designer mode where
the styling panel is shown at the bottom of the page. The styling panel allows
users to insert the registered data, assign a piece of information under a cat-
egory, insert a header text, perform a mathematical calculation of a data item
or between multiple data, and represent the boolean data value with an icon.
4.2.1.3 Example Applications
To implement BORA, users have to register their desired data into a specific-
ation file. Then, for each data, users can assign visual attributes that describe
the visual appearance of the information on the screen, i.e., position, colour.
Finally, the data are summarised into web technology files such as HTML
and CSS files. In the following sections, I demonstrate the implementation of
BORA in the Karlsruhe Tritium Neutrino experiment (KATRIN) [27] and the
KIT 1MW photovoltaics facility.
KATRIN As a brief introduction, KATRIN measures the neutrino mass in a
model-independent way through a very high precisionmeasurement of the kin-
ematics of electrons from beta-decay. To detect the subtle effects of a massive
neutrino on the kinematics of the beta electrons, the provision of a reliable
gaseous windowless Tritium source is essential to the experiment. The Tri-
tium source is equippedwith well-known properties and precision control, and
a high-resolution spectrometer (MAC-E filter) with a large diameter (10m) to
analyse the electron energies from the source precisely [27].
KATRIN is a large-scale experiment where the international KATRIN Col-
laboration consists of world-wide collaborators that specialise in tritium-β-
decay. The research field is paramount in astroparticle physics. There are
altogether more than 150 scientists, engineers, technicians and students from
12 institutions who are located at geographically distant locations, i.e., Ger-
many, the United Kingdom, the Russian Federation, the Czech Republic and
the United States.
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Figure 4.6.: Schematic overview of the 70m KATRIN experimental beamline: (a) rear
section, (b) windowless gaseous tritium source (WGTS), (c) differential-
pumping section (DPS), (d) cryogenic-pumping section (CPS), (e) pre-
spectrometer, (f) main spectrometer in air-coil framework, and (g) focal-
plane detector system. Reprinted from Amsbaugh et al. [164] Copyright
(2015), with permission from Elsevier.
The setup of the experiment consists of multiple segments as shown in Fig-
ure 4.6 where each section has a dedicated working group that ensures the
operability of the particular part. Each segment contains hundreds of sensor
measurements where a subset of data is selected to be displayed on a dis-
play. To date, there are 10 BORA displays that cover the operation of the
experiment. Figure 4.7 and 4.8 show four of the many data displays from the
KATRIN experimental beamline. The windowless gaseous Tritium source
(WGTS) segment has two data displays, which shows how one segment can
have multiple variants of data displays that emphasise different aspects. The
domain experts provide a different background image, and it is placed in the
background of the HTML page in which the image provides spatial informa-
tion for better data interpretation.
By hovering over the displayed data item, I provide a thumbnail trend
graphs for the past 24 hours. The concept follows the details-on-demand [170]
whereby it allows users to inspect the data item more thoroughly. The thumb-
nail trend is an image generated by a graphics software that updates the trend
graphs regularly.
KIT 1 MW photovoltaics facility In addition to the 2D data displays, the
BORA framework can be extended into a 3D context. The KIT 1MW photo-
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b The WGTS Data Display
b The WGTS Magnets Data Display
Figure 4.7.: The WGTS and WGTS Magnets proxy data displays. Even from the same
segment, there can be multiple data displays that emphasise in different
aspects. WGTS stands for windowless gaseous Tritium source.
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c The DPS Data Display
d The CPS Data Display
Figure 4.8.: The cryogenic-pumping section (CPS) and differential-pumping section
(DPS) proxy data displays.
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Figure 4.9.: Left image shows an aerial view of the KIT 1MW Solar Plant at the Karls-
ruhe Institute of Technology, Eggenstein-Leopoldshafen. The right picture
shows the data display built with the BORA framework. Blue colour rep-
resents the solar panel that is generating power; whereas the red colour
represents no power generated.
voltaics facility installed at the Karlsruhe Institute of Technology (KIT) serves
as an ideal use case (Figure 4.9). KIT has established the largest photovolta-
ics (PV) facility for its consumption in Germany and produces energy from
renewable sources for its supply. The facility not only is used to cover its
power consumption but also to conduct research [28, 171]. Hence, continu-
ous monitoring of the solar park is essential.
Table 4.1.: Solar array numbers sorted by orientation (rows), inclination (columns) and
inverter type, where types A, B, C, D are green, magenta, blue and red,
respectively [28].
2° 15° 30° 45° 60°
60° E 1, 2 3, 4 5, 6 7, 8
45° E 9, 10, 11 12, 13 14, 15 16, 17
30° E 18, 19, 20, 21, 22, 23 24, 25 26, 27, 28 29, 30, 31
15° E 32, 33, 34 35, 36, 37 38, 39, 40 41, 42, 43
0° S 46, 47, 48 44, 45 49, 50, 51, 52, 53, 54 55, 56 57, 58
15° W 59, 60, 61 62, 63, 64 65, 66, 67 68, 69, 70
30° W 71, 72, 73, 74, 75, 76 77, 78, 79 80, 81, 82 83, 84, 85
45° W 86, 87, 88 89, 90 91, 92 93, 94
60° W 95, 96 97, 98 99, 100 101, 102
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Figure 4.10.: Schematic diagram of the photovoltaic field layout, with array numbers
and colours corresponding to those in Table 4.1 [28].
Figure 4.10 shows the solar park configuration according to its orientation
and inclination as shown in Table 4.1. There are altogether 102 solar arrays,
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with each solar array consists of 16 solar modules. At every time interval,
the operational data of each solar array are recorded. Based on the various
positions with different inclination angles, I build a 3D data display on top of a
3D web-based library (Three.js) to emphasise the various module setups. The
domain experts are interested in knowing whether: (1) the operation status of
solar modules, and (2) the power harvest by each module. Hence, I translate
the requirements into two modes: the status mode and the gradient mode. In
the status mode, domain experts can have a glance whether there is any outfall
of any modules. The ability to identify the operability of solar modules is
essential especially when domain experts are performing data analysis on the
whole solar modules in the field—a defective module can lead to misleading
results. There are three states implemented (Figure 4.11: Status Mode):
Healthy (green) : There is regular incoming data from the database server.
Faulty (red) : There is no incoming data from the database server.
Late (yellow) : There is a lag of more than 15 minutes between the data
updates.
In the gradient mode, I use the normalised power value and apply a colour
map to visualise the power variation over the field. Since trees are surrounding
the photovoltaic area, the low power observed at the right side of the image
(Figure 4.11: Gradient Mode) implies that the shadow of the trees is covering
the solar arrays. By hovering over the solar module, I display the information
on the static placeholder on the display [170] which provides the information
about the age of the data.
4.2.1.4 Evaluation
The BORA framework was initially meant to solve the massive server quer-
ies, but later gained popularity and it is implemented for 13 experiment groups,
i.e., ten sub-groups from the KATRIN experiment and three sub-groups from
the 1MW photovoltaics facility. The high number of requests are mainly due
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Status Mode
Gradient Mode
Figure 4.11.: The status and gradient modes in the 3D data display.
to the high redundancy of calling the same parameter; hence the BORA frame-
work removes redundant parameters. In Figure 4.12, we see a drastic drop in
the number of requests. Several spikes in the graph show the debugging or

















Figure 4.12.: The number of requests made by BORA displays to the server (purple
line).
creasing the number of server requests. After the introduction of the BORA
framework, there are more displays included, and yet the number of server
requests remains low (lower than 50 requests per minute). In Figure 4.13, I
perform a load test by testing on multiple concurrent user connections to the
server. Even when there are 100 concurrent user connections, the BORA page
yields a good load time at 240ms.
4.2.1.5 Software-as-a-Service (SaaS)
I have discussed the architecture of BORA and its applications. However,
each different application consists of different attributes. Hence, I deploy
multiple BORA systems across heterogeneous applications by using Software-
as-a-Service (SaaS). The SaaS allows users to design and manage their own
proxy data displays where there is a single code repository used for various
research groups, each research group with its unique settings and styles. The
code repository simplifies software maintenance issues. The SaaS is based on
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Figure 4.13.: Page load time on multiple concurrent user connections.
the service-oriented architecture where I prepare the data monitoring service
by application components, i.e., OpenShift platform [172] and Pull-based ap-
proach [173]. To use BORA as a SaaS, users have to develop their displays
locally and later push the changes on the server.
To develop the display, I enable the pull-based development model [174]
where the changes performed by users can be merged into the BORA’s code-
base. By using git, users can work locally in different branch or fork of the
primary code base. During the development phase, users update the content
in Data registration and Data styling of BORA. Whenever users are ready,
they can push their changes or updates to the central repository. The update
will trigger a request on the OpenShift platform to perform a content update.
The workflow does not require any intervention from other parties such as
computer engineers where users can manage their own data displays inde-
pendently. This workflow is used in the research environment that requires
continuous updates on the data items.
4.2.2 Framework II: An Optimal 3D View Point Finder
In this section, I describe a system that finds the optimal viewpoint of a 3D
data, in which the final 3D view space is projected onto a 2D image. Optimal
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refers to the viewpoint that contains the most information in a 2D image. The
advantage of the method is the high-quality of the rendered image, where I
render the 2D image directly from the raw data.
However, the principal challenge lies in finding the best view angle that
conveys the most information, that is, the view angle that allows domain ex-
perts to recognise the type of specimen. Furthermore, the number of data sets
can scale indefinitely. Hence, the process of determining the best view angle
has to be automated, so that no human operator is required. For this reason,
I set the Shannon entropy criterion[175] as my search metric. In this section,
I will not be discussing the search paradigm but rather the metric that can be
used to describe a 3D context. The Shannon entropy,H , describes the statist-




pi log2 (pi) , (4.1)
where pi contains the normalised histogram counts of the image. The higher
entropy value means that more information is present in the rendered image,
and hence, the better domain experts can recognise the data. Figure 4.14
shows an additive blending visualisation of the tachinid flyGymnosoma nudi-
frons (Herting, 1966) data set in various rotation angles. The additive blending
approach is chosen due to its simplicity that leads to faster rendering time. Al-
though the visual quality of the additive blending approach is less appealing
than the surface rendering method, the difference regarding visual quality is
not noticeable due to the small viewport size. Hence, better rendering schemes
such as surface rendering will not benefit much regarding visual quality.
Arguably, the sample can be rotated along X and Y axes, in which a more
comprehensive study of image entropies can be studied. In doing so, we in-
directly introduce a higher computation time. Since the samples are placed
inside a container with an inverted conical base, the samples do not lie flat on
the container base; therefore, a rotation along Z-axis alone can give us a suf-
ficient amount of information. In this example, the tachinid fly data is fixed
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0° 10° 20° 30° 40° 50°
60° 70° 80° 90° 100° 110°
120° 130° 140° 150° 160° 170°
180° 190° 200° 210° 220° 230°
240° 250° 260° 270° 280° 290°
300° 310° 320° 330° 340° 350°
Figure 4.14.: The 3D rendered images of the tachinid fly Gymnosoma nudifrons (Hert-
ing, 1966) data set in various rotation angles along the Z-axis. The red
label shows the image with the highest entropy value.
at its Z-axis and makes a full rotation. At every rotation interval of 10°, I con-
tinuously make a snapshot hence producing a series of 2D images. Then, I cal-
culate the entropy value for each image and select the image with the highest
entropy value (Figure 4.15). As a result, the image with the highest entropy
has the best posture where the features are not overlapping. The image with
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Highest entropy value at rotation angle 50°
Figure 4.15.: The entropy values for the 3D rendered images for a full rotation with
a 10° interval between images. The red dotted line shows the highest
entropy value.
50° (highest entropy value) exposed four of the specimen’s legs; whereas the
image with 100° (lowest entropy value) exposed two of the specimen’s legs.
Visually, the images that have similar entropy values are not easily differen-
tiable, but the entropy value provides us with a decision criterion to find the
optimal representation.
To evaluate the effectiveness of the system, I selected five 3D data sets and
performed the Z-axis rotation to find the highest entropy value. The informa-
tion of the data sets are described in Table 4.2. The total time taken for each
process is recorded in Figure 4.16. It is shown that the system takes in average
3.21 s to find the most informative 3D image along the Z-axis rotation.
In the presence of an HPC infrastructure, the optimal 3D viewpoint finder
can be extended as an image streaming component for distributed clients. The
images are rendered directly from the primary data which guarantees high-
quality visual outputs. The image renderer is written in OpenGL and C++
and delivers a 3D image base on the given viewing position. There are two
approaches to operate the image renderer: non-persistent and persistent in-
stances.
The non-persistent instance first loads the large primary data renders the
content by producing a projected 3D image, and finally closes the instance.
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Table 4.2.: The information of data sets used in the evaluation.
Label Type Size
A Oribatid mite 512× 512× 384
B Box mite 512× 512× 384
C Gammasid mite 512× 512× 512
D Pseudoscorpion 512× 512× 423
E Tachinid fly 512× 512× 485












Figure 4.16.: The performances of finding the optimal 3D view point along Z-axis rota-
tion using data sets described in Table 4.2.
The advantage of this approach is that the image renderer frees up the GPU
memory after finishing its rendering. However, the method suffers from the
data latency of reading data from a hard disk. If the user is rotating the 3D
object, the image renderer will produce a series of the projected 3D image
with each image generation suffering from the data read-out latency.
The persistent instance, on the other hand, does not close itself after finishes
the rendering and it continues to wait until the users load a different data set.
The benefit of this approach is that the user only expects for the data read-out
latency once and further image generation of the same data set will not incur
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additional lag time. However, the data read-out latency will still occur when
the user is requesting a different data set.
Since the bottleneck remains at the data read-out from the hard disk, de-
ploying the persistence instance approach while having ample memory in the
GPU seems like an ideal solution. The ideal solution will need to incorporate
more technologies such as CPU and GPU clustering to address scalability.
4.2.3 Framework III: An Interactive 3D Web
Visualisation
I develop the WAVE framework to provide 3D visualisation of Big Data in a
web-based platform [176, 177, 178]. Although the framework is built around
3D visualisation, the framework can be adapted to 2D visualisation in the
GPU shaders [179]. Hence, the WAVE framework serves as a component
that provides a 2D/3D display. The 2DWAVE framework processes the input
data in X andY dimensions only, whereas the 3DWAVE framework processes
an additional Z dimension that shows the depth of the volumetric data. The
advantage of the 2D variation is due to its ability to perform GPU parallel
processing at the client side.
To specify the framework requirement for visualising large data sets, I
study the existing systems where Jomier et al. [180] presented a web-based re-
mote visualisation system that addresses large data sets by using MIDAS and
ParaViewWeb [115]. In their use case application, they present the drawbacks
which serve as references in designing a web-based framework for dealing
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with large data sets. The challenges, which align with my application, are as
follows:
C1 : Remote rendering assumes that you always have connectivity and, there-
fore offline rendering is not possible.
C2 : High-quality rendering is sometimes necessary and particularly difficult
to achieve via distant rendering.
C3 : The infrastructure needed to support remote rendering is much more
expensive compared to client rendering only.
The challenges serve as the cornerstone of a better web-based visualisa-
tion system where I present techniques to address perceptual and interactive
scalability which then constitute a hybrid system combining remote and cli-
ent rendering. Mainly, the framework reduces the data into manageable size
while including the image streaming service if the HPC infrastructure is avail-
able. I address C1 and C2 where low-resolution LOD has to be loaded only
once. Then, users can analyse the data without maintaining active connectiv-
ity. Furthermore, I address C3 where the visualisation performance depends
solely on the client hardware in which expensive server architecture is not a
necessity.
To this end, a useful large data previewing framework must address two
main challenges across various client hardware: substantial data processing
and interactive scalability. The large data can be either processed in parallel or
reduced in size. I use the latter approach, where the frameworkmainly handles
the data in offline processing, online processing, and client-side visualisation.
In Figure 4.17, the offline processing is data-driven where it monitors new
incoming data from the experiment using a cron service (Step 1) and caches
the LOD data (Step 2). In online processing, the framework selects the best
cache data that provides excellent visual quality and a reasonable bandwidth
transmission based on the client requirement (Step 3). Also, the processes in
the online processing are triggered by the client requests. Lastly, the client
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Figure 4.17.: The data flow of the WAVE framework.
visualisation renders the selected data producing the final display. To deal
with the growing data size in the server storage, data that are no longer in act-
ive use, are pushed to a dedicated remote archive (Step 4). At the same time,
non-persistent caches are flushed while preserving persistent caches. The per-
sistent cache data is the smallest LOD data that does not take much storage
space and yet able to represent the large data.
In the presence of HPC infrastructure, I further augment my approach by
utilising the HPC server. The image rendering is performed from the primary
data directly and generates rendered images (in situ visualisation). These res-
ulting images, which are small in size, are served to the client. Mainly, I ad-
dressC2 to provide a high-quality rendering despite being at a distant location.
The overall system does not emphasise substantial investments in rendering
infrastructure where the presented approach can operate with any consumer
machines, e.g., laptop or personal desktop with rendering quality reflecting
the performance of the client hardware requirement (C3). Optionally, when
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HPC infrastructure is available, my approach seizes the opportunity to stream
high quality rendered images.
4.2.3.1 Server Architecture
Figure 4.18 shows the WAVE server architecture, where each data undergoes
the data reduction, the data caching, and the data summarisation stages. A
cron service monitors new incoming data and triggers a series of batch jobs.
The batch jobs reduce the size of the primary data by generating multiple LOD
data. The data summarisation stage collects general information of the data
structure that can be used as a reference value for later use, i.e., providing
an optimal threshold of grey values for the final 3D visualisation that filters
the unwanted details. Next, the cache selection allows progressive loading
to improve the user experience where the low-resolution data is loaded first,
followed by high-resolution data. Furthermore, the server-side support online
generation of arbitrary LOD. To address the scaling size of data, only the low-
resolution LOD is stored as a persistent cache, whereas the other caches are
non-persistent.
4.2.3.2 Client Architecture
The client is implemented in Javascript, which is written based on the ThreeJS
library [168] that utilises WebGL [97]. The Javascript language offers plat-
form independence, and it can be interpreted at every major client browser.
Figure 4.19 shows the client architecture, which is consist of a core layer, an
event handler layer, and an application programming interface (API) layer.
The core layer is responsible for rendering the visual data objects into the fi-
nal visualisation. For instance, the renderer and the shader components can
perform the direct volume rendering based on the work fromKruger andWest-
ermann [181] and the local surface illumination model using the Blinn-Phong
model [86]. The event handler manages the communication between the client
requests and the core functionality. Furthermore, I provide a layer of applic-
ation programming interface (API) where users can control the visualisation
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Figure 4.18.: Detailed server architecture.
output by using Javascript that allows users to integrate the library into arbit-
rary user interface designs.
The WAVE frontend module exposes a set of APIs that allows users to
access to its primary functions. Mainly, users can use the browser’s de-
veloper console tab to interact with the WAVE frontend (Figure 4.20). For
example, users can switch between surface rendering and direct volume ren-
dering modes interactively. Also, users can set the minimum and maximum
grey values, the bounding box boundaries in all three dimensions as well as
the mapping of colours to grey values of the data.
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Figure 4.19.: Detailed client architecture.
4.2.3.3 Multi-resolution Support
To support a wide range of web-based clients with varying hardware require-
ments, I propose the use of multi-resolution slicemaps that vary in resolution
details. The interactive 3D visualisation is a 3D display that offers the highest
interaction possibilities to analyse the 3D content.
In my approach, I prepare a hierarchy of multi-resolution slicemaps that
vary in resolution. For the most favourable client performance, I send the
optimal size of slicemap according to the client hardware. “Optimal” is quan-
tified as the data size that provides the best visual quality with the best data
latency. Thus, I study the relationship between the varying sizes of slicemaps
and the frames-per-second of multiple client devices (Table 4.3). In this study,
I chose a wide range of client devices, starting with a less powerful mobile
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Figure 4.20.: Example of the required WAVE settings: a—DOM container used for
the visualization. b—Paths to the input data. c—Shader parameters.
d—Input data format. e—Size of the target canvas and viewport.
phone and reaching up to a more powerful desktop computer. The data size
is inversely proportional to the scale of data transmission. In other words, a
smaller data size results in faster data transmission, whereas a more extens-
ive data size results in slower data transmission. To interpret the perform-
ance metric—frames-per-second, I follow the study conducted by Claypool
et al. [182] where the quality of the user performance and perception starts to
drop significantly when the frames-per-second goes below 15 fps.
The data set with 1283 voxels provides the best frames-per-second across
the selected client devices; whereas data sets with 2563 voxels and 5123
voxels are imposing problems on the smaller client device. Despite the un-
acceptable frames-per-second (<15 fps) of 2563 data set on the mobile device,
there is room for improving the client rendering with an optimised code, i.e.,
using a limited number of ray iterations, or using the nearest neighbour inter-
polation scheme. In recent web-based 3D visualisation reports [95, 184, 185],
Noguera and Jiménez [99] introduced the use of non-uniform voxel size. In
doing so, I extend the variety of input data by varying the z-dimension of the
data for more granularity regarding visual improvement.
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Table 4.3.: Relationship between the varying size of the slicemap and the frame rate
of the client devices.
Device (GPU) Texture Texture GFXbencha Voxels (fps)
Unit Size (frames) 1283 2563 5123
Desktop (Titan) 32 163842 107898 1301 649 245
Laptop (GT750M) 16 163842 8821 200 112 45
Desktop (HD4000) 16 81922 3362 102 32 11b
Phone (Adreno330) 16 40962 1601 30 12b 1b
a The frame metrics are taken from GFXBench benchmarking suite tested with T-Rex off-
screen 1080p [183]. This metric shows the performance of each GPU (higher the better).
b < 15 fps. Unacceptable user perception quality [182].
4.2.3.4 Performance
In this section, I would like to evaluate performance as a function of achiev-
able display quality. Mainly, how does each downscaled data set affects the
visual quality and overall system performance? To illustrate the visual qual-
ity of the slicemaps4, I use the box mite Euphthiracarus reticulatus data set as
my use case. The visual results illustrate a minimal gradual visual improve-
ment (Figure 4.21) using the multi-resolution scheme. However, the intro-
duction of the additional data granularities, in all its infancy, contributes very
little to visual improvement. The varying-z-dimension variants require careful
data scaling which is cumbersome. The data preparation of such anisotropic
data strives to maintain the aspect ratio of the original data despite the non-
isotropic format. Although there is a gradual improvement through varying
the z-dimension, the question is, whether the effort to prepare the data is worth
the minimal benefit achieved in the results.
To determine the performance of the prepared multi-resolution data sets, I
look into aspects regarding system interactivity and latency. Particularly, how
4The slicemap format is discussed in Chapter 2.3.
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256 x 256 x 128
128 x 128 x 256
128 x 128 x 128
Multi-resolution scheme Box mite, Euphthiracarus reticulatus (SR)
256 x 256 x 512
256 x 256 x 256
512 x 512 x 512
512 x 512 x 256
Figure 4.21.: The visual outputs of Eucrib in various multi-resolution schemes.
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Table 4.4.: A series of slicemaps generated from the box mite Euphthiracarus reticu-
latus data set.
Scheme Voxels Size Reduction Slicemap
(MB) Ratioa Grid Quantity Dimension
128× 128× 128 2097152 0.85 3200 8× 8 2 10242
128× 128× 256 4194304 2.10 1295 8× 8 4 10242
256× 256× 128 8388608 3.40 800 8× 8 2 20482
256× 256× 256 16777216 7.80 349 8× 8 4 20482
256× 256× 512 33554432 17.40 156 8× 8 8 20482
512× 512× 256 67108864 30.10 88 8× 8 4 40962
512× 512× 512 134217728 67.30 40 8× 8 8 40962
a The reduction ratio quantifies the amount of reduction in bytes. The original data set consists of 1536×
1536× 1152 voxels (2.72GB).
Table 4.5.: The network profiles created for bandwidth trottling.
Network Preset Download Round Trip Time
Ethernet 100 Mb/s, 200 Mb/s, 400 Mb/s 6ms
Wifi 30 Mb/s 2ms
DSL 2 Mb/s 5ms
2G 750 kb/s 100ms
data size affects the local client data and the network latencies. The slicemaps




where originalSize and reducedSize are represented in bytes. For optimal
storage of the texture memory, I ensure that the x-and y-dimensions have the

















































Figure 4.22.: The frames-per-second for multi-resolution slicemaps of the box-mite
Euphthiracarus reticulatus data set, tested on various client resources
(sampling step=512).
the z-dimension to study the performance of each multi-resolution scheme.
The rendering performance is related to the size of the slicemap and client
hardware. Figure 4.22 shows the frame rate of multi-resolution slicemaps
rendered on various client hardware. The GTX Titan performed superior
across all the data sets, which is one of the high-end graphics cards available
on the market. For the other graphics cards, the data sets with xy-dimensions
of 1282 and 2562 resulted in optimal performances (frame rates larger than
60 fps). However, the xy-dimension of 5122 suffers significantly with frame
rates below 30 fps. The first tests measure the responsiveness of the client-
side rendering; this represents the average frame rates across various client
devices. The slicemap with higher detail requires better client hardware for
greater performance.
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Figure 4.23.: Latency for multi-resolution slicemaps based on Ethernet download
speed of 100 Mbps, 200 Mbps, and 400 Mbps.
However, the frame rate alone does not give us an adequate representation
of the overall performance. The latency between server-client interaction also
affects the perceived system interactivity. Hence, I performed tests to meas-
ure the content load time for various data sizes. In this context, content refers
to the slicemaps that I prepared. Other Javascript files are loaded, although I
solely study the varying size of slicemaps on different network presets. In this
test, I conducted a bandwidth throttling using the profiles created in Table 4.5.
Figure 4.23 shows the content download time of the different slicemaps with
Ethernet infrastructure that is common in most research institutions. The res-
ults showed that data size smaller than 256×256×256 guarantees a responsive
system where the content is ready in less than one second [149]. Figure 4.24
shows the performance of slicemaps over slower network presets. It is evident
that the slower network renders the system unusable since the response time















































Figure 4.24.: Latency for multi-resolution slicemaps on slower network presets, i.e.,
Wifi, DSL, and 3G.
able to operate entirely offline in which users can send the slicemaps to the
collaborators by using mail or file sharing platform, and later view the data
on their local machines.
The overall results are as expected where smaller slicemaps load faster than
larger slicemaps. Interestingly, if I combine the results of visual quality, frame
rates and content download times, I notice that the z-dimension variations do
not account for better visual quality nor better performance, but instead suffers
during the network transfer. Hence, I propose to use only isotropic slicemaps
that provide gradual improvements regarding visual quality, rendering per-
formance, and download time. The multi-resolution scheme for slicemaps is
shown in Table 4.6. The data sets 128×128×128, and 256×256×256 can be
utilised by a broad range of clients, whereas the data set 512× 512× 512 can
only be used by the client who has the powerful supporting hardware. In this
regard, the progressive loading approach is suitable where the 128×128×128
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data set can be first loaded while the 256×256×256 data set is loading in the
background. If the client has a high-end GPU and a fast network connection,
the 512× 512× 512 data set can be served as well.
Table 4.6.: Multi-resolution hierarchy scheme definition.
Level (N ) Scheme Voxels Format
0 1283 × 80 2097152 128× 128× 128
1 1283 × 81 16777216 256× 256× 256
2 1283 × 82 134217728 512× 512× 512
Table 4.7.: The resulting level of detail (LOD) based on the cache selection criterion
(Equation 4.3).
Device GPU GFXbench Texture Unit Texture Size LOD
(frame rate) (TU) (TS)
Google Nexus 5 Adreno 330 1601 16 4096 0
Desktop HD4000 3362 16 8192 1
MacbookPro GT750M 8821 16 16384 2
Desktop GTX Titan 107898 32 16384 3
Given the three slicemap’s level of details defined in Table 4.6, the Cache
Selector aims to serve the appropriate size of slicemap that allows interactive
and responsive system. To select the proper cache data for a particular client,
I evaluate the client processing power by its Texture Mapping Units (TMUs):
texture unit (TU) and texture size (TS). The reason is that I load the input data
for the final visualisation in the texture memory, which the texture memory is
a subset of the TMUs block. The TMUs process and filter the loaded textures
in conjunction with pixel and vertex shader units. The TMU is thus respons-
ible for applying texture operations to pixels that will be projected onto the
display. The number of texture units and maximum supported texture size in a
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graphics processor are used when comparing two different cards for texturing
performance. Hence, I assume that the card with more TMUs will be faster at
processing texture information.









where BP is the multiplication product of the smallest slicemap size, i.e.,
128 × 128 × 128 = 2097152. Table 4.7 shows the resulting level of detail
(LOD) based on the different client’s TMU specifications. The cache selection
can yield LOD higher than 2, and in this case, I will still provide the highest
defined LOD, i.e., LOD = 2, to the clients.
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A central goal is to synthesize different types of information from
different sources into a unified data representation.




n Chapter 4, I presented three view operators that can handle
multidimensional input data and produce 1D, 2D or 3D visu-
alisation output. The view operators are modular systems
that can fit together in the same data-processing ecosystem.
In this chapter, I demonstrate designing Big Data systems
using the proposed guideline and the view operators. Mainly, I address the
Big Data challenges faced in large-scale scientific experiments by building
a visual system as part of a digital library framework. The system should
show the vital information of each data set, which helps users in discovering
their desired data set. I follow the general design guidelines elaborated in
Chapter 3 and apply them in four use cases: satellite imaging with analysis of
multi-spectral imagery [167], climate research with Doppler wind lidar [25],
medical imaging with ultrasound computer tomography [37], and life science
research with X-ray microtomography (SRµCT) imaging technique [12].
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In each application, I show essential details in the visualisation in which the
chosen features are selected based on continuing discussions with the domain
experts—mainly driven by “how they look at their data”—known as the user-
centred design [29]. Table 5.1 shows the features of four applications in the
context of Big Data. The challenges set forth the discussion in later sections.
Mainly, I show the consideration process of designing the visualisation, and
the data processing adapting to the final visual design. Despite the different
applications, they share the same goal which is to summarise and merge core
information of data on a single display.
5.1 Use Case I: Analysing Multi-spectral
Imagery
In this use-case study, I demonstrate the feasibility of my design guideline
based on the data sets from Visual Analytics Science and Technology (VAST)
Challenge [167]. One of the challenges is to find a novel approach to analyse
the multi-spectral image. The goal is to provide a system that helps to analyse
the urbanisation and environmental change of the nature preserve and possibly
relates to the decreasing population of the Rose-Crested Blue Pipit. I use the
WAVE framework (2D display) as the view operator and process the images
into 2D visualisations.
Since the satellite image consists of six bands of information, the main
question is how can we encode all six information in our limited hardware
display (3 colour channels). If we omit any of the information, we risk of not
detecting useful features. Furthermore, this study demonstrates the usage of
the WAVE framework as a 2D visualisation system.
5.1.1 Design Strategy
Using the WAVE framework as the view operator, the multi-spectral image
has to be converted into an RGB 2D image. Each multi-spectral image con-
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5 Scientific Data Visualisation
sists of six information (bands) of (Table 5.2) that can be mapped onto the
image’s channels. However, only three bands can be assigned to an RGB im-
age at a single time. Assigning an arbitrary band to the RGB colour channels
will result in a different visual result, thus highlighting a specific set of fea-
tures. For example, assigning B4 to the red channel, B3 to the green channel,
and B2 to blue channel, emphasises the urban areas depicted in cyan colour
(Figure 5.1). Moreover, the cyan colour also shows the road network on the
map. The combination is applied across the data of three years from 2014
to 2016 where each year is represented by each year is represented by four
quarterly multi-spectral images (Figure 5.2). A histogram analysis is present
to show the contribution of each colour channel in the image.
I propose to provide an overview that shows the trend of the multispectral
images throughout three years (Figure 5.2). The summary shows the final
visualisation of each multispectral image based on the three selected band in-
formation and their histogram characteristics. On the other hand, users can
choose one multispectral image for further analysis where the band informa-
tion can be updated interactively (Figure 5.3).
5.1.2 Data Space
In the data space, the multi-spectral bands are encoded into two images where
each image contains three bands of information respectively, i.e., the first im-
age contains B1, B2, and B3; whereas the second image contains B4, B5, and
B6.
5.1.3 View Space
For this use case study, I used theWAVE framework that offers high interactiv-
ity with its shader-based approach. Assigning B6 to the red channel, B4 to the
green channel, and B2 to the blue channel, the water reservoir is highlighted in
deep blue (Figure 5.3). Many possible combinations extract different features
as can be seen in recent works [186, 187, 188, 189, 190]. Furthermore, users
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Table 5.2.: Multi-spectral bands and their utility.
Band Colour Wavelength (nm) Useful for Mapping
B1 Blue 450-520 Penetrates water, shows
thin clouds and general
visible brightness
B2 Green 520-600 Shows different types of
plants and general vis-
ible brightness
B3 Red 630-690 Vegetation color and cer-
tain mineral deposits
B4 Near Infrared (NIR) 770-900 Partially absorbed by wa-
ter, sensitive to vegeta-
tion structure and chloro-
phyll
B5 Short-wave Infrared 1550-1750 Completely absorbed by
liquid water. Sensitive
to moisture content of
soil and vegetation; pen-
etrates thin clouds
B6 Short-wave Infrared 2090-2350 Insensitive to vegetation
color or vigor, shows dif-
ferences in soil mineral
content
can perform multiple index calculation, i.e., Normalized Difference Vegeta-
tion Index (NDVI). The index calculation results in a one dimension values
normalised between 0 and 1. Figure 5.4 shows the vegetation intensity on the
map. I assign the NDVI index onto the green channel which the vegetation
intensity corresponds to the degree of greenery in the map. The index is used
to study the feature variation over time, i.e., the trend of vegetation growth
around the area. Figure 5.5 shows the vegetation growth over the three years.
Rather than predefining the combination beforehand, I promote interactive
data update where users can perform any combination in the provided shader
editor.
The execution model handles the shader updates since users can interact-
ively change the colour channel assignments to narrow down the search. Also,
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Figure 5.1.: The WAVE analysis display of the multi-spectral image. The overview
shows the image composition based on the combination (B4, B3, B2) 7→
(R,G,B). The cyan colour depicts the urban area and road networks.
I generate a histogram analysis of the image colour’s distribution. Moreover,
users can zoom on a particular area and study the region of interest for three
years. For this application, I provided only the 2D mapping module that maps
the extracts the slicemap information onto the viewport.
5.1.4 Discussion
As it stands, I provide an Overview-Detail navigation pane that helps users
to detect anomalies in the satellite images. Users can interactively update the
mapping of satellite bands which allows high flexibility in analysing the im-
ages. However, the application requires further methods to be reliable, i.e.,
contrast stretching, cloud removal. The occasional occurrence of clouds and
different imaging contrast obstruct the clarity of the imaging. Also, the study
demonstrated the usage of the WAVE framework in a 2D visualisation system.
The guideline serves as an excellent reference to structure the entire system.
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Figure 5.2.: The trend of the multi-spectral images over the course of three years. The
histogram analysis shows the contribution of each colour channels in the
resulting image.
Also, this study demonstrated the flexibility of the WAVE framework for vari-
ous 2D visualisation applications.
5.2 Use Case II: Doppler Wind Lidar
By using Doppler wind lidar, researchers can gain insights into daily phenom-
ena such as rain, updraft, downdraft, fast moving low clouds and nocturnal
low-clouds [191, 192]. In climate research, a major visualisation purpose is
to explore hidden patterns and structures [193]. From the available parameters
measured by the Dopper wind lidar, we can identify important events based
on lidar’s three primary attributes: wind velocity, backscattering coefficient,
and signal-noise-ratio. During each measurement campaign, experiment op-
erators orchestrate the lidar’s illumination direction in azimuth and elevation
angles to cover more area for better analysis. The measurement modes are as
follows:
105
5.2 Doppler Wind Lidar
5 Scientific Data Visualisation
Figure 5.3.: The WAVE analysis display of the multi-spectral image. The overview
shows the image composition based on the combination (B6, B4, B2) 7→
(R,G,B). The blue colour depicts the water reservoir.
Vertical Stare : A fixed arbitrary azimuth angle and a fixed elevation angle
at 90°.
Plan Position Indicator (PPI) : Varying azimuth and fixed arbitrary elev-
ation angles.
Range Height Indicator (RHI) : Fixed arbitrary azimuth and varying el-
evation angles.
Despite various setups, the measured data (multivariate) are stored in one
repository which complicates the overall data processing and visualisation.
The data with different configurations must be preprocessed and presented in
a variety of standard visualisations [194]. Moreover, the large-scale of the
collected data poses further challenges in perceptual and interactive scalabil-
ity [150]. For example, a Doppler wind lidar system with 10Hz sampling rate
produces approximately 10 million data items per day. Based on the survey
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Figure 5.4.: The WAVE analysis display of the multi-spectral image. The overview
shows the image composition based on the NDVI index. The green colour
depicts the intensity of vegetation growth.
by Tominski et al. [195], domain experts often use script-based tools such as
Matlab and Ferret to process and produce static images for visual inspection.
However, these traditional tools were not suitable for the scale and heterogen-
eity of such lidar data [196, 197, 198].
As the Doppler wind lidar system often comes with a dedicated user inter-
face for online monitoring, there is no demand to have a separate offline visu-
alisation system [199]. Furthermore, standard displays for the Doppler wind
lidar are readily producible in offline mode using any conventional graphics
display packages. Hofmeister et al. [200] evaluated their Doppler wind lidar
using a custom LabVIEW display tool. Prasad et al. [201] also assessed their
lidar system using a custom display tool called Windimager. However, they
often use a script-based approach such as Matlab [202] and Ferret [203] for
offline data processing and analysis [195]; thus, suffering in performance due
to the data size and complexity [196, 197, 198].
Although most lidar visualisation systems are attached to the hardware,
there are also standalone systems available. Wang et al. [204] presented a dis-
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Figure 5.5.: The trend of vegetation growth in the map. The trend shows low vegeta-
tion growth during the first and last quarter of the year which is largely due
to the winter season.
play system that integrates Google Maps with a microscale meteorological
model to improve its overall system’s functionality. They extended their
system to visualise Doppler wind lidar data as well. Cherukuru and Cal-
houn [205] developed a smartphone application to perform lidar visualisation
in augmented reality. Their work opens up visualisation opportunities in lidar
visualisation and spun idea for virtual reality implementation [206]. These
applications emphasised overlaying lidar data on terrain or a 3D environment
to increase spatial awareness. Coupling with the lidar hardware, their systems
rely on external resources, i.e., the system by Wang et al. [204] requires an in-
terface to Google services and the lidar smartphone application by Cherukuru
and Calhoun [205] where a virtual reality goggle is needed.
So far, the lidar visualisation system emphasises the displaying of lidar
data in real-time, meaning, data acquired from the lidar has to be displayed
108
5.2 Doppler Wind Lidar
immediately. My work aims to provide a visualisation platform for better
performance that supports online and offline measurement phases. Thus, my
approach does not rely on external dependencies, where I store cache data at
the server for high-speed data browsing. Since the lidar data have to be rep-
resented in its distinct formats such as PPI and RHI scans, there are high data
preprocessing steps involved in displaying them onto the screen. In response,
I avoid the preprocessing costs by preparing a set of cache data beforehand.
5.2.1 Design Strategy
To design a visual display for each data set in a digital library, I apply the client-
server paradigm that extracts information and encodes primary lidar attributes
into the images’ colour channels within the server. On the client-side, I load
these encoded images (cache data) and display lidar data in multiple forms.
In contrast to having many static images, my approach allows researchers to
begin analysing the extensive data using a more top-down methodological
approach by introducing a daily view and an hourly view. Regarding interac-
tions, I implement features such as zooming, multivariate filtering, and hourly
variance heat map.
In conjunction with the Dynamics-aerosol-chemistry-cloud interactions in
West Africa Campaign (DACCIWA) [207], I use the Doppler wind lidar data
collected throughout two months from the KITcube mobile observation plat-
form [25]. The KITcube experiment is a portable measurement platform that
is deployed in various places in different seasons. In each measurement cam-
paign, domain experts aim to understand the wind characteristics in a partic-
ular geographic location within a preselected period. In other words, domain
experts want to analyse everything that they can measure. Any anomaly or
conformance of data under the prior hypotheses is valuable to their research.
Hence, I summarise their data into a single compact visualisation that provides
an overview of the data structure (Figure 5.6). Mainly, I show the vertical
stare profile (Figure 5.6: B) which can provide initial information such as
cloud coverage or a raining event. The detailed view (Figure 5.6: C) allows
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Figure 5.6.: In the Visual Display, there are (A) parameter selection to perform mul-
tivariate filtering method, (B) daily overview of the vertical stare plot, (C)




Figure 5.7.: A zooming interface with two views: A daily view (overview) and an hourly
view (zoom). The daily view consists of 24 equally divided hourly seg-
ments, (A) with the selected segment highlighted. (B) The details view
shows the selected hourly segment with more details (time resolution in
minutes).
domain experts to analyse any hourly segment further through the vertical
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SNR: -15 SNR: -10 SNR: -8 SNR: -6
Figure 5.8.: Image shows the filtered wind velocity display that satisfies signal-noise-
ratio (SNR) range. The visualisation demonstrates the use of a different
colour map which is updated interactively. The lower image shows the
progressive change of the wind velocity representation.
stare profile, the PPI scan, and the RHI scan. For the PPI scans, I provide
a 3D visualisation of the PPI mode which complements the existing 2D PPI
scans.
Due to the limited screen viewport, it is inevitable that visualising large
amounts of temporal data results in a loss of details. In response, numer-
ous works emphasise multi-focus interaction [208, 209]. Amongst these tech-
niques, I adopt the zooming interface approach (Figure 5.7) that uses a tem-
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poral separation between views [118]. The daily view (Figure 5.7: A) consists
of 24 equally divided hourly segments, (a0 · · · a23). By hovering over each
segment, I provide a more detailed hourly view (Figure 5.7: B). The combin-
ation of the daily view and the hourly view allows domain experts to detect
atmospheric events, such as low-level nocturnal clouds, rain events, updrafts,
and downdrafts.
A demanded feature in data browsing is the ability to inspect multiple at-
tributes interactively [210], where I show and filter data based on the wind
velocity, the backscattering coefficient, and the signal-noise-ratio parameters.
To investigate the vertical wind velocity profile, domain experts often start
with range criteria between −2m s−1 and 2m s−1. Then they can update the
wind velocity displays by adjusting and updating other attributes interactively
(Figure 5.8). Colour maps can also be updated in real-time to emphasise the
features of interest. These adjusted criteria update and synchronise all the data
content across viewports interactively.
To produce the various visual outputs, I follow the data state reference
model for a systematic data processing overview (Figure 5.9). First, I cat-
egorise the heterogeneous data into its respective mode, i.e., the vertical stare
mode, the PPI mode and the RHI mode. In each mode, I encode three primary
data attributes into the image’s colour channels. Also, I downscale the images
for better network transmission. The encoded images serve as the input for
the final visualisation, mapping the data onto its respective plot.
The lidar scanning strategy applied during the DACCIWA campaign is de-
scribed in Figure 5.10. Within every 30 minutes interval, the Doppler wind
lidar performed two PPI scans, four RHI scans, and is followed by a vertical
stare sweep. After each lidar scan, measured data are sent to a central server
for data archival and processing. To generate the encoded images for the fi-
nal visualisation, I convert the incoming data through a series of data pre-
processing steps. Figure 5.11 shows the UML activity diagram of the whole
process. I follow the suggestion proposed by Liu et al. [150], in which pre-
112
























PPI plot RHI plot










Figure 5.9.: The visual data processing (data state reference model) for the image
snapshot, the thumbnail preview, and the 3D visualisation.
Figure 5.10.: A recursive scanning pattern by the Doppler wind lidar for every 30
minutes for one day (ppi→ rhi→ stare).
computed cache data (in our case the encoded images) can provide a seamless
user experience.
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Figure 5.11.: The data preprocessing component which comprises of data classifica-
tion, data normalisation, data reduction, and data consolidation stages.
Arad, Abco, and Asnr denote grey images for the wind velocity, the
backscattering coefficient, and the signal-noise-ratio attributes, respect-
ively. * I perform data reduction only when the total size of grey images
exceeds 1MB.
Initially, the incoming lidar data are stored in a central database. The data
consists of general attributes such as azimuth and elevation angles. However,
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there is no classification of the scan modes. Hence, I separate the lidar data
according to their azimuth and elevation angles into three groups: vertical
stare (STARE), PPI, and RHI modes. The sampling time of the incoming data
varies based on the measurement requirement. In a situation where there is not
much of a change in weather, the sampling time can be set larger to minimise
the amount of data being stored; in another situation, the sampling time can
be smaller to capture the dynamic variation of weather events. In response,
I normalise the time series data using linear interpolation at a regular time
interval of one second for later data processing. Even if I interpolate the high-
frequency data, the difference is not noticeable due to the limited viewport
size.
5.2.2 Data Space
For each group of data, I prepare each aggregated image of the three primary
lidar attributes separately: wind radial velocity (RV), backscattering coeffi-
cient (BCO), and signal-noise-ratio (SNR). Rather than processing the data of
the whole day directly, I perform cascaded operations where I prepare the im-
age stripes of a one-second interval, one-hour interval, and one-day interval.
With the one-second interval being assigned to a width of one-pixel, merging
the minute image stripes into an hourly image stripe results in a width of 3600
pixels. Here, the hourly image stripe is downscaled by half to accommodate
the hourly and daily views. The reason behind downscaling is the limited size
of the monitor display where a width of 1800 pixels covers most of the dis-
play devices. To generate the daily image stripe, I merge the hourly images
and downscale the resulting image stripe to the width of 1800 pixels. For this
particular use case, I map the image’s x-axis to time (in second) and y-axis to
the laser distance of lidar (in metre). The resulting grey image has an image
resolution of 1800× 1000 pixels, which corresponds to 1800 s and 10 000m,
respectively. I select 10 000m to cover the longest possible laser distance for
the available lidar scans, in which a pixel height corresponds to 10m.
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To minimise the number of images stored in the GPU texture memory, I
merge the primary attributes of lidar into one compact format, in which I refer
to the image as an encoded image. From the precomputed aggregated images,
I encode the wind velocity attribute onto the red channel, the backscattering
coefficient attribute onto the green channel, and the signal-noise-ratio attrib-
ute onto the blue channel. Here, I address the restriction presented by the cli-
ent’s GPU requirement regarding the limitation of the texture unit, in which
the texture unit defines the number of texture images loadable in the texture
memory.
5.2.3 View Space
Apart from the standard lidar displays, I included a variance heat map and 3D
PPI scan visualisations to the Visual Display, in which they provide domain
experts with an overview [211] and insights [212] of the wind velocity vari-
ation of a particular day. The overview aims to show the data structure of the
specific day and enables rapid data browsing. The insights, in my use case,
are in-depth information of the PPI scan where domain experts can even de-
rive the height information from the 3D PPI visualisation. In this application,
I combine the BORA framework (Chapter 4.2.1) and the WAVE framework
(Chapter 4.2.3) as the backbone of the system.
Variance Heat Map
To show the wind velocity variance of the day, I use the heat map matrix
because it preserves the spatial information of the data attribute concerning
time and distance. It allows domain experts to have an instant idea of specific
weather events. Figure 5.12 shows the derivation steps of transforming the
daily vertical stare profile into a simplified representation.
Within each hourly vertical stare image (Figure 5.12: C), the distance along
the lidar’s laser consists of smaller segments, known as range gates (depicted
along the y-axis). In KITcube, there are 120 range gates, and I summarise
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Figure 5.12.: Transformation of a daily vertical stare profile into a simplified repres-
entation. (A) shows the original representation of the daily vertical stare
profile. (B) highlights the hourly segment (1700-1800). (C) shows the de-
tailed view of the hourly segment. (D) shows the resulting compact rep-
resentation of the daily vertical stare profile based on the Equation 5.1.
wind velocity attributes along each range gate within an hour’s segment as
one representative variance according to the Equation 5.1:
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n , if n > 1800
0, otherwise.
(5.1)
Across each horizontal range gate segment, I calculate the variance of the
wind velocities, but only if there are more than 50% of the total points present.
Altogether for an hourly segment, there are 3600 points along each range gate
segment. Half of the total points correspond to 1800 points. In doing so,
I suppress the salt-and-pepper noise that might affect the resulting variance.
To assign a variance interval, I defined our lower and upper bounds based
on the Von Szokefalvi Nagy inequality (lower bound) and the Bhatia-Davis
inequality (upper bound) [213]:
(M −m)2
2n ⩽ S
2 ⩽ (M −A)(A−m), (5.2)
where S2 is the variance,M is the maximum value,m is the minimum value,
n is the total number of points, and A is the arithmetic mean value. Finally, I
colour each unit using the same colour map used throughout our system. Also,
I allow domain experts to vary the upper and lower boundaries interactively.
3D PPI Scan
In my visual design, I included a 3D PPI visualisation as an extension to the
existing 2D PPI plot. The 3D visualisation offers users the possibility to in-
spect the PPI scan in a 3D space. Figure 5.13 shows the interactive display that
shows the 3D PPI visualisations upon demand. In practice, there are three ap-
proaches to visualise a PPI scan in a 3D space: they are point-based rendering,
texture wrapping and direct volume rendering.
The point-based rendering method maps the spherical coordinates into the
Cartesian system in 3D space. However, data points further from origin have
more considerable distance between neighbouring points which results in sig-
nificant gaps. To mitigate the data sparsity, one could apply an interpolation
filter for filling in the empty spaces. In the absence of such a filter, the sparsity
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Overview of the daily lidar data
Figure 5.13.: (A) selects an hourly segment. (B) shows the PPI scans of the selec-
ted hourly segment. (C) shows the interactive 3D visualisation of the
PPI scans. The PPI scan has an elevation angle of 15° hence the lower
height in the front view and a wide spread in the top view.
of the data set leads to a less appealing visualisation. Although point-based
rendering is fast due to its simplicity, filling the data degrades the system’s per-
formance [214, 215]. On the other hand, the texture wrapping method wraps
the texture image on a 3D geometry. This approach is fast and straightforward
given that the final visualisation constitutes a simple geometry. In this regard,
a PPI scan can be depicted as a cone geometry. A 2D image is drawn and
wrapped on the surface of the cone geometry. However, the 2D image has to
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be preprocessed. Thus interactive data manipulation is not possible. Instead,
the direct volume rendering method [216] is commonly used to display the sci-
entific data set and offers the possibility to perform interactive data rendering.
I adopted the direct volume rendering and web-based methods described in
Chapter 2.2.2. The direct volume rendering approach enables domain experts
to perform data filtering similar to the procedure shown in Figure 5.8.
In the visualisation system, domain experts can select the 3D visualisation
by clicking on the 2D PPI scan, where a standalone view appears to allow
domain experts to further analyse the behaviour of the particular PPI scan
(Figure 5.13).
5.2.4 Discussion
The overall performance of the visualisation system is evaluated based on the
responsiveness of the client-side rendering and the latency between server-
client interaction. Thus, I performed tests to measure network latency and
update rates for various data sizes. To reach this conclusion, I evaluated data
reduced by a factor of 5 (7.2MB), a factor of 10 (3.4MB), and a factor of
20 (1.3MB). Using these data sets, I performed a series of multivariate filter-
ings on a MacbookPro (GT750M), a desktop with an integrated graphics card
(HD4000), and a high-performance desktop (GTX Titan). I wrote a testbench
using Javascript that updates the filtering slider progressively for each attrib-
ute and recorded the average update rates. Figure 5.14 (left) shows that update
rates are not affected by the data size, but rather by the hardware quality. On
the other hand, the data size dictates the performance of the network latency,
in which Figure 5.14 (right) shows an improvement in latency the smaller
the data size gets. Ideally, setting up the system in a local area network will
improve the latency significantly.
The results showed the effectiveness of the system as the update rates are
higher than 30 fps [149]. Even the desktop with only an integrated graphics
card (HD4000) scored average update rates of 48 fps. Although I reduced
the daily vertical stare to fit the viewport, I integrated a variance heatmap
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Figure 5.14.: Latency and update rates of reduced data by a factor of 5, 10, and 20 on
multiple networks preset and client hardware. a refers to frame rates
metric of the GPU taken from the WAVE framework (higher the bet-
ter) [148].
to provide insights into the hourly wind velocity variation. Moreover, the
system provides more details with the hourly zoom view (Figure 5.12: C).
In Figure 5.15, the domain experts can identify whether there is high wind
velocity variation at the lower or upper range gates. Also, one can interpret
that a rain event took place between 0800 to 1400 hours based on the missing
elements.
The visualisation system was used during the DACCIWA campaign where
meteorologists rely on it to explore the acquired data. However, I imple-
mented only the Doppler wind lidar device, and they are other measurement
devices such as cloud radar, distrometer, X-band radar, etc. These devices
can replicate the design process of Doppler wind lidar. To the best of my
knowledge, no visualisation system combines these many devices in a single
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Figure 5.15.: Detecting events from the visualisation system.
platform. The process of implementing visualisation displays for all devices
may be cumbersome, but the effort is worthwhile.
5.3 Use Case III: Ultrasound Computer
Tomography
One of the most common cancers among women is breast cancer [217]. In the
United States, breast cancer continues to rank second after lung cancer [218],
and significant efforts have been made to improve early breast cancer detec-
tion. Primarily due to the improvement in screening methods and treatments,
the mortality from breast cancer has declined steadily since 1995 [219]. A
somewhat new and attractive screening method is the ultrasound computer
tomography method (USCT) which does not use any ionisation radiation and
yet produces high-quality 3D data sets using the 3D synthetic aperture focus-
ing technique [37].
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Despite the benefits of the USCT method, most of the research focuses on
comparing the screening results to the more familiar mammography screening
methods [26, 220]. Although visualisation is a crucial step in diagnosing the
data set, less attention is given to improving visualisation techniques which
could potentially improve data interpretation. The current state of visualisa-
tion tools is still based on analysing a stack of 2D slice images and relies on
specific software dependencies, i.e., Matlab MiniViewer [221]. Such an ap-
proach requires doctors to mentally imagine the breast anatomy based on a
series of 2D images which could lead to mental fatigue.
Figure 5.16.: An interactive web-based 3D visualisation tool. The info panel provides
information for each action performed by the user. There is also a frame
rate panel which shows the performance of the current visualisation. The
main panel, 3D control, allows users to set parameters which affect the
visualisation directly.
My goal is to merge the multimodality data into a standard web-based 3D
visualisation which allows remote and collaborative visualisation. On the one
hand, I compromise for lesser quality on client devices with low GPU require-
ments. In one regard, I adopted the state-of-the-art algorithms in computer
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Figure 5.17.: Simplified representation of speed of sound versus attenuation map
that classifies fat, glandular and cancer tissue [224]. Reprinted from
Gemmeke et al. [225] ©2010 IEEE.
graphics to interactively render the multimodality data using direct volume
rendering and surface rendering on client devices with high GPU require-
ments. To aid the analysis process, I integrated data fusion methods where
I merge multimodal information into a single volume. In particular, I use
the normal fusion approach [222] which projects the region of interest along
the normal direction on top of the surface, and the image level intermixing
approach [223] which blends the multimodal information by varying its opa-
city level. Furthermore, the system allows domain experts to perform arbit-
rary view slicing, modality grey values thresholding and multiple rendering
modes.
The most exciting question, driven by how domain experts view their data,
is how we can combine the multimodality data into a single representation,
i.e., how can we determine which features are worth showing? Due to the
uniqueness of each experiment, there is no general solution to encompass dif-
ferent experiment needs. Therefore, I will use the 3D USCT early breast can-
cer detection experiment as a use case study. The 3D USCT system provides
three imaging modalities: reflection, attenuation, and speed of sound. The
goal of the system is to improve diagnostic specificity. Mainly, the standard
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reflection images are used to inspect the structure. The speed of sound and
attenuation images are used to discriminate between cancer and cysts [225].
Greenleaf and Bahn [224] showed that the combination of attenuation and
speed of sound allows the discrimination between fat, glandular, and cancer
tissue with at least 80% specificity (Figure 5.17). Similarly, based on 25 pa-
tients, Ranger et al. [220] showed that an optimised speed of sound threshold
at 1.46 ± 0.1 and 1.52 ± 0.03 km/s best represents the extent of fibroglandular
tissue and solid masses. They further characterised the benign frommalignant
masses by using a threshold of 0.16 ± 0.04 dB/cm of the attenuation threshold.
5.3.1 Design Strategy
Whenever we visualise the multimodal USCT data set, we extract three full
range volumes—each volume representing one modality. Despite having 3D
models, manually analysing multiple data sets is cumbersome. Instead, I
merge the three modalities into a single representation for better data inter-
pretation (data fusion). Mainly, I allow a fusion scheme which determines
the projection of each modality, i.e., Ranger’s fusion scheme [220]. In this
section, I will discuss two data fusion approaches where I utilise both sur-
face and volume rendering techniques interchangeably: the normal fusion ap-
proach [222] and the image level intermixing approach [223] (Figure 5.18).
Throughout the data fusion approaches, I label the thresholded region of sound
speed with an orange colour and attenuation with a green colour.
Algorithm 1: The image level intermixing. In the rendering process, I
combine the information stored in the slicemap to produce the final image.
Mainly, I use the direct volume rendering and extend the classification step
where I choose values at each point selectively. The sound speed modality
is prioritised first, followed by the attenuation modality and lastly the reflec-
tion modality. First, I set the opacity of the background based on the reflec-
tion modality where the structure of the data can be determined. Then, I con-
sider whether the sound speed or the attenuation falls within the predefined
threshold regions (regions of interest). In a case where any of the two mod-
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(a) (b)
Figure 5.18.: The data fusion approaches: (a) image level intermixing and (b) normal
fusion.
alities are within the region, I set the colour and opacity of the voxel to the
corresponding modality opacity and its predefined colour according to the
modality priority.
Algorithm 2: The normal fusion approach. The algorithm describes the
process of projecting the interior information of the volume onto the surface.
Here, I utilise volume rendering to collect information within the volume and
surface rendering to produce a realistic image. Similar to the image level in-
termixing, I prioritise the sound speed modality over attenuationmodality, as
well as using reflection modality to present the structure information. How-
ever, if there is an overlapping region, I only show the sound speed modality.
To produce the final normal fusion result, I first cast a ray into the bounding
box until there is a hit on the surface of the object. Then, I calculate the normal
vector at the intersection point. Rather than continuing in the ray direction, I
instead continue to traverse further into the inverted normal direction (second-
ary ray). Along the secondary ray, I return the orange label if any sound speed
is detected within the predefined threshold. Otherwise, I return the green la-
bel if I find attenuation within the predefined threshold with no sound speed
present. With the colour label ready, I perform the surface rendering using the
returned label as the ambient colour.
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Ray setup (entry position and ray direction);
while ray in volume do
Interpolate data value at current position;
if current value (sound speed) within sound speed threshold then
colour← orange;
opacity← current sound speed opacity;
else
if current value (attenuation) within attenuation threshold
then
colour← green;
opacity← current attenuation opacity;
else
colour← grey;
opacity← current reflection opacity;
end
end
Perform compositing (colour and opacity);
Propagate position along ray;
end
Algorithm 1: Image level intermixing: pseudo code
5.3.2 Data Space
In my use case, I define the speed of sound modality as the primary attribute,
followed by the attenuation modality. The reflection modality provides only
the geometry information of the data set. Hence I transform the image slices
into slicemap (Chapter 2.3) which comprises a series of 2D cross-section im-
ages stacked in amosaic gridded format. Figure 5.19 shows a slicemap created
from the USCT data set which consists of threemodalities: sound speed, atten-
uation, and reflection. I map each modality into its respective colour channel,
where the colour representation of the pixel within the slicemap constitutes a
three-tuple (R,G,B) ∈ [0, 1], where SoundSpeed 7→ R, attenuation 7→ G,
and reflection 7→ B.
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Ray setup (entry position and ray direction);
Define W as length of the cube;
while ray in volume do
if intersect then
calculate normal direction;
read current position and value;
output← grey;
Secondary ray setup(current position and normal direction);
while secondary ray less than W2 do









Perform compositing (ambient + diffuse + specular);
break;
else
propagate position along ray
end
end
Algorithm 2: Normal fusion: pseudo code
To address the diverse client requirements, I introduce the use of multiresol-
ution slicemap—a hierarchy of multiresolution slicemaps differing in image
resolution. The main idea is to transfer a suitable size of data that the best per-
formance at the client. We characterise the client by its texture unit and texture
size properties. To deal with the bandwidth limitation, I included the load-on-
demand approach where low-resolution data is firstly served followed by a
high-resolution data loading in the background [148].
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Figure 5.19.: A 12 × 12 slicemap of a breast data set. A mosaic-format image com-
prises a stack of 2D slice images. The iteration of the stack images is
from left-right and top-bottom. Each slice consists of three modalities—
sound speed, attenuation and reflection—that are mapped onto the col-
our channels respectively ((R,G,B) ∈ [0, 1], where SoundSpeed 7→ R,
attenuation 7→ G, and reflection 7→ B).
5.3.3 View Space
To address the diverse client requirements, I introduce the use of multiresol-
ution slicemap—a hierarchy of multiresolution slicemaps differing in image
resolution. The main idea is to transfer a suitable size of data that the best per-
formance at the client. We characterise the client by its texture unit and texture
size properties. To deal with the bandwidth limitation, I included the load-on-
demand approach where low-resolution data is firstly served followed by a
high-resolution data loading in the background [148]. The WAVE framework
(Chapter 4.2.3) is used for this use case.
5.3.4 Discussion
The basis for all frame rate comparison is the client’s local server, which is
primarily affected by its available GPU resource. Hence, to measure the ef-
ficiency and performance of our tool, I evaluate the mentioned visualisation
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methods—direct volume rendering (DVR), the image level intermixing ap-
proach (ILI), the normal fusion approach (NF)—on several clients with dif-
ferent GPU resources. The methods are tested on (i) a mobile phone (GPU:
Adreno 510), (ii) a standard desktop (GPU: integrated graphics card HD4000),
(iii) a laptop (GPU: GT750M), and (iv) a powerful workstation (GPU: Tesla
C2). I use the USCT data with a size of 256×256×144which is transformed
into a single slicemap (Figure 5.19). The three modalities are encoded into
the colour channels of the slicemap.
Based on the results shown in Figure 5.20, the direct volume rendering
has the best performance due to its simplicity. There is no classification step
nor any fusion scheme involved. In the case of the ILI and NF, both fusion
methods involve priority-based modality selection to determine the visual out-
put. The ILI is based solely on the volume rendering algorithm and extends
the classification step; whereas the NF consists of both volume and surface
renderings. Moreover, the NF approach involves a primary ray in the view dir-
ection and a secondary ray in the normal direction. In comparison with the ILI
approach, the additional secondary ray in the NF approach results in higher
traversal steps. However, the performance of the ILI and NF are comparable,
which suggests the priority-based selection of the NF serves as an early sec-
ondary ray termination—the secondary ray terminates upon the detection of
sound speed modality.
Except for the mobile device, the visualisation methods resulted in an over-
all frame rate higher than 30 fps which suggest its suitability in clinical or
laboratory environments. It is worth noting that the performance shown by
the desktop with only an integrated graphics card (integrated GPU HD4000)
and no dedicated GPU. Hence, I can conclude that these methods are capable
of running on any modern desktop with acceptable performance. On the other
hand, the usage of the web-based 3D visualisation in mobile phones in the cur-
rent state is not feasible. I can optimise the existing algorithm by reducing the
sampling step number of the primary ray. Also, I can adopt less resource de-
manding algorithms such as additive blending. To minimise the processing
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Mobile phone (Adreno 510)
Integrated GPU (HD4000)
MacbookPro (GT750M)
Desktop workstation (Tesla C2)
Figure 5.20.: The frame rate of three visualisation methods—the direct volume ren-
dering (DVR), the image level intermixing (ILI) and the normal fusion
approach (NF)—tested on the mobile phone, the desktop with integrated
GPU, the MacbookPro and the powerful workstation. The higher the
frame rate, the better.
load for the client, I can shift the data-intensive operation to the server-side,
such as precalculating normal vectors. Also, reducing the data size can im-
prove the client side performance immensely albeit at the cost of the visual
quality [148].
The visualisation approaches shown thus far are capable of highlighting a
suspicious tumour based on thresholding. However, the projected region on
the surface does not show the exact geometry of the tumour size faithfully.
The visualisation methods shown might be feasible to serve as an overview,
but a visualisation method that depicts the size of the thresholded region can
help the diagnosis process immensely.
Future work on our tool encompasses several opportunities. Firstly, given
the simple geometry of the USCT data set, fusing the multimodal data is much
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more interesting. In this section, I have shown a small fraction of the many
multimodality visualisations imaginable. For example, we can consider the
work by Bramon [226] where he fuses multimodal data using the mutual in-
formation approach which requires a probability map of the interested ana-
tomy features. Since the USCT input data are inherently images, I can im-
prove the network latency by introducing compression schemes such as LZO
algorithm.
Throughout this section, I assume a simple client-server architecture
without a high-performance computer (HPC). With hardware commodity be-
ing affordable, it is an exciting prospect to improve the image quality and net-
work latency by deploying an image streaming approach, where the approach
shifts computation intensive processes to the server and sends the resulting im-
age to the client. Furthermore, a new trend arises where many applications are
emphasising the visual analytic system. It is useful using only multimodality
visualisation, but integrating more domain knowledge into the visualisation
system can enlighten the doctors or practitioners in their daily work. The
WAVE framework proves to be a useful tool and it is possible to extend the
visualisation system into a web-based data catalogue.
5.4 Use Case IV: X-ray Computer
Tomography
In recent years, X-ray computed tomography (CT) imaging allows biologists
to study the internal structure of small animals such as insects and other arthro-
pods [12, 227]. In particular, they can perform high-throughput measurements
of 3D and 4D tomographic imaging of dynamic systems and living organisms
with submicron spatial and subsecond time resolution [227, 228, 229]. The
NOVA 1 project aims to demonstrate, that more efficient use of the facility
usage is possible by coordinated research on different organ systems. Since
1NOVA stands for Network for Online Visualisation and synergistic Analysis of tomographic
data. https://ufo.kit.edu/dis/index.php/project/nova/
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different research group specialises in a different biological part of the species,
the project encourages collaboration among multiple biological partners.
Using the synchrotron-based X-ray microtomography (SRµCT) imaging
technique, the NOVA project [12] serves as an ideal use case where hundreds
of small animals are digitised, and their images are turned into Big Data. Each
data set size ranges from 2GB to 15GB and interactively visualising them
is cumbersome. Therefore, the visualisation system suffers from large data
latency. Despite the advancement in storage and networking technologies, the
bottleneck remains at the network bandwidth—the amount of transferred data
exceeds the capacity of the physical network bandwidth [230]. Often, domain
experts download the data into an image processing tool like Amira [231],
however, the whole process suffers from multiple wait times: wait during net-
work transfer and wait during loading into local machine memory. Moreover,
the domain experts have to select optimal parameters to visualise the data
efficiently, i.e., the optimal grey value threshold. Figure 5.21 shows the
visualisation of five biological specimens which I will use throughout this
chapter. Table 5.3 contains the information for each data set . In the figure,
the volume renderings are produced by the Amira [231]. The visual outputs
consist of a container, the specimen, and a ring artefact. In this section, I
will not address the ring artefact because it can be removed by removal al-
gorithms [232, 233, 234]. In the CT application, the noise arises mainly from
various sources such as photon detection statistics, detector misalignment, re-
construction algorithms, and so on [235, 236]. Ideally, we would like to pro-
duce only the specimen as the final visual output; hence I will address remov-
ing the container and the noise in the following sections. Moreover, I apply
automatic thresholding to find the optimal threshold value that separates the
unwanted details from the specimen.
To improve the efficiency of data and infrastructure usage, we need to es-
tablish a clear understanding of the data throughout the tomographic-oriented
scientific workflow (Figure 5.22). Hence, the ability to visualise the digitised
Big Data during data acquisition is essential. The X-ray tomographic work-
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Figure 5.21.: Volume rendering of biological samples with the Amira ® software [231]
(left). The labels describe the important features of the data: container,
specimen, ring artefact, and noise. The volume histogram is shown at
the right to show the frequency distribution of the grey values.
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Table 5.3.: The information of data sets used in this chapter.
Label Type Description
A Oribatid mite Archegozetes longisetosus (Aoki, 1965)
B Box mite Euphthiracarus reticulatus (Berlese, 1913)
C Gammasid mite Unidentified species
D Pseudoscorpion Unidentified species
E Tachinid fly Gymnosoma nudifrons (Herting, 1966)
Sample



















Figure 5.22.: Picture of the image processing pipeline for a tomography-oriented sci-
entific workflow. The red represents the stage, where we enable rapid
feedback on data quality visually.
flow starts with the projections of the specimen being recorded continuously
by a camera in many angles and thus produces a sequence of images in sino-
gram domain [237]. The sinograms are then reconstructed into volumetric
data for further postprocessing or visualisation. Domain experts act as agents
to monitor the correctness of the data visually [238]. If any misconfiguration
during the imaging stage occurs, they can remedy the process immediately,
improving the utilisation of the infrastructure.
Aside from addressing the large data set size, I also emphasise data availab-
ility where the visual information should be available to a wide range of users,
each with a different hardware requirement. The hardware requirement refers
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to the GPU capability where I enable interactive visualisation using parallel
computation power. On the one hand, users with lower client requirement
would appreciate a recognisable visual preview of the data; on the other hand,
users with higher client requirements would expect the best quality of visible
contents. In doing so, multiple users can work on the same data set hence
encouraging reuse of the experimental data sets. However, loading extens-
ive data to the client would incur long transfer time due to the limited network
bandwidth, and rendering large data on the client could be slow due to the lim-
ited processing power. Hence, research in Big Data visualisation must address
perceptual and interactive scalability [150]. The perceptual scalability refers
to how we can achieve the best render quality on arbitrary devices; whereas
the interactive scalability refers to smooth data interaction that mainly dictates
the data transfer time.
In this section, I discuss methods to provide visual information as part of
the digital library framework (Chapter 2.1). Mainly, I focus on delivering
best-rendered image quality and provide visual previews to the clients.
5.4.1 Design Strategy
The purpose of integrating visualisation into the digital library (Chapter 2.1) is
to provide a better data browsing system that allows domain experts to narrow
down and find the relevant data quickly [29]. In the NOVA project, domain
experts are interested in identifying and recognising their scanned sample im-
mediately. Hence, the geometry information is essential during the recogni-
tion process. To visualise the data in 3D, we can present the data in meshes or
voxels. Meshes represent overall surface details of the data, whereas voxels
describe the surface and the inner features as well. However, meshes require
prior knowledge to generate the polygon or triangle primitives which are not
present during the data exploration process. To allow flexible selection of the
region of interest within the data, I opt to use voxel data and provide volume
as well as surface renderings (Chapter 2.2.2) in the visualisation system.
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For better data transmission, I produce aggregated data which is smaller
in size and yet retains the geometry information of the original data. I will
study the visual quality of these aggregated data and formulate a strategy to
achieve the optimal visual representation of data across diverse client require-
ments. To design the overall system, I follow the Visual Information Seeking
Mantra [56] which serves as my initial design guidelines (Chapter 2.1):
Overview first Overview of scanned small animals, e.g., arthropods.
Zoom and filter More information on the selected sample and relate similar
scanned samples.
Details-on-demand Allow 3D interactions of the selected sample.
As a result, I devise a visual interaction flow as shown in Figure 5.23. In
the Overview First, I provide a list to browse through the scanned specimens
by their code names. By selecting any data, domain experts will receive an in-
formation page about the selected data (Zoom and Filter). Additionally, there
is a thumbnail preview that shows a rotating 3D visualisation. The preview al-
lows domain experts to comprehend the data structure in 3D space. However,
the visual presentation has a small viewport, hence can serve only as a quick
preview. To inspect the selected data further, the domain expert can launch
the Interactive 3D visualisation by clicking on the thumbnail preview, where
they can manipulate the grey value threshold, perform arbitrary view slicing,
and select different visualisation mode, e.g., surface or volume renderings. To
this end, three visual outputs are necessary for this design: image snapshot,
thumbnail preview, and interactive 3D visualisation.
To transform the original data into appropriate visual outputs, I map the
visual data processing based on the data state reference model [64] (Fig-
ure 5.24). Also, the model helps in understanding the design space of the sci-
entific domain. In the followings, I will explain the required data processing
tasks in the Data Space and the visualisation components in the View Space 2.
2The data state reference model is discussed in Chapter 3.3.
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Figure 5.23.: The visual interaction design flow for the NOVA project. The Overview
First image shows the browsing list of specimens with code names. The
Zoom and Filter image shows the data profile page of the selected code
name 16_C3_cru_N, i.e., an oribatid mite. The Details on Demand im-
age shows the interactive 3D visualisation of the selected specimen.
The red arrows show the exploration process of a user, and the blue
labels denote the required visual formats for the experiment.
5.4.2 Data Space
Within the Data Space, the Data Transformation describes the data processing
pipeline where I remove unwanted details from the data and then provide smal-
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Figure 5.24.: The visual data processing (data state reference model) for the image
snapshot, the thumbnail preview, and the 3D visualisation. The grey
boxes denote the data stages that describe the state of the data; the
white, elliptical boxes shows the transformation stage that describes the
process of transforming the data from one state to another.
ler aggregated data sets. In this section, I will discuss each processing task and






5 Scientific Data Visualisation
b) Real time local noise filter
III Data Mapping
a) Generate slicemap






Initially, the input data set is composed of image stacks where each stack rep-
resents a volumetric data set. As the selected use case is dealingwith X-raymi-
crotomography images of biological specimens, the data are primarily noisy
and low contrasted [239]. Low contrast refers to the narrow region of data in
the frequency histogram (Figure 5.21) where there is a limited effective range
for thresholding scans. In my application, I visualise the grey values that are
greater than the selected threshold. With no prior knowledge of the region
of interest, the visualisation system cannot decide on the optimal threshold
which ends up showing the full range of grey values. Even if the user sets the
threshold manually, essential details could be lost due to the low contrast char-
acteristic. The higher the threshold value is, the more features are removed. In
Figure 5.25, the bottom left image shows the visualisation with the threshold
value computed by the Otsu-method; the bottom middle image shows the fly
data set with well-preserved details. However, the 3D display is surrounded
by noise. Even if one performs simple thresholding, the noise might be re-
moved together with data features. For example, setting a threshold value at
109 suppresses the noise but at the expense of eliminating details—the cuticle
of the eyes and wings are not visible (Figure 5.25 lower right). If we are visu-
alising 8-bit stack images in the full dynamic range (0 to 255), it results in
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an opaque volume where each voxel consists of meaningful information, e.g.,
air or sample container. Hence, a threshold value that separates the scanned
sample and its surrounding artefacts are essential.
Best threshold value
(Otsu-threshold), but 
specimen is not visible. 
Well-preserved specimen,
but with surrounding noise.
Threshold value too high,
visual quality deteriorates.
Figure 5.25.: The top images show the final surface 3D visualisation of the tachinid fly
Gymnosoma nudifrons (Herting, 1966) data set (Table 5.3 E) by varying
the lower limit of the threshold.
After applying the data thresholding, visualising the data directly still does
not provide a recognisable visual output because of the specimen being oc-
cluded by container and noise. The data contain not only the geometry struc-
ture of the specimen but also include unwanted details such as sample con-
tainer or air. Based solely on the distribution of the data histogram, one cannot
differentiate between the main features against the irrelevant information—
the narrow band of the volume histogram (Figure 5.21). The paradox in re-
moving irrelevant details is that we are eliminating details that we do not have
prior knowledge of, which might lead to the removal of essential information.
For this reason, I remove the specimen’s container during the Image snapshot
and Interaction 3D visualisation visual processes. Then, I enable noise filter-
ing for the interactive 3D visualisation visual process during the final View
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stage. In this section, I describe how I analyse the data to differentiate the data
features from the artefact or unwanted details.
To extract the data features, I employ thresholding in which grey values
are classified into a bi-tonal data which divides the data distribution into two
classes. Particularly, I segment the volumetric data into foreground and back-
ground:
f(x) =
0, if x is a foreground voxel1, if x is a background voxel (5.3)
The foreground refers to the data distribution on the left side of the threshold;
whereas the background relates to the data distribution on the right side of the
threshold. Hence, a global threshold, T , is imperative to separate the voxels, x,
into their classes. In my application, I show the background and suppress the
foreground in the visualisation. To determine the global threshold, I looked
into automatic image thresholding methods and extended them to volumetric
context—dubbed as automatic volume thresholding. The purpose is to sub-
divide the volume into meaningful non-overlapping regions. In this context,
I strive to separate the digitised biological sample from its surroundings, i.e.,
container. Ideally, we would like to select an optimal threshold based on the
distribution of the histogram. Here, I will discuss two approaches and evaluate
their validity in my use case: Otsu thresholding [240] and Iterative threshold
selection [241].
Otsu thresholding The Otsu thresholding performs a conceptual sweep
line to find the optimal threshold, in which a criterion function is used to meas-
ure statistical separation between the two classes: foreground and background.
The criterion function involves minimising the ratio of the between-classes
variance and the total variance, hence:
σ2ω(T ) = ω0(T )σ20(T ) + ω1(T )σ21(T ), (5.4)
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where ω0 and ω1 are the weights which represent the probabilities of the two
classes separated by the threshold T . σ20 and σ21 are the variances of the two
types. I use the Otsu threshold as the lower limit of the intensity range (Al-
gorithm 3). By starting from the first grey value, Totsu = 0, I subdivide
the histogram into two regions and select the threshold that maximises the
between-class variance (Equation 5.4).
Totsu ← 0, σotsu ← 0;
for Tsweep from 0...255 do
Ra ← histogram[0:Tsweep];
Rb ← histogram[Tsweep:255];
Wa ← density(Ra),Wb ← density(Rb);
Ua ←Mean(Ra), Ub ←Mean(Rb);
σ ←Wa ×Wb × (Ua − Ub)2 ; // Between Class Variance





Algorithm 3: Otsu thresholding
Iterative threshold selection The iterative threshold selection (ITS) is
akin to greedy algorithms [242] where the algorithm tries to find a global min-
imum by considering the average of the two clusters: foreground and back-
ground. The ITS method comprises five steps, where the second to fourth
steps are iterated until a threshold value converges (Algorithm 4). Firstly, the
algorithm selects a starting threshold, Tit ∈ [0, 255] (Step 1). Since the histo-
gram distribution concentrates in the middle of the dynamic range, the middle
threshold serves as a good starting point. Then, the histogram is divided into
two regions, R1 andR2, based on the selected threshold Tit (Step 2). Thirdly,
the mean intensity values, µ1 and µ2, are computed for each region respect-
ively (Step 3). In the fourth step, a new threshold is updated based on the
average of both mean intensities: Tit = (µ1 + µ2)/2 (Step 4). Lastly, Steps
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Tit ← Tstart;
r← Tstart ; // Tit converges if r = 0





Ttmp ← (µ1 + µ2)/2;
r ← |r − Ttmp|;
Tit ← Ttmp;
end
Algorithm 4: Iterative threshold selection (ITS)
2—4 are repeated until the mean values µ1 and µ2 do not change in successive
iterations (Step 5).
Evaluation and Discussion The main difference between the two ap-
proaches lies in the number of iterations. In the case of Otsu thresholding, the
algorithm always performs a full scan across the dynamic range, i.e., a range
from 0 to 255 for an 8-bit data, whereas the ITS method terminates upon find-
ing the global minimum where the number of iterations is often much smaller.
I compare the two thresholding approaches using the data sets described in
Table 5.3 and their visual results are shown in Figure 5.26. For the first three
data sets, the Otsu and ITS methods are providing the same threshold values,
thus highlights the shape of the samples. However, the last two data sets can-
not extract the biological specimens, where they failed to find the optimum
value due to narrow histogram distribution. Since Otsu and ITS methods rely
on discrete increments of threshold values, a small shift in the narrow dy-
namic range results in a considerable change to the variance spreads (Otsu) or
the mean intensities (ITS).
To evaluate the performance of each method, I take the average of 10 com-
putation times on the MacbookPro with a 64 bit Quad-Core Intel(R) Core i7
CPU at 2.60GHz and 16GB of DDR3 memory. Figure 5.27 shows the av-
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Range: 0 - 255 Range: 109 - 255 Range: 109 - 255
Range: 0 - 255 Range: 114 - 255
Range: 0 - 255 Range: 94 - 255 Range: 94 - 255




Range: 0 - 255 Range: 120 - 255 Range: 75 - 255
D
No threshold Otsu Iterative selection
Range: 0 - 255 Range: 111 - 255 Range: 111 - 255
E
Figure 5.26.: The visual results of data sets when applying threshold values calculated
by the Otsu and iterative threshold selection (ITS) methods. The red
colour shows the values that are under- or over-thresholded. The green
colour shows the optimal threshold for each particular data set.
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Figure 5.27.: The performances of the Otsu and the iterative threshold selection meth-
ods on a series of data sets described in Table 5.3.
RobotDetector
Rotary stage Tray for 49 samples
Figure 5.28.: The experiment setup of the KIT Imaging Cluster [22] that is equipped
with a fully automated data acquisition system (left). The biological
samples are placed within the 3D printed containers (right) and each
container is placed on top of the rotary stage for scanning. Photographs
by Thomas van de Kamp.
erage computation time for each of the data set. The Otsu threshold has a
much higher computation time due to the complete sweep of the image’s dy-
namic range. The ITS method depended solely on the iteration convergence
and based on these data sets, and the threshold converges after approximately
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ten iterations where the ITS method performs 20 times faster than the Otsu
method.
Insofar, the visual results included the sample container where the con-
tainer contributed to the overall volume histogram, thus affected the global
histogram analysis. Interestingly, for the Pseudoscorpion and the tachinid fly
Gymnosoma nudifrons (Herting, 1966) data sets (Table 5.3: D and E), the
Otsu method extracted the sample container from their background. Hence,
removing the sample container before the thresholding scan can result in a
better and faithful histogram analysis. Fortunately, the sample container is a
cylinder shape, and I will discuss the container removal approach in the next
section.
5.4.2.2 Data Filtering
Specifically for the NOVA experiment, the data sets come with a sample con-
tainer and process noise. In this section, I will discuss the container removal
approach and the real-time local noise filter that help to improve the data re-
cognition.
Container Removal
During the data acquisition stage, the biological samples are placed inside 3D
printed containers (Figure 5.28). Then, the samples are placed on top of the
rotary stage using the robot’s assistance. Hence, the geometry of the container
is scanned as part of the acquired data. A viable approach is to define the
geometry of the sample container and remove it from the data. Although the
sample container has a simple cylindrical geometry, the primary challenge lies
in finding the exact position and radius of the geometry. In response, I use the
Hough Circle Transform [243] to identify a circle from the top slice image.
Since the samples sit at the bottom of the container, I assume that the above
images describe the geometry information.
Figure 5.29 shows the detected circle from the top slice image. In particular,
the Hough Circle Transform detects multiple rings which represent the sample
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Centre Point
Averaged Radius
Radius - Oset (20 px)
Figure 5.29.: The left image shows the top slice image and the right image highlights
the averaged radius (computed from the detected radii), the offset radius,
and the centre point. The blue radius is the output circular geometry.
container wall, and I average the identified centre points and radii. I also
account for the thickness of the container wall by reducing the radius further
by 20 pixels. I then crop the outer part of the circle geometry from the image
and repeat for the whole volume. Figure 5.30 shows the visual results on
the data sets after cropping. The previous Pseudoscorpion and the tachinid
fly Gymnosoma nudifrons (Herting, 1966) data sets (Table 5.3: D and E) are
showing the shape of the samples which proves the importance of removing
the sample container. However, the ITS method for the Pseudoscorpion data
set (Table 5.3: D) still fails. By excluding the sample container details from
the histogram, Otsu and ITS methods performed better and can extract the
shape of samples. However, the ITS method still fails on the Pseudoscorpion
data set (Table 5.3: D) while the Otsu method is robust even when dealing
with narrow histogram distribution. Given the current dynamic range of the
data (8-bit image), the Otsu thresholding method is more reliable, hence a
better thresholding method to be applied throughout all data sets. If we have
data sets with higher dynamic range, the ITS method might be a better option.
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Range: 0 - 255 Range: 114 - 255 Range: 114 - 255
Range: 0 - 255 Range: 128 - 255
Range: 0 - 255 Range: 96 - 255 Range: 96 - 255




Range: 0 - 255 Range: 116 - 255 Range: 55 - 255
D
No threshold Otsu Iterative selection
Range: 0 - 255 Range: 105 - 255 Range: 106 - 255
E
Figure 5.30.: The visual results of cropped data sets when applying threshold values
calculated by the Otsu and iterative threshold selection (ITS) methods.
The red colour shows the values that are under- or over-thresholded.
The green colour shows the optimal threshold for each particular data
set.
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inverted cone base plate
Figure 5.31.: Archie and pseudoskorpion with an inverted cone base geometry.
To this end, I can extract the shape of the samples using Otsu threshold-
ing. The acquired threshold value allows users to have a fast preview without
any manual intervention. The method proposed is optimal for 8-bit data sets.
Some improvement prospects are worth discussing, for example, despite the
container removal method which bases the shape registration on cylindrical
geometry, the 3D printed containers have an inverted cone base plate that
helps the samples to position themselves within the sample container (Fig-
ure 5.31). The cropping of the data sets which is based solely on the cylindrical
geometry cannot detect nor remove the base plate. If we can eliminate the
base plate, the overall thresholding scan will improve. Moreover, we need a
broader dynamic range for better analysis, i.e., tone mapping [244, 245]. By
using 16-bits or 32-bits cross-sectional data sets (higher dynamic range), we
can stretch the region of interest wider. Also, in the presence of a broad dy-
namic range of the data, the ITS method will be an attractive option where it
performs much faster than the Otsu thresholding.
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Real-time Noise Filtering
Removing noise in CT data for an interactive 3D visualisation is vital to im-
proving the quality of the final display. It is essential for the surface rendering
mode within the interactive 3D visualisation process. However, noise is in-
evitable in data produced by CT. Hence, the visualisation of the original CT
data with the inherited noise obscures the user from identifying the structures
and features contained in the data. Even when the user filters the information
manually (data thresholding), essential details could be lost due to the broad
spectral range of the CT noise, overlapping with the signal frequencies, which
are of interest.
I aim to provide a fast preview of the original CT data in real-timewhere the
noisy data must be concocted within the millisecond range. I consider some
form of spatially variant filtering of CT volume based upon the differences
between the frequency characteristics of the noise and the signal. There are
two primary approaches for spatial filtering of CT noise. In the first approach,
the projection data is processed (before the reconstruction step) [246, 247]; in
the second approach, the reconstructed data is processed (after the reconstruc-
tion step) [248, 249]. I chose the latter approach to have a general solution,
which is independent of the diverse requirements of CT scanners [250].
Most studies of spatial filtering are performed offline with two-
dimensional CT images. Since the CT volume is a stack of 2D cross-sectional
images [251], 2D filters are commonly applied to remove the CT noise. I study
these filters and extend them in a 3D context. Throughout the discussion of re-
lated works, I will henceforth use the term point rather than voxel. Low-pass
filtering is the most common filter that replaces each point with the average
values of the defined kernel size [252, 253]. Low-pass filtering removes the
high frequencies from the volume data which reduces the noise and improves
the detectability of the data structure. However, the filter reduces the intrinsic
resolution of the data, i.e., smoothes edges and decreases the visibility of small
structures. Since the low-pass filter is non-deterministic, an increasing kernel
size will lead to the unintended removal of data. Okada [254] presented an
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approach based on the assumption that significant differences between neigh-
bouring voxels are unlikely to be noise. Okada’s approach smoothes only the
adjacent voxels with a grey value difference below the predefined threshold.
Lee et al. [255] presented the sigma filter which assumes a Gaussian distri-
bution of CT noise. They showed the effectiveness of the sigma filter in
preserving subtle details and line features as long as the intensity difference
between them and their background is lesser than the two-sigma intensity
range. In other words, the sigma filter only considers grey values that fall
within the 2-sigma intensity range. Similarly, McDonnell [256] presented an
extended box-filtering approach that defines the intensity region empirically.
Apart from spatial filtering, I also consider an entropy-based approach which
calculates the information entropy of a given kernel [257, 258, 259]. I use the
Shannon-Wiener entropy criterion [175] to characterise the noise distribution
within the kernel. However, the influence of random effects can adversely
affect the accuracy of entropy calculation [260]. To provide the final 3D sur-
face rendering, I adopted the GPU direct volume rendering approach [181] by
terminating the ray casting iteration at the surface intersection point. Since
the CT data are voxel data, I compute the normal vector using the 3D Sobel
operator and apply illumination models on the surface points, i.e., the Phong
illumination model (refer to Chapter 2.2.2).
Method In my approach, I perform spatial filtering in real-time that sup-
presses the noise at the first surface intersection point within the volume ren-
dering framework. Hence, I consider spatial voxels in the 3D space. Through-
out this section, I will refer to my approach as the optimised filter.
Most filters discussed earlier are applied to 2D cross-sectional images of
volumetric data and remove noise permanently. Instead, I emphasise in sup-
pressing the noise for fast preview and let users decide upon the noise filter
usage. The flexibility to choose noise filter usage is essential, especially when
users are interested in performing analysis of the data whichmight require ana-
lysis of the noise distribution. Hence, a primary goal is to provide users with
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optimal visual quality without any manual intervention. Firstly, I determine
the optimal threshold by using the Otsu thresholding method [240]. Based
on the thresholded data, I detect a wide array of surface intersection points.
Each intersection surface point serves as the central voxel where we determ-
ine whether the corresponding voxel is noise. Hence, I compute the average
value based on the central voxel together with its adjacent neighbouring voxels







P (sx +∆i, sy, sz) +
M−1∑
i=0
P (sx, sy +∆i, sz) +
M−1∑
i=0





∆i = i− M − 12 . (5.6)
The grey value of the central voxel with a spatial coordinate of (sx, sy, sz)
is assigned P0; ∆i represents the offset value from the central voxel. Let
S0 be the average cluster at the central voxel (Figure 5.32 left). I then take
eight additional average clusters (S1...S8) that are spread diagonally around
the central voxel with a distance of
√
3 units (Figure 5.32 right). I replace
the corresponding voxel value with the resulting average value from the nine
clusters.
3D Spatial Noise Filters For completeness, I extend other 2D spatial
noise filters discussed earlier in a 3D context. In particular, I consider the
low-pass filtering (mean filter), Okada filter, Sigma filter and the entropy fil-
ter. Similar to my method, the filters start at the surface intersection point.
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Figure 5.32.: Illustration of the average cluster which takes the average of central
voxels and their adjacent neighbours. The average of nine average
clusters (P0...P8) is used to represent the surface intersection point.










P (sx +∆i, sy +∆j, sz +∆k)
 , (5.7)
where P is the grey value of the voxel with the spatial coordinate of
(sx, sy, sz). The ∆i represents the offset value from the central voxel which
is defined as (i ∗ 1− 1).
Sigma Filter Within the predefined kernel sizeM , the sigma filter only
considers n voxel values that fall within the intensity range specified by the






Pi, ∀Pi ∈ [−2σ, 2σ]. (5.8)
Okada Filter The Okada filter studies the difference between the central
voxel value, P0, with its neighbouring voxel values, Pi. I consider only the
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i=0 Pi, if |P0 − Pi| < Td
0, otherwise,
(5.9)
where n is the total number of voxels that satisfies the condition |P0 − Pi| <
Td.
Entropy Filter I calculate the first order entropy H from m voxels
within the kernel size M . Then, I set an entropy threshold of Te to determ-
ine the noise range. Before filtering, I precompute the normalised frequency
distribution of the data to assign a probability of pi to each grey level. If the en-
tropy criterion [259] exceeds my predefined threshold, then I choose instead




i=0 pi log2 (pi) > Te
0, otherwise.
(5.10)
Evaluation To evaluate the quality of the filters, I compare the visual res-
ults and frame rates of the filters presented earlier. In the previous section (Sec-
tion 5.4.2.2), we see how artefacts such as the sample container can affect the
thresholding result. Hence, I will evaluate the filters with a container free data
set that is prepared by using Amira® 5.6.0. I use the tachinid flyGymnosoma
nudifrons (Herting, 1996) data set (Table 5.3: E), where the outer container
and base plate are manually removed. The Otsu-threshold for the data is 101,
and I will apply this threshold setting across the filters. Figure 5.33 shows
the visual quality of the tachinid fly filtered by numerous filters. The entropy
filter has the worst quality because the noise and the useful data regions are
overlapping. On the other hand, the mean filter, the sigma filter and the Okada
filter can suppress the noise considerably well and outline the details of the
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Mean filter Sigma filter Entropy filter
Okada filter Optimised filter
Figure 5.33.: A visual comparison of the tachinid fly Gymnosoma nudifrons (Herting,
1966) data set between the reference surface mesh model (top left),
the mean filter (top middle), the sigma filter (top right), the entropy filter
(bottom left), the Okada filter (bottom middle) and the optimised filter
(bottom right). The entropy filter fails to suppress the noise completely.
Also, there is still spot noise in the mean, sigma and Okada filters which
my approach (the optimised filter) is able to suppress.
tachinid fly. However, stubborn spot noise persists around the subject. In my
approach, I included not only the average value at the central voxel but also
eight uniformly spread average clusters for better noise-to-information ana-
lysis. As a result, the optimised filter suppresses most of the noise including
spot noise. I further evaluate the final visual quality by calculating the entropy
value on the resulting 3D images (Figure 5.34). The lower the entropy value,
the better the visual quality. The optimised filter has the lowest entropy value
which indicates the effectiveness of the tuned filter in suppressing even spot
noise.
The performance of the filters (Figure 5.35) are measured using an Intel ®
Core™ i5-4670 CPU (4 x 3.40GHz) with a NVIDIA Tesla C2070. The mean
156
5.4 X-ray Computer Tomography














Figure 5.34.: Visual comparison: Entropy value of the final 3D images produced
without any filter, with the mean filter, the sigma filter, the entropy fil-
ter, the Okada filter and my approach. The lower the entropy value the
better.




















Figure 5.35.: Performance: Time measurement per frame of the mean filter, the sigma
filter, the entropy filter, the Okada filter and the optimised filter. Less time
indicates a better performance.
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filter is the fastest due to its simplicity in taking all voxel values within the
kernel and performing straight averaging. The Okada filter involves constant
checking of the difference value between the neighbouring voxel and the cent-
ral voxel which leads to a slower time. Also, the Okada filter only takes the
six direct adjacent voxels into consideration. On the other hand, the sigma
filter considers all the voxels within the defined kernel size, in which its grey
values fall within the 2σ range. The entropy filter performs an entropy compu-
tation (Equation 5.10) that increases the overall complexity and hence the time
needed for computation. The time per frame for my approach is the highest
among the filters because of the additional average cluster fetching around
the central voxel. The idea is to cover a broader spatial region to identify the
characteristic of the current central voxel accurately. Although my approach
takes longer in comparison to the other spatial filters, the visual quality is
greatly improved while taking only 10ms longer (mean filter).
Since the data have a narrow histogram distribution, the intensity range
within the 2σ region covers most of the grey values, and the result is similar
to the mean filter. Also, the Okada filter requires strenuous effort to find the
best threshold of Td for each data set. Hence, I will consider only the entropy
filter, the mean filter and the optimised filter on the five data sets (Table 5.3).
Comparison with other data sets I compare the discussed filters with
other different data sets from the experiment (Table 5.3). The specimen
container is removed by the container removal approach described in Sec-
tion 5.4.2.2. Figure 5.36 respectively shows the visual outputs of the data
sets after applying the entropy filter, the mean filter and the optimised fil-
ter. The thresholding approaches demonstrated in the previous section (Sec-
tion 5.4.2.1) result in an optimal threshold value. However, the filters require
more details to analyse. Thus I reduce the optimal threshold (Otsu threshold)
by an offset to allow more grey values to be included in the filtering process.
The new threshold T is defined as:
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The µ and σ are the maximum likelihood estimates of the volume histogram.
The k parameter is a control parameter and is set at 41.22 based on the five
data sets. Also, the resulting offset is rounded by the nearest integer function.
In the visual output, the entropy filter preserves fine details such as hairs but
at the expense of having more noise in the background. The Pseudoscorpion
data set (Table 5.3 D) have so much noise in the background that the noise
completely covers the sample. The mean filter reduces the noise slightly and
the delicate features as well. The optimised filter is an extension of the mean
filter, where the filter can suppress the stubborn surrounding noise. When
applying the entropy filter on data set A and B, one can see the hairs on the
legs and body of the small animals. To this end, there is no one-size-fits-all
filter presented. If users are interested in fine details, they can use the entropy
filter; and if users are interested in a noise-free visualisation, they can use the
optimised filter.
Discussion Based on the evaluation, the optimised filter serves as an ex-
tension to the arsenal of filters within the visualisation system, where users
can choose the appropriate filter interactively. Since the optimised filter com-
bines the concepts from the Okada and the mean filters, it is therefore slightly
different than a plain mean filter. The filters presented are based on one pass,
whereas the mean filter usually involves multiple passes to smooth or remove
the noise. Often, the question is howmany passes are necessary to achieve the
desired output. Different data sets with different histogram distribution will
require a different number of passes. The optimised filter fits the one pass re-
quirement and produces the effect similar to multiple passes of the mean filter.
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Figure 5.36.: The visual results of data sets when applying the entropy filter, the mean
filter and the optimised filter on the data sets. A container removal al-
gorithm is applied to the data sets prior to filtering. The green colour
shows the optimal threshold for each particular data set.
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Although the optimised filter is useful for the data sets from the NOVA exper-
iment, the layout used in determining the average neighbourhood clusters can
vary on different scanners with different noise characteristics.
5.4.2.3 Data Mapping
At the server-side, the raw data have to undergo a series of processing tasks
and lastly will be transformed into a visual data object. The visual data object
is the required format to render the final visualisation at the client-side. In
this thesis, I propose to use a 2D image and slicemap 3 formats as discussed
in Chapter 4.1. The 2D image will be placed directly onto the web browser
(Chapter 4.1.1); whereas the slicemap is loaded into the texture memory of
the GPU for interactive visualisation (Chapter 4.1.2).
5.4.2.4 Data Reduction
Downscaling
Due to the large data size, I downscale the raw data before transforming it
into a slicemap. I use the Lanczos filter from ImageMagick to perform the
downscaling operation. After downscaling the raw data, I transform them into
a PNG-format slicemap. For example, a raw data set of a carpenter ant [261]
with 2016×2016×2016 voxels (7.7GB) can be downscaled and transformed
into a low-resolution slicemapwith 256×256×256 voxels (2MB). To prepare
the multi-resolution hierarchy of cache data, I prepare the slicemaps in three
level-of-details: 128 × 128 × 128 voxels (LOD 0), 256 × 256 × 256 voxels
(LOD 1), and 512× 512× 512 voxels (LOD 2).
Thumbnail Preview
To provide a minimalistic view of the scanned sample, I present a method
to generate an aggregated data set (thumbnail preview) that is much smaller
3Slicemap is the input 3D data required for the client-side rendering. Refer to Chapter 2.3: Web-
based Visualisation.
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in size and yet able to represent the structure of the sample adequately. It is
worth noting that the format of the aggregated data is a slicemap (3D input
data) which allows an interactive 3D visualisation, i.e., continuously rotating.
The idea is based on the assumption that the sample consists of unique grey
values. It is derived frommy observation where I extract the features by using
the thresholding approaches (Section 5.4.2.1).
The data obtained from the X-ray tomography yields a 3D structure with
each voxel representing a scalar value ranging from 0 to 255 (8-bit image res-
olution). The Thumbnail Preview assumes that the top 3 slices of the volume
describe the non-sample grey values (surrounding artefacts), which can be air
or the sample container. The assumption is valid since the specimen does not
fill up the whole space within the container and sits at the bottom of the sample
container. Ideally, the unwanted data (namely, artefacts) have to be discarded
and have unique grey values. Henceforth, I will describe the grey values of
the top 3 slices as noise signature (Figure 5.37: middle), which I will remove
from the original data.
In this approach, the noise signature consists of grey value components that
will be removed from the original data, resulting in reduced data. As a result,
only the sample features remained but at the cost of fine details. The result
showed a rough surface where fine details were missing. I chose to render the
reduced data using the additive blending approach which outlines the structure
of the specimen. Moreover, the thumbnail preview has a small viewport where
fine details are not noticeable by users. Also, extensive user interactions on
the data sets are not required because I only provide the necessary 3D controls
to the preview, i.e., rotation.
To this end, I perform the Thumbnail Preview approach to the five data sets
(Table 5.3), and the visual results are shown in Figure 5.38. The figures on the
left row show the surface rendering of the container-removed data sets. The
middle and right rows show the surface rendering and additive blendingmodes
of reduced data sets where the Thumbnail Preview approach is applied. For a
quick preview, the reduced data resembles the original data, but with coarser
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Figure 5.37.: The left column shows the original data (histogram distribution shown in
blue colour) where row A displays the surface rendering of the oribatid
mite data set, row B shows the histogram of the volumetric data set, and
row C shows the zoom region of the respective histogram distribution.
The middle column shows the histogram distribution of the first three
cross-section images (orange colour)—known as the noise signature.
The right column shows the resulting surface rendering of the filtered
data (histogram distribution is shown in purple colour), where the noise
signature is extracted from the original data.
details, which is a collateral data that highlights the subtle features more vi-
brantly (caricature approach), i.e., the hair in the samples are enlarged. The
additive blending mode is optimal because the visual results emphasise the
structure of the data and at the same time reduces the visibility of surround-
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Figure 5.38.: A visual comparison between the original data sets and the downscaled
thumbnail previews. SR stands for surface rendering and AB stands for
additive blending mode. The green colour shows the optimal threshold
for each particular data set.
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ing artefacts. It is worth noting that the Thumbnail Preview approach does
not require any thresholding and the data is shown in its full dynamic range.
For now, my method can extract the essential features from the data, and in
conjunction, opens up numerous research directions, i.e., classification of the
data.
5.4.3 View Space
5.4.3.1 Visualisation Abstraction Operator
I present the data using the 3D projection method, the additive blending
method, the volume renderingmethod, and the surface renderingmethod. The
3D projection produces a 2D image based on the viewing position and angle
towards the 3D structure (Chapter 4.1.1). The additive blending is used as a
complementary visualisation method to compensate for the information loss
of a reduced data set (Section 5.4.2.4). The surface and volume renderings
are used to visualise the details of the 3D structure where users can interact
with the data in real-time (Chapter 2.2.2).
5.4.3.2 View Operator
To address the latency and resource issues of designing a Big Data system
(Chapter 3.3.3), I combine the WAVE framework and the image snapshot sys-
tem to offer a flexible setup. Notably, the WAVE framework addresses the
offline mode where users can query the Big Data in a resource constraint en-
vironment, Base on the client requirements; WAVE will serve the slicemap
with the appropriate size to ensure an interactive system. The client require-
ments refer to the network condition and the hardware capability of the client.
The NOVA project has dedicated visualisation server which allows online Big
Data streaming. Here, the raw data (3D) is projected onto a 3D image which
is later served to the client (Chapter 4.2.2). Rather than serving the projec-
ted images continuously, I allow high-quality images to be streamed only on-
demand.
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Figure 5.39.: The architecture of the system with online and offline rendering compon-
ents for visualising large 3D data.
Since the WAVE server serves cache slicemaps, the quality of the final
visualisation suffers in exchange for a better system response time. Hence,
in my setup, users can query for the projected 3D image from the server to
improve the visual quality of the final visualisation. Figure 5.39 shows the
architecture of the setup, where offline mode refers to the WAVE framework,
and the online mode refers to the image snapshot system.
Visualising Segmented Data Within the tomographic-oriented sci-
entific workflow, the acquired raw data will be further processed into mul-
tiple modalities where each modal represents a feature of the specimen. In
this section, I discuss the postprocessing stage where the 3D volumetric data
is segmented into various parts to describe the original specimen. Particu-
larly, Lösel and Heuveline [262] described a parameter-free semi-automated
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(a) Surface Rendering (b) Volume Rendering
Figure 5.40.: Visualisation of the biological screw in the beetle’s leg using the surface
and volume renderings.
segmentation approach based on the random walk algorithm. They provided
a web-based segmentation service that allows domain experts to generate mul-
tiple segmented data conveniently. Each segmented data is assigned a unique
grey value and putting numerous segmented data together gives a discrete his-
togram distribution. I describe the visualisation of the segmented data using
the transfer function. A transfer function (TF) maps the scalar values of a
volumetric data to optical properties, and it is part of the surface and volume
renderings [263]. Within the visualisation pipeline, the TF defines the colour
and opacity to be assigned for a particular grey value. Thus, the TF is used to
highlight essential regions of volumetric data.
To visualise a biological specimen with its various segmented data, I take
the data that shows the biological screw in a beetle’s leg [264] as an example.
The Figure 5.40 shows the surface and volume renderings of the volumetric
data set. The biological screw data set consists of two segments: the screw
and the joint. In the segmented data sets, each data attribute is assigned a
unique grey value. In this case, the screw is assigned the value of one, and the
joint is assigned a value of two. By applying a one-dimensional TF [263], the
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(a) Biological Screw in a beetle’s leg
Figure 5.41.: Visualisation of the biological screw in the beetle’s leg using the surface
and volume renderings.
scalar values are assigned its appropriate colour depending on the TF defini-
tion. Figure 5.41 shows the volume rendering of the biological screw data set
with its defined 1D TF. A red label is set at grey value one to highlight the
screw feature; whereas a blue label is set at grey value two onwards to show
the joint of the data set.
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Rather than merging the multimodal data into one representation, the TF al-
lows domain experts to select the segmented data interactively. This approach
is useful to verify the correctness of the segmentation process. In this thesis,
the segmented data are prepared as slicemaps, and the segmentation labels are
treated as the new grey values.
5.4.4 Discussion
In this use case study, I addressed the Big Data challenge within the digital
library framework where the large size of the data impedes the performance
of the system. This section shed light on how one strives to visualise the Big
Data and how one design a framework. I introduce a general workflow that
fits into most situations, namely the workflow of the knowledge discovery
process [139]. I then propose a guideline on how one can design the flow of
data processing and visualisation methods that fit into the general workflow.
Mainly, I emphasise the Visual Information Seeking Mantra [56] that guides
the user to design a user-specific workflow, in which the user defines a series
of primary visual data processing steps. I further organise the methods and
actions using the data state reference model [64] that serves as a clear opera-
tional map to manage the processes efficiently.
The WAVE framework is used within the Biomedisa online segmentation
service as a visualisation tool [262], and within the NOVA project as the data
catalogue preview. Since the WAVE framework supports multiple client hard-
ware, characterising the client requirements is not trivial because the client
hardware advances continuously. To date, the WAVE framework can deliver






n this dissertation, I introduce the challenges faced by re-
search institutions where significant amounts of data are
stored in the data repositories. In turn, we are facing a Big
Data phenomena where the data is large (more than giga-
bytes) and disperse (multifaceted) that impedes the reuse of
the stored information. Mainly, there is no guarantee that we can extract in-
formation from the provided digital library—a user interface gateway between
users and data sets. In this chapter, I scrutinise the issues raised and consider-
ations demonstrated from the earlier chapters. First, I discuss Big Data experi-
ments where I show the necessary methods to provide an interactive visualisa-
tion system that highlights the main features of the data. Then, I describe the
design considerations of developing a data sharing software and a web-based
visualisation library, both of which extract and share the data information to




Mywork focusses on effectively visualising the prominent features of the Big
Data and the subsequent steps to manage them. Inevitably, I can only show
a portion of the Big Data due to the massive data size and the number of
dispersing items. My propositions allow domain experts to grasp the gist of
the data through my designed visualisation tools without the need to explore
the data further. Comprehensive visualisation is an important step to explore a
large data repository. Although Big Data refers to the four domains (Volume,
Variety, Velocity, Value), I focus on two essential areas where we either deal
with data that is too large in size (i.e., gigabytes or petabytes) or with too many
small data sets (i.e., 100 parameters per second).
My goal is helping domain experts dealing with large amounts of data by
means of data management and visualisation procedures. Hence, the central
question is:
How can visualisation help in searching and understanding Big
Data during data acquisition?
Visualisation in this thesis refers to the user interface provided in the digital
library framework. A visualisation that helps domain experts in searching and
understanding their data. In the next section, I discuss the progress towards
each specific research question which as a whole answer the central question.
6.2 Progress on Thesis Contributions
The primary objective of this thesis is to provide a solution to Big Data chal-
lenges and to demonstrate how visualisation can help improve the data explor-
ation of a digital library. The challenges are diverse and generalising these
different requirements into a generic design is a daunting task. I meet this
challenge by addressing three research questions, to which I provide summar-
ies below.
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6.2.1 Big Data: Volume
Question 1: How canwe visualise BigData without downloading
the whole original copy itself?
I use the NOVA experiment [12] as a case study of the Big Data dilemma
where the size of data is causing additional system latencies. Particularly, I
helped domain experts in designing a workflow to visualise their large data set.
Although I am not dealing with data in the range of petabytes, the size of each
NOVA data set lies within the range of gigabytes. Preparing and visualising
these data sets cause high system latency. Despite the system and network
latencies, I aim to visualise the data set in less than 1 s. The workflow is
based on the Visual Information Seeking Mantra [56] and the data state refer-
ence model [64]. I proposed methods to download visual data of appropriate
size according to its final visualisation platform. I also presented methods to
improve the clarity of visualisation by removing artefacts and noise.
The dissertation contributes to providing a richer understanding of the
methods and considerations in dealing with Big Data (Volume) experiments.
Chapter 5.4 showed the diversity in addressing the large data size from man-
aging the input data in the database up to visualisation the data on the screen.
Also, I developed the WAVE framework (Chapter 4.2.3) and the optimal 3D
viewpoint system (Chapter 4.2.2) that help in the architecture design. How-
ever, the overall system is based on the selected processing methods and may
not be sufficient in a different Big Data application. Hence, more processing
methods can be added to improve the usefulness of the current system. Also,
the system is not coupled with other data acquisition systems. Building an
interface between the current visualisation system with other common data
acquisition framework such as TANGO [265] will be beneficial for the sci-
entific community.
The workflow proves to be a reliable guideline to design a new visualisa-
tion system. There are multiple data stages in the workflow, and each data
stage can be studied separately. Hence, researchers can focus on a specific
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task rather than overwhelmed by different tasks. The proposed workflow is
a generic solution for many experiments, but the processing tasks within the
data stages are customised. Still, designing a new system is cumbersome re-
gardless of the nature of the experiment. Moreover, a sound knowledge of
the research domain is necessary throughout the process. The developed soft-
ware frameworks can help enlighten the design process, but domain experts
should be involved to incorporate domain-specific knowledge. An interface
that allows transferring the domain-specific knowledge into the frameworks
is not addressed in this thesis. The approaches discussed in this thesis are
successful, and I practised the guideline and implemented the frameworks in
other experiments such as the Biomedisa online segmentation tool [262].
6.2.2 Big Data: Variety
Question 2: How can we represent and extract scientific insights
from heterogeneous data?
Question 3: How canwemergemultimodal andmultivariate data
into one visual representation?
I addressed the two questions using the KITcube experiment [25] and the
3D USCT project [37]. On the one hand, the KITcube experiment [25] (cli-
mate research) aims to resolve all relevant atmospheric processes and allows
detailed process studies and to form a better knowledge for model-based
predictions. On the other hand, the 3D ultrasound computed tomography
(USCT) project (medical diagnosis) aims to provide for early breast cancer
diagnosis [26]. In both use cases, rather than analysing many different para-
meters, I aim to help domain experts to study their heterogeneous using visu-
alisation techniques, e.g., combining multiple parameters in a single display.
Mainly in the KITcube experiment, I visualised the Doppler wind lidar
data across multiple measurement campaigns (Chapter 5.2). To provide an
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interactive visualisation and data monitoring system, I demonstrated various
tasks of data management according to the proposed design guideline. For
this particular use case, domain experts are keen on having conventional plots.
Thus, I chose conventional plots and a 3D volume rendering as the outputs of
the visualisation system. The conventional plots are essential as these are
the plots that domain experts have been relying on for most of their research
career. Hence, designing a visualisation system cannot neglect the familiar-
ity of domain experts on the conventional plots. Due to the limited display
size, it is not possible to show all available data attributes. Instead, I selected
prominent parameters that give a comprehensive overview of the data. The
parameters are chosen based on continuous discussions with domain experts,
and this step is essential to narrow down the parameters. The visualisation sys-
tem is effective and conveys a summary of the daily overview. Here, I used
the WAVE and BORA frameworks as the building blocks of the visualisation
system. The BORA framework is used to monitor the status of measurement
devices during active campaigns, and the WAVE framework (2D and 3D dis-
plays) is used to visualise the wind variation based on the Doppler wind lidar.
Visualisation for climate research has a broad spectrum of applications where
each measurement device can be treated as a single application. The proposed
guideline serves as a good starting point, and the use case study of Doppler
wind lidar serves as an example for other devices. My main contribution is by
dealing with disperse data and summarising multiple parameters into a com-
pact visualisation.
In KITcube, Doppler wind lidar is one of the many measurement devices.
Hence, it is desirable to include the data of all devices into a single platform.
The amount of effort to add onemeasurement device is high because I not only
have to design the visualisation system, but I also need to parse the different
data formats. Often, the data format of each device is unique. To create a
visualisation system for a device, the final picture of the visualisation is not
clear since meteorologists want to view all the data. Thus, selecting a few
prominent parameters for the Overview is difficult. The methods shown in
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this thesis serve as a good starting point, and other measurement devices can
learn from the Doppler wind lidar use case.
To merge multimodal data, I discussed the 3D USCT project using the
breast tumour multimodal data (Chapter 5.3) and a use case of multi-spectral
imagery (Chapter 5.1). In contrast to the climate study, we are facing data with
multimodality. In the use case study with multi-spectral imaging, I designed
an interactive visualisationwhere users can choose up to three bands of inform-
ation to be visualised simultaneously. In the 3D USCT project, I discussed
two algorithms that merge the multimodal data into a single representation.
To this end, I demonstrated methods of combining multimodality data into a
single representation, either by using an interactive approach or by merge al-
gorithms. Given the variety of combiningmultimodality data, this dissertation
contributes to understanding the complexity of Big Data challenges regarding
Variety. Notably, use cases that fall under the same category require different
approaches to achieve the domain experts’ desired result. For the KITcube
experiment, the 3D USCT project, and the multi-spectral imagery use cases,
I use the WAVE framework to provide 2D and 3D displays.
The fusion methods discussed do not represent the actual size of a tumour,
but rather an oversized region that is projected onto the surface. The visual-
isation from these methods is suitable as a visual preview of data catalogues,
where the oversized region can attract attention from doctors. Then, doctors
can retrieve the details of that particular data set for further diagnosis. For fu-
ture work, visualisation of a breast tumour that represents the actual size has
to be implemented. The WAVE framework provides an excellent platform to
improve the visualisation technique where visualisation experts can focus on
developing visual outputs. In comparison to other standard visualisation tools
such as Amira or DICOM, theWAVE framework is easy to use because it built
as a web-based platform.
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6.2.3 Data Availability
Question 4: How can we exchange data among international re-
search communities?
I address the data availability by choosing a web browser as the client plat-
form. Web browsers are available on the most major client system, and users
can access the data independently to their geographical location—limited only
by network bandwidth. Hence, reducing the size of raw data can ensure re-
sponsive data latency. Providing data of smaller size also means that only a
limited number of features are preserved. I emphasise providing data with
different level-of-detail that differ in data resolution. The idea is to preserve
the structure of the data that makes it still identifiable. Also, I propose to use
progressive loading to improve the responsiveness of the system. Despite the
web-based approach being a convenient platform, the dissertation mentions
the downsides that have to be addressed. Mainly, data transfer suffers from
limited network bandwidth. Despite the technology advancement regarding
network infrastructures, the amounts of data transferred through the network
far exceed the network bandwidth, in which this mismatch remains as the bot-
tleneck for the web-based system.
The BORA framework is developed to encourage collaboration among re-
searchers by ensuring high data availability. Particularly, BORA allows mul-
tiple research groups to share their datamonitoring displays. Given the unique-
ness of each experiment, any attempt to generalise the diverse requirements
seems impossible. Using BORA, I successfully generalise the different ex-
periment requirements by identifying commonalities among them. Mainly,
regardless of any experiment, the data is inherently stored in a central data re-
pository, and I choose to display the data displays on the standard web browser.
BORA was initially developed to solve the massive server queries, but later
gained popularity and it is implemented in 13 experiment groups, i.e., ten sub-
groups from the KATRIN experiment [164] and three sub-groups from the
KIT 1MW photovoltaics facility [28]. The reason lies in the simplicity of
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the BORA framework that allows domain experts to create any custom data
display without in-depth knowledge of web technologies; therefore it enables
domain experts to concentrate on their research endeavours.
6.2.4 Non-textual Metadata
Question 5: How can we search for non-textual content such as
3D images?
Often, Big Data is not present in a textual format. Traditionally, domain
experts have to include textual descriptions that accompany their data sets [39,
51, 57, 58, 59, 60, 61]. Thus, this scenario places the responsibility onto the
shoulders of domain experts to maintain a well-described repository. There
are ongoing researches that address exploring non-textual data content such
as videos or images [266, 267, 268] that can enrich the search capabilities in
a digital library. I discuss the non-textual metadata by proposing the selection
of 3D data set that provides the most information. I describe this approach
as part of the view operator (Chapter 4.2.2). Each view operator has a pre-
defined data processing workflow. The view operator can be a standalone
system or combined with other view operators.
In this dissertation, I demonstrated one of the many possible non-textual
content search approaches where I searched for the best view angle of the 3D
data. The selected rendered image contains most information that enables do-
main experts to identify their data sets. Also, the key to defining new search
criteria is having a fluent and interactive visualisation of multidimensional
data sets. Thus, the WAVE framework is an ideal platform to attach advance





Throughout this thesis, I provide a richer understanding of the Big Data di-
lemma faced by the research institutions. Below, I list my contributions that
help support my research topic, Big Data Management and Visualisation.
1. Design considerations for experiment-driven visualisation systems
as part of the digital library framework. Given the diverse scientific
experiments, the proposed design considerations help domain experts
design a visualisation system that best interprets their data. Mainly, I
demonstratedwith four different use cases that employ a similar strategy
to provide the final visualisation within a digital library framework.
2. Data management for a web-based system. Despite the high data
availability through the web browser, the limited network bandwidth
introduces an overarching challenge to load large data sets—larger data
size renders a better visual quality. Hence, I discussed the significance
of progressive loading to improve the system response. Also, I showed
throughout the different use cases how I prepare the visual input data
that can be downscaled for better data transmission.
3. Real-time noise filtering method. An important feature in visualising
data is to minimise noise. I introduced a local-noise filter that can sup-
press the noise in real-time. The filter is an extension of the mean filter
that achieves effects similar to multi-pass mean filtering.
4. Interactive image-based visual analytic system. In this dissertation, I
process primary experiment data into image-based data, where images
are loaded into the GPU of the client system. Hence, users can update
content interactively. The image-based data discussed in this work are
slicemaps and encoded images.
5. Personalised collaborative data display. I identified the common
problem in most research institutions that domain experts rely heavily
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on computer engineers to build multiple data monitoring displays. The
confluence between different domain expertise is cumbersome. Instead,
I developed a generic personalised data display that allows domain ex-
perts to build their displays independently.
6. A web-based Big Data visualisation library. I developed three view
operators that adapt converting multi-dimensional data into 1D, 2D,
and 3D displays. The operators allow domain experts from different
research area to contribute and visualise their data.
6.4 Future Research
This dissertation encompasses a small fraction of the possible topic within the
scope of Big Data visualisation. In particular, I addressed only two subsets
of the Big Data features: Volume and Variety. There are many open research
directions as below:
6.4.1 The third Big Data feature: Velocity
Laney [9] described the three Big Data features, which are Volume, Variety,
and Velocity. Since then, the “three Vs” have been treated as the common
framework to describe Big Data [269], and later “four Vs” with an additional
feature called Veracity [10]. The Velocity has been the main feature of Big
Data, and it is common in a research institution. KAPTURE [270], which is a
high-speed detector used in X-ray synchrotron radiation facility, serves as an
ideal use case that introduces the Big Data challenge regarding Velocity. The
detector allows domain experts to scan machine parameters and gain insights
into the behaviour at different threshold settings and the change of spectro-
grams [271].
The system emphasises continuous sampling of very short pulses generated
by terahertz (THz) detectors and produces a high data rate of 6.5GB/s. The
sampled data are stored and later analysed by domain experts. However, do-
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main experts cannot interpret nor analyse the fast incoming data in real-time.
Offline data analysis takes a long time to produce any viable results. Ideally,
we would like to detect the features immediately during real-time data ac-
quisition. In this context, the WAVE library can be used in this application
where the difference lies only at the data model, where the feature detection
algorithm has to be implemented at the data acquisition hardware. It is thus
attractive to study how WAVE can be applied to a project that faces the chal-
lenge of the high data rate. Mainly, the data model consists of algorithms that
have to be implemented in a hardware language, i.e., Verilog or VHDL for
FPGA platforms.
6.4.2 Virtual Reality
This dissertation emphasises displaying data on mobile phones or computer
desktops, in which they are displayed on a 2D screen. An exciting research
direction is to study the impact of Big Data in different viewing dimension.
Mainly, how can we visualise Big Data directly within a 3D environment
such as virtual reality? I co-developed two virtual reality prototypes, i.e., the
NOVA [12] and the 3D USCT [37] projects, that represent the actual exper-
imental setup in a virtual 3D environment. The prototypes are presented at
conferences and university events to introduce each experiment to the mass
audience. The data presented is large in size which leads to a huge upload
time (approximately 30 minutes for one data set of 200MB). Once the data
set is uploaded, users will not suffer from high data latency since the data set
resides in the client memory. However, the client memory is limited, and it
is not possible to fit large data sets. Hence, it is interesting to study how we
handle large data sets in a virtual reality environment. Also, it is worth invest-
igating the acceptance of users on methods such as progressive loading. In
the context of WAVE, the execution model and modules require virtual real-
ity implementation. The extension complies with the interaction model for
beyond-desktop visualisations proposed by Jansen and Dragicevic [272]. To
accommodate the virtual 3D environment, the WAVE architecture might need
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to be adjusted accordingly and extended to other settings such as augmented
reality or large displays.
6.5 Conclusion
In this dissertation, I have shown the diversity of each Big Data challenge
that each use case uses different preprocessing and visualisation methods to
achieve its desired visualisation outputs. Over the course of this dissertation,
I have observed increasing interest in web-based Big Data visualisation from
the reoccurring conferences and workshops such as Big Data Visual and Im-
mersive Analytics (BDVA), IEEE Big Data, International Joint Conference on
Computer Vision, Imaging and Computer Graphics Theory and Applications
(IVAPP), World Wide Web Conference (WWW), EuroVis and IEEE Visual-
ization (VIS). Over recent years, Big Data has become a common challenge
faced by many different research domains, where managing the vast and com-
plex data becomes the prior requirement before any further research direction
can take place. Hence, I propose supporting data exploration by using visual-
isation techniques. To this end, my position in tackling the topic is to enable
visualisation of various Big Data applications by using the proposed work-
flow and frameworks. Also, I promote the availability of data by providing
the final visualisation on a web browser.
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• Owner: Visual Analytics Benchmark
Repository
• Experiment/Project: VAST Challenge
2018
• Methods: Satellite Imaging
• Resolution: 651× 651 px (per image)




• Owner: Andreas Wieser
• Experiment/Project: KITcube
• Methods: Doppler wind lidar
• Challenge: Multivariate (102
parameters per second)
• Total: 4 billion datasets per campaign
(duration of 2 months)
• Types: Vertical stare, Plan Position
Indicator (PPI), and Range Height
Indicator (RHI)
Breast Cancer Tumour
• Owner: Nicole Ruiter, Michael Zapf,
and Torsten Hopp
• Experiment/Project: 3D Ultrasound
Computer Tomography (USCT)
• Methods: Ultrasound Computer
Tomography
• Resolution: 256× 256× 128 voxels
• Challenge: Multimodal (3 Modalities:




Oribatid mite Archegozetes longisetosus
• Owner: Sebastian Schmelzle
• Experiment/Project: Network for
Online Visualisation and synergistic
Analysis of tomographic data (NOVA)
• Methods: X-ray Synchrotron
Tomography
• Resolution: 1536× 1536× 1152 voxels
• Challenge: Web-based visualisation
with data latency lesser than 1 s
(bottleneck at the limited network
bandwidth)
Box mite Euphthiracarus reticulatus
• Owner: Sebastian Schmelzle
• Experiment/Project: Network for
Online Visualisation and synergistic
Analysis of tomographic data (NOVA)
• Methods: X-ray Synchrotron
Tomography
• Resolution: 1536× 1536× 1152 voxels
• Challenge: Web-based visualisation
with data latency lesser than 1 s





• Owner: Sebastian Schmelzle
• Experiment/Project: Network for
Online Visualisation and synergistic
Analysis of tomographic data (NOVA)
• Methods: X-ray Synchrotron
Tomography
• Resolution: 2016× 2016× 2016 voxels
• Challenge: Web-based visualisation
with data latency lesser than 1 s
(bottleneck at the limited network
bandwidth)
Pseudoscorpion
• Owner: Sebastian Schmelzle
• Experiment/Project: Network for
Online Visualisation and synergistic
Analysis of tomographic data (NOVA)
• Methods: X-ray Synchrotron
Tomography
• Resolution: 2016× 2016× 1692 voxels
• Challenge: Web-based visualisation
with data latency lesser than 1 s




Tachinid fly Gymnosoma nudifrons
• Owner: Sebastian Schmelzle
• Experiment/Project: Network for
Online Visualisation and synergistic
Analysis of tomographic data (NOVA)
• Methods: X-ray Synchrotron
Tomography
• Resolution: 1968× 1968× 1456 voxels
• Challenge: Web-based visualisation
with data latency lesser than 1 s
(bottleneck at the limited network
bandwidth)
Biological Screw in a Weevil’s Leg
• Owner: Thomas van de Kamp
• Experiment/Project: Network for
Online Visualisation and synergistic
Analysis of tomographic data (NOVA)
• Methods: X-ray Synchrotron
Tomography
• Resolution: 512× 512× 486 voxels
• Challenge: Web-based visualisation
with data latency lesser than 1 s
(bottleneck at the limited network
bandwidth)
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 LOW-LATENCY  
 BIG  
 DATA  
 VISUALISATION  
Exploring large and complex data sets 
is an important factor in a digital library 
framework. To find a specific data set 
within a large repository, visualisation 
can help to validate the content apart 
from the textual description. However, 
even with the existing visual tools, the 
difficulty of large-scale data concerning 
their size and heterogeneity impedes 
having visualisation as part of the dig-
ital library framework, thus hindering 
the effectiveness of large-scale data 
exploration.
The scope of this research focuses on 
managing Big Data and eventually vi- 
sualising the core information of the 
data itself. Specifically, the author stud-
ied three large-scale experiments that 
feature two Big Data challenges: large 
data size (Volume) and heterogeneous 
data (Variety), and provide the final vi- 
sualisation through the web browser in 
which the size of the input data has to 
be reduced while preserving the vital 
information. To date, the bottleneck re-
mains at the bandwidth limitation where 
gigabytes of data can render the client 
system unusable.
Despite the intimidating size, i.e., ap-
proximately 30GB per data set, and the 
complexity of the data, i.e., about 100 
parameters per timestamp, the author 
demonstrated how to provide a compre-
hensive overview of each data set at an 
interactive rate where the system re-
sponse time is less than 1 s—visualising 
gigabytes of data, and visualising multi-






























Gedruckt auf FSC-zertifiziertem Papier
