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Abstract
Robust topological information commonly
comes in the form of a set of persistence di-
agrams, finite measures that are in nature
uneasy to affix to generic machine learning
frameworks. We introduce a fast, learnt,
unsupervised vectorization method for mea-
sures in Euclidean spaces and use it for re-
flecting underlying changes in topological be-
haviour in machine learning contexts. The
algorithm is simple and efficiently discrimi-
nates important space regions where mean-
ingful differences to the mean measure arise.
It is proven to be able to separate clusters
of persistence diagrams. We showcase the
strength and robustness of our approach on
a number of applications, from emulous and
modern graph collections where the method
reaches state-of-the-art performance to a ge-
ometric synthetic dynamical orbits problem.
The proposed methodology comes with a sin-
gle high level tuning parameter: the total
measure encoding budget. We provide a com-
pletely open access software.
1 Introduction
Topological Data Analysis (TDA) is a field dedicated
to the capture and description of relevant geometric
Under review.
or topological information from data. The use of TDA
with standard machine learning tools has proved par-
ticularly advantageous in dealing with all sorts of com-
plex data, meaning objects that are not or only partly
Euclidean, for instance graphs, time series, etc. The
applications are abundant, from social network analy-
sis, bio and chemoinformatics, to physics, imaging and
computer vision, to name a few. Recent examples in-
clude [DUC20], [PKP+19], [Dup18], [CS19], [KMP18].
Through Persistent Homology, a multi-scale analysis
of the topological properties of the data, robust in-
formation is extracted. But the resulting features are
commonly generated in the form of a persistence di-
agram whose structure does not easily fit the general
machine learning input format. So TDA captures rele-
vant information in a form that is challenging to handle
– therefore it is generally combined to machine learn-
ing by way of an embedding method for persistence
diagrams. This work is set in that trend.
Contributions. First we introduce a learnt, unsu-
pervised vectorization method for measures in Eu-
clidean spaces of any dimension (Section 2.1). Then we
show how this method can be used for Topologically-
Oriented Learning (Section 2.2), allowing for easy inte-
gration of topological features such as persistence dia-
grams into challenging machine learning problems. We
illustrate our approach with sets of experiments that
lead to state-of-the-art results on challenging problems
(Section 3). We provide an open source implementa-
tion.
Our algorithm is simple and easy to use. It relies on
a quantization of the space of diagrams that is statis-
tically optimal. It is fast and practical for large scale
and high dimensional problems. It is competitive and
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sometimes largely surpasses more sophisticated meth-
ods involving kernels, deep learning, or computations
of Wasserstein distance. To the best of our knowledge,
we introduce the first vectorization method for persis-
tence diagrams that is proven to be able to separate
clusters of persistence diagrams. There is little to no
tuning to this method, and no knowledge of TDA is
required for using it.
Related work. Finding representations of persis-
tence diagrams that are well-suited to be combined
with standard machine learning pipeline is a problem
that has attracted a lot of interest these last years.
A first family of approaches consists in finding conve-
nient vector representations of persistence diagrams.
For instance it involves interpreting diagrams as im-
ages in [AEK+17], extracting topological signatures
with respect to fixed points whose optimal position are
supervisedly learnt in [HKNU17], a square-root trans-
form of their approximated pdf in [AVRT16]. Recently
[PMK19] introduced template functions, a mathemat-
ical framework to understand featurisation functions
that integrates against the measure of a persistence
diagram; our method is interpretable in this frame-
work. A second family of approaches consists in de-
signing specific kernel on the space of persistence di-
agrams, such as the multi-scale kernel of [RHBK15],
the weighted Gaussian kernel of [KHF16] or the sliced
Wasserstein kernel of [CCO17]. Those techniques have
state-of-the-art behaviour on problems, but for draw-
back they require another step for an explicit repre-
sentation, and are known to scale poorly. A recent
other line of work has managed to directly combine
the uneasy structure of persistence diagrams to neural
networks architectures [ZKR+17], [CCI+19]. Despite
their successful performances, these neural networks
are heavy to deploy and hard to understand. They
are sometimes paired with a representation method as
in [HKNU17], [HKN19].
Persistent homology in TDA. Persistent homology
provides a rigorous mathematical framework and effi-
cient algorithms to encode relevant multi-scale topo-
logical features of complex data such as point clouds,
time-series, 3D images... More precisely, persistent ho-
mology encodes the evolution of the topology of fami-
lies of nested topological spaces (Fα)α∈A, called filtra-
tions, built on top of the data and indexed by a set
of real numbers A that can be seen as scale param-
eters. For example, for a point cloud in a Euclidean
space, Fα can be the union of the balls of radius α
centered on the data points - see Figure 1. Given a fil-
tration (Fα)α∈A, its topology (homology) changes as
α increases: new connected components can appear,
existing connected components can merge, loops and
cavities can appear or be filled, etc. Persistent homol-
Figure 1: filtration by union of balls built on top of a
2-dimensional data set (red points) and its correspond-
ing persistence diagram. As the balls radii increase
(from left to right and top to bottom), the connected
components (red points) are merged; two-cycles (blue
points) appear and disappear along the filtration.
ogy tracks these changes, identifies features and asso-
ciates, to each of them, an interval or lifetime from
αbirth to αdeath. For instance, a connected component
is a feature that is born at the smallest α such that the
component is present in Fα, and dies when it merges
with an older connected component. The set of inter-
vals representing the lifetime of the identified features
is called the barcode of the filtration. As an interval
can also be represented as a point in the plane with
coordinates (αbirth, αdeath), the persistence barcode is
equivalently represented as an union of such points and
called the persistence diagram - see [EH10, BCY18] for
a more detailed introduction.
The classical main advantage of persistence diagrams
is that: (i) they are proven to provide robust quali-
tative and quantitative topological information about
the data [CdSGO16]; (ii) since each point of the dia-
gram represents a specific topological feature with its
lifespan, they are easily interpretable as features; (iii)
from a practical perspective, persistence diagrams can
be efficiently computed from a wide family of filtra-
tions [The20]. However, as persistence diagrams come
as unordered set of points with non constant cardinal-
ity, they cannot be immediately processed as standard
vector features in machine learning algorithms. Con-
sidering diagrams as measures has proven beneficial
in the literature before (see for instance [CdSGO16],
[CD18]) and allows to naturally encode the points mul-
tiplicity problems in the form of weighted measures.
Notations. ConsiderMd the set of finite measures on
the d-dimensional ball Bd(0, R) of the Euclidean space
Rd with total mass smaller than M , for some given
M,R ∈ R2+. For m ∈ Md and χ : Rd → R borelian
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function, let χ·m :=
∫
x∈Rd χ(x)m(dx) whenever |χ|·m
is finite.
Next, for b ∈ N∗ we call a codebook c = (c1, . . . , cb) ∈
Bd(0, R)b the support of a distribution supported on b
points and its associated Vorono cells: Wj(c) = {x ∈
Rd | ∀i < j, ‖x− cj‖ < ‖x− ci‖ and ∀i > j, ‖x− cj‖ 6
‖x− ci‖}.
Finally, we assume that the set of input persistence di-
agrams comes as an i.i.d. sample from a distribution of
uniformly bounded diagrams, that is givenM,R ∈ R2+,
let D be the space of persistence diagrams with at most
M points contained in the Euclidean disc B2(0, R).
The space D is considered as a subspace of the setM2
of finite measures on B2(0, R) with total mass smaller
than M : for any D ∈ D, D :=
∑
p∈D δp where δp is
the Dirac measure centered at point p.
2 Methodology
In this section we introduce Atol, a simple unsuper-
vised data-driven method for measure vectorization.
Atol allows to automatically convert a distribution
of persistence diagrams into a distribution of feature
vectors that are well-suited for use as topological fea-
tures in standard machine learning pipelines.
As an overview, given a positive integer b, Atol pro-
ceeds in two steps: it computes a discrete measure in
Rd supported on b points that approximates the aver-
age measure of the distribution from which the input
observations have been sampled. Then, it computes a
set of well-chosen contrast functions centered on each
point of the support of this measure, that are used
to convert each observed measure into a vector of size
b. This resulting vectorization can then be used in
standard machine-learning problems such as cluster-
ing, classification, etc.
2.1 Measure vectorization through
quantization
We now introduce Algorithm 1 Atol-featurisation: a
featurisation method for elements of Md. The first
step in our procedure is to use quantization in space
Md. Starting from an i.i.d. sample of measures
X1, . . . , Xn drawn from probability distribution LX on
Md and given an integer budget b ∈ N∗, we produce
a compact representation for the mean measure E(X).
That is, we produce a distribution Pĉn supported on
a fixed-length codebook ĉn = (c1, . . . , cb) ∈ Bd(0, R)b
that aims to minimize over such distributions P based
on b points the distorsion R(P ) := W 22 (P,E(X)): the
squared 2-Wasserstein distance to the mean measure.
In practice, one considers the empirical mean measure
X̄n and the k-means problem for this X̄n measure.
Then the adaptation of Lloyd’s [Llo82] algorithm to
measures can be used.
From this quantization our aim is to derive spatial in-
formation on measures in order to discriminate them.
Much like one would compactly describe a point cloud
with respect to its barycenter in a PCA procedure,
we describe measures based on a number of reduced
difference to our mean measure approximate. To this
end, our second step is to tailor b individual contrast
functions each based on the estimated codebook that
individually describe the space with respect to a cer-
tain viewpoint. In other words we set to find regions
of the space where measures seem to aggregate on av-
erage, and build a dedicated descriptor for those re-
gions. We define and use the following contrast family
Rd → R+, for i ∈ [b]:









‖ci − cj‖2/2. (2)
These specific contrast functions are chosen to decrease
away from the approximate mean centroid in a Lapla-
cian fashion and we choose the scale to correspond to
the minimum distance to the closest Voronoi cell in the
corresponding codebook ĉn. To our knowledge there
is nothing that prevents other, well designed contrast
families to be substituted in their place, and to that
regard some intuition is provided in the ablation study
of Section 3.2.
Given a mean measure codebook approximate ĉn, el-
ement X ∈ Md can now be compactly described
through the integrated contribution to each contrast
functions: Ψi(·, ĉn,b) ·X. Our algorithm concatenates
into a vector each of those contributions.
This algorithm is practical for large scale and high di-
mensional problems: it has a running time in O(n ×
M × b × d), so therefore it is able to handle diffi-
cult problems as long as corresponding measures are
found. If necessary, a single-pass quantization step can
be derived as a minibatch adaptation of the [Mac67]
MacQueen algorithm (we refer to [CLR20]), and then
combined with the contrast functions vectorization.
Therefore Algorithm 1 is simple, fast and automatic
once the desired length for vectorization has been cho-
sen. Now let us introduce how it appears in machine-
learning contexts.
2.2 Topological learning with Atol
Set in the context of a standard learning prob-
lem, we introduce Algorithm 2 Atol: Automatic
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Algorithm 1: Atol-vectorization
Data: Collection of measures X1, . . . , Xn ∈ (Md)n.
Parameters: budget b ∈ N∗.
1 Quantization algorithm of the mean measure with
fixed-length support (Lloyd’s adaptation to
measures): sample c = (c1, . . . , cb) from X̄n. ;
2 while cnew = (cnew1 , . . . , c
new
b ) 6= c do
3 c = cnew ;






5 let ĉn be the resulting codebook, define the b
measurable contrast functions
(Ψ1(·, ĉn), . . . ,Ψb(·, ĉn)) to compute featurisation






Result: vectorization map vAtol :Md → Rb.
Topologically-Oriented Learning. Let Ω := (X, y) with
given observations X in some space X corresponding
to a known, partially available or hidden label y ∈ Y.
Assume that one has a way to extract toplogical fea-
tures from X (for example a collection of diagrams
associated to those elements), and let κ : X →Md be
the corresponding map. Then applying Algorithm 1
to the resulting collection of descriptors provides some
simplified topological understanding on elements X of
this problem.
Algorithm 2: Atol: Automatic Topologically-
Oriented Learning
Data: Learning problem Ω := (X, y) with X ∈ X
collections and y ∈ Y labels.
Parameters: κ : X →Md yielding topological
descriptors, and budget b ∈ N∗.
1 Compute intermediate learning problem
ΩTopo := ((X,κ(X)), y) ∈ (X ×Md)× Y with
topological features, potentially unfit for general
machine learning routines;
2 Use Algorithm 1 to derive Euclidean representations
of those features, i.e. transform ΩTopo into a generic
machine learning problem
Ω̃ := ((X, vAtol ◦ κ(X)), y) ∈ (X × Rb)× Y. ;
Result: Enhanced problem
Ω̃ := ((X, vAtol ◦ κ(X)), y) where
vAtol ◦ κ(X) ∈ Rb.
This algorithm is integrated in the open source
topological library GUDHI [The20] accessible
at https://gudhi.inria.fr/python/latest/
representations.html. We point that as embed-
ding map vAtol is automatically computed without
knowledge of a learning task, its derivation is fully
unsupervised. The representation is learned since it
is data-dependent, but it is also agnostic to the task
and eventually only depends on getting a glimpse at
an average persistence diagram.
Atol in dimension 2 for persistence diagrams.
We now specialise this algorithm to the context of per-
sistent homology that is usually set in dimension d = 2.
Applying Algorithm 2 to a collection fromM2 such as
persistence diagrams, as D ⊂ M2, is straightforward
and allows to embed the complex, unstructured space
M2 in Euclidean terms.
Now let us assume that the measures inM2 come from
distinct sources: that observed measures D1, . . . , Dn
are sampled with noise from a mixture model D =∑L
l=1 πlD
(l) of distinct measures D(1), . . . , D(L) (by
that we mean that any two measures in this set dif-
fer in support by at least one point). Let Z the la-
tent variable of the mixture so that D|Z = l ∼ D(l).
The following results ensures that vAtol has separative
power, i.e. that the vectorization clearly separates the
different sources:
Theorem 1 (Separation with Atol).
For a given noise level assuming E(D) satisfies some
(explicit) margin condition and for n and b large
enough there exists a non-empty segment for σ1, . . . , σb
in Equation (1) such that for all i, j ∈ [n]2, with high
probability:
Zi = Zj =⇒ ‖vAtol(Di)− vAtol(Dj)‖∞ 6 1/4, (3)
Zi 6= Zj =⇒ ‖vAtol(Di)− vAtol(Dj)‖∞ > 1/2. (4)
To our knowledge it is the first time that a measure
vectorization method (or a persistence diagram vector-
ization method) has been proven to separate clusters.
This result follows from Corollary 19 in [CLR20] that
studies theoretical properties of Atol-like procedures.
The explicit statement of the assumptions and margin
conditions are standard and rather technical.
But the theory behind it uses an idealistic framework
(including the so-called margin condition) under which
such procedures will succeed in separating different
sources. Based on this framework, the requirements
of Theorem 1 cannot be checked in practice: apart
from the technical margin condition, the prescribed
bounds on budget b are unknown and they theoreti-
cally grow quite large with the number of underlying
centers + covering number, and the bounds for band-
widths σ1, . . . , σb are heavily dependent on the struc-
ture of source model D.
In practice we prove it needs not be so difficult: for in-
tuition we refer to the ablation study on the influence
of b exposed in Table 3, that shows it is easy to choose
a low budget for efficient results – so we leave it as the
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only parameter of the algorithm. For full automatic-
ity, a simple adaptive strategy would be to try a range
of budgets during the training task, since the combina-
tion of Algorithm 1 and a standard learning algorithm
such as random forests runs very fast. Furthermore,
the adaptive strategy of Equation (2) for bandwidths
σ1, . . . , σb proves efficient, see the bandwiths variation
study of Section 3.2 Figure 3.
In dimension 2 this vectorization is conceptually close
to two other recent works. [HKNU17] computes a per-
sistence diagram vectorization through a deep learning
layer that adjusts Gaussian contrast functions used to
produce topological signatures. So in essence our ap-
proach substitutes quantization to deep learning, with
no need of supervision and allowing to provide mathe-
matical guarantees. Next, the bag of word method of
[ZLJ+19] uses an ad-hoc form of quantization for the
space of diagrams, then count functions as contrast
functions to produce histograms as topological signa-
tures. Those are in fact sensible differences, that will
ultimately translate in terms of effectiveness: Section
3.1 shows the Atol-featurisation to produce state-of-
the-art mean accuracy on two difficult multi-class clas-
sification problems (67.1 % on REDDIT5K and 51.4 %
on REDDIT12K) that are also analysed by those pa-
pers: [HKNU17] report a mean accuracy of respec-
tively 54.5% and 44.5%, and [ZLJ+19] report an accu-
racy of respectively 49.9% and 38.6%.
3 Competitive TDA-Learning
In this section we show the Atol framework to be
competitive, sometimes greatly improving the state-
of-the-art, but also versatile and easy to use. This
section presents experiments on two sorts of classifica-
tion problems (graphs and point clouds), and another
applied experiment on time series is provided in the
Supplementary Materials.
Algorithm 2 transforms the initial problems into a typ-
ically standard machine-learning problem, so the prob-
lem although transformed remains to be solved. In the
instances below we use the scikit-learn [PVG+11]
random-forest classification tool with 100 trees and all
other parameters set as default. We use random forests
as a ready-to-use tool, but comparable performances
can be obtained from using a linear SVM classifier or
a neural network classifier, depending on the problem.
It is a light choice that requires no particular infras-
tructure or tuning efforts that would produce overly
design-dependent results – as our ambition is to show
an ability to perform well overall.
3.1 Graph Classification
As learning problems involving graph data are receiv-
ing a strong interest at the moment, consider a stan-
dard graph classification framework: Ω := (G, y) ∈
G × Y is a finite family of graphs and available labels
and one learns to map G → Y.
Recently [CCI+19] have introduced a powerful way of
extracting topological information from graph struc-
tures. They make use of heat kernel signatures (HKS)
for graphs [HRG14], a spectral family of signatures
(with diffusion parameter t > 0) whose topological
structure can be encoded in the extended persistence
framework, yielding four types of topological features
with exclusively finite persistence. We replicate their
methodology, and on both HKS and extended persis-
tence we refer to Sections 4.2 and 2 from [CCI+19].
Schematically for diffusion time t > 0 and graph
G(V,E) (with V,E the sets of vertices and edges), the
topological descriptors are computed as:
κt := g ◦ h, (5)
where
g : G(V,E) ∈ G heat kernel−−−−−−−→
signatures




PD(HKSt(G)) ∈ D4. (7)
For the entire set of problems to come we choose to use
the same two HKS diffusion times to be t1 = .1 and
t2 = 10, so that Algorithm 2 is used with topological
map κ := κt1 + κt2 : G → D8, such that all in all
8 persistence diagrams are computed and considered
per graph. For budget in Algorithm 2 we choose b =
80 for all experiments, which means Algorithm 1 will
rely on approximating the mean measure on ten points
per diagram type and HKS time filtration. We make
no use of graph attributes on edges or vertices that
some datasets do possess, and no other sort of features
are collected, so that our results are solely based on
the toplogical graph structure of the problems. To
sum-up, Algorithm 2 here simply consists in reducing
the original problem from Ω to Ω̃ := (vAtol ◦ κ(G), y)
with vAtol ◦ κ(G) ∈ R80. The embedding map vAtol
from Algorithm 1 is computed using only 10% of all
diagrams from the training set, without supervision.
On each problem we perform a 10-fold cross-validation
procedure and average the resulting accuracies; we re-
port accuracies and standard deviations over ten such
experiments. We use two sets of graph classification
problems for benchmarking, one of Social Network ori-
gin and one of Chemoinformatics and Bioinformatics
origin. They include small and large sets of graphs
(MUTAG has 188 graphs, REDDIT12K has 12000), small
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method RetGK FGSD WKPI GNTK PersLay Atol
problem [ZWX+18] [VZ17] [ZW19] [DHS+19] [CCI+19]
REDDIT (5K, 5 classes) 56.1±.5 47.8 59.5±.6 — 55.6±.3 67.1±.3
REDDIT (12K, 11 classes) 48.7±.2 — 48.5±.5 — 47.7±.2 51.4±.2
COLLAB (5K, 3 classes) 81.0±.3 80.0 — 83.6±.1 76.4±.4 88.3±.2
IMDB-B (1K, 2 classes) 71.9±1. 73.6 75.1±1.1 76.9±3.6 71.2±.7 74.8±.3
IMDB-M (1.5K, 3 classes) 47.7±.3 52.4 48.4±.5 52.8±4.6 48.8±.6 47.8±.7
Table 1: Mean accuracy and standard deviations for Large Social Network datasets.
and large graphs (IMDB-M has 13 nodes on average,
REDDIT5K has more than 500), dense and sparse graphs
(FRANKENSTEIN has around 12 edges per nodes, COLLAB
has more than 2000), binary and multi-class problems
(REDDIT12K has 11 classes), all available in the pub-
lic repository [KKM+16]. Computations are run on
a single laptop (i5-7440HQ 2.80 GHz CPU), in batch
version for datasets smaller than a thousand observa-
tions and mini-batch version otherwise. Average com-
puting time of Algorithm 1 (the average time to cal-
ibrate the vectorization map on the training set then
compute the vectorization on the entire dataset), are:
less than 1 second for datasets with less than a thou-
sand observations, less than 5 seconds for datasets that
have less than 5 thousand observations, 7.5 seconds for
REDDIT-5K, and less than 16 seconds for the largest
REDDIT-12K and the densest problem COLLAB.
We compare performances to the top scoring meth-
ods for these problems, to the best of our knowl-
edge. Those methods are mostly graph kernel methods
tailored to graph problems: two graph kernel meth-
ods based on random walks (RetGK1, RetGK11 from
[ZWX+18]), one graph embedding method based on
spectral distances (FGSD from [VZ17]), two topo-
logical graph kernel method (WKPI-kM and WKPI-
kC from [ZW19]), one graph kernel combined with a
graph neural network (GNTK from [DHS+19]). Fi-
nally PersLay from [CCI+19] is a topological vector-
ization method learnt by a neural network that en-
codes most topological frameworks from the litera-
ture – landscapes, silhouettes, persistence images, etc.
Note that the comparisons to PersLay were computed
with the exact same persistence diagrams in most cases
(except for a few cases where the authors used those
same two HKS diffusion times then discarded one with
no loss of performances) and the total budget for Atol
(b = 80) is a magnitude below that required to build
the PersLay architecture (several hundreds nodes be-
fore the optimisation phase). Competitor accuracy are
quoted from their respective publication and should
be interpreted as follows: for RetGK and WKPI and
PersLay the evaluating procedure is done over ten 10-
fold, just as ours is so the results directly compare;
for FGSD the average accuracy over a single 10-fold is
reported, and for GNTK the average accuracy and de-
viations is reported over a single 10-fold as well. When
there are two or more methods under one label (e.g.
RetGK1 and RetGK11), we always favorably reported
the best outcome.
Our results Table 1 are state-of-the-art or substantially
improving the state-of-the-art on the Large Social
Network datasets that are difficult multi-class prob-
lems. The REDDITs and COLLAB datasets all see ma-
jor improvements in the mean accuracies, and those
three datasets can readily be considered the most dif-
ficult problems (by size, graph density and number
of classes) in the entire series. The results on the
Chemoinformatics and Bioinformatics datasets Table
2 are on par with or sometimes sub state-of-the-art,
with a significant achievement on DHFR. It is not sur-
prising that Atol is not always on par with the state-
of-the-art, especially on the smaller binary classifica-
tion datasets where considering the mean measure can
potentially be too simple a model, easily refined upon
– recall that contrary to competitors, Atol does not
build a kernel or a neural network. Quantisation with-
out supervision makes the learning process stricter,
heavily dependent on the measure input: Atol is
only capable of interpreting behavior with respect to
the mean measure, therefore if some discriminant fea-
ture in a problem is found at a border of the measure
space, as could be happening on the PROTEINS and
NCIs datasets, it shall not be captured and there is no
learning-room to change that. This is a liability, as
well as a virtue of the method. We surmise that the
Atol performances can be interpreted as a general op-
timal score for discriminative capacity with respect to
the mean, in a problem. So for instance on the IMDB
datasets, potentially whatever is gained on top of this
baseline is obtained through supervision, at the cost
of general discriminative power.
The simplicity and absence of tuning indicate robust-
ness and generalisation power. Overall these results
are especially positive seeing how Algorithm 1 has been
employed with a universal configuration.
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method RetGK FGSD WKPI GNTK PersLay Atol
problem (size) [ZWX+18] [VZ17] [ZW19] [DHS+19] [CCI+19]
MUTAG (188) 90.3±1.1 92.1 88.3±2.6 90.0±8.5 89.8±.9 88.3±.8
COX2 (467) 81.4±.6 — — — 80.9±1. 79.4±.7
DHFR (756) 81.5±.9 — — — 80.3±.8 82.7±.7
PROTEINS (1113) 78.0±.3 73.4 78.5±.4 75.6±4.2 74.8±.3 71.4±.6
NCI1 (4110) 84.5±.2 79.8 87.5±.5 84.2±1.5 73.5±.3 78.5±.3
NCI109 (4127) — 78.8 87.4±.3 — 69.5±.3 77.0±.3
FRNKNSTN (4337) 76.4±.3 — — — 70.7±.4 72.9±.3
Table 2: Mean accuracy and standard deviations for Chemoinformatics and Bioinformatics datasets, all binary
classification problems.
3.2 A measured look at discrete dynamical
systems
We now show the modularity capacity of the Atol
framework, as well as its efficiency in compactly en-
coding information.
Figure 2: Synthetised orbits x, y coordinates in [0, 1]2
for parameter 4.0 (top) and 4.1 (bottom).
[AEK+17] use a synthetic, discrete dynamical system
(used to model flows in DNA microarrays) with the
following property: the resulting chaotic trajectories
exhibit distinct topological characteristics depending
on a parameter r > 0. The dynamical system is:
xn+1 := xn + ryn(1 − yn) mod 1, and yn+1 := yn +
rxn+1(1 − xn+1) mod 1. With random initialisation
and five different parameters r ∈ {2.5, 3.5, 4, 4.1, 4.3},
a thousand iterations per trajectory and a thousand
orbits per parameter, a datasets of five thousand or-
bits is built. Figure 2 shows a few orbits generated
with parameters r ∈ {4.0, 4.1}. For orbits generated
with parameter r = 4.1, it happens that the initiali-
sation spawns close to an attractor point that gives it
the special shape as in the leftmost orbit. The prob-
lem of classifying this datasets according to their un-
derlying parameter is rather uneasy and challenging.
This dataset is commonly used for evaluating topolog-
ical methods under the following experimental setup:
a learning phase with a 70/30 split, and accuracy with
standard deviation computed over a hundred such ex-
periments. The state-of-the-art accuracy of 87.7±1.0
with persistence diagrams is reported in [CCI+19].
Since those discrete orbits can be seen as measures in
[0, 1]2, we instead decide to directly apply Algorithm
2 on the observed point cloud, using the modularity
of our framework – so in this instance κ is the iden-
tity map. Therefore Atol is used here as a purely
spatial approach and in this context, it is alike an im-
age classification algorithm where instead of a fixed
grid we have learnt center points to perform measure-
ments. We present results in the form of a short ab-
lation study Table 3 designed to illustrate influence of
the small number of parameters from Algorithm 1.
In this study we consider varying parameter b ∈ N∗
for describing the measure space; replacing contrast





for vectorization of the quan-
tised space; and lastly changing the proportion of
training observations used for deriving the quantiza-
tion, with 10% indicating that a random selection of a
tenth of the measures from the training set were used
to calibrate Algorithm 1. We measure accuracies over
10 70/30 splits and for comparison purpose we also
compute results for a 2D-grid quantization scheme la-
beled grid, that uses the same contrast family and a





It is expected that a higher budget for vectorising the
measure space will yield a better description of said
space, and this intuition is confirmed by Table 1. Al-
though the differences are small, there is a slight ad-
vantage for operating Atol than a fixed grid at lower
budgets, which is coherent with the intuition that the
mean measure performs better than other procedures
as a first approximation. Next, there does not seem
to be significant differences from using Gaussian over
Laplacian contrast functions on this experiment, al-
though it can be the case on other problems. Under-
standing the ability of such contrast functions to de-
scribe some particular observation space is challenging
and left for future work. Lastly, the percentage of ob-
ATOL: Measure Vectorization for Automatic Topologically-Oriented Learning
Budget Contrast functions Calibration
b = 4 b = 16 b = 36 b = 100 Φ-Gaussian Ψ-Laplacian 10% 100%
Atol 56.3±1.6 83.1±2.2 89.6±1.3 93.8±.8 93.8±.5 93.8±.8 93.8±.8 93.6±.4
2.4 s 3.1 s 5.5 s 12.7 s 12.7 s 12.7 s 12.7 s 50.2 s
grid 55.8±1.1 82.7±.8 88.9±1.0 93.8±.7 94.2±.5 93.8±.7 93.8±.7 93.8±.7
Table 3: Mean accuracy, deviation and vectorization time (including calibration step) over 10 experiments for
ORBIT5K. Blue indicate parameters by default; only one parameter is varied at a time.
servations used in the calibration part of the algorithm
does not have a strong influence on the final result ei-
ther (it does have a significant influence when the bud-
get is lower then 80). This tells us that the calibration
step is rather stable for a given level of information
in a problem, and that our procedure is well-designed
for dealing with problems online. Finally we report
that when using budgets greater than 250 (i.e. finer
than 12×12 for the regular-grid), both methods reach
comparable mean accuracies that are over 95%. This
indicates that this problem can be precisely described
by a purely spatial approach, without topological de-
scriptors.
Lastly, using the default parameters in Table 3 we com-
pare the adaptive strategy of Equation (2) for band-
withs σ1, . . . , σb to using identical constant values for
those bandwiths. For investigating constant values we
use the array µ×10[−2,−1.5,−1,−.5,−.2,−.1,0,.1,.2,.5,1,1.5,2]
where µ is the average distance between codebook
points of ĉn. The results are shown Figure 3. This ex-
periment shows that if a constant value for bandwiths
can be found for optimal results, the adaptive strategy
introduced in this paper already produces competitive
results effortlessly.
4 Conclusion
This paper introduces an unsupervised vectorization
method for measures in Euclidean spaces based on op-
timal quantization procedures, then shows how this
method can be employed in machine learning contexts
to exploit topological information. Atol is fast, has
a simple design, is multifaceted and ties theoretical
guarantees to practical efficiency.
From a practical viewpoint, we can guess that our
method is less prone to bias and overfitting for two rea-
sons: the centers are designed unsupervisedly (thus no
possible overfitting) and the dimension of our vector-
ization is credibly low. Furthermore, effective insight
can be gained as the method is interpretable: once the
mean measure is computed one can observe its location
(e.g. for diagrams, are centers close to the diagonal or
not) and further derive information from it (e.g. in
a classification task, center importance). For instance
on a using a particular dataset of diagrams, one can
Figure 3: Classification accuracy and deviations for
Orbit5K as σ1, . . . , σb = σ is varied (in blue), com-
pared to the adaptive strategy of Equation (2) (or-
ange).
learn if low persistence points are meaningful signal
or not, with no preconceived hypothesis. Lastly Atol
only depends on a simple parameter: the size b of the
codebook.
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