Abstract. An optimization based method is proposed to generate moment matching scenarios for numerical integration and its use in stochastic programming. The main advantage of the method is its flexibility: it can generate scenarios matching any prescribed set of moments of the underlying distribution rather than matching all moments up to a certain order, and the distribution can be defined over an arbitrary set. This allows for a reduction in the number of scenarios and allows the scenarios to be better tailored to the problem at hand. The method is based on a semi-infinite linear programming formulation of the problem that is shown to be solvable with polynomial iteration complexity. A practical column generation method is implemented. The column generation subproblems are polynomial optimization problems, however, they need not be solved to optimality. It is found that the columns in the column generation approach can be efficiently generated by random sampling. The number of scenarios generated matches a lower bound of Tchakaloff's. The rate of convergence of the approximation error is established for continuous integrands, and an improved bound is given for smooth integrands. Extensive numerical experiments are presented in which variants of the proposed method are compared to Monte Carlo and quasi-Monte Carlo methods both on numerical integration problems and on stochastic optimization problems. The benefits of being able to match any prescribed set of moments, rather than all moments up to a certain order, is also demonstrated using optimization problems with 100-dimensional random vectors. Empirical results show that the proposed approach outperforms Monte Carlo and quasi-Monte Carlo based approaches on the tested problems.
Introduction
We consider the scenario generation problem (or cubature formula generation problem) for numerical integration within the framework of general stochastic programs of the form
where f is a convex (hence, continuous) real-valued function, X ⊆ R n is a convex set, and (Ξ, F, µ) is a Kolmogorov probability space. We assume that Ξ ⊆ R n , and that moments of the measure µ can be computed. In numerical solutions (1) is usually approximated by replacing the measure µ by another one, concentrated on finitely many points:
The points ξ k ∈ Ξ can be interpreted as scenarios representing the original sample space Ξ: scenario ξ k occurs with probability w k . The problem of scenario generation, that is, the construction of the right w k and ξ k subject to various constraints (derived from the application at hand or imposed by limited computing power) has been a fundamental problem in numerical mathematics and operations research. From an abstract viewpoint, ignoring the dependence of f on x, the approximation of (1) by (2) is simply the problem of constructing cubature formulas for the numerical approximation of the Date: January 29, 2013. multiple integral f (x, ·), which has a long history of study in mathematical analysis going back to Gauss [9] . In this context, ξ k are the nodes and w k are the weights of the cubature formula; the weights need not be probabilities, although they sum to one in every reasonable formula. We will use the terminology of both fields interchangeably in this paper, as they are completely analogous.
In this paper we revisit the classic idea of "polynomial exactness" in the theory of cubature (numerical integration), which corresponds to the approach of "moment matching" scenario generation in stochastic programming. We propose a novel optimization based method to generate formulas of the form (2) with nonnegative weights w k . This method finds a cubature formula with a K that matches Tchakaloff's lower bound [30] . The algorithm is based on convex optimization, its iteration complexity is polynomial in the number of moments to be matched. The generated formulas can flexibly be adapted to the particular instance of (1) at hand, as the set of moments to be matched can be chosen arbitrarily, and also the domain of integration and the underlying distribution can be arbitrary, as long as moments of the underlying distribution can be computed (approximately, at least), and random samples from the distribution can be drawn efficiently. To our knowledge, this setup is considerably more general than the known approaches in the numerical analysis and stochastic programming literature. We proceed with the precise definitions of our problem.
Definition 1 (cubature formula).
A cubature formula is a finitely supported finite signed measure on R n , represented by a pair (ξ, w) ∈ (R n ) K × R K ; the components ξ 1 , . . . , ξ K of ξ are the nodes or support points of the formula, the components w 1 , . . . , w K of w are the corresponding weights. The formula is positive if w > 0 componentwise, and it is interior if it is supported on Ξ.
In the numerical integration setting the most important property cubature formulas must have is that the approximation (2) is exact in some space of "interesting" functions, such as polynomials up to a given total degree, which then allows one to estimate the approximation error in larger classes of functions, in particular in the classes of analytic and continuous functions [29] .
As customary, we shall denote by R[x] the ring of n-variate polynomials whose variables are represented by the components of the vector x; R[x] d denotes the space of polynomials of (total) degree up to d, with real coefficients. This is a linear space of dimension N (n, d) = n+d n . Definition 2 (degree of precision or exactness). The degree of exactness or degree of precision of a cubature formula (ξ, w) with respect to the measure µ is the largest integer d with the property that the approximation (2) is exact for polynomials up to degree d, that is,
A cubature formula is exact for polynomials of degree up to d if and only if its values for monomials up to total degree d agree with the moments of µ of up to order d. This requirement has a clear interpretation in stochastic programming: a positive cubature formula with degree of exactness d corresponds to a discrete distribution whose moments up to order d agree with the corresponding moments of the probability measure µ. Hence, this approach to finding a finite set of representative scenarios for µ in stochastic programming is referred to as moment matching scenario generation, and the corresponding cubature formulas are also referred to as moment matching formulas.
The main difficulty of solving (1) is that it requires the computation of a potentially large number of integrals, and that the evaluation of the integrands may also be expensive. Hence, we must rely on formulas (2) with as small K as possible. The focus of the theory of cubature has always been the trade-off between the error of approximation in (2) and the magnitude of K, however, methods successful in the integration of simple integrands (outside the field of optimization) always assume that the number of function evaluations can be much larger than the typical number of scenarios in stochastic programming. This is highlighted both by the importance given to asymptotic analysis of cubature formulas (as the dimension and the number of function evaluations both tend to infinity) and by the numerical experiments typical in the numerical analysis literature, which often take K ≈ 10 5 or K ≈ 10 6 ; see, e.g., [10, 27] . Another concern is that existing methods of cubature do not provide their user with the flexibility to adapt the cubature formulas to the stochastic optimization problem at hand. In stochastic programming available computing power puts a constraint on the size of the node set of the cubature formula. Also, mixed moments of random variables may have different importance due to their association with different sources of uncertainty. Hence the need for flexible methods for designing cubature formulas that can match any prescribed set of moments, rather than all moments up to a certain order. To our knowledge, this problem has not been addressed in the numerical integration literature. An example of such an approach used in stochastic programming is presented in [16] , where a scenario generation method is proposed to match all marginal moments of order 4 and lower, and all correlations. Unfortunately no convergence proof is given in [16] and this approach does not seem to admit a generalization for higher order moments or other combination of moments.
The positivity of the weights of a cubature formula is desirable for multiple reasons: if the weights also sum to one, then the weights can be interpreted as probabilities. It also helps prevent cancellation errors in the formula. Lastly, but most importantly, in convex optimization models, where f (·, ξ) is convex for every ξ ∈ Ξ, the approximation Ξ f (x, ξ)µ(dξ) ≈ k w k f (x, ξ k ) preserves the convexity of f in x if w k > 0. Especially motivated by the last argument, in this paper we concentrate only on positive cubature formulas. Note that the weights sum to one for every formula that is exact for constant polynomials, thus the weights of moment matching positive formulas are always probabilities.
The main contributions of this paper are twofold. First, we provide a systematic approach to moment matching scenario generation, and establish their rate of convergence (as the number of scenarios and the degree of exactness increase) both for general continuous integrands and for smooth integrands with continuous derivatives. Second, we present a novel optimization based method designed to find cubature formulas. The method generates moment matching positive interior formulas with a small number of nodes. It can be used to match any prescribed set of moments. It is applicable to problems with arbitrary probability measures µ as long as the moments of µ are known, and sampling from the distribution represented by µ is possible. A variant using the ellipsoid method is shown to an iteration complexity polynomial in the number of moments to be matched, while a simplex method based column generation variant has even lower empirical iteration complexity. Focusing on the column generation approach, it is shown that the column generation subproblem is a polynomial optimization problem, and various approaches to its solution are discussed. Extensive numerical experiments compare the different column generation approaches (and the resulting moment matching cubature formulas) to other scenario generation methods. The results of these experiments indicate that moment matching scenarios generated by our approach consistently outperform Monte Carlo and quasiMonte Carlo integration in both integration and stochastic programming problems with small number of scenarios.
We close this section with a brief outline of the paper. The next section is a broad review of the immense literature on cubature and scenario generation; readers familiar with the topic may skip it altogether. Rates of convergence of moment matching formulas, as the number of scenarios increases, are derived in Section 3 under different assumptions on the integrand. Our new scenario generation method is introduced in Section 4, where we also show that its iteration complexity is polynomial. In Section 5 variants of the method are compared to each other and to Monte Carlo and quasi-Monte Carlo scenario generation on a variety of problems. Both their efficiency in formula generation and their performance in integration and stochastic optimization are considered; see the beginning of Section 5 for a detailed outline of our numerical experiments.
2. Methods of numerical integration and scenario generation 2.1. Past work on cubature formulas. A large number of scenario generation methods are available that are based on the discretization of the probability measure µ, [26] is an up-to-date survey. These all have direct interpretation as cubature formulas. Below we only provide a brief summary of these approaches.
2.1.1. Optimal cubature formulas. The study of cubature of univariate functions, in which case the term quadrature rather than cubature is commonly used, goes back to Gauss [9] . Minimally supported quadrature formulas, which are all positive, are completely characterized for an arbitrary measure µ. The following observations are known.
Proposition 3 (Gaussian quadrature [7] ). Suppose n = 1, and µ is a given probability measure supported on the closed interval Ξ = [a, b]. Then every quadrature formula with K nodes has degree of exactness at most 2K − 1. Furthermore, there is a unique K-node quadrature formula with exactness 2K − 1. This quadrature formula is a positive and interior formula.
The quadrature formulas described in the previous proposition are called Gaussian formulas. It is elementary that 2K − 1 is also an upper bound on the degree of exactness of every (uni-or multivariate) K-node cubature formula. By extension from the univariate case, cubature formulas that achieve this exactness are also called Gaussian. However, the question which multivariate measures µ admit a Gaussian formula is largely unsolved. Whenever exist, Gaussian cubature formulas are also positive, but are not necessarily interior. They are characterized as the common roots of orthogonal polynomials. For more on Gaussian cubature and orthogonal polynomials, see [7, Section 3.7] .
The minimum number of nodes is more easily found for positive interior formulas. It can be shown that for every n-dimensional Ξ and µ and every degree d there exists a positive interior formula with n+d d
nodes with degree of exactness d, see Theorem 10 below. On the other hand, a result of Tchakaloff implies that for every n there exist measures for which this bound is sharp [30] . The method proposed in this paper constructs formulas with exactly this many scenarios or fewer.
Product formulas. If Ξ = [0, 1]
n , simple cubature formulas can be obtained by considering direct products of univariate (quadrature) formulas. Using the same K-node quadrature formula (ξ, w) for each dimension, we obtain a positive formula with K n points. The nodes of such a formula are vectors of the form (x i1 , . . . , x in ) where 1 ≤ i j ≤ K} for each j = 1, . . . , n, the corresponding weight is n j=1 w ij . The degree of exactness of this formula is the same as the exactness of the univariate formula (ξ, w). Furthermore, product formulas match several higherorder mixed moments than their degree of exactness.
This approach is also helpful to derive formulas with different degree of exactness for different marginals. However, owing to the large number of points used, product formulas are only useful in low dimensions, or when the required degree of exactness is very low, say, 3.
Product formulas are directly applicable only when the domain of integration is the unit cube [0, 1] n . For other domains, a change of variables might be necessary. This is also true for most other approaches of this section.
2.1.3. Sparse grid formulas. Sparse grid integration methods are also based on quadrature formulas and their product formulas, but they avoid the exponential increase in the number of nodes as the dimension increases. The classic sparse grid approximation framework was established by Smolyak in [28] ; see [13] for a transparent introduction to its application to approximate numerical integration. Sparse grid formulas can also be adapted to match moments of different orders for each marginal, but they are not flexible enough to match any prescribed set of moments, and they have negative weights. Assigning nonnegative weights to sparse grid points while still matching a prescribed set of moments is generally also not possible, unless the sparse grid contains the nodes of a product formula with a required degree of exactness. Hence, we do not consider sparse grid formulas any further.
2.1.4. Optimal quantization of probability measures. Given a probability measure µ and a probability metric D, the problem of optimal quantization is to find a discrete probability measure ν K that minimizes the distance D(µ, ·) among all probability measures supported on K points. This approach is particularly reasonable when the stochastic program is known to be stable with respect to the chosen metric D. This approach is still a very active research area. Optimal quantization yields positive formulas, and may yield interior formulas as well. It may also be extended to multi-stage problems by incorporating the tree structure in the constraints of the optimization model. The main drawback of this approach is its complexity: for most popular metrics it is very difficult to find the optimal ν K even for single-stage problems. The exact formulation leads to a non-differentiable non-convex optimization model, whose solution requires global optimization or integer programming techniques; see [26] and the references therein.
2.1.5. Other non-product formulas. The construction of cubature rules with a small number of points and a given degree of exactness is a largely open problem. The existing methods usually have a very narrow scope: the formulas are essentially derived one by one for every domain of integration (for instance, hypercube of a given dimension), every measure µ, and every degree of exactness, with little hope of generalization to the level necessary for our purposes. The most general and most popular methods rely on the theory of orthogonal polynomials and require the solution of a large nonlinear system of equations. While these approaches have provided excellent formulas, often with considerably fewer nodes than Tchakaloff's bound (and what is obtained in the present paper), they are numerically difficult, they have not yielded formulas for high-dimensional problems, and they have no guarantee that they yield either positive or interior formulas. Hence, we do not consider these formulas either, but direct the interested reader to two compendiums of such formulas: Stroud's classic book [29] , and the electronic encyclopedia of cubature formulas [3] .
2.1.6. Monte Carlo and quasi-Monte Carlo methods. Monte Carlo integration amounts to using the formula (2) with equal weights: w k = 1/K for each k, and with K independent random ξ k sampled from Ξ according to the distribution corresponding to µ. The convergence as K → ∞ is almost certain by the strong law of large numbers, at a rate O(K −1/2 ). When µ is uniform, quasi-Monte Carlo methods are similar to Monte Carlo integration, but the random numbers used to generate the samples ξ k are replaced with elements of a low-discrepancy sequence, which fill Ξ more evenly than (pseudo-)random samples. For other distributions appropriately transformed low-discrepancy sequences are used. Popular low-discrepancy sequences include those constructed by Niederreiter, Halton, and Sobol. These formulas involve no randomization. Their rate of convergence is O((log n K)/K) for sufficiently "smooth" integrands (defined precisely as functions of bounded variation in the sense of Hardy and Krause); the rate of convergence for non-smooth functions is discussed in Section 3.
Both Monte Carlo and quasi-Monte Carlo methods yield positive interior formulas. For more on these methods see for example the classic text [21] .
2.2. Moment matching scenario generation. Moment matching methods in stochastic programming have been proposed, but primarily in the context of sampling from partially specified distributions, where to goal is to efficiently sample some (unknown) distribution that has given moments up to a certain order (usually three or four). The motivation behind this line of research is different from ours. Moment matching sampling algorithms do not yield cubature formulas. They are to be used in a Monte Carlo setting when the usual Monte Carlo integration is not applicable, because the measure µ is not given, only its moments up to some order.
There are limitations of this approach in addition to the fact that they do not yield cubature formulas. One is that constraints on the support of the distributions are not considered, hence, the methods may yield scenarios outside the sample space Ξ. Moreover, such sampling methods so far have only been derived on a case-by-case basis. For instance in [19] the marginal distributions are given along with a covariance matrix, and the latter is used to determine a transformation which is then used to generate samples with the given marginals and the desired correlation. A similar approach is used in [16] , where marginal moments up to the fourth order are matched along with the mixed second moments. (The method of this paper has an additional drawback that it is not known to be convergent.) The covariance matrix is matched and the first four marginal moments are approximated using semidefinite optimization in [4] . None of these methods can be generalized to match higher order moments, or any other set of moments.
2.3. Scenario reduction, and other non-moment matching methods. An entirely different approach, both for single-stage and multi-stage problems is scenario reduction, where a large number of sample scenarios are generated first (for example, randomly, or using a regular grid), and then a subset of them is removed to achieve the desired complexity of the model, measured by the number of scenarios K.
In one variant the scenarios to remove are determined by minimizing some probability metric between the original and the reduced scenario set. This problem can be formulated as a very large-scale mixed integer linear programming problem that is very difficult to solve exactly; instead, heuristics are used [8] .
Another family of scenario reduction heuristics comes from data mining: traditional clustering methods can be applied to a large number of simulated scenarios to obtain a smaller number of scenarios that are "representative" to the original scenario set. An example of this approach is [12] .
It is out of the scope of this paper, but another interesting problem is the generation of scenario trees for multi-stage models, preserving information given by the tree structure in addition to the information provided by the leaves. See [14] for some recent results in this area.
The rate of convergence of moment matching cubature formulas
The main motivation behind moment matching is the observation that cubature formulas with high degree of polynomial exactness should provide accurate estimates of the integrals of functions that can be approximated well by polynomials -this includes continuous functions on closed and bounded domains. In this section we formalize this statement and provide an upper bound on the rate of convergence of moment matching cubature formulas as a function of their modulus of smoothness. We also show that this rate of convergence cannot be improved by any other formula, aside from constants in this function, without additional assumptions on the integrand. At the end of the section we give a tighter bound for integrands with continuous derivatives; this rate of convergence improves with the existence of each additional derivative. We need the following definition.
Definition 4 (modulus of smoothness). The modulus of smoothness of a function f : Ξ → R, denoted by ω f is the function given by
It is known that the error of the best polynomial approximation of every continuous f can be bounded by a function of ω f as follows.
Theorem 5 (see, e.g. [1] ). Let f : Ξ → R be continuous on a compact set Ξ ⊆ R n . Then for every nonnegative integer d there is a polynomial P d of degree d satisfying
where C is a positive constant depending only on Ξ, but not on d or f .
This rate of convergence (as the degree increases) is inherited by the error of cubature formulas.
Theorem 6. Assume that the support Ξ ⊆ R n of the probability measure µ is compact. Then there is a constantC (depending only on Ξ) such that for every continuous f : Ξ → R and for every cubature formula with nodes ξ 1 , . . . , ξ K , nonnegative weights w 1 , . . . , w K , and degree of exactness d,
Proof. Let P d be the best degree-d polynomial approximation of f in the uniform norm. Then
using in the last two steps µ(Ξ) = K k=1 w k = 1 and Theorem 5. Hence, our assertion holds with C = 2C.
The rate of convergence of sequences of cubature formulas and scenario generation methods is usually expressed as a function of the number of nodes (or scenarios) K.
Theorem 7 (rate of convergence). Assume that the support Ξ ⊆ R n of the probability measure µ is compact. Then for every K 0 there exist a cubature formula with K ≥ K 0 nodes ξ 1 , . . . , ξ K and nonnegative weights w 1 , . . . , w K satisfying
for every continuous function f : Ξ → R. In particular, formulas with increasing polynomial exactness have this property.
Proof. By virtue of Theorem 6 it suffices to show that if µ (and hence, n and Ξ) are fixed, we can construct for every degree of exactness d a cubature formula with positive weights and
. This follows from Tchakaloff's theorem ([30] ; see also Theorem 10 in Section 4), which states that we have such a formula with K ≤ n+d n nodes and positive weights for every n, d ≥ 1.
The following theorem shows that this rate of convergence is essentially the best possible even when Ξ = [0, 1] n , and integration is with respect to the uniform distribution on Ξ.
Theorem 8. Let Ξ = [0, 1] n and 0 < C 1 < 1 and 0 < C 2 < 2 −n be fixed constants. Then there exist no cubature formula on K nodes with positive weights that satisfies
for every continuous f .
Proof. Let B x denote the set [0, x 1 ) × · · · [0, x n ) for every x = (x 1 , . . . , x n ) ∈ R n , and for every A ⊆ [0, 1] n , let λ(A) and χ(A, ·) denote the Lebesgue measure and the characteristic function of A, respectively. For a formula with nodes ξ 1 , . . . , ξ K and corresponding weights w 1 , . . . , w K , its (weighted) star-discrepancy is the quantity
Suppose that ξ and w are fixed, and that (without loss of generality) the nodes are indexed in increasing order of their first coordinate. Letk = arg max w k , and takex = (x 1 , 1, . . . , 1)
From the definitions it is clear that λ(Bx) =x 1 and that
It is a result of Proinov [24] that if C 1 < 1, then there exist no cubature formula on K nodes with positive weights that satisfies
continuous f . Combining this inequality with (3) yields our assertion.
The estimates in Theorems 6 and 7 can be improved considerably for smooth functions.
Theorem 9. Suppose that in Theorem 6 all rth order partial derivatives of f are continuous. Then the error bound of moment matching cubature formulas with degree of exactness d can be improved to
where ω
is the highest of the moduli of smoothness of the rth partial derivatives of f . For functions of bounded rth partial derivatives, there exist moment matching formulas on K nodes, including those generated by the algorithms of Section 4, whose error (as a function of K) tends to zero at a rate O(K −r/n ).
Proof. The proof of the inequality (4) is the same as the proof of Theorem 6, except that in the last step we use the stronger bound
of [1] on the polynomial approximation of r times continuously differentiable functions. The second assertion then follows from the existence of formulas with K ≤ n+d n nodes and degree of exactness d, which we shall prove, constructively, in Section 4.
It is not easy to compare the results of Theorems 7 and 8 to the known rates of convergence results of quasi-Monte Carlo methods, owing to their different assumptions. Theorem 9 yields increasingly better rates of convergence for functions of increasingly higher differentiability. In particular, for r ≥ n the bound provided by Theorem 9 is better than the O((log n K)/K) rate of convergence of classic QMC methods. There is also a difference in the hidden constants: the latter rate of convergence depends on the Hardy-Krause variation of the integrand, whereas the rate of convergence of moment matching depends on the modulus of smoothness. (Note that functions of bounded modulus of smoothness can have unbounded Hardy-Krause variation.) On the other hand, some modern quasi-Monte Carlo methods, for example lattice rules and high-order digital nets also exploit the differentiability of the integrand as well as additional regularity conditions, such as fast decay in the Fourier coefficients; see, for example, [21, Chap. 5] , [6, Chap. 15] , and [17] for the optimal attainable rates of convergence under such assumptions and algorithms.
A column generation approach for moment matching
In this section we propose a new approach to constructing cubature formulas that match any prescribed set of moments. This approach is based on a semi-infinite linear optimization formulation of the moment matching problem that allows the construction of formulas for a considerably larger variety of measures than the methods so far described. We shall also underline that the approach we are about to outline is even more general in that it can be used to find cubature formulas that give exact values in any given finite dimensional linear space of functions, not just in spaces of polynomials spanned by monomials. However, in this paper we only consider formulas matching polynomial moments. First, we need to introduce some notation.
For a point x = (x 1 , . . . , x n ) ∈ R n , let u x ∈ R N denote the N -dimensional vector whose components are the monomials whose corresponding moments we are trying to match, in an arbitrary, but fixed, order (say, the graded lexicographic order). For example, if n = 3 and we want to match all moments up to order d = 2, then the number of moments to match is N = n+d d = 10, and the moments correspond to the monomials
(all the monomials in an arbitrary, but fixed, order) but if n = 2 and we want to match all mixed moments up to order 3 as well as marginal moments up to order 5, then we have N = 14, and
Note that we may use bases of polynomials other than the monomial basis; in fact, in our computations we used Legendre polynomials to avoid numerical issues while trying to match high-order moments. In the sequel we will only assume (without loss of generality) that the components of u x are linearly independent polynomials.
The cubature formula (ξ, w) matches all the required moments if and only if
with the integral on the right-hand side understood componentwise. The components of the vector m ∈ R N are the required monomial moments of µ, ordered the same way as the components of u x .
For fixed ξ 1 , . . . , ξ K , finding nonnegative weights to satisfy (5) is a linear programming (feasibility) problem with variables w 1 , . . . , w K . Hence, we can view the scenario generation problem as a semi-infinite linear programming (feasibility) problem, with a continuum of nonnegative variables indexed by the elements of R n (or Ξ, if we are looking for an interior formula), and with N equality constraints. To motivate our approach, we rewrite this feasibility problem as an optimization problem using the notation α = α1 . . .
whose optimal objective value is 0 if and only if all the required moments of the original distribution can be matched, that is, if m is indeed a vector of moments. The objective function i |α i | may be replaced by any other norm of α. To keep the exposition simple we will continue using the L 1 norm.
To find the right (finite-dimensional) ξ in (5), we start with a candidate set of nodes {ξ 1 , . . . , ξ ℓ }, possibly empty, and solve the auxiliary LP min
If the optimal objective function value is 0, with optimal solution (α * = 0, w * ), then the cubature formula (ξ, w * ) is a positive formula matching all the desired moments, and we are done. Otherwise, we can find a point ξ ℓ+1 with strictly negative reduced cost, and add it to the candidate node set.
Before discussing strategies to find the next node to add to the formula, we make two obser- points. More generally, if an arbitrary collection of N moments are to be matched, there exists a positive interior cubature formula on N points that matches those moments.
Proof. The first part of the assertion is known as Tchakaloff's theorem [30] .
To show the more general second claim, we need to invoke the following conic version of Carathéodory's theorem [25, Corollary 17.1.2]: every vector that belongs to an N -dimensional convex cone C generated by {c i : i ∈ I} can be expressed as a convex combination of N or fewer vectors c i .
To apply this result, first note that the cone
is an N -dimensional non-empty convex cone generated by the vectors u ξ , ξ ∈ Ξ. The vector m belongs to this cone, hence there exists a collection U of N points,
Also note that if {ξ 1 , . . . , ξ K } is the node set of some positive interior cubature formula, then the convex polytope
is non-empty, and has a vertex (basic feasible solution), which has at most as many non-zero components as the number of equality constraints, which is N . Hence, an N -node formula can be obtained from every K-node formula with K > N by solving a single linear programming problem.
Our next observation is that the ellipsoid method can be used to solve our moment matching semi-infinite linear programming formulation using a polynomial number of iterations.
Theorem 11. Suppose we are given an oracle that finds a node ξ ℓ+1 with strictly negative reduced cost, given the nodes {ξ 1 , . . . , ξ ℓ } and the optimal solution to the corresponding auxiliary linear program (7) . Using this oracle, a positive formula matching all required moments with absolute precision ε can be found in oracle-polynomial time; here "polynomial" means polynomial jointly in log(1/ε) and N .
Proof. The dual of the semi-infinite LP (6) is the problem
and the oracle described in the assumptions is a (strong) separation oracle for it.
Since (8) is a convex semi-infinite LP with finitely many variables, all of which have an absolute value bounded above by 1, its feasible set is a finite dimensional, circumscribed, convex body. Hence, (8) can be solved in oracle polynomial time with respect to the separation oracle [11, Corollary 4.2.7] , in the weak sense (by finding an ε-optimal solution), using the ellipsoid method.
If the cuts generated by the ellipsoid method correspond to ξ 1 , . . . , ξ K , then the obtained ε-optimal solution is an optimal solution of
which in turn is the dual linear program of (7) with ℓ = K. Since m ∈ conv{u ξ | ξ ∈ Ξ}, the constraints of (8) imply m T p ≤ 0 for every feasible solution, therefore its optimal solution is also non-positive. As this optimal solution is ε-optimal for the LP (7) with columns ξ 1 , . . . , ξ ℓ=K , this latter LP has an optimal solution with objective value at most ε.
Since K is a polynomial in N , a formula with N nodes selected from {ξ 1 , . . . , ξ K } can be obtained in polynomial time using the argument preceding the theorem.
In our implementation the auxiliary LP (7) is solved using the simplex method. The dual multipliers give vector p in (8) . If it is not ε-optimal, the oracle provides the new column ξ ℓ+1 to be added to (7), after which the primal simplex method can be used to resolve the auxiliary LP starting from the previous dual feasible solution. This is the method we implemented in the numerical tests, and we found that in this implementation the number of generated columns is considerably lower than the bounds that can be obtained from the ellipsoid method argument; we discuss variants of this approach in Section 4.1, and present extensive numerical results in Section 5.1.
4.1.
Column generation oracles. Recall the dual problem (8) of the semi-infinite LP (6) . This problem has a straightforward interpretation: u
. is the value of the polynomial with coefficient vector p (in the basis u x ) at the point ξ, while m T p is simply the integral of the same polynomial over Ξ. Hence, this is an optimization problem over the set of polynomials in the linear space spanned by u x that are non-positive over Ξ. With a slight abuse of notation we can identify the coefficient vector p with the polynomial p itself, and (8) can be equivalently written as follows.
where p ∞ denotes the L ∞ norm of the coefficient vector of p in the basis {u x } (not of the polynomial p!). For example, if all moments up to order d are matched, the optimization is over the set span{u
Similarly, the dual LP of the auxiliary problem (7) can be equivalently written as
Thus, scenario generation with the column generation approach outlined at the end of the previous section can be summarized as Algorithm 1.
Algorithm 1: Moment matching scenario generation with column generation parameter: ε > 0 1 initialize ξ = {x 1 , . . . , ξ ℓ } /* arbitrary */ 2 repeat 3 solve the primal-dual pair (7)- (10) 
end if 10 until false Ideally ε = 0, in practice we shall use a small positive value; see Section 5.8 for details. Elaborating on the step in line 7: if the optimal objective function of (7) is non-zero, then the dual optimal solution p * cannot be feasible for (9) , and the column generation oracle must find a violated dual inequality, i.e., a ξ ℓ+1 satisfying p * (ξ ℓ+1 ) > 0. Thus, the task of the column generation oracle is to find a point ξ ℓ+1 ∈ Ξ at which the dual optimal polynomial p * assumes a positive value. There are several ways to implement such an oracle, we discuss a number of them next. 4.1.1. Global polynomial optimization. The most violated inequality can be obtained by finding the global maximum of p * . However, this is an NP-hard problem in general even for multilinear quadratic polynomials p * , even for the simplest convex polyhedral domains such as the unit cube Ξ = [0, 1] n or the unit simplex Ξ = {x ∈ R n | x ≥ 0, x i = 1}. Hence, it is expected that this approach may only work for small problems.
Virtually the only known case when the global optimizer can be found in polynomial time is the well-known case when the degree of p * is d = 2 and Ξ is an ellipsoid.
Theorem 12.
If the integration domain Ξ is an n-dimensional ellipsoid, a cubature formula matching all moments up to order two can be found in time polynomial in the dimension n.
Proof. It is well known that quadratic optimization over a full-dimensional ellipsoid can be solved in polynomial time; this is equivalent to the trust-region subproblem of trust-region methods [22, Theorem 4.1] . This yields a polynomial time column generation oracle for the column generation algorithm when Ξ is an ellipsoid and only moments up to order two are matched.
For polynomials of higher degree, relaxations, convex approximations, or non-convex global optimization techniques may be used. We survey a number of possible directions.
Sum-of-squares relaxations. The most popular global polynomial optimization methods are based on sum-of-squares relaxations: they rely on the observation that the maximum of a polynomial p over a domain Ξ is the smallest number c such that c − p is nonnegative over Ξ. Although the membership problem of the cone of nonnegative polynomials over Ξ is NP-hard even for the simplest domains, such as Ξ = R n and Ξ = [0, 1] n , these cones can be approximated from within by cones of sum-of-squares polynomials, which are semidefinite representable.
More precisely, suppose Ξ = {ξ ∈ R n | p j (ξ) ≥ 0, j = 1, . . . , J} for some polynomials p 1 , . . . , p J (allowing J = 0 for Ξ = R n ). Then the cone of polynomials
is a finite dimensional convex cone for every d, and it is a (usually proper) subset of polynomials nonnegative over Ξ. Cones of this form are called (weighted) sum-of-squares polynomial cones. For every p 1 , . . . , p J and every d ≥ 0, Σ d is semidefinite representable [20] , therefore the problem max{c | c − p ∈ Σ d } can be solved by solving a semidefinite program. This leads to a hierarchy of semidefinite programs that provide better and better approximation of the true value of the maximum of a give polynomial p:
Under certain conditions on the polynomials p j , the sequence {c d } d=1,... of best upper bounds c d converges to the global maximum of p, for certain problems the convergence is also known to be finite [18] .
This approach has been successful in a number of applications, including combinatorial optimization. However, the transformation this approach entails eliminates the arguments of the polynomial from the decision variables, hence, it gives no direct access to the maximizer, only to the (approximate) value of the maximum. Under suitable conditions the maximizer can also be recovered from the optimal solution of the semidefinite relaxations, but in our subproblems we found that these conditions virtually never held. In our experiments we used two implementations of this approach, Gloptipoly by Lasserre et al. [15] , which is a dual approach (using moment relaxations), and SparsePOP by Kojima et al.
[31], a primal approach using sum-ofsquares polynomials. SparsePOP has yielded some optimal solutions for small subproblems with little running time (see also Section 5.1), but Gloptipoly has not performed well. Hence so far this approach has been insufficient for our purposes; we hope that this application will motivate further research in this area; our subproblems may be useful benchmark problems for global polynomial optimization.
Global non-convex optimization. Since for small problems, where exact global polynomial optimization was possible with SparsePOP, global optimization has not yielded better results than some simpler methods to be discussed below, we have not pursued the use of other global optimization techniques. We did experiment, however, with a simple multi-start local optimization approach, which was capable of generating columns fast enough to be practical when formulas with up to 2000 points were generated; see Section 5.1 for details. 4.1.2. Approximate polynomial optimization. Rather than finding the most violated inequality, one can aim at finding a substantially violated inequality using approximation algorithms for polynomial optimization. The following theorem summarizes those special cases of polynomial optimization problems that are known to be approximable in polynomial time.
Theorem 13 ([32, 5]). Let p be an n-variate polynomial of total degree d, and consider the problem max{p(ξ) | ξ ∈ Ξ}. This problem admits an 4/7-approximation algorithm if d = 2, and Ξ is the unit cube. Moreover, the same problem admits a polynomial time approximation scheme (PTAS) for every fixed degree d if Ξ is the unit simplex.
Several negative (inapproximability) results are also known for higher degree polynomials over the unit cube and the sphere, see, e.g., [5] for details.
Monte Carlo column generation.
A violated inequality can be found by choosing random points ξ ∈ Ξ, and testing whether p(ξ) > 0. If resources permit, multiple such points can be found, and the one with the most positive value can be added to the node set. The intuition behind this heuristic is that p is a polynomial whose integral is known to be positive, at the same time its values are a priori bounded from above. Hence, the measure of points at which it assumes a positive value cannot be very small, especially in the early iterations, when the integral of p is large. More precisely, we have the following observation. Lemma 14. Let p * be the optimal solution of (10) with objective function value I = Ξ p(ξ)µ(dξ) > 0. Let B be an upper bound on the maximum of every polynomial satisfying the constraints of (10). (Such a bound can be easily obtained from, say, the constraint p ∞ ≤ 1.) Take any nonnegative x for which x ≤ I, and draw random points from Ξ with the distribution determined by µ. Then the expected number of points ξ needed to be drawn until one that satisfies p * (ξ) ≥ x is found is at most (B − x)/(I − x).
Proof. As µ(Ξ) = 1, we have I ≤ B, and hence, 0
Bounding the value of the integral from above separately on L x and its complement, we have
implying that the expected number of trials until we find a point that belongs to
If the stopping condition of the column generation algorithm is I < ε for some ε > 0, this lemma provides an explicit upper bound on the number of samples per iteration, if we choose, say, x = cI for a fixed 0 < c < 1 in every iteration.
Another advantage of this approach is that it is easily adaptable to arbitrary domains Ξ over which global polynomial optimization may be difficult. This method only requires that we are able to generate random samples from the distribution determined by µ.
In the rest of the paper we refer to this variant of our scenario generation method as the CG-MC (column generation with Monte Carlo) method. 4.1.4. Quasi-Monte Carlo column generation. As an alternative to the previous algorithm, a lowdiscrepancy sequence (or "quasi-random" points), such as a Sobol sequence or Halton sequence, can be used in place of randomly generated points to find a point ξ satisfying p(ξ) > 0.
If the underlying distribution is not uniform, a transformed set of quasi-random points can be used, if an appropriate change of variables, or more precisely, a diffeomorphism g :
If such a transformation is not available, but we can sample from the distribution corresponding to µ, then CG-MC must be used in place of CG-QMC.
We do not have a rigorous bound on the number of points needed to be examined until we find a suitable one. The heuristic justification is that the quasi-random points fill Ξ rather uniformly, and they avoid clustering better than uniform (pseudo-)random points. Hence, quasi-random points avoid visiting points that are close to previously visited points (where p * is known to take only negative values) better than true random points.
In the rest of the paper we refer to this variant of our scenario generation method as the CG-QMC (column generation with quasi-Monte Carlo) method.
Numerical examples
We first assess the practical iteration complexity of the column generation methods in Section 5.1. Then we compare the moment matching formulas obtained by the CG-MC and CG-QMC methods to Monte Carlo and quasi-Monte Carlo integration on a standard test set of numerical integration problems, with uniform µ, in Section 5.2. We chose the test functions from a standard battery of test functions.
In Section 5.3 we consider problems with various non-uniform distributions µ. In Section 5.3.1 we repeat the same set of tests as in Section 5.2 after changing the underlying distribution from uniform to multinormal. These two distributions are perhaps the most important. This test allows us to test the hypothesis that the shape of the underlying distribution does not have a dramatic effect on the performance of the moment matching formulas. We carry out a battery of tests for a wide variety of distributions, including unimodal, bimodal, and U-shaped distributions, in Section 5.3.2.
In Section 5.4 we evaluate the efficacy of selective moment matching. We consider highdimensional integration problems where matching all moments up to any order higher than two would be impossible, but the integrands are functions with a sparse structure. We use moment matching formulas that match only a subset of all moments up to order 7, selected to best suit the integrands at hand. Again, we compare the results to Monte Carlo and quasi-Monte Carlo integration.
We move on to solving optimization problems in Section 5.5. We consider high-dimensional stochastic convex optimization problems where the objective function to be optimized is expressed as an integral. In Section 5.6 we solve a stochastic programs from portfolio optimization models in the literature.
All algorithms were implemented using Matlab 2011a (version 7.12); the linear programs were solved using CPLEX (version 12).
5.1. Effect of oracles on formula generation. The time complexity of the column generation approach is driven by the number of columns that need to be generated until a formula is found. (After adding a new column, the primal simplex method can be used to warmstart the reoptimization of the auxiliary LP, which is relatively fast, see below.) Algorithm 1 needs to be initialized with a set of nodes (or columns). In CG-QMC the columns to be tested is completely determined, as we consider the columns corresponding to a fixed, deterministic low-discrepancy sequence. Hence, the initial set of columns can be empty. In our implementation of the CG-MC variant we initialized the method with a singleton set containing the midpoint of Ξ. (It can be shown that if all moments up to a given degree are to be matched, and the Legendre basis is used to represent the polynomials, then using the empty set as the initial set the dual optimal polynomial is the constant 1. That is, in this case we have no guidance in choosing the first column.)
Since the auxiliary linear program (7) is a fully dense LP, and it becomes large as the number of columns increases, the bottleneck of the algorithm becomes the iterative resolving of this linear program. With the current linear programming software available it does not seem possible to generate formulas with higher than a few thousand (perhaps 10,000) nodes, as this would involve solving a series of LPs with up to tens of thousands of variables and constraints with a dense constraint matrix. In our experiments we used formulas having not more than 2000 nodes; these could be generated without difficulty. Numerical problems, in particular, ill-conditioning in the LP (7) may arise during the generation of formulas that match high-order moments, especially if we work with polynomials of high degree represented in the monomial basis. In our computations we represented polynomials in the Legendre polynomial basis, which has better numerical properties than the monomial basis.
While generating all cubature formulas up to 2000 nodes with dimension up to 10, and various 100-dimensional formulas for the experiments of Section 5.4 we have not encountered any instances where the CG-MC and CG-QMC methods required more than 1.3N iterations (that is, generated columns) to find a formula matching the required N moments; in fact, in almost every case the number of iterations was under 1.2N .
We also attempted to find formulas by solving the column generation subproblems to optimality using exact global polynomial optimization. In these experiments we used the Gloptipoly and SparsePOP packages [15, 31] . Except for problems of small dimension and low degree, the running times of the exact polynomial optimization was prohibitive to be really useful, and in many instances the solvers failed to return a solution. As a result, we believe that perhaps some of these subproblems could be good benchmark problems for polynomial optimization software.
A comparison of CG-MC, CG-QMC, global optimization, and multi-start local optimization in the generation of 3-dimensional formulas with degree of exactness 5 is given in Table 1 . This was the largest formula where global optimization using SparsePOP was possible. The multi-start local optimization heuristic was to find local optima of the polynomial optimization problem from random starting points until a suitable column is found. In our experiments we generated the moment matching formulas obtained with the exact solution of the column generation subproblems for dimensions 2 and 3, matching all moments up to order 5. In all of these cases the formulas obtained with global or local optimization had no fewer points than those obtained using CG-MC and CG-QMC, and the number of iterations for the methods with global and local optimization was also approximately the same as the number of iterations of CG-MC and CG-QMC; Table 1 shows an example. The last two rows in the table show the total time spent on the column generation steps and the time spent on the one column generation step that took the longest. Clearly, some of the global optimization steps take an excessive amount of time, resulting in an overall running time several orders of magnitude larger than the running time of CG-MC and CG-QMC (and even multistart local optimization). These results suggest that the effort necessary to solve the subproblems to optimality may not be worthwhile when both the degree and the dimension are small, while global optimization is impossible with the existing algorithms if either of these parameters is large. Table 2 shows how CG-MC and CG-QMC compare to column generation with multistart local optimization (CG-LO) as the dimension increases. CG-MC and CG-QMC are nearly indistinguishable, but CG-LO shows two notable differences: on one hand, the total running time of CG-LO is considerably higher, owing to the excessive amount of time spent on the column generation steps. On the other hand, the number of columns generated (and, consequently, the time spent on simplex iterations) is somewhat smaller than for CG-MC and CG-QMC. This suggests that using optimization to find good columns may be worthwhile, but only if the optimization steps could be accelerated substantially. On the other hand, even random sampling does very well in generating good columns, and it does not generate too many columns that are unused at the end. (Recall that the number of columns ultimately used is the same as the number of moments matched.)
Because of the large difference in efficiency of the column generation oracles, in the numerical experiments of the following sections we used only CG-MC and CG-QMC formulas, and compared these to Monte Carlo and quasi-Monte Carlo sampling.
Integration problems.
We follow the principles and recommendations laid out in Genz's paper [10] , while adapting his popular experimental setup to the stochastic programming applications. We consider the following families of test functions, defined over the domain [0, 1] n :
Product peak: Table 2 . Comparison of the iteration and time complexity of three column generation heuristics when finding n-dimensional formulas (n ≤ 20) matching all moments up to order 3. Global optimization in the column generation was impossible. Local optimization (LO) yields fewer column generation iterations, but drawing random columns (MC) or quasi-random columns (QMC) is considerably more efficient in terms of the total running time.
Corner peak:
,
Piecewise linear:
Each family is named after the particular property shared by its members. The exact values of the integrals are easily found: Table 3 . Test parameters used in Section 5.2.
The functions f 1 , f 3 , and f 5 are from [10] , the remaining two are also very similar to two of Genz's benchmark families. Some changes were made to further reduce bias introduced by the chosen families, to include a piecewise linear function, and to avoid having integrals very close to zero, which makes the relative errors overly sensitive to very small changes in the value of the integrand.
Each family has two distinct sets of parameters. The unaffective parameters u i do not affect the qualitative properties of the functions or the difficulty of numerical integration as long as 0 < u i < 1. We draw these parameters independently and uniformly from [0, 1] in order to lower the bias introduced in the experiments by the choice of test functions. On the other hand, the difficulty of integration increases as the affective parameters a i > 0 increase. To keep the results of different experiments comparable, we draw each a i randomly, and then scale a so that i |a i | = b for some fixed b depending on the function f i and the dimension n. It is difficult to rigorously justify any particular choice of b. We chose them keeping two observations in mind: (1) the integrals of the functions must be sufficiently non-zero in order to keep the computation of relative errors stable, and (2) with the optimization applications in mind, the cubature formulas to be tested have fewer nodes than what is customary in the numerical analysis literature, meaning that the test functions need to be "easier" than usual-otherwise all formulas will fare very badly, which renders the tests meaningless. Genz recommends computing b using the formula b = B i /n di for the test function family f i and dimension n, for some the constants B i and d i . We adopted this approach, our constants are shown in Table 3 . These are similar to those of Genz, except that the B i are smaller, following observation (2) above.
We compared the two most popular and widely used scenario generation methods, Monte Carlo sampling (MC) and quasi-Monte Carlo integration (QMC) to two variants of the column generation (CG) method: the one using uniform random sample points in the column generation step (CG-MC), and the one using Sobol points (CG-QMC).
The number of nodes in the MC and QMC methods were chosen to be equal to the number of points in the CG methods, which is N (d, n) = The computations were carried out using Matlab 2011a. For the QMC integration we used the Sobol and the Halton low-discrepancy sequences as implemented by Matlab's sobolset and haltonset commands. There was no qualitative difference between the two (meaning, precisely that whenever one of them performed significantly better or worse than MC or moment matching, then so did the other). The results on Fig. 1 show the Sobol set.
To assess the performance of the different methods as the number of scenarios increases, we fixed n = 4 and increased the degree of exactness of the moment matching formulas from 2 to 10. The median relative errors and their 95% confidence intervals are plotted on Fig. 1 for each family. The numerical results in tabular form are shown in the Appendix ( Table 9 ).
The tests are rather conclusive, and they support strongly the efficacy of the CG-MC and CG-QMC formulas for each continuous function family. The MC method fell significantly behind all of the other methods in every example. The QMC method performed considerably better, but there is a clear difference between the rate of convergence of the QMC and the two moment matching methods. Once their degree of exactness is at least 4, the moment matching formulas significantly outperform both Monte Carlo and quasi-Monte Carlo integration with the same number of points for each of the continuous families. The difference is most notable for the Gaussian family, which contains the smoothest functions.
In the experiments with the discontinuous family each method had a poor rate of convergence, with QMC being the most accurate of the five. This is expected, since on one hand QMC does not exploit the smoothness of the integrand, and on the other hand the idea of moment matching is based on the approximability of the integrands by polynomials of low degree. Based on the results we do not recommend using moment matching formulas for discontinuous integrands.
The two moment matching formulas yielded nearly identical results in all the experiments.
Alternate distributions.
We now consider examples where the underlying probability distribution is different from uniform. In the optimization examples we will also have problems with normal and lognormal density. In the rest of this section we carry out a more comprehensive set of experiments to test whether the efficacy of the CG integration formulas changes with the change of distributions. In Section 5.3.1 we concentrate on the normal distribution, as it has prime importance in applications. In Section 5.3.2 we experiment with distributions of a wide variety of shapes, with the help of the logit-normal distribution family.
Multinormal distribution.
We repeated the same experiments as in Section 5.2 after changing the distribution from uniform to multivariate normal. We chose a normal distribution N (µ, Σ) with an arbitrary mean vector µ and covariance matrix Σ, with only one condition in mind: since the test functions are all defined on the unit cube [0, 1] n , we chose a distribution whose mass is largely concentrated on the unit cube. This way it is irrelevant how the test functions are extended outside [0, 1] n , and the qualitative properties of the test functions are unaffected by such an extension. (We simply defined each function to be zero outside the unit cube.) With this condition in mind we chose the following parameters: The experimental setup was identical to that of Section 5.2, we do not repeat the details. The only difference is that with the change in the distribution the true values of the integrals are no longer available in closed form; they need to be numerically approximated using a large-scale formula. The results are summarized in Fig. 2 ; and in tabular form in the Appendix (Table 10) .
The results of the Discontinuous family are inconclusive again; all methods performed badly for these problems. In the other families moment matching outperformed Monte Carlo and quasiMonte Carlo integration whenever there were enough points to match all moments of order up to 4 or higher. The advantage of CG-MC and CG-QMC appears to be smaller than in the uniform example, but the difference is still significant. 
Distributions with various shapes.
We adapted the experimental setup of Section 5.2 and compared the CG methods to MC and QMC integration in problems where the integration is with respect to probability measures of various shapes. We used random density functions from the multivariate logit-normal distribution family. Let µ ∈ R n be arbitrary n-vector, and Σ be an n × n symmetric positive definite matrix. Then the logit-normal distribution LN (µ, Σ) is the one obtained by applying coordinatewise the logistic function t → (1 + exp(−t)) −1 on the multivariate normal distribution with mean vector µ and covariance matrix Σ. Logit-normal distributions are supported on the unit hupercube, and take a wide variety of shapes (Fig. 3) , including convex and non-convex unimodal, symmetric and asymmetric U-shaped, bimodal, and skewed unimodal shapes, hence are ideal for our experiments.
We created random four-dimensional logit-normal distributions LN (µ, Σ) by drawing random vectors uniformly from {0, 1} 4 for µ, and drawing random covariance matrices Σ with diagonal 1.
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5. Figure 3 . Shapes of the univariate logit-normal distribution: the probability density functions of LN (µ, σ 2 ) are depicted for µ ∈ {0, 1} and σ ∈ {3/4, 5/4, 7/4, 9/4}. entries in {3/4 2 , 5/4 2 , 7/4 2 , 9/4 2 }. These parameters correspond to those shown on Fig. 3 . For each generated distribution we repeated a simplified version of the experiments of Section 5.2.
With the change in the distribution the true values of the integrals are no longer available in closed form; they need to be numerically approximated using a large-scale formula. Additionally, the number of four-dimensional shapes is also large. Hence, the number of computed integrals had to be lowered substantially for the experiments to run in reasonable time. Because of this we considered only the first (Product Peak) function family. We experimented with 5000 random distributions, and integrated against each of them 100 random functions from the Product Peak family using both variants of the CG method, and the MC and QMC methods. The degree of exactness of the CG methods were varied between 3 and 10, and for each degree we compared the corresponding CG-MC and CG-QMC formulas to the MC and QMC formulas of the same size, in order to compare the performance of the methods as the number of points increases. The total CPU time used for the experiments exceeded 400 hours, largely due to the time required to satisfactorily estimate the true values of the integrals. For each of the 5000 distributions the median relative errors from the 100 experiments were computed, along with a 0.95-level confidence interval on the median along the same lines as in Section 5.2. Table 4 shows the summary statistics of the experiments; the acronyms in the table are explained next:
(1) We say that in the experiments with a given distribution CG performed significantly better starting at degree d (abbreviated "SB@d") if the median relative errors of both variants of the CG method were significantly lower (at confidence level 0.95) than the median relative errors of the MC and QMC estimates of the integral whenever the degree of exactness of the CG formulas were d or higher. This, with a low degree d, is the best possible result we could have, as it means that once a certain degree of exactness can be reached by the CG method, it continues to outperform both Monte Carlo and quasiMonte Carlo formulas of the same size. (2) A weaker conclusion is reached when the median relative errors of both CG methods are lower than the median relative errors of both MC and QMC for every degree d and higher, but the difference is not always significant at level 0.95. In these experiments we say that CG performed better, but not significantly than MC and QMC; abbreviated "BNS@d". (3) "SW", for significantly worse, denotes the cases that do not belong to any of the above categories, and where for at least one degree d ≥ 4, at least one variant of the CG method had a significantly higher median relative error than either MC or QMC. Note that we require much less from MC and QMC to declare them "better" than what we require from our method. (4) "WNS", for worse, but not significantly, denotes all the yet uncovered cases where for at least one degree d ≥ 4, at least one variant of the CG method had a higher median relative error than either MC or QMC, although the difference was not significant. (5) Table 4 . The distribution of outcomes from the numerical integration experiments with 5000 different logit-normal distributions. The acronyms denoting the various outcomes are explained in the text of Section 5.3.2.
Raw data from the experiments are available from the authors. The numbers in Table 4 clearly show that for nearly all distributions the CG methods outperformed both MC and QMC, in approximately 87% of the distributions the advantage of CG was significant. There were no examples when MC or QMC outperformed the column generation formulas. CG-MC and CG-QMC appears to outperform MC and QMC integration for a wide variety of shapes as long as there are enough points in the formulas to match all moments up to order 4.
5.4.
Selective moment matching. For high-dimensional problems all moments up to a high order cannot be matched with as few scenarios as in the experiments above, but this may not even be necessary. We considered the following "sparse" variants of the Genz test functions, which do not contain products of univariate functions of non-adjacent variables.
Product peak:
In this subsection we concentrate on the integration of these functions; see the next subsection for actual optimization models involving one of these integrals.
Note that since f 4 is already a sum of univariate functions, g 4 was chosen to be the same as f 4 . We ran the same experiments using each of the above g i as in the previous section, but this time with n = 100. For every given degree d, 2 ≤ d ≤ 6, we used the CG-MC and CG-QMC methods to generate cubature formulas that match all the moments corresponding to monomials of the form x a i x b i+1 with a + b ≤ d; with a slight abuse of terms in this subsection we call d the degree of exactness of these formulas, although only a subset of the moments of order d and lower are matched. Otherwise the experimental setup was identical to those in the previous experiments. The results are shown on Fig. 4 . The qualitative differences between the Monte Carlo, quasi-Monte Carlo, and column generation approaches appears to be same in each function family for dimension 100 as it was for the four-dimensional problems: CG-MC and CG-QMC are comparable across all the experiments, and they both outperform QMC, which in turn outperforms the MC integration in all the continuous families. QMC outperforms CG for the Discontinuous family. The largest difference is measured for the Gaussian family. 5.5. Convex optimization problems. The functions g i from the previous section may also be used as benchmark problems for stochastic optimization, or equivalently, of optimization of integrals. With the affective parameters a j fixed, the unaffective parameters u i can be treated as decision variables; the problem then is to find
Note that whether the resulting problems are convex depends on both the function g i used as well as on the values of the affective parameters. The problems involving g 2 and g 5 are particularly interesting (and difficult), as they are stochastic integer programming problems. To keep things simple, we considered below the problem involving g 3 , whose maximization is a concave maximization problem for every value of the affective parameters a j , with an easily identifiable global maximum.
The experimental setup was identical to that in the previous section. We considered n = 100; the values of the affective parameters and the number of experiments were unchanged. The cubature formulas were used as approximators of the integrand in Matlab's SQP optimization routine. The relative error reported for the Monte Carlo method is the average relative error from 100 repeated experiments, the quasi-Monte Carlo implementation uses the Sobol sequence. As expected, the MC, QMC, and CG-QMC methods all find the approximate global optimum, but the relative errors in the approximation and the empirical rates of convergence are quite different: the MC and QMC formulas gain about one significant digit of precision while the CG-QMC formula gains about two. The relative errors using degrees d = 2, . . . , 6 are shown in Table 5 . 5.6.1. Markowitz model. This example was used by Pennanen and Koivu [23] for comparing the MC and QMC methods of scenario generation. With our notation the well-known Markowitz portfolio optimization model can be cast as follows:
The parameters in [23] is also shown.
The true optimal objective function value is easily found to be ≈ 3.7853 · 10 −3 . After replacing the integral with the approximation given by the various cubature formulas, the resulting optimization problems were solved. The degree of exactness of the CG-MC and CG-QMC cubature formulas was varied between 2 and 16. For comparison, we also generated MC and QMC formulas with the same number of scenarios.
We compared the relative errors in the optimal objective function values, the results are reported in Table 6 . The entries in the MC column are averages of 100 independent runs of Monte Carlo sampling. As in the previous sections, Monte Carlo sampling performed very poorly, and quasi-Monte Carlo also fell behind the moment matching methods. The difference between the performances of the CG-MC, CG-QMC methods appears insignificant, both achieve a relative error less than 1% with only 364 scenarios. 5.6.2. Utility maximization model. Our next problem, also from [23] and [2] , is somewhat more complicated. The goal is to determine a portfolio of n assets that maximizes the expected value of an exponential utility function. The returns of the stocks are random with a joint lognormal distribution. In our notation the optimization model is the following:
with µ corresponding to a lognormal density. In [2] this model was solved approximately by several methods for n = 6, and for a joint lognormal distribution with a randomly drawn mean and covariance matrix. Table 7 Table 7 . The mean vector m and the square root H of the covariance matrix corresponding to the lognormal distribution used in the Utility Maximization example of [2] . is also shown.
values of these parameters. The problem cannot be solved analytically; the optimal objective function value is equal to 0.0553 up to three significant digits. The experimental setup was identical to that of the previous example, except that dimension of the formulas is increased to six. The relative errors of the optimal objective function values are shown in Table 8 for each method. The degree of exactness of the moment matching methods was increased up to d = 7.
As in the previous example, moment matching has a clear advantage over MC and QMC methods using the name number of scenarios. Monte Carlo did especially poorly.
5.7.
The running time of formula generation. We examined the distribution of the number of simplex iterations between the outer (column generation) iterations, and also the total number of simplex iterations used by the column generation algorithms. The results from CG-MC and CG-QMC were essentially identical, below we show results obtained using CG-QMC only.
First we generated CG-QMC formulas with up to 2000 nodes and plotted the number of simplex iterations against the number of moments matched; the results show an empirical O(N 2 ) total number of simplex iterations ( Figure 5 ) for formulas matching N moments.
5.8. Sensitivity of column generation to precision of moment matching. The stopping condition of the Algorithm 1 is that the optimal objective function value of the auxiliary LP (7) is less than some parameter ε > 0. The question naturally arises how sensitive the method is to the value of this parameter.
Our experiments showed a somewhat surprising insensitivity: we generated CG-QMC formulas for dimensions 4-10 and degree 4-10 with up to 2000 points with two (rather extreme) values of ε: 10 −1 and 10 −10 . For each dimension and degree the number of iterations CG-QMC needed to find the corresponding two formulas differed by no more than 10% for these two values of ε. was only a single case in which there was a difference in the number of iterations: for dimension 4 and degree 10 two additional columns were needed to reach ε = 10 −10 precision from ε = 10 −4 ; in all the other cases there was no difference in the number of iterations.
The formulas used in our numerical experiments were generated using ε = 10 −10 .
Conclusion
Our novel, optimization based, approach to moment matching scenario generation is promising. It is more flexible than the traditional moment matching cubature formulas. It can be generalized to obtain cubature formulas that are exact in any given finite dimensional functional space other than spaces of polynomials. This may be useful for problems where functions from a specific space (or functions that can be approximated well by functions from a specific space) need to be integrated repeatedly. Our approach also allows to match some (say, the low order) moments exactly, while only bounding other (say, the higher order) moments. Both of these extensions require only simple changes in the semi-infinite LP formulation.
Furthermore, the method guarantees that the weights of the formulas are positive, and that the number of points in the formula does not exceed the number of moments to be matched. The proposed approach will be effective when the moment matching formulas are generated, saved, and reused. This is the case, for example, when a formulated stochastic optimization model of a fixed dimension is solved multiple times in an application.
The optimization model for the moment matching scenario generation with positive weights is a semi-infinite LP, which in turn can be solved to the desired accuracy using a column generation (dual cutting plane) procedure with polynomial iteration complexity.
The column generation procedure was implemented within the simplex method framework, and the empirical results suggest that the number of columns needed to find an acceptable solution of the semi-infinite LP is in the order of the number of moments required to be matched.
The column generation subproblem can be formulated as a multivariate polynomial optimization problem, which is NP-hard. The popular approach of using sum-of-squares approximations to global polynomial optimization did not prove to be useful for these problems, because the current implementations cannot solve the subproblems when the dimension or the degree is high. Instead of global polynomial optimization we used a sampling based technique to generate acceptable columns in our algorithm. A Monte Carlo and a quasi-Monte Carlo variant of the sampling technique were tested. The numerical results show that the number of columns needed to solve the semi-infinite LP using the sampling technique is almost the same as those needed if the column generation subproblem is solved to optimality.
We found that the total number of simplex iterations required to generate the moment matching formulas grows quadratically with the number of moments to be matched. However, using a single computer we were able to generate formulas matching about 3000 moments using CPLEX in about 3 days wall clock time. Formulas matching less than 1000 moments could be generated considerably faster, mostly in a few minutes. While this cannot compete with the running time of (quasi-)Monte Carlo methods, these are acceptable running times for a preprocessing step.
The technique of selective moment matching was used to generate formulas for structured integration and stochastic optimization problems with up to 100 variables, matching a subset of the moments up to order six, using 3000 moments. On six-dimensional problems, where all moments are matched, we generated formulas up to degree seven.
Using problems from both the numerical integration literature and the stochastic optimization literature we found that when the order of moments matched is at least four and the integrands are continuous, the moment matching formulas generated by our technique give significantly better numerical accuracy than possible by sample average approximation obtained using either Monte Carlo and quasi-Monte Carlo sampling. For discontinuous integrands neither of the tested methods were adequate.
When comparing different scenario generation methods, one may reasonably ask not only which method yields the best results with a given number of scenarios (the approach taken in the present paper), but also which method yields the best results for a given computational budget. This question can be relatively easily studied in the integration setting, but the optimal trade-off between scenario generation and optimization merits a separate computational study. In numerical integration it is relatively easy to both generate a very large number of (quasi-)Monte Carlo sample points, and evaluate the resulting approximation of the integral fast. (For smooth integrands it is still possible that moment matching scenarios outperform extremely large scale Monte Carlo simulations; recall the Gaussian example from Section 5.2.) We see the primary advantage of moment matching scenarios in settings where scenarios are generated as a preprocessing step, and are reused many times; and also in settings when it is necessary to get the best possible approximation with a small number of scenarios. In particular, in stochastic optimization, the integrand (and its derivatives) may need to be evaluated a large number of times, and the use of a large number of scenarios may be prohibitive. This is especially the case when the number of decision variables is very large, but the number of random variables is small enough so that most important moments can be matched.
A number of questions require further study, we shall outline two of them. It might be useful to study the properties of the polynomial optimization problems generated by this application, and develop improved algorithms for global polynomial optimization, since the existing algorithms could not solve any but the simplest polynomial optimization subproblems. Second, the reason for the large computation times required by CPLEX is that the linear optimization problems arising in the computation are dense. Given the scientific importance of the application, it would be useful to develop more efficient numerical methods for finding solutions to such linear programs.
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