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ABSTRACT
We study the problem of constructing a graph Fourier transform
(GFT) for directed graphs (digraphs), which decomposes graph sig-
nals into different modes of variation with respect to the underlying
network. Accordingly, to capture low, medium and high frequen-
cies we seek a digraph (D)GFT such that the orthonormal frequency
components are as spread as possible in the graph spectral domain.
This specification gives rise to a challenging nonconvex optimiza-
tion problem, so we resort to a simple yet efficient heuristic to con-
struct the DGFT basis from Laplacian eigenvectors of an undirected
version of the digraph. To select frequency components which are
as spread as possible, we define a spectral dispersion function and
show that it is supermodular. Moreover, we show that orthonormal-
ity can be enforced via a matroid basis constraint, which motivates
adopting a scalable greedy algorithm to obtain an approximate solu-
tion with provable performance guarantee. The effectiveness of the
novel DGFT is illustrated through numerical tests on synthetic and
real-world graphs.
Index Terms— Graph signal processing, graph Fourier trans-
form, directed graphs, graph frequencies, total variation.
1. INTRODUCTION
Network processes supported on the vertices of a graph can be
viewed as graph signals, such as neural activities at different regions
of the brain [1], or, infectious states of individuals in a population
affected by an epidemic [2]. Under the assumption that the signal
properties relate to the underlying graph, the goal of graph signal
processing (GSP) is to develop algorithms that fruitfully exploit this
relational structure [3, 4]. From this vantage point, generalizations
of traditional signal processing tasks such as filtering [4–6], sam-
pling and reconstruction [7,8], spectrum estimation [9], (blind) filter
identification [10, 11] as well as signal representations [12, 13] have
been recently explored in the GSP literature.
An instrumental GSP tool is the graph Fourier transform (GFT),
which decomposes a graph signal into orthonormal components de-
scribing different modes of variation with respect to the graph topol-
ogy. Here we aim to generalize the GFT to directed graphs (di-
graphs); see also [14], [15]. We first propose a novel notion of signal
variation (frequency) over digraphs and find an approximation of the
maximum possible frequency (fmax) that a unit-norm graph signal
can achieve. We design a digraph (D)GFT such that the resulting
frequencies (i.e., the directed variation of the sought orthonormal
bases) distribute as evenly as possible across [0, fmax]. To be more
specific, we introduce some notations and basic GSP notions.
Notation. We consider a weighted digraph G = (V,A), where V
is the set of nodes (i.e., vertices) with cardinality |V| = N , and
A ∈ RN×N is the graph adjacency matrix with entry Aji denot-
ing the edge weight from node i to node j. We assume that the
graph is connected and has no self loops; i.e. Aii = 0, and the
edge weights are non-negative (Aij ≥ 0). We construct the un-
derlying undirected graph Gu = (V,Au) by replacing all directed
edges of G with undirected ones. Let Au ∈ RN×N denote the
symmetric adjacency matrix of Gu, where by convention we set
Auij = A
u
ji = max(Aij , Aji). Then, the positive semi-definite
Laplacian matrix takes the formL := D−Au, whereD is the diago-
nal degree matrix with Dii =
∑
j A
u
ij . A graph signal x : V 7→ RN
can be represented as a vector of size N , where component xi de-
notes the signal value at node i ∈ V .
Related work. For undirected graphs, the GFT of signal x can be
defined as x˜ = VTx, where V := [v1, . . . ,vN ] comprises the
eigenvectors of the Laplacian [3]. Defining the total variation of the
signal x with respect to the Laplacian L as
TV(x) = xTLx =
N∑
i,j=1,j>i
Auij(xi − xj)2 (1)
then it follows that the total variation of eigenvector vk is TV(vk) =
λk, the kth Laplacian eigenvalue. Hence, eigenvalues 0 = λ1 <
λ2 ≤ . . . ≤ λN can be viewed as graph frequencies, indicating how
the GFT bases vary over the graph. Note that there may be more than
one eigenvector corresponding to a graph frequency in case of hav-
ing repeated eigenvalues. A more general GFT definition is based on
the Jordan decomposition of adjacency matrixA = VJV−1, where
the frequency representation of graph signal x is x˜ = V−1x [14].
While valid for digraphs, the associated notion of signal variation
in [14] does not ensure that constant signals have zero variation.
Moreover, V is not necessarily orthonormal and Parseval’s iden-
tity does not hold. From a computational standpoint, obtaining the
Jordan decomposition is expensive and often numerically unstable;
see also [16]. Recently, a fresh look to the GFT for digraphs was
put forth in [15] based on minimization of the (convex) Lova´sz ex-
tension of the graph cut size, subject to orthonormality constraints
on the sought bases. However, the solution to such an optimization
problem may not be unique. Also, the definition of cut size (and
its Lova´sz extension which can be interpreted as a graph directed
variation measure) is based on a bipartition of the graph, while the
network may have multiple (more than two) clusters. While the GFT
bases in [15] tend to be constant across clusters of the graph, in gen-
eral they may fail to yield signal representations capturing different
modes of signal variation with respect to G; see also Remark 1.
Contributions. Here instead we introduce a novel DGFT (Section
2) that has the following desirable properties: P1) The bases offer
notions of frequency and signal variation overs digraphs which are
also consistent with those used for subsumed undirected graphs.
P2) Frequencies are designed to be (approximately) equidistributed
in [0, fmax], to better capture low, middle, and high frequencies.
P3) Bases are orthonormal so Parseval’s identity holds and inner
products are preserved in the vertex and graph frequency domains.
Moreover, the inverse DGFT can be easily computed. To construct
a DGFT basis with the aforementioned properties, a greedy algo-
rithm is outlined in Section 3 which is simple (thus scalable to
large graphs) and efficient, while it offers provable performance
guarantees.
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2. PRELIMINARIES AND PROBLEM STATEMENT
In this section we extend the notion of signal variation to digraphs
and accordingly define graph frequencies. We then state the prob-
lem as one of finding an orthonormal basis with prescribed (approx-
imately) equidistributed frequencies in the graph spectral domain.
Our goal is to find N orthonormal bases capturing different
modes of variation over the graph G. We collect these desired bases
in a matrix U := [u1, . . . ,uN ] ∈ RN×N , where ui ∈ RN rep-
resents the ith frequency component. For undirected graphs, the
quantity TV(x) in (1) measures how signal x varies over the net-
work with Laplacian L. This motivates defining a more general
notion of signal variation for digraphs as (cf. [15, eq. (2)])
DV(x) :=
N∑
i,j=1
Aji[xi − xj ]2+, (2)
where [x]+ := max(0, x). To better appreciate (2), consider a graph
signal x ∈ RN on digraph G and suppose a directed edge represents
the direction of signal flow from a larger value to a smaller one.
Thus, an edge from node i to node j (i.e., Aji > 0) contributes
to DV(x) only if xi > xj . Notice that if G is undirected, then
DV(x) ≡ TV(x). Analogously to the undirected case, we define the
frequency fi := DV(ui) as the directed variation of the basis ui.
Problem statement. Similar to the discrete spectrum of periodic
time-varying signals, ideally we would like to have N equidis-
tributed graph frequencies forming an arithmetic sequence
fk = DV(uk) =
k − 1
N − 1fmax, k = 1, . . . , N (3)
where fmax is the maximum variation of a unit-norm graph signal
on G. Accordingly, given G and for prescribed graph spectrum
{fk}Nk=1, the DGFT basis U can be found by solving the following
non-convex optimization problem (IN is theN×N identity matrix)
U = argmin
U∈RN×N
N∑
k=1
(DV(uk)− fk)2, s. t. UTU = IN . (P1)
Problem (P1) can be tackled by splitting methods for orthogonality
constrained problems, e.g. [17]. However those methods are com-
putationally expensive and do not offer convergence guarantees for
non-convex objectives such as in (P1). In Section 3, we will propose
a simple yet efficient heuristic to construct the DGFT basis from
Laplacian eigenvectors of Gu.
Going back to design of the graph spectrum {fk}Nk=1, a few
noteworthy challenges remain. First, attaining the exact frequencies
in (3) may be impossible. This can be clearly seen for undirected
graphs, where one has the additional constraint that the summation
of frequencies is constant, since
∑N
k=1 fk =
∑N
k=1 TV(uk) =
trace(L).
Second, one needs to determine the maximum frequency fmax
that a unit-norm basis can attain. In Gu, it is immediate that
fumax = max‖u‖=1
TV(u) = max
‖u‖=1
uTLu = λmax, (4)
where λmax is the largest eigenvalue of the Laplacian matrix L.
However, finding the maximum directed variation is in general
challenging, since one needs to solve the (non-convex) spherically-
constrained problem
u? = argmax
‖u‖=1
DV(u) and fmax := DV(u?). (5)
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Fig. 1: A toy digraph and the GFT basis U from [15], where a =
(
√
5 + 1)/4, b = (1−√5)/4 and c = −0.5.
Still, it follows that fmax can be upper-bounded by λmax. This is
because dropping the direction of any edge can not decrease the di-
rected variation, hence λmax gives an upper bound for the maximum
DV. In the next section, we propose a way to find a basis with varia-
tion of at least fmax/2. But before moving on, a remark is in order.
Remark 1 (Motivation for spread frequencies) Consider the toy
graph with 4 nodes shown in Fig. 1 (left). Let DV′(x) :=∑N
i,j=1Aji[xi−xj ]+ be a directed variation measure, and consider
minimizing
∑N
k=1DV
′(uk), s. t. UTU = IN as in [15]. The op-
timum basis U is shown in Fig. 1 (right), where a = (
√
5+ 1)/4 ≈
0.8090, b = (1−√5)/4 ≈ −0.3090, and c = −0.5. These values
are chosen such that a+b+c = 0, a2+b2+c2 = 1, and c2+ab = 0
which implies the orthonormality of U. As a result, all columns of
U satisfy DV′(uk) = 0, k = 1, . . . , 4, and the synthesis formula
x = Ux˜ fails to offer an expansion of x with respect to different
modes of variation (e.g., low and high graph frequencies).
3. A DIGRAPH FOURIER TRANSFORM HEURISTIC
As mentioned in Section 2, one challenge in finding a well dis-
tributed set of frequencies on a digraph is to calculate the maximum
frequency fmax [cf. (5)]. Here we show how to find a basis vector u˜
with an approximate f˜max := DV(u˜) which is at least half of fmax.
Proposition 1 For a digraph G, recall Gu and the spectral radius
λmax of its Laplacian L. Let u be the dominant eigenvector. Then,
f˜max := max {DV(u),DV(−u)} ≥ fmax
2
. (6)
Proof: First recall that
λmax = u
TLu =
N∑
i,j=1,j>i
Auij(ui−uj)2 = 1
2
N∑
i,j=1
Auij(ui−uj)2.
Since Auij ≤ Aij +Aji and (ui−uj)2 = [ui−uj ]2++ [uj −ui]2+,
then
λmax ≤ 1
2
N∑
i,j=1
(Aij +Aji)
(
[ui − uj ]2+ + [uj − ui]2+
)
=
1
2
(
2× DV(u) + 2× DV(−u)) = DV(u) + DV(−u).
In conclusion, at least one of DV(u) or DV(−u) is larger than
λmax/2, and this completes the proof since λmax ≥ fmax. 
In practice, we can compute max {DV(u),DV(−u)} for any eigen-
vector u of the Laplacian matrix. This will possibly give a higher
frequency in G, while preserving the 1/2-approximation.
Fixing f1 = 0 and fN = f˜max, in lieu of (3) we will hence-
forth construct a disperse set of frequencies by using the eigenvec-
tors of L. Let fi := DV(ui) and f i := DV(−ui), where ui is the
ith eigenvector of L. Define the set of all candidate frequencies as
F := {fi, f i : 1 < i < N}. The goal is to select N − 2 frequen-
cies from F such that together with {0, f˜max} they form our Fourier
frequencies. To preserve orthonormality, we would opt exactly one
from each pair {fi, f i}. We will argue later that this induces a ma-
troid basis constraint.
Optimization scheme. To find the DGFT basis, we define a spec-
tral dispersion function that measures how well spread are the cor-
responding frequencies over [0, f˜max]. For frequency set S ⊆ F , let
s1 ≤ s2 ≤ ... ≤ sm be the elements of S in non-decreasing order,
where m = |S|. Then we define the dispersion of S as
δ(S) =
m∑
i=0
(si+1 − si)2, (7)
where s0 = 0 and sm+1 = f˜max. It can be verified that δ(S) is
a monotone non-increasing function, which means that for any sets
S1 ⊆ S2, we have δ(S1) ≥ δ(S2). For a fixed value of m, one
can show that δ(S) is minimized when the si’s form an arithmetic
sequence, consistent with our design goal. Hence, we seek to mini-
mize δ(S) through a set function optimization procedure. In Lemma
1, we show that the dispersion function (7) has the supermodular
property. First, we define submodularity/supermodularity.
Definition 1 (Submodularity) Let S be a finite ground set. A set
function f : 2S 7→ R is submodular if:
f(T1 ∪ {e})− f(T1) ≥ f(T2 ∪ {e})− f(T2), (8)
for all subsets T1 ⊆ T2 ⊆ S and any element e ∈ S\T2.
A set function f is said to be supermodular if −f is submodular,
i.e. (8) holds in the other direction. Submodularity captures the
diminishing returns property that arises in many applications such
as facility location, sensor placement, feature selection [18].
Lemma 1 The spectral dispersion function δ : 2F 7→ R defined in
(7) is a supermodular function.
Proof: Consider two subsets S1, S2 such that S1 ⊆ S2 ⊆ F , and
a single element e ∈ F\S2. Let sL1 and sR1 be the largest value
smaller than e and smallest value greater than e in S1 ∪ {0, f˜max},
respectively (i.e., e breaks the gap between sL1 and sR1 ). Similarly,
let sL2 and sR2 be defined for S2. Since S1 ⊆ S2, then sL1 ≤ sL2 ≤
e ≤ sR2 ≤ sR1 . The result follows by comparing the marginal values
δ(S1 ∪ {e})− δ(S1) = (sR1 − e)2 + (e− sL1 )2 − (sR1 − sL1 )2
= −2(sR1 − e)(e− sL1 ) ≤ −2(sR2 − e)(e− sL2 )
= δ(S2 ∪ {e})− δ(S2).

Recalling the orthonormality constraint, we define B to be the set of
all subsets S ⊆ F that satisfy |S ∩ {fi, fi}| = 1, i = 2, ..., N − 1.
Then, frequency selection from F boils down to solving
min
S
δ(S), s. t. S ∈ B. (P2)
Next, in Lemma 2 we show that the constraint in (P2) is a matroid
basis constraint. But first, we define the notion of partition matroid.
Definition 2 (Partition matroid [19]) Let S denote a finite set, and
let S1, ..., Sm be a partition of S, i.e. a collection of disjoint sets
such that S1 ∪ ... ∪ Sm = S. Let d1, ..., dm be a collection of non-
negative integers. Define a set I by A ∈ I iff |A ∩ Si| ≤ di for all
i = 1, ...,m. Then,M = (S, I) is called the partition matroid.
Algorithm 1 Greedy Dispersion Minimization
1: Input: Set of possible frequencies F .
2: Initialize S = ∅.
3: repeat
4: e← argmaxf∈F
{
δ˜(S ∪ {f})− δ˜(S)
}
.
5: S ← S ∪ {e}.
6: Delete from F the pair {fi, f i} that e belongs to.
7: until F = ∅
Lemma 2 There exists a (partition) matroidM such that the set B
in (P2) is the set of all bases ofM.
Proof: Recall Definition 2 and set S = F , Si = {fi, fi} and di = 1
for all i = 2, ..., N − 1, to get a partition matroid M = (F, I).
Moreover, the bases of M, which are defined as the maximal ele-
ments of I, are those subsets A ⊆ F that satisfy |A ∩ {fi, fi}| = 1
for all i = 2, ..., N − 1, which are the elements of B. 
Lemmas 1 and 2 assert that (P2) is a supermodular minimization
problem subject to a matroid basis constraint. Since supermodular
minimization is NP-hard and hard to approximate to any factor [20,
21], we create a submodular function δ˜(S) and use the algorithms
for submodular maximization to find a set of disperse bases U. In
particular, we define
δ˜(S) := f˜2max − δ(S), (9)
which is a non-negative (increasing) submodular function, because
δ(∅) = f˜2max is an upper bound for δ(S). There are several results
for maximizing submodular functions under matroid constraints for
both the non-monotone [22] and monotone cases [23, 24]. We adopt
the greedy algorithm of [23] due to simplicity (tabulated under Al-
gorithm 1), which offers the following performance guarantee.
Theorem 1 ( [23]) Let S∗ be the solution of problem (P2) and Sg
be the output of the greedy Algorithm 1. Then,
δ˜(Sg) ≥ 1
2
× δ˜(S∗). (10)
Notice that Theorem 1 offers a worst-case guarantee, and Algorithm
1 is usually able to find near-optimal solutions in practice.
All in all, the DGFT basis construction algorithm entails the fol-
lowing steps. First, we form Gu and find the eigenvectors of L.
Second, the set F is formed by calculating DV for each eigenvector
ui and its negative −ui, i = 2, . . . , N − 1. Finally, the greedy Al-
gorithm 1 is run on the set F , and the output determines the set of
frequencies as well as the orthonormal set of DGFT bases.
4. NUMERICAL RESULTS
Here we study the performance of Algorithm 1 to construct the
DGFT basis, via simulations on two graphs.
Synthetic graph. First, we construct the DGFT for a digraph with
N = 15 nodes and compare it with the GFT in [15]. Fig. 3 shows
all the bases and their frequencies derived from Algorithm 1 and (2),
respectively. The DGFT can better capture low, middle, and high
frequencies in comparison with the variations exhibited by the bases
learned via algorithm in [15]; see Table 1. For fairness of compari-
son, we calculate the directed variation of the proposed bases using
DV′; see Remark 1. Apparently, the DGFT bases span a wider range
of variations. Moreover, we rescale DV′ values in Table 1 to the
0 5 10 15 20
f
0
0.2
0.4
0.6
0.8
1
1.2
~ x
Envelope
DGFT
Frequencies
(a)
10 20 30 40
Node
-0.05
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
S
ig
n
al
va
lu
e
True Signal
Noisy Signal
Recovered Signal
(b)
10 20 30 40
w
0.2
0.4
0.6
0.8
1
1.2
e f
=e
(c)
Fig. 2: (a) A synthetic signal defined in the graph spectral domain by x˜f = ce−f . (b) True, noisy, and recovered signal values at different
nodes for a sample realization. (c) Average recovery error using windowed filter over recovery error without filtering versus the window size.
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Fig. 3: DGFT bases obtained using Algorithm 1, along with their
respective DV values (frequencies).
[0, 1] interval and calculate their dispersion using (7). The disper-
sion of the DGFT bases is 0.16 and the counterpart in [15] gives
a dispersion of 0.24, which confirms the proposed method yields a
better (i.e. smaller) frequency spread.
Brain graph. Next, we consider a real brain graph to demonstrate
the effectiveness of the DGFT in a denoising task. This graph rep-
resents an anatomical connection network of the macaque cortex. It
consists of 47 nodes and 505 edges (among which 121 links are di-
rected), which is used e.g. in [1,25]. The vertices represent different
hubs in the brain, and the edges capture directed information flow
among them. Let U be the orthonormal DGFT basis obtained via
Algorithm 1. We construct a smooth graph signal in the spectral
domain as x˜f = ce−f , where c is calculated such that the graph
signal x = Ux˜ has unit norm. The DGFT of signal x is shown in
Fig. 2 (a). We aim to recover the signal from noisy measurements
y = x+n, where the additive noise n is a zero-mean, Gaussian ran-
dom vector with covariance matrix 10−2IN . To that end, we use a
low-pass filter H˜ := diag(h˜), where h˜i = 1[i ≤ w] and w is the
Basis DV′ DV′ Basis DV′ DV′
Alg. 1 [15] Alg. 1 [15]
1 0 0 9 6.01 3.53
2 0.97 0 10 6.53 3.67
3 2.19 0 11 6.55 4.08
4 4.12 2.24 12 7.78 4.25
5 4.25 2.46 13 7.90 4.62
6 4.35 3 14 8.09 4.62
7 4.90 3.37 15 8.70 4.98
8 5.66 3.46
Table 1: Directed variations (frequencies) of obtained bases.
spectral window size. The filter selects the first w components of the
signal’s DGFT, and we approximate the noisy signal by
xˆ = UH˜y˜ = UH˜UTy. (11)
Fig. 2(b) shows a sample noisy signal (y) along with the recovered
signal (xˆ) using (11) with w = 4, and the original signal (x). Filter
design and choice ofw is out of scope of this paper, but as we can see
xˆ closely approximates x. Moreover, we compute the relative recov-
ery error with and without low-pass filtering as ef = ‖xˆ− x‖/‖x‖
and e = ‖n‖/‖x‖, respectively. Fig. 2(c) depicts ef/e versus w
averaged over 1000 Monte-Carlo simulations, and demonstrates the
effectiveness of adopting filters along with the proposed DGFT.
5. CONCLUSION
In this paper, we introduced a new method to find an orthonormal
set of graph Fourier bases for digraphs. To that end, we proposed a
measure of directed variation to capture the notion of frequency. Our
approach is to find a basis that spans the entire frequency range and
for which frequency components are as evenly distributed as possi-
ble. We showed that the maximum directed variation can be approx-
imately achieved, and then used the eigenvectors of the Laplacian
matrix of the underlying undirected graph to find the Fourier basis.
We defined a dispersion function to quantify the quality of any feasi-
ble solution compared to our ideal design, and proposed a fast greedy
algorithm to minimize this dispersion. The greedy algorithm offers
theoretical approximation guarantees by virtue of matroid theory and
results for submodular function optimization.
With regards to future directions, the complexity of finding the
maximum frequency (fmax) on a digraph is an interesting open ques-
tion. If NP-hard, it will be interesting to find the best achievable
approximation factor (here we gave a 1/2-approximation). Further-
more, our performance guarantee measures the quality of the pro-
posed basis with respect to the optimal set one can get by using the
eigenvectors of the Laplacian matrix. A significant improvement
would be to generalize this guarantee to any orthonormal basis, or
otherwise establish that the global minimizer of dispersion (among
all orthonormal bases) lies within the considered feasible set B.
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