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Abstract—X-ray Computed Tomography (CT) is widely used
in clinical applications such as diagnosis and image-guided inter-
ventions. In this paper, we propose a new deep learning based
model for CT image reconstruction with the backbone network
architecture built by unrolling an iterative algorithm. However,
unlike the existing strategy to include as many data-adaptive com-
ponents in the unrolled dynamics model as possible, we find that it
is enough to only learn the parts where traditional designs mostly
rely on intuitions and experience. More specifically, we propose to
learn an initializer for the conjugate gradient (CG) algorithm that
involved in one of the subproblems of the backbone model. Other
components, such as image priors and hyperparameters, are kept
as the original design. This makes the proposed model very
light-weighted. Since a hypernetwork is introduced to inference
on the initialization of the CG module, it makes the proposed
model a certain meta-learning model. Therefore, we shall call
the proposed model the meta-inversion network (MetaInv-Net).
The proposed MetaInv-Net has much less trainable parameters
and superior image reconstruction performance than some state-
of-the-art deep models in CT imaging. In simulated and real
data experiments, MetaInv-Net performs very well and can be
generalized beyond the training setting, i.e., to other scanning
settings, noise levels, and noise types.
I. INTRODUCTION
COMPUTED tomography (CT) is one of the most im-portant diagnostic imaging techniques. In clinical appli-
cations, sparse view CT is adopted to decrease the radiation
dose and reduce the scanning time. This, however, inevitably
leads to ill-posed inverse problems [1], [2] and gives rise to
numerous new and exciting image reconstruction models and
algorithms.
A. Trends of CT Models and Algorithms
Monochromatic energy CT imaging can be formulated as
the following linear inverse problem
Y = Pu+ η,
where Y is the measured sinogram (projection data), P is an
operator that models the imaging system. In the 2D continuum
case, P is equivalent to the Radon transform for parallel beam
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imaging geometry. The parameter η is the measurement error
or additive noise (e.g., zero mean White Gaussian noise). In
incomplete data CT (e.g., sparse view CT, limited-angle CT
and interior/exterior CT), the operator P is non-invertable.
Thus, the above inverse problem is highly ill-posed.
Classical CT image reconstruction methods include the
well-known Filtered Backprojection (FBP), algebraic recon-
struction technique (ART), etc. [3]. However, these methods
are relatively sensitive to noise η. This is a manifestation
of the ill-posed nature of the problem. To solve this issue,
regularization based models have been widely adopted for the
past few decades. Typical regularization based models take the
following form [4]
min
u
1
2
‖Pu− Y ‖22 + λR(u), (1)
where the first term is the discrepancy between the estimated
u and measured data Y , and R(u) is the regularization term
that incorporates our prior knowledge on the image to be
reconstructed. One popular class of regularization takes the
form R(u) = g(Wu), with g being a sparsity promoting
norm such as the `1-norm or `0-norm, and W is a lin-
ear/nonlinear transformation that maps a desired CT image u
to its sparse coefficients. Successful examples include the total
variation (TV) [5], nonlocal means [6], BM3D [7], WNNM
[8], wavelets and wavelet frame models [9]–[11], K-SVD [12],
data-driven (tight) frame [13], [14], low dimensional manifold
method (LDMM) [15], etc.
Recent years, the rapid development of machine learning,
especially deep learning, has lead to a paradigm shift of
modeling and algorithmic design in computer vision and
medical imaging [16]–[21]. Deep learning based models (or
deep models for short) are able to leverage large image datasets
to learn better image representations and produce better image
reconstruction results than traditional methods [22]–[28]. To
improve intepretability and reliability of deep models, deep
learning methods and traditional iterative reconstruction meth-
ods were combined. This emerging new approach is often
known as the unrolled dynamics (UD) approach, which firstly
unrolls an iterative algorithm (e.g. an optimization algorithm
associated to a regularization model) to form the backbone
network architecture and then replaces parts of key ingredients,
such as image representations, model parameters, inversion
operators, proximal operators, etc., by deep neural networks.
The UD approach started with the seminal work of [29]
and has lead to many exciting developments in signal/image
processing [30]–[35] and medical imaging [36]–[43].
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2In [29], the authors proposed to unroll the iterative soft-
thresholding algorithm (ISTA) [44] to improve model ef-
ficiency for the sparse coding problem. Later, many other
popular iterative algorithms were unrolled to generate deep
models for various ill-posed inverse problems, such as the
UD model from the primal-dual hybrid gradient (PDHG) [40],
[45], alternating direction method of multipliers (ADMM)
[36], [37], [43], [46], projected/proximal gradient descent [39],
[47], etc. Now, we review these UD methods in a collective
fashion. Consider a general object functional as
Fλ(u, z;β) = D(u,Y ) + γC(u, z,β) + λRW (z),
where D(u,Y ) is the data discrepancy term, C(u, z,β) is a
constraint term that links the primal variable u, the auxiliary
variable z and the dual variable β, and RW (z) is the
regularization term with variable z and a certain sparsifying
transformation W which represents the image prior used by
the model. Then, the aforementioned deep UD models use
the following iterative algorithm (at iteration k + 1) as their
backbone network architecture
uk+1 = arg min
u
Fλ(u, z
k;βk),
zk+1 = arg min
z
Fλ(u
k+1, z;βk),
βk+1 = βk + γ(Wuk+1 − zk+1). (2)
In these deep UD models, the u-subproblem is the image
reconstruction layer, the z-subproblem is the denoising layer,
and λ and γ are either hyperparameters or trainable parame-
ters. Different deep UD model has its own unique design on
the u- and z-layer, and makes its own choice on handcrafting
and learning in every module of the model. Next, we shall
provide some details on the design of a few deep UD models.
A summary is given in Table I.
In DUBLID [35] and ADMM-Net [36], u-layer was a hand-
crafted analytic inversion formula with trainable parameters.
For z-layer, a soft-threshold operation was implemented with
learnable parameters. The sparsifying transformation W was
learned from the dataset in an end-to-end manner.
In DnCNN [32] and ADMM-CSNet [43], the u-layer was
solved by a handcrafted analytic formula with trainable pa-
rameters. For z-layer, a convolutional neural network was im-
plemented along with the learnable sparsifying transformation
W as an image denoiser.
In ISTA-Net [33] and DPDNN [34], u-layer was imple-
mented by a one-step gradient descent with trainable step size.
For z-layer, convolutional neural network was implemented
along with the learnable sparsifying transformation W as a
image denoiser.
In PD-Net [40], the authors replaced the proximal operators
in both u-layer and z-layer by multi-layer convolutional neural
networks. Model parameters and sparsifying transformation
W were learned from the dataset.
B. Motivation
The general strategy of designing deep UD models is to
first select an appropriate iterative algorithm as the backbone
network architecture and then decide on which components of
the UD need to be data-aware. As arbitrary as the design of
deep UD models may sound, our general rule of thumb is that
it is unnecessary to learn the knowledge or principles that are
certain to play an important role; instead, we should focus on
learning the parts of the unrolled dynamics where traditional
designs mostly rely on oversimplification, inaccurate intuitions
or trails-and-errors. This is partially supported by [48], [49],
where the authors showed that we do not need to rely too
much on learning to achieve an asymptotic linear convergence
rate of the learned ISTA.
In this paper, we propose a new deep UD model by unrolling
the half-quadratic splitting (HQS) algorithm [50] to form the
backbone network architecture. The u-subproblem (i.e., the
image reconstruction layer) of HQS is a least square problem.
We solve it by the conjugate gradient (CG) algorithm. We
shall call the HQS algorithm with the u-subproblem solved
by CG as HQS-CG. At iteration k, the common practice is to
initialize the CG algorithm (with L iterations) using uk−1,L,
the approximated solution u from the iteration k−1. Ideally, if
uk−1,L gets close to the fixed point of the HQS-CG algorithm
quickly, the entire algorithm will terminate quickly and output
a high-quality CT image. However, it is hard to design a
good initialization for the CG step, since it can be as difficult
as finding the solution of the inverse problem itself. In this
work, we adopt a neural network to predict the initial value
at iteration k as
uk,0 = N (uk−1,L; Θk),
where Θk collects the trainable parameters. For the z-
subproblem (i.e., the image denoising layer), we observe that
the sparsifying transformation W can be fixed. In the numer-
ical experiment, we choose W as the highpass components of
the piecewise linear tight wavelet frame transform.
Unlike most of the existing deep CT image reconstruction
models, our proposed model is rather light-weighted. We
only use a trainable CNN to infer an initialization for CG
algorithm while keeping all the other components of the
HQS-CG algorithm unchanged. Other than the initialization
for each CG step, the hyperparameters λ and γ are also
important and difficult to tune in practice. However, as shown
in our numerical experiments that using the neural network
to approximate λ and γ along with uk,0 does not bring
noticeable overall benefit, while it inevitably introduces more
trainable parameters to the proposed model. Therefore, we
shall manually fix λ and γ in all of our experiments without
tuning them for each test case.
We would argue that the proposed deep UD model based
on HQS-CG can be interpreted as a certain meta-learning
model. Meta-learning is a branch of machine learning that
exploits intrinsic common knowledge between different tasks
to effectively solve new tasks. Meta-learning can be applied
for hyperparameter initialization [51], [52], multi-task learning
[53], weight pruning [54], neural architecture search [55], [56],
Bayesian neural networks [57], and hyperparameter optimiza-
tion [58]. A specific form of meta-learning models adopts a
hypernetwork to predict hyperparameters or weights in the
backbone neural network [59]. Figure 1 shows a common
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TABLE I
THE LEARNED ISSUE OF DIFFERENT UD MODELS. THE EXISTENCE OF LEARNABLE PARAMETERS IS INDICATED BY YES OR NO WITHIN BRACKET.
Models Learned Issue
u-Layer (Param.) z-Layer (Param.) Image Prior (W )
DUBLID [35], ADMM-Net [36] Analytic formula (Yes) Soft-threshold(Yes) Learned
DnCNN [32], ADMM-CSNet [43] Analytic formula (Yes) CNN (Yes) Learned
ISTA-Net [33], DPDNN [34] Gradient descent (Yes) CNN (Yes) Learned
PD-Net [40] CNN (Yes) CNN (Yes) Learned
MetaInv-Net (Alg.2) CG with learned initialization (Yes) Soft-threshold (No) Handcrafted
architecture of the hypernetwork based deep model. If we write
the image reconstruction model as
T (Y ,θ)→ u,
where θ represents the model (or algorithm) parameters, Y
is the given measured data, and u is the reconstructed image.
In Hypernetwork, the model parameters θ can be predicted
by another neural network Hφ(·) rather than being learned
directly from a dataset. Hence, the image reconstruction model
can be rewritten as
T (Y , Hφ(Y ))→ u,
with φ collects the weight of Hypernetwork and is learned
by end-to-end training on a dataset. Hypernetwork helps to
compress the trainable parameters and simplify the training
process while maintaining its meta-learning property.
H
Input 
data
N1 Nk
Hypernetwork
Backbone Network
Output 
data
Fig. 1. A standard hypernetwork.
For our proposed neural network model, the u-subproblem
that solved by the CG algorithm is initialized by a predicted
value from a CNN with the residual structure taking the current
state (i.e., the approximation of image uk−1,L) as input. This
CNN is a Hypernetwork of the full model, which is illustrated
in Fig. 2. We denote our model as Meta-Inversion Network
(MetaInv-Net) in the rest of the paper. Note that there is
not any trainable parameters in the backbone network. All
trainable parameters are in the hypernetwork.
Input 
data
N1 Nk
H1 Hk
Hypernetwork
Backbone Network
Output 
data
Fig. 2. MetaInv-Net.
C. Our Contribution
The contributions of this work are summarized as follows:
• Lighter model and better image quality. We propose a
new deep model, MetaInv-Net, which has much less train-
able parameters but with higher reconstruction qualities
than many state-of-the-art deep models for CT image
reconstruction.
• Faster to training. The light-weighted MetaInv-Net can
be trained with much less data while still achieves better
performance. Therefore, it is more data set independent
during the training phase.
• Better generalization. The proposed MetaInv-Net gen-
eralizes well beyond the training setting (i.e., to other
scanning settings, noise levels, and noise types).
The remaining part of this paper is organized as follows. In
Section II, we present details on the design of the MetaInv-Net.
Numerical experiments are presented in Section III. Finally,
the remarks on conclusions and future works are presented in
Section IV.
II. METHODS
In this section, we introduce full details on the proposed
MetaInv-Net. We first introduce the backbone model used by
MetaInv-Net, followed by a detailed description of the design
of the Hypernetwork and the loss function.
A. Half Quadratic Splitting (HQS)-CG Algorithm
The backbone model is the unrolled HQS algorithm [50]
solving the following optimization problem
min
u,z
1
2
‖Pu− Y ‖2 + λ‖z‖1 + 1
2
M∑
i=1
γi‖Wiu− zi‖2, (3)
where W = (W1, ...,WM ) is a M channnel operator,
z = (z1, ...,zM ), λ > 0 and γ = (γ1, ...,γM ) with
γi > 0, i = 1, ...,M . The operator W is chosen as the
highpass components of the piecewise linear tight wavelet
frame transform [11], [60].
Now, the variables in optimization problem (3) are splitted
into two blocks that can be updated alternatively
uk+1 = argmin
u
‖Pu− Y ‖2 +
M∑
i=1
γi‖Wiu− zki ‖2,
zk+1 = argmin
z
λ‖z‖1 + 1
2
M∑
i=1
γi‖Wiuk+1 − zi‖2, (4)
with proper initialization u0 and z0. Solution to each of the
two subproblem takes the form
uk+1 =
(
P>P +
M∑
i=1
γiW
>
i Wi
)−1 [
P>Y +
M∑
i=1
γiW
>
i z
k
i
]
,
zk+1 = Tλ/γ(Wuk+1). (5)
4The linear system in the u-subproblem of (5) is solved
approximately by the CG algorithm. Rewrite this large scale
linear system as
Au = Bk,
where A = P>P + ∑Mi=1 γiW>i Wi and Bk = P>Y +∑M
i=1 γiW
>
i z
k
i . Commonly, no hyperparameters are neces-
sarily being provided to the CG algorithm except the stopping
criteria (L iterations). For (k + 1)-th out-loop of HQS-CG
algorithm, the initial variable uk+1,0 for CG algorithm is
usually set to 0 or the former output uk,L.
The proximal operator Tλ(·) is the anisotropic soft-
thresholding operator defined by Tλ(x) = sign(x) max{|x| −
λ, 0}. Summary of the HQS-CG method is shown in Algo-
rithm 1.
Algorithm 1 HQS-CG algorithm
1: Initialization: u0,L = uFBP,z0 =Wu0,L
2: for k = 0 : K − 1 do
3: uk+1,0 = uk,L or 0
uk+1,L = CG(uk+1,0,zk,γ)
zk+1 = Tλ/γ(Wuk+1,L)
4: end for
5: Output: uK,L
Note that, the hyperparameters λ and γ in Algorithm 1
can be manually selected with extensive trials-and-errors. To
make the algorithm more practically applicable, data-adaptive
hyperparameter estimation methods are often adopted, which
include the discrepancy principle [61], [62], cross valida-
tion, L-curve [61] and the quasi-optimality criterion [61].
Recently, deep learning approaches are able to determine
pixel-wise, data-adaptive and task-dependent hyperparameters
and operators in the model through end-to-end training on
the given dataset [29], [36], [40], [47]. Recent development
of deep learning based hyperparameter optimization includes
hypernetwork based methods [54], [56], [58] and gradient
descent-based approaches [63]–[67].
Other components in Algorithm 1 such as the sparsifying
transform W and the proximal operator T (·) can also be
adaptively learned from the dataset as what has been done
by the earlier works listed in Table I. In this work, however,
we fix the hyperparameters, λ,γ and W , throughout our
experiments. We observe that these hyperparameters are less
important than the initial values for the CG algorithm in
the backbone model. Our numerical experiments confirm that
although using a hypernetwork to estimate all the aforemen-
tioned hyperparameters may lead to better results for some
cases (but not all as shown in Figure 12), it also leads to more
trainable parameters for the model and out-weights its benefit
in general.
B. Meta-Inversion Network (MetaInv-Net)
The backbone architecture of MetaInv-Net is built by un-
rolling the HQS-CG Algorithm (Algorithm 1) with K itera-
tions forming a K-layer feed-forward network.
1) Image Reconstruction Module: In this paper, a CNN-
based initializer is adopted to providing a better initialization
variable uk+1,0 for CG algorithm. The CG initializer with
trainable parameters Θk+1 and past reconstruction uk,L as
input is built as
uk+1,0 = uk,L + CNN(uk,L;Θk+1). (6)
Here, the skip connection helps to avoid gradient vanish-
ing/exploding during training. It also admits a dynamic system
interpretation [68]–[70]. The detailed architecture of the CNN
in (6) is composed of S convolutional (Conv) layer and Para-
metric ReLU (PReLU) activation. Fig. 3 shows the architecture
of this module.
Co
nv
PR
eL
U
Co
nv
PR
eL
U
Co
nv
PR
eL
U𝑢!,# 𝑢!$%,&
Fig. 3. CG initializer module.
2) Denoiser Module: There is no trainable parameter in this
module. We choose the operator W as the tight wavelet frame
transform. The proximal operator Tλ(·) is a soft-thresholding.
The empirical result shows that this handcrafted image de-
noiser does not have explicitly influence on the quality of
final reconstruction. In conclusion, a handcrafted denoiser
has some benefits 1) the handcrafted Tλ(·) has no training
parameters, thus reduces the total number of parameters in
MetaInv-Net, 2) W is dataset independent and thus should
have better generalization property. Fig. 4 shows one block
of the MetaInv-Net. Summary of MetaInv-Net is presented in
Algorithm 2, and its architecture is presented in Fig. 5.
CG CG𝑇!(𝑊𝑢",$)𝑢!,# 𝑢!$%,#𝑧!
𝑢!$%,&CNN(𝑢!,# , Θ!$%)
Fig. 4. MetaInv-Net building block.
Input 
data
CG Initializer
Backbone Network
Output 
dataCG𝑇!(𝑊𝑢",$) CG𝑇!(𝑊𝑢%&',$)
CNN(𝑢!,#, Θ$) CNN(𝑢%&$,#, Θ%)
Fig. 5. MetaInv-Net.
Algorithm 2 MetaInv-Net
1: Initialization: u0,L = uFBP,z0 =Wu0,L
2: for k = 0 : K − 1 do
3: uk+1,0 = uk,L + CNN(uk,L;Θk+1)
4: uk+1,L = CG(uk+1,0,zk,γ)
5: zk+1 = Tλ/γ(Wuk+1,L)
6: end for
7: Output: uK,L.
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3) Loss Function: Loss function in MetaInv-Net is defined
by
L(u1,L, ...,uK,L;ugt) =
K∑
k=1
(
µ1L2(uk,L,ugt) + µ2Lssim(uk,L,ugt)
)
,
where L2(x,y) represents the `2-norm of x − y and Lssim
is the SSIM loss. Similar to the value function design in
reinforcement learning, constants µ1 and µ2 can be viewed
as discount factors for `2 loss L2 and SSIM loss Lssim,
respectively.
III. NUMERICAL EXPERIMENTS
In this section, we validate the performance of MetaInv-Net
on sparse view CT image reconstruction beyond the training
setting (e.g., to different scanning settings, noise levels, and
noise types).
A. Comparison Methods
The FBP is commonly used as a benchmark in CT image
reconstruct. The HQS-CG Algorithm (Algorithm 1) is an
iterative reconstruction method with the stopping criterion set
to K = 50. Two state-of-the-art deep UD models, i.e., PD-
Net [40] and JSR-Net [41] are adopted in our comparison with
initialization u0 = uFBP. In both models, the SS2 loss function
[41] is adopted, which is built by a weighted combination of
mean SSIM index loss, semantic segmentation loss, and mean
square error (MSE) loss.
B. Training Setting
We adopt five patients’ data from the “2016 NIH-AAPM-
Mayo Clinic Low Dose CT Grand Challenge” as a training
set. The contained 1683 slices of high-resolution images are
resized to 512× 512 pixels and used as the ground truth. An
additional one patient’s data from the same data set containing
366 slices image is used as the validation set. The scanning
geometry is a fan beam X-ray source with 180 scanning views
equally distributed around 360◦ and 800 detector elements.
The simulated sinogram is contaminated by Gaussian noise
with a standard deviation (σ=) 0.05. To have a fair comparison,
we set the hyperparameters of each deep model properly, so
that they contain a similar number of training parameters. CG
initializer of MetaInv-Net has depth S = 6 and channel width
8. Table II summarizes the details of training setting. Unless
specifically explained, all the deep models are only trained on
sparse view CT reconstruction with the fixed setting in Table
II.
For simplicity, we replace the original parameter represen-
tation λ/γ by λ. In each layer of MetaInv-Net, λk and γk are
set by λk = λk−1 − δλ and γk = γk−1 − δγ . We empirically
set λ0 = 0.005, δλ = 0.0007, γ0 = 0.01 and δγ = 0.003. The
discount factors µ1 and µ2 in the definition of loss function
are set to 1.1 and 1, respectively.
The training is conducted on PyTorch 1.3.1 backend with
an NVIDIA Titan Xp GPU with memory 10.75G. The ADAM
optimizer with an initial learning rate, 10−3, adopted in the
training phase.
TABLE II
TRAINING SETTING.
Items ModelsPD-Net JSR-Net MetaInv-Net
Training set size 1683 1683 1683
#Param. 253220 225160 17703
Unrolled Layers 10 6 6
Sinogram Size 180 × 800 180 × 800 180 × 800
Image Size 512 × 512 512 × 512 512 × 512
Batch Size 1 1 4
Traing Epoches 10 10 10
Noise Type Gaussian Gaussian Gaussian
Noise Level(σ) 0.05 0.05 0.05
C. Test Setting
We test the well-trained deep models on different scanning
settings, noise levels, noise types, and data sets.
We choose eight slices of Abdoment CT images as a test
set, which comes from the same distribution of training set but
not used during training. This test set is denoted as AAPM-8.
Another test set is one patient’s Pancreas CT [71] containing
210 slices. This data set is denoted as Pancreas-210. It has
a different distribution to the training set. Quantitative results
are measured by the SSIM index and PSNR.
D. Sparse View CT
1) Gaussian Noise Case: In this experiment, we test
MetaInv-Net on AAPM-8 and Pancreas-210. Table III reports
the quantitative results (averaged on the test set) of compared
approaches. Note that these results are the generalization
performance at different scanning settings, noise levels, and
test sets. The contents in the bracket indicate the standard
deviation. We observe that the MetaInv-Net is superior to
HQS-CG when the test settings are similar to the training
setting. For more challenging tasks (i.e., a smaller number
of scanning views and higher noise levels), MetaInv-Net has
better generalization performance than PD-Net and JSR-Net.
GT1 GT2
Fig. 6. Groundtruth images.
Fig. 7 shows the region of interest (ROI), marked by red
rectangle in Fig. 6 GT1, in one slice of the reconstructed image
from AAPM-8. The corresponding error map is shown in Fig.
8. Another slice from Pancreas-210, GT2 in Fig. 6, is shown
in Fig. 9 and its error map is shown in Fig. 10. Quantitative
measures are summarized in Table IV and V, respectively.
As one can see both visually and quantitatively, the proposed
MetaInv-Net has comparable performance as HQS-CG, and it
outperforms the compared deep learning models, especially for
the cases when fewer scanning views are used. Furthermore,
error maps from MetaInv-Net contain less structures than the
compared approaches at different scanning settings.
We note that all the settings shown in Table III-V are
different from the training setting for all deep learning meth-
ods. In other words, these tables present generalization of
these methods. This is why HQS-CG outperforms PD-Net and
JSR-Net. Under the training setting, deep learning methods
6TABLE III
SPARSE VIEW CT IMAGE RECONSTRUCTION ON AAPM-8 AND PANCREAS-210 TEST SETS. DIFFERENT LEVEL GAUSSIAN NOISE IS ADDED TO THE
SINOGRAM. RED AND BLUE INDICATE THE BEST AND THE SECOND BEST PERFORMANCE, RESPECTIVELY.
Models
Quality measure
AAPM-8 Pancreas-210
σ = 0.2 σ = 0.3 σ = 0.2 σ = 0.3
SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR
# views=60
FBP 0.6940(0.0124) 24.2419(0.3837) 0.6878(0.0123) 24.1481(0.3799) 0.6958(0.0144) 23.9975(0.3981) 0.6880(0.0137) 23.9076(0.3895)
HQS-CG 0.9015(0.0067) 29.7184(0.4760) 0.8994(0.0067) 29.6158(0.4617) 0.9551(0.0035) 32.2969(0.6145) 0.9524(0.0036) 32.1033(0.6018)
PD-Net 0.7537(0.0143) 25.5587(0.4462) 0.7029(0.0145) 24.7325(0.4016) 0.8243(0.0084) 28.1466(0.4665) 0.7567(0.0073) 26.9259(0.3559)
JSR-Net 0.7756(0.0134) 25.9923(0.3947) 0.7620(0.0140) 25.7063(0.3873) 0.8103(0.0103) 27.5767(0.5086) 0.7878(0.0102) 27.0978(0.4413)
MetaInv-Net 0.8875(0.0084) 29.5650(0.4405) 0.8776(0.0081) 29.2316(0.4002) 0.9348(0.0069) 32.1831(0.7360) 0.9259(0.0073) 31.7548(0.7025)
# views=90
FBP 0.7746(0.0113) 26.3402(0.4215) 0.7692(0.0112) 26.2388(0.4158) 0.7668(0.0122) 25.6441(0.3495) 0.7600(0.0116) 25.5528(0.3415)
HQS-CG 0.9273(0.0057) 31.8347(0.3962) 0.9243(0.0056) 31.6198(0.3825) 0.9715(0.0021) 35.4863(0.6175) 0.9683(0.0022) 35.0269(0.5913)
PD-Net 0.8708(0.0091) 29.7986(0.4299) 0.8265(0.0092) 28.5450(0.3610) 0.9104(0.0055) 32.0398(0.3479) 0.8552(0.0078) 30.3630(0.2535)
JSR-Net 0.8718(0.0105) 29.5625(0.4634) 0.8586(0.0109) 29.1056(0.4434) 0.8965(0.0064) 31.3726(0.4388) 0.8771(0.0078) 30.6489(0.3816)
MetaInv-Net 0.9316(0.0061) 32.6062(0.4606) 0.9225(0.0059) 32.0523(0.4068) 0.9634(0.0028) 35.4736(0.6120) 0.9548(0.0029) 34.7062(0.5630)
# views=120
FBP 0.8212(0.0090) 27.5766(0.4409) 0.8162(0.0089) 27.4707(0.4349) 0.8119(0.0079) 27.1759(0.3149) 0.8059(0.0075) 27.0739(0.3073)
HQS-CG 0.9404(0.0051) 33.1944(0.3369) 0.9372(0.0050) 32.9044(0.3247) 0.9793(0.0015) 37.8680(0.4948) 0.9764(0.0015) 37.2416(0.4735)
PD-Net 0.9227(0.0063) 32.6815(0.4204) 0.8854(0.0070) 31.0009(0.3528) 0.9482(0.0044) 34.9747(0.2876) 0.9036(0.0066) 32.7731(0.2329)
JSR-Net 0.9270(0.0070) 32.4551(0.4908) 0.9153(0.0078) 31.8193(0.4646) 0.9446(0.0051) 34.7309(0.3688) 0.9281(0.0074) 33.6420(0.3517)
MetaInv-Net 0.9486(0.0051) 34.3138(0.4233) 0.9401(0.0052) 33.6154(0.3752) 0.9748(0.0018) 37.6893(0.4594) 0.9666(0.0017) 36.5664(0.4068)
# views=180
FBP 0.8799(0.0084) 29.3380(0.5652) 0.8755(0.0082) 29.2223(0.5537) 0.8642(0.0048) 28.7923(0.3394) 0.8593(0.0046) 28.6876(0.3323)
HQS-CG 0.9539(0.0047) 35.0806(0.3451) 0.9402(0.0047) 33.9219(0.2858) 0.9789(0.0015) 38.8986(0.2601) 0.9648(0.0015) 36.7642(0.2032)
PD-Net 0.9574(0.0042) 35.7727(0.4051) 0.9312(0.0047) 33.6605(0.3018) 0.9723(0.0031) 38.0123(0.2883) 0.9418(0.0047) 35.2739(0.2484)
JSR-Net 0.9642(0.0044) 35.8923(0.4076) 0.9558(0.0052) 35.0171(0.3890) 0.9746(0.0037) 37.7016(0.2799) 0.9620(0.0058) 36.3390(0.3539)
MetaInv-Net 0.9612(0.0048) 36.0124(0.4199) 0.9539(0.0048) 35.1695(0.3513) 0.9816(0.0018) 39.7827(0.2977) 0.9743(0.0017) 38.2935(0.2440)
obviously outperforms traditional iterative algorithms by a
big margin. In contrast, the proposed MetaInv-Net generalizes
as well as the none learning based method HQS-CG, which
demonstrates the flexibility and robustness of MetaInv-Net.
FBP HQS-CG PD-Net JSR-Net MetaInv-Net
#views= 60
#views= 90
#views= 120
#views= 180
Fig. 7. Sparse-view CT image reconstruction (GT1) with Gaussian noise
σ = 0.2 and different number of scanning views (e.g., 60, 90, 120 and 180).
The gray scale window is [0, 1]. The rows from top to bottom correspond to
numbers of sparse views 60, 90, 120, and 180.
2) Poisson Noise Case: In this experiment, the simulated
sinogram is contaminated by Poisson noise. The noise level
is controlled by the emitted photon intensity from the X-ray
source based on the statistical property of Poisson distribution.
Here, we assume the photon intensity, I0, to be a constant.
Then, Poisson noisy projection data is simulated by
Y = − log{Poisson(I0e−Pu)/I0}.
Each method is tested on the Pancreas-210 data set. As the test
set size is large, it is hard to fine-tune the HQS-CG Algorithm
FBP HQS-CG PD-Net JSR-Net MetaInv-Net
#views= 60
#views= 90
#views= 120
#views= 180
Fig. 8. Error map of the reconstructed image GT1. The gray scale window is
[−0.05, 0.05]. The rows from top to bottom correspond to numbers of sparse
views 60, 90, 120, and 180.
TABLE IV
QUANTITATIVE MEASURE OF THE RECONSTRUCTED IMAGE (GT1) IN FIG.
7.
Models
Quality measure
SSIM PSNR SSIM PSNR
# views=60 # views=90
FBP 0.7074 24.6024 0.7893 26.6932
HQS-CG 0.8991 29.5953 0.9257 31.8028
PD-Net 0.7653 25.8979 0.8785 30.1438
JSR-Net 0.7848 26.3536 0.8797 29.9742
MetaInv-Net 0.8943 29.8234 0.9350 32.8826
# views=120 # views=180
FBP 0.8306 27.8317 0.8834 29.4403
HQS-CG 0.9400 33.2671 0.9536 35.1771
PD-Net 0.9259 32.9006 0.9579 35.8828
JSR-Net 0.9297 32.7045 0.9641 36.0724
MetaInv-Net 0.9499 34.4965 0.9612 36.1215
for each phantom. Thus, we only compare MetaInv-Net to PD-
Net and JSR-Net. Fig. 11 shows the quantitative measure of
SSIM/PSNR versus different Poisson noise level. When the
number of scanning views is increased, the performance of
ZHANG et al.: METAINV-NET FOR SPARSE VIEW CT 7
FBP HQS-CG PD-Net JSR-Net MetaInv-Net
#views= 60
#views= 90
#views= 120
#views= 180
Fig. 9. Sparse-view CT image reconstruction (GT2) with Gaussian noise
σ = 0.2 and different number of scanning views (e.g., 60, 90, 120 and 180).
Gray scale window is [0.3, 0.7]. The rows from top to bottom correspond to
numbers of sparse views 60, 90, 120, and 180.
FBP HQS-CG PD-Net JSR-Net MetaInv-Net
#views= 60
#views= 90
#views= 120
#views= 180
Fig. 10. Error map of the reconstructed image GT2. The gray scale window is
[−0.08, 0.08]. The rows from top to bottom correspond to numbers of sparse
views 60, 90, 120, and 180.
MetaInv-Net becomes closer but still better than PD-Net and
JSR-Net. PD-Net is even worse than FBP when the noise level
is higher.
3) Computation Time: We compute the per-image time cost
at the inference phase with the image size 512 × 512 and
sinogram size 180 × 800. The time cost for HQS-CG, PD-
Net, JSR-Net, and MetaInv-Net is 7.0460, 1.3301, 1.9455, and
1.0500 seconds(s), respectively.
TABLE V
QUANTITATIVE MEASURE OF THE RECONSTRUCTED IMAGE (GT2) IN FIG.
9.
Models
Quality measure
SSIM PSNR SSIM PSNR
# views=60 # views=90
FBP 0.6981 23.9274 0.7630 25.3728
HQS-CG 0.9533 32.2471 0.9686 35.3463
PD-Net 0.8267 28.2665 0.9060 31.8361
JSR-Net 0.8031 27.4116 0.8901 31.1679
MetaInv-Net 0.9343 32.2418 0.9597 35.1631
# views=120 # views=180
FBP 0.8101 26.8709 0.8617 28.3937
HQS-CG 0.9764 37.6447 0.9762 38.5733
PD-Net 0.9438 34.6015 0.9693 37.6838
JSR-Net 0.9383 34.4441 0.9704 37.3130
MetaInv-Net 0.9717 37.3595 0.9790 39.4073
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Fig. 11. SSIM/PSNR v.s. different Poisson noise level. The test set is
Pancreas-210.
E. More Experiments
In this section, we do the ablation study for MetaInv-Net.
There are several variants of MetaInv-Net, which learned: 1)
λ and γ, 2) W , 3) CG-Initializer (CG-Init), λ and γ, 4) CG-
Init and W , and 5) CG-Init, λ, γ, and W , from data. All
these models are trained in the same setting as the previous
section. The well-trained models are tested on the AAPM-8
with different Gaussian noise levels and a various number of
scanning views.
1) Learning Different Components in MetaInv-Net: The
hyperparameters λ and γ in MetaInv-Net can be predicted by
fully connected neural network (FCN) with the input adopted
from each layer’s state variables. For λ in each layer, the `2-
norm of highpass components of wavelet frame coefficients
Wu is computed channel-wisely and used as the input of an
FCN. For γ in each layer, the `2-norm of highpass components
of Wu − z,W>Wu,W>Wz, and Pu − Y are concate-
nated and used as the input of a FCN. Both the predicted λ and
γ have equal dimension as the number of highpass channels
of the wavelet frame transform. The learning of the image
representation W is implemented by adopting the standard
error backpropagation during the training phase.
Fig. 12 presents the curves of SSIM/PSNR versus different
Gaussian noise level from each variant of MetaInv-Net. The
learned components in MetaInv-Net are indicated by “CGInit”
(which is the version we propose), “λ, γ”, and “W ” or
their combinations. Learning adaptive hyperparameters λ and
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Fig. 12. MetaInv-Net is compared to its variants at different Gaussian noise
level.
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(d) 5% training data
MetaInv-Net, 5%
PD-Net, 5%
JSR-Net, 5%
Fig. 13. Deep models trained with different training set size.
γ in MetaInv-Net brings a little benefit when the noise
level is lower. When the noise level is higher, learning W
provides more benefits than the adaptive hyperparameters λ
and γ. Learning CGInit along with λ, γ, W does not bring
noticeable benefit, while it inevitably introduces more trainable
parameters and difficulties in the model training. Therefore,
learning CGInit and fixing other components in MetaInv-Net
is a better choice whenever the light-weighted model is more
demanded.
2) Different Training Set Size: In this experiment, we
retrain the deep models with the same training setting (except
training epochs=20) at different data set sizes (e.g., 1% and 5%
of the full training set). For noise level σ = 0.2, we test the
deep models on AAPM-8 at different numbers of scanning
views. For each training setting, the curve of SSIM/PSNR
versus the number of views is established in Fig. 13. MetaInv-
Net is much less demanding in data quantity than PD-Net and
JSR-Net.
F. Real Data Study
In electrocardiographic (ECG)-gated cardiac multiphase 4D
imaging, the reconstruction of each phase is a sparse view CT
imaging problem. The current setting is a realistic simulation
with ground truth. In this section, the proposed MetaInv-Net is
tested on real data, which is scanned with the same protocol to
[72]. The original helical geometry is converted to a fan-beam
geometry. There are a total of 2200 scanning views equally
distributed 360◦. The number of detector elements is 888, and
its length is 95.93 cm. The reconstructed image has 800 ×
800 pixels around 24.3× 24.3 cm2. The distance of source to
rotation center is 53.85 cm and detector to rotation center is
49.83 cm.
Each compared method adopts the complete measured data
to reconstruct its reference (Full View in Fig. 14). The sino-
gram is downsampled to 400, 800, and 1600 views to simulate
the sparse view CT imaging. Fig. 14 shows the reconstructed
images at different sparse view settings. When the number of
sparse views is smaller, MetaInv-Net produces an image with
better visual quality than FBP, PD-Net, and JSR-Net. HQS-CG
produces the image with much fewer artifacts than MetaInv-
Net. However, the details and edges in HQS-CG reconstruction
are smoother than MetaInv-Net.
FBP HQS-CG PD-Net JSR-Net MetaInv-Net
#views=400
#views=800
#views=1600
#views=2200
Full View
Fig. 14. Real data reconstruction with different number of sparse views. The
ROI of each sparse view and full view reconstruction is shown with the gray
scale window [0, 1]. The rows from top to bottom correspond to numbers of
sparse views 400, 800, 1600, 2200, and the reference/full view images.
To compare the quality perturbation at different sparse
views, we downsample the complete data to 200, 400, ..., 2000-
views. The quantitative measure of each approach is computed
with respect to its reference (bottom row in Fig. 15). Fig.15
shows the SSIM/PSNR versus number of sparse views. For
SSIM, HQS-CG only needs 400 views to obtain stable value,
while MetaInv-Net and PD-Net require at least 800 views.
JSR-Net fails to reconstruct an image from sparse view data.
For PSNR, all the compared methods gain quality improve-
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ment along with the increasing number of available scanning
views. MetaInv-Net has a little better performance than other
deep models and FBP, while it is inferior to HQS-CG. Note
that the comparison here is not fair due to the lack of ground
truth for real data reconstruction.
20
0
40
0
60
0
80
0
10
00
12
00
14
00
16
00
18
00
20
00
# views
0.6
0.8
1.0
SS
IM
FBP
HQS-CG
PD-Net
JSR-Net
MetaInv-Net
20
0
40
0
60
0
80
0
10
00
12
00
14
00
16
00
18
00
20
00
# views
20
30
40
50
60
PS
NR
FBP
HQS-CG
PD-Net
JSR-Net
MetaInv-Net
Fig. 15. SSIM/PSNR v.s. number of views for sparse view CT on real data.
IV. CONCLUSION
In this work, we propose a new deep model for sparse view
CT. It contains much less trainable parameters and reconstructs
images with higher quantitative than many state-of-the-art
deep models. Since the MetaInv-Net is light-weighted, it can
be well trained with much less training data. Furthermore,
MetaInv-Net generalizes well beyond the training setting, e.g.,
to different scanning settings (number of views), noise levels,
and noise types. As part of the future works, we will explore
a better strategy to select hyperparameters and design more
powerful data-adaptive image priors in the MetaInv-Net. Since
the modifications of the MetaInv-Net to the backbone model
is minor, convergence analysis of the MetaInv-Net is also
interesting and meaningful.
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