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Abstract
A theory for constructing integrable couplings of soliton equations is developed
by using various perturbations around solutions of perturbed soliton equations being
analytic with respect to a small perturbation parameter. Multi-scale perturbations
can be taken and thus higher dimensional integrable couplings can be presented. The
theory is applied to the KdV soliton hierarchy. Infinitely many integrable couplings are
constructed for each soliton equation in the KdV hierarchy, which contain integrable
couplings possessing quadruple Hamiltonian formulations and two classes of heredi-
tary recursion operators, and integrable couplings possessing local 2 + 1 dimensional
bi-Hamiltonian formulations and consequent 2 + 1 dimensional hereditary recursion
operators.
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1 Introduction
Integrable couplings are a quite new interesting aspect in the field of soliton theory [1].
It originates from an investigation on centerless Virasoro symmetry algebras of integrable
systems or soliton equations. The Abelian parts of those Virasoro symmetry algebras
correspond to isospectral flows from higher order Lax pairs and the non-Abelian parts, to
non-isospectral flows from non-isospectral Lax pairs [2, 3]. If we make a given system of
soliton equations and each time part of Lax pairs of its hierarchy to be the first component
and the second component of a new system respectively, then such a new system will keep
the same structure of Virasoro symmetry algebras as the old one. Therefore this can lead
to a hierarchy of integrable couplings for the original system.
Mathematically, the problem of integrable couplings may be expressed as: for a given
integrable system of evolution equations ut = K(u), how can we construct a non-trivial
system of evolution equations which is still integrable and includes ut = K(u) as a sub-
system?
Therefore, up to a permutation (note that we can put some components of ut = K(u)
seperately), we actually want to construct a new bigger integrable system as follows{
ut = K(u),
vt = S(u, v),
(1.1)
which should satisfy the non-triviality condition ∂S/∂[u] 6= 0. Here [u] denotes a vector
consisting of all derivatives of u with respect to a space variable. For example, we have [u] =
(u, ux, uxx, · · · ) in the case of 1 + 1 dimensions. The non-triviality condition guarantees
that trivial diagonal systems with S(u, v) = cK(v) are excluded, where c is an arbitrary
constant.
There are two facts which have a direct relation to the study of integrable couplings.
First, all possible methods for constructing integrable couplings will tell us how to extend
integrable systems, from small to large and from simple to complicated, and/or how to
hunt for new integrable systems, which are probably difficult to find in other ways. The
corresponding theories may also provide useful information for completely classifying in-
tegrable systems in whatever dimensions. Secondly, the symmetry problem of integrable
systems can be viewed as a special case of integrable couplings. Strictly speaking, if a
system of evolution equations ut = K(u) is integrable, then a new system (called a per-
turbation system) consisting of the original system and its linearized system{
ut = K(u),
vt = K
′(u)[v],
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must be still integrable [1]. The second part of the above new system is exactly the system
that all symmetries need to satisfy, but new system itself is a special integrable coupling
of the original system ut = K(u). Generally, the search for the approximate solutions
uˆN =
∑N
i=0 ε
iηi, N ≥ 1, of physical interest to a given system ut = K(u) can be cast into
a study of the general standard perturbation systems ηit =
1
i!
∂iK(uˆN )
∂εi
, 0 ≤ i ≤ N . These
perturbation systems were proved to form integrable couplings of the original system
ut = K(u) [4, 5], the simplest case of which is the above system associated with the
symmetry problem. This fact is also a main motivation for us to consider the problem of
integrable couplings.
However the standard perturbation systems above are just special examples of inte-
grable couplings. They keep the spatial dimensions of given integrable systems invariant
and only the perturbations around solutions of unperturbed integrable systems have been
considered. We already know [6] that it is possible to extend the standard perturbation sys-
tems and to change the spatial dimensions, in order to make more examples of integrable
couplings. The question we want to ask here is how to do generally, or what related theory
we can develop. In this paper, we would like to provide our partial answer to this extensive
question, by establishing a theory on the multi-scale perturbation systems of perturbed
integrable systems. An approach for extending the standard perturbation systems and for
enlarging the spatial dimensions by perturbations will be proposed.
Let us now introduce our basic notation and conception, some notation of which comes
from Refs. [7, 8, 1, 5]. LetM =M(u) be a suitable manifold possessing a manifold variable
u, which is assumed to be a column vector of q functions of t ∈ IR and x ∈ IRp with t playing
the role of time and x representing position in space. We are concerned with coupling
systems by perturbations and thus need to introduce another bigger suitable manifold
MˆN = MˆN (ηˆN ) possessing a manifold variable ηˆN = (η
T
0 , η
T
1 , · · · , η
T
N )
T , N ≥ 0, where ηi,
0 ≤ i ≤ N, are also assumed to be column function vectors of the same dimension as u and
T means the transpose of matrices. Assume that T (M), T (MˆN ) denote the tangent bundles
onM and MˆN , T
∗(M), T ∗(MˆN ) denote the cotangent bundles onM and MˆN , and C
∞(M),
C∞(MˆN ) denote the spaces of smooth functionals on M and MˆN , respectively. Moreover
let T rs (M) be the s-times co- and r-times contravariant tensor bundle and T
r
s |u(M), the
space of s-times co- and r-times contravariant tensors at u ∈ M . We use X(u) (not X|u)
to denote a tensor of X ∈ T rs (M) at u ∈ M but sometimes we omit the point u for
brevity if there is no confusion. Note that four linear operators Φ : T (M) → T (M),
Ψ : T ∗(M) → T ∗(M), J : T ∗(M) → T (M), Θ : T (M) → T ∗(M) may be identified with
the second-degree tensor fields TΦ ∈ T
1
1 (M), TΨ ∈ T
1
1 (M), TJ ∈ T
2
0 (M), TΘ ∈ T
0
2 (M) by
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the following relations
TΦ(u)(α(u),K(u)) =< α(u),Φ(u)K(u) >, α ∈ T
∗(M), K ∈ T (M),
TΨ(u)(α(u),K(u)) =< Ψ(u)α(u),K(u) >, α ∈ T
∗(M), K ∈ T (M),
TJ(u)(α(u), β(u)) =< α(u), J(u)β(u) >, α, β ∈ T
∗(M),
TΘ(u)(K(u), S(u)) =< Θ(u)K(u), S(u) >, K,S ∈ T (M),
where < ·, · > denotes the duality between cotangent vectors and tangent vectors.
Of fundamental importance is the conception of the Gateaux derivative, which pro-
vides a tool to handle various tensor fields. For a tensor field X ∈ T rs (M), its Gateaux
derivative at a direction Y ∈ T (M) is defined by
X ′(u)[Y (u)] =
∂X(u+ εY (u))
∂ε
∣∣∣∣
ε=0
. (1.2)
For those operators between the tangent bundle and the cotangent bundle, their Gateaux
derivatives may be given similarly or by means of their tensor fields. The commutator of
two vector fields K,S ∈ T (M) and the adjoint map adK : T (M) → T (M) are commonly
defined by
[K,S](u) = K ′(u)[S(u)] − S′(u)[K(u)], adKS = [K,S]. (1.3)
Note that there are some authors who use the other commutator
[K,S](u) = S′(u)[K(u)] −K ′(u)[S(u)].
It doesn’t matter of course but each type has many proponents and hence one must be
careful of plus and minus signs in reading various sources.
The conjugate operators of operators between the tangent bundle and the cotangent
bundle are determined in terms of the duality between cotangent vectors and tangent
vectors. For instance, the conjugate operator Φ† : T ∗(M) → T ∗(M) of an operator Φ :
T (M)→ T (M) is established by
< Φ†(u)α(u),K(u) >=< α(u),Φ(u)K(u) >, α ∈ T ∗(M), K ∈ T (M).
If an operator J : T ∗(M)→ T (M) (or Θ : T (M)→ T ∗(M)) plus its conjugate operator is
equal to zero, then it is called to be skew-symmetric.
Definition 1.1 For a functional H˜ ∈ C∞(M), its variational derivative δH˜
δu
∈ T ∗(M) is
defined by
<
δH˜
δu
(u),K(u) >= H˜ ′(u)[K(u)], K ∈ T (M).
4
If for γ ∈ T ∗(M) there exists a functional H˜ ∈ C∞(M) so that
δH˜
δu
= γ, i.e., H˜ ′(u)[K(u)] =< γ(u),K(u) >, K ∈ T (M),
then γ ∈ T ∗(M) is called a gradient field with a potential H˜.
A cotangent vector field γ ∈ T ∗(M) is a gradient field if and only if
(dγ)(u)(K(u), S(u))
:= < γ′(u)[K(u)], S(u) > − < γ′(u)[S(u)],K(u) >= 0, K, S ∈ T (M). (1.4)
If γ ∈ T ∗(M) is gradient, then its potential H˜ is given by
H˜(u) =
∫ 1
0
< γ(λu), u > dλ.
Definition 1.2 For a linear operator Φ : T (M) → T (M) and a vector field K ∈ T (M),
the Lie derivative LKΦ : T (M)→ T (M) of Φ with respect to K is defined by
(LKΦ)(u)S(u) = Φ
′(u)[K(u)]S(u) −K ′(u)[Φ(u)S(u)] + Φ(u)K ′(u)[S(u)], S ∈ T (M).
(1.5)
An equivalent form of the Lie derivative is
(LKΦ)(u)S(u) = Φ(u)[K(u), S(u)] − [K(u),Φ(u)S(u)], (1.6)
where Φ : T (M)→ T (M), K,S ∈ T (M), and the commutator [·, ·] is defined by (1.3).
Definition 1.3 A linear operator Φ : T (M) → T (M) is called a recursion operator of
ut = K(u), K ∈ T (M), if for all S ∈ T (M) and u ∈M , we have
∂Φ(u)
∂t
S(u) + Φ′(u)[K(u)]S(u) −K ′(u)[Φ(u)S(u)] + Φ(u)K ′(u)[S(u)] = 0. (1.7)
Obviously a recursion operator Φ : T (M)→ T (M) of a system ut = K(u), K ∈ T (M),
transforms a symmetry into another symmetry of the same system ut = K(u). Therefore
it is very useful in constructing the corresponding symmetry algebra of a given system
and its existence is regarded as an important characterizing property for integrability of
the system under study.
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Definition 1.4 A linear operator Φ : T (M)→ T (M) is called a hereditary operator or to
be hereditary [9], if the following equality holds
Φ′(u)[Φ(u)K(u)]S(u) − Φ(u)Φ′(u)[K(u)]S(u)
−Φ′(u)[Φ(u)S(u)]K(u) + Φ(u)Φ′(u)[S(u)]K(u) = 0
(1.8)
for all vector fields K,S ∈ T (M).
For a linear operator Φ : T (M) → T (M), The above equality (1.8) can be replaced
with either of the following equalities:
(LΦK)(u)Φ(u) = Φ(u)(LKΦ)(u), K ∈ T (M),
Φ2(u)[K(u), S(u)] + [Φ(u)K(u),Φ(u)S(u)]
−Φ(u){[K(u),Φ(u)S(u)] + [Φ(u)K(u), S(u)]} = 0, K, S ∈ T (M).
It follows directly from (1.6) that these two equalities are equivalent to each other. We point
out that hereditary operators have two remarkable properties. First, if Φ : T (M)→ T (M)
is hereditary and LKΦ = 0, K ∈ T (M), then we have [Φ
mK,ΦnK] = 0, m, n ≥ 0 (see,
for example, [9, 10, 11]). Therefore, when a system ut = K(u), K ∈ T (M), possesses a
time-independent hereditary recursion operator Φ : T (M)→ T (M), a hierarchy of vector
fields ΦnK, n ≥ 0, are all symmetries and commute with each other. Secondly, if the
conjugate operator Ψ = Φ† of a hereditary operator Φ : T (M) → T (M) maps a gradient
field γ ∈ T ∗(M) into another gradient field, then Ψnγ, n ≥ 0, are all gradient fields (see,
for example, [12]).
Definition 1.5 A linear skew-symmetric operator J : T ∗(M)→ T (M) is called a Hamil-
tonian operator or to be Hamiltonian, if for all α, β, γ ∈ T ∗(M), we have
< α, J ′(u)[J(u)β]γ > +cycle(α, β, γ) = 0. (1.9)
Its Poisson bracket is defined by
{H˜1, H˜2}J(u) =<
δH˜1
δu
(u), J(u)
δH˜2
δu
(u) >, (1.10)
where H˜1, H˜2 ∈ C
∞(M). A pair of operators J,M : T ∗(M)→ T (M) is called a Hamilto-
nian pair, if cJ + dM is always Hamiltonian for any constants c, d.
When J : T ∗(M)→ T (M) is Hamiltonian, we have [13]
J(u)
δ{H˜1, H˜2}J
δu
(u) = [J(u)
δH˜1
δu
(u), J(u)
δH˜2
δu
(u)],
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where H˜1, H˜2 ∈ C
∞(M). This implies that the operator J δ
δu
is a Lie homomorphism
from the Poisson algebra to the vector field algebra. Moreover if J,M : T ∗(M) → T (M)
is a Hamiltonian pair and J is invertible, then Φ = MJ−1 : T (M) → T (M) defines a
hereditary operator [13, 7].
Definition 1.6 A linear skew-symmetric operator Θ : T (M) → T ∗(M) is called a sym-
plectic operator or to be symplectic, if for all K,S, T ∈ T (M), we have
< K(u),Θ′(u)[S(u)]T (u) > +cycle(K,S, T ) = 0. (1.11)
If Θ : T (M) → T ∗(M) is a symplectic operator, then its second-degree tensor field
TΘ ∈ T
0
2 (M) can be expressed as
TΘ = dγ with < γ(u),K(u) >=
∫ 1
0
< Θ(λu)λu,K(u) > dλ, K ∈ T (M),
where dγ is determined by (1.4). It is not difficult to verify that the inverse of a symplectic
operator is Hamiltonian if it exists and vice versa. We also mention that Hamiltonian and
symplectic operators can be defined only in terms of Dirac structures [14].
Definition 1.7 A system of evolution equations ut = K(u), K ∈ T (M), is called a
Hamiltonian system or to be Hamiltonian, if there exists a functional H˜ ∈ C∞(M) so that
ut = K(u) = J(u)
δH˜
δu
(u). (1.12)
It is called a bi-Hamiltonian system, if there exist two functionals H˜1, H˜2 ∈ C
∞(M) and
a Hamiltonian pair J,M : T ∗(M)→ T (M) so that
ut = K(u) = J(u)
δH˜1
δu
(u) =M(u)
δH˜2
δu
(u). (1.13)
There is the other kind of Hamiltonian systems, which can be defined by symplectic
operators. However, the above definition has more advantages in handling symmetries and
conserved functionals. For a Hamiltonian system ut = J(u)
δH˜
δu
(u), the linear operator J δ
δu
maps a conserved functional into a symmetry. For a bi-Hamiltonian system, we will be able
to recursively construct infinitely many commuting symmetries and conserved functionals
for the system, if either of two Hamiltonian operators is invertible [15].
In what follows, we would like to develop a theory for constructing integrable cou-
plings of soliton equations, by analyzing integrable properties of the perturbation systems
resulted from perturbed soliton equations by multi-scale perturbations. The paper is or-
ganized as follows. In Section 2, we first establish general explicit structures of hereditary
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operators, Hamiltonian operators and symplectic operators under the multi-scale pertur-
bations. We will go on to show that the perturbations preserves complete integrability,
by establishing various integrable properties of the resulting perturbation systems, such
as hereditary recursion operator structures, Virasoro symmetry algebras, Lax representa-
tions, zero curvature representations, Hamiltonian formulations and so on. In Section 3,
the whole theory will be applied to the KdV equations as illustrative examples. This leads
to infinitely many integrable couplings of the KdV equations, which include Hamiltonian
integrable couplings possessing two different hereditary recursion operators and local bi-
Hamiltonian integrable couplings in 2 + 1 dimensions. Finally, some concluding remarks
are given in Section 5.
2 Integrable couplings by perturbations
2.1 Triangular systems by perturbations
Let us take a perturbation series for any N ≥ 0 and r ≥ 0:
uˆN =
N∑
i=0
εiηi, ηi = ηi(y0, y1, y2, · · · , yr, t), yi = ε
ix, t ∈ IR, x ∈ IRp, 0 ≤ i ≤ N, (2.1)
where ε is a perturbation parameter and ηi, 0 ≤ i ≤ N, are assumed to be column vectors
of q dimensions as before. When r ≥ 1, (2.1) is really a multi-scale perturbation series.
We fix a perturbed vector field K = K(ε) ∈ T (M) which is required to be analytic with
respect to ε. Let us introduce
K(i) = K(i)(ηˆN ) =
(
K(u, ε)
)(i)
(ηˆN ) =
1
i!
∂iK(uˆN , ε)
∂εi
∣∣∣∣
ε=0
, 0 ≤ i ≤ N, (2.2)
where ηˆN = (η
T
0 , η
T
1 , · · · , η
T
N )
T as before, and then define the N -th order perturbation
vector field on MˆN :
(perNK)(ηˆN ) = KˆN (ηˆN ) = (K
(0)T (ηˆN ),K
(1)T (ηˆN ), · · · ,K
(N)T (ηˆN ))
T . (2.3)
Here the vector fields on M are viewed as column vectors of q dimensions, and the vector
fields on MˆN , column vectors of q(N +1) dimensions, as they are normally handled. Since
we have
∂iK(uˆi, ε)
∂εi
∣∣∣∣
ε=0
=
∂iK(uˆj, ε)
∂εi
∣∣∣∣
ε=0
, uˆi =
i∑
k=0
εkηk, uˆj =
j∑
k=0
εkηk, 0 ≤ i ≤ j ≤ N,
it is easy to find that
KˆN (ηˆN ) = (K
(0)T (ηˆ0),K
(1)T (ηˆ1), · · · ,K
(N)T (ηˆN ))
T , ηˆi = (η
T
0 , η
T
1 , · · · , η
T
i )
T , 0 ≤ i ≤ N.
(2.4)
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Thus the perturbation vector field perNK = KˆN ∈ T (MˆN ) has a specific property that
the i-th component depends only on η0, η1, · · · , ηi, not on any ηj , j > i.
Let us now consider a system of perturbed evolution equations
ut = K(u, ε), K = K(ε) ∈ T (M), (2.5)
where K(ε) is assumed to be analytic with respect to ε, as an initial system that we start
from. It is obvious that the following perturbed system
uˆNt = K(uˆN , ε) + o(ε
N ) or uˆNt ≡ K(uˆN , ε) (mod ε
N ), (2.6)
leads equivalently to a bigger system of evolution equations
ηˆNt = KˆN (ηˆN ), i.e., ηit =
1
i!
∂iK(uˆN , ε)
∂εi
∣∣∣∣
ε=0
, 0 ≤ i ≤ N, (2.7)
where uˆN is defined by (2.1). Conversely, a solution ηˆN of the bigger system (2.7) gives
rise to an approximate solution uˆN of the initial system (2.5) to a precision o(ε
N ). The
resulting bigger system (2.7) is called an N -th order perturbation system of the initial
perturbed system (2.5), and it is a triangular system, owing to (2.4). We will analyze its
integrable properties by exposing structures of other perturbation objects.
2.2 Symmetry problem
Let us shed more right on an remarkable relation between the symmetry problem and
integrable couplings. Assume that a system ut = K(u), K ∈ T (M), is given. Then its
linearized system reads as vt = K
′(u)[v]. What the symmetry problem requires to do is to
find vector fields S ∈ T (M) which satisfy this linearized system, i.e., (S(u))t = K
′(u)[S(u)]
when ut = K(u). Therefore (u
T , (S(u))T ) solves the following coupling system{
ut = K(u),
vt = K
′(u)[v],
(2.8)
if S ∈ T (M) is found to be a symmetry of ut = K(u). This system (2.8) has been
carefully considered upon introducing the perturbation bundle [1]. It is the first-order
standard perturbation system of ut = K(u), introduced in Ref. [5]. Since it keeps complete
integrability, it provides us with an integrable coupling of the original system ut = K(u).
Therefore the symmetry problem is viewed as a sub-case of general integrable couplings.
The commutator of the vector fields of the form (K(u), A(u)v)T with A(u) being linear
has a nice structure: [( K(u)
A(u)v
)
,
( S(u)
B(u)v
)]
=
( [K(u), S(u)]
[[A(u), B(u)]]v
)
,
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where the commutator [K(u), S(u)] is given by (1.3) and the commutator [[A(u), B(u)]] of
two linear operators A(u), B(u) is defined by
[[A(u), B(u)]] = A′(u)[S(u)] −B′(u)[K(u)] +A(u)B(u)−B(u)A(u),
which was used to analyze algebraic structures of Lax operators in [16]. Moreover for
linearized operators, we can have
[[K ′(u), S′(u)]] = T ′(u), T = [K,S], K, S ∈ T (M), (2.9)
which will be shown later on.
2.3 Candidates for integrable couplings
Let us illustrate the idea of how to construct candidates for integrable couplings by per-
turbations. Assume that an unperturbed system is given by
ut = K(u), K ∈ T (M), (2.10)
and we want to construct its integrable couplings. To this end, let us choose a simple
perturbed system
ut = K(u) + εK(u), (2.11)
which is analytic with respect to ε of course, as an initial system. Obviously this system
doesn’t change integrable properties of the original system (2.10). In practice, we can have
lots of choices of such perturbed systems. For example, if the system (2.10) has a symmetry
S ∈ T (M), then we can choose either ut = K(u)+εS(u) or ut = K(u)+ε
2S(u) as another
initial perturbed system. According to the definition of the perturbation systems in (2.7),
the first-order perturbation system of the above perturbed system (2.11) reads as{
η0t = K(η0),
η1t = K
′(η0)[η1] +K(η0).
(2.12)
This coupling system is a candidate that we want to construct for getting integrable
couplings of the original system ut = K(u). In fact, we will verify that the perturbation
defined by (2.1) preserves complete integrability. Therefore the above coupling system
(2.12) is an integrable coupling of the original system ut = K(u), provided that ut =
K(u) itself is integrable. The realization of more integrable couplings, such as local 2 +
1 dimensional bi-Hamiltonian systems, can be found from an application to the KdV
hierarchy in the next section.
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2.4 Structures of perturbation operators
Rather than working with concrete examples, we would like to establish general structures
for three kinds of perturbation operators. The following three theorems will show us how
to construct them explicitly. For the proof of the theorems, we first need to prove a basic
result about the Gateaux derivative of the perturbation tensor fields.
Lemma 2.1 Let X = X(ε) ∈ T rs (M) be analytic with respect to ε and assume that the
vector field S¯N = (S
T
0 , S
T
1 , · · · , S
T
N )
T ∈ T (MˆN ), where all sub-vectors Si, 0 ≤ i ≤ N , are
of the same dimension. Then the following equalities hold:
( ∂iX(uˆN , ε)
∂εi
∣∣∣∣
ε=0
)′
(ηˆN )[S¯N ] =
∂i
∂εi
∣∣∣∣
ε=0
X ′(uˆN , ε)
[ N∑
j=0
εjSj
]
, 0 ≤ i ≤ N. (2.13)
Remark: Note that in (2.13), we have adopted the notation
X ′(uˆN , ε)[K(u)] = (X(uˆN , ε))
′(uˆN )[K(u)], X = X(ε) ∈ T
r
s (M), K ∈ T (M), (2.14)
in order to save space. The same notation will be used in the remainder of the paper.
Proof: Let us first observe Taylor series
X(uˆN , ε) =
N∑
i=0
εi
i!
∂iX(uˆN , ε)
∂εi
∣∣∣∣
ε=0
+ o(εN ).
It follows that
(X(uˆN , ε))
′(ηˆN )[S¯N ] =
N∑
i=0
εi
i!
( ∂iX(uˆN , ε)
∂εi
∣∣∣∣
ε=0
)′
(ηˆN )[S¯N ] + o(ε
N ).
Secondly, we can compute that
(X(uˆN , ε))
′(ηˆN )[S¯N ] =
∂
∂δ
∣∣∣∣
δ=0
X(uˆN + δ
N∑
j=0
εjSj, ε) = X
′(uˆN , ε)
[ N∑
j=0
εjSj
]
.
A combination of the above two equalities leads to the required equalities in (2.13), again
according to Taylor series. The proof is completed.
Theorem 2.1 If the operator Φ = Φ(ε) : T (M)→ T (M) being analytic with respect to ε
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is hereditary, then the following operator ΦˆN : T (MˆN )→ T (MˆN ) defined by
(perNΦ)(ηˆN ) = ΦˆN (ηˆN )
=
[(
ΦˆN (ηˆN )
)
ij
]
i,j=0,1,··· ,N
=
[
1
(i− j)!
∂i−jΦ(uˆN , ε)
∂εi−j
∣∣∣∣
ε=0
]
q(N+1)×q(N+1)
=


Φ(uˆN , ε)|ε=0 0
1
1!
∂Φ(uˆN ,ε)
∂ε
∣∣∣
ε=0
Φ(uˆN , ε)|ε=0
...
. . .
. . .
1
N !
∂NΦ(uˆN ,ε)
∂εN
∣∣∣
ε=0
· · · 11!
∂Φ(uˆN ,ε)
∂ε
∣∣∣
ε=0
Φ(uˆN , ε)|ε=0

 (2.15)
is also hereditary, where uˆN is a perturbation series defined by (2.1).
Proof: Let K¯N = (K
T
0 ,K
T
1 , · · · ,K
T
N )
T , S¯N = (S
T
0 , S
T
1 , · · · , S
T
N )
T ∈ T (MˆN ), where the
sub-vectors Ki, Si, 0 ≤ i ≤ N , are of the same dimension. Since ΦˆN (ηˆN ) is obviously
linear, we only need to prove that
Φˆ′N (ηˆN )[ΦˆN (ηˆN )K¯N ]S¯N − ΦˆN (ηˆN )Φˆ
′
N (ηˆN )[K¯N ]S¯N
−Φˆ′N (ηˆN )[ΦˆN (ηˆN )S¯N ]K¯N + ΦˆN (ηˆN )Φˆ
′
N (ηˆN )[S¯N ]K¯N = 0, (2.16)
according to Definition 1.4. In what follows, we are going to prove this equality.
First, we immediately obtain the i-th element of the vector field ΦˆN (ηˆN )K¯N and the
element in the (i, j) position of the matrix Φˆ′N (ηˆN )[K¯N ]:
(ΦˆN (ηˆN )K¯N )i =
i∑
j=0
1
(i− j)!
∂i−jΦ(uˆN , ε)
∂εi−j
∣∣∣∣
ε=0
Kj , 0 ≤ i ≤ N,
(
Φˆ′N (ηˆN )[K¯N ]
)
ij
=
1
(i− j)!
(
∂i−jΦ(uˆN , ε)
∂εi−j
∣∣∣∣
ε=0
)′
(ηˆN )[K¯N ]
=
1
(i− j)!
∂i−j
∂εi−j
∣∣∣∣
ε=0
(
Φ′(uˆN , ε)
[ N∑
k=0
εkKk
])
, 0 ≤ i, j ≤ N,
the last equality of which follows from Lemma 2.1.
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Now we can compute the i-th element of Φˆ′N (ηˆN )[ΦˆN (ηˆN )K¯N ]S¯N as follows:
(Φˆ′N (ηˆN )[ΦˆN (ηˆN )K¯N ]S¯N )i
=
i∑
j=0
1
(i− j)!
∂i−j
∂εi−j
∣∣∣∣
ε=0
Φ′(uˆN , ε)
[ N∑
k=0
εk
k∑
l=0
1
(k − l)!
∂k−lΦ(uˆN , ε)
∂εk−l
∣∣∣∣
ε=0
Kl
]
Sj
=
i∑
j=0
1
(i− j)!
∂i−j
∂εi−j
∣∣∣∣
ε=0
Φ′(uˆN , ε)
[ N∑
l=0
εl
N∑
k=l
εk−l
(k − l)!
∂k−lΦ(uˆN , ε)
∂εk−l
∣∣∣∣
ε=0
Kl
]
Sj
=
i∑
j=0
1
(i− j)!
∂i−j
∂εi−j
∣∣∣∣
ε=0
Φ′(uˆN , ε)
[ N∑
l=0
εl
(
Φ(uˆN , ε) + o(ε
N−l)
)
Kl
]
Sj
=
i∑
j=0
1
(i− j)!
∂i−j
∂εi−j
∣∣∣∣
ε=0
Φ′(uˆN , ε)
[ N∑
l=0
εlΦ(uˆN , ε)Kl
]
Sj
=
∑
0≤j+l≤i
1
(i− j − l)!
∂i−j−l
∂εi−j−l
∣∣∣∣
ε=0
Φ′(uˆN , ε)
[
Φ(uˆN , ε)Kl
]
Sj , 0 ≤ i ≤ N.
On the other hand, we can compute the i-th element of ΦˆN (ηˆN )Φˆ
′
N (ηˆN )[K¯N ]S¯N as follows:(
ΦˆN (ηˆN )Φˆ
′
N (ηˆN )[K¯N ]S¯N
)
i
=
i∑
j=0
1
(i− j)!
∂i−jΦ(uˆN , ε)
∂εi−j
∣∣∣∣
ε=0
j∑
k=0
1
(j − k)!
∂j−k
∂εj−k
∣∣∣∣
ε=0
Φ′(uˆN , ε)
[ N∑
l=0
εlKl
]
Sk
=
i∑
j=0
1
(i− j)!
∂i−jΦ(uˆN , ε)
∂εi−j
∣∣∣∣
ε=0
j∑
k=0
j−k∑
l=0
1
(j − k − l)!
∂j−k−l
∂εj−k−l
∣∣∣∣
ε=0
Φ′(uˆN , ε)[Kl]Sk
=
i∑
k=0
i∑
j=k
j−k∑
l=0
1
(i− j)!(j − k − l)!
∂i−jΦ(uˆN , ε)
∂εi−j
∣∣∣∣
ε=0
∂j−k−l
∂εj−k−l
∣∣∣∣
ε=0
Φ′(uˆN , ε)[Kl]Sk
=
i∑
k=0
i−k∑
l=0
i∑
j=k+l
1
(i− j)!(j − k − l)!
∂i−jΦ(uˆN , ε)
∂εi−j
∣∣∣∣
ε=0
∂j−k−l
∂εj−k−l
∣∣∣∣
ε=0
Φ′(uˆN , ε)[Kl]Sk
=
i∑
k=0
i−k∑
l=0
1
(i− k − l)!
∂i−k−l
∂εi−k−l
∣∣∣∣
ε=0
(
Φ(uˆN , ε)Φ
′(uˆN , ε)[Kl]Sk
)
=
∑
0≤k+l≤i
1
(i− k − l)!
∂i−k−l
∂εi−k−l
∣∣∣∣
ε=0
(
Φ(uˆN , ε)Φ
′(uˆN , ε)[Kl]Sk
)
, 0 ≤ i ≤ N.
Therefore, it follows from the hereditary property of Φ(u, ε) that each element in the
left-hand side of (2.16) is equal to zero, which means that (2.16) is true. The proof is
completed.
Theorem 2.2 If the operator J = J(ε) : T ∗(M)→ T (M) being analytic with respect to ε
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is Hamiltonian, then the following operator JˆN : T
∗(MˆN )→ T (MˆN ) defined by
(perNJ)(ηˆN ) = JˆN (ηˆN )
=
[(
JˆN (ηˆN )
)
ij
]
i,j=0,1,··· ,N
=
[
1
(i+ j −N)!
∂i+j−NJ(uˆN , ε)
∂εi+j−N
∣∣∣∣
ε=0
]
q(N+1)×q(N+1)
=


0 J(uˆN , ε)|ε=0
J(uˆN , ε)|ε=0
1
1!
∂J(uˆN ,ε)
∂ε
∣∣∣
ε=0
...
...
...
J(uˆN , ε)|ε=0
1
1!
∂J(uˆN ,ε)
∂ε
∣∣∣
ε=0
· · · 1
N !
∂NJ(uˆN ,ε)
∂εN
∣∣∣
ε=0

 (2.17)
is also Hamiltonian, where uˆN is a perturbation series defined by (2.1).
Proof: Let α¯N = (α
T
0 , α
T
1 , · · · , α
T
N )
T , β¯N = (β
T
0 , β
T
1 , · · · , β
T
N )
T , γ¯N = (γ
T
0 , γ
T
1 , · · · , γ
T
N )
T ∈
T ∗(MˆN ), where the sub-vectors αi, βi, γi, 0 ≤ i ≤ N , are of the same dimension. It suffices
to prove that
< α¯N , Jˆ
′
N (ηˆN )[JˆN β¯N ]γ¯N > +cycle(α¯N , β¯N , γ¯N ) = 0, (2.18)
since there is no problem on the linearity and the skew-symmetric property for the per-
turbation operator JˆN (ηˆN ).
First, based on Lemma 2.1, we can calculate the element in the (i, j) position of the
matrix Jˆ ′N (ηˆN )[JˆN (ηˆN )β¯N ] as follows:(
Jˆ ′N (ηˆN )[JˆN (ηˆN )β¯N ]
)
ij
=
1
(i+ j −N)!
∂i+j−N
∂εi+j−N
∣∣∣∣
ε=0
J ′(uˆN , ε)
[ N∑
l=0
εl(JˆN β¯N )l
]
=
1
(i+ j −N)!
∂i+j−N
∂εi+j−N
∣∣∣∣
ε=0
J ′(uˆN , ε)
[ N∑
l=0
εl
N∑
k=N−l
1
(k + l −N)!
∂k+l−NJ(uˆN , ε)
∂εk+l−N
∣∣∣∣
ε=0
βk
]
=
1
(i+ j −N)!
∂i+j−N
∂εi+j−N
∣∣∣∣
ε=0
J ′(uˆN , ε)
[ N∑
k=0
εN−k
( N∑
l=N−k
εk+l−N
(k + l −N)!
∂k+l−NJ(uˆN , ε)
∂εk+l−N
∣∣∣∣
ε=0
)
βk
]
=
1
(i+ j −N)!
∂i+j−N
∂εi+j−N
∣∣∣∣
ε=0
J ′(uˆN , ε)
[ N∑
k=0
εN−k
(
J(uˆN , ε) + o(ε
k)
)
βk
]
=
1
(i+ j −N)!
∂i+j−N
∂εi+j−N
∣∣∣∣
ε=0
J ′(uˆN , ε)
[ N∑
k=0
εN−kJ(uˆN , ε)βk
]
=
N∑
k=0
1
(i+ j −N)!
∂i+j−N
∂εi+j−N
∣∣∣∣
ε=0
(
εN−kJ ′(uˆN , ε)
[
J(uˆN , ε)βk
])
=
N∑
k=2N−(i+j)
1
(i+ j + k − 2N)!
∂i+j+k−2N
∂εi+j+k−2N
∣∣∣∣
ε=0
J ′(uˆN , ε)
[
J(uˆN , ε)βk
]
, 0 ≤ i, j ≤ N.
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In what follows, let us give the remaining proof for the case of
ηi = ηi(y0, y1, t) = ηi(x, εx, t), 0 ≤ i ≤ N. (2.19)
Suppose that the duality between cotangent vectors and tangent vectors is given by
< α,K >=
∫
IRp
αTK dx, x ∈ IRp, α ∈ T ∗(M), K ∈ T (M). (2.20)
Let us consider the case of x ∈ IR without loss of generality. For brevity, we set
Fijk(α¯N , β¯N , γ¯N , ∂ˆx) =
(
αTi J
′(uˆN , ε)
[
J(uˆN , ε)βk
]
γj + cycle(αi, βk, γj)
)
, 0 ≤ i, j, k ≤ N,
(2.21)
where ∂ˆx = ∂y0 + ε∂y1 , owing to (2.19), and we assume that the original Hamiltonian
operator J(u, ε) involves the differential operator ∂x. Then we can have
< α¯N , Jˆ
′
N (ηˆN )[JˆN β¯N ]γ¯N > +cycle(α¯N , β¯N , γ¯N )
=
∫ ∞
−∞
∫ ∞
−∞
∑
2N≤i+j+k≤3N
1
(i+ j + k − 2N)!
∂i+j+k−2N
∂εi+j+k−2N
∣∣∣∣
ε=0
Fijk(α¯N , β¯N , γ¯N , ∂ˆx) dy0dy1.
In order to apply the Jacobi identity of J(u, ε), we make a dependent variable transfor-
mation
y0 = p, y1 = q + εp, (2.22)
from which it follows that
∂p = ∂y0 + ε∂y1 , ∂q = ∂y1 . (2.23)
Now we can continue to compute that
< α¯N , Jˆ
′
N (ηˆN )[JˆN β¯N ]γ¯N > +cycle(α¯N , β¯N , γ¯N )
=
∫ ∞
−∞
∫ ∞
−∞
∑
2N≤i+j+k≤3N
1
(i+ j + k − 2N)!
∂i+j+k−2N
∂εi+j+k−2N
∣∣∣∣
ε=0
×
Fijk(α¯N , β¯N , γ¯N , ∂p)
∣∣∣∣∣∣det

 ∂y0∂p ∂y0∂q
∂y1
∂p
∂y1
∂q


∣∣∣∣∣∣ dpdq
=
∫ ∞
−∞
( ∑
2N≤i+j+k≤3N
1
(i+ j + k − 2N)!
∂i+j+k−2N
∂εi+j+k−2N
∣∣∣∣
ε=0
∫ ∞
−∞
Fijk(α¯N , β¯N , γ¯N , ∂p) dp
)
dq
=
∫ ∞
−∞
0 dq = 0.
In the last but one step, we have utilized the Jacobi identity of J(u, ε).
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The method used here for showing the Jacobi identity can be extended to the other
cases of the perturbations. Therefore the required result is proved.
Similarly, we can show the following structure for the perturbation symplectic opera-
tors.
Theorem 2.3 If the operator Θ = Θ(ε) : T (M) → T ∗(M) being analytic with respect to
ε is symplectic, then the following operator ΘˆN : T (MˆN )→ T
∗(MˆN ) defined by
(perNΘ)(ηˆN ) = ΘˆN (ηˆN )
=
[(
ΘˆN (ηˆN )
)
ij
]
i,j=0,1,··· ,N
=
[
1
(N − i− j)!
∂N−i−jΘ(uˆN , ε)
∂εN−i−j
∣∣∣∣
ε=0
]
q(N+1)×q(N+1)
=


1
N !
∂NΘ(uˆN ,ε)
∂εN
∣∣∣
ε=0
· · · 11!
∂Θ(uˆN ,ε)
∂ε
∣∣∣
ε=0
Θ(uˆN , ε)|ε=0
...
...
...
1
1!
∂NΘ(uˆN ,ε)
∂εN
∣∣∣
ε=0
Θ(uˆN , ε)|ε=0
Θ(uˆN , ε)|ε=0 0


(2.24)
is also symplectic, where uˆN is a perturbation series defined by (2.1).
2.5 Integrable Properties
In this sub-section, we study integrable properties of the perturbation systems defined by
(2.7), which include recursion hereditary operators, K-symmetries (i.e., time independent
symmetries), master-symmetries, Lax representations and zero curvature representations,
Hamiltonian formulations and etc. Simultaneously we establish explicit structures for con-
structing other perturbation objects such as spectral problems, Hamiltonian functionals,
and cotangent vector fields.
Theorem 2.4 Let K = K(ε) ∈ T (M) be analytic with respect to ε and assume that
Φ = Φ(ε) : T (M)→ T (M) is a recursion operator of ut = K(u, ε). Then the operator ΦˆN :
T (MˆN )→ T (MˆN ) determined by (2.15) is a recursion operator of the perturbation system
ηˆNt = KˆN (ηˆN ) defined by (2.7). Therefore if ut = K(u, ε) has a hereditary recursion
operator Φ(u, ε), then the perturbation system ηˆNt = KˆN (ηˆN ) has a hereditary recursion
operator ΦˆN (ηˆN ).
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Proof: Let S¯N = (S
T
0 , S
T
1 , · · · , S
T
N )
T ∈ T (MˆN ), where the sub-vectors Si, 0 ≤ i ≤ N , are
of the same dimension. By Lemma 2.1, we can compute that
(
∂kΦ(uˆN , ε)
∂εk
∣∣∣∣
ε=0
)′
(ηˆN )[KˆN ] =
∂k
∂εk
∣∣∣∣
ε=0
Φ′(uˆN , ε)
[ N∑
j=0
εjK(j)
]
=
∂k
∂εk
∣∣∣∣
ε=0
Φ′(uˆN , ε)
[
K(uˆN , ε) + o(ε
N )
]
=
∂kΦ′(uˆN , ε)[K(uˆN , ε)]
∂εk
∣∣∣∣
ε=0
, 0 ≤ k ≤ N,
and
(K(i))′(ηˆN )[S¯N ] =
1
i!
∂i
∂εi
∣∣∣∣
ε=0
K ′(uˆN , ε)
[ N∑
k=0
εkSk
]
=
i∑
j=0
1
(i− j)!
∂i−jK ′(uˆN , ε)[Sj ]
∂εi−j
∣∣∣∣
ε=0
, 0 ≤ i ≤ N.
Therefore, immediately from the first equality above, we obtain the i-th element of Φˆ′N (ηˆN )[KˆN ]S¯N
as follows:
(
Φˆ′N(ηˆN )[KˆN ]S¯N
)
i
=
i∑
j=0
1
(i− j)!
∂i−j(Φ′(uˆN , ε)[K(uˆN , ε)]Sj)
∂εi−j
∣∣∣∣
ε=0
, 0 ≤ i ≤ N. (2.25)
Based on the second equality above, we can make the following computation:
(
Kˆ ′N (ηˆN )[ΦˆN (ηˆN )S¯N ]
)
i
=
i∑
k=0
1
(i− k)!
∂i−k
∂εi−k
∣∣∣∣
ε=0
(
K ′(uˆN , ε)[(ΦˆN (ηˆN )S¯N )k]
)
=
i∑
k=0
1
(i− k)!
∂i−k
∂εi−k
∣∣∣∣
ε=0
K ′(uˆN , ε)
[ k∑
j=0
1
(k − j)!
∂k−jΦ(uˆN , ε)
∂εk−j
∣∣∣∣
ε=0
Sj
]
=
i∑
j=0
i∑
k=j
1
(i− k)!(k − j)!
∂i−k
∂εi−k
∣∣∣∣
ε=0
K ′(uˆN , ε)
[ ∂k−jΦ(uˆN , ε)
∂εk−j
∣∣∣∣
ε=0
Sj
]
=
i∑
j=0
i∑
k=j
1
(i− j)!
∂i−j
∂εi−j
∣∣∣∣
ε=0
( εk−j
(k − j)!
K ′(uˆN , ε)
[ ∂k−jΦ(uˆN , ε)
∂εk−j
∣∣∣∣
ε=0
Sj
])
=
i∑
j=0
1
(i− j)!
∂i−j
∂εi−j
∣∣∣∣
ε=0
K ′(uˆN , ε)
[ i∑
k=j
εk−j
(k − j)!
∂k−jΦ(uˆN , ε)
∂εk−j
∣∣∣∣
ε=0
Sj
]
=
i∑
j=0
1
(i− j)!
∂i−j
∂εi−j
∣∣∣∣
ε=0
K ′(uˆN , ε)[Φ(uˆN )Sj + o(ε
i−j)]
=
i∑
j=0
1
(i− j)!
∂i−j
(
K ′(uˆN , ε)[Φ(uˆN , ε)Sj ]
)
∂εi−j
∣∣∣∣∣
ε=0
, 0 ≤ i ≤ N ; (2.26)
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(
ΦˆN (ηˆN )Kˆ
′
N (ηˆN )[S¯N ]
)
i
=
i∑
k=0
1
(i− k)!
∂i−kΦ(uˆN , ε)
∂εi−k
∣∣∣∣
ε=0
k∑
j=0
1
(k − j)!
∂k−jK ′(uˆN , ε)[Sj ]
∂εk−j
∣∣∣∣
ε=0
=
i∑
j=0
i∑
k=j
1
(i− k)!(k − j)!
∂i−kΦ(uˆN , ε)
∂εi−k
∣∣∣∣
ε=0
∂k−jK ′(uˆN , ε)[Sj ]
∂εk−j
∣∣∣∣
ε=0
=
i∑
j=0
1
(i− j)!
∂i−j
(
Φ(uˆN , ε)K
′(uˆN , ε)[Sj ]
)
∂εi−k
∣∣∣∣∣
ε=0
, 0 ≤ i ≤ N. (2.27)
It follows directly from the above three equalities above (2.25), (2.26) and (2.27) that
∂ΦˆN
∂t
(ηˆN )S¯N + Φˆ
′
N (ηˆN )[KˆN (ηˆN )]S¯N − Kˆ
′
N (ηˆN )[ΦˆN (ηˆN )S¯N ] + ΦˆN (ηˆN )Kˆ
′
N (ηˆN )[S¯N ] = 0.
According to Definition 1.3, this implies that the perturbation operator ΦˆN (ηˆN ) defined
by (2.15) is a recursion operator of ηˆNt = KˆN (ηˆN ). A combination with Theorem 2.1 gives
rise to the proof of the second required conclusion. The proof is finished.
Theorem 2.5 Let K = K(ε), S = S(ε) ∈ T (M) be analytic with respect to ε. For two
perturbation vector fields KˆN , SˆN ∈ T (MˆN ) defined by (2.3), there exists the following
relation:
[KˆN (ηˆN ), SˆN (ηˆN )] = (KˆN )
′(ηˆN )[SˆN (ηˆN )]− (SˆN )
′(ηˆN )[KˆN (ηˆN )] = TˆN (ηˆN ), (2.28)
where TˆN ∈ (MˆN ) is the perturbation vector field of the vector field T (ε) = [K(ε), S(ε)],
defined by (2.3). Furthermore we can have the following:
(1) if σ = σ(ε) ∈ T (M) is an n-th order master-symmetry of the perturbed system ut =
K(u, ε), then σˆN ∈ T (MˆN ) defined by (2.3) is an n-th order master-symmetry of the
perturbation system ηˆNt = KˆN (ηˆN ) defined by (2.7);
(2) the perturbation system ηˆNt = KˆN (ηˆN ) defined by (2.7) possesses the same structure
of symmetry algebras as the original perturbed system ut = K(u, ε).
Proof: As usual, assume that
Sˆi = (S
(0)T , S(1)T , · · · , S(i)T )T , ηˆi = (η
T
0 , η
T
1 , · · · , η
T
i )
T , uˆi =
i∑
k=0
εkηk, 0 ≤ i ≤ N.
By the definition of the Gateaux derivative, we first have
(K(uˆi, ε))
′(ηˆi)[Sˆi] =
∂
∂δ
∣∣∣∣
δ=0
K(uˆi + δ
i∑
k=0
εkS(k), ε)
=
∂
∂δ
∣∣∣∣
δ=0
K(uˆi + δS(uˆi, ε) + δo(ε
i), ε)
= K ′(uˆi, ε)[S(uˆi, ε)] + o(ε
i), 0 ≤ i ≤ N.
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Let us apply the equality above to the following Taylor series
K(uˆi, ε) =
i∑
k=0
εk
k!
∂kK(uˆi, ε)
∂εk
∣∣∣∣
ε=0
+ o(εi), 0 ≤ i ≤ N,
and then we arrive at
K ′(uˆi, ε)[S(uˆi, ε)] =
i∑
k=0
εk
k!
( ∂kK(uˆi, ε)
∂εk
∣∣∣∣
ε=0
)′
(ηˆi)[Sˆi] + o(ε
i), 0 ≤ i ≤ N.
Taking the i-th derivative with respect to ε leads to(
K ′(u, ε)[S(u, ε)]
)(i)
(ηˆi) =
((
K(u, ε)
)(i))′
(ηˆi)[Sˆi], 0 ≤ i ≤ N. (2.29)
Now it follows from (2.29) that for the i-th element of TˆN we have
(T (u, ε))(i) =
(
K ′(u, ε)[S(u, ε)]
)(i)
(ηˆi)−
(
S′(u, ε)[K(u, ε)]
)(i)
(ηˆi)
=
((
K(u, ε)
)(i))′
(ηˆi)[Sˆi]−
((
S(u, ε)
)(i))′
(ηˆi)[Kˆi]
=
(
Kˆ ′N (ηˆN )[SˆN ]
)
i
−
(
Sˆ′N (ηˆN )[KˆN ]
)
i
, 0 ≤ i ≤ N.
This shows that (2.28) holds. All other results is a direct consequence of (2.28). The proof
is completed.
The relation (2.28) implies that the perturbation series (2.1) keeps the Lie product of
vector fields invariant. In particular, the second component of (2.28) yields the Lie product
property (2.9) of linearized operators. In what follows, we will go on to consider Lax
representations and zero curvature representations for the perturbation system defined by
(2.7). In our formulation below, we will adopt the following notation for the perturbation
of a spectral parameter λ:
λˆN =
N∑
i=0
εiµi, µˆN = (µ0, µ1, · · · , µN )
T , (2.30)
which is quite similar to the notation for the perturbation of the potential u. Here µi, 0 ≤
i ≤ N, will be taken as the spectral parameters appearing in the perturbation spectral
problems. A customary symbol ▽xλ, x ∈ IR
p, will still be used to denote the gradient of
the spectral parameter λ with respect to x.
Theorem 2.6 Let K = K(ε) ∈ T (M) be analytic with respect to ε. Assume that the
system ut = K(u, ε) has an isospectral Lax representation{
L(u, ε)φ = λφ,
φt = A(u, ε)φ,
(▽xλ = 0, x ∈ IR
p), i.e., (L(u, ε))t = [A(u, ε), L(u, ε)], (2.31)
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where L and A are two s× s matrix differential operators being analytic with respect to u
and ε. Define the perturbation spectral operator LˆN and the perturbation Lax operator AˆN
by
(perNB)(ηˆN ) = BˆN (ηˆN )
=
[(
BˆN (ηˆN )
)
ij
]
i,j=0,1,··· ,N
=
[
1
(i− j)!
∂i−jB(uˆN , ε)
∂εi−j
∣∣∣∣
ε=0
]
s(N+1)×s(N+1)
=


B(uˆN , ε)|ε=0 0
1
1!
∂B(uˆN ,ε)
∂ε
∣∣∣
ε=0
B(uˆN , ε)|ε=0
...
. . .
. . .
1
N !
∂NB(uˆN ,ε)
∂εN
∣∣∣
ε=0
· · · 11!
∂B(uˆN ,ε)
∂ε
∣∣∣
ε=0
B(uˆN , ε)|ε=0

 , B = L,A, (2.32)
where uˆN is given by (2.1). Then under the condition for the spectral operator L that
if L′(uˆN )[S(uˆN )] = o(ε
N ), S ∈ T (M), then S(uˆN ) = o(ε
N ), (2.33)
the N -th order perturbation system ηˆNt = KˆN (ηˆN ) defined by (2.7) has the following
isospectral Lax representation
(LˆN (ηˆN ))t = [AˆN (ηˆN ), LˆN (ηˆN )], (2.34)
which is the compatibility condition of the following perturbation spectral problem{
LˆN (ηˆN )φˆN = λφˆN ,
φˆNt = AˆN (ηˆN )φˆN ,
(▽y0λ = ▽y1λ = · · · = ▽yrλ = 0), (2.35)
or the following perturbation spectral problem{
LˆN (ηˆN )φˆN = ΛφˆN ,
φˆNt = AˆN (ηˆN )φˆN ,
(2.36)
where the matrix Λ reads as
Λ =


µ0Is
µ1Is µ0Is
...
. . .
. . .
µNIs · · · µ1Is µ0Is

 , Is = diag(1, 1, · · · , 1︸ ︷︷ ︸s ), (2.37)
with the spectral parameter µi, 0 ≤ i ≤ N , satisfying∑
k+l=i
▽ykµl = 0, 0 ≤ i ≤ N. (2.38)
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Proof: We first observe that the perturbed system
uˆNt = K(uˆN , ε) + o(ε
N ), (2.39)
which engenders precisely the perturbation system ηˆNt = KˆN (ηˆN ) defined by (2.7). Noting
that L(u, ε), A(u, ε) are analytic with respect to u and ε, it follows from (2.31) that (2.39)
is equivalent to the following
∂k
∂εk
∣∣∣∣
ε=0
(
(L(uˆN , ε))t − [A(uˆN , ε), L(uˆN , ε)]
)
= 0, 0 ≤ k ≤ N, (2.40)
by use of (2.33).
What we want to prove next is that (2.40) is equivalent to (2.34). Let us compute
the elements of the differential operator matrix [AˆN (ηˆN ), LˆN (ηˆN )]. It is obvious that
[AˆN (ηˆN ), LˆN (ηˆN )] is lower triangular, that is to say,
([AˆN (ηˆN ), LˆN (ηˆN )])ij = 0, 0 ≤ i < j ≤ N.
For the other part of [AˆN (ηˆN ), LˆN (ηˆN )], we can compute that
(AˆN (ηˆN )LˆN (ηˆN ))ij =
i∑
k=j
1
(i− k)!
∂i−kA(uˆN , ε)
∂εi−k
∣∣∣∣
ε=0
1
(k − j)!
∂k−jL(uˆN , ε)
∂εk−j
∣∣∣∣
ε=0
=
1
(i− j)!
i∑
k=j
(
i− j
i− k
)
∂i−kA(uˆN , ε)
∂εi−k
∣∣∣∣
ε=0
∂k−jL(uˆN , ε)
∂εk−j
∣∣∣∣
ε=0
=
1
(i− j)!
∂i−jA(uˆN , ε)L(uˆN , ε)
∂εi−j
∣∣∣∣
ε=0
, 0 ≤ j ≤ i ≤ N,
where the
(
i
j
)
are the binomial coefficients. In the same way, we can obtain
(LˆN (ηˆN )AˆN (ηˆN ))ij =
1
(i− j)!
∂i−jL(uˆN , ε)A(uˆN , ε)
∂εi−j
∣∣∣∣
ε=0
, 0 ≤ j ≤ i ≤ N.
Therefore we arrive at
([AˆN (ηˆN ), LˆN (ηˆN )])ij =
1
(i− j)!
∂i−j [A(uˆN , ε), L(uˆN , ε)]
∂εi−j
∣∣∣∣
ε=0
, 0 ≤ j ≤ i ≤ N.
Now it is easy to find that (2.40) is equivalent to (2.34). Therefore the perturbation system
defined by (2.7) has the Lax representation (2.34).
Let us now turn to the perturbation spectral problems (2.35) and (2.36). Obviously,
the compatibility condition of the perturbation spectral problem (2.35) is the Lax equation
(2.34), since the spectral parameter λ doesn’t vary whatever the spatial variables change.
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Therefore let us consider the compatibility condition of the perturbation spectral problem
(2.36). First, we want to prove that
ΛAˆN (ηˆN ) = AˆN (ηˆN )Λ, (2.41)
if the spectral parameters µi, 0 ≤ i ≤ N, satisfy (2.38). Notice that the condition (2.38)
on the spectral parameters µi, 0 ≤ i ≤ N , is required by
▽ˆxλˆN = o(ε
N ), ▽ˆx =
r∑
i=0
εi▽yi , λˆN =
N∑
i=0
εiµi,
which is a perturbation version of ▽xλ = 0. Therefore we have
A(uˆN , ε, ▽ˆx)λˆN = λˆNA(uˆN , ε, ▽ˆx) + o(ε
N ).
This guarantees that
1
(i− j)!
∂i−j
∂εi−j
∣∣∣∣
ε=0
(
A(uˆN , ε, ▽ˆx)λˆN
)
=
1
(i− j)!
∂i−j
∂εi−j
∣∣∣∣
ε=0
(
λˆNA(uˆN , ε, ▽ˆx)
)
, 0 ≤ j ≤ i ≤ N,
which exactly means that the equality (2.41) holds. Now we can compute from (2.36) that
(LˆN (ηˆN ))tφˆN + LˆN (ηˆN )AˆN (ηˆN )φˆN = ΛAˆN (ηˆN )φˆN = AˆN (ηˆN )ΛφˆN = AˆN (ηˆN )LˆN (ηˆN )φˆN .
It follows that the compatibility condition of the perturbation spectral problem (2.36) is
also the Lax equation (2.34). The proof is completed.
The perturbation spectral operator LˆN is very similar to the perturbation recursion
operator ΦˆN , in spite of different orders of matrices. Actually, we may take any recursion
operator Φ as a spectral operator and the system ut = K(u) can have a Lax represen-
tation Φt = [Φ,K
′]. This Lax representation is usually non-local, because most recursion
operators are intego-differential. We also remark that two perturbation spectral problems
above are represented for the same perturbation system defined by (2.7), which involve
different conditions on the spectral parameters. For the case of
uˆN =
N∑
i=0
εiηi(x, y, t) =
N∑
i=0
εiηi(x, εx, t), x ∈ IR, (2.42)
the condition (2.38) can be reduced to
µ0x = 0, µix + µi−1,y = 0, 1 ≤ i ≤ N. (2.43)
In the following theorem, a similar result is shown for zero curvature representations of
the perturbation systems defined by (2.7).
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Theorem 2.7 Let K = K(ε) ∈ T (M) be analytic with respect to ε. Assume that the
initial system ut = K(u, ε) has an isospectral zero curvature representation{
φx = U(u, λ, ε)φ,
φt = V (u, λ, ε)φ,
(λx = 0, x ∈ IR), (2.44)
i.e., (U(u, λ, ε))t − (V (u, λ, ε))x + [U(u, λ, ε), V (u, λ, ε)] = 0, (2.45)
where U and V are two s×s matrix differential (sometimes multiplication) operators being
analytic with respect to u, λ and ε. Define two perturbation matrix differential operators
UˆN and VˆN by
(perNW )(ηˆN ) = WˆN (ηˆN , µˆN ) = WˆN (ηˆN )
=
[(
WˆN (ηˆN )
)
ij
]
i,j=0,1,··· ,N
=
[
1
(i− j)!
∂i−jW (uˆN , λˆN ), ε
∂εi−j
∣∣∣∣∣
ε=0
]
s(N+1)×s(N+1)
=


W (ηˆN , λˆN , ε)
∣∣∣
ε=0
0
1
1!
∂W (uˆN ,λˆN ,ε)
∂ε
∣∣∣
ε=0
W (ηˆN , λˆN , ε)
∣∣∣
ε=0
...
. . .
. . .
1
N !
∂NW (uˆN ,λˆN ,ε)
∂εN
∣∣∣
ε=0
· · · 11!
∂W (uˆN ,λˆN ,ε)
∂ε
∣∣∣
ε=0
W (ηˆN , λˆN , ε)
∣∣∣
ε=0


, (2.46)
where W = U, V , and uˆN and λˆN are given by (2.42) and (2.30). Then under the condition
for the spectral operator U that
if U ′(uˆN )[S(uˆN )] = o(ε
N ), S ∈ T (M), then S(uˆN ) = o(ε
N ), (2.47)
the N -th order perturbation system ηˆNt = KˆN (ηˆN ) defined by (2.7) has the following
isospectral zero curvature representation

r∑
i=0
ΠiφˆNyi = UˆN (ηˆN , µˆN )φˆN ,
φˆNt = VˆN (ηˆN , µˆN )φˆN ,
(2.48)
i.e., (UˆN (ηˆN ))t −
r∑
i=0
Πi(VˆN (ηˆN ))yi + [UˆN (ηˆN ), VˆN (ηˆN )] = 0, (2.49)
where the matrix Π is defined by
Π =
[
0 0
IsN 0
]
s(N+1)×s(N+1)
, IsN = diag(Is, · · · , Is︸ ︷︷ ︸
N
) = diag(1, · · · , 1︸ ︷︷ ︸
sN
), (2.50)
and the spectral parameters µi, 0 ≤ i ≤ N, satisfy∑
k+l=i
∂ykµl = 0, 0 ≤ i ≤ N. (2.51)
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Proof: Note that by use of (2.47), the zero curvature equation
((U(u, λ, ε))t − (V (u, λ, ε))x + [U(u, λ, ε), V (u, λ, ε)] = 0
for the system ut = K(u, ε) yields an equivalent representation
(U(uˆN , λˆN , ε))t −
r∑
i=0
εi(V (uˆN , λˆN , ε))yi +
[
U(uˆN , λˆN , ε), V (uˆN , λˆN , ε)
]
≡ U ′(uˆN )[K(uˆN , ε)] −
r∑
i=0
εi(V (uˆN , λˆN , ε))yi + [U(uˆN , λˆN , ε), V (uˆN , λˆN , ε)]
≡ o(εN ) (mod εN ) (2.52)
for the perturbation system ηˆNt = KˆN (ηˆN ). In order to recover uˆNt = K(uˆN , ε) + o(ε
N )
from (2.52), we need to keep the spectral property λx = ∂xλ = 0 under the perturbation
up to a precision o(εN ). This requires
∂ˆxλˆN = o(ε
N ), ∂ˆx =
r∑
i=0
εi∂yi , λˆN =
N∑
i=0
εiµi,
which generates (2.51). Similar to the proof of Theorem 2.6, differentiating the above
equation (2.52) with respect to ε up to N times leads to the zero curvature equation
(2.49), and conversely, we have (2.52) if (2.49) holds. Therefore the perturbation system
ηˆNt = KˆN (ηˆN ) has an isospectral zero curvature representation (2.49).
The other thing that we need to prove is that the zero curvature equation (2.49) is
exactly the compatibility condition of the perturbation spectral problem (2.48). From the
first system of (2.48), we have
r∑
i=0
ΠiφˆNyit = UˆNtφˆN + UˆN φˆNt.
From the second system of (2.48), we obtain
φˆNtyi = VˆNyiφˆN + VˆN φˆNyi , 0 ≤ i ≤ r.
A combination of the above equalities yields
r∑
i=0
Πi(VˆNyi φˆN + VˆN φˆNyi) = UˆNtφˆN + UˆN VˆN φˆN . (2.53)
On the other hand, we have
N∑
i=0
ΠiVˆN φˆNyi =
N∑
i=0
VˆNΠ
iφˆNyi = VˆN UˆN φˆN , (2.54)
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by using ΠVˆN = VˆNΠ and the first system of (2.48). It follows from (2.53) and (2.54)
that the zero curvature equation (2.49) is the compatibility condition of the perturbation
spectral problem (2.48). The proof is completed.
If we consider the specific case of the perturbation defined by (2.42), then the pertur-
bation spectral problem and the perturbation zero curvature equation, defined by (2.48)
and (2.49), will be simplified to{
φˆNx +ΠφˆNy = UˆN (ηˆN , µˆN )φˆN ,
φˆNt = VˆN (ηˆN , µˆN )φˆN ,
(2.55)
and
(UˆN (ηˆN ))t − (VˆN (ηˆN ))x −Π(VˆN (ηˆN ))y + [UˆN (ηˆN ), VˆN (ηˆN )] = 0, (2.56)
respectively. The involved spectral parameters µi, 0 ≤ i ≤ N, need to satisfy a reduction
(2.43) of the general condition (2.51).
Theorem 2.8 Let K = K(ε) ∈ T (M) be analytic with respect to ε. Assume that the
initial system ut = K(u, ε) possesses a Hamiltonian formulation
ut = K(u, ε) = J(u, ε)
δH˜
δu
(u, ε),
where J : T ∗(M) → T (M) is a Hamiltonian operator and H˜ ∈ C∞(M) is a Hamiltonian
functional. Then the perturbation system ηˆNt = KˆN (ηˆN ) defined by (2.7) also possesses a
Hamiltonian formulation
ηˆNt = KˆN (ηˆN ) = JˆN (ηˆN )
δ(perNH˜)
δηˆN
(ηˆN ), (2.57)
where the Hamiltonian operator JˆN (ηˆN ) is determined by (2.17) and the Hamiltonian
functional perN H˜ =
ˆ˜HN ∈ C
∞(MˆN ) is defined by
(perN H˜)(ηˆN ) =
ˆ˜HN (ηˆN ) =
1
N !
∂N H˜(uˆN , ε)
∂εN
∣∣∣∣∣
ε=0
. (2.58)
The corresponding Poisson bracket has the property
{perNH˜1, perNH˜2}JˆN = perN{H˜1, H˜2}J , H˜1, H˜2 ∈ C
∞(M). (2.59)
Moreover the perturbation systems ηˆNt = KˆN (ηˆN ) defined by (2.7) possesses a multi-
Hamiltonian formulation
ηˆNt = KˆN (ηˆN ) = Jˆ1N (ηˆN )
δ(perNH˜1)
δηˆN
(ηˆN ) = · · · = JˆmN (ηˆN )
δ(perNH˜m)
δηˆN
(ηˆN ),
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if ut = K(u, ε) possesses an analogous multi-Hamiltonian formulation
ut = K(u, ε) = J1(u, ε)
δH˜1
δu
(u, ε) = · · · = Jm(u, ε)
δH˜m
δu
(u, ε).
Proof: Assume that γ(ε) = δH˜
δu
(ε) ∈ T ∗(M). Let us observe that
ηit =
1
i!
∂i(J(uˆN , ε)γ(uˆN , ε))
∂εi
∣∣∣∣
ε=0
=
i∑
j=0
1
j!(i − j)!
∂i−jJ(uˆN , ε)
∂εi−j
∣∣∣∣
ε=0
∂jγ(uˆN , ε)
∂εj
∣∣∣∣
ε=0
, 0 ≤ i ≤ N.
Thus, noting the structure of JˆN , we can represent the perturbation system as follows
ηˆNt = KˆN (ηˆN ) = JˆN (ηˆN )γˆN (ηˆN ), (2.60)
where the cotangent vector field γˆN ∈ T
∗(MˆN ) reads as
γˆN (ηˆN ) =
( 1
N !
∂NγT (uˆN , ε)
∂εN
∣∣∣∣
ε=0
,
1
(N − 1)!
∂N−1γT (uˆN , ε)
∂εN−1
∣∣∣∣
ε=0
,
· · · ,
1
1!
∂γT (uˆN , ε)
∂ε
∣∣∣∣
ε=0
, γT (uˆN , ε)|ε=0
)T
. (2.61)
Let us check whether this cotangent vector field γˆN is a gradient field. If it is gradient, the
corresponding potential functional has to be the following
H˜N(ηˆN ) =
∫ 1
0
< γˆN (ληˆN ), ηˆN > dλ
=
∫ 1
0
N∑
i=0
1
i!
<
∂iγ(λuˆN , ε)
∂εi
∣∣∣∣
ε=0
, ηN−i > dλ
=
1
N !
∂N
∂εN
∣∣∣∣
ε=0
∫ 1
0
< γ(λuˆN , ε), uˆN > dλ =
1
N !
∂N H˜(uˆN , ε)
∂εN
∣∣∣∣∣
ε=0
.
The cotangent vector field γˆN is indeed a gradient field, because we can show that
γˆN (ηˆN ) =
δ(perNH˜)
δηˆN
(ηˆN ). (2.62)
According to Definition 1.1 and using Lemma 2.1, for any Si ∈ T (M(ηi)) we can compute
that
<
δ
δηi
( 1
N !
∂N H˜(uˆN , ε)
∂εN
∣∣∣∣∣
ε=0
)
, Si(ηi) >=
( 1
N !
∂NH˜(uˆN , ε)
∂εN
∣∣∣∣∣
ε=0
)′
(ηi)[Si(ηi)]
=
1
N !
∂N
∂εN
∣∣∣∣
ε=0
H˜ ′(uˆN , ε)[ε
iSi(ηi)] =
1
(N − i)!
∂N−i
∂εN−i
∣∣∣∣
ε=0
H˜ ′(uˆN , ε)[Si(ηi)]
=
1
(N − i)!
∂N−i
∂εN−i
∣∣∣∣
ε=0
<
δH˜
δuˆN
(uˆN , ε), Si(ηi) >=
1
(N − i)!
∂N−i
∂εN−i
∣∣∣∣
ε=0
< γ(uˆN , ε), Si(ηi) >
= <
1
(N − i)!
∂N−iγ(uˆN , ε)
∂εN−i
∣∣∣∣
ε=0
, Si(ηi) >, 0 ≤ i ≤ N.
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This equality implies that (2.62) holds. It follows that the perturbation system (2.60) is a
Hamiltonian system.
Let us now turn to the property (2.59) for the Poisson bracket. Set γ1(ε) =
δH˜1
δu
(ε), γ2(ε) =
δH˜2
δu
(ε) ∈ T ∗(M). In virtue of (2.62), we can make the computation
{perNH˜1,perN H˜2}JˆN (ηˆN ) =<
δ(perNH˜1)
δηˆN
(ηˆN ), JˆN (ηˆN )
δ(perNH˜2)
δηˆN
(ηˆN ) >
=
N∑
i=0
<
1
(N − i)!
∂N−iγ1(uˆN , ε)
∂εN−i
∣∣∣∣
ε=0
,
N∑
j=N−i
1
(i+ j −N)!
×
∂i+j−NJ(uˆN , ε)
∂εi+j−N
∣∣∣∣
ε=0
1
(N − j)!
∂N−jγ2(uˆN , ε)
∂εN−j
∣∣∣∣
ε=0
>
=
N∑
i=0
<
1
(N − i)!
∂N−iγ1(uˆN , ε)
∂εN−i
∣∣∣∣
ε=0
,
1
i!
∂i(J(uˆN , ε)γ2(uˆN , ε))
∂εi
∣∣∣∣
ε=0
>
=
1
N !
∂N
∂εN
∣∣∣∣
ε=0
< γ1(uˆN , ε), J(uˆN , ε)γ2(uˆN , ε) >= (perN{H˜1, H˜2}J)(ηˆN ).
This shows that the property (2.59) holds for the Poisson bracket.
Further, noting the structure of the perturbation Hamiltonian operators, a multi-
Hamiltonian formulation may readily be established for the perturbation system. Therefore
the proof is completed.
We should realize that two formulas (2.58) and (2.61) provide the explicit structures
for the perturbation Hamiltonian functionals and the perturbation cotangent vector fields.
The whole theory above can be applied to all soliton hierarchies and thus various inter-
esting perturbation systems including higher dimensional integrable couplings may be
presented. In the next section, we will however be only concerned with an application of
the theory to the KdV soliton hierarchy.
3 Application to the KdV hierarchy
Let us consider the case of the KdV hierarchy
ut = Kn = Kn(u) = (Φ(u))
nux, Φ = Φ(u) = ∂
2
x + 2ux∂
−1
x + 4u, n ≥ 0. (3.1)
Except the first linear equation ut = ux, each equation ut = K(u) (n ≥ 1) can be written
as the following bi-Hamiltonian equation [15]
ut = Kn = J
δH˜n
δu
=M
δH˜n−1
δu
. (3.2)
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The corresponding Hamiltonian pair and Hamiltonian functionals read as
J = ∂x, M =M(u) = ∂
3
x + 2(∂xu+ u∂x), (3.3)
H˜n =
∫
Hn dx, Hn = Hn(u) =
∫ 1
0
ufn(λu) dλ, fn = Ψ
nu, n ≥ 0, (3.4)
where Ψ = Φ† = ∂2x + 4u − 2∂
−1
x ux. Therefore each equation in the KdV hierarchy (3.1)
has infinitely many commuting symmetries {Km}
∞
m=0 and conserved densities {Hm}
∞
m=0.
The second equation in the hierarchy (3.1) gives the following KdV equation
ut = uxxx + 6uux, (3.5)
which serves as a well-known model of soliton phenomena. Its many remarkable properties
were reviewed by Miura [17]. In our discussion, we are concerned only with bi-Hamiltonian
formulations and consequent symmetries and conserved densities. The bi-Hamiltonian for-
mulation of the KdV equation (3.5) can be written down
ut = J
δH˜1
δu
=M
δH˜0
δu
(3.6)
with two Hamiltonian functionals
H˜0 =
∫
H0 dx =
∫
1
2
u2 dx, H˜1 =
∫
H1 dx =
∫
(
1
2
uuxx + u
3) dx. (3.7)
It has also an isospectral zero curvature representation Ut − Vx + [U, V ] = 0 with
U =
[
0 −u− λ
1 0
]
, V =
[
ux −uxx − 2u
2 + 2λu+ 4λ2
2u− 4λ −ux
]
, (3.8)
where λ is a spectral parameter (see [18] for more information). These two properties will
be used to construct bi-Hamiltonian formulations and zero curvature representations for
the related perturbation systems.
In order to apply the general idea of constructing integrable couplings to the KdV
equations, let us start from the following perturbed equation
ut = K
per(u) =
∞∑
i=0
αiε
iSi(u), (3.9)
where αi are arbitrary constants and the Si are taken from zero function and Kn, n ≥ 0,
so that the series (3.9) terminates. To obtain integrable couplings of the n-th order KdV
equation ut = Kn, we need to fix S0 = Kn. Various integrable couplings can be generated
by making the perturbation defined by (2.1). In what follows, we would only like to present
some illustrative examples.
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3.1 Standard perturbation systems
First of all, let us choose the n-th order KdV equation itself as an initial equation:
ut = K
per(u) = Kn(u)
for each n ≥ 1. In this case, the single scale perturbation uˆN =
∑N
i=0 ε
iηi(x, t) leads to a
type of integrable couplings:
ηˆNt = KˆnN (ηˆN ), N ≥ 0, (3.10)
which are called the standard perturbation systems of ut = Kn and have been discussed
in [19, 20]. These systems have the following bi-Hamiltonian formulations [20]
ηˆNt = KˆnN (ηˆN ) = Φˆ
n
N ηˆNx = JˆN
δ(perNH˜n)
δηˆN
= MˆN
δ(perNH˜n−1)
δηˆN
, (3.11)
where the Hamiltonian functionals perNH˜n, the hereditary recursion operator ΦˆN and the
Hamiltonian pair {JˆN , MˆN} are given by
perNH˜n =
1
N !
∂NH˜n(uˆN )
∂εN
, (3.12)
ΦˆN =


Φ0(η0) 0
Φ1(η1) Φ0(η0)
...
. . .
ΦN (ηN ) · · · Φ1(η1) Φ0(η0)

 , (3.13)
JˆN =


0 ∂x
∂x
. . .
∂x 0

 , MˆN =


0 M0(η0)
M0(η0) M1(η1)
...
. . .
...
M0(η0) M1(η1) · · · MN (ηN )

 , (3.14)
with
Mi =Mi(ηi) = δi0∂
3
x + 2(∂xηi + ηi∂x), Φi = Φi(ηi) = δi0∂
2
x + 2(∂xηi∂
−1
x + ηi), 0 ≤ i ≤ N.
(3.15)
Moreover they have infinitely many commuting symmetries {KˆmN}
∞
m=0 and conserved
densities {HˆmN}
∞
m=0.
We list the first two standard perturbation systems of the KdV equation (3.5):{
η0t = η0xxx + 6η0η0x,
η1t = η1xxx + 6(η0η1)x;
(3.16)

η0t = η0xxx + 6η0η0x,
η1t = η1xxx + 6(η0η1)x,
η2t = η2xxx + 6η1η1x + 6(η0η2)x.
(3.17)
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The first-order perturbation system (3.16) has the following bi-Hamiltonian formulation
ηˆ1t =
[
0 ∂x
∂x 0
]
δ(per1H˜1)
δηˆ1
=
[
0 ∂3x + 2η0x + 4η0∂x
∂3x + 2η0x + 4η0∂x 2η1x + 4η1∂x
]
δ(per1H˜0)
δηˆ1
(3.18)
with ηˆ1 = (η0, η1)
T and the Hamiltonian functionals
per1H˜0 =
∫
Hˆ01 dx, Hˆ01 = η0η1,
per1H˜1 =
∫
Hˆ11 dx, Hˆ11 =
1
2
(η0η1xx + η0xxη1) + 3η
2
0η1.
The second-order perturbation system (3.17) has the following bi-Hamiltonian formulation
ηˆ2t = Jˆ2
δ(per2H˜1)
δηˆ2
= Mˆ2
δ(per2H˜0)
δηˆ2
, ηˆ2 = (η0, η1, η2)
T (3.19)
with the Hamiltonian functionals
per2H˜0 =
∫
Hˆ02 dx, Hˆ02 = η0η2 +
1
2
η21 ,
per2H˜1 =
∫
Hˆ12 dx, Hˆ12 =
1
2
(η0η2xx + η1η1xx + η0xxη2) + 3η0η
2
1 + 3η
2
0η2.
Another example that we want to show is the first-order standard perturbation system
of the fifth order KdV equation ut = K2(u):{
η0t = η0,5x + 10η0η0xxx + 20η0xη0xx + 30η
2
0η0x,
η1t = η1,5x + 10η0xxxη1 + 10η0η1xxx + 20η0xxη1x + 20η0xη1xx + 60η0η0xη1 + 30η
2
0η1x,
(3.20)
where η0,5x and η1,5x, as usual, stand for the fifth order derivatives of η0 and η1 with
respect to x. It has the following bi-Hamiltonian formulation
ηˆ2t = Jˆ1
δ(per1H˜2)
δηˆ1
= Mˆ1
δ(per1H˜1)
δηˆ1
, (3.21)
where the Hamiltonian function per1H˜1 is given as before and the Hamiltonian function
per1H˜2, given as follows
per1H˜2 =
1
2
η0xxxxη1 +
1
2
η0η1xxxx +
20
3
η0η0xxη1 +
10
3
η20η1xx +
5
3
η20xη1 +
10
3
η0η0xη1x +
40
3
η30η1.
3.2 Nonstandard perturbation systems
Secondly, let us choose a perturbed equation
ut = K
per(u, ε) = Kn + αεKn, α = const., α 6= 0,
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as an initial equation for each n ≥ 1. This equation can be viewed as
ut = K
per(u, ε) = J
δ(H˜n + αεH˜n)
δu
=M
δ(H˜n−1 + αεH˜n−1)
δu
= (J + αεJ)
δH˜n
δu
= (M + αεM)
δH˜n−1
δu
. (3.22)
Therefore the corresponding perturbation systems also have quadruple Hamiltonian for-
mulations. We focus on the first-order perturbation system under the single scale pertur-
bation. It has the quadruple Hamiltonian formulation
ηˆ1t = Jˆ
(1)
1
δ(per1H˜
(1)
n )
δηˆ1
= Mˆ
(1)
1
δ(per1H˜
(1)
n−1)
δηˆ1
= Jˆ
(2)
1
δ(per1H˜
(2)
n )
δηˆ1
= Mˆ
(2)
1
δ(per1H˜
(2)
n−1)
δηˆ1
,
(3.23)
namely,
ηˆ1t =
[
0 ∂
∂ 0
]
δ(per1H˜n + αH˜n(η0))
δηˆ1
=
[
0 M0
M0 M1
]
δ(per1H˜n−1 + αH˜n−1(η0))
δηˆ1
=
[
0 ∂
∂ α∂
]
δ(per1H˜n)
δηˆ1
=
[
0 M0
M0 M1 + αM0
]
δ(per1H˜n−1)
δηˆ1
, (3.24)
where the functionals per1H˜n, per1H˜n−1 and the operators Mi are defined by (3.12) and
(3.15), respectively. Since two Hamiltonian operators Jˆ
(1)
1 and Jˆ
(2)
1 are invertible, we can
obtain five hereditary recursion operators for the equation (3.23):
Jˆ
(2)
1 (Jˆ
(1)
1 )
−1 =
[
1 0
α 1
]
, Jˆ
(1)
1 (Jˆ
(2)
1 )
−1 =
[
1 0
−α 1
]
,
Mˆ
(1)
1 (Jˆ
(2)
1 )
−1 =
[
Φ0 0
Φ1 − αΦ0 Φ0
]
, Mˆ
(2)
1 (Jˆ
(1)
1 )
−1 =
[
Φ0 0
Φ1 + αΦ0 Φ0
]
,
Mˆ
(1)
1 (Jˆ
(1)
1 )
−1 = Mˆ
(2)
1 (Jˆ
(2)
1 )
−1 =
[
Φ0 0
Φ1 Φ0
]
,
where the operators Φi are defined by (3.15). These operator structures suggest two classes
of hereditary recursion operators for the equation (3.23)
Φˆ
(1)
1 (β) =
[
β0 0
β1 β0
]
, Φˆ
(2)
1 (β) =
[
β0Φ0 0
β0Φ1 + β1Φ0 β0Φ0
]
, (3.25)
where β = (β0, β1)
T with the βi being arbitrary constants. They are really hereditary
operators and recursion operators for the equation (3.23), which can be verified by direct
computation or by viewing them as the first-order perturbation operators of the initial
operators β0 + β1ε and β0Φ + β1εΦ. Therefore the integrable coupling (3.23) of the n-th
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order KdV equation ut = Kn(u) possesses two classes of hereditary recursion operators
defined by (3.25). These two classes of operators have the property
Φ
(1)
1 (β)Φ
(2)
1 (γ) = Φ
(2)
1 (β)Φ
(1)
1 (γ) =
[
β0γ0Φ0 0
β0γ0Φ1 + (β0γ1 + β1γ0)Φ0 β0γ0Φ0
]
, (3.26)
for any two constant vectors β = (β0, β1)
T and γ = (γ0, γ1)
T , which also shows that their
product can not constitute completely new recursion operators.
We can also start from the perturbed KdV type equation
ut = K
per(u, ε) = Kn + αε
jKij , α = const., α 6= 0, (3.27)
where ij is a natural number. Let us illustrate the idea of construction by the following
specific example
ut = K
per(u, ε) = Kn + αε
2Kn+1 (n ≥ 1), (3.28)
which can be viewed as a tri-Hamiltonian system:
ut = K
per = J
δ(H˜n + αε
2H˜n+1)
δu
= (J + αε2M)
δH˜n
δu
=M
δ(H˜n−1 + αε
2H˜n)
δu
. (3.29)
Therefore, according to Theorem 2.8, the second-order perturbation system of the the
perturbed system (3.28) 

η0t = Kn(η0),
η1t = K
′
n(η0)[η1],
η2t =
1
2
∂2Kn(uˆ2)
∂ε2
∣∣∣
ε=0
+ αKn+1(η0)
(3.30)
possesses the following tri-Hamiltonian formulation
ηˆ2t = Jˆ
(1)
2
δH˜
(1)
n
δηˆ2
= Jˆ
(2)
2
δH˜
(2)
n
δηˆ2
= Jˆ
(3)
2
δH˜
(3)
n
δηˆ2
, ηˆ2 = (η0, η1, η2)
T (3.31)
with a triple of Hamiltonian operators
Jˆ
(1)
2 =


0 0 ∂x
0 ∂x 0
∂x 0 0

 , Jˆ (2)2 =


0 0 ∂x
0 ∂x 0
∂x 0 αM0

 , Jˆ (3)2 =


0 0 M0
0 M0 M1
M0 M1 M2

 (3.32)
and the corresponding three Hamiltonian functionals

H˜
(1)
n (ηˆ2) = (per2H˜n)(ηˆ2) + αH˜n+1(η0),
H˜
(2)
n (ηˆ2) = (per2H˜n)(ηˆ2),
H˜
(3)
n (ηˆ2) = (per2H˜n−1)(ηˆ2) + αH˜n(η0).
(3.33)
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Similarly, the perturbation system (3.30) has also two classes of hereditary recursion op-
erators:
Φˆ
(1)
2 (β) =


β0 0 0
β1 β0
β2 β1 β0

 , Φˆ(2)2 (β) =


β0Φ0 0 0
β0Φ1 + β1Φ0 β0Φ0
β0Φ2 + β1Φ1 + β2Φ0 β0Φ1 + β1Φ0 β0Φ0

 ,
(3.34)
where the operators Φi are defined by (3.15) and β = (β0, β1, β2)
T is a constant vector.
Let us fix n = 1 and then the system (3.30) gives an integrable coupling of the KdV
equation (3.5), which possesses the following tri-Hamiltonian formulation
ηˆ2t = Jˆ
(1)
2
δH˜
(1)
1
δηˆ2
= Jˆ
(2)
2
δH˜
(2)
1
δηˆ2
= Jˆ
(3)
2
δH˜
(3)
1
δηˆ2
(3.35)
with three Hamiltonian functionals

H˜
(1)
1 (ηˆ2) =
1
2(η0η2xx + η1η1xx + η0xxη2) + 3η0η
2
1 + 3η
2
0η2
+α(12η0η0xxxx +
10
3 η
2
0η0xx +
5
3η0η
2
0x +
10
3 η
4
0),
H˜
(2)
1 (ηˆ2) = η0η2 +
1
2η
2
1 + α(
1
2η0η0xx + η
3
0),
H˜
(3)
1 (ηˆ2) =
1
2(η0η2xx + η1η1xx + η0xxη2) + 3η0η
2
1 + 3η
2
0η2.
(3.36)
In order to distinguish the standard perturbation systems defined by (3.10), the inte-
grable couplings of the n-th order KdV equation ut = Kn, defined by (3.23) and (3.30), are
called the non-standard perturbation systems. Interestingly, each of these systems has both
a local multi-Hamiltonian formulation and two classes of hereditary recursion operators.
3.3 2+1 dimensional integrable couplings
Thirdly, let us consider a case of bi-scale perturbations (2.42), i.e.,
uˆN =
N∑
i=0
εiηi, ηi = ηi(x, y, t), y = εx.
In order to present explicit results for integrable couplings, we take the KdV equation
(3.5) as an illustrative example, due to its simplicity. We recall that the KdV equation
(3.5) has the bi-Hamiltonian formulation (3.6) and the Lax pair (3.8).
Let us introduce the bi-scale perturbation series above into the KdV equation (3.5)
and equate powers of ε. As a N -th order approximation, we obtain a 2 + 1 dimensional
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perturbation systems of evolution equations

η0t1 = η0xxx + 6η0η0x,
η1t1 = η1xxx + 3η0xxy + 6(η0η1)x + 6η0η0y,
η2t1 = η2xxx + 3η1xxy + 3η0xyy + 6(η0η2)x + 6η1η1x + 6(η0η1)y,
ηjt1 = ηjxxx + 3ηj−1,xxy + 3ηj−2,xyy + ηj−3,yyy
+6
(∑j
i=0 ηiηj−i,x +
∑j−1
i=0 ηiηj−i−1,y
)
, 3 ≤ j ≤ N.
(3.37)
This system has been already presented in [20]. It follows from our general theory that it
gives an integrable coupling of the KdV equation (3.5).
In what follows, we would like to propose a bi-Hamiltonian formulation and the con-
sequent hereditary recursion operator for the system (3.37). To the end, we first need to
compute a perturbation Hamiltonian pair by Theorem 2.2:
JˆN =


0 ∂x
∂x ∂y
∂x ∂y 0
...
. . .
. . .
...
∂x ∂y 0 · · · 0

 , (3.38)
MˆN =


0 P (ε)|ε=0
P (ε)|ε=0
1
1!
∂P (ε)
∂ε
∣∣∣
ε=0
P (ε)|ε=0
1
1!
∂P (ε)
∂ε
∣∣∣
ε=0
1
2!
∂2P (ε)
∂ε2
∣∣∣
ε=0
. . .
. . .
. . .
...
P (ε)|ε=0
1
1!
∂P (ε)
∂ε
∣∣∣
ε=0
1
2!
∂2P (ε)
∂ε2
∣∣∣
ε=0
· · · 1
N !
∂NP (ε)
∂εN
∣∣∣
ε=0


, (3.39)
where the differential operator P (ε) represents
P (ε) = (∂x + ε∂y)
3 + 2[(∂x + ε∂y)uˆN + uˆN (∂x + ε∂y)].
The explicit expressions for various derivatives of P (ε) with respect to ε can be obtained
as follows:

P (ε)|ε=0 = ∂
3
x + 2(∂xη0 + η0∂x),
1
1!
∂P (ε)
∂ε
∣∣∣
ε=0
= 3∂2x∂y + 2(∂xη1 + η1∂x) + 2(∂yη0 + η0∂y),
1
2!
∂2P (ε)
∂ε2
∣∣∣
ε=0
= 3∂x∂
2
y + 2(∂xη2 + η2∂x) + 2(∂yη1 + η1∂y),
1
3!
∂3P (ε)
∂ε3
∣∣∣
ε=0
= ∂3y + 2(∂xη3 + η3∂x) + 2(∂yη2 + η2∂y),
1
i!
∂iP (ε)
∂εi
∣∣∣
ε=0
= 2(∂xηi + ηi∂x) + 2(∂yηi−1 + ηi−1∂y), 4 ≤ i ≤ N,
(3.40)
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which gives rise to an explicit expression for the Hamiltonian operator MˆN . Secondly,
we need to compute the Hamiltonian functionals for the system (3.37). Note that ∂x →
∂x + ε∂y, and thus, under the perturbation (2.42), we have
uxx →
N∑
i=0
εi(ηixx + 2εηixy + ε
2ηiyy).
Further, by Theorem 2.8, we obtain two perturbation Hamiltonian functionals:
perN H˜0 =
∫∫
1
N !
∂NH0(uˆN )
∂εN
∣∣∣
ε=0
dxdy =
∫∫
1
2
N∑
i=0
ηiηN−i dxdy, (3.41)
perN H˜1 =
∫∫
1
N !
∂NH1(uˆN )
∂εN
∣∣∣
ε=0
dxdy =
∫∫ [1
2
∑
i+j=N
ηiηjxx
+
∑
i+j=N−1
ηiηjxy +
1
2
∑
i+j=N−2
ηiηjyy +
∑
i+j+k=N
ηiηjηk
]
dxdy. (3.42)
Now the following bi-Hamiltonian formulation for the system (3.37) becomes clear:
ηˆNt = JˆN
δ(perNH˜1)
δηˆN
= MˆN
δ(perNH˜0)
δηˆN
, (3.43)
where JˆN , MˆN ,perNH˜0 and perNH˜1 are defined by (3.38), (3.39), (3.41) and (3.42), re-
spectively. It should be realized that the 2 + 1 dimensional bi-Hamiltonian system (3.43)
is local, because the Hamiltonian pair {JˆN , MˆN} involves only the differential operators
∂x and ∂y.
Theorem 2.4 guarantees the existence of a hereditary recursion operator for the system
(3.37). It is of interest to get its explicit expression. Note that the first Hamiltonian
operator JˆN has an invertible operator
(JˆN )
−1 =


PN PN−1 · · · P0
PN−1
. . .
...
...
P0 0

 , (3.44)
where the operators Pi are defined by
P0 = ∂
−1
x , P1 = −∂
−2
x ∂y, · · · , Pi = (−1)
i∂−i−1x ∂
i
y, · · · , PN = (−1)
N∂−N−1x ∂
N
y . (3.45)
Therefore, the corresponding hereditary recursion operator is determined by ΦˆN = MˆN Jˆ
−1
N ,
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but it can also be computed directly by Theorem 2.1:
ΦˆN =


Φ(uˆN )|ε=0 0
1
1!
∂Φ(uˆN )
∂ε
∣∣∣
ε=0
Φ(uˆN )|ε=0
...
. . .
. . .
1
N !
∂NΦ(uˆN )
∂εN
∣∣∣
ε=0
· · · 11!
∂Φ(uˆN )
∂ε
∣∣∣
ε=0
Φ(uˆN )|ε=0

 . (3.46)
Here the operator Φ(uˆN ) is defined by
Φ(uˆN ) = (∂x + ε∂y)
2 + 2(uˆNx + εuˆNy)(∂x + ε∂y)
−1 + 4uˆN ,
and thus its N + 1 derivatives with respect to ε are found to be

Φ(uˆN )
∣∣
ε=0
= ∂2x + 2η0x∂
−1
x + 4η0,
1
1!
∂Φ(uˆN )
∂ε
∣∣∣
ε=0
= 2∂x∂y + 2(η1x + η0y)∂
−1
x − 2η0x∂
−2
x ∂y + 4η1,
1
2!
∂2Φ(uˆN )
∂ε2
∣∣∣
ε=0
= ∂2y + 2(η2x + η1y)∂
−1
x − 2(η1x + η0y)∂
−2
x ∂y + 2η0x∂
−3
x ∂
2
y + 4η2,
1
k!
∂kΦ(uˆN )
∂εk
∣∣∣
ε=0
=
∑
i+j=k(−1)
j(2ηix + ηi−1,y)∂
−j−1
x ∂
j
y + 4ηk, 3 ≤ k ≤ N,
(3.47)
where we accept η−1 = 0.
Let us now show the corresponding zero curvature representation for the 2+1 dimen-
sional perturbation system (3.37). By Theorem 2.7 or (2.56), the zero curvature represen-
tation for the system (3.37) can be given by
UˆNt − VˆNx −ΠVˆNy + [UˆN , VˆN ] = 0, (3.48)
where three matrices Π, UˆN and VˆN read as
Π =
[
0 0
I2N 0
]
2(N+1)×2(N+1)
, I2N = diag(I2, · · · , I2︸ ︷︷ ︸
N
) = diag(1, · · · , 1︸ ︷︷ ︸
2N
), (3.49)
UˆN =


U0 0
U1 U0
...
. . .
. . .
UN · · · U1 U0

 , VˆN =


V0 0
V1 V0
...
. . .
. . .
VN · · · V1 V0

 , (3.50)
with the Ui, Vi being determined by
Ui =
1
i!
∂iU(uˆN , λˆN )
∂εi
∣∣∣∣∣
ε=0
=
[
0 −ηi − µi
δi0 0
]
, 0 ≤ i ≤ N, (3.51)
Vi =
1
i!
∂iV (uˆN , λˆN )
∂εi
∣∣∣∣∣
ε=0
=
[
ηix + ηi−1,y Qi
2ηi − 4µi −ηix − ηi−1,y
]
, 0 ≤ i ≤ N, (3.52)
Qi = −ηixx − 2ηi−1,xy − ηi−2,yy − 2
∑
k+l=i
(ηkηl − µkηl − 2µkµl), 0 ≤ i ≤ N, (3.53)
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where we accept that η−1 = η−2 = 0, and U, V are defined by (3.8). Of course, we
require the condition (2.43) on the involved spectral parameters µi, 0 ≤ i ≤ N , in order
to guarantee the equivalence between the system (3.37) and the zero curvature equation
(3.48).
In particular, the first-order bi-scale perturbation system{
η0t = η0xxx + 6η0η0x,
η1t = η1xxx + 3η0xxy + 6(η0η1)x + 6η0η0y,
(3.54)
has a local 2 + 1 dimensional bi-Hamiltonian formulation
ηˆ1t = Jˆ1
δ(per1H˜1)
δηˆ1
= Mˆ1
δ(per1H˜0)
δηˆ1
, ηˆ1 =
[
η0
η1
]
, (3.55)
Jˆ1 =
[
0 ∂x
∂x ∂y
]
, Mˆ1 =
[
0 ∂3x + 2η0x + 4η0∂x
∂3x + 2η0x + 4η0∂x 3∂
2
x∂y + 2η1x + 2η0y + 4η1∂x + 4η0∂y
]
, (3.56)
per1H˜0 =
∫∫
η0η1 dxdy, per1H˜1 =
∫∫
(
1
2
η0η1xx + η0η0xy +
1
2
η1η0xx + 3η
2
0η1) dxdy. (3.57)
Here the extended variables η0(x, y, t) and η1(x, y, t) are taken as a potential vector ηˆ1.
Moreover the above Hamiltonian pair yields a hereditary recursion operator in 2 + 1
dimensions
Φˆ1(ηˆ1) =
[
∂2x + 2η0x∂
−1
x + 4η0 0
2∂x∂y − 2η0x∂
−2
x ∂y + 2(η1x + η0y)∂
−1
x + 4η1 ∂
2
x + 2η0x∂
−1
x + 4η0
]
. (3.58)
The system (3.54) was furnished in [20], its Painleve´ property and zero curvature rep-
resentation were discussed by Sakovich [21], and its localized soliton-like solutions were
found in [22]. All these properties show that the system (3.54) is a good example of typical
soliton equations in 2 + 1 dimensions.
4 Concluding remarks
We have developed a theory for constructing integrable couplings of soliton equations by
perturbations. The symmetry problem is viewed as a special case of integrable couplings.
The general structures of hereditary recursion operators, Hamiltonian operators, symplec-
tic operators, Hamiltonian formulations etc. have been established under the multi-scale
perturbations. The perturbation systems have richer structures of Lax representations and
zero curvature representations than the original systems. For example, in the higher di-
mensional cases, the involved spectral parameters µi, 0 ≤ i ≤ N, may vary with respect
to the spatial variables, but they need to satisfy some conditions, for example,
µ0x = 0, µix + µi−1,y = 0, 1 ≤ i ≤ N,
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in the 2 + 1 dimensional case of the perturbation
uˆn =
N∑
i=0
εiηi(x, y, t) =
N∑
i=0
εiηi(x, εx, t), x ∈ IR.
The resulting theory has been applied to the KdV soliton hierarchy and thus various
integrable couplings are presented for each soliton equation in the KdV hierarchy. The ob-
tained integrable couplings of the original KdV equations have infinitely many commuting
symmetries and conserved densities. Linear combinations of the KdV hierarchy containing
a small perturbation parameter may yield much more interesting integrable couplings. For
example, the KdV type systems of soliton equations possessing both multi-Hamiltonian
formulations and two classes of hereditary recursion operators have been presented and
what’s more, local 2+1 dimensional bi-Hamiltonian systems of the KdV type with hered-
itary structures have also been constructed.
Our success in extending the standard perturbation cases to the non-standard cases
and the higher dimensional cases are based on the following two simple ideas. First, we
chose the perturbed systems as initial systems to generate integrable couplings for given
integrable systems. The method of construction is similar to that in [5]. Only a slight dif-
ference is that new initial systems themselves involve a small perturbation parameter, but
importantly, such initial perturbed systems take effect in getting new integrable couplings.
In particular, our result showed that the following non-standard perturbation system{
ut = K(u),
vt = K
′(u)[v] +K(u),
(4.1)
keeps complete integrability. Therefore, this also provides us with an extension of integrable
systems. Secondly, we took the multi-scale perturbations, by which higher dimensional
integrable couplings can be presented. Indeed, the multi-scale perturbations enlarge the
spatial dimensions and keeps complete integrability of the system under study. A concrete
example of integrable couplings resulted from the multi-scale perturbations is the following
system {
η0t = η0xxx + 6η0η0x,
η1t = η1xxx + 3η0xxy + 6(η0η1)x + 6η0η0y,
which has been proved to be a local bi-Hamiltonian system.
A kind of reduction of the standard multi-scale perturbations defined by (2.1) may be
taken, which can be generally represented as
uˆN =
N∑
j=0
εijηj , ηi = ηi(y0, y1, y2, · · · , yr, t), yj = ε
i′jx, t ∈ IR, x ∈ IRp, 0 ≤ i ≤ N,
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where the ij , i
′
j can be any two finite sets of natural numbers. This kind of perturbations
can be generated from the standard perturbations (2.1), if some dependent variables ηi
are chosen to be zero and the other dependent variables are assumed to be independent
of some dependent variables yi. They yield more specific integrable couplings. There is
another interesting problem related integrable couplings. Could one reduce the spatial
dimensions of a given integrable system while formulating integrable couplings? If the
answer is yes, it is of interest to find some ways to construct such kind of integrable
couplings, i.e., to hunt for the second part S(u, v) with v being less dimensional than u to
constitute integrable systems with the original system ut = K(u).
There exist some important works to deal with asymptotic analysis and asymptotic
integrability [23, 24, 25, 26], to which the study of the perturbation systems may be helpful.
It is also worthy mentioning that our 2 + 1 dimensional hereditary recursion operators,
for example, the operators defined by (3.46) and (3.47), are of the form described only
by independent variables involved. Thus they are a supplement to a class of recursion
operators in 2+ 1 dimensions discussed by Zakharov and Konopelchenko [27], and a class
of the extended recursion operators in 2 + 1 dimensions including additional independent
variables, introduced by Santini and Fokas [28] and Fokas and Santini [29]. The other
properties such as Ba¨cklund transformations, bilinear forms and soliton solutions might
be found for the resulting perturbation systems. A remarkable Miura transformation [30]
might also be introduced for the 2+1 dimensional perturbation systems (3.37), which will
lead to new 2 + 1 dimensional integrable systems of the MKdV type. All these problems
will be analyzed in a further publication.
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