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Abstract
In this paper, we study the periodic problem for semi-linear evolution inclusion. Using techniques from
multivalued analysis and fixed point theorems, we establish existence theorems under the one-sided Lip-
schitz condition. First we prove existence theorems for nonconvex and convex problem. Second, we look
for extremal periodic solutions and prove the relaxation theorem.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Recently, a number of authors have studied the periodic problems of differential inclusions.
All earlier works had assumed that the orientor field is convex valued. We refer to the works
of Haddad–Lasry [14], Aubin–Cellina [1], Macki–Nistri–Zecca [21] and Plaskacz [24]. For the
nonconvex case, we refer to works of Hu–Papageorgiou [18], Hu–Kandilakis–Papageorgiou [16],
De Blasi–Górniewicz–Pianigiani [4] and Benchohra–Nieto–Ouahabi [3]. In [18], the approach
is based on directionally continuous selections and on a Nagumo-type tangential condition. In
[4,16], the approach is based on degree theory applicable to the periodic problem. For extremal
solutions there are only the works of De Blasi–Pianigiani [5] and Li–Xue in [20]. In [5] the
authors use an invariance condition and the existence result for extremal periodic solutions is
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gory Method” designed to deal with the extremal problem. In [20] Li–Xue use the “Hartman
condition” and Leray–Schauder alternative principle to deal with the extremal problem, but they
also have interesting results on the convex and nonconvex problem. “Hartman condition” was
employed recently in the context of second-order periodic boundary value problem. We refer to
Mawhin [23], Kyritsi–Matzakos–Papageorgiou [19]. In our work here replacing “Hartman con-
dition” by “one-sided Lipschitz condition (OSL)” and under some general continuity hypotheses,
we prove the existence of periodic solutions for semi-linear evolution inclusions in nonconvex
and convex cases. Also, we gain the extremal periodic solutions and relaxation theorem.
The one-sided Lipschitz condition (OSL) is broadly used in differential and functional dif-
ferential inclusions. Donchev–Farkhi [9] proved the Filippov’s theorem under OSL condition,
which extended the notions of Lipschitz continuity. Donchev–Ríos–Wolenski [10] studied the
strong invariance property of a differential inclusion in finite dimensions under the assumption
of a local OSL condition. Donchev [7] investigated the main property of OSL multivalued maps,
and proved the existence of periodic solutions under the condition of the OSL constant L < 0.
But, in this paper, our conclusions hold under more general conditions.
2. Preliminaries
In this section we recall some basic definitions and facts from multivalued analysis which we
shall need in the sequel. For details we refer to the book of Hu–Papageorgiou [17].
Let RN (N  1) be an N -dimensional real Euclidean space with inner product 〈·,·〉 and in-
duced norm ‖ · ‖. We introduce the following notations:
Pk
(
RN
)= {A⊂ RN : nonempty and compact},
Pf
(
RN
)= {A ⊂ RN : nonempty and closed},
Pfc
(
RN
)= {A ⊂ RN : nonempty, closed and convex},
P(w)kc
(
RN
)= {A ⊂ RN : nonempty, (weakly) compact and convex}.
A multifunction F :T = [0,ω] → Pf (RN) is said to be “measurable,” if for all x ∈ RN ,
R+-valued function t → d(x,F (t)) = inf{‖x − v‖: v ∈ F(t)} is measurable. This definition of
measurability is equivalent to saying that
GrF = {(t, v) ∈ T ×RN : v ∈ F(t)} ∈ Σ ×B(RN ),
with B(RN) being the Borel σ -field of RN, Σ is Lebesgue σ -field of T , that is t → F(t) is
graph measurable. In general, we can only say the measurability implies graph measurability.
A graph measurable function F :T × RN → Pk(RN) has the property that if x :T → RN is
measurable, then t → F(t, x(t)) is graph measurable, so by Aumann’s selection theorem (see
Wagner [26, Theorem 5.10]), we can find a measurable function g :T → RN such that g(t) ∈
F(t, x(t)) almost everywhere on T . Given F :T → Pf (RN), by SpF we denote the set of all
Lp(T ,RN)-selectors of F, i.e. SpF = {f ∈ Lp(T ,RN): f (t) ∈ F(t) a.e. on T }. In general this
set may be empty. It is easy to check that SpF 	= ∅ if and only if t → inf{‖v‖: v ∈ F(t)} ∈ Lp+(T )
(see [17, Lemma II.3.2, p. 175]). The set SpF ⊂ Lp(T ,RN) is closed and convex if and only if
for almost all t ∈ T , F(t) is also closed and convex. Moreover, SpF is bounded if and only if|F(t)| = sup{‖v‖: v ∈ F(t)} belongs to Lp+(T ). Finally, the set SpF is decomposable in the sense
that (f1, f2,A) ∈ Sp × Sp ×Σ , then χAf1 + χAc f2 ∈ Sp .F F F
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limAn = {x ∈ Y : x = limxnk , xnk ∈Ank , n1 < n2 < · · ·< nk < · · ·}
and
limAn = {x ∈ Y : x = limxn, xn ∈An, n 1}.
Let Y,Z be Hausdorff topological spaces and G :Y → 2Z \ {∅}. We say that G(·) is “upper
semicontinuous (USC)” (respectively “lower semicontinuous (LSC)”), if for all C ⊆ Z nonempty
closed, G−(C) = {y ∈ Y : G(y) ∩C 	= ∅} (respectively G+(C) = {y ∈ Y : G(y) ⊆ C}) is closed
in Y . An USC multifunction has closed graph in Y ×Z, while the converse is true if G is locally
compact (i.e. for every y ∈ Y there exists a neighborhood U of y such that G(U) is compact
in Z). A multifunction which is both USC and LSC is said to be “continuous.” If Y,Z are both
metric spaces, then the above definition of LSC is equivalent to saying that for all z ∈ Z, y →
dZ(z,G(y)) = inf {dZ(z, v): v ∈G(y)} is upper semicontinuity as R+-valued function. Also,
lower semicontinuity is equivalent to saying that if yn → y in Y as n → ∞, then
G(y) ⊆ limG(yn) =
{
z ∈ Z: limdZ
(
z,G(yn)
)= 0}
= {z ∈ Z: z = lim zn, zn ∈G(yn), n 1}.
We will need the multivalued version of the Leray–Schauder alternative theorem.
Theorem 2.1. (Dugundji and Granas [11]) If X is a Banach space, C ⊆ X is nonempty, closed
and convex with 0 ∈ C and G :C → Pkc(C) is an USC multifunction which maps bounded sets
into relatively compact sets, then one of the following statements is true:
(a) the set Γ = {x ∈ C: x ∈ λG(x), λ ∈ (0,1)} is unbounded;
(b) the G(·) has a fixed point, i.e. there exists x ∈ C, such that x ∈G(x).
Let X be a Banach space and let L1(T ,X) be the Banach space of all functions u : T → X
which are Bochner integrable. D(L1(T ,X)) denotes the collection of nonempty decomposable
subsets of L1(T ,X). Now let us state the Bressan–Colombo continuous selection theorem.
Theorem 2.2. (Bressan and Colombo [2]) Let X be a separable metric space and let F :X →
D(L1(T ,X)) be a LSC multifunction with closed decomposable values. Then F has a continuous
selection.
Let X be a separable Banach space and let C(T ,X) be the Banach space of all continu-
ous functions x :T → X with the norm ‖x‖c = maxt∈T ‖x(t)‖. A multifunction F :T × X →
Pwkc(X) is said to be Carathéodory type, if for every x ∈X, F(., x) is measurable, and for almost
all t ∈ T , F(t, .) is h-continuous (i.e. it is continuous from X to the metric space (Pf (RN),h),
where h is Hausdorff metric). Let M ⊂ C(T ,X). A multifunction F :T ×X → Pwkc(X) is called
integrably bounded on M if there exists function λ :T → R+ such that for almost all t ∈ T ,
sup{‖y‖: y ∈ F(t, x(t)), x(·) ∈M)} λ(t). A nonempty subset M0 ⊂ C(T ,X) is called σ -com-
pact if there is a sequence {Mk}k1 of compact subsets Mk such that M0 = ⋃k1 Mk . Let
M0 ⊂ M , such that M0 is dense in M and σ -compact. Let extF(t, x(t)) denote the extremal
point set of F(t, x(t)). The following continuous selection theorem in the extreme point case is
due to Tolstonogov [25].
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and integrably bounded. Then there exists a continuous function g :M → L1(T ,X) such that
for almost all t ∈ T , if x(·) ∈ M0, then g(x)(t) ∈ extF(t, x(t)), and if x(·) ∈ M \ M0, then
g(x)(t) ∈ extF(t, x(t)).
For our considerations the following definition is adequate:
Definition 2.4. (Donchev and Farkhi [9]) The multifunction mapping F :T ×RN → Pk(RN) is
called “one-sided Lipschitz (OSL)” continuous if there is an integrable function L :T →R such
that for every x, y ∈ RN , t ∈ T , and v ∈ F(t, x) there exists u ∈ F(t, y) such that
〈v − u,x − y〉 L(t)‖x − y‖2.
3. Existence theorems
Let T = [0,ω], we consider the following periodic problem:{
x˙(t) ∈Ax(t)+ F (t, x(t)),
x(0) = x(ω) (1)
where F :T × RN → 2RN \ {∅}, and A is bounded linear operator from RN to RN . We prove
existence theorems for both the nonconvex and convex problems.
We need the following hypotheses:
H(A) for all x ∈RN , there exists a constant c ∈R+ such that
〈Ax,x〉 c‖x‖2 (A1)
or 〈
(−A)x,x〉 c‖x‖2. (A2)
H(F)1 F :T ×RN → Pk(RN) is multifunction such that
(i) (t, x) → F(t, x) is graph measurable;
(ii) for almost all t ∈ T , x → F(t, x) is LSC;
(iii) |F(t, x)| = sup{‖v‖: v ∈ F(t, x)} λ(t), λ(t) ∈ L1+(T );
(iv) F(t, x) satisfies OSL condition.
H(F)2 F :T ×RN → Pkc(RN) is a multifunction such that
(i) (t, x) → F(t, x) is graph measurable;
(ii) for almost all t ∈ T , x → F(t, x) has a closed graph; and H(F)1(iii) and (iv) hold.
Theorem 3.1. If hypotheses H(A) and H(F)1 hold, then problem (1) has a solution x ∈
W 1,1(T ,RN).
Proof. Let W 1,1p (T ,RN) = {x ∈ W 1,1(T ,RN): x(0) = x(ω)} and Lx = x˙ − Ax for all x ∈
W
1,1
p (T ,R
N), then L :W 1,1p (T ,RN) → L1(T ,RN) is a linear operator.
Claim 1. L :W 1,1p (T ,RN) → L1(T ,RN) is one to one.
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(Ax1 −Ax2)(t) a.e. on T . Let S(t) = ‖x1(t)− x2(t)‖2, for all t ∈ [0,ω]. Noting that
d
dt
S(t) = 2〈x˙1(t)− x˙2(t), x1(t)− x2(t)〉
and
ω∫
0
d
dt
S(t) dt = S(ω)− S(0)= ∥∥x1(ω)− x2(ω)∥∥2 − ∥∥x1(0)− x2(0)∥∥2 = 0,
then when A satisfies (A1), we have that
ω∫
0
d
dt
S(t)= 2
ω∫
0
〈
Ax1(t)−Ax2(t), x1(t)− x2(t)
〉
dt
 2c
ω∫
0
∥∥x1(t)− x2(t)∥∥2 dt
= 2c‖x1 − x2‖22,
where ‖ · ‖2 denotes the norm of L2(T ,RN).
When A satisfies (A2), we obtain that
−
ω∫
0
d
dt
S(t) = 2
ω∫
0
〈−A[x1(t)− x2(t)], x1(t)− x2(t)〉dt
 2c
ω∫
0
∥∥x1(t)− x2(t)∥∥2 dt
= 2c‖x1 − x2‖22.
Thus 2c‖x1 − x2‖22 = 0, and so x1 = x2, which prove the claim.
Claim 2. R(L) = L1(T ,RN), i.e. L is surjective.
To prove this claim, it is enough to show for every f (t) ∈ L1(T ,RN), the periodic problem{
x˙(t) = Ax(t)+ f (t),
x(0) = x(ω) (2)
has a solution x ∈ W 1,1(T ,RN). For this purpose, we consider the following Cauchy problem:{
x˙(t) = Ax(t)+ f (t),
x(0) = ξ. (3)
It is well known that the problem (3) has a unique solution, it can be written as follows:
x(t) = eAt ξ +
t∫
eA(t−s)f (s) ds.0
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eAωξ +
ω∫
0
eA(ω−s)f (s) ds = ξ.
By hypothesis H(A), one has that (I − eAω)−1 exists, therefore when we take ξ = (I − eAω)−1 ×∫ ω
0 e
A(ω−s)f (s) ds, then the solution of problem (3) is the solution of problem (2).
By Claims 1 and 2, we have L :W 1,1p (T ,RN) → L1(T ,RN) is one to one and surjective, and
so L−1 :L1(T ,RN) →W 1,1p (T ,RN) is well defined.
Claim 3. L−1 :L1(T ,RN) → L1(T ,RN) (W 1,1p (T ,RN) ⊂ L1(T ,RN)) is completely continu-
ous.
We only to show that L−1 is continuous and maps bounded set into relatively compact
set. We claim that L :W 1,1p (T ,RN) → L1(T ,RN) is continuous. In fact, since for every x ∈
W
1,1
p (T ,R
N), we have
‖Lx‖L1 =
ω∫
0
∥∥x˙(t)−Ax(t)∥∥dt

ω∫
0
∥∥x˙(t)∥∥dt + ω∫
0
‖A‖∥∥x(t)∥∥dt
 β
( ω∫
0
∥∥x˙(t)∥∥dt + ω∫
0
∥∥x(t)∥∥dt)
= β‖x‖W 1,1,
where β = max{1,‖A‖}, ‖ · ‖L1 denotes the norm of L1(T ,RN), ‖ · ‖W 1,1 denotes the norm
of W 1,1p (T ,RN), therefore L is continuous. By virtue of Banach converse operator theorem,
we have that L−1 :L1(T ,RN) → W 1,1p (T ,RN) is continuous. So there exists M > 0 such that
‖L−1y‖
W
1,1
p (T ,R
N )
M‖y‖L1 , for every y ∈ L1(T ,RN). Then for every x ∈W 1,1p (T ,RN), there
exists y ∈ L1(T ,RN) such that x = L−1y, thus
‖x‖
W
1,1
p (T ,R
N )
= ∥∥L−1y∥∥
W
1,1
p (T ,R
N )
M‖y‖L1 = M‖Lx‖L1 . (4)
Let K ⊂ L1(T ,RN) be bounded, by (4) we have that L−1(K) is bounded in W 1,1p (T ,RN). But
W
1,1
p (T ,R
N) is compactly embedded in L1(T ,RN). Therefore L−1(K) is relatively compact in
L1(T ,RN).
Next let N :L1(T ,RN) → 2L1(T ,RN ) be the multivalued Nemitsky operator corresponding to
F and N was defined by
N(x) = {v ∈ L1(T ,RN ): v(t) ∈ F (t, x(t))} a.e. on T .
Claim 4. N(·) has nonempty, closed, decomposable values and is LSC.
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emptiness, note that if x ∈ L1(T ,RN), by hypothesis H(F)1(i), t → F(t, x(t)) is graph mea-
surable, so we apply Aumann’s selection theorem and obtain a measurable map v :T → RN
such that v(t) ∈ F(t, x(t)) a.e. on T . By hypothesis H(F)1(iii), v ∈ L1(T ,RN). Thus for every
x ∈ L1(T ,RN), N(x) 	= ∅. To prove the lower semicontinuity of N(·), we only to show that for
every u ∈ L1(T ,RN), x → d(u,N(x)) is an USC R+-valued function. Notice that
d
(
u,N(x)
)= inf{‖u− v‖L1 : v ∈N(x)}
= inf
{ ω∫
0
∥∥u(t)− v(t)∥∥dt : v ∈N(x)}
=
ω∫
0
inf
{∥∥u(t)− v(t)∥∥: v ∈ F (t, x(t))}dt
=
ω∫
0
d
(
u(t),F
(
t, x(t)
))
dt
(see Hiai and Umegaki [15, Theorem 2.2]). We shall show that for every λ  0, the superlevel
set Uλ = {x ∈ L1(T ,RN): d(u,N(x))  λ} is closed in L1(T ,RN). Let {xn}n1 ⊆ Uλ and as-
sume that xn → x in L1(T ,RN). By passing to a subsequence if necessary, we may assume that
xn(t) → x(t) a.e. on T as n → ∞. By hypothesis H(F)1(ii), x → d(u(t),F (t, x)) is an upper
semicontinuous R+-valued function. So via Fatou’s lemma, we have
λ limd
(
u,N(xn)
)= lim ω∫
0
d
(
u(t),F
(
t, xn(t)
))
dt 
ω∫
0
limd
(
u(t),F
(
t, xn(t)
))
dt

ω∫
0
d
(
u(t),F
(
t, x(t)
))
dt = d(u,N(x)).
Therefore x ∈Uλ and this proves the LSC of N(·).
We apply Theorem 2.2 and obtain a continuous map g :L1(T ,RN) → L1(T ,RN) such that
g(x) ∈N(x). To finish our proof, we need to solve the fixed point problem: x = L−1g(x).
Claim 5. The set Γ = {x ∈ L1(T ,RN): x = θL−1g(x), θ ∈ (0,1)} is bounded.
Let x ∈ Γ and s(t) = ‖x(t) − x(0)‖. Note that x = θL−1g(x), then L(x) = θg(x) and so
x˙ = Ax + θg(x), we then derive
s(t)s˙(t) = 1
2
d
dt
s2(t) = 〈x(t)− x(0), x˙(t)〉= 〈x(t)− x(0), θg(x(t))+Ax(t)〉
= 〈x(t)− x(0), θ(g(x(t))− u)+A(x(t)− x(0))+ θu+Ax(0)〉
= 〈x(t)− x(0), θ(g(x(t))− u)〉+ 〈x(t)− x(0),A(x(t)− x(0))〉
+ 〈x(t)− x(0), θu+Ax(0)〉
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∥∥x(t)− x(0)∥∥2 + ‖A‖∥∥x(t)− x(0)∥∥2 + ∥∥x(t)− x(0)∥∥(‖u‖ + ‖A‖∥∥x(0)∥∥)

(
L(t)+ ‖A‖)∥∥x(t)− x(0)∥∥2 + ∥∥x(t)− x(0)∥∥(λ(t)+ ‖A‖∥∥x(0)∥∥),
where u ∈ F(t, x(0)). Therefore
s˙(t)
(
L(t)+ ‖A‖)s(t)+ λ(t)+ ‖A‖∥∥x(0)∥∥.
Let m(t) = ∫ t0 (L(s) + ‖A‖) ds, v(t) = ∫ t0 em(t)−m(s)(λ(s) + ‖A‖‖x(0)‖) ds. Then we have
s(t) v(t). In fact, let y(t) = e−m(t)(s(t)− v(t)), we can obtain
y˙(t) = e−m(t)(−(L(t)+ ‖A‖))s(t)+ e−m(t)s˙(t)− e−m(t)(λ(t)+ ‖A‖∥∥x(0)∥∥)
= e−m(t)(s˙(t)− ((L(t)+ ‖A‖)s(t)+ λ(t)+ ‖A‖∥∥x(0)∥∥))
 0.
Thus y(·) is decreasing, and so for a.e. t  0, we have y(t)  y(0), i.e. e−m(t)(s(t) − v(t)) 
s(0)− v(0)= 0. Hence s(t) v(t).
To finish the proof, we will also show that the set E = {x(0): x ∈ Γ } is bounded. Let x ∈ Γ ,
then x(·) is the solution of the following boundary value problem:{
x˙(t) = Ax + θg(x),
x(0) = x(ω).
After Claim 2, we have
x(0) = (I − eAω)−1θ ω∫
0
eA(ω−s)g
(
x(s)
)
ds,
where g(x(s)) ∈ F(s, x(s)), and so ‖g(x(s))‖ λ(s), it follows that
∥∥x(0)∥∥ ∥∥(I − eAω)−1∥∥ ω∫
0
∥∥eA(ω−s)∥∥λ(s) ds = M ′.
Therefore we obtain∥∥x(t)∥∥M ′ + ω∫
0
em(ω)−m(s)
(
λ(s)+ ‖A‖M ′)ds = M1.
Hence we deduce that maxx∈Γ ‖x‖∞ M1. So Γ is bounded in L1(T ,RN). Invoking Leray–
Schauder’s alternative theorem, we obtain there exists x ∈W 1,1p (T ,RN) such that x = L−1g(x),
then x is a solution of problem (1). 
Remark 1. If we replace H(F)1(iii) with
(iii)1 |F(t, x)| c1(1 + ‖x‖α) with α ∈ (0,1) or
(iii)2 |F(t, x)| c1(1 + ‖x‖) with c1 < c (c in H(A)),
then the OSL condition in H(F)1 can be omitted and Theorem 3.1 still holds.
Proof. Note that we only use OSL condition in Claim 5. So we shall prove that Γ = {x ∈
L1(T ,RN): x = θL−1g(x), θ ∈ (0,1)} is bounded in L1(T ,RN) under the following cases.
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〈Ax + v, x〉 = 〈Ax,x〉 + 〈v, x〉 c‖x‖2 − ‖v‖‖x‖
 c‖x‖2 − c1
(
1 + ‖x‖α)‖x‖
=
(
c − c1(1 + ‖x‖
α)
‖x‖
)
‖x‖2.
Note that
lim‖x‖→∞
c1(1 + ‖x‖α)
‖x‖ = 0,
then there exists K > 0 such that if ‖x‖K , we have
c1
(1 + ‖x‖α)
‖x‖ <
c
2
.
It follows that
〈Ax + v, x〉 c
2
K2,
when ‖x‖K .
Let x(·) ∈ Γ , we shall show
max
t∈[0,ω]
∥∥x(t)∥∥K.
Otherwise, since x(0) = x(ω), we can assume that 0 t0 <ω such that
max
t∈[0,ω]
∥∥x(t)∥∥= ∥∥x(t0)∥∥>K,
then we can find δt0 > 0 such that t ∈ [t0, t0 + δt0) ∈ [0,ω], we have ‖x(t)‖ > K . Thus when
t ∈ (t0, t0 + δt0), we deduce
0 1
2
∥∥x(t)∥∥2 − 1
2
∥∥x(t0)∥∥2 = 12
t∫
t0
d
ds
(∥∥x(s)∥∥2)ds
=
t∫
t0
〈
x˙(s), x(s)
〉
ds =
t∫
t0
〈
Ax(s)+ θg(x(s)), x(s)〉ds

t∫
t0
(
c
∥∥x(s)∥∥2 − θc1(1 + ∥∥x(s)∥∥α)∥∥x(s)∥∥)ds
 c
2
K2(t − t0) > 0.
This is a contradiction.
Case 2. H(A)(A1) and H(F)1(iii)2 hold. Let x ∈ RN , v ∈ F(t, x), we have
〈Ax + v, x〉 c‖x‖2 − c1
(
1 + ‖x‖)‖x‖
=
(
c − c1(1 + ‖x‖)
)
‖x‖2.‖x‖
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lim‖x‖→∞
c1(1 + ‖x‖)
‖x‖ = c1 < c,
then we can find K > 0 such that if ‖x‖K , we have
c1(1 + ‖x‖)
‖x‖  ρ
where c1 < ρ < c. It follows that
〈Ax + v, x〉 (c − ρ)K2 (when ‖x‖K).
The rest proof is as that of Case 1.
Case 3. H(A)(A2) and H(F)1(iii)1 hold. Let x ∈RN , v ∈ F(t, x), we have
〈Ax + v, x〉 = 〈Ax,x〉 + 〈v, x〉−c‖x‖2 + c1
(
1 + ‖x‖α)‖x‖
=
(
−c + c1(1 + ‖x‖
α)
‖x‖
)
‖x‖2.
Note that
lim‖x‖→∞
c1(1 + ‖x‖α)
‖x‖ = 0,
then there exists K > 0 such that if ‖x‖K we have c1(1+‖x‖α)‖x‖ < c2 , it follows that
〈Ax + v, x〉− c
2
‖x‖2 − c
2
K2,
when ‖x‖K .
Let x(·) ∈ Γ , we shall show maxt∈[0,ω] ‖x(t)‖  K . Otherwise, since x(0) = x(ω), we can
assume that 0 < t0  ω such that maxt∈[0,ω] ‖x(t)‖ = ‖x(t0)‖ >K , then we can find δt0 > 0 such
that t ∈ (t0 − δt0 , t0] ⊂ [0,ω], we have ‖x(t)‖ >K . Thus when t ∈ (t0 − δt0, t0) we deduce
0 1
2
∥∥x(t0)∥∥2 − 12∥∥x(t)∥∥2 = 12
t0∫
t
d
ds
(∥∥x(s)∥∥2)ds
=
t0∫
t
〈
Ax(s)+ θg(x(s)), x(s)〉ds
=
t0∫
t
〈
Ax(x), x(s)
〉
ds + θ
t0∫
t
〈
g
(
x(s)
)
, x(s)
〉
ds

t0∫
t
(
−c + θc1(1 + ‖x‖
α)
‖x(s)‖
)∥∥x(s)∥∥2 ds

t0∫
t
(
− c
2
K2
)
ds
= − c
2
K2(t0 − t) < 0.
This is a contradiction.
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(x ∈ Γ ). 
Theorem 3.2. If hypotheses H(A) and H(F)2 hold, then problem (1) has a solution x ∈
W 1,1(T ,RN). Moreover the solution set is weakly compact in W 1,1(T ,RN).
Proof. The proof is as that of Theorem 3.1. So we only present those particular points where the
two proofs differ.
In this case the multivalued Nemitsky operator N :L1(T ,RN) → 2L1(T ,RN )w has nonempty
closed, convex values in L1(T ,RN) and is USC from L1(T ,RN) into L1(T ,RN) furnished with
the weak topology (denoted by L1(T ,RN)w). The closedness and convexity of the values of N(·)
are clear. To prove the nonemptiness, let x ∈ L1(T ,RN), and let {sn}n1 be a sequence of step
functions such that sn(t) → x(t) and ‖sn(t)‖  ‖x(t)‖ a.e. on T . Then by virtue of hypothesis
H(F)2(i), for every n 1, t → F(t, sn(t)) admits a measurable selector fn(t). From hypothesis
H(F)1(iii), we have that {fn}n1 is uniformly integrable. So by Dunford–Pettis theorem, and by
passing to a subsequence if necessary, we may assume that fn → f weakly in L1(T ,RN). Then
from Theorem 3.1 in [22], we have
f (t) ∈ conv lim{fn(t)}n1 ⊆ conv limF (t, sn(t))⊆ F (t, x(t)) a.e. on T ,
the last inclusion being a consequence of hypothesis H(F)2(ii) and given a subset S of RN , convS
denotes the convex hull of S. So f ∈ N(x). Thus we prove the nonemptiness of N(·).
Next we shall show that N(·) is USC from L1(T ,RN) into L1(T ,RN)w . Let C be a nonempty
and weakly closed subset of L1(T ,RN). We need to show that the set
N−1(C) = {x ∈ L1(T ,RN ): N(x)∩C 	= ∅}
is closed. Let {xn}n1 ⊆ N−1(C) and assume xn → x in L1(T ,RN). Passing to a subsequence,
we can get that xn(t) → x(t) a.e. on T . Let fn ∈N(xn)∩C,n 1. Then by virtue of hypothesis
H(F)1(iii) and Dunford–Pettis theorem, we may assume that fn → f ∈ C in L1(T ,RN)w . As
before we have
f (t) ∈ conv lim{fn(t)}n1 ⊆ conv limF (t, xn(t))⊆ F (t, x(t)) a.e. on T ,
then f ∈N(x)∩C, i.e. N−1(C) is closed in L1(T ,RN). This prove the upper semicontinuity of
N(·) from L1(T ,RN) into L1(T ,RN)w .
We consider the following fixed point problem
x ∈ L−1N(x).
Recalling that L−1 :L1(T ,RN) → L1(T ,RN) is completely continuous, we see that L−1N :
L1(T ,RN) → Pkc(L1(T ,RN)) is USC and maps bounded sets into relatively compact sets. We
easily check that
Γ1 =
{
x ∈ L1(T ,RN ): x ∈ θL−1N(x), θ ∈ (0,1)}
is bounded (as the proof of Claim 5 of Theorem 3.1). Invoking Theorem 2.1, there exists x ∈
L1(T ,RN) such that x = L−1N(x). Evidently this is a solution of problem (1).
Let S denote the solution set of problem (1). As in the proof of Theorem 3.1, we have that
|S| = sup{‖x‖c: x ∈ S}  M2, where M2 > 0. By virtue of hypothesis H(F)1(iii), ‖x˙(t)‖ 
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C(T ,RN). If {xn}n1 ⊆ S, without loss of generality, we can assume that xn → x in C(T ,RN),
x˙n → x˙ in L1(T ,RN)w (see [1, Theorem 4, p. 13]), therefore xn w−→ x in W 1,1(T ,RN). From
Theorem 3.1 in [22], we have
x˙(t)−Ax(t) ∈ conv lim{x˙n(t)−Axn(t)}n1
⊆ conv limF (t, xn(t))⊆ F (t, x(t)) a.e. on T .
Clearly x(0) = x(ω), then x ∈ S. Thus S is weakly compact in W 1,1(T ,RN). 
Remark 2. Theorem 3.2 holds also under the conditions of Remark 1.
As an application of the previous results, we present an example.
We consider a class of neural networks described by the system of differential equations:
x˙(t) = −Ax(t)+Bg(x(t))+ I (t) (5)
where x = (x1, x2, . . . , xN)T ∈ RN is the vector of neuron states; A = diag(a1, a2, . . . , aN)
is an N × N constant diagonal matrix, where ai > 0, i = 1,2, . . . ,N , are the neuron self-
inhibitions; B = (bij ) is an N × N constant matrix which represents the neuron intercon-
nection matrix. Moreover, g(x) = (g1(x1), g2(x2), . . . , gN(xN))T :RN → RN is a diagonal
mapping where gi , i = 1,2, . . . ,N , represents the neuron input–output activation and I (t) =
(I1(t), I2(t), . . . , IN(t))T :R → RN is the mapping of neuron inputs.
Assumption 1. We have gi ∈G, for any i = 1,2, . . . ,N , where G denotes the class of functions
from R to R which are monotone nondecreasing bounded and have at most a finite number of
jump discontinuities in every compact interval.
We note that if g satisfies Assumption 1, then any gi, i = 1,2, . . . ,N , possesses only isolated
jump discontinuities where gi is not necessary defined. Hence for all x ∈RN , we have
K
[
g(x)
]= ([g1(x−1 ), g1(x+1 )], [g2(x−2 ), g2(x+2 )], . . . , [gN (x−N ), gN (x+N )])T ,
where gi(x−i ) = limρ↑xi gi(ρ), gi(x+i ) = limρ↓xi gi(ρ).
Thus the differential equations (5) become the following differential inclusions:
x˙(t) ∈ −Ax(t)+BK[g(x(t))]+ I (t). (6)
The existence and the stability of equilibrium point of (6) were first discussed in [12] (I (t) =
constant). In [13], the authors conjectured that the periodic solution of (6) exists when I (t) is the
periodic input.
Assumption 2. I (t) is ω-periodic vector valued function, i.e. I (t +ω)= I (t) (ω > 0).
We set F(t, x) = BK[g(x)] + I (t), it is easy to check F(t, x) satisfies H(F)2(i) and (ii).
Moreover since g(x) and I (t) are bounded, we know that F(t, x) satisfies (iii)1 in Remark 1.
Thus we obtain the following theorem.
Theorem 3.3. If Assumptions 1 and 2 hold, the problem (6) has an ω-periodic solution.
Theorem 3.3 verifies that the conjecture of [13] is correct.
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In this section we consider the following problem{
x˙(t) ∈Ax(t)+ extF (t, x(t)),
x(0) = x(ω) (7)
where extF(t, x) denotes the extremal point set of F(t, x). We need the following hypotheses:
H(F)3 F :T ×RN → Pkc(RN) is multifunction such that
(i) (t, x) → F(t, x) is graph measurable;
(ii) for almost all t ∈ T , x → F(t, x) is h-continuous;
(iii) |F(t, x)| = sup{‖v‖: v ∈ F(t, x)} λ(t), λ(t) ∈ L1+(T );
(iv) F(t, x) satisfies OSL condition.
In the sequel by S we denote the solution set of (1), by Se we denote the solution set of (7).
Theorem 4.1. If hypotheses H(A) and H(F)3 hold, then problem (7) has a solution x ∈
W 1,1(T ,RN), i.e. Se 	= ∅ in W 1,1(T ,RN).
Proof. Since Se ⊂ S, we can obtain |Se| = sup{‖x‖c: x ∈ Se} M2. By virtue of hypothesis
H(F)3(iii), we have |F(t, x)|  λ(t). Let V = {x ∈ L1(T ,RN): ‖x(t)‖  λ(t) a.e. on T }, then
K̂ = L−1(V ) ⊆ W 1,1p (T ,RN) is compact convex subset in C(T ,RN). The convexity is clear.
We only show the compactness. Let {xn}n1 ⊆ L−1(V ) = K̂ , then there exists hn ∈ V such that
L(xn) = hn, i.e. x˙n = hn +Axn. By the definition of V and Dunford–Pettis theorem, passing to a
subsequence if necessary, we may assume that hn w−→ h in L1(T ,RN) for some h ∈ V . From the
proof of Theorem 3.1, we have ‖xn‖W 1,1p (T ,RN ) M‖Lxn‖L1 = M‖hn‖L1 M‖λ‖L1 . Therefore
the sequence {xn}n1 ⊆ W 1,1p (T ,RN) is bounded.
Because of the compactness of the embedding W 1,1p (T ,RN) ⊂ L1(T ,RN), we have that the
sequence {xn}n1 ⊂ L1(T ,RN) is relatively compact. So by passing to a subsequence if neces-
sary, we may assume that
xn → x in L1
(
T ,RN
)
.
Moreover from x˙n = hn +Axn, it follows that the sequence {x˙n}n1 ⊆ L1(T ,RN) is uniformly
integrable and passing to subsequence if necessary, we may assume that
x˙n
w−→ u in L1(T ,RN ).
Evidently u= x˙, and xn w−→ x in W 1,1p (T ,RN). Since the embedding W 1,1p (T ,RN) ⊆ C(T ,RN)
is continuous, it follows that
xn
w−→ x in C(T ,RN ),
hence
xn(t) → x(t) in RN ∀t ∈ T . (8)
Using the compactness of embedding W 1,1p (T ,RN) ⊆ L2(T ,RN), we have that
xn → x in L2
(
T ,RN
)
. (9)
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∥∥xn(t)− x(t)∥∥2RN = ∥∥xn(0)− x(0)∥∥2RN + 2
ω∫
0
〈
x˙n(t)− x˙(t), xn(t)− x(t)
〉
dt. (10)
But 〈
x˙n(t)− x˙(t), xn(t)− x(t)
〉
= 〈A(xn(t)− x(t)), xn(t)− x(t)〉+ 〈hn(t)− h(t), xn(t)− x(t)〉
 ‖A‖∥∥xn(t)− x(t)∥∥2RN + 〈hn(t)− h(t), xn(t)− x(t)〉. (11)
Let φn(t) = 〈hn(t) − h(t), xn(t) − x(t)〉, then φn(t) → 0 a.e. on T as n → ∞, and |φn(t)| 
2λ(t)‖xn(t) − x(t)‖  c2λ(t), where c2 ∈ R+. Thus the sequence {φn}n1 is uniformly inte-
grable. Therefore, by the extended dominated convergence theorem (see [6, Theorem 2.2.34,
p. 146]), we have that
φn → 0 in L1(T ). (12)
From (10), we have that
∥∥xn(t)− x(t)∥∥2RN  ∥∥xn(0)− x(0)∥∥2RN + 2
ω∫
0
(‖A‖∥∥xn(t)− x(t)∥∥2RN + ∣∣φn(t)∣∣)dt

∥∥xn(0)− x(0)∥∥2RN + 2‖A‖‖xn − x‖22 + 2
ω∫
0
∣∣φn(t)∣∣dt.
Using (8), (9), (12), we have that
‖xn − x‖c → 0.
Since x = L−1(h) with h ∈ V , we conclude that L−1(V ) ⊆ C(T ,RN) is compact. From The-
orem 2.3, we can find a continuous map g : K̂ → L1(T ,RN) such that g(x)(t) ∈ extF(t, x(t))
a.e. on T for all x ∈ K̂ . Then L−1g is compact operator. Apply Schauder fixed point theo-
rem, there exists a x ∈ K̂ such that x = L−1g(x). This is a solution of (7), and so Se 	= ∅
in W 1,1(T ,RN). 
Remark 3. Theorem 4.1 holds also under the conditions of Remark 1.
Theorem 4.2. If hypotheses H(A)(A1) and H(F)3 hold, and L(t)  α < c, then Se = S, where
the closure is taken in C(T ,RN).
Proof. Let x ∈ S, then there exist f ∈ L1(T ,RN) and f (t) ∈ F(t, x(t)) a.e. on T , such that{
x˙(t) = Ax(t)+ f (t),
x(0) = x(ω).
Let V = {g ∈ L1(T ,RN): ‖g(t)‖  λ(t) a.e. on T }, K̂ = L−1(V ), then K̂ is compact convex
subset of C(T ,RN). For every y ∈ K̂ , we define the multifunction
Qε(t) =
{
u ∈ F (t, y(t)): 〈f (t)− u,x − y〉 L(t)‖x − y‖2 + ε}.
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rem, we get a measurable function v :T → RN such that v(t) ∈ Qε(t) almost everywhere on T .
So we define the multifunction
Rε(y) =
{
v ∈ SF(·,y(·)):
〈
f (t)− v, x − y〉 L(t)‖x − y‖2 + ε}.
We see that Rε : K̂ → 2L1(T ,RN ) has nonempty and decomposable values. Moreover, from The-
orem 3 of [8], Rε(·) is LSC. Therefore y → Rε(y) is LSC and has closed and decomposable
values. So we apply Theorem 2.2 to get a continuous map uε : K̂ → L1(T ,RN) such that
uε(y) ∈ Rε(y) for all y ∈ K̂ . Invoking II-Theorem 8.31 of [17] (in [17, p. 260]), we can find
a continuous map vε : K̂ → L1(T ,RN) such that vε(y)(t) ∈ extF(t, y(t)) almost everywhere
on T , and ‖uε(y) − vε(y)‖  ε for all y ∈ K̂ . Now let εn ↓ 0 and set un = uεn , vn = vεn , we
consider the following periodic problem:{
x˙n(t) = Axn(t)+ vn(xn)(t),
xn(0) = xn(ω). (13)
We see that L−1vn : K̂ → K̂ is a compact operator and by Schauder fixed point theorem, we
obtain a solution xn ∈ W 1,1p (T ,RN) of (13). We see that {xn}n1 ⊆ K̂ and {x˙n}n1 are uni-
formly integrable. So by passing to a subsequence if necessary, we may assume that xn w−→ xˆ
in W 1,1p (T ,RN). From the proof of Theorem 4.1, we know that xn → xˆ in C(T ,RN) and
xˆ(0) = xˆ(ω). Note that
x˙(t)− x˙n(t)+A
(
x(t)− xn(t)
)= f (t)− vn(xn)(t).
So, we have that
ω∫
0
〈
x˙(t)− x˙n(t), x(t)− xn(t)
〉
dt +
ω∫
0
〈
A
(
x(t)− xn(t)
)
, x(t)− xn(t)
〉
dt
=
ω∫
0
〈
f (t)− vn(xn)(t), x(t)− xn(t)
〉
dt. (14)
But
ω∫
0
〈
x˙(t)− x˙n(t), x(t)− xn(t)
〉
dt = 0, (15)
ω∫
0
〈
A
(
x(t)− xn(t)
)
, x(t)− xn(t)
〉
dt
 c
ω∫
0
∥∥x(t)− xn(t)∥∥2 dt
→ c
ω∫
0
∥∥x(t)− xˆ(t)∥∥2 dt, (16)
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ω∫
0
〈
f (t)− vn(xn)(t), x(t)− xn(t)
〉
dt
=
ω∫
0
〈
f (t)− un(xn)(t), x(t)− xn(t)
〉
dt
+
ω∫
0
〈
un(xn)(t)− vn(xn)(t), x(t)− xn(t)
〉
dt,
however, by ‖un(xn)− vn(xn)‖ εn, we have that
ω∫
0
〈
un(xn)(t)− vn(xn)(t), x(t)− xn(t)
〉
dt → 0, (17)
and
ω∫
0
〈
f (t)− un(xn)(t), x(t)− xn(t)
〉
dt

ω∫
0
(
L(t)
∥∥x(t)− xn(t)∥∥2 + εn)dt

ω∫
0
(
α
∥∥x(t)− xn(t)∥∥2 + εn)dt
→ α
ω∫
0
∥∥x(t)− xˆ(t)∥∥2 dt. (18)
So, we have that
c
ω∫
0
∥∥x(t)− xˆ(t)∥∥2 dt  α ω∫
0
∥∥x(t)− xˆ(t)∥∥2 dt.
Note that α < c, therefore, x = xˆ, i.e. xn → x and xn ∈ Se for n  1, and so S ⊆ Se. Also S is
closed in C(T ,RN) (see the proof of Theorem 3.2), thus S = Se. 
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