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Nonequilibrium steady state of isothermal biochemical cycle kinetics has been extensively stud-
ied, but much less investigated under non-isothermal conditions. However, once the heat exchange
between subsystems is rather slow, the isothermal assumption of the whole system meets great
challenge, which is indeed the case inside many kinds of living organisms. Here we generalize the
nonequilibrium steady-state theory of isothermal biochemical cycle kinetics, in the master-equation
models, to the situation in which the temperatures of subsystems can be far from uniform. We first
obtain a new thermodynamic relation between the chemical reaction rates and thermodynamic po-
tentials under such a non-isothermal circumstances, which immediately implies simply applying the
isothermal transition-state rate formula for each chemical reaction in terms of only the reactants’
temperature, is not thermodynamically consistent. Therefore, we mathematically derive several
revised reaction-rate formulas which not only obey the new thermodynamic relation but also ap-
proximate the exact reaction rate better than the rate formula under isothermal condition. The
new thermodynamic relation also predicts that in the transporter system with different tempera-
tures inside and outside the membrane, the net flux of the transported molecules can possibly even
go against the temperature gradient in the absence of the chemical driving force.
I. INTRODUCTION
Biochemical cycle kinetics under nonequilibrium
steady-state condition widely present in cellular activities
and are crucial for the utilization of biological functions,
such as metabolism, signal transduction, energy trans-
duction and so on [1–7]. The thermodynamic analysis of
such a mesoscopic system with stochastic dynamics has
already been thoroughly investigated under isothermal
condition [1, 2, 8, 9], which partly motivated the emer-
gence of stochastic thermodynamics [4, 10–12].
The isothermal assumption is only valid when the
timescale of the biochemical kinetics is much slower than
the timescale of heat exchange within the system. Once
the system under investigation is divided into several
subsystems, and if the heat exchange between them is
sufficiently slow compared to the biochemical kinetics
that one is interested in, the temperatures can only be
well defined for each subsystem, which can be far from
uniform [13, 14]. For example, in living cells[15, 16],
the transporter protein across the cell membrane faces
both the intracellular and extracellular components of
the cell, which are possibly under different temperatures
[17]. Hence such a mesoscopic chemical kinetic system is
driven not only by the chemical potential differences but
also by the temperature gradient across the cell mem-
brane.
Either under the isothermal or non-isothermal cir-
cumstances, the mesoscopic biochemical cycle kinetics
can be modeled by the master equations. The theory
∗ Electronic address: haoge@pku.edu.cn
of stochastic thermodynamics in terms of the master-
equation model has already been well developed, and
the entropy production rate is expressed in terms of the
transition rates between discrete states[4, 11, 12]. After
taking ensemble average, the mesoscopic stochastic ther-
modynamics should be consistent with the framework
of macroscopic nonequilibrium thermodynamics [18, 19].
Such a consistency under isothermal condition has al-
ready been illustrated [1, 20], but not for nonisothermal
situations yet.
Here, we carry out a detailed and comprehensive the-
oretical analysis for nonequilibrium steady state of bio-
chemical cycle kinetics under non-isothermal condition.
Starting from a four-state model of the transporter pro-
tein across the cell membrane, we obtain a new ther-
modynamic relation between the reaction rates in the
master-equation model and the thermodynamic poten-
tials of discrete chemical states that are involved, based
on the consistency between mesoscopic stochastic ther-
modynamics and macroscopic nonequilibrium thermody-
namics. Such a thermodynamic relation is not satisfied
if one just simply applies the isothermal transition-state
rate formula for each reaction in terms of only the reac-
tants’ temperature. Instead we mathematically derive
several revised reaction-rate formulas, which not only
obey the new thermodynamic relation but also approxi-
mate the exact reaction rate better than the isothermal
one. The new thermodynamic relation also predicts that
the net flux of the transported molecules in the four-state
transporter model can even go against the temperature
gradient across the cell membrane in the absence of chem-
ical driving force, which does not violate the Second Law
of Thermodynamics. Fluctuation theorems are also de-
rived for the four-state model under non-isothermal con-
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2dition.
We then generalize all the obtained results to a more
complicated six-state transporter model, as well as gen-
eral master-equation models, based on the existing cycle-
decomposition theory of the master-equation model [21].
We derive the same new thermodynamic relation for each
kinetic cycle of the system and validate its consistency
with the revised reaction-rate formulas. Various fluctua-
tion theorems are also derived for each kinetic cycle.
II. A FOUR-STATE TRANSPORTER MODEL
UNDER NONISOTHERMAL CONDITION
We start from a four-state model of transporter pro-
tein across the membrane (Fig. 1). The nonequilibrium
analysis of this model under isothermal condition can be
traced back to T.L.Hill’s pioneering work [1, 2]. E and E∗
are designated as two conformations of the transporter
protein facing the inside and outside of the cell mem-
brane respectively. The intracellular temperature is T1
while the extracellular temperature is T2. When a coun-
terclockwise cycle of the reaction diagram in Fig. 1 is
completed, the transporter converts one molecule of Mi
from the inside to one molecule of Mo at the outside.
Thermodynamic equilibrium means both thermal equi-
librium T1 = T2 and chemical equilibrium, i.e. the chemi-
cal potentials inside and outside the membrane are equal
to each other (µMi = µMo). Here the chemical poten-
tial should be replaced by the electrochemical potential
gradient including the membrane potential effect if the
transported molecule is not electrically neutral.
FIG. 1. Four-state model of the transporter protein across the
membrane.To simplify the notations, we denote E as state 1,
EM as state 2, E∗M as state 3 and E∗ as state 4. kij is the
first-order or pseudo-first-order reaction constants from state
i to state j. For instance, k12 = k
0
12[Mi], in which k
0
12 is the
second-order reaction constant and [Mi] is the concentration
of Mi. Similarly k43 = k
0
43[Mo].
A. Entropy production and a new thermodynamic
relation
In stochastic thermodynamics [22, 23], once a coun-
terclockwise cycle is completed in Fig. 1, the entropy
production is
ep = kB ln
(
k12k23k34k41
k14k43k32k21
)
. (1)
On the other hand, the balance equation of entropy
in nonequilibrium thermodynamics tells that ep = ∆S −
∆Se, in which ∆S is the entropy change of the trans-
porter system in Fig. 1 after the counterclockwise cycle,
and ∆Se is the entropy change of the medium due to heat
dissipation.
The resulted entropy change of the transporter system
during this cycle is just the entropy difference between
the molecules Mo and Mi, i.e.
∆S = SMo(T2)− SMi(T1). (2)
The entropy change of the medium due to heat dissipa-
tion is ∆Se = −
(
Q1
T1
+ Q2T2
)
[19], in which Qi is the heat
dissipated to the i-th bath with temperature Ti, i = 1, 2.
In order to carry out more detailed analysis of the heat
dissipation Q1 and Q2, we consider the barrier-crossing
picture for each reaction (Fig. 2). Transition state C
lies at the saddle point of the potential energy surface
along the reaction coordinate x, while the reactant A
and product B are around the two different local minima.
Here in Fig. 2 we choose enthalpy as the potential energy,
which is typically used for chemical reactions.
FIG. 2. The enthalpy surface H(x) with two local minima
A and B. x is the reaction coordinate. Escape from A to
B occurs via rate kAB . We assume that the temperature of
the region belonging to the left-hand side of Xc is T1, while
on the right hand side of Xc is T2. The temperature varies
in a region around Xc, which is called here as the connecting
region.
During the single reaction A → B, the heat absorbed
from the heat bath at the left-hand side of the transition
3state with temperature T1 is HC − HA, while the heat
released to the other heat bath at the right-hand side of
the transition state with temperature T2 is HC − HB .
Here Hi denotes the averaged enthalpy of the chemical
state i, i = A,B,C.
Therefore, during the completion of a counterclockwise
cycle in Fig. 1, the heat released to the two heat baths
with temperature T1 and T2 are Q1 = H
∗
14 −H∗23 +HMi
and Q2 = H
∗
32 − H∗41 − HMo respectively, in which H∗ij
is the averaged enthalpy of the transition state along the
reaction coordinate from state i to state j. Clearly H∗ij =
H∗ji.
Thus
ep = ∆S +
Q1
T1
+
Q2
T2
=
H∗14 −H∗23 + µMi
T1
+
H∗32 −H∗41 − µMo
T2
. (3)
Combined with the definition of entropy production
from stochastic thermodynamics [Eq. (1)], we obtain
a new relation between reaction rates and thermody-
namic potentials of the involved chemical states under
non-isothermal condition
kB ln
(
k12k23k34k41
k14k43k32k21
)
=
H∗14 −H∗23 + µMi
T1
+
H∗32 −H∗41 − µMo
T2
. (4)
If T1 = T2, this relation reduces to the familiar one
under isothermal condition [1, 2]:
kB ln
(
k12k23k34k41
k14k43k32k21
)
=
µMi − µMo
T
. (5)
In order to keep the nonequilibrium steady state
(NESS), there must be an external device responsible for
transferring one molecule of Mo from outside back to
one molecule of Mi inside, after a counterclockwise cycle
is completed [20]. During this procedure, the classical
Clausius inequality tells that
SMi(T1)− SMo(T2) = ∆S′ ≥ −
(
Q˜1
T1
+
Q˜2
T2
)
= ∆S
′
e,
(6)
where Q˜i is the heat released to the heat bath with tem-
perature Ti during the regenerating process operated by
the external device.
Hence the minimal entropy change of the medium due
to heat dissipation during the regenerating process be-
comes
min{−∆S′e} = min
{
Q˜1
T1
+
Q˜2
T2
}
= SMo(T2)− SMi(T1).
(7)
Finally during the whole process (counterclockwise cy-
cle added with the regenerating process), we have
ep = ∆S +
(
Q1
T1
+
Q2
T2
)
=
(
Q1
T1
+
Q2
T2
)
+ min
{
Q˜1
T1
+
Q˜2
T2
}
, (8)
which is exactly the meaning of entropy production at
steady state: all dissipated into heat.
B. The transmembrane flux of transported
molecules
According to Eq. (3), the entropy production during
a counterclockwise cycle in Fig. 1 can be rewritten as
ep = (H
∗
14 + µMi −H∗23)
(
1
T1
− 1
T2
)
+
1
T2
(µMi − µMo).
It is indeed called the thermodynamic driving force for
the biochemical cycle [1, 2]. We can define the chemical
driving force as Fchem =
1
T2
(µMi−µMo), and the thermal
driving force as Fthermo = (H
∗
14+µMi−H∗23)
(
1
T1
− 1T2
)
.
So we have ep = Fchem + Fthermo. Thermal equilibrium
is T1 = T2, which implies Fthermo = 0, while chemical
equilibrium is µMi = µMo , which implies Fchem = 0.
There is another way for decomposing ep into the
chemical and thermal driving forces Fchem and Fthermo,
i.e. let Fchem =
1
T1
(µMi − µMo) and Fthermo = (H∗14 +
µMo − H∗23)
(
1
T1
− 1T2
)
. Either decomposition will give
the same conclusions. So throughout this paper, we keep
using the former decomposition.
On the other hand, the positivity of ep is equivalent to
the counterclockwise direction of the net cycle flux in Fig.
1 [1, 21]. Hence, when the chemical force Fchem is zero,
the direction of the net flux JC , which is the averaged
occurrence of the counterclockwise cycle per unit time,
is determined only by the thermal driving force Fthermo,
i.e. we have
JC ·Fchem = JC ·(H∗14+µMi−H∗23)
(
1
T1
− 1
T2
)
> 0. (9)
It indicates that once (H∗14 + µMi − H∗23) > 0, JC ·(
1
T1
− 1T2
)
> 0, which implies that the transmembrane
flux of molecules goes against the temperature gradient.
It seems not meet our intuition but it really does not
violate the Second Law, because the thermal driving force
Fchem here is not
(
1
T2
− 1T1
)
but should be (H∗14 +µMi−
H∗23)
(
1
T1
− 1T2
)
.
Such a counterintuitive phenomenon can not occur in
a single reaction. Consider the single chemical reaction
A 
 B in Fig. 2, A is at temperature T1, and B is at
4temperature T2.
The thermodynamic relation in this single chemical re-
action satisfies (see Section I of Supplementary Material
[24])
kB ln
(
kAB [A]
kBA[B]
)
= (H∗AB − µA)
(
1
T2
− 1
T1
)
+
1
T2
(µA − µB),
which has the same sign with the net flux J = kAB [A]−
kBA[B].
When the chemical driving force 1T2 (µA−µB) vanishes,
we have
kB ln
(
kAB [A]
kBA[B]
)
= (H∗AB − µA)
(
1
T2
− 1
T1
)
, (10)
followed by
J ·
(
1
T2
− 1
T1
)
> 0, (11)
since H∗AB − µA is always positive. It indicates that the
net flux of molecules always follows the temperature gra-
dient in the absence of chemical driving forces.
C. Fluctuation theorems
It has already been shown that the stochastic net num-
ber of occurrences ν(t) of counterclockwise cycle in Fig.
1 up to time t satisfies the detailed fluctuation theorem
[4]
P (ν(t) = k)
P (ν(t) = −k) = γ
k, (12)
for any integer k, in which γ =
(
k12k23k34k41
k14k43k32k21
)
.
It is followed by [4]
〈e−λν(t)〉 = 〈e−(log γ−λ)ν(t)〉,
for any real λ.
Therefore, for any physical quantity associated with
the counterclockwise cycle, i.e. W (t) = C · ν(t) for any
constant C, we can write
P (W (t) = w)
P (W (t) = −w) = γ
w/C , (13)
for any w in which w/C is an integer, and〈
e−λW (t)
〉
=
〈
e−(
log γ
C −λ)W (t)
〉
. (14)
For instance, in the four-state model of transporter in
Fig. 1, there are at least three thermodynamic quantities
that we are interested in: ep, Fchem and Fthermo. Fluc-
tuation theorems Eq. (13) and Eq. (14) hold for each of
them.
D. A more general form of the new
thermodynamic relation
In the high dimensional case, Barezhkovskii et al.[28]
have showed that a one-dimensional reaction coordinate
exists for any system whose transition rate is described
by Langer’s multidimensional generalization of the one-
dimensional Kramers’ theory of diffusive barrier crossing.
Indeed, we can derive a more general form of the new
thermodynamic relation [Eq. (4)], regarding the tem-
perature as a function of the one-dimensional reaction
coordinate without any further assumption or simplifica-
tion. During the completion of a counterclockwise cycle
in Fig. 1, the entropy production (see Section II of Sup-
plementary Material for details [24])
ep = −
∫ x2
x1
H ′x(χ12(x))
T (x)
dx−
∫ x3
x2
H ′x(χ23(x))
T (x)
dx
−
∫ x4
x3
H ′x(χ34(x))
T (x)
dx−
∫ x1
x4
H ′x(χ41(x))
T (x)
dx
+
µMi
T1
− µMo
T2
= −
∮
H ′x(x)
T (x)
dx+
µMi
T1
− µMo
T2
, (15)
in which χij(x) is the one-dimensional reaction coordi-
nate along the transition from state i to state j, H(x) is
the mean potential energy at x and xi is the coordinate
of the state i.
∮
is just the abbreviation for the integral
around a cycle.
Thus
kB ln
(
k12k23k34k41
k14k43k32k21
)
(16)
= −
∮
H ′x(x)
T (x)
dx+
µMi
T1
− µMo
T2
.
Notice that in the isothermal case with only one heat
bath, the first term on the right-hand side of Eq. (16)
vanishes, hence Eq. (16) reduces to Eq. (5). And once
the effect of connecting region on reaction rates is nearly
neglectable, Eq. (16) is reduced to Eq. (4).
5III. THERMODYNAMICALLY CONSISTENT
REVISED REACTION-RATE FORMULAS
A. Simply applying the isothermal transition-state
rate formula
The celebrated transition-rate rate formula is derived
under isothermal condition[25, 26], and that is
k = κ
kBT
h
e
−∆G‡kBT = κ
kBT
h
e
−∆H‡kBT e
∆S‡
kB , (17)
in which ∆G‡, ∆H‡ and ∆S‡ are the free energy, en-
thalpy and entropy of activation respectively.
Applying the isothermal transition-state rate formula
for each reaction in terms of only the reactants’ tempera-
ture, one can arrive at (see Section III of Supplementary
Material [24]):
kB ln
(
k12k23k34k41
k14k43k32k21
)
=
H∗14 −H∗23 + µMi
T1
+
H∗32 −H∗41 − µMo
T2
+ ∆. (18)
in which ∆ = −S‡14(T1)+S‡41(T2)−S‡32(T2)+S‡23(T1). S‡ij
is the entropy of the transition state along the reaction
coordinate from state i to state j.
There is no theoretical support for the always vanishing
of ∆, hence it is contradictive to the new thermodynamic
relation [Eq. (4)].
The term ∆ in Eq. (18) emerges because the transi-
tion states for the forward and backward reactions are
attributed different temperatures. It is indeed not rea-
sonable. The transition state should have its own tem-
perature T ∗, and we need a revised reaction rate formula
under the nonisothermal condition.
B. The revised reaction rate formulas
The reaction rate from reactant A to product B, cross-
ing the transition state C in Fig. 2, can be defined as the
reciprocal of the mean first passage time from one local
minimum xA of the enthalpy surface to the other local
minimum at xB .
Consider the overdamped Langevin dynamics with the
potential energy surface H(x) [25]:
dXt = −∇H(Xt)
η
dt+
√
2kBT (Xt)
η
dBt, (19)
in which the temperature T is a function of x, and the
local Einstein relation holds.
TABLE I. Comparison of different reaction-rate formulas in
one dimension.
Reaction-rate formula Connecting region
k1AB(T
∗) not extremely narrow
k1AB(T
∗∗) extremely narrow
k2AB(T
∗) narrow
k2AB(T
∗∗) extremely narrow
1. One dimensional case
In one dimensional case, we assume that near xA, xB
and xC (Fig. 2),
H(x) ≈ H(xA) + 12λA(x− xA)2, x ≈ xA;
H(x) ≈ H(xB) + 12λB(x− xB)2, x ≈ xB ;
H(x) ≈ H(xC) + 12λC(x− xC)2, x ≈ xC ,
(20)
in which λA, λB > 0 and λC < 0.
When the thermal fluctuation is rather small, we have
the following approximation (denoted as k1AB) for the
transition rate from state A to state B (see Section IV of
Supplementary Material [24]):
k1AB ≈
√−λAλC
2piη
√
T1
T ∗
e
− ∫ xC
xA
H′(x)
kBT (x)
dx
. (21)
Now if the connecting region in Fig. 2 is quite small,
Eq. (21) can be simplified to the following approximation
(denoted as k2AB)[24]:
k2AB ≈
√−λAλC
2piη
√
T1
T ∗
e
−H(xC )−H(xA)kBT1 , (22)
in which T ∗ = T (xC).
Compared with Kramers’ rate formula (denoted as
kkramers) [27], we know
k2AB =
√
T1/T ∗kkramers. (23)
Furthermore, if the connecting region is extremely
small, the temperature T ∗ has little influence on the tran-
sition rate, so the T ∗ in Eq. (21) and Eq. (22) should both
be replaced by an alternative temperature T ∗∗, which
satisfies [24]:
√
T ∗∗ =
√
T1 +
√
T2
2
. (24)
The conditions under which the revised rate formulas
Eq. (21) and Eq. (22) approximate the exact reaction rate
are summarized in Table I, and numerical validation is
shown in Fig. 3. The isothermal Kramers’ rate formula
approximates worse than the revised ones in all cases
(Fig. 3).
Under isothermal condition, the revised reaction rates
in Eq. (21) and Eq. (22) are equivalent, and also they are
6(a) (b) (c)
FIG. 3. Validation of the revised rate formulas under non-isothermal condition in one dimensional case. The exact reaction
rate is obtained via analytical expressions. The enthalpy function used is H(x) = c ∗ ( 1
2
x4 − x2), ∆H = 0.5c. T ∗/T1 = 1.44,
T2/T1 = 4, T
∗∗/T1 = 2.25. The reaction rate is the reciprocal of the mean first passage time. (a) Connecting region is extremely
small: only one percent of the total region. k1AB with T
∗∗ and k2AB with T
∗∗ overlap and approximate the exact results very
well. (b) Connecting region is small but not extremely small: fifteen percent of the total region. k1AB with T
∗ and k2AB with
T ∗ are more accurate. (c) Connecting region is large: forty percent of the total region. k2AB , no matter with T
∗ or T ∗∗, fails
to fit the exact result, k1AB with T
∗ is a more accurate approximation. The Kramers’ rate formula(the green line) doesnot
approximate well in all cases.
same with the established Kramer’s rate formula. We will
check whether these rate formulas are thermodynamic
consistent or not using the high-dimensional versions be-
low which are more general.
2. High dimensional case
Without loss of generality, we denote the one-
dimensional coordinate existing in the high-dimensional
case as x and the rest coordinates as y. Note that
x ∈ R1 and y ∈ Rn−1. {(x,y) : y ∈ Rn−1} is a
set of parallel planes, perpendicular to the x coordi-
nate. We assume, for fixed x, (x, 0) is the minimum
of the potential energy H(x, y) on the plane {(x,y) :
y ∈ Rn−1}. We further assume, around reactant region
x = xA, H(x,y) ≈ H(xA,0) + (x,y)TAn(xA)(x,y)/2,
and around the transition state region x = xC , H(x,y) ≈
H(xC ,0) + (x,y)
TAn(xC)(x,y)/2, where An(x) is the
n-dimensional Hessian matrix at (x,0). Further de-
note An−1(xC) as the n − 1 dimensional Hessian ma-
trix without the dimension of x. We have detAn(xC) =
λC detAn−1(xC), where λC < 0 is the eigenvalue along
the direction x.
When the thermal fluctuation is rather small, we can
have the following approximation for the transition rate
from state A to state B (see Section V of Supplementary
Material [24]):
k1AB ≈
√−λC
2piη
√
T1
T ∗
(
det An(xA)
det An−1(xC)
) 1
2
e
− ∫ xCxA H′x(x,0)kBT (x) dx,
(25)
which is the high-dimensional version of Eq. (21).
Then the entropy production after the completion of
(a)
FIG. 4. Validate the revised rate formulas under non-
isothermal condition in the two dimensional case. The exact
reaction rate is obtained via numerical simulations. The en-
thalpy potential function used is H(x1, x2) = c ∗ ( 12x41−x21) +
x22. T
∗/T1 = 1.44, T2/T1 = 1.96, ∆H = 0.5c. The reaction
rate is the reciprocal of the mean first passage time < T >.
Connecting region is small. Both Eq. 27(minimum enthalpy)
and Eq. 28(average enthalpy) are accurate approximations of
the exact result when the connecting region is small. The
Kramers’ rate formula(the green line) doesnot approximate
well.
a counterclockwise cycle in Fig. 1 is (see Section VI of
Supplementary Material [24])
kB ln
(
k12k23k34k41
k14k43k32k21
)
(26)
= −
∮
H ′x(x)
T (x)
dx+
µMi
T1
− µMo
T2
,
7TABLE II. Comparison of different reaction-rate formulas in high dimension.
Reaction rate formula Connecting region Thermodynamically consistent
k1AB(T
∗) not extremely narrow yes
k2AB(T
∗) narrow but not extremely narrow no
k3AB(T
∗) narrow but not extremely narrow yes
which is exactly the general form of thermodynamic re-
lation [Eq. (16)]. Thus Eq. (25) is thermodynamic con-
sistent.
If we assume that the connecting region around the
transition state xC is quite narrow and let T
∗ = T (xC),
Eq. (25) can be simplified to
k2AB ≈
√−λC
2piη
√
T1
T ∗
(
det An(xA)
det An−1(xC)
) 1
2
e
−H(xC,0)−H(xA,0)
kBT1 ,
(27)
which is the high-dimensional version of Eq. (22) and
satisfies Eq. (23).
However, even under local Gaussian approximation,
the rate formula Eq. (27) is not thermodynamic con-
sistent with Eq. (4) (see Section VI of Supplementary
Material [24]). Therefore, we need a new approximation
to Eq. (25).
Under the local Gaussian approximation, we derive an-
other approximation of Eq. (25) [24]:
k3AB ≈
√−λC
2piηe
(
T ∗
T1
)n−3/2(
det An(xA)
det An−1(xC)
) 1
2
e
−HC−HA
kBT1 .
(28)
in which
HA ≈ H(xA, 0) + nkBT1, HC ≈ H(xC , 0) + (n− 1)kBT ∗.
(29)
Notice that in calculating HC the reaction coordinate
x is left out, and HA involves one more coordinate than
HC [26].
Since the entropy of state A and state C under the
local Gaussian approximation become [26]
S∗C(T
∗)
= (n− 1)kB ln
(
2piekBT
∗√m
h
)
− 1
2
kB ln(det An−1(xC))
SA(T1)
= nkB ln
(
2piekBT1
√
m
h
)
− 1
2
kB ln(det An(xA)), (30)
We rewrite the revised transition rate formula Eq. (28)
in terms of thermodynamic quantities
k3AB = κAB
kBT
3/2
1
h(T ∗)1/2
e
−HC−HAkBT1 e
S
‡
C
(T∗)−SA(T1)
kB , (31)
in which κAB =
√−λCm
η is the transmission coefficient
and h is the Planck constant. We can also consider the
transition rate from state B back to state A, then the
prefactors κAB = κBA =
√−λCm
η .
Applying Eq. (28), the entropy production along the
counterclockwise cycle in Fig. 1 becomes [24]
ep = kB ln
(
k12k23k34k41
k14k43k32k21
)
=
H∗14 −H∗23 + µMi
T1
+
H∗32 −H∗41 − µMo
T2
. (32)
which is exactly the new thermodynamic rela-
tion[Eq. (4)]. Thus Eq. (22) is thermodynamic consis-
tent.
The three approximations k1AB , k
2
AB , k
3
AB are equiv-
alent under isothermal condition, which is exactly the
Kramers’ rate formula. The first revised rate formula
k1AB (Eq. 25) holds even when the connecting region is
large and is consistent with the thermodynamic relation
Eq. (16); the second revised rate formula k2AB (Eq. 27)
is a modified version of Kramers’ rate formula (Eq. 23),
but is neither consistent with the thermodynamic rela-
tion Eq. (16) nor Eq. (4); the third revised rate formula
k3AB (Eq. 28) approximates better than the isothermal
Kramers rate formula (Fig. 4) and is consistent with the
new thermodynamic relation(Eq. 4). The condition un-
der which the three revised formulas holds and whether
they are thermodynamically consistent are summarized
in Table II.
When the connecting region is extremely narrow, T ∗
should be replaced by T ∗∗(Eq. 24) in order to approxi-
mate better, which does not violate the thermodynamic
relations either.
IV. A MORE COMPLICATED
COTRANSPORTER MODEL
Fig. 5 shows a six-state model for the cotransporter
across the membrane [1, 2]. We assume that a small
molecule M has a larger chemical potential inside the
membrane than outside, i.e. µMi > µMo , and another
small molecule L has a larger chemical potential outside
than inside, i.e. µLi < µLo . M molecules would tend
to move spontaneously from inside to outside whereas L
molecules would tend to move in the opposite direction.
There are three cycles in such a kinetic diagram
(Fig. 5). The thermodynamic analysis of the cycle a
(1-2-5-6-1) and cycle b (2-3-4-5-2) are the same as the
four-state model in Fig. 1. For the cycle a (1-2-5-6-1),
the new thermodynamic relation similar to Eq. (4) is
kB ln γa = (H
∗
16 + µMi −H∗25)
(
1
T1
− 1
T2
)
+
1
T2
(µMi − µMo),
8FIG. 5. Six-state non-isothermal model for the cotransporter
across the membrane. To simplify the notations, we denote
E as state 1, EM as state 2, ELM as state 3, E∗LM as state
4, E∗M as state 5 and E∗ as state 6. kij is the first-order or
pseudo-first-order reaction constants from state i to state j.
in which γa =
(
k12k25k56k61
k21k52k65k16
)
. The thermal driving force
F athermo = (H
∗
16 + µMi −H∗25)
(
1
T1
− 1
T2
)
and the chemical
driving force F achem =
1
T2
(µMi − µMo).
Similarly for cycle b (2-3-4-5-2), the new thermody-
namic relation similar to Eq. (4) is
kB ln γb = (H
∗
25 + µLi −H∗34)
(
1
T1
− 1
T2
)
+
1
T2
(µLi − µLo),
in which γb =
(
k23k34k45k52
k32k43k54k25
)
. The thermal driving force
F bthermo = (H
∗
25 + µLi − H∗34)
(
1
T1
− 1
T2
)
and the chemical
driving force F bchem =
1
T2
(µLi − µLo).
For the cycle c (1-2-3-4-5-6-1) in which the transmem-
brane fluxes of molecules M and L are closely coupled,
the new thermodynamic relation is just the summation
of the previous two, i.e.
kB ln γc = F
c
thermo + F
c
chem,
in which γc = γaγb, F
c
thermo = F
a
thermo + F
b
thermo, and
F cchem = F
a
chem + F
b
chem.
The thermodynamic relations for all three cycles
are consistent with the revised reaction rate formulas
Eq. (22) in the one-dimensional case and Eq. (28) in the
high-dimensional case. The more general thermodynamic
relation similar to Eq. (16) for each cycle can also be de-
rived, which is consistent with the rate formulas Eq. (21)
and Eq. (25) (see Section VII of Supplementary Material
[24]).
Noticing the fact that γa =
Ja+
Ja−
, γb =
Jb+
Jb−
and γc =
Jc+
Jc−
,
in which Ja±, J
b
± and J
c
± are the averaged occurrences
of forward and backward cycles a, b and c per unit time
(called cycle fluxes) [1, 21], we know that in the absence
of chemical driving force, i.e. F achem = F
b
chem = 0, or
namely µMi = µMo and µLi = µLo ,
kB ln
Ja+
Ja−
= (H∗16 + µMi −H∗25)
(
1
T1
− 1
T2
)
,
kB ln
Jb+
Jb−
= (H∗25 + µLi −H∗34)
(
1
T1
− 1
T2
)
,
kB ln
Jc+
Jc−
= (H∗16 −H∗34 + µMi + µLi)
(
1
T1
− 1
T2
)
.
Therefore the net fluxes Ja = Ja+ − Ja−, Jb = Jb+ − Jb−
and Jc = Jc+ − Jc− satisfies
Ja · (H∗16 + µMi −H∗25)
(
1
T1
− 1
T2
)
> 0,
Jb · (H∗25 + µLi −H∗34)
(
1
T1
− 1
T2
)
> 0,
Jc · (H∗16 −H∗34 + µLi + µMi)
(
1
T1
− 1
T2
)
> 0. (33)
Once H∗16 + µMi −H∗25 > 0 and H∗25 + µLi −H∗34 > 0,
all the Ja, Jb and Jc have the same sign as
(
1
T1
− 1
T2
)
,
indicating that all the net fluxes of these transported
molecules go against the temperature gradient. It does
not violate the Second Law.
The number of occurrences νi(t) of counterclockwise
cycle i (i = a, b, c) in Fig. 5 along the stochastic trajec-
tory up to time t satisfies the detailed fluctuation theorem
[4, 29]
P (νi(t) = k)
P (νi(t) = −k) = γ
k
i , (34)
for any integer k, i = a, b, c.
It is followed by [4, 29]
〈e−λνi(t)〉 = 〈e−(log γi−λ)νi(t)〉.
for any real λ.
Therefore, for any physical quantity associated with
cycle i, i = a, b, c, denoted as W (t) = C · νi(t) for any
constant C, we can write
P (W (t) = w)
P (W (t) = −w) = γ
w/C
i , (35)
for any w in which w/C is an integer, and〈
e−λW (t)
〉
=
〈
e
−
(
log γi
C
−λ
)
W (t)
〉
. (36)
V. GENERAL MASTER-EQUATION MODEL
Consider a general master equation model for N states
{1, 2, · · · , N},
dpi(t)
dt
=
∑
j 6=i
(pj(t)kji − pi(t)kij) , (37)
9where kij is the reaction rates from state i to state j and
pi(t) is the probability of state i at time t.
Suppose the temperature of state i is Ti, and the en-
thalpy of the transition state along the reaction i→ j is
H∗ij . For the cycle c = (i1 → i2 → i3 → · · · → in → i1),
we assume that after the completion of such a cycle, there
are ni molecules of chemical species Si at temperature
TSi being converted into mj molecules of chemical species
Pj at temperature TPj . Then the new thermodynamic
relation for the cycle similar to Eq. (4) should be
kB ln γ
(c) =
n∑
k=1
H∗iki(k−1) −H∗iki(k+1)
Ti
+
∑
i
ni
µSi
TSi
−
∑
j
mj
µPj
TPj
, (38)
in which the state i0 is the same as the state in, and
the state in+1 is the same as the state i1, and γ
(c) =
ki1i2ki2i3 ···kin−1inkini1
ki1inkinin−1···ki3i2ki2i1
is the affinity of the cycle. It is
consistent with the revised rate formulas Eq. (22) and
Eq. (28).
Also we can have a more general form of the new ther-
modynamic relation similar to Eq. (16)
kB ln γ
(c) (39)
= −
∮
H ′x(x)
T (x)
dx+
∑
i
ni
µSi
TSi
−
∑
j
mj
µPj
TPj
,
which is consistent with the revised rate formula Eq. (25).
At steady state, the dynamics of the master equation
can be decomposed into cycles. The ensemble averaged
entropy production rate [9, 21]
epr =
∑
c:cycles
Jc · kB ln γ(c),
in which Jc is the net occurrence of cycle c in unit time
and Jc > 0 if and only if γ(c) > 1.
The number of occurrences νc(t) of forward cycle c =
(i1 → i2 → i3 → · · · → in → i1) up to time t satisfies the
detailed fluctuation theorem [4, 29]
P (νc(t) = k)
P (νc(t) = −k) =
(
γ(c)
)k
, (40)
for any integer k. It is followed by [4, 29]
〈e−λνc(t)〉 = 〈e−(log γ(c)−λ)νc(t)〉,
for any real λ.
Therefore, for any physical quantity associated with
cycle c, denoted as W (t) = C · νc(t) for any constant C,
we can write
P (W (t) = w)
P (W (t) = −w) =
(
γ(c)
)w/C
, (41)
for any w in which w/C is an integer, and
〈
e−λW (t)
〉
=
〈
e
−
(
log γ(c)
C
−λ
)
W (t)
〉
. (42)
VI. CONCLUSION AND DISCUSSION
In summary, we have introduced temperature differ-
ence as an additional driving force to the chemical po-
tential difference in biochemical cycle kinetics. Under
such a non-isothermal condition, the thermodynamic re-
lation between the reaction rates and thermodynamic po-
tentials should be modified. Our approach is based on
the consistency of the macroscopic non-equilibrium ther-
modynamics along with the mesoscopic stochastic ther-
modynamics. Then we have derived several revised rate
formulas for the single chemical reaction under the non-
isothermal condition, most of which are consistent with
the new thermodynamic relation and approximate the ex-
act reaction rate better than the isothermal transition-
state rate formula. The thermodynamic analysis here
also suggests that the transmembrane flux of molecules in
the cyclic transporter model can even go against the tem-
perature gradient in absence of chemical driving force.
Several previous works have considered another non-
isothermal setting, i.e. there are parallel reaction paths
with different temperatures for each chemical reaction
[30–32]. This assumption is unrealistic if we describe the
biochemical cycle kinetics inside a living cell by the mas-
ter equation approach. The temperature in our theory
is defined for chemical states rather than reaction tran-
sitions in the master-equation model, which forces us to
consider more details of the reaction path, for instance
the enthalpy and temperature of the transition state.
On the other hand, different parameter regions need
different approximations. Even in the same parameter
region, different approximations are still possible. Typ-
ically one can chose any of these approaches to be ap-
plied in the parameter region at which they are valid.
But if we are also interested in the associated thermo-
dynamics, then certain existing approximations might
not be suitable, if it breaks down the thermodynamic
laws. Reaction-rate formulas with simple expressions are
always approximations to the exact values of reaction
rates. Except how well the approximation is, its con-
sistency with the thermodynamics is also an issue one
should pay attention to, especially when we would like
to apply these rate formulas studying the nonequilibrium
thermodynamics in a concrete biochemical system.
Last but not the least, master equation is one kind
of mathematical model for describing the stochastic bio-
chemical dynamics, and if there is temperature gradient
present, the vanishing of the entropy production rate of
the master equation is not equivalent to the thermody-
namic equilibrium: we need both the chemical and ther-
mal driving forces vanish. The inconsistency between
10
the vanishing of entropy production rate and thermo-
dynamic equilibrium under the non-isothermal condition
originates from the kinetic energy perspective of the tem-
perature. In a description without kinetic energy, the
thermal driving force can be hardly distinguished from
other driving forces, when applying the mathematical
framework of stochastic thermodynamics [33–36]. It is
why in the present work we need to carefully study the
heat dissipation along the reaction coordinates of the in-
volved chemical reactions.
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