Abstract. An iterative algorithm with fast convergence can be used to compute logarithms, inverse circular functions, or inverse hyperbolic functions according to the choice of initial conditions. Only rational operations and square roots are required. The method consists in adding an auxiliary recurrence relation to Borchardt's algorithm to speed the convergence.
where the fractional error e" is given approximately by (2.6) e" 2-»-3»-^l2£^)2"+2.
Algorithm for arctangents. If x is real, let where the fractional error is given approximately by^2 (2 9) e" ^ (-l)"+12~"'~nt'^arCtan ^J"^2
To save computation time, the denominator of (2.4) may be deleted if the righthand sides of (2.5) and (2.8) are multiplied by (l-l/4)(l-l/16)(l-l/64) ••• (1-2_2n) . Then, (2.4) requires only a shift in binary arithmetic and a subtraction. To show that the subtraction never leads to loss of significant figures, we observe first that for k = 1 the numerator of (2.4) is an -|a"_i. By (2.2), the first term is more than twice the second, and hence, serious cancellation cannot occur. As k increases, the amount of cancellation decreases, for it is easy to show by induction that the ratio of the first to the second term in the numerator of (2.4) exceeds 2*. In some circumstances, one might also save computation time by taking gn as a first approximation to gn+l, when extracting the square root in (2.2) by the iterative method [4, pp. 90-91] .
The functions arcsin x and arccos x can be computed directly by starting from the initial values a0 and g0 shown in Table I and ending the algorithm according to the last column of the table. The inverse hyperbolic functions, which are expressible in terms of logarithms, can be computed in the same way. We have simplified the initial values by using the fact that d(n, ri) is homogeneous of first degree in a0 and g0. In the case of the inverse circular functions, the approximate error is given by (2.9), with arctan x replaced by the function /(x) in the first column of the table. For the inverse hyperbolic functions, it is given by (2.6), with log x replaced by 2/(x), the factor 2 coming from the left side of (2.10) 2 arctanh x = log (1 + x)/(l -x). Table I . Initial and final data for computing inverse circular and inverse hyperbolic functions. The first two rows correspond to (2.1), (2.5), (2.7), and (2.8). Although arccos x can be computed if -1 < x < 0, loss of significant figures occurs near -1.
If y > 0, we can find an integer m such that y = 2"*x, where x lies in the reduced range 2"1/2 < x i£ 21/2. Since log j> = log x -f-m log 2, it suffices to compute logarithms in the reduced range, and the worst case is x = 21/2 because the rate of convergence improves as |log x| decreases, according to (2.6). Therefore, we take as an example the computation of log x for x = 1. This result is the correct value of 5 log 2 to 10D. Because g3 is not needed to find d (3, 3) , only three square roots were extracted. Although gn, a", and d(n, n) approach the same limit, a3 and d (3, 3) agree to only 3D. Since Borchardt's algorithm would use Of in place of d (3>, 3) , the auxiliary relation (2.4) produces a dramatic improvement in accuracy without additional square roots.
The fractional error e" computed from (2.5) can be compared with the estimate (2.6). For n = 0, the actual value is e0 = 0.010 and the estimate is 0.006. For n > 0, the actual errors are (l = 5 X 10"6, e2 = 9 X 10"I0, e3 = 4 X 10~14, and the estimates agree to one significant figure. These errors show the gradual acceleration of convergence expected from the exponent -n2 in (2.6).
Outside the reduced range, the fractional errors are larger and the estimates are less accurate. For example, if jc = 1024, some actual errors are e0 = 2.5, e2 = 0.02, e4 = 2 X 10~8, e6 = 6 X 10"13, and, for n > 0, the estimated errors are approximately three times the actual errors.
In computing arctangents, the relation arctan(l/x) = ir/2 -arctan x makes it sufficient to consider the reduced range -1 ^ x ^ 1. We take as an example the worst case, x = 1: This result is the correct value of t/4 to 10D. Only four square roots were extracted. Since at agrees with d(A, 4) to only 2D, the auxiliary relation (2.4) has supplied eight additional decimal places.
The actual fractional errors calculated from (2.8) are «0 = -0.2, e, = 0.002, (l = -8 X 10"6, e3 = 8 X 10"9, e4 = -2 X 10~12, and the errors estimated by (2.9) agree to within one unit in the first significant figure. The gradual acceleration of convergence expected from (2.9) is again discernible. Both solutions can be deduced directly from the usual form of Borchardt's algorithm [2] .
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Consider (4.1) and define for x > 0 and t > 0, The case k = m = n is (4.12).
To apply Lemma 1 to the computation of logarithms, we choose / as in (4.5) and 6 = J, so that d(0, m) = am = /(0mr). Then, (4.12) becomes The analysis for arctangents is similar, except that (4.5) is replaced by (4.21) L = x/(arctan x), r1/2 = arctan x, f(t) -Lt1/2 cot f1/2, and the right side of (4.8) is multiplied by (-1)B.
