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Time-dependent coefﬁcientsIn this paper, we studied the progression of shallow water waves relevant to the variable
coefﬁcient Korteweg–de Vries (vcKdV) equation. We investigated two kinds of cases: when
the dispersion and nonlinearity coefﬁcients are proportional, and when they are not linearly
dependent. In the ﬁrst case, it was shown that the progressive waves have some geometric
structures as in the case of KdV equation with constant coefﬁcients but the waves travel with
time dependent speed. In the second case, the wave structure is maintained when the nonlinear-
ity balances the dispersion. Otherwise, water waves collapse. The objectives of the study are to
ﬁnd a wide class of exact solutions by using the extended uniﬁed method and to present a new
algorithm for treating the coupled nonlinear PDE’s.
ª 2014 Production and hosting by Elsevier B.V. on behalf of Cairo University.Introduction
Many phenomena in physics, biology, chemistry and other
ﬁelds are described by nonlinear evolution equations (NLEEs).
In order to better understand these phenomena, it is important
to search for exact solutions to these equations. A variety of
methods for obtaining exact solutions of NLEEs have beenpresented [1–8]. However, to the best of our knowledge, most
of the aforementioned methods were related to the constant
coefﬁcient models. Recently, a method that uniﬁes all these
common methods was suggested by Abdel-Gawad [9]. The
study of NLEEs with variable coefﬁcients has attracted much
attention, [10–13], because most of real nonlinear physical
equations possess variable coefﬁcients.
In this paper, we use the extended uniﬁed method which is
accomplished by presenting a new algorithm to deal with evo-
lution equations with variable coefﬁcients [14]. This method is
an extension to the work done by Abdel-Gawad [9].
For instance, we consider the following (vcKdV) equation
Hðx; t; u; . . .Þ  Fðx; t; u; uxÞ þ fðtÞ @
mu
@xm
þ a0ut ¼ 0; ð1Þ
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constant.
The traveling wave solutions of (1) satisfy
Gðu; u0; u00; . . . ; uðmÞÞ ¼ 0; u0 ¼ du
dz
; z ¼ x ct: ð2Þ
Some exact solutions of (1) were found, [15,16], by extrapolat-
ing the auto-Ba¨cklund transformation. The homogeneous bal-
ance method was used to ﬁnd some exact solutions for
evolution equations with variable coefﬁcients [17,18].
The extended uniﬁed method
In this section, we give a brief description of the extended uni-
ﬁed method [9,14].
The extended uniﬁed method is characterized by two
aspects;
– Constructing the necessary conditions for the existence of
solutions of an evolution equation.
– Suggesting a new classiﬁcation to the different structures of
solutions, namely:
(i) The polynomial function solutions.
(ii) The rational function solutions.
By the polynomial function solutions, we mean (for exam-
ple) a polynomial in a function /(x, t) that satisﬁes an auxil-
iary equation which may be solved to elementary or to
special functions. Similar outlines hold in the rational function
solutions.
The polynomial function solutions
In this section, we introduce the steps of computations to ﬁnd
the polynomial function solutions for NLEEs by using the ex-
tended uniﬁed method as they follow:
Step 1: The method asserts that the solution of (1) can be
written in the form
uðx; tÞ ¼
Xn
i¼0
aiðx; tÞ/iðx; tÞ; ð3Þ
and /(x, t) satisﬁes the auxiliary equations
/pt ¼
Xpk
j¼0
bjðx; tÞ/j; /px ¼
Xpk
j¼0
cjðx; tÞ/i; p ¼ 1; 2; ð4Þ
together with the compatibility equation
/xt ¼ /tx; ð5Þ
where ai(x, t), bj(x, t) and cj(x, t) are arbitrary functions in x
and t.
We mention that, the cases when p= 1 and p= 2 corre-
spond to explicit or implicit elementary solutions and periodic
(trigonometric) or elliptic solutions respectively. To determine
the relation between n and k, we use the balance condition
which is obtained by balancing the highest derivative and the
nonlinear term in Eq. (1). The consistency condition deter-
mines the values of k such that the polynomial solutions exist.Step 2: By inserting (3) and (4) into (1), we get a set of equa-
tions, namely ‘‘the principle equations’’, which is solved in
some of arbitrary functions ai(x, t), bj(x, t) and cj(x, t). The
compatibility equation in (5) gives rise to 2k  1 equations
where k P 2:
Step 3: Solving the auxiliary equations in (4).
Step 4: Evaluating the formal exact solution by using (3).
The variable coefﬁcients KdV equation (vcKdV)
Consider the KdV equation with variable coefﬁcients (vcKdV)
[19]
vt þ fðtÞvxxx þ gðtÞvvx ¼ 0; 1 < x <1; t > 0; ð6Þ
where f(t) „ 0 and g(t) „ 0 are arbitrary functions. We men-
tion that (6) is well known as a model equation describing
the progression of weakly nonlinear and weakly dispersive
waves in homogeneous media. Eq. (6) arises in various areas
of Mathematical Physics and Nonlinear Dynamics. These in-
clude Fluid Dynamics with shallow water waves and Plasma
Physics. A particular form of (6) when f(t) = 1, gðtÞ ¼ 1ﬃ
t
p and
by using the following transformation v ¼ ﬃﬃtp g, Eq. (6) be-
comes the cylindrical KdV equation or the concentric KdV
equation [20]
gt þ ggx þ gxxx þ
1
2t
g ¼ 0: ð7Þ
Eq. (7) arises in the study of Plasma Physics. Thus, as a special
case the solution of the cylindrical KdV equation will fall out
from the solution of (6) that will be obtained, in this paper.
Soliton, periodic and Jacobi elliptic function solutions of Eq.
(6) have been obtained [10,21], when f(t) = cg(t), where c is
a constant.
By using the transformations x= x and
s ¼ R t
0
fðt1Þdt1; t > 0, Eq. (6) can be written as
vs þ vxxx þ hðsÞvvx ¼ 0; ð8Þ
where hðsÞ ¼ gðsÞ
fðsÞ > 0.
In this work, we use the uniﬁed method and the extended
uniﬁed method to ﬁnd exact solutions for Eq. (6) when
gðtÞ ¼ afðtÞ and gðtÞ – afðtÞ respectively, where a is a constant.
When g(t) = af(t)
In this case, Eq. (8) has the traveling wave solution
vðx; tÞ ¼ uðnÞ; n ¼ axþ bs; ð9Þ
where a and b are constants. Thus (8) reduces to
a3u000 þ aauu0 þ bu0 ¼ 0; u0 ¼ du
dn
: ð10ÞI – The polynomial function solutions
In this case, we write
uðnÞ ¼
Xn
i¼0
ai/ðnÞi; ð/0ðnÞÞp ¼
Xp k
j¼0
cj/ðnÞj; p ¼ 1; 2: ð11Þ
First: when p= 1
Table 1 Relations between the values of (c0, c2, c4) and the
corresponding /(n).
c4 The relation between (c0, c2, c4) /(n)
g2 c2 = (1 + c4), c0 = 1 sn(n, g)
1  g2 c2 = 1 + c4, c0 = 1 sc(n, g)
g2(1  g2) c22 ¼ 1þ 4c4; c0 ¼ 1 sd(n, g)
g2  1 c2 ¼ 1 c4; c0 ¼ 1 nd(n, g)
1 c2 = (1 + c0), c0 = g2 ns(n, g) = (sn(n, g))1
1  g2 c2 = 1  2c4, c0 = c4  1 nc(n, g) = (cn(n, g))1
1 c2 = 1  c0, c0 = g2  1 dn(n, g)
g2 c2 = 1  2c4, c0 = c4 + 1 cn(n, g)
1 c2 = 1 + c0, c0 = 1  g2 cs(n, g)
1 c22 ¼ 1þ 4c0; c0 ¼ g2ð1 g2Þ ds(n, g)
Progression of shallow water waves 595When p= 1, the balance condition yields n= 2(k  1),
k> 1 and the consistency condition gives rise to k 6 3. Thus,
in this case, the polynomial function solutions exist when
k= 2, 3.
(I1) When k= 2, n= 2.
By using any package in symbolic computations, we get the
solutions of (10) as
uðnÞ ¼  bþ a
3R2 2þ 3tan2 1
2
Rn
  
aa
; ð12Þ
or
uðnÞ ¼ bþ a
3R21 2 3tanh2 12R1n
  
aa
; n ¼ axþ bs; ð13Þ
where R2 ¼ 4c2c0  c21 ¼ R21 are arbitrary constants. The
solution given by (13) is a soliton solution in a moving frame.
Fig. 1a and b represents the solution (13) when
f(t) = 1 + t2 in the moving non-inertial frame and in the rest
inertial frame respectively.
Fig. 1b shows soliton waves which are moving along the
characteristic curve in the xt-plane (namely
axþ b R t
0
fðt1Þdt1 ¼ constant). The solution in Fig. 1 represents
a bright solitary wave solution which is a usual compact
solution with a single peak.
(I2) When k= 3, n= 4.
By using (11), we have
uðnÞ ¼
X4
i¼0
ai/ðnÞi; /0ðnÞ ¼
X3
i¼0
ci/ðnÞi: ð14Þ
By a similar way as we did in the previous case, we get the
solution of (10) as
uðnÞ ¼  b
aa
 4a
2ðk2ðnÞ  10kðnÞ þ 1ÞR40
9c23að1þ kðnÞÞ2
;
kðnÞ ¼ exp  2R
2
0ð27Ac23 þ nÞ
3c3
 
; n ¼ axþ bs; ð15Þ
where R20 ¼ c22  3c1c3 and A are arbitrary constants.
Second: when p= 2
In this case, we ﬁnd the exact polynomial function solutions
for (10) in trigonometric or elliptic functions forms. To this
end we put n= 2, k= 1 or n= 2, k= 2 in (11) respectively.
(I1) When k= 2, n= 2.Fig. 1 a= 1, a= 1,By using (11), we have
uðnÞ ¼
X2
i¼0
ai/ðnÞi; /20ðnÞ ¼ c0 þ c2/ðnÞ2 þ c4/ðnÞ4: ð16Þ
By substituting from (16) into (10) and by using the steps of
computations that were given in ‘The extended uniﬁed method’
section, we get
a2 ¼  12a
2c4
a
; a1 ¼ 0; a0 ¼  bþ 4a
3c2
aa
: ð17Þ
We mention that ci, i= 0, 2, 4 are arbitrary constants. So the
solutions of the auxiliary equation in (16)2 are classiﬁed
according to Table 1.
In Table 1, 0 < g< 1 is called the modulus of the Jacobi
elliptic functions. Detailed recursion equations for the Jacobi
elliptic functions can be found (the readers may refer to Refs.
[22,23]). When gﬁ 0, sn(n), cn(n) and dn(n) degenerate to
sin(n), cos(n) and 1, respectively; while, when gﬁ 1, sn(n),
cn(n) and dn(n) degenerate to tanh(n), sech(n) and sech(n)
respectively.
According to the relation between c0, c2 and c4 in Table 1,
we can ﬁnd the corresponding Jacobi elliptic function solution
/(n).
Finally, the general solution of (10) in terms of the Jacobi
elliptic functions is given by
uðnÞ ¼ a2/2ðnÞ þ a0; ð18Þ
where a2 and a0 are given by (17).b= 1, R1 ¼
ﬃﬃﬃ
2
p
.
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(18) when f(t) = 1 + t2 and /(n) = sn(n, g), n= ax+ bt in
the moving non-inertial frame and in the rest inertial frame
respectively.
II – The rational function solutions
In this section, we ﬁnd a rational function solution of (10). To
this end, we write
uðnÞ ¼
Xn
i¼0
pi/
iðnÞ
,Xr
j¼0
qj/
jðnÞ; nP r; ð19Þ
where pi and qj are constants to be determined later, while
/(n) satisﬁes the previous auxiliary equations in R.H.S.
of (11).
In this case, the balance condition is given by
n r ¼ 2ðk 1Þ; kP 1 where n> r. While k being free when
n= r.
Here, we conﬁne ourselves to ﬁnd the rational solutions
when n= r and k= 1, 2 together with the auxiliary equation
in (11) when p= 2.
(II1) When k= 1.
In this case, the rational function solutions will be in the
rational trigonometric function or hyperbolic function
solutions.
– Set n= r= 1 (for instance) in (19), namely
uðnÞ ¼ p1/ðnÞ þ p0
q1/ðnÞ þ q0
: ð20Þ
– Substituting from Eq. (20) together with the auxiliary equa-
tion (11) into Eq. (10), we get
q ¼  ap1a ;1 bþ a3c2
q0 ¼ 
að3a3p1c1 þ p0ðbþ a3c2ÞÞa
ðb 5a3c2Þðbþ a3c2Þ ;
p0 ¼ 
p1ða3c2ðc1  5R2Þ þ bðc1 þ R2ÞÞ
2c2ðbþ a3c2Þ ; ð21Þwhere R22 ¼ c21  4c2c0 and c21 P 4c2c0.
It remains to solve the auxiliary equation in (11). We distin-
guish between two cases:Fig. 2 a= 1, a= 1, b= 1Case 1. If c2 > 0. In this case, the solution of the auxiliary
equation (11) is/ðnÞ ¼  c1
2c2
þ R2coshð
ﬃﬃﬃﬃ
c2
p
nþ A1Þ
2c2
; n ¼ axþ bs;
s ¼
Z t
0
fðt1Þdt1; ð22Þ
where A1 is an arbitrary constant. Substituting (22) into (19)
we get the solution of (10), namely
uðnÞ ¼  b 5a
3c2 þ ðbþ a3c2Þcoshð ﬃﬃﬃﬃc2p nþ A1Þ
aað1þ coshð ﬃﬃﬃﬃc2p nþ A1ÞÞ : ð23Þ
Eq. (23) describes a soliton wave solution in the moving frame
Case 2. If c2 < 0. The solution of the auxiliary equation
(11) gives/ðnÞ ¼  c1
2c2
þ R2 sinð
ﬃﬃﬃﬃﬃﬃﬃﬃc2p nþ A2Þ
2c2
; ð24Þ
where A2 is an arbitrary constant. Substituting (24) into (19)
we get the solution of (10), namely
uðnÞ ¼  b 5a
3c2 þ ðbþ a3c2Þ sinð ﬃﬃﬃﬃﬃﬃﬃﬃc2p nþ A2Þ
aað1þ sinð ﬃﬃﬃﬃﬃﬃﬃﬃc2p nþ A2ÞÞ : ð25Þ
The solutions in (23) and (25) show a soliton wave and a
periodic wave solution (as in a rational form) respectively.
(II2) When k= 2.
In this case, the solutions will be in the rational elliptic
function form.
To obtain this type of solutions we use the auxiliary equa-
tion (11) when k= 2. By substituting about u(n) from (19) to-
gether with /0(n) from (11) into Eq. (10) and using the
calculations that were given in ‘The extended uniﬁed method’
section, we get;
p1 ¼ 
bq21 þ a3ðc2q21 þ 6c4q20Þ
aq1a
;
p0 ¼ 
bq20 þ a3ð6c0q21 þ c2q20Þ
aq1a
;
q0 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
R3  c2
2c4
r
q1; ð26Þ
where R23 ¼ c22  4c4c0, c4 > 0 and c0 < 0. It remains to solve
the auxiliary equation in (11). The solutions of the auxiliary, c4 = 0.25, c0 = 0.
Progression of shallow water waves 597equation in (11) are classiﬁed according to Table 1 under the
conditions c0 < 0 and c4 > 0.
Finally, the solution of (10) is given by
uðnÞ ¼
ﬃﬃﬃ
2
p ðbR3 þ 5a3c2R3 þ 6a3c4R23  ðbþ a3ðc2 þ 6c4R23ÞÞ/ðnÞÞ
aað1þ ﬃﬃﬃ2p /ðnÞÞ :
ð27Þ
Fig. 3a and b represents the solution (27) when
f(t) = 1 + t2 and /(n) = nc(n, g), n= ax+ bt in the moving
non-inertial frame and in the rest inertial frame respectively.
Fig. 3 shows the propagation of shallow water waves which
are seen as elliptic waves.
Indeed, the solutions that were found in the last two cases
may cover all solutions which could be obtained by different
methods such as a modiﬁed tanh–coth method, the Jacobi-
elliptic function expansion method, the extended F-expansion
method, Exp-function method and G
0
G
 
-expansion method
[24–28].
When g(t) „ af(t)
In this section, we ﬁnd exact solutions for Eq. (8) when their
coefﬁcients are linearly independent (namely g(t) „ af(t)). We
think that, to the best of our knowledge, the results that will
be found here are completely new.
We conﬁne ourselves to search for polynomial function
solutions for (8) when p= 1 (in (4)) by using (3)–(5). So the
balancing condition is n= 2(k  1), k> 1 and the consistency
condition for obtaining these polynomial function solutions
holds when k= 2, 3 [14].
In this case, the calculations are carried out by using the ex-
tended uniﬁed method together with the symbolic computation
for treating coupled nonlinear PDE’s according to the follow-
ing algorithm;
(i) Solve a nonlinear PDE equation among the set of prin-
ciple or compatibility equation in the highest order (say
@nw
@xn ).
(ii) Solve another equation in @
n1w
@xn1 .
(iii) Use the compatibility equation between (i) and (ii) to
eliminate @
nw
@xn and
@n1w
@xn1
 
, that is by differentiating the
obtained equation in (ii) with respect to x to get @
nw
@xn
and balances it with the obtained one in (i).
(iv) Solve the obtained equation from (iii) in @
n2w
@xn2 .Fig. 3 a= 1, a= 1, b= 1, c4(v) Repeat the steps (i)–(iv) to get an equation in the lowest
order.
(vi) Use the same steps for PDE’s with mixed partial
derivatives.
By this algorithm, the order of the PDE is reduced succes-
sively till a solution to the required function is obtained.
When k= 2, n= 2.
The steps of the computations by using the extended uniﬁed
method (when p= 1) are as they follow;
Step 1: Solving the principle equations.
By substituting from (3) and (4) into Eq. (8), we get the
principle equation which splits into a set of equations in the
unknown functions ai(x, s), bi(x, s) and ci(x, s). For conve-
nience, we use the transformations on ci(x, s) that simplify
the computation
cc2xðx; sÞ ¼ pðx; sÞc2ðx; sÞ; c1ðx; sÞ ¼ pðx; sÞ þ C1ðx; sÞ;
c0ðx; sÞ ¼ 2C1xðx; sÞ þ C
2
1ðx; sÞ þ 4C0ðx; sÞ
4c2ðx; sÞ ;
s ¼
Z t
0
fðt1Þdt1; ð28Þ
and we solve the obtained equations to get bi(x, s), i= 0, 1, 2,
aj(x, s), j= 1, 2 and C0(x, s) respectively. We are left with un-
solved single equation among them.
Step 2: Solving the compatibility equations in (5).
These equations read
b0ðx; sÞc1ðx; sÞ  b1ðx; sÞc0ðx; sÞ þ c0sðx; sÞ  b0xðx; sÞ ¼ 0;
2b0ðx; sÞc2ðx; sÞ  2b2ðx; sÞc0ðx; sÞ þ c1sðx; sÞ  b1xðx; sÞ ¼ 0;
 b2ðx; sÞc1ðx; sÞ þ b1ðx; sÞc2ðx; sÞ þ c2sðx; sÞ  b2xðx; sÞ ¼ 0;
ð29Þ
and (28) will be used in (29). Eqs. (29)3 and (29)2 were solved to
get a0x(x, s) and a0s(x, s) respectively. The compatibility equa-
tion between the obtained results for a0x(x, s) and a0s(x, s)
gives rise to an equation which solves to= 0.25, c2 = 0.5, c0 = 0.75.
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h0 þ 2s
p or
fðtÞ ¼ gðtÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k0 þ k1
Z t
0
gðt1Þdt1
s
; ð30Þ
where hi and ki, i= 0, 1 are arbitrary constants.
By using the obtained result for a0s(x, s), we found that it
satisﬁes the unsolved equation in the principle ones also. Thus
we are only left with Eq. (29)1, which is a nonlinear PDE in
C0(x, s), C1(x, s) and c2(x, s). Consequently, we have two arbi-
trary functions, namely c2(x, s) and C1(x, s), so that no loss of
generality if we take c2(x, s) = 1 and C1(x, s) = 0. Thus (29)1
is closed in C0(x, s). This equation is satisﬁed by taking
C0ðx; sÞ ¼ A3h2ðsÞ  2x2 or when C0(x, s) = A4h2(s), where A3
and A4 are constants.
Step 3: Solving the auxiliary equations in (4)1.
In this step Eq. (4)2 is solved in the new variables according
to the following two cases;
(i) When C0ðx; sÞ ¼ A3h2ðsÞ  2x2
/1ðx;sÞ¼
ðh0þ2sh2x2Þcosðl1ðx;sÞÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h2ðh0þ2sÞ
p
xsinðl1ðx;sÞÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h0þ2s
p
xð ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃh0þ2sp cosðl1ðx;sÞÞ ﬃﬃﬃﬃh2p xsinðl1ðx;sÞÞÞ ;
ð31Þ
where l1ðx; sÞ ¼
ﬃﬃﬃ
h2
p
ð4h2xÞﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h0þ2s
p ; h2 > 0 is a constant or
/2ðx;sÞ¼
ðh0þ2sþh3x2Þcoshðl2ðx;sÞÞþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h3ðh0þ2sÞ
p
xsinhðl2ðx;sÞÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h0þ2s
p
xð ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃh0þ2sp coshðl2ðx;sÞÞþ ﬃﬃﬃﬃh3p xsinhðl2ðx;sÞÞÞ ;
ð32Þ
where l2ðx; sÞ ¼ 
ﬃﬃﬃ
h3
p
ð4h3þxÞﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h0þ2s
p , h3 > 0 is a constant.
(ii) When C0(x, s) = A4h
2(s)/3ðx;sÞ¼
A4h
2
1ðexpð2HðsÞð2A4h21þxÞÞ2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h0þ2s
p
HðsÞÞ
ðh0þ2sÞHðsÞðexpð2HðsÞð2A4h21þxÞþ2HðsÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h0þ2s
p Þ ;
ð33Þ
where HðsÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 A4h21
h0þ2s
q
and A4 < 0, h0 are arbitrary constants.
Step 4: Finding the formal solution.
Finally, the solutions of (8) according to the cases (i) and
(ii) respectively are given byFig. 4 a= 1, a= 1, b= 1, c4v1ðx;sÞ¼ 1
2s1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h0þ2s
p ð ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃh0þ2sp cosðl1ðx;sÞÞ ﬃﬃﬃﬃh2p xsinðl1ðx;sÞÞÞ2
ðQ1ðx;sÞþððh0þ2sÞxþh22ð12h0þ24sx3ÞÞcosð2l1ðx;sÞÞ
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h3ðh0þ2sÞ
p
x2 sinð2l1ðx;sÞÞÞ; ð34Þ
v2ðx;sÞ¼ 1
2s2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h0þ2s
p ð ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃh0þ2sp coshðl2ðx;sÞÞþ ﬃﬃﬃﬃh3p xsinhðl2ðx;sÞÞÞ2
ðQ2ðx;sÞþððh0þ2sÞxþh23ð12h0þ24sx3ÞÞcoshð2l2ðx;sÞÞ
þ2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h3ðh0þ2sÞ
p
x2sinhð2l2ðx;sÞÞÞ; ð35Þ
v3ðx;sÞ¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h0þ2s
p
 x6A4h21þ
ðexpð2HðsÞð2A4h21þxÞÞ2HðsÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h0þ2s
p Þ2
ðexpð2HðsÞð2A4h21þxÞÞþ2HðsÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h0þ2s
p Þ2
 !
;
ð36Þ
where Q1ðx; sÞ ¼ 12h0h22 þ 24h22sþ h0xþ 2sx 24h42x2 þ h22x3;
Q2ðx; sÞ ¼ 12h0h23 þ 24h23sþ h0xþ 2sx 24h43x2 þ h23x3, s ¼R t
0
gðt1Þdt1, t> 0 and si, i= 1, 2 are constants.
We mention that the solutions which are given in (34)–(36)
satisfy Eq. (8).
Fig. 4a and b represents the solutions in (34) and (35) when
g(t) = 1 + t2 respectively.
The solution in Fig. 4a shows the interaction between soli-
ton, solitary and periodic waves (a highly dispersed periodic-
soliton waves). While the solution in Fig. 4b shows a soliton
wave coupled to two solitary waves the intersection between
soliton, kink and anti-kink waves.
II. When k= 3, n= 4.
By using the same steps in the previous case (when
k= n= 2), we get the solution of (8) as
vðx;sÞ¼ 1
h1QðsÞð2QðsÞþA0h1ðs1þxþ s0QðsÞÞÞ2
ðð4ðs1þxÞð1þA0h1s0ÞþA20h21ð12þ s20ðs1þxÞÞÞQ2ðsÞ
þA0h1ðs1þxÞ2ð4QðsÞþA0h1ðs1þxþ2s0QðsÞÞÞÞ;
ð37Þ
where QðsÞ ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃh0 þ 2sp and si, hi, A0, i= 0, 1 are arbitrary
constants. Again, we veriﬁed that the solution in (37) satisﬁes
Eq. (8).= 0.25, c2 = 0.5, c0 = 0.75.
Progression of shallow water waves 599Conclusions
The Korteweg–de Vries equation with variable coefﬁcients
which describes the shallow water wave propagation through
a medium with varying dispersion and nonlinearity coefﬁcients
was studied. The extended uniﬁed method for ﬁnding exact
solutions to this equation has been outlined. We have shown
that water waves propagate as traveling solitary (or elliptic)
waves with anomalous dispersion. This holds when the coefﬁ-
cients of the nonlinear and dispersion terms are linearly depen-
dent (or comparable). For linearly independent coefﬁcients,
the water waves behave in similarity waves with a breakdown
of wave propagation. This holds when the dispersion coefﬁ-
cients prevail the nonlinearity. Some of these solutions show
‘‘winged’’ soliton (anti-soliton) or wave train solutions. The
obtained solutions here are completely new. The extended uni-
ﬁed method can be used to ﬁnd exact solutions of coupled evo-
lution equations, but we think that parallel computations
should be used because they require a very lengthy computa-
tion. Indeed, they cannot be transformed to traveling wave
equations.
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