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Abstract
The Binary Space Partitioning (BSP)-Tree pro-
cess is proposed to produce flexible 2-D par-
tition structures which are originally used as a
Bayesian nonparametric prior for relational mod-
elling. It can hardly be applied to other learn-
ing tasks such as regression trees because ex-
tending the BSP-Tree process to a higher dimen-
sional space is nontrivial. This paper is the first
attempt to extend the BSP-Tree process to a d-
dimensional (d > 2) space. We propose to
generate a cutting hyperplane, which is assumed
to be parallel to d − 2 dimensions, to cut each
node in the d-dimensional BSP-tree. By design-
ing a subtle strategy to sample two free dimen-
sions from d dimensions, the extended BSP-Tree
process can inherit the essential self-consistency
property from the original version. Based on the
extended BSP-Tree process, an ensemble model,
which is named the BSP-Forest, is further de-
veloped for regression tasks. Thanks to the re-
tained self-consistency property, we can thus sig-
nificantly reduce the geometric calculations in
the inference stage. Compared to its counter-
part, the Mondrian Forest, the BSP-Forest can
achieve similar performance with fewer cuts due
to its flexibility. The BSP-Forest also outper-
forms other (Bayesian) regression forests on a
number of real-world data sets.
1 Introduction
Several machine learning methods, such as decision trees
for regression and relational modelling for identifying in-
teraction patterns, are concerned with space partitioning
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strategies to identify meaningful “blocks” in a product
space. Models may be fitted to the data in each block,
within which the data will exhibit certain types of homo-
geneity. These techniques have found application in re-
lational modeling [14, 1], community detection [22, 13],
collaborative filtering [24, 17], and random forests [16]
– This space-partitioning strategy has shown its promis-
ing prospect in real-world applications. As a result, a
number of structured space-partitioning priors have been
developed, including the Mondrian process [28, 27, 26],
the Rectangular Tiling process [21], the Ostomachion pro-
cess [9], and the Binary Space Partitioning (BSP)-Tree pro-
cess [8]. Other strategies are also developed to complete
the task, e.g., the Rectangular Bounding Process [7] is re-
cently proposed to use a bounding strategy to partition the
space and it claims to obtain a parsimonious result.
Among the aforementioned approaches, the BSP-Tree pro-
cess [8] is an efficient way to partition the two-dimensional
space. Instead of axis-aligned cuts adopted in most conven-
tional approaches [14, 28, 21], the BSP-Tree process uses
angled cuts to better describe the potential dependency be-
tween each dimension. The BSP-tree process is attractive
because it is self-consistent, which ensures distributional
invariance while restricting the process from a larger do-
main to a smaller one. However, as the BSP-Tree process is
originally proposed for relational modelling, which only re-
quires partitions on a two-dimensional space, it can hardly
be extended to a d-dimensional (d > 2) space. This restric-
tion prohibits its applications to decision tree-style models,
which usually consist of more than two dimensions of fea-
tures. Unfortunately, we cannot straightforwardly extend
the BSP-Tree process to a higher dimensional space be-
cause it would violate the self-consistency. It is possible to
consider a proper extension that is able to retain the self-
consistency property, however, for a d-dimensional space,
the hyperplane usually lies in the (d−1)-dimensional space
and the measure of all potential cutting hyperplanes in-
volves complicated integrals which would incur unaccept-
able calculations for a machine learning task.
In this work, we make the first endeavor to extend the do-
main of the BSP-Tree process to d-dimensional (d > 2)
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space while still keeping its self-consistency. To simplify
the process, we propose to generate a cutting hyperplane,
which is assumed to be parallel to d − 2 dimensions, to
cut each node in the d-dimensional BSP-tree. That is to
say, each cutting hyperplane is allowed to have two de-
grees (dimensions) of freedom during the generative pro-
cess. The current node, which is a convex polyhedron, is
first projected onto a pair of dimensions – The pair is sam-
pled in proportion to the perimeter of its projection onto
the sampled pair of dimensions among all 1/2 · d(d − 1)
possible configurations. The subsequent cut on this node
is then generated on the projected convex polygon through
the same way of the BSP-Tree process and the rest dimen-
sions of the cutting hyperplane are parallel to the other di-
mensions. This geometrically simple construction permits
a flexible multi-dimensional extension to the BSP-tree pro-
cess that provably retains the self-consistency property.
Our second contribution is to construct an ensemble of
BSP-trees – the BSP-forest – to enable complex and flexi-
ble regression modelling. In contrast to Bayesian additive
regression trees (BART) [5] and the Mondrian Forest [16],
which only implement node cuts in a single dimension to
generate the tree structure, the BSP-forest uses two dimen-
sions jointly to form a hyperplane cut in the feature space.
As a result, the BSP-forest can achieve higher performance
with a lower-depth hierarchical tree structure. In addition,
because it consists of multiple BST-trees who select dif-
ferent pairs of dimensions to describe the data in a local
region, the BSP-Forest is able to capture all-round pairwise
dimensional dependence.
In the inference stage, an efficient Particle Gibbs sampler
is developed to infer the BSP-Forest. Particularly, instead
of cutting the entire node, we can further simplify the par-
titioning process by only conducting the hyperplane cut
in the convex hull of the training data within the node to
circumvent the complicated polyhedron related evaluation.
Thanks to the self-consistency of the proposed extended
BSP-Tree process, these two strategies lead to the same
equilibrium distribution; we can thus largely simplify the
sampling procedure and improve the efficiency.
The effectiveness of the proposed BSP-Forest is validated
through an extensive study on the famous Friedman’s func-
tion and then five real-world data sets. Compared to
its counterpart, the Mondrian Forest, the BSP-Forest can
achieve similar performance with fewer cuts due to its flex-
ibility. The BSP-Forest also outperforms other (Bayesian)
regression forests on a number of real-world data sets.
2 Preliminary: The BSP-Tree Process
The BSP-tree process [8] generates partitions, , on an ar-
bitrary two-dimensional complex polygon . The BSP-
tree process is an almost surely right-continuous Markov
jump process on (0, τ ], where τ > 0 is a pre-fixed budget.
0 τ1 τ2 τ3 τ4 τ
Figure 1: A realization of one branch of the extended (3-
dimensional) BSP-Tree process with budget τ . Each red-
line constituted polygon denotes the new cutting hyper-
plane generated at that time.
Let t denote the BSP-tree partition at time t. t is a hier-
archical partition of, which can be represented as a triplet
(, θ,u).  is a finite binary space partitioning tree, and
θ = (θj) and u = (uj) respectively specify, for each in-
termediate node j of the tree, the orthogonal slope (θj) for
the cutting line and the cut position (uj) on the projected
segment of the node.
The probability density function of θj is proportional to the
length of the projected segment l(θj), and the cut position
uj is uniformly distributed on l(θj). t represents a hi-
erarchical partition of  into the root node ( = ; the
base of the domain), intermediate nodes (j) and termi-
nal nodes. Intermediate nodes j are generated from their
parental node through a node split and are themselves split
into two child nodes through the cutting line
{x ∈ j : (x − uj)(1; tan θj)> < 0},
{x ∈ j : (x − uj)(1; tan θj)> > 0}.
Terminal nodes are the final generated blocks, which do not
contain cutting lines.
Defining the time for the l-th cut as t = τl, the incremental
cut time τl − τl−1 depends only on the partitions at time
τl−1. Given an existing partition τl−1 , the time to the
next cut follows an Exponential distribution:
(τl − τl−1)|τl−1 ∼ Exp(
l∑
k=1
PE((k)τl−1)) (1)
where PE((k)τl−1) denotes the perimeter of the k-th block
in partition τl−1 . Each cut divides one block (chosen
with probability proportional to its perimeter) into two new
blocks and forms a new partition. If the time index τl of the
new cut exceeds the budget τ , the BSP-tree process termi-
nates and returns the partitionτl−1 as the final realisation.
Self-consistency Self-consistency of the BSP-Tree pro-
cess refers to that, when restricting the BSP-tree process
on a convex polygon  to any sub-region 4 ⊆ , the re-
sulting partitioning on the sub-region is distributed as if it is
directly generated on 4 through the BSP-tree’s generative
process. This property can be usefully exploited in settings
such as online learning and domain expansion. See [8] for
more detailed description of the BSP-tree process.
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Figure 2: Generating a cutting hyperplane in one branch of an example 3-dimensional BSP-tree whose root node is a unit
cube. We use red-line constituted polyhedrons (or polygons) to denote the sampled ones; the three dashed polygons in
Step (2) denote all the two-dimensional projections of the polygon sampled in Step (1). The generations of θ and u on a
two-dimensional projection (green dashed polygon) in Step (3) follows the same way as in [8].
3 Extending the BSP-tree process to
d-dimensional space
One motivation for extension of the BSP-tree process to
multi-dimensional space is regression. Here, we might
have N labelled datapoints {(xi, yi)}Ni=1 ∈ Rd×R, where
we aim to predict the unknown labels yi ∈ R from the d-
dimensional predictors xi ∈ Rd. Other applications, such
as classification, simply require straightforward changes to
the likelihood constructions for the labels.
The proposed multidimensional BSP-Tree process works
similarly as its original version. It is still a continuous-time
Markov jump process where, for τl+1 > τl > 0, the value
taken at τl+1, which is denoted as τl+1 , is a BSP-Tree
partition in a convex polyhedron ⊂ Rd and also a further
refinement of the value taken at time τl (see Figure 1). For
the domain (root node)  ⊂ Rd, the partition result τl
is composed of a set of convex polyhedrons
{{k}k∈N+ :
∪kk = ;k′ ∩k′′ = ∅,∀k′ 6= k′′
}
and is recursively
generated through a series of cutting hyperplanes.
In order to extend the domain of the BSP-Tree process
to d-dimensional (d > 2) space while still keeping its
self-consistency, we consider a reduced generative process
where each cutting hyperplane is only allowed to have two
degrees (dimensions) of freedom. In this way, each poten-
tial cutting hyperplanes on k is assumed to be parallel to
the rest d− 2 dimensions, except the selected two.
Given the current partitionτl−1 = {(k)τl−1}lk=1 and τ , the
next cutting hyperplane is generated in the following steps
(see the illustrations for Steps 1–4 in Figure 2):
(1) Sample a candidate polyhedron (leaf node) (∗) from
all the existing leaf nodes {(k)τl−1}lk=1 in proportion
to
{∑
d1,d2
PE(Πd1,d2(
(k)
τl−1))
}l
k=1
, where (d1, d2)
denotes an arbitrary pair of dimensions from the d
dimensions, Πd1,d2() denotes the projection of 
onto the dimensions of (d1, d2), and PE(Πd1,d2())
denotes the perimeter of the projection (i.e., a 2-
dimensional polygon);
(2) Sample a pair of free dimensions (d(∗)1 , d
(∗)
2 ) from
all 1/2 · d(d − 1) possible pairs in proportion to{
PE(Πd1,d2((∗)))
}
(d1,d2)
;
(3) On the projection Π
d
(∗)
1 ,d
(∗)
2
((∗)), sample a direction
θ from (0, pi], where the probability density function
is in proportion to the length of the line segment l(θ),
onto which Π
d
(∗)
1 ,d
(∗)
2
((∗)) is projected in the direc-
tion of θ; and sample the cutting position u uniformly
on the line segment l(θ). The proposed cutting hyper-
plane is formed as the straight line passing through u
and crossing through the projection Π
d
(∗)
1 ,d
(∗)
2
((∗)),
orthogonal to l(θ) in the dimensions of (d(∗)1 , d
(∗)
2 )
and parallel to the rest d− 2 dimensions1;
(4) Sample the incremental time for the new cut as (τl −
τl−1) ∼ Exp
(∑l
k=1
∑
(i,j)∈D PE(Πdi,dj (
(k)
τl−1))
)
.
If τl > τ , reject the proposed cutting hyperplane
and return {(k)τl−1}lk=1 as the final partition structure;
otherwise accept the proposed cutting hyperplane, in-
crease l to l + 1 and go back to Step (1).
Sampling a two-dimensional pair (Step (2)) is the novel
key step that helps extend the BSP-tree process to d-
dimensional spaces; all other steps are the natural and
logical extensions of the generative process of the two-
dimensional BSP-tree process.
Through the above generative process, the cutting hyper-
plane can be parameterised as H(k, (d1, d2), θ,u) = {x ∈
(k∗)|([xd1 , xd2 ]− u)(1; tan θ)> = 0}, where k∗ denotes
the index of the selected polygon (leaf node), xd1 denotes
the d1-th element of vector x, and u is a two-dimensional
vector denoting the position on the dimensions of (d1, d2).
The cutting hyperplane is parallel to all dimensions except
d1 and d2 such that it is fully characterised on (d1, d2).
1Generating a cutting line parameterized by θ and u on the
projection Π
d
(∗)
1 ,d
(∗)
2
((∗)) (two-dimensional polygon) follows
the same sampling method used in the BSP-Tree process [8].
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Moreover, the cutting hyperplane is only meaningful
(i.e. it intersects with (k∗)) if and only if it inter-
sects with the projection Πd1,d2((k
∗)) on dimensions
(d1, d2). As Πd1,d2((k
∗)) is a convex polygon, from
Proposition 2 of [8], the measure of the hyperplane cuts
on dimensions (d1, d2) is uniform over the perimeter of
Πd1,d2((k
∗)). Thus, the measure of the hyperplane cuts
for (k∗) is uniform over the sum |D| of the perime-
ters of Πd1,d2((k
∗)) on all unique pairs of dimensions
i.e.
∑
(i,j)∈D PE(Πdi,dj ((k
∗))).
When d = 2, the above extended BSP-tree process reduces
to the original two-dimensional version of [8]. According
to Propositions 1 and 2 in [8], the likelihood of the cut-
ting hyperplane on the two dimensions (d∗1, d
∗
2) for (k
∗)
is p(θ,u|d∗1, d∗2,(k
∗)) = 1
PE(Πd∗1 ,d∗2 (
(k∗))) . Extending
this hyperplane to d-dimensions, the likelihood is p(cut) =∑
(i,j)∈D PE(Πdi,dj ((k
∗)))∑l
k=1
∑
(i,j)∈D PE(Πdi,dj ((k)))
· PE(Πd∗1 ,d∗2 (
(k∗)))∑
(i,j)∈D PE(Πdi,dj ((k
∗))) ·
1
PE(Πd∗1 ,d∗2 (
(k∗))) =
1∑l
k=1
∑
(i,j)∈D PE(Πdi,dj ((k)))
. That
is, all potential partitions are equally favoured and the hy-
perplane cut is uniformly distributed, without involving ad-
ditional (prior) knowledge about the cutting hyperplane.
Self-consistency of the extended BSP-tree process: As
a result of the particular technique of generating d-
dimensional cutting hyperplanes, the BSP-tree process re-
tains the self-consistency property in d-dimensions.
Proposition 1 The extended BSP-tree process is self-
consistent in d-dimensional (d ≥ 2) space, and maintains
distributional invariance when restricting its domain from
a convex polyhedron to a sub-domain.
That is, if the extended BSP-Tree process on a finite convex
polyhedron  is then restricted to a sub-region4,4 ⊆ ,
then the resulting partitions restricted to 4 are distributed
as if they were directly generated on 4 through the BSP-
tree generative process. Subsequent application of the
Kolmogorov Extension Theorem [15] states that the self-
consistency property of the BSP-tree process then enables
it to be defined on infinite multidimensional space.
This useful property can strongly simplify the sam-
pling procedure and improve algorithmic efficiency in d-
dimensional (d > 2) implementations, which would other-
wise be extremely complicated to implement (see inference
sections, below).
4 Binary space partitioning (BSP)-forests
We consider the label-predicting regression task outlined
earlier, so that for observed data {(xi, yi)}Ni=1 ∈ Rd × R
we aim to predict the unknown labels yi ∈ R from the d-
dimensional predictors xi ∈ Rd.
4.1 Model
We apply the extended BSP-tree process in a random for-
est style model. For the regression we attach mean intensity
parameters, µ, to the leaf nodes of each tree structure, and
use the sum of the intensities from m BSP-trees to predict-
ing the unknown label. That is,
y =
m∑
j=1
g
(
x;(j),µ(j)
)
+ ,  ∼ N (0, σ2), (2)
where µ(j) = {µ(j)1 , · · · , µ(j)k(j)} denotes the set of mean
parameters associated with the leaf nodes of the j-th BSP-
tree, k(j) is the number of leaf nodes in the j-th BSP-tree,
g
(
x;(j),µ(j)
)
= µ
(j)
k0
if x belongs to the k0-th leaf node
of the j-th BSP-tree, and σ2 denotes the observation vari-
ance.
Determination of node assignments for x follows the typ-
ical procedure used for a decision tree. To begin, x be-
longs to the root node of the BSP-tree (j). On any
non-leaf node, the cutting hyperplane H(k, (d1, d2), θ,u)
would then be used to determine the child node that x be-
longs to: {(xd1 , xd2)−u)(1; tan θ)> < 0} or {(xd1 , xd2)−
u)(1; tan θ)> > 0}. Through a sequence of such binary
node assignments from the top to the bottom of the tree, x
would finally fall into a single leaf node k0 of (j), with g
then allocating the intensity µ(j)k0 to the regression.
In common with other regression forests, each individual
tree only contributes proportionally 1m of the model for
label y, which prevents any one of the trees dominating
the prediction. Further, because the ensemble comprises
multiple BST-trees, each potentially selecting different di-
mensional pairs to describe the data in local regions, the
BSP-forest is able to capture all pair-wise dependence in
d-dimensions. Similarly, the potentially different depths of
each tree allows the BSP-forest to reflect different granu-
larities of interactions between dimensions.
Each regression tree in the BSP-forest presents a hierarchi-
cal partition structure on d-dimensional space. From this
perspective, the sum-of-trees forest mechanism provides a
compositional “smoothing” of the partition structure for lo-
cal regions of the space, thereby greatly increasing the flex-
ibility of the regression model. Given m, a BSP-forest is
determined by {((j),µ(j))}mj=1, which includes the BSP-
tree structures and their associated leaf node mean param-
eters, and the observational variance parameter σ2.
Prior specification for σ2,µ,m: We specify the prior
distributions for σ2, the number of trees in the BSP-
forest m, and the mean parameters {µ(j)}mj=1 for all
m trees {(j)}mj=1 following [5]. Namely: (1) σ2 ∼
IGamma(1.5, λ) where, given an estimate of the sam-
ple variance σˆ2, λ is set to satisfy the condition
F (σˆ2; 1.5, λ) = 0.9, where F (·) is the Inverse-Gamma
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Algorithm 1 MCMC for inferring BSP-Forest
Input: data setX , label set Y , number of iterations T
Output: samples of {(j),µ(j)}mj=1 and σ2
1: initialize m BSP-trees {(j),µ(j)}mj=1
2: for t = 1, · · · , T do
3: sample σ2 according to Eq. (3);
4: for j = 1, · · · ,m do
5: implement C-SMC samplers for(j) andµ(j) us-
ing Algorithm 2;
6: end for
7: end for
c.d.f.; (2) As the labels y are typically standardised,
the prior for each mean parameter is specified as µ ∼
N
(
0, 1
2
√
m
)
; (3) While a prior for m can be specified, and
inference performed by a reversible-jump type algorithm
[29], for simplicity we fix m = 50 which we find performs
well in practice.
Comparison with BART and MF: The BSP-forest is di-
rectly related to two popular Bayesian regression-tree mod-
els: Bayesian additive regression trees (BART) and the
Mondrian forest (MF). The key differences and advantage
here is that the BSP-forest uses both angled cuts, and hy-
perplane cuts constructed from two dimensions, rather than
the one-dimensional, axis-aligned cuts in both BART and
MF. This clearly provides a more flexible way to model the
observed data, and as a result, lower tree depth is required
to obtain the same or even improved modelling capability.
4.2 Inference
Posterior inference for the BSP-forest is implemented us-
ing Markov chain Monte Carlo (MCMC). The joint distri-
bution of all parameters, including the partition structures
of m extended BSP-trees {(j)}mj=1, the leaf-node mean
parameters of each tree {µ(j)}mj=1, and the observational
variance σ2 can be written as:
p({(j),µ(j)}j , σ2, Y |X,λ) = p(Y |{(j),µ(j)}j ,X, σ2)
·
m∏
j=1
[
p((j)|λ)p(µ(j))
]
p(σ2),
where Y = {y1, . . . , yN} and X = {x1, . . . ,xN}. Al-
gorithm 1 outlines the MCMC algorithm, which iteratively
samples the variance σ2 (Line 3) and each BSP-tree struc-
ture (j) with mean parameters µ(j)) (Line 5).
Sampling σ2: Through conjugacy, the full posterior con-
ditional distribution of σ2 is
σ2 ∼ IGamma
(
3 +N
2
, λˆ+
Ess
2
)
(3)
where Ess =
∑N
i=1
(
yi −
∑m
j=1 g(xi;(j),µ(j))
)2
.
Figure 3: Visualization of calculating projection of convex
hull in the example of 3-dimensional space. Polyhedron
with red solid lines denotes the “full” block generated by
the cutting hyperplanes; polygon with red dashed lines de-
notes the polyhedron’s projection in two dimensions; blue
points denotes the data x belong to this block; blue dashed
circles denotes x’s projection in two dimensions; polyhe-
dron with green solid lines denotes the convex hull spanned
by x and polygon with green dashed lines denotes the con-
vex hull’s projection in two dimensions. The calculation
of the projections (polygons with dashed lines) requires the
vertices of the polyhedron and the cut (black dashed line)
outside the convex hull’s projection does not change the
model’s prediction on labels.
Sampling {(j),µ(j)}mj=1 We use the Conditional-
Sequential Monte Carlo (C-SMC) sampler [2] to infer
the partition structures of all the m extended BSP-trees
{(j)}mj=1 and the mean parameters {µ(j)}mj=1. There is a
key difference between our sampler and that used in [16, 8]:
These previous works take node splitting events on the time
line as the dimensions of the sampled variable. The parti-
cles at the same step are under different budget constraints
and the target distribution of the C-SMC samplers may not
be well mixed. In our implementation, we adopt fixed inter-
vals {(τs, τs+1)}Ss=0 (τ0 = 0, τS+1 = τ ) on the time line
as the dimensions of the variable sampled by the C-SMC
sampler. ∀ step s, all the particles are under the same bud-
get constraints (0, τs] and each dimension might involve
one, more than one, or even no splitting events. This helps
to fix the number of “dimensions” in C-SMC and improve
the efficiency of the sampler. Algorithm 2 shows the detail
strategy to infer the tree structure in the (t+ 1)-th iteration
for the j-th BSP-tree.
Implementing cutting hyperplane on convex hull:
Cutting the full d-dimensional polyhedron generated from
a series of cutting hyperplanes on the original domain, is
both a challenging and unnecessary task. This is because:
(1) complete indexing of this polyhedron requires extensive
geometric calculations, including calculating the intersec-
tion of multiple hyperplanes, deciding if two hyperplanes
intersect in the existence of other hyperplanes, and listing
all the vertices of the polyhedron; (2) in some cases, the
cutting hyperplane occurs outside the convex hull (i.e. the
minimum convex polyhedron that contains all the points
in this block), it does not partition the available data and
thereby influence the regression. In practice, while data
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Algorithm 2 The C-SMC sampler for the j-th BSP-tree (j) at the t-th iteration
Input: X,Y, σ2, number of particles N , segments of the time line {(τs, τs+1)}Ss=0, (j) and µ(j) obtained at the last
iteration, weights of the last selected particle over S segments ω((j)1:S)
Output: (j)(n∗),µ(j)(n∗), ω((j)1:S(n∗))
1: for s = 0, initialize N − 1 particles (j)s (2 : N) = , means µ(j)s (2 : N) = 0, costs c(j)s (2 : N) = 0;
2: for s = 1, · · · , S do
3: for n = 2, · · · , N , if τs <
∑s−1
s′=0 c
(j)
s′ (n) < τs+1, recursively sample {H(j)i (n), cˆ(j)i (n)}Vi=1 using Algorithm
3 and sample {µ(j)i (n)}Vi=1 from its posterior until
∑s
s′=0 c
(j)
s′ (n) > τs+1; otherwise set H
(j)
s (n) = H
(j)
s−1(n),
µ
(j)
s (n) = µ
(j)
s−1(n), c
(j)
s (n) = 0;
% Notes: H(j)s (n) = {H(j)i (n)}Vi=1, µ(j)s (n) = {µ(j)i (n)}Vi=1, c(j)s (n) =
∑V
i=1 cˆ
(j)
i (n) and V denotes the number
of cuts falling in (τs, τs+1]
4: for n = 2, · · · , N , compute weight ω((j)s (n)) := prior(µ
(j)
s (n))p(Y |X,H(j)1:s(n),µ(j)1:s,µ(−j),σ2)
posterior(µ(j)s (n))p(Y |X,H(j)1:(s−1)(n),µ
(j)
1:(s−1),µ
(−j),σ2)
;
% Notes: µ(−j) denotes the sum of mean parameters onX from all the other BSP-trees except (j)
5: for n = 1, · · · , N , normalize weights W (j)s (n) := ω(
(j)
s (n))∑N
n=1 ω(
(j)
s (n))
;
6: if s < S, for n = 2, · · · , N , sample As(n) ∼ Discrete(W (j)s (1 : N)) and set H(j)1:s (n) = H(j)1:s (As(n)), µ(j)1:s(n) =
µ
(j)
1:s(As(n)), c
(j)
1:s(n) = c
(j)
1:s(As(n)); otherwise sample n
∗ ∼ Discrete(W (j)S (1 : N));
7: end for
Algorithm 3 Implementing a cutting hyperplane on the convex hull of one of the leaf nodes in (j)
Input: X,Y, σ2, polyhedrons (current leaf nodes) {(k)}Kk=1 in (j)
Output: cutting hyperplane H (k∗, (d∗1, d∗2), θ,u) and cost c
1: for (d1, d2) ∈ {(1, 2), · · · , (1, d), (2, 3), · · · , (d− 1, d)}, k = 1, · · · ,K do
2: project {xi}i:xi∈(k) onto the dimensions of (d1, d2) to get {xi,d1 , xi,d2}i:xi∈(k) ;
3: calculate the convex hull on {xi,d1 , xi,d2}i:xi∈(k) , denoted by4(k)(d1,d2);
4: calculate the perimeter of4(k)(d1,d2), denoted by PE(4
(k)
(d1,d2)
);
5: end for
6: sample k∗, (d∗1, d
∗
2) in proportion to
{
PE(4(1)(1,1)), · · · , PE(4(k)(1,d)), PE(4(k)(2,3)), · · · , PE(4(K)(d−1,d))
}
;
7: sample θ,u on the projection of the convex hull4(k∗)(d∗1 ,d∗2);
8: sample the cost c ∼ Exp
(∑
k
∑
d1,d2
PE(4(k)(d1,d2))
)
;
usually lies in a small portion of the feature space, imple-
menting cutting hyperplanes directly on this polyhedron is
particularly inefficient.
To address these issues, we implement the hyperplane cut
on the convex hull only. The projection of the convex hull
on any two dimensions can be obtained by simply slicing
the x coordinates on these two dimensions and then us-
ing a conventional convex hull detection algorithm (such
as the Graham Scan algorithm [12]. Algorithm 3 describes
our approach to generate the hyperplane cut in the convex
hull and Fig. 3 visualises the convex hull projection in 3-
dimensional space.
Due to the self-consistency property of the (extended) BSP-
tree process, we conveniently have that:
Proposition 2 The hyperplane restricted on the convex
hull is distributed the same as if we first partition on the
“full” polyhedron and then restrict attention to the convex
hull. Both of these two methods lead to the idential equi-
librium distribution in the MCMC algorithms.
Computational cost The computational cost of the BSP-
Forest is almost the same as the batched Mondrian Forest,
except that the number of candidate features (used to gen-
erate a hyperplane) increases from O(d) to O(d2).
5 Related Work
Random forests have been proposed for decades and the
volume of literature may be too huge to be reviewed here.
The interested readers can refer to [6] for a recent review.
For the structure of a tree in the forest, the node splitting
in a binary tree usually consists of two steps: (1) choose
the most suitable dimension to cut; (2) find the best cutting
position on the chosen dimension. A widely adopted strat-
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egy is to optimize some information gain related criterion
in a greedy way. In terms of the decision tree, a random
forest uses the sum-of-trees strategy to further improve the
model capability. Some additional strategies to decorrelate
the trees include bagging and subsampling the data set.
Here we use the Breimain-Random Forest [3] and Gradi-
ent Boosting regressor [10] as two representative works.
The Breimain-RF adopts the bagging strategy and chooses
a subset of the d dimensions for each tree. The Gradient
Boosting regressor uses the boosting strategy, which is to
propose regression trees to cater for the negative gradient
of the loss function at the current step.
For the Bayesian decision trees, Bayesian Additive Re-
gression Trees (BART) [5] and the Mondrian Forest [16]
are two representative counterparts of the proposed BSP-
Forest. BART assigns probability distributions to the struc-
ture variables of all the trees, while MF uses the Mondrian
process as the prior of the tree structure for the forest. In
contrast to these two methods which merely select one di-
mension to conduct node cut to generate the tree structure,
the BSP-Forest adopts two dimensions together to form a
hyperplane cut in the feature space.
Multivariate decision trees [4] (single-tree model) may be
the closest one to the proposed BSP-tree in term of the
inter-dimensional dependence. Its less popularity might be
due to its high computational cost in finding an optimized
cutting hyperplane. Compared to our BSP-tree, the lack of
prior information in the multivariate decision tree requires
more regularization techniques.
6 Experiments
6.1 Toydata: Friedman’s Function
We first evaluate the performance of the BSP-Forest on the
Friedman’s function [10, 5, 20]. In this test setting, each
data point x is generated from the uniform distribution,
while its label y takes the following form:
y = 10 sin(pix1x2) + 20
(
x3 − 1
2
)2
+ 10x4 + 5x5 + 
where  ∼ N (0, σ2), σ2 = 1 denotes the white noise effect
and xd denotes the d-th dimension of x. The Friedman’s
function consists of two nonlinear terms, two linear terms
and an interaction term between the dimensions.
Posterior Mean Estimation We begin with a simple ap-
plication on posterior mean estimates of the BSP-Forest.
The number of dimensions is set to 10, such that f(x) con-
siders only the first 5 dimensions of the data points and
the rest five dimensions are irrelevant; the number of data
points N is set to 300. The results in Figure 4 show the es-
timated fˆ(x) against the groundtruth f(x) on the training
Figure 4: Results on Friedman’s function (10 dimensions).
x-axis: ground-truth of f(x); y-axis: predictive fˆ(x).
Figure 5: Partial dependence plots for the 10 dimensions
on the Friedman’s function data.
and test label sets. There is a vertical line on each point
to indicate the 90% posterior confidence interval. We can
see that, on the training data set, the predicted values fˆ(x)
correlate very well with the true values f(x), and the con-
fidence intervals tend to cover the true values as well. On
the test data set, one can observe a slight degradation of
the correlation and wider intervals, which indicate a larger
variance estimation of f(x) at new x values.
Partial Dependence Partial dependence is commonly
used in Statistics to show the effect of adding features to
a model. Figure 5 shows the plots of points and interval es-
timates of the partial dependence functions for x1, · · · , x10
from the MCMC samplers. The nonzero marginal effects
of x1, · · · , x5 and the zero marginal effects of x6, · · · , x10
seem to be completely consistent with the form of f(x).
Dimension Usage The BSP-Forest can also be used to
identify the dependent dimensions that are most correlated
to the function f(x). This can be completed by recording
the pair of dimensions used for each regression tree and
count the times of involvements of these dimensions. Fig-
ure 6 plots the proportions of x1, · · · , x10 for the number of
trees m = 10, 20, 30, 50, 100. As m gets smaller, the fitted
sum-of-trees models increasingly incorporate only those
dimensions that are critical to explain the label y. With-
out making use of any assumptions or information about
the actual function, the BSP-Forest has exactly identified
the underlying dimensions that determine f(x).
Performance Evaluation w.r.t. Budget For the Mon-
drian Forest and the BSP-Forest, the parameter determines
the expected depth of the BSP-tree, the budget λ, has more
Binary Space Partitioning Forests
Table 1: Test results on real-world datasets (RMAE±std)
Data Sets Random Forest Gradient Boosting BART Mondrian Forest BSP-Forest
Concrete 3.11± 0.23 4.54± 0.17 3.34± 0.41 3.18± 0.24 3.07± 0.08
diamonds 0.007± 0.002 0.011± 0.003 0.010± 0.004 0.013± 0.004 0.005± 0.0003
hatco 0.28± 0.03 0.26± 0.02 0.24± 0.07 0.25± 0.03 0.21± 0.05
servo 0.23± 0.07 0.26± 0.05 0.27± 0.08 0.24± 0.04 0.23± 0.04
tecator 3.27± 0.84 2.34± 0.74 2.84± 0.39 2.16± 0.46 2.09± 0.61
Figure 6: Average usage of dimensions in terms of different
number of trees in the BSP-Forest. Note that dimensions
1− 5 are the groundtruth ones that determine the label y.
Figure 7: RMAE performance on different budget values
impact on their performance. Figures 7 and 8 show the
Root Mean Absolute Error (RMAE) and the average num-
ber of cuts for the BSP-Forest and the Mondrian Forest,
while budget is taking different values from 0.4 to 1.4. We
can see that the BSP-Forest can obtain better RMAE per-
formance on all budget values. Also, the number of cuts
in the BSP-Forest is always smaller than that in the Mon-
drian Forest. The efficiency in the number of cuts is con-
sistent with our expectation on the BSP-Forest. Although
the curve seems quite flat across values of λ considered,
the reason may be that the average number of cuts does not
change much: it only changes from 4 to 5 in Figure 8, as
the budget varies from 0.4 to 1.4.
6.2 Real-world Datasets
The performance of the BSP-Forest is compared with other
tree-based models on a number of real-world data sets.
The comparison methods we include Bremain’s Random
Forest [3], Gradient Boosting regressor [11], Bayesian
Additive Regression Trees (BART) [5], batch version of
the Mondrian Forest (MF) [19]. The implementations
of Bremain’s Random Forest and Gradient Boosting re-
gressor are imported from the Python module of Scikit-
Learn [23]. BART is implemented through the R package
Figure 8: Number of cuts on different budget values
Table 2: Real-world dataset information
Name d N name d N
Concrete 9 1030 diamonds 9 53940
hatco 14 100 servo 4 167
tecator 22 215
of BART [25]. We implement the Mondrian Forest through
the same strategy as the BSP-Forest here.
For a fair comparison, we set the number of trees in all
the comparison methods as 50. Except for this, the other
parameters of Bremain’s RF, Gradient Boosting regressor
and BART are set as default in the modules. The budget
of MF and the BSP-Forest is set to λ = 0.7. In addition,
we add scaling parameters to the distribution of the cost
variable such that the expectation of the cost at stage 0 is
E(c) = 0.25 for both MF and BSP-Forest.
Five real-world datasets [18] are used for the performance
evaluation (see Table 2). We normalize the data X ∈ Rd
into [0, 1]d. Each data set is randomly divided into five
equal parts where 4 out of 5 are used for training while
the rest for testing. We report the Root Mean Absolute Er-
ror (RMAE) as a robust measure over 10 random runs on
the datasets in Table 1. It is easily to see that our BSP-
Forest performs the best among all the compared methods.
7 Conclusion
This paper makes the first endeavor to extend the BSP-Tree
process to a d-dimensional (d > 2) space. By designing
a subtle strategy to only sample two free dimensions each
time from the space, the extended BSP-Tree process can re-
tain the essential self-consistency property. We further take
the extended BSP-trees to construct the BSP-Forest for re-
gression. Compared to other (Bayesian) regression forests,
the BSP-Forest can perform best due to its flexibility.
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