Abstract: A measurement is presented of the cross section for the electroweak production of a W boson in association with two jets in proton-proton collisions at a center-of-mass energy of 8 TeV. The data set was collected with the CMS detector and corresponds to an integrated luminosity of 19.3 fb −1 . The measured fiducial cross section for W bosons decaying to electrons or muons and for p T j1 > 60 GeV, p T j2 > 50 GeV, |η j | < 4.7, and m jj > 1000 GeV is 0.42 ± 0.04 (stat) ± 0.09 (syst) ± 0.01 (lumi) pb. This result is consistent with the standard model leading-order prediction of 0.50 ± 0.02 (scale) ± 0.02 (PDF) pb obtained with MadGraph5 amc@nlo 2.1 interfaced to pythia 6.4. This is the first cross section measurement for this process.
Introduction
The production of a W or Z boson in association with two jets via the t-channel exchange of an electroweak gauge boson (EW production) plays an important role in testing the gauge sector of the standard model (SM), in particular, aspects of gauge boson self interactions. This process is characterized by the presence of two jets with a large separation in rapidity [1, 2] . Experimental studies of this topology are challenging because of large backgrounds and require a precise understanding of extra quark and gluon emissions computed in quantum chromodynamics (QCD) [3] .
Three classes of EW diagrams for ν production in association with two jets are shown in figure 1: a W boson radiating from a quark line (left), a W boson produced through vector boson fusion (VBF) processes involving a W boson and a Z boson (center), and a multiperipheral diagram with no s-channel W boson (right). These diagrams represent the EW signal in this analysis.
The study of the EW W+2-jets process is part of a more general investigation of the SM VBF process. These EW processes have been used to investigate the rapidity gaps at hadron colliders [1, 2] , as a probe of triple-gauge-boson couplings [4, 5] , and as a background to Higgs boson measurements in the VBF channel [6] [7] [8] [9] .
At the LHC, the EW production of a Z boson in association with forward and backward jets has been investigated by the CMS Collaboration at a center-of-mass energy of 7 TeV The EW production of events with a same-sign W boson pair plus two jets was recently studied by the ATLAS Collaboration [12] and the CMS Collaboration [13] at 8 TeV.
This paper presents a measurement of the EW W+2-jets production cross section. The fiducial cross section is calculated for W bosons decaying to electrons or muons and for p T j1 > 60 GeV, p T j2 > 50 GeV, |η j | < 4.7, and m jj > 1000 GeV. The interference term between EW W+2-jets and QCD W+2-jets is neglected in the calculation of the fiducial cross section, and is considered as a source of systematic uncertainty. The data set corresponds to an integrated luminosity of 19.2 (19. 3) fb −1 collected by the CMS experiment in the electron (muon) channel at √ s = 8 TeV.
The CMS detector
The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter. Within the solenoid volume are a silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintillator hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. Forward calorimeters extend the pseudorapidity [14] coverage provided by the barrel and endcap detectors. Muons are measured in gas-ionization detectors embedded in the steel flux-return yoke outside the solenoid. The silicon tracker measures charged particles within the pseudorapidity range |η| < 2.5. It consists of 1440 silicon pixel and 15 148 silicon strip detector modules and is located in the 3.8 T field of the superconducting solenoid. For nonisolated particles of 1 < p T < 10 GeV and |η| < 1.4, the track resolutions are typically 1.5% in p T and 25-90 (45-150) µm in the transverse (longitudinal) impact parameter [15] The electron momentum is estimated by combining the energy measurement in the ECAL with the momentum measurement in the tracker. The momentum resolution for electrons with transverse momentum p T ≈ 45 GeV from Z → ee decays ranges from 1.7% for nonshowering electrons in the barrel region to 4.5% for showering electrons in the endcaps [16] . The electron objects in the transition region between the barrel and endcap (1.44 < |η| < 1.57) are less precise.
Muons are measured in the range |η| < 2.4, with detection planes made using three technologies: drift tubes, cathode strip chambers, and resistive plate chambers. Matching muons to tracks measured in the silicon tracker results in a relative p T resolution for muons with 20 < p T < 100 GeV of 1.3-2.0% in the barrel and better than 6% in the endcaps. The p T resolution in the barrel is better than 10% for muons with p T up to 1 TeV [17].
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The HCAL, when combined with the ECAL, measures jets with energy resolution amounting typically to 15% at 10 GeV, 8% at 100 GeV, and 4% at 1 TeV. The forward calorimeter modules extend the coverage of hadronic jets to |η| = 5.0.
The missing transverse momentum vector p miss T is defined as the projection on the plane perpendicular to the beams of the negative vector sum of the momenta of all reconstructed particles in an event. Its magnitude is referred to as E miss T . The CMS detector is nearly hermetic, allowing for precise measurements of E miss T . The first level of the CMS trigger system, composed of custom hardware processors, uses information from the calorimeters and muon detectors to select the events of interest in a fixed time interval of less than 4 µs. The high-level trigger processor farm further decreases the event rate from around 100 kHz to less than 1 kHz, before data storage.
A more detailed description of the CMS detector, together with a definition of the coordinate system used and the relevant kinematic variables, can be found in ref. [14] .
Simulated samples
Signal and background samples are simulated using standard packages. The Monte Carlo (MC) event generator MadGraph5 amc@nlo 2.1 [18] is used to simulate the EW W(→ eν, µν, τ ν)+2-jets events. Alternative EW W(→ ν) samples for systematic studies, where = e, µ, as well as QCD induced W+jets, tt, and Drell-Yan (DY) background events are simulated using MadGraph5 [19] . Single top quark production is modeled with powheg 1.0 [20] [21] [22] [23] [24] . Diboson samples (WW, WZ, ZZ) are generated with pythia 6.4 [25] . All samples are generated using the CTEQ6L1 [26] parton distribution function (PDF) set, except for the powheg single top quark sample, for which the CTEQ6M [26] PDF set is used. The parton showering and matching, hadronization, and underlying event simulation for all samples are performed by pythia 6, with the parameters of the underlying event set to the Z2* tune [27, 28] . The tauola 2.7 generator [29] is used to simulate τ lepton decays. For systematic uncertainty studies the alternative signal sample is also interfaced with herwig++ [30] , which has different parton shower and hadronization models than pythia.
The QCD induced W+jets events, which is the main background, are generated with up to four partons using matrix element (ME) calculations. The ME-parton-shower matching scale is taken to be 10 GeV [31] , and the factorization and renormalization scales are both dynamically set to (M 2 W +p 2 T,W +Σp 2 T,j ) 1/2 , where M W = 80.4 GeV is the W boson mass [32] and Σp 2 T,j is the sum over the generated jets. The signal events are generated with the same factorization and renormalization scales.
Alternative tt samples are generated with powheg 1.0 and mc@nlo 3.4 [33, 34] . The tt sample generated with powheg 1.0 is interfaced with pythia 6. The PDF set used for this sample is CT10 [35] . The tt sample generated with mc@nlo 3.4 is interfaced with herwig [36, 37] . The PDF set used for this sample is CTEQ6M.
The cross sections for the signal samples are calculated at leading order (LO) using
MadGraph5 amc@nlo 2.1. The cross sections for the QCD W+jets and DY samples are normalized to the next-to-next-to-leading-order (NNLO) prediction calculated with fewz 3.1 [38] . A data-driven method is used to normalize the QCD W+jets sample as described -3 -
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in section 5. The cross section for inclusive tt sample is normalized to the next-to-nextto-leading-logarithm prediction from the Top++v2.0 generator [39] . The cross section for the single top quark production process is obtained from Hathor v2.1 [40, 41] , which is accurate up to next-to-leading-order (NLO). The cross sections for diboson samples are normalized to the NLO prediction calculated with MCFM 6.6 [42] . A Geant4-based simulation [43] of the CMS detector is used in the production of all simulated samples. Additional proton-proton interactions within a bunch crossing (pileup) are added to the simulation to match those observed in data. During this data-taking period the mean number of interactions per bunch crossing was 21. Simulated events are corrected for efficiency differences relative to data using a tag-and-probe method [44] .
Event reconstruction and selection
A common event reconstruction algorithm and selection criteria are applied to data and simulated events. The event signature is an isolated lepton (electron or muon), two jets, and E miss T . Candidate events are collected with single-lepton triggers, which require an isolated electron (muon) with a p T threshold of 27 (24) GeV. The overall trigger efficiency is 90% (94%) for the electron (muon) data, with a small dependence on p T and η.
The analysis relies on a particle-flow (PF) technique [45, 46] that reconstructs various particles in the event (charged and neutral hadrons, electrons, muons, and photons) by optimally combining information from various CMS subdetectors.
Electrons are reconstructed from the combination of the tracker and the corresponding ECAL cluster information, and must pass electron identification requirements according to a multivariate identification technique [16] . Muons are reconstructed by fitting trajectories based on hits in the silicon tracker and in the outer muon system. Lepton candidates are required to originate from the primary vertex of the event, which is chosen to be the vertex with the highest value of p 2 T , where the sum is performed over all associated charged particle tracks.
Charged leptons from W boson decays are expected to be isolated from other activity in the event. Leptons are required to fulfill a requirement on their relative isolation, which is defined as the ratio of the p T sum of all other PF candidates reconstructed in a cone ∆R = √ (∆η) 2 + (∆φ) 2 = 0.3 (0.4) around the candidate electron (muon) to the p T of the candidate, and is corrected for contributions from pileup. The ∆η and ∆φ are the differences in pseudorapidity and in azimuthal angle, respectively. For electrons, the isolation selection is tuned together with the multivariate identification requirement to give an signal efficiency of 80% independent of η. Electrons are required to have a relative isolation smaller than 0.11, 0.18, and 0.15 for |η| ranges of 0.00-0.80, 0.80-1.48, and 1. 48-2.50 . Muons are required to have a relative isolation smaller than 0.12 over the entire |η| < 2.1 range used in the analysis. The efficiency of the selection requirements for muons originating from W boson decays is approximately 96%. To reduce the contribution from the DY production, the events are required to have no more than one isolated lepton in the final state.
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Jets are reconstructed from PF candidates using the anti-k T clustering algorithm [47, 48] with a distance parameter 0.5. Charged particles not originating from the primary vertex are not considered for jet clustering [49] . Jets from pileup are identified and removed with a pileup jet identification algorithm [50] , based on both vertex information and jet shape information. A jet quality requirement, primarily based on the energy ratio between the charged and neutral hadrons within the jet cone [51] , is also applied in order to remove jets originating from calorimeter noise. Jets overlapping within ∆R = 0.3 with identified leptons are not considered.
Pileup collisions and the underlying event can contribute to the energy of the reconstructed jets. A correction based on the projected area of a jet on the front face of the calorimeter is used to subtract the extra energy deposited in the jet coming from pileup [49, 52] . Furthermore, jet energy corrections are applied to account for the nonlinear energy response of the calorimeters and for other instrumental effects. These corrections are based on in situ measurements using dijet, γ+jet, and Z+jet data samples [53] .
Electrons (muons) are required to have p T greater than 30 (25) GeV and |η| < 2.5 (2.1). The electrons found in the transition region between the barrel and endcap (1.44 < |η| < 1.57) are not considered. Events are required to have at least two jets with p T > 60 GeV (leading) and p T > 50 GeV (subleading), both with |η| < 4.7.
To measure the W boson momentum an accurate E miss T measurement is essential. We use E miss T measured in the event with the full PF reconstruction [54] and require E miss T > 30 (25) GeV in the electron (muon) channel to distinguish the W boson signal from multijet backgrounds. The leptonically decaying W boson is reconstructed by combining the kinematic information from the selected lepton with p miss T . The unmeasurable p z component of the neutrino can be estimated by assuming that the lepton and the E miss T arise from a W boson with the nominal mass of 80.4 GeV. A quadratic equation for the neutrino p z component is obtained that can be solved up to a two-fold ambiguity. In the case of two real solutions, the neutrino p z solution that is closer to the charged lepton p z is selected. In the case of two imaginary solutions, the common real part of the solutions is selected.
To reduce the background from events that do not contain W → ν decays, we require that the transverse mass of the W boson candidate exceed 30 GeV. The transverse mass of the leptonically decaying W boson is defined as
, where ∆φ , p miss T is the azimuthal angle between the lepton and the p miss T directions. In order to further improve the signal over background ratio, two additional requirements are used: the Zeppenfeld variable [1], defined as |y W − (y j1 + y j2 )/2|, where y represents rapidity, must be less than 1.2; the invariant mass m jj of the jet pair is required to be greater than 1000 GeV. Table 1 provides a summary of the selection requirements.
Background estimation and signal extraction
The EW W(→ τ ν)+2-jets events, with the τ leptons decaying to electrons or muons, have signatures similar to those for signal events and they represent 4% (5%) of the signal sample in the electron (muon) channel as estimated from simulation. When calculating the fiducial cross section we require that the W boson decays to e or µ only, so τ events are not included as part of the signal.
- A boosted decision tree (BDT) technique is used to distinguish between signal and background events and an unbinned maximum-likelihood fit to the m jj distribution is used to extract the number of signal events as described below.
The BDT technique is implemented in the Toolkit for multivariate data analysis (TMVA) [55] . The adaptive boost algorithm (AdaBoost) [56] is used in the BDT training, which gives larger weights for decision trees with lower misclassification errors. For good BDT performance, variables well-modeled by simulation are required. The following input variables are used: lepton η, ∆η between jets, ∆η and ∆φ between the W boson and each jet, and the W boson p T .
The BDT is trained with simulated samples to discriminate the EW W(→ eν, µν, τ ν)+2-jets signal from the QCD W+jets events, which is the main background; selected simulated events with m jj > 260 GeV are used. The lower required m jj value provides a larger sample of events that help avoid over-training the BDT. Studies give no indication of a bias as a function of the minimum m jj . On average the EW events have higher BDT values than the background events. The QCD W+jet simulation overestimates the event yield in the data set, and therefore a data-to-MC scaling factor is extracted as follows. The other background contributions are fixed to their simulated yields while the normalization of the QCD W+jets simulated events is scaled so that the total number of events in simulation equals that in the data set for BDT values less than 0.1. The fit is performed for events with m jj > 1000 GeV. The normalization uncertainties of the other backgrounds are considered as a source of systematic uncertainty. Systematic uncertainties related to the remaining discrepancy between data and simulation and to the contamination from signal in the BDT <0.1 region, especially in the muon channel as shown in figure 2, are discussed in section 6. The resulting W+jets normalization factors are 0.71 ± 0.02 (stat) ± 0.03 (syst) and 0.70 ± 0.02 (stat) ± 0.05 (syst) for the electron and muon channels, respectively. These normalization factors are applied in addition to the NNLO K factor of approximately 1.24, mentioned in section 3. The scale factor relative to LO is thus around 0.87, which agrees with the result in [57] and has also been verified with MCFM. Finally, similar numbers are found in another CMS analysis involving the VBF topology [58] . The QCD W+jets normalization scale factors are used later in the fit to the m jj distributions when extracting the number of signal events. Figure 2 shows the BDT output distributions for the electron and muon channels, with the simulated QCD W+jets sample multiplied by the normalization scale factors described above and the simulated signal sample multiplied by the signal strength we obtain later in this section. The uncertainty band includes the statistical uncertainty of the simulated samples, the integrated luminosity uncertainty, and a systematic uncertainty in the QCD background due to misidentified electrons (to be discussed below). The distributions of the difference between data and simulation divided by the uncertainty, where the uncertainty is computed at each point by combining the uncertainties in data and in simulation, are also shown in these plots.
The distributions of the leading jet p T and the ∆η between the two jets for data and simulation after the lepton and jet selection requirements are shown in figures 3 and 4, respectively, with the QCD W+jets MC sample multiplied by the normalization scale factors described above.
Taking into account the QCD W+jet background normalization, the extraction of the signal yield is performed using an unbinned maximum-likelihood fit to the m jj distribution in data. The signal strength µ signal , which is defined as the ratio of the extracted signal yield and the expected yield predicted by the LO SM calculation, is the free parameter in the fit.
We employ a parametric function to model the m jj distributions for the signal and each of the background contributions listed in table 2. Only dijet masses greater than 1000 GeV are used in the fit, as indicated by the study in ref. [1] . Based on the simulation we expect the m jj distributions to be well-described by the two parameter power law function where a 0 and a 1 are obtained from the simulation and m jj is in GeV. Separate fits are performed to the simulated distribution for the signal and each of the background contributions. This function provides a good description of the signal and background shapes. The normalization of the EW W(→ eν, µν, τ ν)+2-jets contribution is a free parameter in the fit to the m jj distribution, while the shape parameters are fixed to the MC prediction. The effect of QCD NLO corrections for the EW W(→ ν)+2-jets process is tested by modifying the shape parameters in order to reproduce the prediction of vbfnlo 2.6 [59] ; the resulting variation in the evaluated signal strength is below 1%. The QCD W+jets background shape parameters are left free during the m jj fit to data because of the poor agreement between data and simulation for this background. The normalization of the QCD W+jets background is fixed to the fit result from the BDT distribution, as described above.
Multijet events can be misidentified as signal because of the nonnegligible probability of jets to be misidentified as electrons. The fraction of fake electrons in the single electron data passing the selection described in section 4 is obtained from an independent twocomponent fit to the E miss T distribution following ref. [44] . The normalization and shape parameters are fixed in the fit. We conservatively assume a 50% uncertainty in the QCD multijet yield when fitting the data.
The top quark background is a combination of tt and single top quark processes with the simulated samples normalized according to the known cross sections. The shape parameters are obtained from the simulation and fixed during the fit. The top quark background normalization is assumed to have a Gaussian probability density function with a width of 7% [39] .
Other background processes, such as diboson production and DY, are minor and are represented by their components with the corresponding normalization fixed in the fit. The shape parameters are obtained from simulation and are also fixed.
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Figure 5 (left) shows the observed m jj distributions for the electron and muon channels, together with the fitted projections of the contribution of the signal and background processes described by the two-parameter power law function. The shapes of the different fit components look similar, nonetheless, their slopes are different. Figure 5 (center) shows the m jj distribution after subtracting all SM background contributions. Figure 5 (right) presents the distributions of the difference between the m jj values in data and from the fit, divided by the data uncertainty. The yields of the various SM components, as determined by the fit, are reported in table 2. The resulting signal strengths µ signal are 0.83 ± 0.08 (stat) and 0.87 ± 0.08 (stat) for electron and muon channels, respectively. While a simple counting of events in table 2 can determine the number of EW W+2-jets events, the fitting procedure includes the distribution of figure 5 and allows us to use the shape parameters when calculating event yields.
This approach produces an acceptable model of the data (figure 5 left) and allows us to extract the EW W+2-jets signal (figure 5 center). In figure 5 right the mean value of the pull distribution is −0.04 (0.03), consistent with zero in the electron (muon) channel, and the pull variance is 0.90 (0.87), consistent with unity in the electron (muon) channel.
Systematic uncertainties
Systematic uncertainties arising from the jet energy scale and resolution are estimated by varying the calibration parameters up and down by one standard deviation in the simulation and evaluating the impact on the cross sections [53] .
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A different parametric function is used to model the QCD W+jets shape to estimate the potential influence of the choice of parametric function in the fit result, and it is considered as a source of systematic uncertainty. To estimate the systematic uncertainty from the disagreement between data and simulation in the BDT output distributions, we divide the sideband in BDT (BDT < 0.1) used to estimate the scale factor for the QCD W+jets normalization into two roughly equally populated regions (BDT < 0.02, 0.02 < BDT < 0.1). We recompute the scale factor using these two subsamples and propagate the variation in the normalization to the final result. The uncertainty with respect to the QCD W+jets normalization is 4.9% (7.1%) in the electron (muon) channel. The uncertainty propagated to the cross section is 12.9% (16.6%) in the electron (muon) channel. The uncertainty on the normalization is then added in quadrature with the shape uncertainty as shown in table 3.
Background tt samples produced with different generators and parton shower models (mc@nlo + herwig and powheg + pythia) are used as alternative to the default tt MadGraph shapes. We also select a tt enriched phase space to compare the tt sample produced with MadGraph with data. Reasonable agreement is found between the MadGraph tt sample and data.
The EW W(→ ν)+2-jets and QCD W(→ ν)+2-jets processes have a positive interference term, which is neglected. In order to estimate the effect of the interference, two additional samples are generated using MadGraph:
• QCD W(→ ν)+2-jets sample (strong process only),
• EW W(→ ν)+2-jets + QCD W(→ ν)+2-jets + interference effect sample (mixture of EW and strong processes).
We subtract the QCD and EW processes from the mixture sample to estimate the effect of the interference. The contribution of the interference effect is considered as an additional background with a fixed shape and normalization. The true EW signal strength is ≈12% smaller than the apparent signal strength because the interference is positive. The fraction of jets faking electrons is varied by ±50% in the electron channel to estimate the uncertainty. A small difference in E miss T resolution [54] between data and simulation affects the signal acceptance at the 0.5% level. We also consider systematic uncertainties in the trigger efficiency (1%) and in the lepton reconstruction and selection efficiencies (2%) [44] . The uncertainty in the luminosity measurement is 2.6% [60] . Finally, we calculated the acceptance for the fiducial region with herwig++ signal samples, resulting in a 1.7% change in the measured cross section.
The systematic uncertainties are summarized in table 3.
Results
The fiducial EW W+2-jets cross section is calculated for W bosons decaying to electrons or muons and for p T j1 > 60 GeV, p T j2 > 50 GeV, |η j | < 4.7, and m jj > 1000 GeV. Here we include neutrinos in our definition of generator jets, which are reconstructed in the same manner as the PF jets mentioned above, but now at generator level.
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The fiducial cross section is computed as
where σ generator is the generator level cross section, µ signal is the signal strength, and acceptance is the acceptance evaluated with the EW W(→ eν, µν, τ ν)+2-jets sample.
To calculate acceptance , we divide the number of events in the fiducial region by the total number of generated events which results in an value of 0.0448. The uncertainty due to the limited size of the simulated sample is 0.7%. The fiducial selections are different from the selections used for the measurement (as summarized in table 1), for which the acceptance is 0.0128. The uncertainty due to the limited size of the simulated sample is 1.3%.
We use the best linear unbiased estimate method [61, 62] to combine the results in the electron and muon channels, assuming that the statistical uncertainties are uncorrelated and the systematic uncertainties are 100% correlated between the two channels. Because in this case the (fully correlated) systematic uncertainties are much larger than the statistical uncertainties, the method yields a statistical uncertainty for the combined result that is not much smaller than the statistical uncertainties for the individual channels. The results are summarized in table 4, and are in agreement with the SM LO prediction of 0.50 ± 0.02 (scale) ± 0.02 (PDF) pb obtained from MadGraph5 amc@nlo 2.1 interfaced to pythia 6.4. The statistical significance of the observation is approximately four standard deviations.
Summary
A measurement has been performed of the cross section for the electroweak production of W bosons produced in association with two forward jets in proton-proton collisions. The W bosons were identified through their decay to electrons and muons. The data set was collected by the CMS experiment and corresponds to an integrated luminosity of 19.2 (19. 3) ± 0.5 fb −1 in the electron (muon) channel at √ s = 8 TeV. The measured value of the fiducial electroweak W+2-jets cross section, for W bosons decaying to electrons or muons and for p T j1 > 60 GeV, p T j2 > 50 GeV, |η j | < 4.7, and m jj > 1000 GeV, is 0.42 ± 0.04 (stat) ± 0.09 (syst) ± 0.01 (lumi) pb, consistent with the SM LO prediction of 0.50 ± 0.02 (scale) ± 0.02 (PDF) pb obtained via MadGraph5 amc@nlo 2.1 interfaced with pythia 6.4. This is the first measurement of the cross section for electroweak W+2-jets production.
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