Identifying discontinuities (or change-points) in otherwise stationary time series is a powerful analytic tool. This paper outlines a general strategy for identifying an unknown number of change-points using elementary principles of Bayesian statistics. Using a strategy of binary partitioning by marginal likelihood, a time series is recursively subdivided on the basis of whether additional subdivisions (and thus increased model complexity) yield a justified improvement in the marginal model likelihood. When this approach is combined with the use of conjugate priors, it yields the Conjugate Partitioned Recursion (CPR) algorithm, which identifies change-points without computationally intensive numerical integration. Using the CPR algorithm, methods are described for specifying change-point models drawn from a host of familiar distributions, both discrete (binomial, geometric, Poisson) and continuous (exponential, Gaussian, uniform, and multiple linear regression), as well as multivariate distributions (multinomial, multivariate normal, and multivariate linear regression). Methods by which the CPR algorithm could be extended or modified are discussed, and several detailed applications to data published in psychology and biomedical engineering are described.
Introduction

1
The analysis of time series data is essential to most scientific disciplines. Given the 2 ability to measure the behavior of an agent, we often wish to know how the measured be-3 havior changes over time. This is true whether that agent is a single neuron firing action 4 potentials, a human participant making choices, or a central bank reporting GDP. Some-5 times, conditions do not change, and observations appear consistent (and display consistent 6 variability); in other cases, change happens gradually and continuously, in a manner befit-0 500 1,000 1,500 2,000 2,500 3,000 3,500 4,000 4,500 5,000 5,500 6,000 by α 1 . Thus, we might begin by assuming α 0 = 5 and α 1 = 1.
23
This is an example of a 'subjective' prior, because the values for α 0 and α 1 are left 24 to the analyst's discretion. Given high confidence in a fair die, a stronger prior might use 25 α 0 = 25 and α 1 = 5, the equivalent of thirty hypothetical observations (which, again, are 26 assumed before the die is ever actually rolled). Alternatively, a more agnostic (or "weak") 27 prior might use α 0 = 1 and α 1 = 1. The weaker the prior, the less its assumptions influence 28 the subsequent calculation. Because Pr (θ, M ) is a probability distribution, we do not have 29 a 'known' value for θ. Instead, the relative weight of the possible values of θ are described 30 by a beta distribution whose shape is defined by the prior hyperparameters, as depicted 31 in Figure 2 (Left). As implied by the figure, the beta distribution supports the interval 32 between 0 to 1, and represents our uncertainty about a simple probability. The thick red 33 line represents the 'weak' prior, and it assigns even odds to any probability over the interval.
34
The two stronger priors have converged somewhat towards the expected probability of a 35 fair die, and these reflect greater confidence that p (six) = 1 6 .
36
1 This example reduces the die roll to the binary pairing "not 6" vs. "6" in the interest of simplicity. To ask whether the die is fair in general, the example may be extended to a multinomial case that models each of the six possible outcomes. closed-form solution for the value m (x, M ).
26
A major advance in the practical use of Bayesian statistics was accomplished by 27 Raïffa & Schlaifer (1961) , who observed that, in many cases, the posterior distribution 28 Pr (θ|x, M ) belonged to the same family as the prior distribution Pr (θ, M ). Furthermore, 29 these conjugate priors often possess closed-form solutions. Provided one is willing to select
30
M from a particular set of distributions, then estimation of all functions in Equation 1
31 becomes straightforward.
32
Consider the die rolling example depicted in Figure 2 . Given the prior hyperparame-33 ters α 0 = 1 and α 1 = 1, and the observation that a six was rolled 20 times out of 100 throws, 34 we would like to calculate the posterior probability that the die is fair, such that θ = 
Here, α 0 and α 1 are the hyperparameters previously identified, based on combining observed 38 and hypothetical successes and failures. Because both depend only on the data and not on 39 the parameter θ, it follows that m (x, binom) = Beta (α 0 , α 1 ), which is trivial to evaluate.
Since the publication of Raïffa & Schlaifer (1961) , conjugate priors have been identified 1 for a wide range of probability distributions. In cases where closed-form solutions exist for 2 m (x, M ), an analyst can use the sufficient statistics 3 describing the observations x and a 3 set of prior hyperparameters α i to estimate the corresponding posterior hyperparameters 4 α i ; those posterior hyperparameters can be used to evaluate m (x, M ).
5
Many statisticians on the cutting edge of Bayesian analysis see conjugacy as a crutch 6 that can be set aside in favor of emerging computational techniques (Samaniego, 2012 them incorrectly) will dissuade many researchers from developing those skills. When non-
13
stationary data render more familiar techniques inappropriate, the 'clever trick' of conjugacy 14 is a crutch worth keeping. The CPR takes its name from this clever trick, as its proposed 15 implementation takes advantage of conjugacy to compute results rapidly.
16
Subjective vs. Objective Bayes
17
Becoming acquainted with theoretical and applied Bayesian statistics can be intimi- 
21
As noted in Equation 1, the analyst must specify a prior, reflecting "past evidence" 22 in some fashion. As shown in Figure 2 , a change in the prior probability distribution 23 necessarily influences the posterior probabilities, and critics are (often rightly) suspicious 24 that this "subjectivity" creates an opportunity for abuse. Some alternatives are "objective" 25 methods that, roughly, correspond to conditions in which prior assumptions are absolutely 26 minimal. Many different varieties of minimally informative priors have been proposed (e.g.
27
'Jeffreys priors, ' Jeffreys, 1961 
36
The decision of which 'objective' prior to use in these cases remains subjective with respect 37 3 The sufficient statistics required to update the hyperparameters differ from one distribution to the next. They are sometimes, but not always, "hypothetical observations" like those in the die-rolling example. Selection a reasonable prior depends on understanding the relationship between the sufficient statistics and the hyperparameters, which are laid out in explicit detail in the Supplement.
4 A more precise definition is that a reference prior should be the "maximally uninformative" distribution of shape M , measured in terms of how far its entropy diverges from those described by other parameters. Thus, a properly-specified reference prior is maximally divergent from all possible posterior distributions. the analyst's preference. Put another way, a prior can never be truly 'uninformative,' only 1 minimally so.
2
Objective priors may also find support for model parameters that are in practice 3 impossible. For example, given the limits of a thermometer's precision, measurements 4 taken at several consecutive times might appear identical. When presented with such data, 5 a reference prior (being unaware of the possibility of a limit in the instrument's sensitivity) 6 might yield the result that the best possible model consists of frequent changes, with many 7 of the corresponding variance parameters equal to zero, suggesting infinite precision.
8
Several objective Bayesian methods that do not rely on improper priors have been 9 developed, including "Bayes factor approximation" using information criteria (Wasserman, 10 2000) and the use of "intrinsic priors" sampled systematically from the observed data 11 (Berger & Pericchi, 1996) . The intrinsic prior approach is applied to change-point analysis 12 specifically by Girón et al. (2007) . Both of these methods, in principle, permit closed-form 13 approximation of non-subjective posterior distributions, albeit given considerable compu-14 tation. However, because they are approximation methods, they display instability when 15 applied to small sample sizes, which can make them ill-suited to the demands of change- 16 point analysis (which may need to divide data into small segments).
17
Although objective Bayesian methods may represent "best practices" when their use 18 is reasonable (Wagenmakers, 2007) , they also represent a departure from the fundamen-
19
tally probabilistic character of orthodox Bayesian analysis (Samaniego, 2012) . Put another 20 way, it is very rare for an experiment to be performed without some expected constraints 21 on the observations. Gelman (2006) argues that reference priors are best understood as
22
"provisional" priors to be updated (or, indeed, abandoned) as observations are accrued.
23
Insisting on a strict adherence to an idealized standard of ignorance is unreasonable 24 if doing so means entertaining obviously absurd hypotheses. Although the CPR algorithm 25 may be implemented using objective priors, doing so is likely to be computationally in- 
Subjective Prior Selection
32
In many cases, very weak priors yield results that are nearly indistinguishable from 33 those based on objective priors, while also being conceptually straightforward and computa-34 tionally efficient. For example, using the function Beta (1, 1) as a prior for binary outcomes 35 has the advantage that its integral is proper. One may also, however, use the function 36 Beta (0.5, 0.5) as an even weaker prior whose integral is proper under very mild conditions 37 (Beta (0.5, 0.5) is, in fact, the reference prior for the binomial model, a very rare case in 38 which a reference prior is both proper and conjugate). For either of these priors, however, 39 the biasing influence on the posterior distribution rapidly diminishes once observations have 40 begun to be collected, as seen in Figure 2 .
41
However, some distributions are much more powerfully influenced by their priors, 42 particularly those whose prior hyperparameters are unbounded. For example, the conjugate prior for a Gaussian distribution's µ parameter is also Gaussian, with hyperparameters 5 µ µ 1 and σ µ . Because µ can have real value, there is no "default" value that can be assigned to its 2 conjugate prior. In a case where observations fall in a range between 5000 and 6000, using 3 µ µ = 0.0 as a prior hyperparameter has the effect of introducing a massive outlier to every 4 attempt to calculate the posterior hyperparameters. For these reasons, it is important to 5 select a subjective prior with reasonable hyperparameters. In some cases, reasonable priors 6 can be inferred from prior data; more controversially, they may be "elicited" from expert In the Supplement, each of the conjugate prior implementations includes a "rule-of-9 thumb" subjective prior derived from the data being analyzed, which can be used as a default 10 value. This approach is an 'empirical Bayes method,' (Casella, 1985) and represents a 11 compromise between the standard logic of Bayesian calculation and the practical limitations 12 of experimentation. In the example above where observations x fall in the range 5000 < 13 x < 6000, setting µ µ = median (x) would be more appropriate than µ µ = 0.0. prior is likely to take. Regardless of its origin, an analyst must report which prior was used, 25 along with a justification for that prior. is a substantial departure from the "frequentist" approach that is characterized by null-31 hypothesis significance testing (Wagenmakers, 2007 However, splitting the data into the first ten observations vs. the second ten (perhaps to parameters associated with either model. They may be calculated by comparing the MML 37 of two models:
The MML is computed for two models, M 1 and M 2, given the observations x. When M 1 A major advantage of the MML approach to model selection is that parsimony is 5 automatically factored into the calculation. This is because models with more free parame-6 ters must distribute their unit mass of prior probability over a larger number of dimensions uniform, and multivariate Gaussian), and linear regression (single and multiple). These may all be used as the basis for inferring the location of change-points using the CPR algorithm.
1
Binary Partition by Marginal Model Likelihood
2
The central problem in change-point analysis is parsimonious model selection. An 3 algorithm that identifies too many change-points will slice a dataset into unusably small 4 chunks with little predictive power, while an overly conservative algorithm will miss mean-5 ingful events. Effective change-point analysis must strike a balance between these extremes. 6 Unfortunately, it is functionally impossible to systematically examine every possible 7 subdivision of the data. In a dataset with 100 observations, for example, there is 1 model 8 with no change-points and 99 models with one change-point, a feasible set of possibilities.
9
There are, however, 4851 models with two change-points and 156849 models with three 10 change-points, a factorial progression. Because exhaustive testing of every combination is 11 out of the question, attention must instead focus on models that seem sufficiently plausible 12 to merit evaluation.
13
In most data, however, the number of points that are reasonable candidates for 14 change-point status are a tiny subset, and any change-point identified by an algorithm 15 seeking a single change is highly likely to also be selected in an analysis seeking two or 16 more changes. This provides the grounds for a recursive process: Once a change-point is 17 identified, the data are divided into two segments on either side of that change, and each 
24
In practice, the challenge is to statistically infer which point (if any) is most likely to 25 be a change-point. Both the decision of whether to partition the data and where to make 26 the split can be determined by estimating the MML for models with and without a change.
27
Determining Whether To Partition The Data
28
In order to determine whether to partition the data, a model comparison must pit the 
In this and all subsequent equations, subscripts in parentheses refer to indices. For example,
33
x (1) refers to the first datum in x, while x (i:j) refers to the vector of all observations from 34 datum i to datum j. Thus, x (1:n) denotes the complete time series from observation 1 to 35 observation n, and M (1:n) denotes the distribution M over that data range.
36
The change-point model C 1 presumes that a change-point splits the observations into 
Given these values, the Bayes factor for whether the data favor including a change-point is 4 a simple ratio:
The Bayes factor shows the relative likelihood for two hypotheses: Either a single change- likelihood ratio is just one part of the equation, and a prior probability must be specified 9 that indicates how likely a change is expected to be.
10
The prior probability of a change at any given time is denoted by p c . Since there 11 are many possible locations at which a change might have occurred, two cumulative prior 12 probabilities must be calculated. The first, p 0 , is the probability that no change-points are 13 observed across the entire data range; the second, p 1 is the probability that exactly one 14 change-point is observed. These can be modeled by Poisson distributions, which describe 15 the probability of rare events with many opportunities to occur. The prior probability ratio is then multiplied by the Bayes factor to calculate the posterior probabilities ratio between 17 p 0 and p 1 :
If approach must be consistent when setting
In the absence of a strong theoretical case for a particular value for p c , a good default 25 value is p c = 1 n−1 because this indicates even odds. This is a relatively conservative prior, 26 however, and as change-points are discovered, its value should be relaxed, as described 27 below.
28
It is advisable to specify a decision criterion τ > 1, and to partition the data only when data, creating more opportunities for false positives. However, each false negative terminates 1 investigation of a particular segment.
2
The traditional interpretation of Bayes factors is that those in the range 3 < K < 10 3 are 'substantial' and 10 < K < 30 are 'strong,' whereas any value for K > 100 is considered as 100. Henceforth, this paper uses the decision criterion τ = 10 unless otherwise indicated.
8
When probability distributions are well-defined, an analyst seeking the optimal de-9 cision criterion can perform an approximate sensitivity analysis by computing the log-10 likelihood of all observations and comparing the change-point models identified using dif- the entire time series (Schwarz, 1978) . A demonstration sensitivity analysis is provided in 14 the Supplement. On the basis of that analysis, τ = 10 performs reasonably well in all cases.
15
Determining Where To Partition The Data 16 In the event that way:
That is, the Bayes factor K is the average (for all possible change-points c) of a series of 20 individual odds ratios k (2) , . . . , k (n) . Provided the evidence favors identifying a change-21 point, the best candidate available is given by:
The estimated change-pointĉ represents the first trial c to take place after a change, and it is determined by identifying the interval k (c) whose odds ratio is the largest value in the
25
Once a change-point has been identified, the process described above may be recur- . (Right) In the non-uniform case, a change-point is presumed to be located somewhere between t (1) and t (10) , and if any point along that interval is as likely as any other, then longer segments are correspondingly more likely to contain change-points.
includes the act of averaging the product of two models in Equation 5 . Note that the 1 indices 1 . . . n are not discrete points, but rather are regularly delimited intervals of time. (i) . Since the single change-point analysis treats the span from t (1) to t (n) as a 9 uniform interval within which a change might occur, the probability of a change-point being 10 located in segment c is equal to (t (c) −t (c−1) ) (t (n) −t (1) ) , hereafter abbreviated by T (c) . With this mind,
11
we can update Equation 8 to accommodate the uneven intervals:
Since the Bayes factor now assigns a different weight to each of the individual odds ratios, 13 this weight must be taken into consideration when selecting which segment of the time-series 14 is most likely to contain the change-point:
This formulation is fully general given the assumption of uniform probability, with regular 16 inter-event intervals as a special case. lower by a consistent amount unless a discontinuity is present in the data. The degree of difference is approximated by the SBIC (Schwarz, 1978) , which esti-7 mates the marginal likelihood:
From this approximation, it follows that:
The distortion predicted by formulation matches the shape of the bias observed in Figure 5 10 (left) precisely.
Since introducing a second distribution effectively adds p parameters to the model, 12 without changing the number of observations, any given ratio k (c) should be expected to val:
Given that SB (c) is a modification to the log-likelihood, Equation 10 should be further 2 updated to the following form:
exp SB (c) (15) And this, in turn, suggests the following criterion for selecting the best candidate for a 4 change-point: 
Here, C is a constant that keeps Σ SB (c) = 0, such that the overall prior odds of a change of as a point on a unit line between t (1) and t (n) .
10
Because the depth of the correction depends on the number of free parameters, its and when the correction is applied in Figure 6 (right), the individual marginal likelihoods
21
reveal that the evidence is consistently inclined against a change-point across all intervals.
22
Implementing Binary Partition by Marginal Model Likelihood
23
Given that the posterior odds ratio partition, the full description of the binary partitioning strategy is specified in Algorithm 1.
26
The algorithm begins with an array M containing two indices, 0, n ; since these delimit 27 the full span of the data, this array can be said to contain no change-points. Consequently, points are identified, this prior is updated to reflect the newly discovered change-points,
36
9 1000 evenly spaced values from .0005 to .9995 were converted to z-scores using an inverse cumulative normal distribution, generating simulated observations in the range z ± 3.3. These were then ordered randomly. Algorithm 1 has several desirable qualities. In principle, its generality allows it to 6 be applied regardless of which distribution M is specified for C 0 , and regardless of the permit Algorithm 1 to run rapidly even on large datasets.
10
Pitfalls & Considerations
11
The CPR algorithm, as described above and encapsulated in Algorithm 1, is a pow-
12
erful tool for asking a specific kind of question. If an analyst believes a time series under 13 examination is well-described by a model whose MML has a closed form, is willing to treat 14 model changes as being discontinuities, and wishes to treat the resulting segments indepen-dently, the CPR algorithm will identify likely change-points rapidly without requiring the 1 fine-tuning of a host of operational parameters. If any of these assumptions are unreason-2 able, however, the CPR algorithm may not be ideal.
3
The Law of the Instrument
4
In any analytic enterprise, it is important to recall (and resist) the law of the instru- and he will find that everything he encounters needs pounding.
10
-Kaplan (1998), p. 28.
11
The temptation is to use statistical methods that are familiar or that require minimal 12 effort. Although the CPR algorithm is designed to be easy to understand, easy to use, 13 and computationally efficient, it is not intended to supplant all change-point analyses, as 14 it can entertain only certain hypotheses. ations, a custom analysis can potentially be constructed to accommodate that comparison.
28
For example, the contrast presented in Figure 1 cannot be directly tested using the CPR In the first example, task performance in an animal cognition experiment is modeled 7 in terms of success or failure using the binomial distribution. Doing so not only permits 8 general statements to be made about how well the subject learned, but additionally permits 9 identification of the trials during which learning occurred on a session-by-session basis. This 10 reveals dynamics of learning glossed over by learning curves.
11
In the second example, the CPR algorithm is used to examine changes in human In the third example, a motion-tracking device produced multivariate data, signaling Here, resp corresponds to the performance of one subject (Coltrane), where each value 1 represents number of correct presses made by the subject on a given trial (with food pellets 2 only delivered on a '5'). As such, if resp indicates a '3' at a given position, that means 3 that the subject correctly selected the first, second, and third items, but did not select the which that item's position is learned. For example, although Item Two is first successfully 8 chosen on trial 4, there is a dramatic shift in responding at trial 11.
9
A change-point analysis was performed treating 'probability of a correct response' as 
14
The first step to applying the CPR algorithm is the specification of a prior. As noted Obtaining the marginal likelihood requires considering all possible change-points.
31
With a prior m (M ) = Beta (1, 1) and the probability of a change p c = 1 39 , the posterior odds 32 ratio in support of a change was across all intervals was 0  2  4  6  8  10  12  14  16  18  20  22  24  26  28  30  32  34  36  38 for a segment favors a change, which is not the case for either segment in the bottom panel.
81.40, supporting a change-point because it exceeds the decision criterion of τ = 10. Given 1 the peak value of k (c) , the most likely position for a change-point therefore lay between x (7) 2 and x (8) . With no further change-points expected, we formally define the change-point model In the Simultaneous Chain paradigm, subjects must work through the list incremen-12 tally, solving each subsequent item by trial and error. In rare cases, the CPR algorithm 13 10 Although these parameter estimates continue the Bayesian logic of this analysis by incorporating the prior hyperparameters, the model parameters for each segment may also be estimated using frequentist methods. The only parameters estimated by the CPR algorithm are the positions of change-points.
reported that subjects 'learned' the identity of an item a trial or two before ever receiving 1 feedback confirming its position. In order to prevent these cases of the algorithm making 2 a slightly early prediction, values for k (c) for intervals prior to the first successful press to 3 an item were fixed at 0.0 in advance, in keeping with the advice for avoiding impossible 4 conclusions described in the 'Specifying Prior Odds of a Change' section.
5
The CPR algorithm provides a precise account of the behavior for each session in- to "learning the next item," as well as the total number of trials needed to learn the list.
13
Learning varies quite a bit from session to session, and few sessions resemble "average problem with averaging is that once a subject correctly identifies the fourth item, the fifth 17 and final item is also usually identified by process of elimination. As such, a statement 18 that "on average, four items were learned by time t" almost certainly refers to a mix of occur at a variety of times, discontinuities are likely to appear in the data, which a standard curve-fitting approach will be unable to properly detect or quantify.
1
A change-point analysis was performed using a linear regression model. Thus, instead In an important sense, this 'kitchen-sink' change-point analysis is merely a different non-uniform intervals between events.
37
As expected from Figure 9 , participants initially had a much higher reaction time 38 when presented with 11-dot stimuli than with 6-dot stimuli. Figure 10 . Reaction times as a function of trials in Palmeri (1997) for specific stimuli in a single participant. Lines represent Bayesian regression estimates whose subdivisions were determined using to the change-point algorithm. (Left) 6-dot stimulus learning for most rapidly acquired stimulus (blue) and the least rapid (red). (Right) 11-dot stimulus learning for most rapidly acquired stimulus (blue) and the least rapid (red).
a reputation for being distributed in a non-normal fashion, the residuals of these individual 1 regressions were reasonably close to normal 13 with respect to both skewness (µ = 1.15±0.55) 2 and kurtosis (µ = 4.88±1.78). Although these display moderate departures from normality, 3 they nevertheless fall well below the rule-of-thumb guidelines for regression specified by 4 Kline (1998) that skew < 3 and kurtosis < 10.
5
Although the analysis of reaction times is ubiquitous across many domains of psy-6 chology, its time-series character and its often non-normal distributions raise the concern 7 that it is often analyzed incorrectly (Whelan, 2008 13 Skewness and kurtosis were calculated for the residuals from each of the segments, omitting outliers falling over 4 standard deviations from the mean. These 37 censored outliers constituted only 0.6% of the data. The resulting means are reported ± 1 standard deviation. is intimidating, and is presented in the Supplement. As in the linear regression example 22 described above, the analyst must specify four prior hyperparameters (corresponding to the 23 mean and covariance). A rule-of-thumb empirical prior was used, based on robust mean 24 and covariance estimates (Campbell, 1980 ). Time (s) Figure 12 . 3D depiction of the a subset of the movement data from Kaluža et al. (2010) and its associated change-point model. Individual points represent discrete observations and are color-coded continuously with respect to time, as noted on the color bar. The points on the color bar denote the times at which change-points were detected by the CPR algorithm. Ellipses represent the means and covariance associated with particular segments of data, estimated post-hoc using the robust method described by Campbell (1980) . The thin colored line, which is drawn along the horizontal plane, represents a moving average of 50 points. An alternative analysis is presented in Figure 14 , this time using a multiple linear re-7 gression model (also described in the Supplement). Rather than emphasize static positions, have more free parameters than multivariate step functions, they can be expected to be less al., particularly with respect to detecting abrupt falls.
17
The above analyses are based on the reported movements of a single sensor, but the first three components of the PCA were consistently able to explain over 90% of the 6 variance, and were largely indistinguishable from the single-sensor analysis reported here.
7
Although tracking positions in space over time is an obvious application of multivari-8 ate time-series analysis, many other forms of data can be illuminated using this approach.
9
Other measures, such as acceleration, could be used to distinguish between types of behav-10 ior (fixation vs. saccade in eye-tracking, for example). Biological measures such as heart 11 rate and blood pressure could be examined, either continuously or in a longitudinal fash-12 ion. Because these basic forms of multivariate analysis are straightforward to implement,
13
change-point analysis opens behavior analysis up to tasks and measures previously limited 14 to fields with a stronger engineering focus, such as machine learning and computer vision.
15
Conclusions
16
Despite the best efforts of experimentalists to build simple theories, empirical data tools that make non-stationary time-series analysis practical for use by applied researchers.
8
