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GROMOV HYPERBOLICITY, THE KOBAYASHI METRIC, AND
C-CONVEX SETS
ANDREW M. ZIMMER
Abstract. In this paper we study the global geometry of the Kobayashi met-
ric on domains in complex Euclidean space. We are particularly interested
in developing necessary and sufficient conditions for the Kobayashi metric to
be Gromov hyperbolic. For general domains, it has been suggested that a
non-trivial complex affine disk in the boundary is an obstruction to Gromov
hyperbolicity. This is known to be the case when the set in question is con-
vex. In this paper we first extend this result to C-convex sets with C1-smooth
boundary. We will then show that some boundary regularity is necessary by
producing in any dimension examples of open bounded C-convex sets where
the Kobayashi metric is Gromov hyperbolic but whose boundary contains a
complex affine ball of complex codimension one.
1. Introduction
In this paper we study the geometry of the Kobasyashi distance KΩ on domains
Ω ⊂ Cd. Much is known about the behavior of the infinitesimal Kobayashi metric
on certain types of domains (see for instance [14] and the references therein), but
very little is known about the global behavior of the Kobayashi distance function.
It is well known that the unit ball endowed with the Kobayashi metric is isometric
to complex hyperbolic space and in particular is an example of a negatively curved
Riemannian manifold. One would then suspect that when Ω ⊂ Cd is a domain
close to the unit ball then (Ω,KΩ) should be negatively curved in some sense.
Unfortunately, for general domains the Kobayashi metric is no longer Riemannian
and thus will no longer have curvature in a local sense. Instead one can ask if
the Kobayashi metric satisfies a coarse notion of negative curvature from geometric
group theory called Gromov hyperbolicity.
Gromov hyperbolic metric spaces have been intensively studied and have a num-
ber of remarkable properties. For instance:
(1) Iterations of contractions on Gromov hyperbolic metric spaces are very
well understood and in particular an analogue of the Wolff–Denjoy theorem
always holds [15],
(2) Given a quasi-isometry f : X → Y between two proper geodesic Gromov
hyperbolic metric spaces there exists a continuous extension to natural
compactifications of X and Y (see for instance [6, Chapter III.H, Theorem
3.9]),
(3) (Geodesic shadowing) Every quasi-geodesic is within a bounded distance of
an actual geodesic (see for instance [6, Chapter III.H, Theorem 1.7]).
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In particular, understanding the domains for which the Kobayashi metric is Gromov
hyperbolic could lead to new insights about the iteration theory of holomorphic
maps and the boundary extension properties of proper holomorphic maps. We
should also mention that for the Kobayashi metric it is often easy to construct quasi-
geodesics (see for instance Lemma 4.5 below) but difficult to find actual geodesics.
Thus the geodesic shadowing property mentioned above can be a useful tool in
understanding the Kobayashi distance function.
Balogh and Bonk [2] proved that the Kobayashi metric is Gromov hyperbolic
when the domain is strongly pseudo-convex. Gaussier and Seshadri [10] and Nikolov,
Thomas, and Trybula [21] proved, under certain boundary regularity conditions,
that a non-trivial complex affine disk in the boundary of a convex set is an obstruc-
tion to the Gromov hyperbolicity of the Kobayashi metric. Extending this work,
we recently characterized the bounded convex domains with smooth boundary for
which the Kobayashi metric is Gromov hyperbolic:
Theorem 1.1. [26] Suppose Ω is a bounded convex open set with C∞ boundary.
Then (Ω,KΩ) is Gromov hyperbolic if and only if ∂Ω has finite type in the sense of
D’Angelo.
In this paper we explore what happens when convexity is relaxed to C-convexity.
Recall that an open set Ω ⊂ Cd is called C-convex if its intersection with any
complex line is either empty or contractible. See [1] for the basic properties of
these sets.
Estimates on the infinitesimal Kobayashi metric were established for C-convex
sets in [22]. In particular, the Bergman, Carathe´odory, and Kobayashi metrics are
all bi-Lipschitz [22, Proposition 1, Theorem 12] for C-convex sets which do not
contain any complex affine lines. Since Gromov hyperbolicity is an quasi-isometry
invariant, the results of this paper could be stated for the Bergman or Carathe´odory
metrics instead of the Kobayashi metric.
It has been suggested by several authors [2, 7, 10] that “flatness” in the boundary
is an obstruction to the Kobayashi metric being Gromov hyperbolic. When the
domain in question is convex this is indeed the case:
Theorem 1.2. [10, 21, 26] Suppose Ω ⊂ Cd is a bounded convex open set and
(Ω,KΩ) is Gromov hyperbolic. If ∆ ⊂ C is the unit disk, then every holomorphic
map ϕ : ∆→ ∂Ω is constant.
Remark 1.3.
(1) Theorem 1.2 was proven when Ω is bounded and ∂Ω is C∞ in [10], when
∂Ω is C1,1 and d = 2 in [21], and in full generality in [26].
(2) By [9], if Ω is a convex set then ∂Ω contains a non-trivial complex affine
disk if and only if ∂Ω contains a non-trivial holomorphic disk.
(3) The above theorem also holds for convex open sets which do no not contain
any complex affine lines, see [26].
The first part of this paper is devoted to proving an extension of Theorem 1.2
for bounded C-convex sets whose boundary is C1.
Theorem 1.4. Suppose Ω ⊂ Cd is a bounded C-convex open set, ∂Ω is a C1
hypersurface, and (Ω,KΩ) is Gromov hyperbolic. If ∆ ⊂ C is the unit disk, then
every holomorphic map ϕ : ∆→ ∂Ω is constant.
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Remark 1.5.
(1) In Subsection 1.3 we will construct examples of bounded C-convex sets
Ω where (Ω,KΩ) is Gromov hyperbolic but ∂Ω contains a complex affine
ball of codimension one, thus showing that some boundary regularity is
required.
(2) By [22, Proposition 7], if Ω is a bounded C-convex open set with C1 bound-
ary then ∂Ω contains a non-trivial complex affine disk if and only if ∂Ω
contains a non-trivial holomorphic disk.
In the second part of this paper we will demonstrate some new examples of
unbounded convex domains for which the Kobayashi metric is Gromov hyperbolic.
By taking projective images of these sets we will obtain bounded C-convex sets.
Our main motivation for these constructions is Proposition 1.9 below, which shows
that for any d > 2 there is a bounded C-convex open set Ω ⊂ Cd such that (Ω,KΩ)
is Gromov hyperbolic and ∂Ω contains a complex affine ball of dimension d− 1.
Suppose F : Cd → R≥0 is a continuous function which is C∞ on C
d \{0}, non-
negative, convex, and F (0) = 0. Define
ΩF := {(z0, . . . , zd) ∈ C
d+1 : Im(z0) > F (z1, . . . , zd)}
and
rF (z0, . . . , zd) = F (z1, . . . , zd)− Im(z0).
We say that ΩF has finite type away from 0 if for each non-trivial affine line ℓ :
C→ Cd+1 with ℓ(0) ∈ ∂ΩF \ {0} there exists multi-indices α, β such that
∂|α|+|β|
∂zα∂zβ
(rF ◦ ℓ)(0) 6= 0.
If δ1, . . . , δd > 0, we say that F is (δ1, . . . , δd)-homogeneous if
1
t
F (tδ1z1, . . . , t
δdzd) = F (z1, . . . , zd)
for every t > 0 and (z1, . . . , zd) ∈ C
d. This implies that ΩF is invariant under the
group
G =




t
tδ1
. . .
tδd

 : t > 0

 .
Barth [3] proved that the Kobayashi metric is complete on a convex set Ω if and
only if Ω does not contain any complex affine lines. Motivated by this fact and
language from real projective geometry (see for instance [5]), we say a convex set
Ω ⊂ Cd is C-proper if Ω does not contain any complex affine lines.
Finally with all this language we will prove the following:
Theorem 1.6. Suppose F : Cd → R≥0 is a continuous function which is C∞
on Cd \{0}, non-negative, convex, and F (0) = 0. If ΩF is C-proper, has finite
type away from 0, and F is (δ1, . . . , δd)-homogeneous, then (ΩF ,KΩF ) is Gromov
hyperbolic.
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We should emphasize that for a general domain it is difficult to determine what
geodesics in the Kobayashi metric look like. Thus establishing that the Kobayashi
metric is Gromov hyperbolic is a non-trivial task and prior to the work in [26] was
(to the best of our knowledge) only established for bounded strongly pseudo-convex
sets [2] and for certain complex ellipses [10]. The proof of Theorem 1.6 relies heavily
on the techniques used in [26].
1.1. Homogeneous polynomial domains. Theorem 1.6 applies to convex ho-
mogeneous polynomial domains. We say a convex polynomial P : Cd → R≥0 is
non-degenerate if P−1(0) does not contain any complex affine lines. Theorem 1.6
then implies the following:
Theorem 1.7. Suppose P : Cd → R is a non-negative, non-degenerate, convex,
homogeneous polynomial with P (0) = 0. If
Ω = {(z0, z1, . . . , zd) ∈ C
d+1 : Im(z0) > P (z1, . . . , zd)},
then (Ω,KΩ) is Gromov hyperbolic.
1.2. Cones. Theorem 1.6 also applies to many convex cones. Suppose F : Cd →
R≥0 is a continuous function which is C
∞ on Cd \{0}, non-negative, convex, and
F (0) = 0. If
1
t
F (tz1, . . . , tzd) = F (z1, . . . , zd)
for all z1, . . . , zd ∈ C and t > 0, then ΩF is a convex cone. And if ΩF is a C-proper
and has finite type away from 0, then ΩF satisfies the hypothesis of Theorem 1.6 .
To give a concrete example of this construction let ‖z‖p be the Lp-norm on C
d
then:
Theorem 1.8. If p > 1 and
Cp = {(z0, z) ∈ C
d+1 : Im(z0) > ‖z‖p},
then (Cp,KCp) is Gromov hyperbolic.
1.3. Bounded domains. We can also use Theorem 1.6 to constructed examples
of bounded sets where the Kobayashi metric is Gromov hyperbolic. This can be
accomplished by taking the image of one of the domains above under an appropriate
projective transformation. Unfortunately convexity is not preserved under such
maps and instead the resulting domains are only C-convex.
For instance, consider the cone C2 from Theorem 1.8 and the transformation
f : Cd+1 \{z0 = −i} → C
d+1 given by
f(z0, . . . , zd) =
(
1
z0 + i
,
z1
z0 + i
, . . . ,
zd
z0 + i
)
.
Notice that f is a restriction of a projective automorphism P(Cd+2) → P(Cd+2).
In particular Ω := f(C2) is bi-holomorphic to C2 and hence (Ω,KΩ) is Gromov
hyperbolic. Since C2 is convex and f is a projective automorphism the intersection
of Ω with any complex line is either empty or simply connected. Thus Ω is a
C-convex set. Moreover Ω is bounded and the boundary of Ω contains {0} ×
{(z1, . . . , zd) :
∑
|zi|
2
< 1}. Summarizing the above example:
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Proposition 1.9. For any d ≥ 2, there is a bounded C-convex open set Ω ⊂ Cd
such that (Ω,KΩ) is Gromov hyperbolic and ∂Ω contains a complex affine ball of
dimension d− 1.
1.4. Corners and the Hilbert metric. Every proper open convex set Ω ⊂ Rd
has a projectively invariant metric HΩ called the Hilbert metric. This metric is
usually defined using cross ratios, but it has an equivalent formulation which makes
it a real projective analogue of the Kobayashi metric (see for instance [17] or [19]
or [12, Section 3.4]). Thus results about the Hilbert metric can serve as guide to
understanding the Kobayashi metric.
The convex domains for which the Hilbert metric is Gromov hyperbolic are very
well understood. Karlsson and Noskov showed:
Theorem 1.10. [16] If Ω ⊂ Rd is a convex set and (Ω, HΩ) is Gromov hyperbolic,
then ∂Ω is a C1 hypersurface and Ω is strictly convex (that is ∂Ω does not contain
any line segments).
Remark 1.11. Notice that ∂Ω being C1 is a equivalent to there being a unique sup-
porting real hyperplane through each boundary point and Ω being strictly convex is
equivalent to each supporting real hyperplane intersecting ∂Ω at exactly one point.
Improving on Theorem 1.10, Benoist [4] characterized the convex domains for
which the Hilbert metric is Gromov hyperbolic in terms of the first derivatives of
local defining functions for ∂Ω.
It is natural to ask if some analogue of Theorem 1.10 holds for the Kobayashi
metric. Since every bounded convex set in C has Gromov hyperbolic Kobayashi
metric, in general ∂Ω need not be C1 and Ω need not be strictly convex. However
the conclusion of Theorem 1.2 can be seen as a complex analytic version of strict
convexity.
Based on Theorem 1.10, Remark 1.11, and Theorem 1.2 it is natural to ask if
the number of complex supporting hyperplanes through a point in the boundary
is restricted by the Gromov hyperbolicity of the Kobayashi metric. However if
f : Cd → C is a linear map and |f(z)| ≤ |z| for all z ∈ Cd then the complex
hyperplane
Hf = {(f(z), z) : z ∈ C
d}
is tangent to the cone C2 (in Theorem 1.8) at 0. In particular we see that the
set of supporting complex hyperplanes of C2 through 0 contains a complex ball of
dimension d.
Acknowledgments. I would like to thank the referee for a number of comments
and corrections which greatly improved the present work.
2. Preliminaries
2.1. Basic notation. We now fix some very basic notations.
• Let ∆ := {z ∈ C : |z| < 1}.
• For z ∈ Cd let ‖z‖ denote the standard Euclidean norm of z.
• For z0 ∈ C
d and R > 0 let BR(z0) := {z ∈ C
d : ‖z − z0‖ < R}.
• Given a open set Ω ⊂ Cd and p ∈ Ω let
δΩ(p) := inf {‖q − p‖ : q ∈ ∂Ω} .
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• Given a open set Ω ⊂ Cd, p ∈ Ω, and v ∈ Cd let
δΩ(p; v) := inf {‖q − p‖ : q ∈ (p+ C ·v) ∩ ∂Ω} .
• Given two open sets Ω1 ⊂ C
d1 and Ω2 ⊂ C
d2 let Hol(Ω1,Ω2) be the space
of holomorphic maps from Ω1 to Ω2.
• Given two open sets O1 ⊂ R
d1 , O2 ⊂ R
d2 , a C1 map F : O1 → O2, and a
point x ∈ O1 define the derivative d(F )x : R
d1 → Rd2 of F at x by
d(F )x(v) :=
d
dt
∣∣∣∣
t=0
F (x+ tv).
2.2. The Kobayashi metric and distance. Given a domain Ω ⊂ Cd the (infin-
itesimal) Kobayashi metric is the pseudo-Finsler metric
kΩ(x; v) = inf {|ξ| : f ∈ Hol(∆,Ω), f(0) = x, d(f)0(ξ) = v} .
By a result of Royden [24, Proposition 3] the Kobayashi metric is an upper semi-
continuous function on Ω × Cd. In particular if σ : [a, b] → Ω is an absolutely
continuous curve (as a map [a, b]→ Cd), then the function
t ∈ [a, b]→ kΩ(σ(t);σ
′(t))
is integrable and we can define the length of σ to be
ℓΩ(σ) =
∫ b
a
kΩ(σ(t);σ
′(t))dt.
One can then define the Kobayashi pseudo-distance to be
KΩ(x, y) = inf {ℓΩ(σ) : σ : [a, b]→ Ω is absolutely continuous,
with σ(a) = x, and σ(b) = y} .
This definition is equivalent to the standard definition of KΩ via analytic chains,
see [25, Theorem 3.1].
A nice introduction to the Kobayashi metric and its basic properties can be
found in [18].
2.3. Gromov hyperbolic metric spaces. Suppose (X, d) is a metric space. If
I ⊂ R is an interval, a curve σ : I → X is a geodesic if d(σ(t1), σ(t2)) = |t1 − t2|
for all t1, t2 ∈ I. A geodesic triangle in a metric space is a choice of three points
in X and geodesic segments connecting these points. A geodesic triangle is said to
be δ-thin if any point on any of the sides of the triangle is within distance δ of the
other two sides.
Definition 2.1. A proper geodesic metric space (X, d) is called δ-hyperbolic if every
geodesic triangle is δ-thin. If (X, d) is δ-hyperbolic for some δ ≥ 0 then (X, d) is
called Gromov hyperbolic.
The book by Bridson and Haefliger [6] is one of the standard references for
Gromov hyperbolic metric spaces.
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3. A lower bound for the Kobayashi distance
In this section we use an estimate for the infinitesimal Kobayashi metric estab-
lished by Nikolov, Pflug, and Zwonek [22] to obtain an estimate on the Kobayashi
distance. Using this estimate on the distance we will demonstrate a basic property
of the asymptotic geometry of the Kobayashi distance on C-convex sets.
By considering affine maps of the unit disk into a domain, one obtains the fol-
lowing upper bound on the Kobayashi metric:
Observation 3.1. Suppose Ω ⊂ Cd is an open set. Then
kΩ(p; v) ≤
‖v‖
δΩ(p; v)
for p ∈ Ω and v ∈ Cd non-zero.
For C-convex sets Nikolov, Pflug, and Zwonek obatined a lower bound on the
Kobayashi metric:
Proposition 3.2. [22, Proposition 1] Suppose Ω ⊂ Cd is an open C-convex set.
Then
‖v‖
4δΩ(p; v)
≤ kΩ(p; v)
for p ∈ Ω and v ∈ Cd non-zero.
Using Proposition 3.2 we can obtain a lower bound for the Kobayashi distance.
Lemma 3.3. Suppose Ω ⊂ Cd is an open C-convex set and p, q ∈ Ω are distinct.
Let L be the complex line containing p and q. If ξ ∈ L \ L ∩ Ω, then
1
4
∣∣∣∣log
(
‖q − ξ‖
‖p− ξ‖
)∣∣∣∣ ≤ KΩ(p, q).
Remark 3.4. For our purposes the above estimate suffices, but the more precise
estimate
1
4
log
(
1 +
‖p− q‖
min{δΩ(p; q − p), δΩ(q; p− q)}
)
≤ KΩ(p, q)
follows from the proof of Proposition 2 part (ii) in [23].
Proof. Since p, q, ξ are all contained in a single affine line the quantity∣∣∣∣log
(
‖q − ξ‖
‖p− ξ‖
)∣∣∣∣
is invariant under affine transformations. In particular we can assume that ξ = 0,
p = (p1, 0, . . . , 0), and q = (q1, 0, . . . , 0). Since Ω is C-convex there exists an
complex hyperplane H such that 0 ∈ H but H ∩ Ω = ∅ (see [1, Theorem 2.3.9]).
Using another affine transformation we may assume in addition that
H = {(0, z1, . . . , zd−1) ∈ C
d : z1, . . . , zd−1 ∈ C}.
Now consider the projection P : Cd → C onto the first component. Then
KΩ(p, q) ≥ KP (Ω)(p1, q1).
By [1, Theorem 2.3.6] the linear image of a C-convex set is C-convex. Hence
P (Ω) ⊂ C is a C-convex open set. Since P−1(0) = H we see that P (Ω) does not
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contain zero. Now suppose that σ : [0, 1]→ P (Ω) is a absolutely continuous curve
with σ(0) = p1 and σ(1) = q1. Then since 0 ∈ C \P (Ω), Proposition 3.2 implies
that ∫ 1
0
kP (Ω)(σ(t);σ
′(t))dt ≥
1
4
∫ 1
0
|σ′(t)|
|σ(t)|
dt ≥
1
4
∫ 1
0
∣∣ d
dt |σ(t)|
∣∣
|σ(t)|
dt
≥
1
4
∣∣∣∣∣
∫ 1
0
d
dt |σ(t)|
|σ(t)|
dt
∣∣∣∣∣ ≥ 14
∣∣∣∣log
(
|q1|
|p1|
)∣∣∣∣
=
1
4
∣∣∣∣log
(
‖q − ξ‖
‖p− ξ‖
)∣∣∣∣ .
Since σ was an arbitrary absolutely continuous curve joining p1 to q1 the Lemma
follows. 
Using Lemma 3.3 we can obtain some information about the asymptotic geom-
etry of the Kobayashi distance.
Proposition 3.5. Suppose x, y ∈ ∂Ω are distinct and (pn)n∈N, (qm)m∈N ⊂ Ω are
sequences such that pn → x, qm → y, and
lim inf
n,m→∞
KΩ(pn, qm) <∞.
If L is the complex line containing x and y, then the interior of Ω∩L in L contains
x and y.
Proof. By passing to subsequences we may suppose that there exists M <∞ such
that
KΩ(pn, qn) < M
for all n ∈ N. For each n, let Ln be the complex affine line containing pn and qn.
Let
ǫn = min{‖ξ − pn‖ : ξ ∈ Ln \ Ω ∩ Ln}
and ξn ∈ Ln \ Ω ∩ Ln be a point closest to pn. Then by Lemma 3.3
M ≥ lim sup
n→∞
KΩ(pn, qn) ≥ lim sup
n→∞
1
4
log
‖qn − ξn‖
‖pn − ξn‖
≥ lim sup
n→∞
1
4
log
‖qn − pn‖ − ǫn
ǫn
≥ lim sup
n→∞
1
4
log
‖x− y‖ − ǫn
ǫn
.
Since x 6= y there exists an ǫ > 0 such that Bǫ(pn)∩Ln ⊂ Ln∩Ω for all n sufficiently
large. Which implies that x is in the interior of Ω ∩ L in L. The same argument
applies to y. 
4. Proof of Theorem 1.4
We begin with a sketch of the argument:
Idea of Proof: We assume, for a contradiction, that (Ω,KΩ) is Gromov hy-
perbolic and there exists a non-constant holomorphic map ϕ : ∆ → ∂Ω. Since ∂Ω
is C1 the existence of a non-constant holomorphic disk in the boundary implies the
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existence of a non-trivial affine disk [22, Proposition 7]. We will show that every
inward pointing normal line of ∂Ω can be parameterized to be a quasi-geodesic and
if two such quasi-geodesics terminate in the same non-trivial open affine disk in the
boundary then they stay within a uniform bounded distance of each other. We then
take limits to show that this also holds for two such quasi-geodesics which terminate
in the same non-trivial closed affine disk in the boundary. But if the closed disk is
maximal this will contradict Proposition 3.5.
If Ω ⊂ Cd is an open set, ∂Ω is a C1 hypersurface, and x ∈ ∂Ω let Tx∂Ω ⊂ C
d
be the real hyperplane tangent to ∂Ω at x and let nx ∈ C
d be the inward pointing
unit normal vector at x.
We will repeatedly use the following observation in the proof of Theorem 1.4:
Observation 4.1. Assume Ω ⊂ Cd is a bounded open set and ∂Ω is a C1 hyper-
surface. Then:
(1) There exists C, ǫ1 > 0 so that
δΩ(x+ tnx) ≥ Ct
for any x ∈ ∂Ω and t ∈ (0, ǫ1).
(2) For any R > 0 there exists ǫ2 > 0 so that
δΩ(x + tnx; v) ≥ Rt
for any x ∈ ∂Ω, v ∈ Tx∂Ω, and t ∈ (0, ǫ2).
4.1. Quasi-geodesics in Gromov hyperbolic metric spaces.
Definition 4.2. Suppose (X, d) is a metric space, A ≥ 1, and B ≥ 0. If I ⊂ R is
an interval, then a map σ : I → X is a (A,B)-quasi-geodesic if
1
A
|t− s| −B ≤ d(σ(s), σ(t)) ≤ A |t− s|+ B
for all s, t ∈ I.
We will need a basic property of quasi-geodesics in Gromov hyperbolic metric
spaces.
Proposition 4.3. Suppose (X, d) is a proper geodesic Gromov hyperbolic metric
space. For any A ≥ 1 and B ≥ 0 there exists M ≥ 0 such that if σ1, σ2 : R≥0 → X
are (A,B)-quasi-geodesics and
lim inf
t→∞
d(σ1(t), σ2) <∞,
then
sup
t≥0
(
max {d(σ1(t), σ2), d(σ2(t), σ1)}
)
≤M + 2d(σ1(0), σ2(0)).
Before starting the proof of the proposition we will make one observation, but
first some notation: A geodesic rectangle in a metric space (X, d) is a choice of four
geodesic segments
σi : [ai, bi]→ X i = 1, 2, 3, 4
so that σ1(b1) = σ2(a2), σ2(b2) = σ3(a3), σ3(b3) = σ4(a4), and σ4(b4) = σ1(a1).
A geodesic rectangle is said to be δ-thin if any point on any of the sides of the
rectangle is within distance δ of the other three sides. By connecting a pair of
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opposite vertices in a geodesic rectangle by a geodesic and considering the resulting
two geodesic triangles the following observation is immediate:
Observation 4.4. Suppose (X, d) is a proper geodesic δ-hyperbolic metric space.
Then every geodesic rectangle in (X, d) is (2δ)-thin.
Proof of Proposition 4.3. Assume that (X, d) is δ-hyperbolic for some δ ≥ 0.
By [6, Chapter III.H, Theorem 1.7] for any A ≥ 1 and B ≥ 0 there exists
M1 > 0 such that for any (A,B)-quasi-geodesic σ : R≥0 → X there exists a
geodesic σ : R≥0 → X such that σ(0) = σ(0) and
sup
t≥0
(
max{d(σ(t), σ), d(σ(t), σ)}
)
≤M1.
Thus the proposition reduces to the following claim: there exists M ≥ 0 such that
if σ1, σ2 : R≥0 → X are two geodesic rays and
lim inf
t→∞
KΩ(σ1(t), σ2) <∞
then
sup
t>0
d(σ1(t), σ2(t)) ≤M + 2d(σ1(0), σ2(0)).
Pick a sequence Tn →∞ such that
sup
n∈N
d(σ1(Tn), σ2) = C <∞
for some C ≥ 0. Let γ0 be a geodesic segment joining σ1(0) to σ2(0). Fix n > 0
sufficiently large and let γn be a geodesic joining σ1(Tn) to a closest point σ2(T
′
n)
on σ2.
Now the geodesic segments γ0, σ1|[0,T1], γn, and σ2|[0,T ′1] form a geodesic rectangle
which is (2δ)-thin. But for
t ∈ [d(σ1(0), σ2(0)) + 2δ, Tn − (C + 2δ)]
the point σ1(t) is not (2δ)-close to either γ0 or γn, hence there exists t
′ such that
d(σ1(t), σ2(t
′)) ≤ 2δ. Now
2δ ≥ d(σ1(t), σ2(t
′)) ≥ |t′ − t| − d(σ1(0), σ2(0)).
Hence |t′ − t| ≤ 2δ + d(σ1(0), σ2(0)) and so
d(σ1(t), σ2(t)) ≤ 4δ + d(σ1(0), σ2(0))
for t ∈ [d(σ1(0), σ2(0)) + 2δ, Tn − (C + 2δ)]. Hence
d(σ1(t), σ2(t)) ≤ 4δ + 2d(σ1(0), σ2(0))
for t ≤ Tn−(C+2δ). Sending n→∞ proves the claim and thus the proposition. 
4.2. Quasi-geodesics in C-convex domains. For C-convex domains with C1
boundary normal lines can be parametrized as quasi-geodesics:
Lemma 4.5. Suppose Ω ⊂ Cd is a bounded C-convex open set and ∂Ω is a C1
hypersurface. Then there exists A ≥ 1 and ǫ > 0 so that for any x ∈ ∂Ω the curve
σx : R≥0 → Ω
σx(t) = x+ e
−tǫnx
is a (A, 0)-quasi-geodesic in (Ω,KΩ).
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Proof. Using Observation 4.1 there exists C, ǫ > 0 so that
δΩ(x+ tnx) ≥ Ct
for any x ∈ ∂Ω and t ∈ (0, ǫ).
Now fix x ∈ ∂Ω. By Lemma 3.3
KΩ(σx(s), σx(t)) ≥
1
4
∣∣∣∣log ‖σx(t)− x‖‖σx(s)− x‖
∣∣∣∣ = 14 |t− s| .
And if s ≤ t then
KΩ(σx(s), σx(t)) ≤
∫ t
s
kΩ(σx(r);σ
′
x(r))dr ≤
∫ t
s
‖σ′x(r)‖ dr
δΩ(σx(r))
≤
∫ t
s
e−rǫ
Ce−rǫ
dr ≤
1
C
|t− s| .
So σx is a (A, 0)-quasi-geodesic where A = max{4, 1/C}. 
4.3. Normal lines in domains with C1 boundary.
Proposition 4.6. Assume Ω ⊂ Cd is an open set and ∂Ω is a C1 hypersurface.
Suppose that L is a complex affine line so that L ∩ ∂Ω has non-empty interior in
L. If U is a connected component of the interior of L ∩ ∂Ω and x, y ∈ U , then
lim sup
tց0
KΩ(x+ tnx, y + tny) <∞.
We begin the proof of Proposition 4.6 with a lemma:
Lemma 4.7. Assume Ω ⊂ Cd is an open set and ∂Ω is a C1 hypersurface. If
x ∈ ∂Ω and v ∈ Cd is a unit vector with ∠(nx, v) < π/2, then
lim sup
tց0
KΩ(x+ tnx, x+ tv) <∞.
Proof. By hypothesis v = λnx + v
′ where λ ∈ (0, 1] and ∠(v′, nx) = π/2. Then
KΩ(x+ tnx, x+ tv) ≤ KΩ(x + tnx, x+ tλnx) +KΩ(x+ tλnx, x+ tv).
We will bound each term individually.
By Observation 4.1 there exists C, ǫ1 > 0 so that
δΩ(x+ tnx) ≥ Ct for t ∈ (0, ǫ1).
Then for t ∈ (0, ǫ1), define the curve γt : [λ, 1]→ Ω by
γt(s) = x+ stnx.
Then
KΩ(x + tnx, x+ tλnx) ≤
∫ 1
λ
kΩ(γt(s); γ
′
t(s))ds ≤
∫ 1
λ
‖γ′t(s)‖
δΩ(γt(s))
ds
≤
∫ 1
λ
1
Cs
ds = −
1
C
log(λ).
Next let H = {w ∈ Cd : ∠(w, nx) = π/2}. Then x + H = Tx∂Ω and so by
Observation 4.1 there exists ǫ2 > 0 so that:
δΩ(x+ tnx;w) ≥
(
1 + ‖v′‖
λ
)
t
12 ANDREW M. ZIMMER
for all w ∈ H and t ∈ (0, ǫ2). Then for t ∈ (0, ǫ2), define the curve σt : [0, 1] → Ω
by
σt(s) = s(x+ tλnx) + (1− s)(x+ tv) = x+ tλnx + t(1− s)v
′
Now σ′t(s) = −tv
′ ∈ H and so
δΩ(σt(s);σ
′
t(s)) ≥ t.
Then
KΩ(x + tλnx, x+ tv) ≤
∫ 1
0
kΩ(σt(s);σ
′
t(s))ds ≤
∫ 1
0
‖σ′t(s)‖
δΩ(σt(s);σ′t(s))
ds
≤
∫ 1
0
t ‖v′‖
t
ds = ‖v′‖ .
Combining the two estimates above we obtain the lemma. 
Proof of Proposition 4.6. Since U is connected it is enough to show: for any x ∈ U
there exists a neighborhood V of x in U so that:
lim sup
tց0
KΩ(x+ tnx, y + tny) <∞ for all y ∈ V .
So fix x ∈ U . By translating Ω by an affine isometry we can assume that: x = 0,
nx = (i, 0, . . . , 0), L = {(0, z, 0, . . . , 0) : z ∈ C}, and Tx∂Ω = R×C
d−1. Then since
∂Ω is C1 there exists ǫ > 0 and a C1 function F : R×Cd−1 → R such that
{z ∈ Cd : ‖z‖∞ < ǫ} ∩ Ω = {(u+ iw, z2, . . . , zd) : w > F (u, z2, . . . , zd)}.
Now since L = {(0, z, 0, . . . , 0) : z ∈ C} we can decrease ǫ so that
F (0, z2, 0, . . . , 0) = 0
for |z2| < ǫ. This implies that
tnx + {(0, z, 0, . . . , 0) : |z| < ǫ} ⊂ Ω(4.1)
when t ∈ (0, ǫ). Now let V = {(0, z, 0, . . . , 0) : |z| < ǫ/2}. By decreasing ǫ we can
assume that for any y ∈ V we have ∠(ny, nx) < π/2.
Now fix y ∈ V . Then
lim sup
tց0
KΩ(y + tnx, y + tny) <∞
by Lemma 4.7 and so it is enough to show that
lim sup
tց0
KΩ(x+ tnx, y + tnx) <∞.
For t ∈ (0, ǫ) define the curve γt : [0, 1]→ Ω by
γt(s) = s(x+ tnx) + (1− s)(y + tnx) = (1− s)y + tnx.
Then the inclusion in 4.1 implies that
δΩ(γt(s)); γ
′
t(s)) ≥ ǫ/2.
Then for t ∈ (0, ǫ) we have
KΩ(x+ tnx,y + tnx) ≤
∫ 1
0
kΩ(γt(s); γ
′
t(s))ds
≤
∫ 1
0
‖γ′t(s)‖
δΩ(γt(s)); γ′t(s))
ds ≤
2 ‖y‖
ǫ
.
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
4.4. The proof of Theorem 1.4. Suppose for a contradiction that Ω is a bounded
C-convex domain, ∂Ω is a C1 hypersurface, (Ω,KΩ) is Gromov hyperbolic, and
there exists a non-trivial holomorphic map ϕ : ∆→ ∂Ω.
By [22, Proposition 7] there exists an non-trivial affine map ℓ : ∆→ ∂Ω. Let L
be the complex affine line containing ℓ(∆) and let U be a connected component of
the interior of L ∩ ∂Ω in L.
By Lemma 4.5 there exists ǫ > 0 and A ≥ 1 such that for each x ∈ ∂Ω the
curve σx(t) = x + e
−tǫnx is an (A, 0)-quasi-geodesic in (Ω,KΩ). Let M be as in
the statement of Proposition 4.3 for (A, 0)-quasi-geodesics.
Since ∂Ω is compact, there exists an R > 0 such that
KΩ(σx(0), σy(0)) ≤ R
for all x, y ∈ ∂Ω.
Now if x, y ∈ U then by Proposition 4.6 we have
lim sup
t→∞
KΩ(σx(t), σy(t)) <∞.
So by Proposition 4.3
sup
t≥0
(
max {KΩ(σy(t), σx),KΩ(σx(t), σy)}
)
≤M + 2R.(4.2)
But then the inequality in 4.2 holds for all x, y ∈ U . But this contradicts Proposi-
tion 3.5 when x ∈ U and y ∈ ∂ U .
5. L-convexity and limits in the local Hausdorff topology
When L ≥ 1, Mercer [20] calls a convex set Ω L-convex if there exists C > 0
such that
δΩ(p; v) ≤ CδΩ(p)
1/L
for all p ∈ Ω and v ∈ Cd non-zero. Every bounded strongly convex set is 2-
convex and Mercer [20, Section 3] extended results about limits of complex geodesics
in strongly convex sets (see [8, Section 2]) to general L-convex sets. In [26], we
extended some of these results to sequences of geodesic lines σn : R → Ωn when
Ωn is a sequence of convex sets which converge in the local Hausdorff topology and
satisfy a uniform L-convex property. In this section we recall some of these results.
Given a set A ⊂ Cd, letN ǫ(A) denote the ǫ-neighborhood of A with respect to the
Euclidean distance. The Hausdorff distance between two bounded sets A,B ⊂ Cd
is given by
dH(A,B) = inf {ǫ > 0 : A ⊂ N ǫ(B) and B ⊂ N ǫ(A)} .
Equivalently,
dH(A,B) = max
{
sup
a∈A
inf
b∈B
‖a− b‖ , sup
b∈B
inf
a∈A
‖a− b‖
}
.
The Hausdorff distance induces a topology on the space of bounded open convex
sets in Cd.
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The space of all convex sets in Cd can be given a topology from the local Haus-
dorff semi-norms. For R > 0 and a set A ⊂ Cd let A(R) := A∩BR(0). Then define
the local Hausdorff semi-norms by
d
(R)
H (A,B) := dH(A
(R), B(R)).
A sequence of open convex sets An is said to converge in the local Hausdorff topology
to an open convex set A if there exists some R0 ≥ 0 so that
lim
n→∞
d
(R)
H (An, A) = 0
for all R ≥ R0.
Unsurprisingly, the Kobayashi distance is continuous with respect to the local
Hausdorff topology.
Theorem 5.1. [26, Theorem 4.1] Suppose Ωn is a sequence of C-proper convex
open sets converging to a C-proper convex open set Ω in the local Hausdorff topology.
Then
KΩ(x, y) = lim
n→∞
KΩn(x, y)
for all x, y ∈ Ω uniformly on compact sets of Ω× Ω.
Remark 5.2. Greene and Krantz [13] also study the continuity of intrinsic metrics
under various notions of convergence of domains.
In the proof of Theorem 1.6 we will be interested in the limit of a sequence of
geodesics σn : R → Ωn when the target domains converges in the local Hausdorff
topology. As the next two Propositions show when the sequence Ωn has uniform
convexity properties these limits have nice properties.
Proposition 5.3. [26, Proposition 7.8] Suppose Ωn is a sequence of C-proper con-
vex open sets converging to a C-proper convex open set Ω in the local Hausdorff
topology and there exists C > 0, L ≥ 1, and a compact set K satisfying
δΩn(p; v) ≤ CδΩn(p)
1/L
for every n sufficiently large, p ∈ Ωn ∩K, and v ∈ C
d non-zero.
If σn : R→ Ωn is a sequence of geodesics and there exists an ≤ bn such that
(1) σn([an, bn]) ⊂ K,
(2) limn→∞ ‖σn(an)− σn(bn)‖ > 0,
then there exists Tn ∈ [an, bn] such that a subsequence of t→ σn(t+ Tn) converges
locally uniformly to a geodesic σ : R→ Ω.
Remark 5.4. Proposition 7.8 in [26] assumes that K = BR(0) for some R > 0. The
proof taken verbatim implies the more general case stated here.
Proposition 5.5. [26, Proposition 7.9] Suppose Ωn is a sequence of C-proper con-
vex open sets converging to a C-proper convex open set Ω in the local Hausdorff
topology and for any R > r > 0 there exists C = C(R, r) > 0 and L = L(R, r) ≥ 1
such that
δΩn(p; v) ≤ CδΩn(p)
1/L
for all n sufficiently large, p ∈ Ωn ∩ {r ≤ ‖z‖ ≤ R}, and v ∈ C
d non-zero.
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Assume σn : R→ Ωn is a sequence of geodesics converging locally uniformly to a
geodesic σ : R → Ω. If tn →∞ is a sequence such that limn→∞ σn(tn) = x∞ ∈ C
d,
then
lim
t→∞
σ(t) = x∞.
Remark 5.6. Proposition 7.9 in [26] is slightly less general (r is assumed to be zero),
but the proof taken essentially verbatim implies the more general case stated here.
Proposition 5.7. Suppose that Fn : C
d → R≥0 is a sequence of continuous func-
tions which are C∞ on Cd \{0}, non-negative, convex, and Fn(0) = 0. Assume that
the Fn converges locally uniformly to a function F : C
d → R≥0 in the C0 topology
on Cd and in C∞ topology on Cd \{0}.
If ΩF is C-proper and has finite type away from 0, then for any R > r > 0 there
exists N = N(R, r) ≥ 1, L = L(R, r) ≥ 1, and C = C(R, r) > 0 such that
δΩFn (p; v) ≤ CδΩFn (p)
1/L
for all n ≥ N , p ∈ ΩFn ∩ {r ≤ ‖z‖ ≤ R} and v ∈ C
d+1 non-zero.
This is a special case of Proposition 9.3 and Example 9.4 in [26].
6. Proof of Theorem 1.6
Suppose F : Cd → R≥0 is a continuous function which is C∞ on C
d \{0}, non-
negative, convex, and F (0) = 0. As in the introduction let
ΩF = {(z0, . . . , zd) ∈ C
d+1 : Im(z0) > F (z1, . . . , zd)}.
Assume that ΩF is C-proper, has finite type away from 0, and F is (δ1, . . . , δd)-
homogeneous
Suppose for a contradiction that (ΩF ,KΩF ) is not Gromov hyperbolic. Then
there exists points xn, yn, zn ∈ ΩF , geodesic segments σxnyn , σynzn , σznxn joining
them, and a point un in the image of σxnyn such that
KΩF (un, σynzn ∪ σznxn) > n.
For t > 0, ΩF is invariant under the holomorphic transformation
(z0, z1, . . . , zd)→
(
tz0, t
δ1z1, . . . , t
δdzd
)
.
So we may assume that ‖un‖ = 1. By passing to a subsequence we can also assume
that un → u∞ ∈ ΩF . Now there are two cases to consider u∞ ∈ ∂ΩF and u∞ ∈ ΩF .
6.1. Case 1: Suppose that u∞ ∈ ∂ΩF . Since ‖u∞‖ = 1 we see that ∂ΩF has finite
line type at u∞.
We will need two results from [26]:
Theorem 6.1. [26, Theorem 10.1] Suppose Ω ⊂ Cd+1 is a convex open set such
that ∂Ω is CL and has finite line type L near some ξ ∈ ∂Ω. If qn ∈ Ω is a sequence
converging to ξ, then there exists nk →∞ and affine maps Ak ∈ Aff(C
d) such that
(1) AkΩ converges in the local Hausdorff topology to a C-proper convex open
set Ω̂ of the form:
Ω̂ = {(z0, z1 . . . , zd) ∈ C
d : Re(z0) > P (z1, z2, . . . , zd)}
where P is a non-negative non-degenerate convex polynomial with P (0) = 0,
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(2) Akunk → u∞ ∈ Ω̂, and
(3) for any R > 0 there exists C = C(R) > 0 and N = N(R) > 0 such that
δΩn(p; v) ≤ CδΩn(p)
1/L
for all n > N , p ∈ BR(0) ∩ Ωn, and v ∈ C
d non-zero.
Remark 6.2. With the exception of part (3) the above theorem follows from an
argument of Gaussier [11].
Proposition 6.3. [26, Proposition 12.2] Suppose Ω is a domain of the form
Ω = {(z0, . . . , zd) ∈ C
d+1 : Re(z0) > P (z1, . . . , zd)}
where P is a non-negative non-degenerate convex polynomial with P (0) = 0. If
σ : R → Ω is a geodesic, then limt→−∞ σ(t) and limt→∞ σ(t) both exist in C
d and
are distinct.
We can now complete the proof of Theorem 1.6 in case 1. By passing to a
subsequence there exists affine maps An ∈ Aff(C
d) and a C-proper convex open set
Ω̂ such that
(1) Ωn := AnΩF → Ω̂ in the local Hausdorff topology,
(2) Anun → u∞ ∈ Ω̂,
(3) for any R > 0 there exists C,N,L > 0 such that
δΩn(p; v) ≤ CδΩn(p)
1/L
for all n > N , p ∈ BR(0) ∩ Ωn, and v ∈ C
d non-zero,
(4) if σ : R → Ω̂ is a geodesic then limt→−∞ σ(t) and limt→∞ σ(t) both exist
in Cd and are distinct.
By passing to another subsequence we can suppose that Anxn → x∞, Anyn → y∞,
and Anzn → z∞ for some x∞, y∞, z∞ ∈ C
d = Cd ∪{∞}.
Parametrize σxnyn such that σxnyn(0) = un then using Theorem 5.1 we can
pass to a subsequence such that Anσxnyn converges locally uniformly to a geodesic
σ : R→ Ω̂. Moreover, by Proposition 5.5
lim
t→−∞
σ(t) = x∞ and lim
t→+∞
σ(t) = y∞.
Then we must have that x∞ 6= y∞.
So z∞ does not equal at least one of x∞ or y∞. By relabeling we can suppose
that x∞ 6= z∞. Since x∞ 6= z∞ at least one is finite and hence by Proposition 5.3
we may pass to a subsequence and parametrize Anσxnzn so that it converges locally
uniformly to a geodesic σ̂ : R→ Ω̂. But then
KΩ̂(u∞, σ̂(0)) = limn→∞
KΩn(Anun, Anσxnyn(0))
= lim
n→∞
KΩF (un, σxnyn(0))
≥ lim
n→∞
KΩF (un, σxnzn) =∞
which is a contradiction.
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6.2. Case 2: Suppose that u∞ ∈ ΩF . By passing to a subsequence we can suppose
that xn → x∞, yn → y∞, and zn → z∞ for some x∞, y∞, z∞ ∈ C
d+1 = Cd+1 ∪{∞}.
Since
KΩF (un, {xn, yn, zn}) > n
we must have that x∞, y∞, z∞ ∈ ∂ΩF ∪ {∞}.
Fix R > r > 0 then by Proposition 5.7 there exists C > 0 and L ≥ 1 such that
δΩF (p; v) ≤ CδΩF (p)
1/L
for all p ∈ ΩF ∩ {r ≤ ‖z‖ ≤ R} and v ∈ C
d+1 non-zero. In particular we can apply
Proposition 5.3 and Proposition 5.5 when taking the limits of geodesics σn : R →
ΩF .
Now parametrize σxnyn such that σxnyn(0) = un then using the Arzela`-Ascoli
theorem we can pass to a subsequence such that σxnyn converges locally uniformly
to a geodesic σ : R → ΩF . Then by Proposition 5.5
lim
t→−∞
σ(t) = x∞ and lim
t→+∞
σ(t) = y∞.
We now claim:
Proposition 6.4. If γ : R→ ΩF is a geodesic, then limt→−∞ γ(t) and limt→∞ γ(t)
both exist in Cd+1 and are distinct.
Delaying the proof of Proposition 6.4 we can complete the proof of Theorem 1.6.
Now x∞ 6= y∞, so z∞ does not equal at least one of x∞ or y∞. By relabeling we
can suppose that x∞ 6= z∞. Since x∞ 6= z∞ at least one is finite and hence by
Proposition 5.3 we may pass to a subsequence and parametrize σxnzn so that it
converges locally uniformly to a geodesic σ̂ : R→ ΩF . But then
KΩF (u∞, σ̂(0)) = lim
n→∞
KΩF (un, σxnyn(0))
≥ lim
n→∞
KΩF (un, σxnzn) =∞
which is a contradiction.
To finish the argument we now prove Proposition 6.4 which will require one
result from [26]. Define the Gromov product on Ω by
(p|q)Ωo =
1
2
(
KΩ(p, o) +KΩ(o, q)−KΩ(p, q)
)
.
Proposition 6.5. [26, Proposition 11.3] Suppose Ω is a C-proper convex open set.
Assume pn, qn ∈ Ω are sequences with limn→∞ pn = ξ+ ∈ ∂Ω, limn→∞ qn = ξ− ∈
∂Ω ∪ {∞}, and
lim inf
n,m→∞
(pn|qm)
Ω
o <∞.
If ∂Ω is C2 near ξ+, then ξ+ 6= ξ−.
Proof of Proposition 6.4. First suppose that limt→∞ γ(t) does not exist. Then
there exists sn, tn →∞ and ξ1, ξ2 ∈ C
d+1 ∪{∞} such that
lim
n→∞
γ(sn) = ξ1 6= ξ2 = lim
n→∞
γ(tn).
Now (up to relabeling) either ξ1 = 0 and ξ2 =∞ or ξ1 ∈ ∂ΩF \ {0}. In either case
there exists R > r > 0 and [an, bn] ⊂ [min{sn, tn},∞) such that
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(1) γ([an, bn]) ⊂ {r < ‖z‖ < R} for large n,
(2) limn→∞ ‖γ(an)− γ(bn)‖ > 0.
So by Proposition 5.3 we can pass to a subsequence and find Tn ∈ [an, bn] such that
t→ σ(t+ Tn) converges locally uniformly to a geodesic γ̂ : R→ ΩF . But then
KΩF (γ(0), γ̂(0)) = lim
n→∞
KΩF (γ(0), γ(Tn)) ≥ lim sup
n→∞
an ≥ lim
n→∞
min{tn, sn} =∞
which is a contradiction. Thus the limits limt→−∞ γ(t) and limt→∞ γ(t) both exist.
Now suppose for a contradiction that limt→−∞ γ(t) = ξ = limt→∞ γ(t). Notice
that
lim
t→∞
(γ(t)|γ(−t))Ωγ(0) = limt→∞
0 = 0,
then since ∂ΩF \ {0} is C∞ Proposition 6.5 implies that either ξ = 0 or ξ =∞.
If ξ = 0 consider the geodesics
γn(t) :=


n
nδ1
. . .
nδd

 γ(t).
Notice that
lim
t→−∞
γn(t) = 0 = lim
t→∞
γn(t)
for any n, but limn→∞ γn(0) = ∞. Thus by Proposition 5.3 we can pass to a
subsequence nk →∞ and find αk ∈ (−∞, 0] and βk ∈ [0,∞) such that the geodesics
t → γnk(t + αk) and t → γnk(t + βk) converge locally uniformly to geodesics
γ̂1, γ̂2 : R→ ΩF . Since γn(0)→∞ and 0 ∈ ∂ΩF Lemma 3.3 implies that αk → −∞
and βk →∞. Then
KΩF (γ̂1(0), γ̂2(0)) = lim
k→∞
KΩF (γnk(αk), γnk(βk)) = lim
k→∞
βk − αk =∞
which is a contradiction.
The case in which ξ = ∞ is shown to be impossible in a similar fashion by
considering the geodesics
γn(t) :=


n−1
n−δ1
. . .
n−δd

 γ(t).
Thus limt→−∞ γ(t) and limt→∞ γ(t) both exist in C
d+1 and are distinct. 
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