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Abstract
Under certain natural conditions, it is shown that exponential polynomials are the only entire function
solutions of a system of two recurrent step equations consisting of one with constant coefficients and the
other with exponential polynomial coefficients.
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1. Introduction
A recurrent step equation, abbreviated henceforth as RSE, is an equation of the form
pn(z)u(z + αn) + pn−1(z)u
(
z + α(n − 1))+ · · · + p0(z)u(z) = 0,
where pi(z) (0  i  n) are given functions called coefficients, α is a fixed complex constant
called the recurrent step and u(z) is the unknown function. In 1993, Bézivin and Gramain [2]
investigated the solutions of a system of two RSE’s with non-zero steps α,β ∈ C, subject to the
condition α
β
/∈ R. They proved that:
1. If one of the two RSE’s in the system has constant coefficients while the other has polynomial
coefficients, then the entire function solutions are exponential polynomials.
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vanishing of a particular determinant involving the coefficients, the entire function solutions
are exponential polynomials.
3. There are systems with polynomial coefficients each of whose solutions is a quotient of an
exponential polynomial by a polynomial.
Three years later Bézivin and Gramain [3] published a continuation of their work. They not only
considered the same problems for functions of several complex variables but were also able to
remove the non-vanishing determinant condition in the one variable case by showing that its
solution is a quotient of an exponential polynomial by a polynomial.
In 1998, Lucht and Peter [6] proved that complex-valued continuous functions of one real
variable which are solutions of an RSE, with complex constant coefficients and real recurrent
step are generalized exponential polynomials, i.e. exponential polynomials whose polynomial
components have periodic functions as coefficients. Using ideal theoretic arguments, they proved
that solutions of a system of two such RSE’s are the usual exponential polynomials.
In 1999, N. Brisebarre and L. Habsieger [4] considered the same problems as those of Bézivin
and Gramain [2] but with recurrent steps having real irrational ratio and obtained similar results.
We shall refer to the above result 1. with the ratio of two such recurrent steps being irrational as
the Bézivin–Gramain–Brisebarre–Habsieger (or BGBH) theorem.
In 2000, Bézivin [1] proved that each solution continuous over R for a system of two RSE’s
with polynomial coefficients and non-zero steps α,β ∈ R having ratio α
β
/∈ Q is a quotient of an
exponential polynomial by a polynomial.
In 2002, Jean-Claude Jolly [5] considered solutions meromorphic over C for a system of two
RSE’s with constant coefficients and two R-linearly independent complex recurrent steps.
In this paper, we consider a system of two RSE’s, one with constant coefficients and the other
with exponential polynomial coefficients. It is to be noted first that solutions of such an equation
of the latter type need not, in general, be exponential polynomials as witnessed in the following
example.
Example. The function f (z) = ez+ez satisfies (X − 1)f (z) + (X2 + X − 2)ezf (z) = 0 where
Xf (z) = f (z + 2πi).
We shall be interested in finding under which conditions such a system has only exponential
polynomials as entire function solutions. Throughout, we adopt the following standard notation
and basic assumptions:
1. C× denotes the set of non-zero complex numbers, and z is a complex variable;
2. α,β ∈ C× are such that α
β
/∈ Q;
3. X,Y are translation operators defined, respectively, by
Xf (z) := f (z + α), Yf (z) := f (z + β);
4. τ denotes the derivation defined over C[X,Y ] by τ(a) = 0 if a ∈ C, τ(X) = αX, and
τ(Y ) = βY .
The following simple lemma gives rules for interchanging operators.
Lemma 1.1. Let u ∈ C×, P(X,Y ) ∈ C[X,Y ]. Then
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2. zkP (X,Y ) =∑0jk(−1)j (kj)τ jP (X,Y )zk−j .
Proof. 1. follows easily from the identity
Xeuzf (z) = eu(z+α)f (z + α) = euαeuzXf (z).
For the proof of 2., see the discussion leading to Lemme 2.4 in Bézivin and Gramain [2]. 
We shall also need the following three lemmas of Bézivin and Gramain [2].
Lemma 1.2. Let P ∈ C[X] be such that P(0) = 0. The ideal of C[X] generated by the set of
τ j (P ) (j ∈ N) is the whole C[X].
Proof. This is Lemme 3.1 in Bézivin and Gramain [2]. 
Lemma 1.3. Let R ∈ C[X,Y ], K ∈ N and f be an entire function. The following two properties
are equivalent:
1. Rzkf = 0, 0 k K.
2. (τ kR)f = 0, 0 k K.
Proof. This is Lemme 3.2 of Bézivin and Gramain [2]. 
Lemma 1.4. Let P ∈ C[X,Y ], Q ∈ C[X,Y ] and f be an entire function. If for all l ∈ N, we have
τn(PQl)f = 0 valid for n ∈ {0,1, . . . , l}, then (τ kP )Qk(k+1)2 f = 0 for all k ∈ N.
Proof. This is Lemme 3.3 of Bézivin and Gramain [2]. 
To facilitate the proofs, we need to make use of an ordering in C. The (usual) lexicographical
ordering over C is defined as follows: we say that a complex number z1 = x1 + iy1 (x1, y1 ∈ R)
is greater than another complex number z2 = x2 + iy2 (x2, y2 ∈ R), written z1  z2 or z2 ≺ z1,
if either x1 > x2 or if x1 = x2, then y1 > y2. One of the two RSE’s that we shall solve is of the
form {
B∗0 (Y )
(
c00 + c01z + · · · + c0p0zp0
)
ev0z + B∗1 (Y )
(
c10 + c11z + · · · + c1p1zp1
)
ev1z
+ · · · + B∗b (Y )
(
cb0 + cb1z + · · · + cbpbzpb
)
evbz
}
f (z) = 0.
Since ev0z ≡ 0, dividing throughout by ev0z, this RSE can be put under the form{
B0(Y )
(
c00 + c01z + · · · + c0p0zp0
)+ B1(Y )(c10 + c11z + · · · + c1p1zp1)eu1z
+ · · · + Bb(Y )
(
cb0 + cb1z + · · · + cbpbzpb
)
eubz
}
f (z) = 0,
and this is the general form that we shall adopt.
2. Purely exponential coefficients
In this section, we solve a system of two RSE’s, where the one with non-constant coefficients
has purely exponential coefficients.
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A(X)f (z) = 0, (2.1){
B0(Y ) +
J∑
j=1
sj∑
k=1
Bjk(Y )e
kuj z
}
f (z) = 0, (2.2)
with A(X) ∈ C[X] \ {0}, A(0) = 0, B0(Y ) ∈ C[Y ] \ {0}, uj ∈ C×, Bjk(Y ) ∈ C[Y ] (1 k  sj ,
1 j  J ).
If some of the polynomials A(e−kαuj X) (1  k  sj , 1  j  J ) have root(s) in common
with A(X), assume that u1α, . . . , uJ α and 2πi are Z-linearly independent. Then f is an expo-
nential polynomial.
Proof. Let r1, . . . , ra be all the (non-zero complex) roots of A(X) = 0. Then A(X) and
A(e−αuX) have a common root if and only if ri = eαurl (i, l ∈ {1, . . . , a}). The set S = { rirl ; i, l ∈{1, . . . , a}} is finite with at most a(a − 1) + 1 elements. There are two cases to consider.
Case 1: None of the polynomials A(e−kαuj X) (1 k  sj ,1 j  J ) has root(s) in common
with A(X), i.e., eαkuj /∈ S for all such k, j .
Consider the system consisting of (2.2) and (2.1) multiplied (from the left) by ekuj z,{
B0(Y ) + B11(Y )eu1z + · · · + B1s1(Y )eu1s1z + · · · + BJ1(Y )euJ z + · · · + BJsJ (Y )euJ sJ z
}
f = 0,
A
(
e−αu1X
)
eu1zf = 0,
. . .
A
(
e−αu1s1X
)
eu1s1zf = 0,
. . .
A
(
e−αuJ X
)
euJ zf = 0,
. . .
A
(
e−αuJ sJ X
)
euJ sJ zf = 0.
The determinant of this system is
D(X,Y ) := B0(Y )A
(
e−αu1X
) · · ·A(e−αu1s1X) · · ·A(e−αuJ X)A(e−αuJ sJ X) ≡ 0.
Since eαkuj /∈ S, the determinant D(X,Y ) considered as a polynomial in X with coefficients
in C[Y ] has no common root with A(X) and so their resultant with respect to X, R(Y ) =
ResX(D(X,Y ),A(X)) ∈ C[Y ] is non-zero. Since D(X,Y )f = 0 and R(Y ) is a linear com-
bination of D(X,Y ) and A(X), then (2.1) implies that R(Y )f = 0. From A(X)f (z) = 0 =
R(Y )f (z), by the BGBH theorem, f is an exponential polynomial.
Case 2: Some of the polynomials A(e−kαuj X) (1 k  sj ,1 j  J ) have root(s) in com-
mon with A(X), i.e., eαkuj ∈ S for some k, j .
Since u1α, . . . , uJ α and 2πi are Z-linearly independent, we see that
e(a1u1+···+aJ uJ )α = e(b1u1+···+bJ uJ )α
for any two distinct J -tuple of integers (a1, . . . , aJ ), (b1, . . . , bJ ). Let
Un = a1nu1 + · · · + aJnuJ , where a1n, . . . , aJn ∈ Z, n ∈ N,
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dence condition just mentioned, the total number of Un such that eUnα ∈ S is finite. Let all of
them be U1, . . . ,UN . Consider the system consisting of (2.2), those RSE’s resulting from (2.2)
by operating (from the left) with eUnz (n = 1, . . . ,N), and those resulting from (2.1) by multiply-
ing (from the left) with appropriate remaining exponentials, say, E1, . . . ,Et to complete a square
system,{
B0(Y ) + B11(Y )eu1z + · · · + B1s1(Y )eu1s1z + · · ·
}
f = 0,
B0
(
e−βU1Y
)
eU1zf + · · · = 0,
. . .
B0
(
e−βUN Y
)
eUNzf + · · · = 0,
A
(
e−αE1X
)
eE1zf = 0,
. . .
A
(
e−αEtX
)
eEt zf = 0.
The determinant of this system is
D∗(X,Y ) := B0(Y )B0
(
e−βU1Y
) · · ·B0(e−βUN Y )A(e−αE1X) · · ·A(e−αEtX) ≡ 0.
Since eEjα /∈ S (j = 1, . . . , t), then D∗(X,Y ) considered as a polynomial in X with coef-
ficients in C[Y ] has no common root with A(X) and so their resultant with respect to X,
R∗(Y ) = ResX(D∗(X,Y ),A(X)) ∈ C[Y ] is non-zero. Arguing as in the previous case, we have
A(X)f (z) = 0 = R∗(Y )f (z), and so by the BGBH theorem, f is an exponential polynomial. 
Note that there are two linear independence conditions in Theorem 2.1:
(i) α
β
/∈ Q, and
(ii) u1α, . . . , uJ α and 2πi are Z-linearly independent,
where the latter is only needed when the coefficient A(X) has root(s) in common with some
A(e−kαuj X). Generally, both conditions cannot be omitted as seen in the following two exam-
ples.
Example. Let α = log 2, β = 2α; here, condition (i) is violated. Consider the system of two
RSE’s
{X − 1}f (z) = 0, {(Y − 1) − (Y − 4)ez}f (z) = 0.
The function f (z) = exp(e 2πiα z), which is not an exponential polynomial, is a solution of this
system.
However, the latter condition (ii) can sometimes be omitted, even if A(X) and A(e−αuX) have
common root(s), as seen in the next example.
Example. Take α = 2π , u = i, β arbitrary but is Q-linearly independent of α. Consider the
system of two RSE’s
A(X)f (z) = 0, {B(Y ) + B(Y )eiz}f (z) = 0.
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A(X)
(
1 + eiz)f (z) = 0, B(Y )(1 + eiz)f (z) = 0.
By the BGBH theorem, (1 + eiz)f (z) must be an exponential polynomial, i.e., f (z) is a quotient
of two exponential polynomials. But f (z) is assumed to be entire, so by a theorem of Ritt [7],
see also [8], f (z) itself is an exponential polynomial.
Keeping the two linear independence conditions, there are solutions which are not entire func-
tions as illustrated in the following example.
Example. Let α = √2i, β = i, u = 1. Consider the system of two RSE’s
{X − 1}{X − e−αu}f (z) = 0, {(Y 2 − 1) + (Y − eβu)euz}f (z) = 0.
The function f (z) = exp |ez|, which is not an exponential polynomial, is a solution of this system.
3. Exponential polynomial coefficients
The case where the equation with non-constant coefficients has exponential polynomial coef-
ficients is much more complex. To shorten and ease the notation, throughout the rest of the paper,
we shall write
Aw for A
(
e−αwX
)
and Bwj for Bj
(
e−βwY
)
(w ∈ C, j ∈ N).
Theorem 3.1. Suppose that an entire function f satisfies the following system of two RSE’s:
A(X)f (z) = 0, (3.1){
B0(Y )
(
c00 + c01z + · · · + c0p0zp0
)+ B1(Y )(c10 + c11z + · · · + c1p1zp1)eu1z
+ · · · + Bb(Y )
(
cb0 + cb1z + · · · + cbpbzpb
)
eubz
}
f (z) = 0, (3.2)
where A(X) ∈ C[X] \ {0}, A(0) = 0, c00c0p0 = 0, B0(Y ) ∈ C[Y ] \ {0}, Bj (Y ) ∈ C[Y ], uj ∈ C×
(j = 1, . . . , b) and 0 ≺ u1 ≺ · · · ≺ ub .
If there exist some uj (j = 1, . . . , b) such that Auj := A(e−αuj X), considered as poly-
nomial(s) in X, have root(s) in common with A(X), assume that u1α, . . . , ubα and 2πi are
Z-linearly independent; in such case, if also p0 > 0, assume further that either B0(Y ) is con-
stant or p0 max{p1, . . . , pb}, then f is an exponential polynomial.
Proof. Let r1, . . . , ra be all the (non-zero complex) roots of A(X) = 0. Then A(X) and Au :=
A(e−αuX) have a common root if and only if ri
rl
= eαu (i, l ∈ {1, . . . , a}). The set S = { ri
rl
; i, l ∈
{1, . . . , a}} is finite with at most a(a − 1) + 1 elements. There are four cases to be treated.
Case 1: p0 = 0 and A(X) has root(s) in common with none of the Auj := A(e−αuj X)
(j = 1, . . . , b).
For the proof in this case, by adding zero monomials if necessary, we may suppose that the
degrees of z in all Bj (Y ) (j = 1,2, . . . , b) are equal to p = max{p1, . . . , pb}. Using Lemma 1.1,
the system consisting of (3.2) and (3.1) multiplied (from the left) by zmeunz (0  m  p,
1 n b) reads
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c00B
0
0 +
[
c1pB
0
1z
p + · · · + c10B01
]
eu1z + · · · + [cbpB0bzp + · · · + cb0B0b ]eubz}f (z) = 0,{
Au1zp + · · · + (−1)pτp(Au1)}eu1zf (z) = 0,
. . . {
Au1z − τ(Au1)}eu1zf (z) = 0,
Au1eu1zf (z) = 0,
...{
Aubzp + · · · + (−1)pτp(Aub)}eubzf (z) = 0,
. . . {
Aubz − τ(Aub)}eubzf (z) = 0,
Aubeubzf (z) = 0.
This is a triangular square system of b(p + 1) + 1 equations in b(p + 1) + 1 unknowns,
zpeu1zf, . . . , eu1zf, . . . , zpeubzf, . . . , eubzf, f
and the determinant of the system is
D(X,Y ) := c00B00
b∏
i=1
(
Aui
)p+1 ≡ 0.
Since Aui (j = 1, . . . , b) have no common roots with A(X), then D(X,Y ) considered as
a polynomial in X with coefficients in C[Y ] has no common root with A(X) and so their re-
sultant (with respect to X) R(Y ) = ResX(D(X,Y ),A(X)) is a non-trivial polynomial in Y. Now
D(X,Y )f = 0 together with (3.1) imply that R(Y )f = 0. Thus we get a system of two RSE’s
with constant coefficients A(X)f (z) = 0 = R(Y )f (z) and by the BGBH theorem, f is an expo-
nential polynomial.
Case 2: p0 = 0 and A(X) has root(s) in common with some Auj (j = 1, . . . , b).
As in the proof of Case 2 in Theorem 2.1, since u1α, . . . , ubα and 2πi are Z-linearly inde-
pendent, there are only finitely many complex numbers of the form
Un = a1nu1 + · · · + abnub, where a1n, . . . , abn ∈ Z, n ∈ N,
which are Z-linear combinations of u1, . . . , ub , such that eUnα ∈ S. Let them be so arranged as
· · · ≺ 0 ≺ U1 ≺ U2 ≺ · · · ≺ UN
(only such Uj need be considered; if there are no Uj  0, these corresponding steps are skipped).
Among u1, . . . , ub , let ui1 := c1 ∈ {U1, . . . ,UN } be the first, i.e. the smallest with respect to the
ordering, element such that ec1α ∈ S. We operate on (3.2) by zkec1z (0 k  pi1 := K1) to get
another system, called C1,{
c00
[
B
c1
0 z
K1 + · · · + (−1)K1τK1(Bc10 )]ec1z
+ c1p1
[
B
c1
1 z
p1+K1 + · · · + (−1)K1τK1(Bc11 )zp1]e(u1+c1)z + · · ·
+ c10
[
B
c1
1 z
K1 + · · · + (−1)K1τK1(Bc11 )]e(u1+c1)z + · · ·
+ cbpb
[
B
c1zpb+K1 + · · · + (−1)K1τK1(Bc1)zpb]e(ub+c1)z + · · ·b b
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[
B
c1
b z
K1 + · · · + (−1)K1τK1(Bc1b )]e(ub+c1)z}f (z) = 0,
...{
c00B
c1
0 e
c1z + [c1p1Bc11 zp1 + · · · + c10Bc11 ]e(u1+c1)z + · · ·
+ [cbpbBc1b zpb + · · · + cb0Bc1b ]e(ub+c1)z}f (z) = 0.
By so doing, variables zkec1zf (0 k K1) are covered; we say that these terms are covered if
they are so arranged (via the ordering from least (left) to most (right)) to appear as the first (left-
most) element in each of the K1 + 1 equations making the system upper triangular. However,
new variables,
zke(un+c1)zf (0 k K1 + pn, 1 n b),
occur in this system C1. Observe that if we further operate on (3.1) with these new variables,
some of the arising coefficients A(e−(un+c1)αX) may have exponent un + c1 equal to some Uk
but certainly cannot equal c1 because c1 ≺ un + c1. Next consider the system C1 and (3.2). If
there is a next larger, still not covered, exponent c2 ∈ {U1, . . . ,UN }. Note that c2 is either one of
the ui or un + c1, but necessarily c1 ≺ c2. We operate on (3.2) by zkec2z (0  k  K2), where
K2 is the highest power of z appearing with the terms of exponent ec2z in the system consisting
(3.2) and C1, to get a new system, called C2,{
c00[Bc20 zK2 + · · · + (−1)K2τK2
(
B
c2
0
)]ec2z
+ c1p1
[
B
c2
1 z
p1+K2 + · · · + (−1)K2τK2(Bc21 )zp1]e(u1+c2)z + · · ·
+ c10
[
B
c2
1 z
K2 + · · · + (−1)K2τK2(Bc21 )]e(u1+c2)z + · · ·
+ cbpb
[
B
c2
b z
pb+K2 + · · · + (−1)K2τK2(Bc2b )zpb]e(ub+c2)z + · · ·
+ cb0
[
B
c2
b z
K2 + · · · + (−1)K2τK2(Bc2b )]e(ub+c2)z}f (z) = 0,
...{
c00B
c2
0 e
c2z + [c1p1Bc21 zp1 + · · · + c10Bc21 ]e(u1+c2)z + · · ·
+ [cbpbBc2b zpb + · · · + cb0Bc2b ]e(ub+c2)z}f (z) = 0.
As noted above, we now have variables zkec2zf (0 k K2) covered, yet more new variables,
zke(un+c2)zf (0  k  K2 + pn,1  n  b), appear in the system. Keeping in mind again that
when we operate on (3.1) by new variables, some of the arising coefficients A(e−(un+c2)αX) may
have exponent un + c2 equal to some Uk , yet certainly not equal to c1 nor c2.
Proceeding as above with the systems C1, C2 and (3.2), if there is a next larger, not yet
covered, exponent c3 ∈ {U1, . . . ,UN }, necessarily c1 ≺ c2 ≺ c3, we operate on (3.2) by zkec3z
(0  k  K3), we get a system C3, say. Continuing in this manner, since {U1, . . . ,UN } is a fi-
nite set, there is a last exponent cs ∈ {U1, . . . ,UN }, necessarily c1 ≺ · · · ≺ cs−1 ≺ cs . We operate
on (3.2) by zkecsz (0  k  Ks). The system, Cs , now has the variables zkecszf (0  k  Ks)
covered but new (finitely many) variables, zke(un+cs)zf (0  k  Ks + pn, 1  n  b), occur
in this system, Cs . To make a complete square system, we operate on (3.1) with the remaining
variables, say zkeEj zf (k = 0,1, . . . , Ij , j = 1, . . . , J ). Noting that the remaining coefficients
A(e−αEjX) (j = 1, . . . , J ) have no root in common with A(X), nor with all previous A(e−αckX)
(k = 1, . . . , s). The final triangular square system consists of (3.2), C1, . . . ,Cs and (3.1) multi-
plied by zkeEj z (k = 0, . . . , Ij , j = 1, . . . , J ) is
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c00B
0
0 + B01
[
c1p1z
p1 + · · · + c10
]
eu1z + · · ·}f (z) = 0,{
c00
[
B
c1
0 z
K1 + · · · + (−1)K1τK1(Bc10 )]ec1z
+ c1p1
[
B
c1
1 z
p1+K1 + · · · + (−1)K1τK1(Bc11 )zp1]e(u1+c1)z + · · ·
+ c10
[
B
c1
1 z
K1 + · · · + (−1)K1τK1(Bc11 )]e(u1+c1)z + · · ·
+ cbpb
[
B
c1
b z
pb+K1 + · · · + (−1)K1τK1(Bc1b )zpb]e(ub+c1)z + · · ·
+ cb0
[
B
c1
b z
K1 + · · · + (−1)K1τK1(Bc1b )]e(ub+c1)z}f (z) = 0,
...{
c00B
c1
0 e
c1z + [c1p1Bc11 zp1 + · · · + c10(Bc11 )]e(u1+c1)z + · · ·
+ [cbpbBc1b zpb + · · · + cb0(Bc1b )]e(ub+c1)z}f (z) = 0,
...{
c00
[
B
cs
0 z
Ks + · · · + (−1)Ks τKs (Bcs0 )]ecsz
+ c1p1
[
B
cs
1 z
p1+Ks + · · · + (−1)Ks τKs (Bcs1 )zp1]e(u1+cs)z + · · ·
+ c10
[
B
cs
1 z
Ks + · · · + (−1)Ks τKs (Bcs1 )]e(u1+cs)z + · · ·
+ cbpb
[
B
cs
b z
pb+Ks + · · · + (−1)Ks τKs (Bcsb )zpb]e(ub+cs )z + · · ·
+ cb0
[
B
cs
b z
Ks + · · · + (−1)Ks τKs (Bcsb )]e(ub+cs )z}f (z) = 0,
...{
c00B
cs
0 e
csz + [c1p1Bcs1 zp1 + · · · + c10(Bcs1 )]e(u1+cs )z + · · ·
+ [cbpbBcsb zpb + · · · + cb0(Bcsb )]e(ub+cs )z}f (z) = 0,{
AE1zI1eE1z + · · ·}f (z) = 0,{
AE1zI1−1eE1z + · · ·}f (z) = 0,
...{
AE1zeE1z − τ(AE1)eE1z}f (z) = 0,{
AE1eE1z
}
f (z) = 0,
. . .{
AEJ zIJ eEJ z + · · ·}f (z) = 0,
. . . {
AEJ eEJ z
}
f (z) = 0.
The determinant of this system is
D(X,Y ) := c00B00
(
c00B
c1
0
)K1+1(c00Bc20 )K2+1 · · · (c00Bcs0 )Ks+1
J∏(
AEj
)Ij+1 ≡ 0.
j=1
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sidered as a polynomial in X with coefficients in C[Y ] has no root in common with A(X) and so
their resultant with respect to X,
R(Y ) = ResX
(
D(X,Y ),A(X)
) ∈ C[Y ]
is non-zero. Now D(X,Y )f = 0 and (3.1) imply that R(Y )f = 0. Thus A(X)f (z) = 0 =
R(Y )f (z), and so by the BGBH theorem, f is an exponential polynomial.
Case 3: p0 > 0 and A(X) has root in common with none of the Auj := A(e−αujX) (j =
1, . . . , b).
Let l ∈ N. Consider the system consisting of (3.2) multiplied by zj (0 j  l −1), (3.1) mul-
tiplied by zk (0 k  p0 − 1) and (3.1) multiplied by zkneunz (0 kn  pn + l − 1, 1 n b).
We obtain a triangular square system of
∑b
i=0(pi + l) equations in
∑b
i=0(pi + l) unknowns:
zp0+l−1f, . . . , zf,f, zkneunzf (0 kn  pn + l − 1, 1 n b), namely,{[
c0p0B
0
0z
p0+l−1 + · · ·]+ [c1p1B01zp1+l−1 + · · ·]eu1z + · · · + [cbpbB0bzpb+l−1 + · · ·]eubz}f (z) = 0,
. . .{[
c0p0B
0
0z
p0 + · · ·]+ [c1p1B01zp1 + · · ·]eu1z + · · · + [cbpbB0bzpb + · · ·]eubz}f (z) = 0,{
A0zp0−1 + · · · + (−1)p0−1τp0−1(A0)}f (z) = 0,
. . .{
A0z − τ(A0)}f (z) = 0,
A0f (z) = 0,{
Au1zp1+l−1 + · · · + (−1)p1+l−1τp1+l−1(Au1)}eu1zf (z) = 0,
. . .
Au1eu1zf (z) = 0,
. . .{
Aubzpb+l−1 + · · · + (−1)pb+l−1τpb+l−1(Aub)}eubzf (z) = 0,
. . .
Aubeubzf (z) = 0.
The determinant of this system is
D(X,Y ) := (c0p0B00)l(A0)p0
b∏
n=1
(
Aun
)pn+l ≡ 0,
which yields
D(X,Y )
{
zkf (z) = 0, 0 k  p0 + l − 1,
zkneunzf (z) = 0, 0 kn  pn + l − 1, 1 n b.
By Lemma 1.3, taking D(X,Y ) = R(X,Y ), for 0 k  p0 + l − 1, we have
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[(
c0p0B
0
0
)l(
A0
)p0 b∏
n=1
(
Aun
)pn+l]f (z)
= τ k
[(
A0
)p0 b∏
n=1
(
Aun
)pn(c0p0B00
b∏
n=1
Aun
)l]
f (z).
By Lemma 1.4, we have for all k ∈ N,[
τ k
((
A0
)p0 b∏
n=1
(
Aun
)pn)](c0p0B00
b∏
n=1
Aun
) k(k+1)
2
f (z) = 0.
Since (A(0))p0
∏b
n=1(A(0))pn = 0, taking P(X) = (A0)p0
∏b
n=1(Aun)pn , Lemma 1.2 gives the
existence of an integer k and polynomials Uj ∈ C[X] (0 j  k) such that
∑
0jk
Uj (X)τ
j
((
A0
)p0 b∏
n=1
(
Aun
)pn)= 1.
Thus
0 =
∑
0jk
Uj (X)τ
j
((
A0
)p0 b∏
n=1
(
Aun
)pn)(c0p0B00
b∏
n=1
Aun
) k(k+1)
2
f
=
(
c0p0B
0
0
b∏
n=1
Aun
) k(k+1)
2
f.
We now have a system of two RSE’s
A(X)f (z) = 0 =
(
c0p0B
0
0
b∏
n=1
Aun
) k(k+1)
2
f (z).
Since Auj := A(e−αujX) (j = 1, . . . , b) have no root in common with A(X), we see that
R(Y ) := ResX
((
c0p0B
0
0
b∏
n=1
Aun
) k(k+1)
2
,A(X)
)
∈ C[Y ]
is non-zero. The system of two RSE’s with constant coefficients
A(X)f (z) = 0 = R(Y )f (z)
yields then, by the BGBH theorem, that f is an exponential polynomial.
Case 4: p0 > 0 and A(X) has root(s) in common with some Auj := A(e−αujX) (j =
1, . . . , b).
Let l ∈ N. Consider the system C0, say, consisting of (3.2) multiplied by zj (0 j  l − 1)
and (3.1) multiplied by zk (0 k  p0 − 1):{[
c0p0B
0
0z
p0+l−1 + · · ·]+ [c1p1B01zp1+l−1 + · · ·]eu1z + · · · + [cbpbB0bzpb+l−1 + · · ·]eubz}f (z) = 0,
. . .
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c0p0B
0
0z
p0 + · · ·]+ [c1p1B01zp1 + · · ·]eu1z + · · · + [cbpbB0bzpb + · · ·]eubz}f (z) = 0,{
A0zp0−1 + · · · + (−1)p0−1τp0−1(A0)}f (z) = 0,{
A0zp0−2 + · · · + (−1)p0−2τp0−2(A0)}f (z) = 0,
. . .{
A0z − τ(A0)}f (z) = 0
A0f (z) = 0.
In this system, the variables zkf (z) (0  k  p0 + l − 1) are covered. Since A(X) has root(s)
in common with some A(e−αuj X), using the same technique as in Case 2, suppose that ui1 ∈
{U1, . . . ,UN } is the first smallest such element; call it c1. Operate on (3.2) by zkec1z (0  k 
l+L−1), where L is a non-negative integer to be appropriately chosen later, and operate on (3.1)
by zkec1z (0 k  p0 − 1) to get a system, called C1,{[
c0p0B
c1
0 z
p0+l+L−1 + · · ·]ec1z + [c1p1Bc11 zp1+l+L−1 + · · ·]e(u1+c1)z + · · ·
+ [cbpbBc1b zpb+l+L−1 + · · ·]e(ub+c1)z}f (z) = 0,
...{[
c0p0B
c1
0 z
p0 + · · ·]ec1z + [c1p1Bc11 zp1 + · · ·]e(u1+c1)z + · · · + [cbpbBc1b zpb + · · ·]e(ub+c1)z}f (z) = 0,{
Ac1zp0−1 + · · · + (−1)p0−1τp0−1(Ac1)}ec1zf (z) = 0,
. . .
Ac1ec1zf (z) = 0.
Here we must choose L such that p0 + l + L − 1  pi1 + l − 1 so that the variables zj ec1zf ,
for all j ∈ {0,1, . . . , p0 + l + L − 1}, are covered. But new variables, zkne(un+c1)zf (0  kn 
pn + l + L − 1, 1 n b), occur in the system C1. Also when we operate on (3.1) with these
new variables, some of the arising coefficients A(e−(un+c1)αX) may have exponent un + c1 equal
to some Uk , but certainly cannot equal c1 because c1 ≺ un + c1. Next consider the system C0
and C1. If there is a next larger, not covered, exponent c2 ∈ {U1, . . . ,UN }, necessarily c1 ≺ c2,
we operate on (3.2) by zkec2z (0 k  l + 2L − 1) and (3.1) by zkec2z (0 k  p0 − 1) to get
a system, called C2,{[
c0p0B
c2
0 z
p0+l+2L−1 + · · ·]ec2z + [c1p1Bc21 zp1+l+2L−1 + · · ·]e(u1+c2)z + · · ·
+ [cbpbBc2b zpb+l+2L−1 + · · ·]e(ub+c2)z}f (z) = 0,
...{[
c0p0B
c2
0 z
p0 + · · ·]ec2z + [c1p1Bc21 zp1 + · · ·]e(u1+c2)z + · · · + [cbpbBc2b zpb + · · ·]e(ub+c2)z}f (z) = 0,{
Ac2zp0−1 + · · · + (−1)p0−1τp0−1(Ac2)}ec2zf (z) = 0,
. . .
Ac2ec2zf (z) = 0.
Again we must choose L such that p0 + l+2L−1 pi2 + l+L−1 so that the variables zj ec2zf ,
with all j ∈ {0,1, . . . , p0 + l + 2L− 1} are covered. But new variables, zkne(un+c2)zf (0 kn 
pn + l + 2L− 1, 1 n b), may occur in the system C2. When we operate on (3.1) with these
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to some Uk , but certainly not equal to c1 nor c2. Continuing with the systems C0, C1 and C2,
if there is a next larger, not covered, exponent c3 ∈ {U1, . . . ,UN }, necessarily c1 ≺ c2 ≺ c3, we
operate on (3.2) by zkec3z (0  k  l + 3L − 1, p0 + l + 3L − 1  pi3 + l + 2L − 1) to get
the system C3, say. Since {U1, . . . ,UN } is a finite set, there is a last exponent cs ∈ {U1, . . . ,Un},
necessarily c1 ≺ · · · ≺ cs−1 ≺ cs . Operate on (3.2) by zkecsz (0  k  l + sL − 1) and choose
p0 + l + sL − 1 pis + l + (s − 1)L − 1. The resulting system, Cs , say, has variables zkecszf
covered, but new (finitely many) variables occur. Finally we operate on (3.1) by the remaining,
not covered, variables, to get a triangular square system consisting of the systems C0,C1, . . . ,Cs
and (3.1) multiplied by the remaining variables, say,{
AE1zI1eE1z + · · ·}f (z) = 0,
. . .{
AE1zeE1z − τ(AE1)eE1z}f (z) = 0,{
AE1eE1z
}
f (z) = 0,
. . .{
AEt zIt eEt z + · · ·}f (z) = 0,
. . .{
AEt eEt z
}
f (z) = 0.
Observe that in this final square system the coefficients AEj := A(e−αEjX) (j = 1, . . . , t) have
no root in common with A(X) and the determinant of the system is
D(X,Y ) := (c0p0B00)l(A0)p0(c0p0Bc10 )l+L(Ac1)p0(c0p0Bc20 )l+2L(Ac2)p0 × · · ·
× (c0p0Bcs0 )l+sL(Acs )p0
t∏
j=1
(
AEj
)Ij+1
= (cs+10p0 B00Bc10 · · ·Bcs0 )lc s(s+1)L20p0
s∏
i=1
(
B
ci
0
)iL(
A0
s∏
i=1
Aci
)p0 t∏
j=1
(
AEj
)Ij+1 ≡ 0,
which yields D(X,Y )f (z) = 0. By Lemma 1.3, taking D(X,Y ) = R(X,Y ), for 0  k  p0 +
l − 1, we have
τ k
[(
cs+10p0 B
0
0B
c1
0 · · ·Bcs0
)l
c
s(s+1)L
2
0p0
s∏
i=1
(
B
ci
0
)iL(
A0
s∏
i=1
Aci
)p0 t∏
j=1
(
AEj
)Ij+1]f (z) = 0.
By Lemma 1.4, we have for all k ∈ N,(
τ k
[
c
s(s+1)L
2
0p0
s∏
i=1
(
B
ci
0
)iL(
A0
s∏
i=1
Aci
)p0 t∏
j=1
(
AEj
)Ij+1])(cs+10p0 B00Bc10 · · ·Bcs0 ) k(k+1)2 f (z)
= 0.
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c
s(s+1)L
2
0p0
s∏
i=1
(
B
ci
0
)iL(
A(0)
s∏
i=1
A(0)
)p0 t∏
j=1
(
A(0)
)Ij+1 = 0,
taking P(X) = c
s(s+1)L
2
0p0
∏s
i=1(B
ci
0 )
iL(A0
∏s
i=1 Aci )p0
∏t
j=1(AEj )Ij+1, Lemma 1.2 gives the ex-
istence of an integer k and polynomials Uj ∈ C[X] (0 j  k) such that
∑
0jk
Uj (X)τ
j
(
c
s(s+1)L
2
0p0
s∏
i=1
(
B
ci
0
)iL(
A0
s∏
i=1
Aci
)p0 t∏
j=1
(
AEj
)Ij+1)= 1.
Thus
0 =
∑
0jk
Uj (X)τ
j
(
c
s(s+1)L
2
0p0
s∏
i=1
(
B
ci
0
)iL(
A0
s∏
i=1
Aci
)p0 t∏
j=1
(
AEj
)Ij+1)
× (cs+10p0 B00Bc10 · · ·Bcs0 ) k(k+1)2 f = (cs+10p0 B00Bc10 · · ·Bcs0 ) k(k+1)2 f.
We now have a system of two RSE’s with constant coefficients
A(X)f (z) = 0 = (cs+10p0 B00Bc10 · · ·Bcs0 ) k(k+1)2 f (z),
and again by the BGBH theorem, f is an exponential polynomial. For the case where B0(Y ) is
not constant, but p0 max{p1, . . . , pb}, we simply choose L = 0 and proceed as before. 
Comparing Theorems 2.1 and 3.1, we might ask whether the result of Theorem 3.1 holds if
the uj ’s are put into groups of linearly independent ones as in Theorem 2.1. By almost the same
proof as in Theorem 3.1, which we omit here, we have:
Theorem 3.2. Suppose that an entire function f satisfies the following system of two RSE’s:
A(X)f (z) = 0,{
B0(Y )
(
c00 + · · · + c0p0zp0
)+ b∑
j=1
sj∑
k=1
Bjk(Y )
(
c
(k)
j0 + · · · + c(k)jp(k)j z
p
(k)
j
)
ekuj z
}
f (z) = 0,
with A(X) ∈ C[X] \ {0}, A(0) = 0, c00c0p0 = 0, B0(Y ) ∈ C[Y ] \ {0}, uj ∈ C×, Bjk(Y ) ∈ C[Y ]
(1 k  sj , 1 j  b) and 0 ≺ u1 ≺ · · · ≺ ub.
If there exist some uj (j = 1, . . . , b) such that Auj := A(e−αuj X), considered as poly-
nomial(s) in X, have root(s) in common with A(X), assume that u1α, . . . , ubα and 2πi are
Z-linearly independent; in such case, if also p0 > 0, assume further that either B0(Y ) is con-
stant or p0 max{p(1)1 , . . . , p(s1)1 , . . . , p(1)b , . . . , p(sb)b }. Then f is an exponential polynomial.
Note that the technical hypothesis
“either B0(Y ) is constant or p0 max{p1, . . . , pb}”
in Case 4 of Theorem 3.1 cannot generally be omitted as the next example shows.
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√
2 + i. Consider the system
A(X)f (z) = 0, (3.3){
B0(Y )
(
z2 + 1)+ B1(Y )z3eu1z + B2(Y )ze2u1z + B3(Y )eu2z}f (z) = 0. (3.4)
Should we try to bring the terms with the highest polynomial power to the left-most position, we
operate on (3.4) by e−u1z to get{
C0(Y )z
3 + C1(Y )
(
z2 + 1)e−u1z + C2(Y )zeu1z + C3(Y )eu3z}f (z) = 0 (3.5)
where u3 = u2 − u1. Suppose that the roots of A(X) are X = 1, e−αu1 . Let l ∈ N. Consider the
system, called E1, consisting of (3.5) multiplied by zj (0 j  l − 1) and (3.3) multiplied by zk
(0 k  2):{[
C00z
l+2 + · · ·]+ [C01zl+1 + · · ·]e−u1z + [C02zl + · · ·]eu1z + [C03zl−1 + · · ·]eu3z}f (z) = 0,
. . . {
C0(Y )z
3 + [C01(z2 + 1)]e−u1z + C02zeu1z + C03eu3z}f (z) = 0,{
A0z2 − 2τ(A0)z + τ 2(A0)}f (z) = 0,{
A0z − τ(A0)}f (z) = 0,
A0f (z) = 0.
In this system, the variables zkf (z) (0  k  l + 2) are covered. Since A(X) has root(s) in
common with A(eαu1X), then we operate on (3.5) by zj e−u1z (0 j  l−2) and (3.3) multiplied
by zke−u1z (0 k  2) to cover terms involving e−u1z and get the system, called E2,{[
C
−u1
0 z
l+1 + · · ·]e−u1z + [C−u11 zl + · · ·]e−2u1z + [C−u12 zl−1 + · · ·]
+ [C−u13 zl−2 + · · ·]e(u3−u1)z}f (z) = 0,
...{[
C
−u1
0 z
3]e−u1z + [C−u11 (z2 + 1)]e−2u1z + C−u12 z + C−u13 e(u3−u1)z}f (z) = 0,{
A−u1z2 − 2τ(A−u1)z + τ 2(A−u1)}e−u1zf (z) = 0,{
A−u1z − τ(A−u1)}e−u1zf (z) = 0,
A−u1e−u1zf (z) = 0.
Note that the covering of terms containing e−u1z in this last system gives rise to terms without
exponential factor which have already been covered earlier and so no triangular system can be
obtained. This is the main reason why we need the lexicographical ordering of the uj at the
outset.
However in certain special situation the hypothesis: “either B0(Y ) is constant or p0 
max{p1, . . . , pb}” in Case 4 of Theorem 3.1 can be dropped, such as when there is only one
exponential term in the second equation, as shown in the following proposition.
Proposition 3.3. Suppose that an entire function f satisfies the following system of two RSE’s:
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B0(Y )
(
c00 + · · · + c0p0zp0
)+ B1(Y )(c10 + · · · + c1p1zp1)eu1z}f (z) = 0, (3.7)
where A(X) ∈ C[X] \ {0}, A(0) = 0, B0(Y ) ∈ C[Y ] \ {0}, B1(Y ) ∈ C[Y ], u1 ∈ C×, c00c0p0 = 0,
c1p1 = 0 and p1 >p0.
If A(eαu1X), considered as a polynomial in X, has root(s) in common with A(X), assume
that u1α and 2πi are Z-linearly independent. Then f is an exponential polynomial.
Proof. Operate on (3.7) by e−u1z to get{
C0(Y )
(
c10 + · · · + c1p1zp1
)+ C1(Y )(c00 + · · · + c0p0zp0)e−u1z}f (z) = 0. (3.8)
Let r1, . . . , ra be all the (non-zero complex) roots of A(X) = 0. Then A(X) and A(eαu1X) have
a common root if and only if ri
rl
= e−αu1 (i, l ∈ {1, . . . , a}). The set S = { ri
rl
, i, l ∈ {1, . . . , a}} is
finite with at most a(a − 1) + 1 elements. We use the same proof as that of Theorem 3.1. Since
p1 >p0  0, only Cases 3 and 4 of Theorem 3.1 need be considered. Indeed, the proof of Case 3
holds almost word for word. It thus remains to treat Case 4 where A(X) has root(s) in common
with A(eαu1X).
Let l be a positive integer. Consider the system E0, say, consisting of (3.8) multiplied by zj
(0 j  l − 1) and (3.6) multiplied by zk (0 k  p1 − 1):{[
c1p1C
0
0z
p1+l−1 + · · ·]+ [c0p0C01zp0+l−1 + · · ·]e−u1z}f (z) = 0,
. . .{[
c1p1C
0
0z
p1+1 + · · ·]+ [c0p0C01zp0+1 + · · ·]e−u1z}f (z) = 0,{[
c1p1C
0
0z
p1 + · · ·]+ [c0p0C01zp0 + · · ·]e−u1z}f (z) = 0,{
A0zp1−1 + · · · + (−1)p1−1τp1−1(A0)}f (z) = 0,{
A0zp1−2 + · · · + (−1)p1−2τp1−2(A0)}f (z) = 0,
. . .{
A0z − τ(A0)}f (z) = 0,
A0f (z) = 0.
In this system, the variables zkf (z) (0 k  p1 + l − 1) are covered. Since A(X) has root(s) in
common with A(eαu1X), operate on (3.8) by zke−u1z (0  k  l − 1), and operate on (3.6) by
zke−u1z (0 k  p1 − 1) to get a system, called E1,{[
c1p1C
−u1
0 z
p1+l−1 + · · ·]e−u1z + [c0p0C−u11 zp0+l−1 + · · ·]e−2u1z}f (z) = 0,
. . .{[
c1p1C
−u1
0 z
p1 + · · ·]e−u1z + [c0p0C−u11 zp0 + · · ·]e−2u1z}f (z) = 0,{
A−u1zp1−1 + · · · + (−1)p1−1τp1−1(A−u1)}e−u1zf (z) = 0,
. . . {
A−u1z − τ(A−u1)}e−u1zf (z) = 0,
A−u1e−u1zf (z) = 0.
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zke−2u1zf (0  k  p0 + l − 1), occur in the system E1. Next consider the system E0
and E1. If e−2αu1 ∈ S, we operate on (3.8) by zke−2u1z (0  k  l − 1) and (3.6) by zke−2u1z
(0 k  p1 − 1) to get a system, called E2,{[
c1p1C
−2u1
0 z
p1+l−1 + · · ·]e−2u1z + [c0p0C−2u11 zp0+l−1 + · · ·]e−3u1z}f (z) = 0,
. . .{[
c1p1C
−2u1
0 z
p1 + · · ·]e−2u1z + [c0p0C−2u11 zp0 + · · ·]e−3u1z}f (z) = 0,{
A−2u1zp1−1 + · · · + (−1)p1−1τp1−1(A−2u1)}e−2u1zf (z) = 0,
. . .{
A−2u1z − τ(A−2u1)}e−2u1zf (z) = 0,
A−2u1e−2u1zf (z) = 0.
The variables zj e−2u1zf , with all j ∈ {0,1, . . . , p1 + l − 1}, are covered. But new variables,
zke−3u1zf (0  k  p0 + l − 1), may occur in this system E2. Continue in the same manner.
Since the set S is a finite, there is a last exponent e−sαu1 ∈ S but e−(s+1)αu1 /∈ S. Operate on
(3.8) by zke−su1z (0  k  l − 1) and (3.6) by zke−su1z (0  k  p1 − 1) to get a system,
called Es . The resulting system Es has variables zke−su1zf (0  k  p1 + l − 1) covered, but
new (finitely many) variables zke−(s+1)u1zf (0  k  p0 + l − 1) occur. Finally we operate
on (3.6) by the remaining, not covered, variables, to get a triangular square system consisting
of the systems E0,E1, . . . ,Es and (3.6) multiplied by the remaining variables zke−(s+1)u1zf
(0 k  p0 + l − 1), i.e.,{
A−(s+1)u1zp0+l−1 + · · · + (−1)p0+l−1τp0+l−1(A−(s+1)u1)}e−(s+1)u1zf (z) = 0,{
A−(s+1)u1zp0+l−2 + · · · + (−1)p0+l−2τp0+l−2(A−(s+1)u1)}e−(s+1)u1zf (z) = 0,
. . .{
A−(s+1)u1z − τ(A−(s+1)u1)}e−(s+1)u1zf (z) = 0,
A−(s+1)u1e−(s+1)u1zf (z) = 0.
Observe that in this final square system the coefficient A−(s+1)u1 := A(e(s+1)αu1X) has no root
in common with A(X) and the determinant of the system is
D(X,Y ) := (c1p1C00)l(c1p1C−u10 )l · · · (c1p1C−su10 )l
(
s∏
i=0
A−iu1
)p1(
A−(s+1)u1
)p0+l
= (cs+11p1 C00 · · ·C−su10 A−(s+1)u1)l
(
s∏
i=0
A−iu1
)p1(
A−(s+1)u1
)p0 ≡ 0
which yields
D(X,Y )
{
zke−iu1zf (z) = 0, 0 k  p1 + l − 1, 0 i  s,
j −(s+1)u1zz e f (z) = 0, 0 j  p0 + l − 1.
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τ k
[(
cs+11p1 C
0
0 · · ·C−su10 A−(s+1)u1
)l( s∏
i=0
A−iu1
)p1(
A−(s+1)u1
)p0]f (z) = 0.
By Lemma 1.4, we have for all k ∈ N,[
τ k
(
s∏
i=0
A−iu1
)p1(
A−(s+1)u1
)p0](cs+11p1 C00 · · ·C−su10 A−(s+1)u1) k(k+1)2 f (z) = 0.
Since (
∏s
i=0 A(0))p1(A(0))p0 = 0, Lemma 1.2 gives the existence of an integer k and polyno-
mials Uj ∈ C[X] (0 j  k) such that
∑
0jk
Uj (X)τ
j
((
s∏
i=0
A−iu1
)p1(
A−(s+1)u1
)p0)= 1.
Thus
0 =
∑
0jk
Uj (X)τ
j
((
s∏
i=0
A−iu1
)p1(
A−(s+1)u1
)p0)(cs+11p1 C00 · · ·C−su10 A−(s+1)u1) k(k+1)2 f
= (cs+11p1 C00 · · ·C−su10 A−(s+1)u1) k(k+1)2 f.
We now have a system of two RSE’s
A(X)f (z) = 0 = (cs+11p1 C00 · · ·C−su10 A−(s+1)u1) k(k+1)2 f (z).
Since A−(s+1)u1 := A(e(s+1)αu1X) has no root in common with A(X), we see that
R(Y ) := ResX
((
cs+11p1 C
0
0 · · ·C−su10 A−(s+1)u1
) k(k+1)
2 ,A(X)
) ∈ C[Y ]
is non-zero. The system of two RSE’s with constant coefficients A(X)f (z) = 0 = R(Y )f (z)
yields then that f is an exponential polynomial. 
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