Why do some neurons in hippocampus and cortex respond to information in a highly selective manner? It has been hypothesized that neurons in hippocampus encode information in a highly selective manner in order to support fast learning without catastrophic interference, and that neurons in cortex encode information in a highly selective manner in order to co-activate multiple items in short-term memory (STM) without suffering a superposition catastrophe. However, the latter hypothesis is at odds with the widespread view that neural coding in the cortex is highly distributed in order to support generalization. We report a series of simulations that characterize the conditions in which recurrent Parallel Distributed Processing (PDP) models of immediate serial can recall novel words. We found that these models learned localist codes when they succeeded in generalizing to novel words. That is, just as fast learning may explain selective coding in hippocampus, STM and generalization may help explain the existence of selective codes in cortex.
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Introduction
Gross, Bender, and Roch-Miranda (1969) identified a neuron in inferior temporal (IT) cortex of a macaque monkey that selectively responded to images of hands. The results were so surprising that Gross (1994) later recounted how he was initially nervous to call the neuron a ''hand cell", and speculated that this work was largely ignored for a decade because researchers didn't believe the findings. Subsequently there have been dozens of studies reporting similar findings, and the observation that some neurons in cortex and hippocampus respond to high-level perceptual information in a highly selective manner is no longer in doubt (for a detailed review of the neuroscience, see Bowers, 2009) .
A related observation is that neural firing in the cortex and hippocampus is highly sparse, meaning that small percentage of neurons in a population of neurons respond to a given input (e.g., Shoham, O'Connor, & Segev, 2006) . Selective and sparse coding are distinct concepts, and it is possible for these measure to dissociate (Willmore & Tolhurst, 2001) . For example, a small proportion of neurons may fire in response to a given input (the representation is sparse), but at the same time, the active neurons respond to many different inputs (the response is non-selective). This would constitute a sparse distributed code for the input.
Alternatively, it is possible that many redundant neurons respond selectively to a given input; this would constitute a selective but non-sparse representation. The failure to distinguish these concepts has led to a number of conceptual confusions (Bowers, 2011; Földiák, 2009 ). For present purposes, the important point is that various brain systems rely on representations that are both highly selective and sparse.
Given these findings, an important question is why do neural systems code for information in this format? In fact, there may be different reasons for the selective and sparse coding observed in the hippocampus and in the cortex. With regard to the hippocampus, Marr (1971) suggested that information is coded in a highly sparse format in order to support fast learning (as required for episodic memory, for example). The basic insight is that as long as different memories are coded separately from one another, then learning something new will have little impact on previously stored memories. Sparse (or selective) coding is useful in this context because it results in non-overlapping memory representations. By contrast, when memory representations overlap, new learning will often interfere with old memories. Indeed, this is the case with Parallel Distributed Processing (PDP) models that learn highly distributed representations with each input coded as a pattern of activation over many different units (non-sparse coding) and each unit involved in coding many different things (non-selective coding). In these models, rapid learning often leads to rapid forgetting, a phenomenon called catastrophic interference http://dx.doi.org/10.1016/j.cognition.2015.12.009 0010-0277/Ó 2015 Elsevier B.V. All rights reserved.
