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Abstract
We develop a new iterative method for finding approximate solutions for spherical bounces
associated with the decay of the false vacuum in scalar field theories. The method works for any
generic potential in any number of dimensions, contains Coleman’s thin-wall approximation as its
first iteration, and greatly improves its accuracy by including higher order terms.
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I. INTRODUCTION
Although a scalar field theory is often used only as a first approximation towards a more
precise description of a physical system, it can nevertheless reveal significant properties
of the system. Among many features of scalar field theories that have been extensively
studied, those describing special kinds of solutions — solitons, instantons and bounces —
are particularly interesting. Bounces, for example, are related to stability properties of
classical and quantum configurations in such theories. This relation exists because a stable
classical state may be only metastable quantum-mechanically. The instability is realized by
allowing a metastable state to tunnel to a stable state via a quantum barrier penetration or
to thermally climb over the barrier in order to arrive at the stable state. These processes are
widely used in describing various physical systems ranging from phase transitions in solids
to bubble formation in cosmological inflaton fields [1–3].
Due to its prevalence in theoretical models, the tunneling in scalar field theories should
be thoroughly understood and accurate approximation methods for its equations should
be developed. Toward the latter goal, we specifically focus on approximation methods for
the bounce in Euclidean field theories. The bounce itself and the first approximation for it
(called the thin-wall approximation) was introduced by Coleman [4]. Callan and Coleman [5]
developed the first quantum corrections for the bounce. Coleman, Glaser and Martin [6]
proved that, for a wide class of potentials, spherically-symmetric solutions to equations of
motion are the solutions with the lowest action. Coleman and De Luccia [7] considered
modification to the thin-wall approximation due to gravitational effects and showed that
increasing the effects of gravity can render the false vacuum stable. Since these seminal works
on the bounce, significant progress has been made in improving accuracy and generality of
the thin-wall approximation, for example, for a restricted class of polynomial potentials [8]
and non-polynomial potentials [9]. Quantum corrections for the bounce were also enhanced
and the decay rate of the false vacuum was obtained, for example, in the one loop effective
action calculations [10], [11]. Further studies showed intricate properties of gravitational
bounces, [12], [13].
Here we propose a new method of approximate solutions for the multidimensional spher-
ical bounce. The method starts with the thin-wall approximation as its first step and
proceeds to higher orders iteratively with fast convergence and high accuracy. Analysis of
the problem from a new perspective demonstrates some universal properties of the bounce.
The method is not restricted to only certain types of potentials or dimensions of space, and
we demonstrate its computational power with the general fourth-order polynomial potential.
We find that the approximation works well beyond its intended range of applicability.
II. SPHERICAL BOUNCES
Consider a scalar field theory defined by the action
S =
∫
Rn+1
dx
[
1
2
‖∇φ‖2 + U(φ)
]
, (1)
where φ : Rn+1 → R is a scalar field, U : R→ R is a potential function (which we assume to
be continuously differentiable), ∇ is the gradient operator in Rn+1, and ‖·‖ is the norm in
2
R
n+1. The corresponding Euler-Lagrange equation is
∇2φ =
dU
dφ
, (2)
where ∇2 is the Laplace operator in Rn+1.
Let φ = φ1 be a minimum of U . For the theory defined by the action S, the solution
φ = φ1 is classically stable, but its quantum stability depends on the type of the minimum. If
the minimum is absolute, the solution is stable and is called a true vacuum; if the minimum
is relative, the solution is unstable and is called a false vacuum. At zero temperature, which
we assume throughout our analysis, a false vacuum decays into a true vacuum by the process
of barrier tunneling. To study the simplest example of such tunneling, we choose U with
two minima and one maximum, set the absolute minimum at φ = φ−, the relative minimum
at φ = φ+ and the relative maximum at φ = φ∗.
For computational convenience, and without any loss of generality, certain conditions
can be imposed on the function U . To derive them, we start with the analog of (2) for the
variables (y, ψ, V ),
∇2yψ(y) =
dV (ψ(y))
dψ(y)
, (3)
and transform these to the variables (x, φ, U) according to
y = ax, (4)
ψ(y) = b+ cφ(x), (5)
V (ψ) = g + hU(φ), (6)
where b and g are constants, and a, c and h are nonzero constants. As a result, (3) becomes
∇2xφ(x) =
a2h
c2
dU(φ(x))
dφ(x)
, (7)
which coincides with (2) if the constraint a2h = c2 holds. As we have freedom to choose five
coefficients a, b, c, g and h subject to this constraint, this is equivalent to having freedom to
impose four independent conditions on the function U . For the first two conditions, we set
φ− and φ+ to take particular values, and it is convenient to choose φ− = −φ+ and φ+ > 0.
For the third condition, we set U(φ+) = 0. Finally, for the fourth condition, we set
min
φ
(U(φ) + U(−φ)) = U(φ+) + U(φ−), (8)
the reason for the form of which will become clear in Sec. VC. We denote U(φ−) = −ǫ for
some ǫ > 0 and write (8) as
min
φ
(U(φ) + U(−φ)) = −ǫ. (9)
If the condition (9) is satisfied without the fourth restriction on the function U (as is the
case for the general fourth-order polynomial potential considered in Sec. VI), we can impose
one additional condition on U .
See Fig. 1 for examples of U .
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FIG. 1. Left: examples of the potential function U of different degrees of asymmetry with two
minima and one maximum. To simplify comparison of the resulting solutions, we choose, without
any loss of generality (see Sec. II), the absolute minimum at φ = φ−, the relative minimum at
φ = φ+ and U(φ+) = 0 for all potentials. We set the relative maximum at φ = φ∗ and the turning
point at φ = φ0, where φ− ≤ φ0 ≤ φ∗; for n = 0, we have φ− = φ0. The energy-density difference
between the true and false vacua ǫ = U(φ+)−U(φ−) characterizes the degree of asymmetry of U .
The quantities φ0, φ∗ and −ǫ are labeled only for one curve. The potential functions shown here
are precisely those for which the corresponding solutions and their approximations are shown in
the right part of this figure and in Figs. 2 and 3. Right: the spherical half-bounce solutions for
n = 3 and the potentials in the left part of this figure. The solid curves are for the exact numerical
solutions and the dashed curves are for the approximate analytic solutions given by (25), (30), (32)
and (33). The quantities φ0, φ∗ and R are labeled only for one curve, which corresponds to the
curve labeled in the left part of this figure. Each color of curves in this figure and in Figs. 2 and 3
represents the same value of ǫ.
A solution φ of (2) is called a bounce if it satisfies the boundary conditions
lim
x0→±∞
φ(x) = φ+, (10)
lim
x0→0
∂φ(x)
∂x0
= 0, (11)
where x = (x0, x1, . . . , xn). These conditions mean that the field starts at the false vacuum
φ = φ+ at x0 = −∞, reaches the turning point φ = φ0 at x0 = 0, bounces back and finally
reaches the false vacuum at x0 =∞. We are interested in a bounce for which the action is
finite. In addition to U(φ+) = 0 that we have set above, finiteness of the action also requires
lim∑
n
i=1
x2
i
→∞
φ(x) = φ+. (12)
For a large class of potentials U , spherically symmetric solutions of (2) are the solu-
tions with the lowest action [6] and we will be concerned here only with these. A function
φ : [0,∞)→ R of the Euclidean distance r = (
∑n
i=0 x
2
i )
1/2 satisfies the equation
d2φ
dr2
+
n
r
dφ
dr
=
dU
dφ
(13)
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and the boundary conditions
lim
r→∞
φ(r) = φ+, (14)
lim
r→0
dφ(r)
dr
= 0. (15)
The solution of (13), (14) and (15) is a spherical half-bounce since the field starts at the
turning point φ = φ0 at r = 0 and reaches the false vacuum φ = φ+ at r = ∞. Upon
carrying out the angular integration, the action (1) becomes
S = A
∫ ∞
0
dr rn
[
1
2
(dφ
dr
)2
+ U(φ)
]
, A =
2π(n+1)/2
Γ((n+ 1)/2)
, (16)
where A is the area of an (n + 1)-dimensional unit sphere.
The classical analog of (2) is a particle moving in the potential −U and subject to a
viscous damping force; see e.g. [4]. The viscous damping always dissipates energy and so for
the bounce the field at the turning point φ = φ0 still has lower potential energy than the
final field φ+, i.e., U(φ0) < U(φ+), but also φ0 > φ− and U(φ0) > U(φ−); see Fig. 1.
III. THE EXACT SOLUTION FOR n = 0
In this section we derive the exact solution of the field equation (13) for n = 0,
d2φ
dr2
=
dU
dφ
; (17)
although elementary, it serves as a starting point for our approximation solution of (13) for
n ≥ 1 for which no exact solution is known.
We first note that according to (17), the particle moves without viscous damping, so that
its energy is conserved. Multiplying both sides of (17) by dφ/dr, integrating over r and
using the boundary condition (15) together with U(φ−) = −ǫ, we find
1
2
(dφ
dr
)2
= U(φ) + ǫ. (18)
This implies
dr
dφ
= (2(U(φ) + ǫ))−1/2, (19)
where we have chosen the positive sign of the square root for the positive half-bounce for
which φ(0) < φ(∞). The integration of (19) with the boundary condition r(φ−) = 0 (because
φ− = φ0 for n = 0) now gives
r(φ) =
∫ φ
φ−
dφ1 (2(U(φ1) + ǫ))
−1/2. (20)
Since r(φ) is a monotonically increasing function, we can define the radius R = r(φ∗) (so that
φ(R) = φ∗) and write (20) in the form which is more convenient for subsequent calculations,
r(φ) = R +
∫ φ
φ∗
dφ1 (2(U(φ1) + ǫ))
−1/2, (21)
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R =
∫ φ∗
φ−
dφ1 (2(U(φ1) + ǫ))
−1/2. (22)
Equation (21) is the one-dimensional instanton centered at r = R, for which the action (16)
becomes
S = 2
∫ ∞
0
dr (2U(φ(r)) + ǫ) = 2
∫ φ+
φ−
dφ
2U(φ) + ǫ
(2(U(φ) + ǫ))1/2
, (23)
where we used (19) twice.
IV. THE THIN-WALL APPROXIMATION
A. A power series expansion
While there is no exact solution of the field equation (13) for n > 0, one approximate
solution is well-known [4]. This so-called thin-wall approximation applies when the potential
function U is nearly symmetric and consequently the energy-density difference between the
false and true vacua ǫ = U(φ+) − U(φ−) is small. The small asymmetry of the function U
implies that viscous damping for the particle from the mechanical analogy is small and that
the turning point for the bounce is near the absolute minimum, φ0 ≈ φ−. It turns out that
φ0 − φ− is exponentially small in ǫ.
The particle moving in such a potential spends a long time in the neighborhood of φ = φ0
before it crosses the potential valley. The crossing happens somewhere between φ = φ0 and
φ = φ+ and it is convenient to take φ = φ∗ as the center of the valley; see the left part
of Fig. 1. It is also said that the wall separating the regions of the false and true vacua is
located at r = R; see the right part of Fig. 1. Since it takes a long time for the particle to
reach the wall, it follows that R is large for small ǫ; indeed, we will find that R = O(ǫ−1).
(Note that for φ(0) > φ0 the particle does not have enough energy to overcome the friction
and to reach the local minimum at φ = φ+; it oscillates around φ = φ∗ and finally stops
there. For φ(0) < φ0, the particle arrives to φ = φ+ with positive energy at a finite r, at
which point it starts accelerating towards φ → ∞.) Finally, after crossing the potential
valley, the particle spends a long time approaching φ = φ+ as r → ∞. To prove the above
qualitative statements, in the rest of this subsection we solve (13) separately for small r and
large r and match the two solutions at r = R.
For small r we have φ ≈ φ− and so we expand
U(φ) ≈ U(φ−) +
1
2
(φ− φ−)
2U ′′(φ−), φ ≈ φ−. (24)
For this potential the solution of (13) satisfying the boundary condition φ(0) = φ0 is
φ(r) ≈ φ− + (φ0 − φ−)Γ(ν + 1)(
1
2
k−r)
−νIν(k−r) (25)
≈ φ0 +
φ0 − φ−
2(n+ 1)
(k−r)
2 +O(r3), r → 0, (26)
where
ν = 1
2
(n− 1), (27)
6
k± = (U
′′(φ±))
1/2 (28)
and Iν is the modified Bessel function of the first kind. Since φ0− φ− is exponentially small
in ǫ (which we prove below), the function (25) changes very slowly near r = 0. In other
words, the particle spends a long time in the neighborhood of φ = φ0 before it crosses the
potential valley.
For large r we have φ ≈ φ+ and so we expand
U(φ) ≈ U(φ+) +
1
2
(φ− φ+)
2U ′′(φ+), φ ≈ φ+. (29)
For this potential the solution of (13) satisfying the boundary condition φ(∞) = φ+ is
φ(r) ≈ φ+ − B(k+r)
−νKν(k+r) (30)
≈ φ+ − B(π/2)
1/2(k+r)
−n/2 exp (−k+r)
(
1 +O(r−1)
)
, r →∞, (31)
where B > 0 is a constant and Kν is the modified Bessel function of the second kind. As a
result, φ approaches its asymptotic value φ+ exponentially slowly.
Matching the solutions (25) and (30) and their derivatives at r = R, we find
φ0 ≈ φ− +
(φ+ − φ−)k+(
1
2
k−R)
νKν+1(k+R)
Γ(ν + 1)
[
k−Iν+1(k−R)Kν(k+R) + k+Iν(k−R)Kν+1(k+R)
] , (32)
B ≈
(φ+ − φ−)k−(k+R)
νIν+1(k−R)
k−Iν+1(k−R)Kν(k+R) + k+Iν(k−R)Kν+1(k+R)
. (33)
Since R is large for small ǫ (which we prove in Secs. IVB and V), we need the expansions
for large k+R and k−R,
φ0 ≈ φ− +
(φ+ − φ−)k+(2πk−R)
1/2(1
2
k−R)
ν exp (−k−R)
Γ(ν + 1)(k+ + k−)
, (34)
B ≈
(φ+ − φ−)k−(k+R)
ν(2k+R/π)
1/2 exp (k+R)
k+ + k−
. (35)
As stated above, the difference φ0 − φ− is indeed exponentially small for large k−R.
To estimate the time it takes for the particle to cross the potential valley, we compute
φ′(R) ≈
k+k−(φ+ − φ−)
k+ + k−
(36)
and see that the transition mostly occurs over the interval
|r − R| ≤
k+ + k−
2k+k−
, (37)
which is much smaller than the length of the interval, O(R), over which the particle moves
between the two vacua. In other words, relative to the whole transition, the passage through
the potential valley is very fast.
The approximate solution given by (25), (30), (32) and (33) is a very poor approximation
except for very small ǫ; see the right part of Fig. 1 for examples. One direct method to
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improve it is to include in (24) and (29) terms of higher order in φ − φ− and φ − φ+,
respectively, but, unfortunately, no exact solutions of (13) are known for such potentials. It
appears that an alternative method of treating higher order terms in U as small perturbations
leads to an approximation which is less accurate and more complicated than the solution
we derive in the following sections. One reason for this is that we can view the above
approximations as local (due to their reliance on series expansions around either φ = φ−
or φ = φ+), while the thin-wall approximation and our generalization of it have features of
global solutions which do not give preference to any particular value of φ.
B. The thin-wall approximation
To continue with the thin-wall approximation, we now choose radii r1 and r2 which are
close to R and satisfy 0 < r1 < R < r2 <∞, and proceed with solving (13) in three separate
regions: 0 ≤ r ≤ r1, r1 ≤ r ≤ r2 and r2 ≤ r <∞.
For 0 ≤ r ≤ r1 we have φ(r) ≈ φ0 ≈ φ−.
For r1 ≤ r ≤ r2 we ignore the friction term (n/r)(dφ/dr) in (13) since viscous damping
is small. Furthermore, since asymmetry of U(φ) is small, we replace U(φ) with its even part
U+(φ) =
1
2
(U(φ) + U(−φ)) and find
d2φ
dr2
≈
dU+(φ)
dφ
. (38)
According to (38), the particle’s motion is approximately the motion in the potential −U+(φ)
without viscous damping, so that its energy is approximately conserved. We can now proceed
as in Sec. III with only small changes due to different boundary conditions. Since U+(φ+) =
−ǫ/2, instead of (19) we have
dr
dφ
≈ (2U+(φ) + ǫ)
−1/2. (39)
Integrating (39) with the boundary condition r(φ0) = 0, we find
r(φ) ≈ R +
∫ φ
φ∗
dφ1 (2U+(φ1) + ǫ)
−1/2, (40)
R ≈
∫ φ∗
φ0
dφ1 (2U+(φ1) + ǫ)
−1/2. (41)
For r2 ≤ r <∞ we have φ(r) ≈ φ+.
To compute the action, we consider contributions to the integral in (16) from the three
regions used above,
S = A
(∫ r1
0
+
∫ r2
r1
+
∫ ∞
r2
)
dr rn
[
1
2
(dφ
dr
)2
+ U(φ(r))
]
. (42)
For 0 ≤ r ≤ r1 we have (dφ/dr) ≈ 0 and U(φ) ≈ −ǫ and find that this region contributes
approximately
−A(n + 1)−1rn+11 ǫ ≈ −A(n + 1)
−1Rn+1ǫ (43)
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to (42), where we set r1 ≈ R.
For r1 ≤ r ≤ r2 we use (dφ/dr)
2 ≈ 2U+ + ǫ and U ≈ U+ + ǫ/2 and find that this region
contributes approximately
A
∫ r2
r1
dr rn(2U+ + ǫ) (44)
to (42). Now setting r ≈ R in the integrand, changing to the integration over φ, using
(dφ/dr) ≈ (2U+ + ǫ)
1/2 together with φ(r1) ≈ φ− and φ(r2) ≈ φ+, we find that the region
r1 ≤ r ≤ r2 contributes approximately
ARn
∫ φ+
φ−
dφ (2U+ + ǫ)
1/2 (45)
to (42).
The contribution of the region r2 ≤ r <∞ to the action can be ignored since (dφ/dr) ≈ 0
and U(φ) ≈ 0 there.
Combining the above results, we obtain
S ≈ −A(n + 1)−1Rn+1ǫ+ ARn
∫ φ+
φ−
dφ (2U+(φ) + ǫ)
1/2. (46)
The wall location r = R can be determined from (41) if we know φ0. Alternatively, we can
find it by maximizing S in (46) with respect to R. Solving ∂S/∂R = 0 for R, we find
R ≈ nǫ−1
∫ φ+
φ−
dφ (2U+(φ) + ǫ)
1/2, (47)
substitution of which into (46) finally gives
S ≈ A(n + 1)−1nnǫ−n
[∫ φ+
φ−
dφ (2U+(φ) + ǫ)
1/2
]n+1
. (48)
Equations (40) and (47) represent the thin-wall approximation for the bounce [4].
When compared with standard perturbation methods for differential equations, the thin-
wall approximation is rather irregular in its derivation. Despite the presence of a small
parameter in the problem, it is not immediately clear how to proceed with the derivation
of higher order corrections. In the following section we develop a systematic approximation
scheme which includes the thin-wall approximation as its first iteration.
V. THE ITERATIVE METHOD
A. The effective potential
As we saw in Secs. III and IV, the thin-wall approximation for the solution of (13) for
n > 0 can be obtained from the exact solution of (13) for n = 0 with minimal changes.
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To develop an iterative method for generating approximate solutions of (13) for n > 0, we
effectively reduce the problem to the case n = 0 by rewriting (13) in the form
d2φ
dr2
=
dU˜
dφ
. (49)
Since φ in the spherical half-bounce solution is restricted to the interval [φ0, φ+], the effective
potential U˜ introduced via (49) is defined on the same interval. Adding an arbitrary constant
to U˜ does not change (49), and we conveniently choose the constant such that U˜(φ+) = 0
similarly to U(φ+) = 0 that we set in Sec. II. Since the particle moves in the potential −U˜
without viscous damping, its energy is conserved; this implies U˜(φ0) = 0 since U˜(φ+) = 0.
Equations (13) and (49) lead to
dU
dφ
=
dU˜
dφ
+
n
r
dφ
dr
. (50)
Since dU/dφ and dφ/dr approach zero and r approaches infinity when φ goes to φ+, (50)
implies that limφ→φ+(dU˜/dφ) = 0. It also follows that dU/dφ > dU˜/dφ for φ < φ+ since
we consider only positive half-bounces for which dφ/dr > 0. From U(φ+) = U˜(φ+) we now
conclude that U(φ) < U˜(φ) for φ < φ+.
Since the exact solution of (17) is available, the similarity between (17) and (49) leads
directly to the iterative solution of (49). We proceed as in Sec. III with only small changes
due to different boundary conditions for (17) and (49). Using the boundary condition (15)
together with U˜(φ0) = 0, we find
r(φ) = R +
∫ φ
φ∗
dφ1 (2U˜(φ1))
−1/2, (51)
R =
∫ φ∗
φ0
dφ1 (2U˜(φ1))
−1/2 (52)
instead of (21) and (22). The equations (51) and (52) would completely solve the problem of
finding φ(r) for a given U(φ) if it were not for the need to determine U˜(φ) without knowing
φ(r). We set out towards an eventual resolution of this difficulty by first examining the
relationship between U and U˜ more closely.
Integrating (50) over φ, substituting (dφ/dr) = (2U˜)1/2 and using the boundary values
U(φ+) = 0 and U˜(φ+) = 0, we find
U(φ) = U˜(φ)− n
∫ φ+
φ
dφ1 (2U˜(φ1))
1/2(r(φ1))
−1. (53)
Now (51) leads to
U(φ) = U˜(φ)− n
∫ φ+
φ
dφ1
(
2U˜(φ1)
)1/2[
R +
∫ φ1
φ∗
dφ2 (2U˜(φ2))
−1/2
]−1
, (54)
which together with (52) gives U directly in terms of U˜ ; unfortunately, we need to reverse
this procedure and find U˜ in terms of U .
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One way to arrive at a formula expressing U˜ in terms of U is to use (dφ/dr) = (2U˜)1/2
in (50) to rewrite it in the form
dU(φ(r))
dr
=
dU˜(φ(r))
dr
+
2n
r
U˜(φ(r)). (55)
Equation (55) is a first-order linear differential equation for U˜(φ(r)) with the general solution
U˜(φ(r)) = r−2n
[
C +
∫ r
0
dr1 r
2n
1
dU(φ(r1))
dr1
]
, (56)
where the integration constant C can be found as follows. Equations (24) and (26) give
dU(φ(r))
dr
≈
(φ0 − φ−)
2
n+ 1
k4−r, r → 0, (57)
substitution of which into (56) leads to
U˜(φ(r)) ≈ r−2n
[
C +
(φ0 − φ−)
2
2(n+ 1)2
k4−r
2n+2
]
, r → 0. (58)
As a result, U˜(φ(0)) = U˜(φ0) = 0 now requires C = 0. We finally arrive at
U˜(φ(r)) = r−2n
∫ r
0
dr1 r
2n
1
dU(φ(r1))
dr1
= U(φ(r))− 2nr−2n
∫ r
0
dr1 r
2n−1
1 U(φ(r1)), (59)
where the second form, obtained from the first form by integration by parts, might be more
convenient for calculations. Although (59) appears to express U˜ in terms of U , unfortunately,
it also requires the function φ(r), which itself can be found only when U˜ is known; to avoid
circular reasoning here, we cannot solve (13) for φ(r) since U˜ in (59) is an instrument towards
φ(r) via (51).
B. Expansions
Returning now to (54), we first notice that it together with (52) directly gives U in terms
of U˜ , but since our goal is to find the inverse operation, we face a non-linear integral equation
for U˜ . Despite its complexity, (54) is particularly suitable for developing an iterative method
for finding approximations of U˜ in terms of U .
A naive method of solving (54) by iterations does not work. Indeed, if we ignore the
second term on the right-hand side of (54), we find the zeroth-order approximation U˜ ≈ U .
Now substituting this approximation into the right-hand side of (54), we find the first-order
approximation
U˜(φ) ≈ U(φ) + nR−1
∫ φ+
φ
dφ1 (2U(φ1))
1/2, (60)
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while (52) gives in the zeroth-order approximation
R ≈
∫ φ∗
φ0
dφ1 (2U(φ1))
−1/2. (61)
Since the energy of the analogous classical particle moving in the potential −U is dissipated
for the motion from φ0 to φ+, it follows that U(φ0) < U(φ+) = 0. Continuity now implies
that U(φ) < 0 for some φ0 < φ < φ+, and for such φ the square roots in (60) and (61) will
be complex-valued, which is not allowed.
Comparing this situation with the thin-wall approximation in Sec. IV, where the even
part of U(φ) appeared, we see the need to introduce the even and odd parts of the potential
functions,
U±(φ) =
1
2
(U(φ)± U(−φ)), (62)
U˜±(φ) =
1
2
(U˜(φ)± U˜(−φ)), (63)
and rewrite (54) as
U±(φ) = U˜±(φ)−
n
2
(∫ φ+
φ
±
∫ φ+
−φ
)
dφ1 (2U˜(φ1))
1/2
[
R +
∫ φ1
φ∗
dφ2 (2U˜(φ2))
−1/2
]−1
. (64)
Since the function U˜ is defined via (49) only on the interval [φ0, φ+], it follows from φ− ≤ φ0
and φ− = −φ+ that the functions U˜± are defined via (63) only on the interval [φ0,−φ0] for
φ0 ≤ 0 and cannot be defined at all for φ0 > 0. Despite this, we will extend the domain
of the function U˜ to the whole real line by considering the integral equation (64) for U˜± as
the definition of U˜±. We will see in the rest of this section that this extension does not lead
to problems when finding φ through U˜ by inverting (51) since we restrict the domain of the
function r(φ) to [φ0, φ+] to obtain only physically meaningful half-bounce solutions.
In what follows we will separate even and odd functions in (64) with the help of the
identities
(∫ φ+
φ
+
∫ φ+
−φ
)
dφ1 feven(φ1) =
∫ φ+
φ−
dφ1 feven(φ1), (65)
(∫ φ+
φ
−
∫ φ+
−φ
)
dφ1 feven(φ1) = −
∫ φ
−φ
dφ1 feven(φ1), (66)
(∫ φ+
φ
+
∫ φ+
−φ
)
dφ1 fodd(φ1) = 2
∫ φ+
φ
dφ1 fodd(φ1), (67)
(∫ φ+
φ
−
∫ φ+
−φ
)
dφ1 fodd(φ1) = 0, (68)
which hold for any even function feven and any odd function fodd.
We choose the energy-density difference between the false and true vacua ǫ = U(φ+) −
U(φ−) as a small positive parameter and set
U+(φ) = O(1), (69)
U−(φ) = O(ǫ). (70)
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To develop a perturbation theory for which the thin-wall approximation is the first term in
the expansion in terms of ǫ, we consider power series expansions
U˜±(φ) =
∞∑
k=0
U˜±,k(φ), U˜±,k(φ) = O(ǫ
k), (71)
R =
∞∑
k=0
Rk, Rk = O(ǫ
k−1). (72)
The ǫ-dependence of Rk is in accordance with the relation R = O(ǫ
−1) in (47). We note
that we will find R iteratively directly from (64); in contrast, the thin-wall approximation
in Sec. IV relied on maximizing the action with respect to R.
Once the iterative expansions for U˜±(φ) and R are found, we proceed to the corresponding
expansions for the bounce solution φ(r). To this end, we first expand the function r = ρ(φ)
into a power series,
ρ(φ) =
∞∑
k=0
ρk(φ), ρ0(φ) = O(ǫ
−1), ρk(φ) = O(ǫ
k), k ≥ 1, (73)
and find each term ρk recursively from (51). We can stop here if the bounce solution in terms
of the inverse function r = ρ(φ) is sufficient for our purposes, but we can also proceed to
finding the direct function φ = f(r) (which is the inverse of the function r = ρ(φ)) iteratively
at the cost of slightly reducing the accuracy. Namely, we seek φ = f(r) as a power series
f(r) =
∞∑
k=0
fk(r), fk(r) = O(ǫ
k), k ≥ 0. (74)
Here φ = f0(r) is the inverse of the function r = ρ0(φ) and fk for k ≥ 1 are found recursively
from the identity ρ(f(r)) = r. Since this step depends on finding an analytic expression for
f0, it cannot be done for an arbitrary U and we will perform it only for the specific potential
function considered in the example in Sec. VI.
We make a note on the notation in the proceeding paragraph. We distinguish the inverse
function in the half-bounce solution r = ρ(φ) from the generic variable r = r(φ) appearing
in the derivation of the half-bounce solution; similarly, φ = f(r) is the direct function in the
half-bounce solution and φ = φ(r) is the generic variable. The specific functions ρ(φ) and
f(r) will appear again (through their expansions in terms of ρk(φ) and fk(r)) only in the
end of this section and in Secs. VI and VII.
C. Orders zero through four
Let us return to the iterative solution of (64). Since U and U˜ are nearly equal and the
asymmetry of U is small, we need to set U˜ to be an even function in the zeroth order to
start the iteration of the approximating sequence,
U˜−,0(φ) = 0. (75)
To extract O(1) and O(ǫ) terms from (64), it is enough to keep only the term R0 = O(ǫ
−1)
in the brackets there. Although the resulting factor R−10 = O(ǫ) makes any terms in U˜(φ1)
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smaller than O(1) irrelevant for this approximation order, we nevertheless keep the term
O(ǫ) in U˜(φ1) to avoid the problem of complex-valued square roots as in (60) and (61).
With these steps, (64) becomes
U+(φ) = U˜+,0(φ) + U˜+,1(φ)−
1
2
nR−10
∫ φ+
φ−
dφ1 (2U˜+,0(φ1) + 2U˜+,1(φ1))
1/2 +O(ǫ2), (76)
U−(φ) = U˜−,1(φ) +
1
2
nR−10
∫ φ
−φ
dφ1 (2U˜+,0(φ1) + 2U˜+,1(φ1))
1/2 +O(ǫ2), (77)
where we have used (65) and (66).
The terms O(1) and O(ǫ) in (76) give
U˜+,0(φ) = U+(φ), (78)
U˜+,1(φ) =
1
2
nR−10
∫ φ+
φ−
dφ1 (2U+(φ1) + 2U˜+,1(φ1))
1/2, (79)
respectively. The integral equation (79) can be trivially solved for U˜+,1. Indeed, since the
right-hand side of (79) does not depend on φ, it means that
U˜+,1(φ) = δ1, δ1 = O(ǫ) (80)
for some infinitesimal constant δ1, substitution of which into (79) gives
R0 =
1
2
nδ−11
∫ φ+
φ−
dφ1 (2U+(φ1) + 2δ1)
1/2. (81)
The term O(ǫ) in (77) gives
U˜−,1(φ) = U−(φ)−
1
2
nR−10
∫ φ
−φ
dφ1 (2U+(φ1) + 2δ1)
1/2. (82)
The O(ǫ) constant δ1 is arbitrary and a choice for its value effects terms of all orders in
our expansions. We require
δ1 ≥ − min
φ−≤φ≤φ+
U+(φ), (83)
so that the square roots in (81) and (82) are real-valued. We find from (82) that U˜−,1(φ+) =
(ǫ/2)− δ1, which implies that U˜(φ+) = O(ǫ
2) holds for any value of δ1 since
U˜+,0(φ+) + U˜−,0(φ+) + U˜+,1(φ+) + U˜−,1(φ+) = 0. (84)
As we have seen in Sec. II, no generality is lost upon choosing U to satisfy (9), so that (83)
becomes δ1 ≥ ǫ/2. From now on we set the value of δ1 to its lower bound,
δ1 =
ǫ
2
. (85)
One of the reasons for this choice is that now U˜−,1(φ+) = 0, which is analogous to U˜−,0(φ+) =
0 (although, more generally, U˜−,0(φ) = 0 for any φ).
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Equations (75), (78), (80), (81), (82) and (85) give the zeroth-order and first-order ap-
proximations, which coincide with the thin-wall approximation.
To proceed to terms O(ǫk) in (64), we expand (2U˜(φ1))
1/2 to terms O(ǫk−1), R to terms
O(ǫk−2) and (2U˜(φ2))
−1/2 to terms O(ǫk−2). Let us work through the cases with 2 ≤ k ≤ 4,
for which we need the expansion
U±(φ) = U˜±,0(φ) + U˜±,1(φ) + U˜±,2(φ) + U˜±,3(φ) + U˜±,4(φ)−
n
2
(∫ φ+
φ
±
∫ φ+
−φ
)
dφ1 p(φ1)
×
[
1 +
U˜−,1(φ1)
p(φ1)2
−
U˜−,1(φ1)
2
2p(φ1)4
+
U˜+,2(φ1) + U˜−,2(φ1)
p(φ1)2
+
U˜−,1(φ1)
3
2p(φ1)6
−
U˜−,1(φ1)(U˜+,2(φ1) + U˜−,2(φ1))
p(φ1)4
+
U˜+,3(φ1) + U˜−,3(φ1)
p(φ1)2
+O(ǫ4)
]
×
1
R0
[
1−
1
R0
(
R1 +
∫ φ1
φ∗
dφ2
p(φ2)
)
+
1
R20
(
R1 +
∫ φ1
φ∗
dφ2
p(φ2)
)2
−
1
R0
(
R2 −
∫ φ1
φ∗
dφ2
U˜−,1(φ2)
p(φ2)3
)
−
1
R30
(
R1 +
∫ φ1
φ∗
dφ2
p(φ2)
)3
+
2
R20
(
R1 +
∫ φ1
φ∗
dφ2
p(φ2)
)(
R2 −
∫ φ1
φ∗
dφ2
U˜−,1(φ2)
p(φ2)3
)
−
1
R0
(
R3 +
∫ φ1
φ∗
dφ2
(
3U˜−,1(φ2)
2
2p(φ2)5
−
U˜+,2(φ2) + U˜−,2(φ2)
p(φ2)3
))
+O(ǫ3)
]
, (86)
where
p(φ) = (2U+(φ) + ǫ)
1/2. (87)
Using (65), (66), (67), (68), (75), (78), (80), (81), (82) and (85) for terms O(ǫ2) in (86), we
find
U˜+,2(φ) = −
ǫ
2R0
(
R1 −
∫ φ∗
0
dφ1
p(φ1)
)
+
n
R0
∫ φ+
φ
dφ1
U˜−,1(φ1)
p(φ1)
−
n
R20
∫ φ+
φ
dφ1 p(φ1)
∫ φ1
0
dφ2
p(φ2)
, (88)
U˜−,2(φ) =
n
2R20
(
R1 −
∫ φ∗
0
dφ1
p(φ1)
)∫ φ
−φ
dφ2 p(φ2). (89)
Note that U˜(φ+) = O(ǫ
3) holds for any value of R1 due to (84) and
U˜+,2(φ+) + U˜−,2(φ+) = 0. (90)
The quantity R1 is undetermined. However, if we follow the previously derived U˜−,0(φ+) =
0 and U˜−,1(φ+) = 0 with the analogous U˜−,2(φ+) = 0, we find
R1 =
∫ φ∗
0
dφ
p(φ)
, (91)
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which we set from now on. As a result,
U˜+,2(φ) =
n
R0
∫ φ+
φ
dφ1
U˜−,1(φ1)
p(φ1)
−
n
R20
∫ φ+
φ
dφ1 p(φ1)
∫ φ1
0
dφ2
p(φ2)
, (92)
U˜−,2(φ) = 0. (93)
Note that U˜−,2(φ) = 0 is analogous to U˜−,0(φ) = 0 found earlier.
Equations (91), (92) and (93) give the second-order approximation.
Using (65), (66), (67), (68), (75), (78), (80), (81), (82), (85), (91), (92) and (93) for terms
O(ǫ3) in (86), we find
U˜+,3(φ) =
n
2R0
∫ φ+
φ−
dφ1 p(φ1)
[
−
R2
R0
+
1
R20
(∫ φ1
0
dφ2
p(φ2)
)2
−
U˜−,1(φ1)
2
2p(φ1)4
+
U˜+,2(φ1)
p(φ1)2
−
U˜−,1(φ1)
R0p(φ1)2
∫ φ1
0
dφ2
p(φ2)
+
1
R0
∫ φ1
φ∗
dφ2
U˜−,1(φ2)
p(φ2)3
]
, (94)
U˜−,3(φ) = −
n
2R0
∫ φ
−φ
dφ1 p(φ1)
[
−
R2
R0
+
1
R20
(∫ φ1
0
dφ2
p(φ2)
)2
−
U˜−,1(φ1)
2
2p(φ1)4
+
U˜+,2(φ1)
p(φ1)2
−
U˜−,1(φ1)
R0p(φ1)2
∫ φ1
0
dφ2
p(φ2)
+
1
R0
∫ φ1
φ∗
dφ2
U˜−,1(φ2)
p(φ2)3
]
. (95)
Since the right-hand side of (94) does not depend on φ, it follows that
U˜+,3(φ) = δ3, δ3 = O(ǫ
3) (96)
for some infinitesimal constant δ3.
The quantities R2 and δ3 are undetermined. Similar to U˜−,k(φ+) = 0 for 0 ≤ k ≤ 2, we
set U˜−,3(φ+) = 0, and solve (94), (95) and (96) for R2 and δ3 to find
R2 =
n
ǫ
∫ φ+
φ−
dφ1 p(φ1)
[
1
R20
(∫ φ1
0
dφ2
p(φ2)
)2
−
U˜−,1(φ1)
2
2p(φ1)4
+
U˜+,2(φ1)
p(φ1)2
−
U˜−,1(φ1)
R0p(φ1)2
∫ φ1
0
dφ2
p(φ2)
+
1
R0
∫ φ1
φ∗
dφ2
U˜−,1(φ2)
p(φ2)3
]
, (97)
δ3 = 0. (98)
Equations (95), (96), (97) and (98) give the third-order approximation.
Using (65), (66), (67), (68), (75), (78), (80), (81), (82), (85), (91), (92), (93), (95), (96),
(97) and (98) for terms O(ǫ4) in (86), we find
U˜+,4(φ) =
ǫ
2R0
[
−R3 +
∫ φ∗
0
dφ2
(
3U˜−,1(φ2)
2
2p(φ2)5
−
U˜+,2(φ2)
p(φ2)3
)]
+
n
2R40
∫ φ+
φ
dφ1 p(φ1)
×
[
R30
(
U˜−,1(φ1)
3
2p(φ1)6
−
U˜−,1(φ1)U˜+,2(φ1)
p(φ1)4
+
U˜−,3(φ1)
p(φ1)2
)
−
(∫ φ1
0
dφ2
p(φ2)
)3
+R0
U˜−,1(φ1)
p(φ1)2
(∫ φ1
0
dφ2
p(φ2)
)2
+R20
(
U˜−,1(φ1)
2
2p(φ1)4
−
U˜+,2(φ1)
p(φ1)2
)∫ φ1
0
dφ2
p(φ2)
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−R20
∫ φ1
0
dφ2
(
3U˜−,1(φ2)
2
2p(φ2)5
−
U˜+,2(φ2)
p(φ2)3
)
+R0
(
2
∫ φ1
0
dφ2
p(φ2)
−R0
U˜−,1(φ1)
p(φ1)2
)
×
(
R2 −
∫ φ1
φ∗
dφ2
U˜−,1(φ2)
p(φ2)3
)]
, (99)
U˜−,4(φ) =
n
2R20
∫ φ
−φ
dφ1 p(φ1)
[
R3 +
∫ φ∗
0
dφ2
(
−
3U˜−,1(φ2)
2
2p(φ2)5
+
U˜+,2(φ2)
p(φ2)3
)]
. (100)
The quantity R3 is undetermined. Similar to U˜−,k(φ+) = 0 for 0 ≤ k ≤ 3, we set U˜−,4(φ+) =
0 and solve (100) for R3 to find
R3 =
∫ φ∗
0
dφ
(
3U˜−,1(φ)
2
2p(φ)5
−
U˜+,2(φ)
p(φ)3
)
, (101)
which leads to
U˜+,4(φ) =
n
2R40
∫ φ+
φ
dφ1 p(φ1)
[
R30
(
U˜−,1(φ1)
3
2p(φ1)6
−
U˜−,1(φ1)U˜+,2(φ1)
p(φ1)4
+
U˜−,3(φ1)
p(φ1)2
)
−
(∫ φ1
0
dφ2
p(φ2)
)3
+R0
U˜−,1(φ1)
p(φ1)2
(∫ φ1
0
dφ2
p(φ2)
)2
+R20
(
U˜−,1(φ1)
2
2p(φ1)4
−
U˜+,2(φ1)
p(φ1)2
)∫ φ1
0
dφ2
p(φ2)
− R20
∫ φ1
0
dφ2
(
3U˜−,1(φ2)
2
2p(φ2)5
−
U˜+,2(φ2)
p(φ2)3
)
+R0
(
2
∫ φ1
0
dφ2
p(φ2)
− R0
U˜−,1(φ1)
p(φ1)2
)
×
(
R2 −
∫ φ1
φ∗
dφ2
U˜−,1(φ2)
p(φ2)3
)]
, (102)
U˜−,4(φ) = 0. (103)
Note that U˜−,4(φ) = 0 is analogous to U˜−,0(φ) = 0 and U˜−,2(φ) = 0 found earlier.
Equations (101), (102) and (103) give the fourth-order approximation.
To obtain approximations for the half-bounce solution, we expand the right-hand side of
(51) to terms O(ǫ3) and find the first few terms in (73),
ρ0(φ) = R0 +R1 +
∫ φ
φ∗
dφ1
p(φ1)
, (104)
ρ1(φ) = R2 −
∫ φ
φ∗
dφ1
U˜−,1(φ1)
p(φ1)3
, (105)
ρ2(φ) = R3 +
∫ φ
φ∗
dφ1
(
3U˜−,1(φ1)
2
2p(φ1)5
−
U˜+,2(φ1)
p(φ1)3
)
. (106)
The first few terms in (74) are found similarly. After solving
r = R0 +R1 +
∫ f0(r)
φ∗
dφ1
p(φ1)
(107)
for the function f0(r), we iterate and find
f1(r) = p(f0(r))
(
−R2 +
∫ f0(r)
φ∗
dφ1
U˜−,1(φ1)
p(φ1)3
)
, (108)
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f2(r) = p(f0(r))
[
f1(r)
2
2p(f0(r))2
dp(f0(r))
df0(r)
+
U˜−,1(f0(r))
p(f0(r))3
f1(r)
−
∫ f0(r)
0
dφ1
(
3U˜−,1(φ1)
2
2p(φ1)5
−
U˜+,2(φ1)
p(φ1)3
)]
. (109)
It is clear how to proceed to higher orders.
VI. FOURTH-ORDER POLYNOMIAL POTENTIALS
Although the approximation method developed in Sec. V works for an arbitrary con-
tinuously differential function U with two minima and one maximum, it may appear that
the formulas derived for various orders of approximation are difficult to use in practice.
In particular, one may expect the need for many terms in the approximation in order to
achieve an acceptable accuracy for a half-bounce with the thick wall, or that the higher
order approximations will become too complicated to be useful.
To demonstrate applicability of the above results, we consider in this section an example
of the general fourth-order polynomial potential
U(φ) = a0 + a1φ+ a2φ
2 + a3φ
3 + a4φ
4. (110)
We now proceed to deduce the values of the coefficients {ak} by imposing the conditions
specified in Sec. II on the function U , which have been shown to lead to no loss of generality.
We first choose φ− = −1 and φ+ = 1, which give a3 = −
1
3
a1 and a4 = −
1
2
a2. The requirement
U(1) = 0 now leads to a2 = −2a0 −
4
3
a1, after which U(−1) = −ǫ yields a1 =
3
4
ǫ, which
result in
a1 =
3
4
ǫ, a2 = −2a0 − ǫ, a3 = −
1
4
ǫ, a4 = a0 +
1
2
ǫ. (111)
For the function U to have two minima and one maximum, we need a4 > 0, which implies
a0 > −
1
2
ǫ and a2 < 0. We compute
U(φ) + U(−φ) = (2a0 + ǫ)(1− φ
2)2 − ǫ ≥ −ǫ (112)
and find that (9) is satisfied. We thus have freedom to impose one additional condition on
the function U , for which we choose a0 = (1 − ǫ)/2 without any loss of generality. As a
result,
a0 =
1− ǫ
2
, a1 =
3ǫ
4
, a2 = −1, a3 = −
ǫ
4
, a4 =
1
2
, (113)
U(φ) =
1
2
(1− φ2)2 −
ǫ
2
+
ǫφ
4
(3− φ2). (114)
We find
φ∗ =
3ǫ
8
(115)
and see that we need 0 < ǫ < 8
3
in order for φ = 1 to be the relative minimum.
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Using equations from Sec. V, we find all the results necessary to obtain the approximations
for the half-bounce for this example through the fourth order. In the remainder of this
section, all functions of φ will be restricted to the domain (φ−, φ+) = (−1, 1).
We start with
p(φ) = 1− φ2 (116)
and use (75), (78), (80), (81), (82) and (85) to find the zeroth-order and first-order quantities
U˜−,0(φ) = 0, (117)
U˜+,0(φ) =
1
2
((1− φ2)2 − ǫ), (118)
U˜+,1(φ) =
ǫ
2
, (119)
R0 =
4n
3ǫ
, (120)
U˜−,1(φ) = 0. (121)
Up to this order, our approximation coincides with the thin-wall approximation. Going
beyond it, (91), (92) and (93) give the second-order quantities
R1 =
1
2
ln
8 + 3ǫ
8− 3ǫ
, (122)
U˜+,2 =
3ǫ2
32n
(
φ(3− φ2) ln
1 + φ
1− φ
+ 2 ln
1− φ2
4
+ 1− φ2
)
, (123)
U˜−,2(φ) = 0. (124)
Now (95), (96), (97) and (98) lead to the third-order quantities
U˜+,3(φ) = 0, (125)
U˜−,3(φ) =
3ǫ3
256n2
[(
3φ(φ2 − 3) ln
1 + φ
1− φ
− 6 ln
1− φ2
4
+ 3(n− 2)(1− φ2)
)
ln
1 + φ
1− φ
+ (n− 1)
(
12 Li2
(1 + φ
2
)
− 12 Li2
(1− φ
2
)
+ φ
(
(π2 − 6)φ2 − 3(π2 − 2)
))]
, (126)
R2 =
(n− 1)(6− π2)ǫ
16n
, (127)
where Li2 is the dilogarithm function. We give the expression for only one fourth-order
quantity,
R3 =
3ǫ2
512n
[
6 Li2
(8 + 3ǫ
16
)
− 6 Li2
(8− 3ǫ
16
)
− 3 ln
64− 9ǫ2
256
ln
8 + 3ǫ
8− 3ǫ
−
6(4096 + 1152ǫ2 − 135ǫ4)
(64− 9ǫ2)2
ln
8 + 3ǫ
8− 3ǫ
−
96ǫ
(64− 9ǫ2)2
(
64(1− 40 ln 2)
+ 9ǫ2(24 ln 2− 1) + (320− 27ǫ2) ln (64− 9ǫ2)
)]
=
9(4 ln 2− 1)ǫ3
256n
+O(ǫ5), (128)
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which we calculate from (101).
We note that R1 = O(ǫ) in (122) and R3 = O(ǫ
3) in (128) contradict Rk = O(ǫ
k−1) in (72).
Our choice a0 = (1 − ǫ)/2 explains this discrepancy because it leads to φ∗ = O(ǫ) in (115)
in contrast to φ∗ = O(1) that was assumed in the derivation of approximations in Sec. VC.
We made such a choice for a0 (which is the only one possible to get φ∗ = O(ǫ)) specifically
to test accuracy of the iterative method in the worst possible case (for any fourth-order
polynomial potential) when the orders of some terms in expansions have slightly different ǫ-
dependencies. Despite these discrepancies, the agreement between exact numerical solutions
and approximate analytic solutions is outstanding (see below), and it should be clear that
the agreement will only improve for any other choice of a0 satisfying a0 > −
1
2
ǫ (as required
by (111)).
With these preliminary results, we now obtain from (104), (105) and (106)
ρ0(r) = R0 +
1
2
ln
1 + φ
1− φ
, (129)
ρ1(r) = R2, (130)
ρ2(r) =
3ǫ2
512n
[
6 Li2
(1 + φ
2
)
− 6 Li2
(1− φ
2
)
− 3 ln
1− φ2
4
ln
1 + φ
1− φ
+
1
(1− φ2)2
(
2(5φ4 − 6φ2 − 3) ln
1 + φ
1− φ
+ 4φ(3φ2 − 5) ln
1− φ2
4
− 4φ(1− φ2)
)]
, (131)
which via (107), (108) and (109) finally leads to approximations for the half-bounce solution
f0(r) = tanh (r − R0), (132)
f1(r) = −
R2
(cosh (r − R0))2
, (133)
f2(r) = −
R22 tanh (r − R0)
(cosh (r − R0))2
+
3ǫ2
256n(cosh (r − R0))2
[
3 Li2
(1− tanh (r −R0)
2
)
− 3 Li2
(1 + tanh (r − R0)
2
)
+ (r −R0)
(
−3 + 8 cosh 2(r − R0) + cosh 4(r −R0)
− 6 ln (2 cosh (r −R0))
)
− ln (2 cosh (r −R0))
(
8 sinh 2(r −R0) + sinh 4(r − R0)
)
+ sinh 2(r − R0)
]
. (134)
We note that despite complicated intermidiate results leading to the bounce solution f ,
the expressions for the first approximation f ≈ f0 + f1 and even the second approximation
f ≈ f0+f1+f2 to some extend are rather simple. Together with the high numerical accuracy
shown in the following section, we view this simplicity as a demonstration of the strength
of our approximation method.
The accuracy of our successive approximations can be seen in Figs. 2, 3 and 4. In
Fig. 2 we show the exact numerical solution U˜ and the approximate analytic solutions∑m
k=0(U˜+,k+ U˜−,k) for 1 ≤ m ≤ 3. In Fig. 3 we compare the exact numerical solution f with
the approximate analytic solutions
∑m
k=0 fk for 0 ≤ m ≤ 2. Finally, Fig. 4 gives the accuracy
for the wall radius R in terms of the ǫ-dependence of the relative errors R−1
∑m
k=0Rk−1 for
0 ≤ m ≤ 3 and the ǫ-dependence of the integrated deviation of the exact numerical solution
f from the approximate analytic solutions
∑m
k=0 fk for 0 ≤ m ≤ 2.
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FIG. 2. The exact numerical solution U˜ (the solid curve) and the approximate analytic solutions∑m
k=0(U˜+,k + U˜−,k) for m = 1 (the dotted curve), m = 2 (the dot-dashed curve) and m = 3 (the
dashed curve) for n = 3 and the potential (114) with different ǫ. (Some curves nearly coincide.)
Each color of curves in this figure and in Figs. 1 and 3 represents the same value of ǫ.
VII. DISCUSSION AND CONCLUSIONS
We have proposed a new method of iterative approximate solutions for the spherical
bounce which works for any continuously differentiable potentials in any number of dimen-
sions. The zeroth-order and first-order approximations coincide with the thin-wall approxi-
mation of Coleman [4] and all higher-order approximations are derived iteratively.
The iterative approximations have global features which distinguish them from more
straightforward local approximations obtained via standard series expansions. A local ap-
proximation typically works best near the center of the expansion, but its accuracy rapidly
decreases far from the center. The situation is slightly better with matched series approxi-
mations, where several expansions centered at different points are glued at points between
the centers by matching the first few derivatives of the solution. We gave an example of this
matched series expansion in Sec. IVA, where we saw that its accuracy is not great for large
asymmetry in the potential U .
On the other hand, having smaller errors
Em =
∫∞
0
dr rn
(∑m
k=0 fk(r)− f(r)
)2
∫∞
0
dr rnf(r)2
, (135)
our iterative approximations better represent the exact solutions for a broad range of values
of r, especially for r > R. We also note that even if the quantities
∑m
k=0 fk differ significantly
from f for small r, the presence of the Jacobian factor rn in the numerator in (135) makes
these differences for n ≥ 1 much less important than the corresponding differences for large
r. Compare Figs. 3 and 4 in this regard.
Our method proceeds to higher orders iteratively with fast convergence and high accuracy.
Analysis of the problem from a new perspective demonstrates some universal properties of
the bounce. The method is not restricted to only certain types of potentials or dimensions
of space. For example, there is nothing special about the potential being a fourth-order
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FIG. 3. The exact numerical solution f (the solid curve) and the approximate analytic solutions∑m
k=0 fk for m = 0 (the dotted curve), m = 1 (the dot-dashed curve) and m = 2 (the dashed
curve) for n = 3 and the potential (114) with different ǫ. (Some curves nearly coincide.) Each
color of curves in this figure and in Figs. 1 and 2 represents the same value of ǫ.
polynomial or the space being three-dimensional for the successful application of the method
to the example we investigated in Sec. VI. We also note that the approximation works well
beyond its intended range of applicability of small asymmetry of the potential. Compare
Figs. 1, 3, and 4 in this regard. The potential functions shown in the left part of Fig. 1 are
precisely those for which the corresponding solutions and their approximations are shown in
the right part of the Fig. 1 and in Fig. 3. Although hardly any of these potential functions can
be considered as having small asymmetry, the approximations in Fig. 3 are quite accurate.
Once approximations for the classical bounce solution are known in the analytic form,
the next obvious step is to compute the decay rate of the false vacuum. The rate is the
product of the exponential term given by the classical action of the bounce and the pre-
exponential factor expressed in terms of functional determinants. With the iterative method
for spherical bounces developed in this paper, deriving corresponding approximations for the
pre-exponential factor should be a relatively straightforward procedure. Another promising
direction is to develop a similar approximation method for the gravitational bounce; it would
be interesting to see how the required modifications agree, in particular, with the findings
of Refs. [7], [12] and [13].
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FIG. 4. Left: the ǫ-dependence of R−1
∑m
k=0Rk − 1 for m = 0 (the dotted curve), m = 1 (the dot-
dashed curve), m = 2 (the dashed curve) and m = 3 (the solid curve) for n = 3 and the potential
(114). Right: the ǫ-dependence of Em for m = 0 (the dotted curve), m = 1 (the dot-dashed curve)
and m = 2 (the dashed curve) in (135) for n = 3 and the potential (114).
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