Cover times in the discrete cylinder by Belius, David
ar
X
iv
:1
10
3.
20
79
v1
  [
ma
th.
PR
]  
10
 M
ar 
20
11
Cover Times in the Discrete Cylinder∗
David Belius
Abstract
This article proves that, in terms of local times, the properly rescaled and re-
centered cover times of finite subsets of the discrete cylinder by simple random walk
converge in law to the Gumbel distribution, as the cardinality of the set goes to
infinity. As applications we obtain several other results related to covering in the
discrete cylinder. Our method is new and involves random interlacements, which
were introduced in [22]. To enable the proof we develop a new stronger coupling
of simple random walk in the cylinder and random interlacements, which is also of
independent interest.
0 Introduction
In this article we prove precise results about the asymptotic distribution of cover times
of certain finite subsets of the discrete cylinder, with base a d−dimensional torus for
d ≥ 2, using the theory of random interlacements. For families of finite graphs the
cover time CV of the whole vertex set V has been extensively studied (see for instance
[1–3, 5, 8, 11, 13]). For many families one can show that ECV is of order c|V | log |V |,
and also that CV /(c|V | log |V |) → 1 in probability as |V | → ∞ (see Chapter 6 of [3]).
For a quite restricted class of families of “especially nice graphs”, one can also prove the
finer result that CV /(c|V |) − log |V | tends in law to the standard Gumbel distribution
(see [11, 13]). In this article we are able to prove the corresponding statement for the
cover times of subsets F of the discrete cylinder (seen as an infinite graph): we show
that LCF /(cN
d)− log |F | tends in law to the Gumbel distribution as |F | → ∞, provided
the sets F are close to the zero level, where LCF is the local time at the zero level of
the cylinder when F is covered. As applications we obtain several other results related
to covering. To prove the Gumbel distributional limit result we develop an improved
coupling of simple random walk in the cylinder and random interlacements, which is also
of independent interest.
We now introduce the objects of study and our results more precisely. We denote by
TN = (Z/NZ)
d the discrete torus and by EN = TN × Z the discrete cylinder for d ≥ 2.
Let P be the canonical law of simple random walk in EN starting uniformly on the zero
level TN × {0}, and let Xn denote the canonical discrete time process. For any finite set
F ⊂ EN the cover time CF of F is the first time Xn has visited every vertex of F :
CF = inf{n ≥ 0 : F ⊂ X(0, n)},
∗This research has been supported by the grant ERC-2009-AdG 245728-RWPERCRI.
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where X(0, n) denotes the set of vertices visited up to time n.
We start by stating the applications of our main result. In Corollary 2.1 we show that
if FN ⊂ TN × [−N2 , N2 ] is a sequence of sets such that |FN | → ∞, then under P
CFN
(Nd log |FN |)2
law→ ζ( g(0)√
d+ 1
), as N →∞, (0.1)
where ζ(τ) denotes the first time the local time at zero of a Brownian motion reaches τ
and g(·) is the Zd+1 Green function (see (1.7)). In [9, 18] the cover time CTN×{0} was
studied and found to be of order N2d+o(1). The result (0.1) sharpens this and provides
the correct form of the log correction term.
To state our second application we introduce Ln, the local time at zero of the Z−component
of Xn (which we often refer to as “the local time of the zero level”). For any z ∈ R let
N zN be the point process on (R/Z)d × R defined by:
N zN =
∑
x∈TN×{0}
δx/N1{LHx>Ndu(z)}, (0.2)
where u(z) = g(0){log |TN×{0}|+z}. In other words N zN counts the vertices of TN×{0}
that are hit after the local time of the zero level reaches Ndu(z) (it will later become clear
that Ndu(0) is the “typical” local time at which covering of the zero level of the cylinder
is completed). We call N zN the “point process of vertices covered last”. Let λ be Lebesgue
measure on (R/Z)d × {0}. We show in Corollary 2.2 that
N zN converges weakly to a Poisson point process
on (R/Z)d × R of intensity exp(−z)λ. (0.3)
As a consequence we obtain in Corollary 2.3 that
the last two vertices of TN × {0} to be visted by Xn
are ”far apart” at typical distance of order N.
(0.4)
The proofs of (0.3) and (0.4) also provide similar results with other subsets of TN×[−N2 , N2 ]
in place of TN × {0} (for example for TN × [−N2 , N2 ] itself). The three applications (0.1),
(0.3) and (0.4) are consequences of the following main theorem and the coupling (see (0.6)
below):
Theorem 0.1 (Convergence to Gumbel). Let FN ⊂ TN × [−N2 , N2 ], N ≥ 1, be a sequence
of sets such that |FN | → ∞, as N →∞. Then under P
LCFN
g(0)Nd
− log |FN | law→ G, as N →∞, (0.5)
where G denotes the standard Gumbel distribution (see (1.44)).
As mentioned in the first paragraph the class of finite graphs for which one can obtain a
Gumbel distributional limit for the cover time is quite restricted (it includes the complete
graph, the star graph (see [3]) and graphs that are “highly symmetric” in the sense of
[11], but for example not the graph TN , d ≥ 3). An additional interest of Theorem 0.1
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stems from the method we employ in its proof, which relies on random interlacements. It
is open whether the method could be used to prove Gumbel distributional limits for the
cover times of other graphs; for more on this see Remark 6.11 (1).
Before describing the method in more detail let us briefly discuss the random inter-
lacement model. The model was introduced in [22] and helps to understand the “local
picture” left by a simple random walk in e.g. the discrete torus TN , d ≥ 3, (see [24]) or
the discrete cylinder EN , d ≥ 2, (see [19]) when the walk is run up to times of a suitable
scale. The random interlacements consist of a Poisson cloud of doubly infinite traject-
ories module time-shift in Zd, d ≥ 3, where u multiplies the intensity. The trace of the
trajectories in the cloud up to a level u is denoted by Iu ⊂ Zd, so that (Iu)u≥0 is an
increasing family of random sets. Intuitively speaking, for a value u related to the time
up to which the random walk is run, the trace of the random walk in a “local box” in the
torus or cylinder in some sense “looks like” Iu. The previous sentence has further been
made precise in the case of the cylinder by means of a coupling in [20, 21]. The first main
ingredient in the proof of Theorem 0.1 is a strengthened version of this coupling. To state
it we fix an ε ∈ (0, 1) and let A be a box of side length N1−ε with centre at x for some
x ∈ TN × [−N2 , N2 ]. We further let Rk denote the successive returns to TN × [−N,N ] and
Dk the successive departures from TN × (−hN , hN), where hN has order N(logN)2, (see
(1.2)). Then the coupling result, see Theorem 4.1, implies that:
For N large enough, and for any u ≥ 1√
N
, δ ≥ c2
(logN)2
, we can construct a coupling
Q1 of X· under P , and of joint random interlacements Iu(1−δ), Iu(1+δ) for which
Q1(Iu(1−δ) ∩ A ⊂ X(0, D[uKN ]) ∩A ⊂ Iu(1+δ) ∩A) ≥ 1− cuN−3d−1, (0.6)
where KN essentially equals
Nd
(d+1)hN
(see (1.16)). In fact (and importantly for our proof
of Theorem 0.1), Theorem 4.1 is stronger that what is stated in (0.6) because it couples
the trace of X· in several disjoint regions of the cylinder with independent random inter-
lacements, as long as these regions are “far apart”.
An interest of (0.6) is that it couples X(0, D[uKN ]) with joint random interlacements
Iu(1−δ) and Iu(1+δ) (combining the one-sided couplings of [20, 21] to get a two-sided
coupling does not guarantee the correct joint law of Iu(1−δ) and Iu(1+δ)). This makes it
more useful as a “transfer mechanism” from random interlacements to random walk; see
Remark 6.11 (2) for more on this topic.
Thanks to the Poissonian structure of random interlacements one has a number of
algebraic properties that only hold approximately for the trace of random walk (cf. (1.35),
(1.36), (1.37)). In [4] we could take advantage of this feature and give a precise result
for the asymptotic distributions of so called cover levels in random interlacements. The
cover level a of a finite set F ⊂ Zd+1 is:
C˜F = inf{u ≥ 0 : F ⊂ Iu}. (0.7)
Theorem 0.1 of [4] implies that, in the notation of (0.5):
C˜F
g(0)
− log |F | law→ G, as |F | → ∞. (0.8)
The method used to prove Theorem 0.1 is essentially speaking to combine (0.8) with
the coupling (0.6). It will turn out that when the local time Ln of the zero level is uN
d
3
then, roughly speaking, there have been about [uKN ] excursions (see (1.23)). On the
other hand (0.6) intuitively says that after [uKN ] excursions the picture left in a local
box (meaning a box of side length N1−ε, ε > 0) looks like random interlacements at
level u. Thus “when the local time at the zero level is uNd the picture in a local box
looks like Iu” (and this also holds simultaneously for the picture left in several “distant”
regions contained in local boxes). Now (0.8) essentially speaking says that C˜F is close in
distribution to g(0){log |F |+G}, and thus we roughly find that if F is contained in one or
several “distant” local boxes then LCF , the local time at the zero level when F is covered,
is close in distribution to Ndg(0){log |F |+G}. But this is the intuitive meaning of (0.5).
When F is contained in one or several “distant” local boxes this intuitive explanation can
be turned into a rigorous proof.
However sets like FN = TN × {0} can not be split into pieces that are contained in
distant local boxes. To deal with this problem we consider two cases. The first, considered
in Proposition 3.1, is when the FN are small in the sense that |FN | ≤ N1/8. It turns out
that we can split such small sets into pieces S1, S2, ..., Sk such that the pieces are contained
in “distant” local boxes, so that we are in the situation discussed in the previous paragraph
and can prove that the limit distribution is the Gumbel distribution.
The second case, considered in Proposition 3.2, is when the sets are “large” in the
sense that |FN | > N1/8. It turns out that such a set is typically covered completely when
the local time (at the zero level) reaches roughly Ndg(0) log |FN |. We consider the set F ρN
of vertices not covered when the local time at the zero level reaches a fraction (1−ρ) of the
typical local time Ndg(0) log |FN | (in fact F ρN will be defined in terms of excursions). By
tiling the cylinder with local boxes, using the coupling (0.6) once for each box, and using
a calculation inside the random interlacements model we are able to show (for appropriate
values of ρ) that F ρN is with high probability “small” in the sense that |F ρN | ≤ N1/8 and
that |F ρN | concentrates around its typical value, which turns out to be |FN |ρ. By excluding
a short segment of the random walk (when it is far away from FN and thus does not affect
F ρN ) during which it “forgets” the shape of F
ρ
N we will show that the way in which X·
covers F ρN is essentially the same as the way an independent random walk would cover
F ρN . Thus LCFN should be close in distribution to (1−ρ)Ndg(0) log |FN |+LCF ′ , where F ′
is independent from X· and distributed as F
ρ
N . Since F
ρ
N is “small” with high probability
we can apply the previous case for typical realisations of F ′ to get that LCF ′ is close in
distribution to Ndg(0){log |F ′|+ G}. Since |F ρN | concentrates around |FN |ρ we find that
log |F ′| ≈ ρ log |FN | so adding LCF ′ to the deterministic part (1 − ρ)Ndg(0) log |FN | we
get that LCFN has law close to N
dg(0){log |FN |+G} (which is the intuitive interpretation
of (0.5)).
We now describe how this article is organized. In Section 1 we fix notation, recall some
standard results on random walks and random interlacements and prove some preliminary
lemmas. In Section 2 we use our main result Theorem 0.1 to prove (0.1), (0.3) and (0.4).
In Section 3 we then prove Theorem 0.1, using the full version of the coupling (0.6) (i.e.
Theorem 4.1), and a quantitative version of (0.8) (see (1.45)). The proof of Theorem 4.1
is contained in sections 4, 5 and 6.
Finally a note on constants. Named constants are denoted by c0, c1, .. and have fixed
values. Unnamed constants are denoted by c and may change from line to line and within
formulas. All constants are strictly positive and unless otherwise indicated they only
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depend on d. Further dependence on e.g. parameters α, β is denoted by c(α, β).
1 Notation and and some useful results
In this section we fix notation and recall some known results about random walk and
random interlacements. We also state and prove Lemma 1.2 which gives an upper bound
on a certain killed Green function in the cylinder, Lemma 1.4 which relates local time of
the random walk to excursion times and to Brownian local time, and Lemma 1.5 which
gives a bound on certain sums of the “two point function” in the random interlacements
model.
In this article N = {0, 1, 2, ...}. For any real x ≥ 0 we denote the integer part of x by
[x]. If U is a set |U | denotes the cardinality of U .
We denote by | · |∞ and | · | the l∞ and Euclidean norms on Rd+1 and by d∞(·, ·) and
d(·, ·) the corresponding induced distances on (R/Z)d×R, Zd+1, and EN . For any two sets
A,B ⊂ Zd+1 or A,B ⊂ EN we denote their mutual Euclidean distance infx∈A,y∈B d(x, y)
by d(A,B). The closed l∞-ball centred at x in Zd+1 or EN of radius R is denoted by
B(x,R). For any set U ⊂ Zd+1 or EN we define the inner and outer boundaries by
∂iU = {x ∈ U : d({x}, U c) = 1} and ∂eU = {x ∈ U c : d({x}, U) = 1}.
A trajectory (or path) is a sequence w(n), n ∈ N, in Zd+1 or EN such that d(w(n +
1), w(n)) ≤ 1 for all n ≥ 0. We define the trace of the trajectory as follows:
w(a, b) = {x : w(n) = x for some n ∈ [a, b]}, a ≤ b in N. (1.1)
We write T for the space of trajectories in EN andW for the space of trajectories in Zd+1.
For any set F ⊂ EN or F ⊂ Zd+1 we write TF for the countable subset of T consisting
of trajectories that are contained in F ∪ ∂F and stay constant after a finite time. The
canonical coordinates on T and W are denoted by (Xn)n≥0 and the canonical shift by
(θn)n≥0. For a subset U of EN or Zd+1 we define the entrance time HU , the hitting time
H˜U , and the exit time TU by:
HU = inf{n ≥ 0 : Xn ∈ U}, H˜U = inf{n ≥ 1 : Xn ∈ U},
TU = inf{n ≥ 0 : Xn /∈ U}.
When U is the singleton {x} we write Hx or H˜x for simplicity. We define the special levels
rN , hN and the special slabs B, B˜ of EN by
rN = N, hN = [N(2 + (logN)
2)] and B = TN × [−rN , rN ], B˜ = TN × (−hN , hN). (1.2)
The successive returns to B and departures from B˜ are given by
R1 = HB, D1 = TB˜ ◦ θR1 +R1, and for k ≥ 1,
Rk+1 = R1 ◦ θDk +Dk, and Dk = D1 ◦ θDk +Dk. (1.3)
For x ∈ Zd+1 we denote by P Zd+1x the law onW of simple random starting at x. For x ∈ EN
we denote by Px the law on T of simple random starting at x. If e is a measure on Zd+1
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or EN we denote by P
Zd+1
e , Pe the measures
∑
a e(a)P
Zd+1
e and
∑
a e(a)Pe respectively. A
special role will be played by the measures
q =
1
2Nd
∑
x∈TN×{−rN ,rN}
δx and qz =
1
Nd
∑
x∈TN×{z}
δx, z ∈ Z. (1.4)
Note that the measure P that appears in the introduction coincides with Pq0. For any
finiteK ⊂ Zd+1 we define the escape probability (or equilibrium measure) eK and capacity
cap(K) by
eK(x) = P
Zd+1
x (H˜K =∞)1K(x) and cap(K) =
∑
x∈K
eK(x). (1.5)
If K ⊂ U ⊂ EN with U finite, then we define the escape probability and capacity of K
relative to U by
eK,U(x) = Px(H˜K > TU)1K(x) and capU(K) =
∑
x∈K
eK,U(x). (1.6)
We define the Zd+1 Green function by
g(x, y) =
∑
n≥0
P Z
d+1
x (Xn = y) and g(·) = g(·, 0) for x, y ∈ Zd+1. (1.7)
The Green function killed on exiting U for U ⊂ Zd+1 is defined by
gU(x, y) =
∑
n≥0
P Z
d+1
x (Xn = y, n < TU),
and similarly for U ⊂ EN with Px in place of P Zd+1x . Classically, if K ⊂ U ⊂ EN with U
finite, then for all x ∈ U
Px(HK < TU) =
∑
y∈K
gU(x, y)eK,U(y). (1.8)
For two disjoint sets S1, S2 ⊂ B˜ we define their “mutual energy” relative to B˜:
E(S1, S2) =
∑
x∈S1,y∈S2
eS1,B˜(x)gB˜(x, y)eS2,B˜(y). (1.9)
The following classical bounds on the Green function g(x) follow Theorem 1.5.4 p. 31 of
[12]:
Lemma 1.1. (d ≥ 2) For all non-zero x ∈ Zd+1
c|x|1−d ≤ g(x) ≤ c|x|1−d. (1.10)
We also have similar bounds on gB˜(x, y):
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Lemma 1.2. (d ≥ 2, N ≥ 1) For any x, y ∈ B with x 6= y
c|x− y|1−d ≤ gB˜(x, y) ≤ c|x− y|1−d + c
hN
Nd
. (1.11)
Proof. Let e denote the vector (0, ..., 0, 1) ∈ Zd+1. By “unwrapping” the cylinder EN we
see that for any x, y ∈ B˜
gB˜(x, y) =
∑
n∈Zd+1,n·e=0
gU(x
′, y′ + nN), (1.12)
where U = {x ∈ Zd+1 : |x · e| < hN} and x′, y′ ∈ Zd × [−rN , rN ] are representatives in
Z
d+1 of x, y such that |x− y| = |x′− y′|. Now the lower bound of (1.11) is a consequence
of gB˜(x, y) ≥ gU(x′, y′) ≥ gB(y′, 13hN )(x
′, y′) ≥ c|x′ − y′|1−d where the last inequality follows
from Proposition 1.5.9 p. 35 of [12]. Furthermore it follows from (2.13) of [17] with
L = hN that if n · e = 0
gU(x
′, y′ + nN) ≤ c|x− y|1−d1{|n|<3} + 1
(|n|N)d−1 exp
(
−cN |n|
hN
)
1{|n|≥3}.
But
∑
n∈Zd
1
|n|d−1 exp(−cN |n|hN ) ≤ c
hN
N
, so summing over n in (1.12) one obtains the upper
bound of (1.11).
Note that thanks to (1.11) we have the following bound on E(S1, S2) when S1, S2 ⊂ B:
E(S1, S2)
(1.6),(1.11)
≤ ccapB˜(S1)capB˜(S2)
{
(d(S1, S2))
1−d + hN
Nd
}
(1.6)
≤ c|S1||S2|
{
(d(S1, S2))
1−d + hN
Nd
}
.
(1.13)
The equalities contained in the following lemma will be essential:
Lemma 1.3. (N ≥ 3) For all K ⊂ TN × (−rN , rN)
Pq(HK < TB˜, XHK = x) =
1
KN
eK,B˜(x), x ∈ K and (1.14)
Pq(HK < TB˜, (XHK+·) ∈ dw) =
1
KN
PeK,B˜(dw), (1.15)
where
KN =
Nd
(d+ 1)(hN − rN) . (1.16)
Proof. (1.14) follows from Lemma 1.1 of [20] and (1.15) follows from (1.14) by an applic-
ation of the strong Markov property.
Incidentally (1.14) can be used to see that capB˜({x}) ≤ capB˜(K) when x ∈ K ⊂
TN × (−rN , rN) and therefore together with the bound capB˜({x}) ≥ P Zd+1x (TB(y, 14N) >
H˜x)− supy∈∂B(y, 1
4
N) gB˜(x, y)
(1.11)
≥ c valid for all x ∈ TN × [rN , rN ] and N ≥ c we see that
E(S1, S2)
(1.9),(1.11)
≥ cN1−d for all N ≥ 1 and non-empty S1, S2 ⊂ TN × (−rN , rN). (1.17)
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The local time of Xn at the zero level (or equivalently the local time at 0 of the
Z−component of Xn) is denoted by
Ln = |{i ∈ [0, n] : Xi ∈ TN × {0}}|, n ∈ N, (1.18)
and the first time the local time at the zero level is at least u by
γu = inf{n ≥ 0 : Ln ≥ u}, u ≥ 0. (1.19)
Similarly we define
ζ(u) = inf{t ≥ 0 : Lˆt ≥ u}, (1.20)
where the continuous process Lˆt is the local time at zero of a canonical Brownian motion.
Note that by the scaling invariance of Brownian motion
ζ(u) satisfies the scaling relation ζ(u)
law
= u2ζ(1), u > 0. (1.21)
The cumulative distribution function of ζ(u) is known explicitly (see e.g. Theorem 2.3 p.
240 of [15]) it is the continuous function
F (z) = 1{z>0}
√
2
pi
ˆ − u√
z
−∞
e−x
2/2dx. (1.22)
The following lemma relates γu to the excursion times Dk and to the law of ζ(·):
Lemma 1.4. For any N ≥ c, 1
2
> δ ≥ c0 rNhN and u such that uKN ≥ 2 we have
P (D[(1−δ)uKN ] < γuNd ≤ D[(1+δ)uKN ]) ≥ 1− c exp(−cu
√
N). (1.23)
Also under P , for any fixed N ≥ 3,
γu
u2
law→ ζ( 1√
d+ 1
), as u→∞. (1.24)
Proof. We start with (1.23). Note that
{γa ≤ b} (1.18),(1.19)= {a ≤ L[b]} for real a, b ≥ 0. (1.25)
Thus it suffices to show (using also that δ2KN ≥ c
√
N)
P (LD[(1−δ)uKN ] < uN
d ≤ LD[(1+δ)uKN ]) ≥ 1− c exp(−cδ
2uKN). (1.26)
Define the successive returns R˜k, k ≥ 1, to TN × {0} and departures D˜k, k ≥ 1, from
TN × {0} analogously to (1.3) with TN × {0} replacing both B and B˜. Let Vn = |{k :
D˜k ∈ [Rn, Dn]}| denote the number of contiguous intervals of time spent in the zero level
during the n−th excursion between B and ∂eB˜. Then
LDn =
V1+...+Vn∑
k=1
(D˜k − R˜k) for all n ≥ 1. (1.27)
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By the strong Markov property Vn, n ≥ 1, are independent and V1 is geometric with
support {1, 2, ...} and parameter 1
hN
(the probability Px(R˜2 > D1) when x ∈ TN × {0})
and Vn
law
= UV1 for n ≥ 2, where U is a Bernoulli random variable, independent from V1,
with P(U = 0) = rN
hN
(the probability that Xn leaves B˜ before hitting TN × {0}, when
starting in ∂iB). By a standard large deviation bound using the exponential Chebyshev
inequality and the small exponential moments of Vi
hN
we see that if δ ≥ 4 rN
hN
then
P (V1 + ... + V[(1+δ)uKN ] ≤ (1 +
δ
2
)uKNhN) ≤ exp(−cδ2uKN) and
P (V1 + ... + V[(1−δ)uKN ] ≥ (1−
δ
2
)uKNhN) ≤ exp(−cδ2uKN).
Combining this with (1.27) we see that (1.26) (and therefore also (1.23)) follows once we
show that
P (
[(1− δ
2
)uKNhN ]∑
k=1
(D˜k− R˜k) < uNd ≤
[(1+ δ
2
)uKNhN ]∑
k=1
(D˜k− R˜k)) ≥ 1− c exp(−cδ2uKN). (1.28)
Now by the strong Markov property D˜k − R˜k, k ≥ 1, are independent geometric random
variables with support {1, 2, ...} and parameter 1
d+1
(the probability that Xn+1 /∈ TN×{0}
conditioned on Xn ∈ TN × {0}). Therefore by a standard large deviation bound we see
that
P (
[(1− δ
2
)uKNhN ]∑
k=1
(D˜k − R˜k) ≥ (1− δ
4
)(d+ 1)uKNhN) ≤ c exp(−cδ2uKNhN) and
P (
[(1+ δ
2
)uKNhN ]∑
k=1
(D˜k − R˜k) ≤ (d+ 1)uKNhN) ≤ c exp(−cδ2uKNhN).
From this (1.28) follows by observing that (1 − δ
4
)(d + 1)uKNhN
(1.16)
= uNd 1−δ/4
1−rN/hN ≤
uNd
(1.16)
≤ (d+ 1)uKNhN if δ ≥ 4 rNhN . This completes the proof of (1.23).
We now turn to (1.24). For fixed N ≥ 3 let Zn denote the Z−component of Xn. Then
Ln is the local time of Zn at zero. By (1.22) of [6] we can couple L· with Lˆ·, the local
time at 0 of a Brownian motion, so that
sup
n≥1
n−3/8|(d+ 1)Lˆ n
d+1
− Ln| <∞ a.s. (1.29)
For any u ≥ 0, z ≥ 0 we have P (γu ≤ zu2) = P (u ≤ L[zu]2) by (1.25) and thus it follows
from (1.29) that for any α ∈ (0, 1)
limu→∞P (u(1 + α) ≤ (d+ 1)Lˆ [zu2]
d+1
) ≤ limu→∞P (γu ≤ zu2)
≤ limu→∞P (u(1− α) ≤ (d+ 1)Lˆ [zu2]
d+1
).
(1.30)
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But by (1.20) and (1.21) we have P (u(1 ± α) ≤ (d + 1)Lˆ [zu2]
d+1
) = P (ζ( 1√
d+1
) ≤ [zu2]
u2(1±α)2 )
and therefore from (1.30)
P(ζ(
1√
d+ 1
) ≤ z
(1 + α)2
)
(1.22)
≤ limu→∞P (γu ≤ zu2)
(1.22)
≤ P(ζ( 1√
d+ 1
) ≤ z
(1− α)2 ).
Thus taking α→ 0 we get (1.24).
In the proof of the coupling result (0.6) (i.e. Theorem 4.1) the first step is to couple
random walk with so called “Poisson Processes of Excursions”. To introduce them we
first define for any law e on EN the probability
κe(dw) = Pe(X·∧T
B˜
∈ dw). (1.31)
A special role will be played by κq where q as in (1.4). A “Poisson process of excursions”
is a Poisson process on the space TB˜ (see below (1.1)) of intensity which is a multiple of
ν(dw) = KNκq(dw) = KNPq(X·∧T
B˜
∈ dw). (1.32)
If µ =
∑
n≥0 δwn is a point process on one of the spaces TB˜ or W we define the trace I(µ)
of µ by (see (1.1) for notation)
I(µ) =
⋃
n≥0
wn(0,∞) ⊂ EN or Zd+1. (1.33)
We now recall some facts about random interlacements. They are defined as a Poisson
point process on a certain space of trajectories modulo time-shift, on a probability space
we denote by (Ω0,A0, Q0). For a detailed construction we refer to Section 1 of [22] or
Section 1 of [16]. In this article we will only need the facts that now follow. On (Ω0,A0, Q0)
there is a family (Iu)u≥0 of random subsets of Zd+1, indexed by a parameter u. We call
Iu, or any random set with the law of Iu, a random interlacement at level u. Intuitively
speaking Iu is the trace of the Poisson cloud of trajectories mentioned in the introduction.
Two basic properties of random interlacements are that
the Iu are translation invariant and increasing,
in the sense that if v ≤ u then Iv ⊂ Iu. (1.34)
We can characterise the law of Iu ∩K for finite sets K ⊂ Zd+1 in the following manner
(see (1.18), (1.20), (1.53) of [22])
Iu ∩K law= I(µK,u) ∩K for each u ≥ 0 where µK,u is a (1.35)
Poisson point process on W of intensity uP Z
d+1
eK
.
An important fact is that if u ≤ v and I1 and I2 are independent random interlacements
then
(Iu1 , Iv1 ) law= (Iu1 , Iu1 ∪ Iv−u2 ). (1.36)
The law of (Iu)c (also called the vacant set) on {0, 1}Zd+1 is characterized by (see (2.16)
of [22]):
Q0(A ⊂ (Iu)c) = exp(−u · cap(A)) for all finite A ⊂ Zd+1.
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Since cap({x}) = 1
g(0)
and cap({x, y}) = 2
g(x)+g(x−y) (see (1.62) and (1.64) of [22]) we have:
Q0(x /∈ Iu) = exp(− u
g(0)
) and Q0(x, y /∈ Iu) = exp(−u 2
g(0) + g(x− y)). (1.37)
If A and B are two disjoint finite sets in Zd+1 that are “far apart” we have the following
independence result which is a direct consequence of Lemma 2.1 of [4]
|Q0(A ⊂ Iu, B ⊂ Iu)−Q0(A ⊂ Iu)Q0(B ⊂ Iu)| ≤ cu cap(A)cap(B)(d(A,B))d−1
for all disjoint A,B ⊂ Zd+1 and u > 0. (1.38)
The next lemma gives a bound on certain sums of the “two point probability” Q0(x, y /∈
Iu). It is a generalisation of Lemma 2.5 of [4].
Lemma 1.5. (d ≥ 2)There is a constant c1 > 1 such that for any F ⊂ Zd+1, u ≥ 0 and
a > 0 ∑
0<|x|<a,x∈F
Q0(0, x /∈ Ig(0)u) ≤ e−2u{|F | ∧ ad+1 + cu|F | 2d+1}+ ce−c1u. (1.39)
Proof. We assume |F | ≥ 1. The left-hand side of (1.39) equals I1 + I2 where
I1
(1.37)
=
∑
0<|x|<u∧a,x∈F
exp
(−2u (1 + g(x)/g(0))−1) and (1.40)
I2
(1.37)
=
∑
u∧a≤|x|<a,x∈F
exp
(−2u (1 + g(x)/g(0))−1) . (1.41)
We first bound I1. Note that for x 6= 0 we have g(x) < g(e1) < g(0), where e1 is
a unit vector in Zd, so that the summand in (1.40) is bounded by exp(−c′1u) where
c
′
1 = 2 (1 + g(1)/g(0))
−1 > 1. Therefore we find that
I1 ≤ cud+1 exp(−c′1u) ≤ c exp(−c1u) (1.42)
for a constant c1 such that c
′
1 > c1 > 1. Next to bound I2 we use the elementary inequality
(1− x)−1 ≥ 1 + x, x ≥ 0 to get
I2 ≤
∑
u∧a≤|x|<a,x∈F
exp (−2u (1− g(x)/g(0)))
≤ exp(−2u)
∑
u∧a≤|x|<a,x∈F
(1 + cug(x)/g(0))
where in the last inequality we have used that ug(x)
(1.10)
≤ (cu · u1−d ∧ c) ≤ c for u ∧ a ≤
|x| < a. We thus get
I2 ≤ exp(−2u)
{
|F | ∧ (cad+1) + cu
∑
x∈F
g(x)
}
.
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Let F = {f1, ..., f|F |} with |f1| ≤ |f2| ≤ ... ≤ |f|F || and let h1, h2, .. be an enumera-
tion of Zd+1 such that |h1| ≤ |h2| ≤ .... Then since g(fi)
(1.10)
≤ c|fi|1−d ≤ c|hi|1−d and
{h1, ..., h|F |} is contained in the Euclidean ball B′ of radius c|F | 1d+1 around the origin we
have
∑
x∈F g(x) ≤
∑|F |
i=1(c|hi|1−d ∧ g(0)) ≤
∑
x∈B′(c|x|1−d ∧ g(0)) ≤ c|F |2/(d+1). Therefore
we see that
I2 ≤ c exp(−2u)
{|F | ∧ ad+1 + cu|F |2/(d+1)} ,
which in combination with (1.42) yields (1.39).
In proving Theorem 0.1 we will often consider events similar to {LCFN ≤ Ndg(0){log |FN |+
z}}. To simply formulas we define
uF (z) = g(0){log |F |+ z} and uN = uFN , (1.43)
so that the previous event coincides with {LCFN ≤ NduN(z)}. We denote the cumulative
distribution function of the standard Gumbel distribution by
G(z) = exp(−e−z). (1.44)
We now state a quantitative version of (0.8) which will be what we actually use in
the proof of Theorem 0.1. Recall the definition (0.7) of the cover level C˜F of a set F . We
have that (see Theorem 0.1 of [4]) for all finite non-empty F ⊂ Zd+1
supz≥− log |F | |Q0(C˜F ≤ uF (z))−G(z)| ≤ c|F |−c. (1.45)
2 Applications: Convergence of cover times and point
process of uncovered vertices
In this section we will derive from Theorem 0.1 and the coupling (0.6) the convergence
in law of the rescaled cover times (i.e. (0.1)), the convergence in law of the point process
of vertices covered last (i.e. (0.3)) and the statement that “the last two vertices to be
hit are far apart” (i.e. (0.4)), in the form of Corollary 2.1, Corollary 2.2 and Corollary
2.3 respectively. Corollary 2.1 will follow easily from Theorem 0.1 once we have related
the random walk local time Ln to the local time of Brownian motion using (1.24). To
prove Corollary 2.2 we will use Kallenberg’s theorem which allows us to conclude that
N zN converges weakly to a homogeneous Poisson point process by checking two conditions
involving convergence of the intensity measure and the probability that the point measure
does not charge a set. Finally Corollary 2.3 follows from Corollary 2.2 by a calculation
involving the Palm measure of the limit of the N zN .
Corollary 2.1 (Convergence in law for cover times). (d ≥ 2) Let FN be a sequence of
sets as in Theorem 0.1. Then under P
CN
(Nd log |FN |)2
law→ ζ( g(0)√
d+ 1
), as N →∞, (2.1)
where CN = CFN .
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Proof. We set u = Nd log |FN |. For any z ≥ 0 we have
{LCN < L[zu2]}
(1.18)⊂ {CN ≤ zu2}
(1.18)⊂ {LCN ≤ L[zu2]}. (2.2)
It follows from (0.5) that LCN /u → g(0) in probability as N → ∞, so that for any
δ ∈ (0, 1)
limN→∞P (g(0)(1 + δ)u ≤ L[zu2])
(2.2)
≤ limN→∞P (CN ≤ zu2)
(2.2)
≤ limN→∞P (g(0)(1− δ)u ≤ L[zu2]).
(2.3)
But by (1.25) we have P (g(0)(1±δ)u ≤ L[zu2]) = P (γg(0)u(1±δ) ≤ zu2) and thus from (2.3),
(1.24) (using that u→∞ as N →∞) and the continuity of the limit law (see (1.22)) we
get:
P(ζ(
1√
d+ 1
) ≤ z
(g(0)(1 + δ))2
) ≤ limN→∞P (CN ≤ zu2)
≤ P(ζ( 1√
d+ 1
) ≤ z
(g(0)(1− δ))2 ).
Once again by the continuity of the law of ζ(·) we can now let δ ↓ 0 to get limN→∞ P (CN ≤
zu2) = P(ζ( 1√
d+1
) ≤ z
g(0)2
) and (2.1) then follows by the scaling relation (1.21).
Next we prove the weak convergence of the point process of vertices covered last (recall
the definition of this process from (0.2)).
Corollary 2.2 (Convergence of point process of vertices covered last). (z ∈ R) In the
topology of point processes
N zN converges weakly to a Poisson point process
on (R/Z)d × R of intensity exp(−z)λ, (2.4)
where λ denotes Lebesgue measure on (R/Z)d × {0}.
Proof. LetMzN =
∑
x∈TN×{0} 1{LHx≥Ndu(z)}. We will first show (2.4) with MzN in place of
N zN . By Kallenberg’s theorem (see Proposition 3.22, p. 156 of [14]) to show (2.4) with
MzN in place of N zN it suffices to check that for all I in
J = {I : I a union of products of open intervals in (R/Z)d × R, λ(I) > 0},
the following two statements hold:
lim
N→∞
EMzN(I) = exp(−z)λ(I), (2.5)
lim
N→∞
P (MzN(I) = 0) = exp(−e−zλ(I)). (2.6)
For any I ∈ J define F ′N = NI ∩ TN × {0}. Note that because of the special form of I
(recall λ(I) > 0) we have
|F ′N | → ∞ and
|F ′N |
|TN × {0}| → λ(I) as N →∞. (2.7)
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To show (2.6) we note that
P (MzN(I) = 0) = P (LC′N < N
du(z)), (2.8)
where C
′
N = CF ′N
and u(z) = uTN×{0}(z) (recall the notation from (1.43)). Let u
′
N = uF ′N
and note that u(z) = u
′
N(z− log |F
′
N |
|TN×{0}|) so that for all a > 0 and N ≥ c(I, z, a) we have
u
′
N(z − a− log λ(I))
(2.7)
< u(z)
(2.7)
< u
′
N(z + a− log λ(I)). (2.9)
Therefore using (0.5) with F
′
N and C
′
N in the place of FN and CFN we get
exp(−e−z+aλ(I)) (0.5)= limN→∞P (LC′N ≤ N
du
′
N(z − a− log λ(I)))
(2.8),(2.9)
≤ limN→∞P (MzN(I) = 0)
(2.8),(2.9)
≤ limN→∞P (LC′N ≤ N
du
′
N(z + a− log λ(I)))
(0.5)
= exp(−e−z−aλ(I)),
so that so letting a ↓ 0 we find (2.6).
It remains to check (2.5). Note that
EMzN(I)
(1.25)
=
∑
x∈F ′N
P
(
γNdu(z) ≤ Hx
)
. (2.10)
Let us now record (for use now and later) that
for F ⊂ TN × [−N2 , N2 ] with |F | ≥ 2, z ∈ [−12 log |F |,−12 log |F |],
a ∈ (0, 1
10
], δ = (logN)−3/2 and N ≥ c(a) we have
2√
N
≤ uF (z − a) ≤ uF (z)(1− δ) ≤ uF (z)(1 + δ) ≤ uF (z + a) ≤ c logN.
(2.11)
Thus for any a ∈ (0, 1
10
] and N ≥ c(z, a) it follows from (1.23) (note that 1
2
> δ ≥ c0 rNhN
for N ≥ c, with δ as in (2.11)) that P (D[KNu(z+a)] < γNdu(z)), P (D[KNu(z−a)] ≥ γNdu(z)) ≤
ce−cN
c
and thus
P
(
D[KNu(z+a)] < Hx
)− ce−cNc ≤ P (γNdu(z) ≤ Hx)
≤ P (D[KNu(z−a)] < Hx)+ ce−cNc . (2.12)
Now since {Dk < Hx} (1.1)= {x /∈ X(0, Dk)} for any k ≥ 1 we have
P (D[KNu(z±a)] < Hx) = P (x /∈ X(0, D[KNu(z±a)])). (2.13)
We can now use (0.6) twice to get that if a ∈ (0, 1
10
] and N ≥ c(z, a) then
P
(
x /∈ X(0, D[KNu(z−a)])
) ≤ Q0 (x /∈ Iu(z−2a))+ cN−3d,
P
(
x /∈ X(0, D[KNu(z+a)])
) ≥ Q0 (x /∈ Iu(z+2a))− cN−3d, (2.14)
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where we have also used (2.11) with u(z ± a) in the place of z, that δ ≥ c2 rNhN (δ as in
(2.11)) for N ≥ c, the fact that I(1±δ)uF (z±a) has the same law under the coupling Q1
as under the canonical probability Q0 and (1.34). But Q0
(
x /∈ Iu(z±2a)) = exp(−z∓2a)|TN×{0}| by
(1.37), so combining (2.12), (2.13) and (2.14) we get that if N ≥ c(z, a) then
exp(−z − 2a)
|TN × {0}| − cN
−3d ≤ P (γNdu(z) ≤ Hx) ≤ exp(−z + 2a)|TN × {0}| + cN−3d.
So by (2.7) and (2.10) and we have that for all z ∈ R and a ∈ (0, 1
10
]
λ(I) exp(−z − 2a) ≤ limN→∞EMzN(I) ≤ λ(I) exp(−z + 2a).
We simply have to take a ↓ 0 to get (2.5). This completes the proof of (2.4) with
MzN in place of N zN . Thus the limit of the Laplace functionals of MzN is the map f →
exp(−e−z ´ (1−e−f(x))λ(dx)), which is continuous in z. By using the inequalityMz+δN
(0.2)
≤
N zN
(0.2)
≤ MzN , valid for any z ∈ R, δ > 0 and N ≥ 1, and letting δ ↓ 0 we see that the
limit of the Laplace functionals of N zN is f → exp(−e−z
´
(1− e−f(x))λ(dx)) as well, and
therefore (2.4) holds.
Finally we derive Corollary 2.3 from Corollary 2.2.
Corollary 2.3 (Last vertices to be hit are far apart). Let the random vector (Y1,Y2, ..., Y|TN×{0}|)
be the vertices of TN × {0} ordered by their entrance time with Y1 being hit last, so that:
CTN×{0} = HY1 > HY2 > .. > HY|TN×{0}| = HTN×{0}.
Then for all k ≥ 2
lim
δ→0
limN→∞P (∃1 ≤ i < j ≤ k such that d(Yi, Yj) ≤ δN) = 0, (2.15)
or in other words for large N the last k vertices of TN × {0} to be hit are separated, at
typical distance of order N .
Proof. For z ∈ R, Corollary 2.2 says that N zN converges weakly to N z, a Poisson point
process on (R/Z)d × R of intensity exp(−z)λ (λ as in Corollary 2.2). Note that for any
z ∈ R and δ > 0 the limsup of the probability in (2.15) is bounded above by
lim
N→∞
P (∃x 6= y ∈ Supp(N zN), d(x, y) ≤ δ) + P(N z((R/Z)d × R) < k), (2.16)
where we have used that P (N zN((R/Z)d×R) < k)→ P(N z((R/Z)d×R) < k) as N →∞.
Let f : (R/Z)d × R → [0, 1] be a continuous function such that f(x) = 1 if d(0, x) ≤ δ
and f(x) = 0 if d(0, x) ≥ 2δ. Then
limδ→0 limN→∞P (∃x 6= y ∈ Supp(N zN) s.t. d(x, y) ≤ δ) ≤
limδ→0 limN→∞P (
∑
x,y∈Supp(N zN ),x 6=y f(x− y) ≥ 1) ≤
limδ→0 limN→∞E(
∑
x,y∈Supp(N zN ),x 6=y f(x− y)),
(2.17)
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where we have used Markov’s inequality going from the middle to the last line. Consider
the sum
∑
x,y∈Supp(N zN ),x 6=y f(x − y) = N
z
N ⊗ N zN(f(· − ·)) − f(0)N zN((R/Z)d × R). Note
that N zN ⊗N zN tends weakly to N z ⊗N z so that
lim
N→∞
E

 ∑
x,y∈Supp(N z
N
),x 6=y
f(x− y)

 = E

 ∑
x,y∈Supp(N z),x 6=y
f(x− y)

 . (2.18)
By Proposition 13.1.VII p. 280 of [7] the local Palm distribution for N z at x ∈ (R/Z)d×R
is the distribution of N z + δx. Therefore (by e.g. Proposition 13.1.IV p. 273 of [7]) the
right hand side of (2.18) equals
e−z
´
E
[
(N z + δx)(1{y 6=x}f(x− ·))
]
λ(dx) = e−2z
˜
f(x− y)λ(dy)λ(dx)
≤ c(z)δd. (2.19)
Combining (2.18) and (2.19) we get that the right-hand side of (2.17) equals zero, and
therefore from (2.16) we see that for all z ∈ R
lim
δ→0
lim
N→∞
P (∃1 ≤ i < j ≤ k such that d(Yi, Yj) ≤ δN) ≤ P(N z((R/Z)d ×R) < k). (2.20)
But if we take z → −∞ then the right hand side of (2.20) tends to zero, so (2.15)
follows.
3 Convergence to Gumbel
We now turn to the proof of Theorem 0.1. Intuitively speaking (0.5) says that “LCFN
is approximately distributed as a Gumbel random variable with location Ndg(0) log |FN |
and scale Ndg(0)” (recall that a Gumbel random variable with location µ and scale β has
cumulative distribution function exp(−e−(x−µ)/β) and that the standard Gumbel distribu-
tion has location 0 and scale 1). The first step of the proof is to use (1.23) to reduce this
to the statement “the number of excursions needed to cover FN is approximately Gumbel
distributed with location KNg(0) log |FN | and scale KNg(0)”. To prove this latter state-
ment we want to use the coupling result Theorem 4.1 from Section 4 that couples the
trace of the random walk X· with random interlacements, and apply (1.45) (i.e. Theorem
0.1 of [4]) which gives the corresponding distributional limit result in the random inter-
lacements model. It is however not immediately obvious how this might be done because
Theorem 4.1 only couples the trace of X· in several separated “local boxes” of side length
N1−ε, 0 < ε < 1 centred in TN × [−N2 , N2 ] with random interlacements, and in general
it will not be possible to cover FN by a collection of such local boxes. We are able to
deal with this problem by splitting the sequence FN into two subsequences, one with FN
that are small in the sense that |FN | ≤ N1/8 and one with FN that are big in the sense
that |FN | > N1/8. In the first case (small FN ) we are able to apply Theorem 4.1 and
(1.45) to get that the number of excursions needed to cover FN is approximately Gumbel
distributed with appropriate parameters. Moreover we are able to reduce the second case
(big FN) to the first case.
We now state Proposition 3.1 which deals the first case. Recall (1.4), (1.43) and (1.44)
for notation.
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Proposition 3.1 (Gumbel for “small” F ). (d ≥ 2) For any θ ∈ (0, 1
10
], N ≥ 1 and
F ⊂ TN × [−N2 , N2 ] such that N1/8 ≥ |F | ≥ c(θ) we have:
sup
z∈[− 1
2
log |F |, 1
2
log |F |],l∈[−N,N ]
|Pql(F ⊂ X(0, D[KNuF (z)]))−G(z)| ≤ θ. (3.1)
We postpone the proof of Proposition 3.1 until after the proof of Theorem 0.1 and
instead state Proposition 3.2 which deals with the second case.
Proposition 3.2 (Gumbel for “big” FN). (d ≥ 2) Let FN be a sequence of sets as in
Theorem 0.1 with the additional requirement that |FN | > N1/8 for all N ≥ 1. Then for
all z ∈ R (recall that uN is a shorthand for uFN ):
P (FN ⊂ X(0, D[KNuN (z)]))→ G(z) as N →∞. (3.2)
The proof of Proposition 3.2 is also postponed until after the proof of Theorem 0.1,
which we now start.
Proof of Theorem 0.1. We write CN for CFN . By (1.25) we have P (LCN < N
duN(z)) =
P (CN < γNduN (z)) for all z ≥ −12 log |FN |. Also note that for all z ∈ R, a ∈ (0, 110 ] and
N ≥ c(z, a, (FN)N≥1) it holds that
P (CN < γNduN (z)) ≥ P (CN ≤ D[uN (z−a)KN ])− P (D[uN (z−a)KN ] ≥ γNduN (z)),
P (CN < γNduN (z)) ≤ P (CN ≤ D[uN (z+a)KN ]) + P (D[uN (z+a)KN ] < γNduN (z)).
Now using that P (CN ≤ D[uN (z±a)KN ])
(1.1)
= P (FN ⊂ X(0, D[uN (z±a)KN ])) and (2.11) with
F = FN (similarly to under (2.11) but with z ± a in place of z) it follows from the above
and two applications of (1.23) that for all z ∈ R and a ∈ (0, 1
10
]
limN→∞P (FN ⊂ X(0, D[uN (z−a)KN ])) ≤ limN→∞P (LCN < NduN(z))
≤ limN→∞P (FN ⊂ X(0, D[uN (z+a)KN ])).
(3.3)
But by splitting the sequence FN into two subsequences and applying Proposition 3.1 (re-
call that P = Pq0) and Proposition 3.2 it follows that limN→∞ P (FN ⊂ X(0, D[uN (z±a)KN ])) =
G(z ± a). We can thus replace the right- and left-hand sides of (3.3) with G(z + a) and
G(z − a) respectively, and then let a ↓ 0 and use the continuity of G to conclude that
limN→∞ P (LCN < N
duN(z)) = G(z) for all z ∈ R, and therefore that (0.5) holds.
We now turn to the proof of Proposition 3.1 which deals with “small” sets FN . It
turns out that such small sets can be chopped into pieces S1, S2, ..., Sk such that each
individual piece is contained in a local box of side length N1/2, and is separated from
the other pieces by a distance of at least |F |3. The separation will allow us to apply
Theorem 4.1 to conclude that the traces left by X· on each Si are approximated by k
independent random interlacements, and thus that the number of excursions needed to
cover F is approximately KN times maxk C˜Sk , the maximum of the cover levels of the
Sk by the k random interlacements. Using (1.38) we will be able to assemble the pieces
(placing them suitably far apart) into a single random interlacement, so that maxk C˜Sk
is close in distribution to the cover level C˜F˜ of a set F˜ which consists of the reassembled
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pieces S1, S2, ..., Sk and thus has the same cardinality as F . It will then be straight-
forward to prove that C˜F˜ (and thus maxk C˜Sk) is approximately distributed as a Gumbel
random variable with location g(0) log |F | and scale g(0) by applying (1.45). This in turn
will imply that the number of excursions needed to cover F is approximately distributed
as a Gumbel random variable with location KNg(0) log |F | and scale KNg(0), which is
essentially speaking what Proposition 3.1 claims.
Proof of Proposition 3.1. Construct a graph (F,EF ) with vertices in F and edge set EF
such that {a, b} ∈ EF iff a, b ∈ F and d∞(a, b) ≤ |F |3. Let S1, S2, ..., Sk be the connected
components of (F,EF ) and let x1, ..., xk ∈ EN be arbitrarily selected xi ∈ Si, i = 1, ..., k.
Then for each i and for all y ∈ Si we have d∞(y, xi) ≤ |F | × |F |3 = |F |4 ≤ N1/2,
where the last inequality follows by our assumption on the cardinality of F . Therefore
Si ⊂ B(xi, N1/2) for all i, and if i 6= j we have d∞(Si, Sj) > |F |3.
We now apply Theorem 4.1 with ε = 1
2
, u = uF (z), δ as in (2.11) (using also (2.11) with
a = θ/4, similarly to under (2.14)) and l in the place of z to get that for any l ∈ [−N,N ],
z ∈ [−1
2
log |F |, 1
2
log |F |] and |F | ≥ c(θ)
∏k
i=1Q0(Si − xi ⊂ IuF (z−
θ
4
))− θ
4
≤ Pql(F ⊂ X(0, D[KNuF (z)]))
≤ ∏ki=1Q0(Si − xi ⊂ IuF (z+ θ4 )) + θ4 , (3.4)
where we have also used that N ≥ |F |8 and (when k > 1) that ∑i 6=j E(Si, Sj) ≤∑
i 6=j c
|Si||Sj |
|F |3 ≤ c|F | by (1.13) and d(Si, Sj) ≥ c|F |3. Consider the sets S˜i = (Si − xi) + i ·
exp(N)e1 ⊂ Zd+1, where Si−xi is viewed as a subset of Zd+1 and e1 = (1, 0, ..., 0) ∈ Zd+1.
Let F˜ =
⋃k
i=1 S˜i. By (1.38) and (1.5) the following holds for z ∈ [−12 log |F |, 12 log |F |]:
|Q0(F˜ ⊂ IuF (z± θ4 ))−Q0(S˜1 ⊂ IuF (z± θ4 ))Q0(F˜\S˜1 ⊂ IuF (z± θ4 ))| ≤ c log |F | |S˜1||F˜ |
exp(N)
.
Applying (1.38) another k − 1 times and using the triangle inequality we get that∣∣∣Q0(F˜ ⊂ IuF (z± θ4 ))−∏ki=1Q0(Si − xi ⊂ IuF (z± θ4 ))∣∣∣ ≤ c log |F | |F |2exp(N) ≤ θ4 (3.5)
holds for all |F | ≥ c(θ) and z ∈ [−1
2
log |F |, 1
2
log |F |] (using also that Q0(Si − xi ⊂
IuF (z± θ4 )) (1.34)= Q0(S˜i ⊂ IuF (z± θ4 ))). Now finally we apply (1.45), using that |F | = |F˜ |, to
get that for all |F | ≥ c(θ) and z ≥ −1
2
log |F |:∣∣∣∣Q0(F˜ ⊂ IuF (z± θ4 ))−G(z ± θ4)
∣∣∣∣ ≤ θ4 . (3.6)
Combining (3.4), (3.5) and (3.6) with the fact that |G(z) − G(z ± θ
4
)| ≤ θ
4
for all z, we
get (3.1).
Next we prove Proposition 3.2, which deals with “big” sets FN . In this case we will
consider for some 0 < ρ < 1 the set F ρN = FN\X(0, D[(1−ρ)KNuN (0)]), i.e. the subset of FN
left uncovered by a fraction 1 − ρ of the typical number of excursions KNuN(0) needed
to cover FN , and show that the cardinality of F
ρ
N concentrates around its typical value
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which turns out to be |FN |ρ (this is the content of Lemma 3.3). To do this we will once
again split FN into pieces S1, ..., Sn that are contained in local boxes (but this time they
will not in general be far apart). Using the coupling Theorem 4.1 for one i at a time will
allow us to use a random interlacements calculation to prove that |F ρN ∩ Si| concentrates
around |Si||FN | × |FN |ρ. A union bound will then ensure that |F
ρ
N ∩ Si| concentrates around
this value for all i at the same time with high probability, and thus that |F ρN | concentrates
around |FN |ρ with high probability.
Now for the ρ we pick (cf. (3.20)) we will have |FN |ρ ≤ ((2N +1)Nd)ρ ≤ N1/8 so that
(with high probability) F ρN is a “small set” in the sense of Proposition 3.1. It will turn
out that the excursions after the [(1 − ρ)KNuN(0)]-th departure are “almost” independ-
ent of F ρN and therefore we will be able to apply Proposition 3.1 to the set F
ρ
N to prove
that the number of additional excursions needed to cover it is approximately a Gumbel
random variable with location KNg(0) log |F ρN | ≈ KNg(0) log |FN |ρ = KNg(0)ρ log |FN |
and scale KNg(0). Adding to this random variable (1−ρ)KNuN(0) = (1−ρ)KN log |FN |,
the approximate number of excursions that reduced FN to F
ρ
N , we find that the number
of excursions needed to cover FN is approximately distributed as a Gumbel random vari-
able with location KNg(0) log |FN | and scale KNg(0), which is essentially speaking what
Proposition 3.2 claims.
Proof of Proposition 3.2. Fix a z ∈ R. Define for any ρ ∈ (0, 1
4
] and N ≥ c
r(ρ) = r(ρ,N) = [(1− ρ)KNuN(0)] and F ρN = FN\X(0, Dr(ρ)). (3.7)
Because {FN ⊂ X(0, D[KNuN (z)])} = {F ρN ⊂ X(Rr(ρ)+1, D[KNuN (z)])} for N ≥ c it suffices
to show that for some ρ ∈ (0, 1
4
]
P (F ρN ⊂ X(Rr(ρ)+1, D[KNuN (z)]))→ G(z) as N →∞. (3.8)
For each λ ∈ (0, 1
100
) and N ≥ 1 we define the collection of “good sets” by:
GN,λ = {F ′ ⊂ FN : (1− λ)|FN |ρ ≤ |F ′| ≤ (1 + λ)|FN |ρ}. (3.9)
To show (3.8) we will use the following lemma:
Lemma 3.3. For all λ ∈ (0, 1
100
) we have limN→∞ P (F
ρ
N ∈ GN,λ) = 1.
Proof. Let
ε =
1
3(d+ 1)
1
16
ρ. (3.10)
For each N we can select x1, .., xn(N) ∈ TN × [−N2 , N2 ], n(N) ≤ cN (d+1)ε and partition
FN into disjoint non-empty sets S
1
N , ..., S
n
N such that S
i
N ⊂ B(xi, N1−ε) for each i and
FN =
⋃n
i=1 S
i
N . Consider for each i = 1, ..., n(N) the events
E+i =
{∣∣SiN\X(0, Dr(ρ))∣∣ ≥ (1 + λ2 )ai|FN |ρ + λ2t√ai|FN |ρ} and
E−i =
{∣∣SiN\X(0, Dr(ρ))∣∣ ≤ (1− λ2 )ai|FN |ρ − λ2t√ai|FN |ρ} , (3.11)
where ai =
|SiN |
|FN | and t =
∑n(N)
i=1
√
ai. Because the right-hand sides of the inequalities in
the events in (3.11) sum up to (1± λ)|FN |ρ we have:
P (|F ρN | ≥ (1 + λ)|FN |ρ) ≤
∑
P (E+i ) ≤ cN (d+1)ε supi P (E+i ),
P (|F ρN | ≤ (1− λ)|FN |ρ) ≤
∑
P (E−i ) ≤ cN (d+1)ε supi P (E−i ).
(3.12)
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We therefore wish to bound P (E±i ). To this end let
u±(λ) = g(0){(1− ρ) log |FN |+ log 1
1∓ λ/2} and u = (1− ρ)uN(0), (3.13)
and note that we can apply Theorem 4.1 with k = 1, ε as in (3.10), u as in (3.13), δ as
in (2.11) (using that u−(λ) ≤ (1− ρ)uN(−λ4 ) ≤ (1− ρ)uN(λ4 ) ≤ u+(λ), u = (1− ρ)uN(0),
so that [uKN ] = r(ρ), and (2.11) with a = λ/4 similarly to under (2.14) and above (3.4))
once for each i to show that if N ≥ c(λ) then
P (E+i ) ≤ Q0(|SiN\Iu− | ≥ (1 + λ2 )ai|FN |ρ + λ2t
√
ai|FN |ρ) + cN−3d,
P (E−i ) ≤ Q0(|SiN\Iu+ | ≤ (1− λ2 )ai|FN |ρ − λ2t
√
ai|FN |ρ) + cN−3d, (3.14)
where we view SiN as a subset of Z
d+1 and have also used (1.34). Note that
E
Q0(|SiN\Iu∓ |) =
∑
x∈SiN
Q0(x /∈ Iu∓) (1.37),(3.13)= (1± λ
2
)ai|FN |ρ. (3.15)
Thus the probabilities on the right hand sides of (3.14) are bounded above by:
Q0
(∣∣|SiN\Iu∓| − EQ0(|SiN\Iu∓ |)∣∣ ≥ λ2t√ai|FN |ρ) . (3.16)
Using the Chebyshev inequality we see that (3.16) is bounded above by:
E
Q0(|SiN\Iu∓|2)−
(
E
Q0(|SiN\Iu∓ |)
)2
λ2
4t2
ai|FN |2ρ
(3.17)
We thus wish to bound EQ0(|SiN\Iu∓ |2). Note that
E
Q0(|SiN\Iu
∓ |2) =
∑
x,y∈SiN
Q0(x, y /∈ Iu∓)
(3.15)
≤ cai|FN |ρ
+
∑
x∈SiN
∑
y∈SiN ,y 6=x
Q0(x, y /∈ Iu∓). (3.18)
Now using the translation invariance of Iu∓ (cf. (1.34)) and Lemma 1.5 (with a = 10000N
say) we get that for N ≥ c:
∑
x∈SiN ,y 6=xQ0(x, y /∈ I
u∓)
(3.13)
≤
(1± λ
2
)2|FN |2ρ−2{|SiN |2 + c log |FN ||SiN |
2
d+1
+1}+ c|SiN ||FN |ρ−1
(3.15)
≤(
E
Q0(|SiN\Iu∓|)
)2
+ cai log |FN ||FN |2ρ− d−1d+1 + cai|FN |ρ
ρ≤ 1
4≤(
E
Q0(|SiN\Iu∓|)
)2
+ cai|FN |ρ
(3.19)
Combining (3.19) with (3.16), (3.17) and (3.18) we find from (3.14) that P (E±i ) ≤
c(λ)t2|FN |−ρ + cN−3d
t≥1≤ c(λ)t2N− 18ρ and thus from (3.12) that
P ({(1− λ)|FN |ρ ≤ |F ρN | ≤ (1 + λ)|FN |ρ}c) ≤ c(λ)N (d+1)εt2N−
1
8
ρ ≤ c(λ)N− 116ρ,
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where to get the last inequality we have used that t =
∑n(N)
i=1
√
ai ≤ n(N) ≤ cN (d+1)ε
and (3.10). Thus we just have to let N → ∞ and recall the definition (3.9) of GN,λ to
complete the proof of Lemma 3.3.
We now continue with the proof of (3.8). Fix
ρ =
1
16(d+ 1)
∈ (0, 1
4
] (3.20)
and write r in place of r(ρ). Note that by the strong Markov property
P (F ρN ⊂ X(Rr+1, D[KNuN (z)]), F ρN ∈ GN,λ) =∑
P (F ρN = F
′, XDr = x)Px(F
′ ⊂ X(0, D[KNuN (z)]−r)). (3.21)
where the sum is over all x ∈ ∂eB˜ and F ′ ∈ GN,λ. We now need the following lemma:
Lemma 3.4. For any λ ∈ (0, 1
100
) and N ≥ c(λ, z) we have that if F ′ ∈ GN,λ and x ∈ ∂eB˜
then
|Px(F ′ ⊂ X(0, D[KNuN (z)]−r))−G(z)| ≤ cλ. (3.22)
Proof. By the strong Markov property we have
Px(F
′ ⊂ X(0, D[KNuN (z)]−r)) = Ex[PXR1 (F ′ ⊂ X(0, D[KNuN (z)]−r))]. (3.23)
Let x = (y, w), with y ∈ TN and w = {−hN , hN}, and let v ∈ {−rN , rN} with wv > 0.
Then by (2.2) of [21] we have
sup
x′∈TN×{v}.
|Px(XR1 = x′)− qv(x′)| ≤ cN−5d.
Thus for N ≥ c(λ) we have
|Ex[PXR1 (F ′ ⊂ X(0, D[KNuN (z)]−r))]− Pqv(F ′ ⊂ X(0, D[KNuN (z)]−r))| ≤ λ. (3.24)
Note that g(0){ρ log |FN |+ z} = g(0){log |F ′|+ z+log |FN |ρ|F ′| } and since F ′ ∈ GN,λ we have
−4λ ≤ log 1
1+λ
≤ log |FN |ρ|F ′| ≤ log 11−λ ≤ 4λ. Thus for all N ≥ c(z, λ) it holds that
KNuF ′(z − 8λ)
(3.7)
≤ [KNuN(z)]− r
(3.7)
≤ KNuF ′(z + 8λ),
and therefore also that
Pqv(F
′ ⊂ X(0, D[KNuF ′(z−8λ)])) ≤ Pqv(F ′ ⊂ X(0, D[KNuN (z)]−r)) (3.25)
≤ Pqv(F ′ ⊂ X(0, D[KNuF ′(z+8λ)])).
Now if N ≥ c(λ, z) then |F ′|
(3.9),(3.20)
≤ cN 116 ≤ N 18 , |F ′|
(3.9)
≥ cN 18ρ ≥ c(λ) and −1
2
log |F ′| ≤
z − 8λ ≤ z + 8λ ≤ 1
2
log |F ′|. We can therefore use Proposition 3.1 with λ in the place of
θ on the right- and left-hand sides of (3.25) to get that
G(z − 8λ)− λ ≤ Pqv(F ′ ⊂ X(0, D[KNuN (z)]−r) ≤ G(z + 8λ) + λ. (3.26)
Now we simply have to combine (3.23), (3.24) and (3.26) with the inequality |G(z±8λ)−
G(z)| ≤ cλ to get (3.22).
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We are now ready to complete the proof of Proposition 3.2. From (3.22) and (3.21)
we see that if λ ∈ (0, 1
100
) and N ≥ c(λ, z) then
|P (F ρN ⊂ X(Rr+1, D[KNuN (z)]), F ρN ∈ GN,λ)− P (F ρN ∈ GN,λ)G(z)| ≤ cλ.
Letting N →∞ and using Lemma 3.3 we see that
| lim
N→∞
P (F ρN ⊂ X(Rr+1, D[KNuN (z)]))−G(z)| ≤ cλ.
Now letting λ ↓ 0 we get (3.8) and therefore the proof of Proposition 3.2 is complete.
We have now completely reduced the proofs Theorem 0.1 and its corollaries to the
coupling Theorem 4.1.
4 Coupling random walk with random interlacements
In this section we state and prove the main coupling theorem, Theorem 4.1, which couples
random walk X· with random interlacements. More precisely, for some ε ∈ (0, 1), k ≥ 1
and suitably large N we select k vertices
x1, ..., xk ∈ TN × [−N2 , N2 ] and k non-empty sets
S1, S2, ..., Sk ⊂ B(0, N1−ε) such that Si + xi, i = 1, ..., k are disjoint, (4.1)
and then construct, for appropriate u and δ, k independent pairs of random sets Iu(1−δ)i ∩
Si, Iu(1+δ)i ∩ Si, with the law of random interlacements at level u(1 − δ), respectively
u(1 + δ), intersected with Si, such that the following event holds with high probability
(provided the Si + xi have low mutual energy, see (1.9), for example if they are “far
apart”):
{Iu(1−δ)i ∩ Si ⊂ (X(0, D[uKN ])− xi) ∩ Si ⊂ Iu(1+δ)i ∩ Si for all i}. (4.2)
A weaker version of the coupling which gave the upper inclusion for k = 1, fixed u
and δ and large N is contained in [21] (a similar lower inclusion is contained implicitly in
[20]). Theorem 4.1 improves on this by allowing u and δ to vary with N , by constructing
Iu(1±δ)i ∩ Si such that they have the joint law of random interlacements at levels u(1± δ)
intersected with Si (the naive way of combining the explicit coupling from [21] with the
implicit coupling from [20] to get a double inclusion, as in (4.2), does not guarantee the
“correct” joint law), and by coupling the trace in several sets S1 + x1, ..., Sk + xk. For
more on why constructing Iu(1±δ)i ∩ Si such that they have the correct joint law is useful
see Remark 6.11 (2).
The proof of Theorem 4.1 is divided into three steps: The first is to construct two
independent Poisson processes of excursions (that is point processes on the space TB˜
of intensity proportional to ν, see (1.32)) µ1 and µ2, such that with high probability
(I(µ1)− xi) ∩ Si ⊂ (X(0, D[uKN ])− xi) ∩ Si ⊂ (I(µ1) ∪ I(µ2)− xi) ∩ Si for all i. This is
done in Section 5; in the proof of Theorem 4.1 we invoke Corollary 5.3 for this step.
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The second step is to exploit the fact that “the traces of a Poisson process of excursions
on sets of low mutual energy are approximately independent” (if k > 1, otherwise this step
is trivial) to construct k independent pairs of Poisson processes of excursions µi1, µ
i
2, i =
1, ..., k such that with high probability (I(µi1)− xi)∩ Si = (I(µ1)− xi)∩ Si and (I(µi1)∪
I(µi2)− xi) ∩ Si = (I(µ1) ∪ I(µ2)− xi) ∩ Si for i = 1, ..., k. This is done in Lemma 4.2.
The third step is to construct from µi1, µ
i
2 the random sets Iu(1−δ)i ∩ Si, Iu(1+δ)i ∩ Si
from (4.2) such that with high probability Iu(1−δ)i ∩ Si ⊂ (I(µi1)− xi) ∩ Si and (I(µi1) ∪
I(µi2)− xi)∩Si ⊂ Iu(1+δ)i ∩Si. This is done mainly in Section 6; in the proof of Theorem
4.1 we invoke Proposition 6.1 for this step.
We thus postpone a large part of the work to Sections 5 and 6, and here only prove
Theorem 4.1 conditionally on the results of these two sections. We now state the theorem.
Theorem 4.1. (d ≥ 2) For any k ≥ 1, ε ∈ (0, 1), N ≥ c(ε), z ∈ [−N,N ], 1 ≥ δ ≥ c2 rNhN ,
u satisfying uKN ≥ (logN)6, and x1, ..., xk, S1, ..., Sk as in (4.1) we can construct on
a space (Ω1,A1, Q1) an EN−valued random walk X· with law Pqz , and an independent
collection ((Iu(1−δ)i ∩ Si, Iu(1+δ)i ∩ Si))ki=1 such that the i-th member of the collection has
the (joint) law of (Iu(1−δ) ∩ Si, Iu(1+δ) ∩ Si) under Q0 and
Q1(F
c) ≤
{
cuN−3d−1 if k = 1,
cu
∑
i 6=j E(Si + xi, Sj + xj) if k > 1,
(4.3)
where F is the event from (4.2). (Recall the definition of E from (1.9) and the bound on
it from (1.13).)
Proof. Let c2 = 2c4 where c4 is the constant from Corollary 5.3. We first apply Corollary
5.3 with δ
2
in place of δ (note that 1 > δ
2
≥ c4 rNhN ) to construct on a space (Ω3,A3, Q3) a
coupling of X· with law Pqz and two Poisson point processes µ1, µ2 on TB˜ with intensities
u(1− δ
2
)ν, δuν respectively such that
Q3(∀i, I(µ1) ∩ (Si + xi) ⊂ X(0, D[uKN ]) ∩ (Si + xi) ⊂ (I(µ2) ∪ I(µ2)) ∩ (Si + xi)) ≥
1− cuN−3d−1.
(4.4)
For the case k > 1 we will need the following lemma:
Lemma 4.2. (N ≥ c(ε)) Let µ be a Poisson process on TB˜ of intensity sν, s ≥ 0. We can
then define (by extending the space) an iid collection η1, ..., ηk of Poisson processes such
that ηi
law
= µ and
Q1(∃i, I(ηi) ∩ (Si + xi) 6= I(µ) ∩ (Si + xi)) ≤ 2s
∑
i,j:j 6=i
E(Si + xi, Sj + xj). (4.5)
Proof. For all j, i let Aj,i ⊂ TB˜ denote the set {HSj+xj < HSi+xi < TB˜}, and for all i let
Bi ⊂ TB˜ denote ∪j:j 6=iAj,i and let Ci ⊂ TB˜ denote {HSi+xi < TB˜}. For each i make the
decomposition µ = φi + ψi where φi = 1Ci∩Bciµ and ψi = 1Cci∪Biµ. Because Ci ∩ Bci (“the
excursion reaches Si + xi first”) are disjoint the φi, i = 1, ..., k are mutually independent
Poisson point processes. Now extend the space by adding an independent collection of
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point processes ψ
′
i, i = 1, ..., k such that ψ
′
i
law
= ψi and define ηi = ψ
′
i + φi. Then the ηi
are independent and ηi
law
= µ, so to complete the proof of the lemma it suffices to show
(4.5). Note that for each i:
Q1(I(ηi) ∩ (Si + xi) 6= I(µ) ∩ (Si + xi)) ≤ Q1(ψi(Ci) 6= 0 or ψ′i(Ci) 6= 0)
(1.32)
≤ 2sKNPq(Bi)
≤ 2s∑
j:j 6=i
KNPq(Aj,i).
(4.6)
If we let K = (Sj + xj)∪ (Si+ xi) then (provided N ≥ c(ε) so that K ⊂ TN × (−rN , rN))
KNPq(Aj,i) =
∑
x∈Sj+xj
KNPq(HK < TB˜, XHK = x)Px(HSi+xi < TB˜)
(1.14),(1.8)
=
∑
x∈Sj+xj ,y∈Si+xi
eK,B˜(x)gB˜(x, y)eSi+xi,B˜(y)
(1.6),(1.9)
≤ E(Sj + xj , Si + xi).
(4.7)
Now combining (4.6) and (4.7) we get (4.5).
We now continue with the proof of Theorem 4.1. If k > 1 we apply Lemma 4.2 once
for µ1 and once for µ2 and extend our space with independent µ
i
n, n = 1, 2, i = 1, ..., k,
such that µi1
law
= µ1 and µ
i
2
law
= µ2 for all i and
Q1(F
′c) ≤ cu∑i 6=j E(Si + xi, Sj + xj) where F ′ is the event
{(I(µin)− xi) ∩ Si = (I(µn)− xi) ∩ Si for all n = 1, 2, i = 1, ..., k},
(4.8)
If k = 1 then simply define µ11 = µ1 and µ
1
2 = µ2. When N ≥ c(ε) we now apply
Proposition 6.1 with x = xi, µ = µ
i
1, u(1 − δ/2) in place of u, u− = u(1 − δ) and
u+ = u(1− 14δ) (note that u(1−δ/2)u− = 1 +
δ/2
1−δ ≥ N−c5 and u+u(1−δ/2) = 1 + δ/41−δ/2 ≥ N−c5(ε)
for N ≥ c(ε)) once for every 1 ≤ i ≤ k, each time extending our space by adding a pair
of independent random sets I1,i,I2,i depending only on µi1 with the distribution under Q0
of Iu(1−δ) ∩B(0, N1−ε) and Iu 34 δ ∩ B(0, N1−ε) respectively, such that for each i
Q1(∀i, I1,i ⊂ (I(µi1)− xi) ∩ B(0, N1−ε) ⊂ I1,i ∪ I2,i) ≥ 1− cukN−10(d+1). (4.9)
We then apply Proposition 6.1 again, this time with µ = µi2, uδ in place of u, u− = 0 and
u+ = u
5δ
4
(so that u+
u
= 5
4
≥ N−c5(ε) for N ≥ c(ε)) once for every 1 ≤ i ≤ k, each time
extending our space by adding a random set I3,i depending only on µi2 and distributed as
Iu 5δ4 ∩ B(0, N1−ε) under Q0 such that
Q1(∀i, (I(µi2)− xi) ∩ B(0, N1−ε) ⊂ I3,i) ≥ 1− cukN−10(d+1). (4.10)
We now define Iu(1−δ)i ∩ Si and Iu(1+δ)i ∩ Si by
Iu(1−δ)i ∩ Si = I1,i ∩ Si and Iu(1+δ)i ∩ Si = (I1,i ∪ I2,i ∪ I3,i) ∩ Si, 1 ≤ i ≤ k.
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Since I1,i, I2,i and I3,i are independent, we get from (1.36) that (Iu(1−δ)i ∩Si, Iu(1+δ)i ∩Si)
has the law of (Iu(1−δ)∩Si, Iu(1+δ)∩Si) under Q0. Also the collection ((Iu(1−δ)i ∩Si, Iu(1+δ)i ∩
Si))
k
i=1 is independent so it only remains to show (4.3). But (4.3) in the case k = 1 follows
directly from (4.4), (4.9) and (4.10), and if k > 1 it follows from (4.4), (4.8), (4.9) and
(4.10) (using the crude bound k ≤ cNd+1 and (1.17)).
We have now completed the proofs of all the main results this article (Theorem 0.1,
its corollaries and Theorem 4.1) conditionally on the results of Sections 5 and 6.
5 Coupling random walk with the Poisson process of
excursions
In this section we state and prove Corollary 5.3 which couples EN−valued random walk
X· with two independent Poisson processes of excursions µ1, µ2, i.e. Poisson processes on
TB˜ with intensity proportional to ν (see (1.32)), such that with high probability the trace
X(0, D[uKN ]) (for appropriate u) dominates the trace of µ1 (see (1.33)) and such that the
union of the traces of µ1 and µ2 dominate X(0, D[uKN ]) (cf. (5.23)). The majority of the
work will be to couple X· with
iid EN − valued processes Xˆ1, Xˆ2..., Xˆ ′1, Xˆ ′2, ..., with law κq (5.1)
(see (1.31)), such that for suitable u and δ the following double inclusion event holds with
high probability:
I = {[u(1−δ)KN ]∪
i=1
Xˆ i(0, D1) ⊂
[uKN ]∪
i=1
X(Ri, Di)
⊂ [u(1+δ/2)KN ]∪
i=1
Xˆ i(0, D1)
⋃ [uδ/2KN ]∪
i=1
Xˆ
′i(0, D1)}.
(5.2)
To get µ1, µ2 one must then carry out “poissonization”, that is one must “put a Poisson
number of iid the excursions” into each of µ1 and µ2. This relatively simple step is carried
out in Corollary 5.3.
The more challenging step of coupling X· with the iid excursions Xˆ1, Xˆ2...,Xˆ
′1, Xˆ
′2, ...,
is carried out in Proposition 5.1. To prove this proposition we first quote a result from [21]
that couples X· with “conditionally independent” excursions X˜1, X˜2, ... which are such
that conditionally on X˜ iD1 ∈ TN × {zhN}, where z = ±1, the next excursion X˜ i+1 has
law κqzrN . We then couple the conditionally independent excursions X˜
i with the truly
independent excursions Xˆ1, Xˆ2..., Xˆ
′1, Xˆ
′2, ... by using Sanov’s theorem for the empirical
distribution of successive pairs of values of the Markov chain ( 1
hN
X˜ iD1)i≥1 (with state space{−1, 1}) to show that for any given z1 ∈ {−rN , rN} and z2 ∈ {−hN , hN} the number of
X˜ i that start in TN × {z1} and end in TN × {z2} is close to what this value would be if
the X˜ i were truly independent.
Weaker forms of the “upper inclusions” in Proposition 5.1 and Corollary 5.3 appeared
as Propositions 3.1 and 4.1 in [21]. However, as opposed to the results in this paper, the
results in [21] require that u and δ are fixed as N →∞. Our proofs follows the proofs in
[21] with the most important improvement taking the form of the improved bound (5.18)
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on the empirical distribution of successive pairs of the Markov chain ( 1
hN
X˜ iD1)i≥1, which
allows for δ to go to zero as N →∞, as long as it does not do so too quickly.
Proposition 5.1. (d ≥ 2) For any N ≥ c and z ∈ [−N,N ] one can construct on a space
(Ω2,A2, Q2) a process X· with law Pqz and processes Xˆ1, Xˆ2..., Xˆ ′1, Xˆ ′2, ..., as in (5.1)
such that for any u and δ satisfying uKN ≥ (logN)6 and 12 ≥ δ ≥ c3 rNhN one has, for I as
in (5.2),
Q2(I
c) ≤ cuN−3d−1. (5.3)
Proof. Let X· = (Y·, Z·) where Y· is TN−valued and Z· is Z−valued. For γ = (z1, z2) ∈
Γ
def
= {−rN , rN} × {−hN , hN} we let Pγ denote the law of X·∧D1 under Pqz1 conditioned
on {ZD1 = z2}. By Proposition 2.2 of [21] we can construct a coupling (Q′ ,Ω′,A′)
of the random walk X· with law Pqz , a Z
2−valued process (Z˜R,k, Z˜D,k)k≥1 distributed
as (ZRk , ZDk)k≥1 under Pqz and EN -valued processes (X˜
k
· )k≥1 which conditionally on
(Z˜R,k, Z˜D,k)k≥1 are independent with the law of X˜k· given by PZ˜R,k,Z˜D,k , such thatQ
′(X(Rk+·)∧Dk 6=
X˜k· ) ≤ cN−4d for all k. Thus:
Q′(∃k ≤ 2uKN such that X(Rk, Dk) 6= X˜k(R1, D1))
(1.16)
≤ cuN−3d−1. (5.4)
We will construct on a space (Σ,B,M) a coupling of a sequence of processes (X¯k)k≥1 with
the law of (X˜k)k≥1 under Q
′
and Xˆ1, Xˆ2..., Xˆ
′1, Xˆ
′2, ..., iid with law κq, such that:
M(F ′c) ≤ exp(−c(logN)2)
u≥N−1000d ,N≥c
≤ cuN−3d−1. (5.5)
where F ′ is the event given in (5.2) with
[uKN ]∪
i=1
X(Ri, Di) replaced by
[uKN ]∪
i=1
X¯ i(R1, D1). Using
the argument below (3.22) in [21], this, together with (5.4), is enough to show the existence
of the desired coupling ofX· and Xˆ i, Xˆ
′i such that (5.3) holds (essentially speaking because
we can construct (Ω′,A′, Q′) such that the regular conditional probability of X· given
(X˜ i· )i≥1 exists).
We thus proceed with the construction of (Σ,B,M). We start by defining on (Σ,B,M)
the following collections of processes
γk ∈ Z2, k ≥ 1, (γk ∈ Γ if k ≥ 2) with the law of (ZRk , ZDk)k≥1 under Pqz , (5.6)
γ
′
k ∈ Γ, k ≥ 1, iid, where γ
′
k has the law of (ZR1, ZD1) under Pq, (5.7)
for all γ ∈ Γ an iid sequence (ζγi (·))i≥1 of processes with law Pγ , (5.8)
an iid sequence (Xˆ
′i
· )i≥1 of processes with law κq, (5.9)
such that the collections are mutually independent. Also define for every γ ∈ Γ:
Nk(γ) = |{j ∈ [2, k] : γj = γ}|, k ≥ 2, N ′k(γ) = |{j ∈ [1, k] : γ
′
j = γ}|, k ≥ 1. (5.10)
We further let:
Xˆk· = ζ
γ
′
k
N
′
k(γ
′
k)
(·) for k ≥ 1,
X¯k· = ζ
γk
Nk(γk)
(·) for k ≥ 2 and X¯1· = Xˆ
′i0
HTN×{z}+·
,
(5.11)
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where i0 = inf{i ≥ 1 : Ji holds}, Ji = {Xˆ ′i hits TN × {z} before leaving B˜, Xˆ ′iD1 ∈
TN × {z2}} and γ1 = (z, z2). We then have that:
(X¯k· )k≥1 under M has the same law as (X˜
k
· )k≥1 under Q
′
, and (5.12)
Xˆ1, Xˆ2, ..., Xˆ
′1, Xˆ
′2, ..., under M are iid with law κq. (5.13)
Thus it only remains to show (5.5). We introduce the “good event”:
G = {i0 ≤
[
uδ
2
KN
]
, N
′
[u(1−δ)KN ](γ) ≤ N[uKN ](γ) ≤ N
′
[u(1+ δ2 )KN ]
(γ)∀γ ∈ Γ}.
By (5.10) and (5.11) we have G ⊂ F ′ so to show (5.5) it suffices to show that
M(Gc) ≤ c exp(−c(logN)2). (5.14)
Note that M(i0 > n) ≤ M(Jc1)n, n = 0, 1, ..., and M(J1) ≥ 49100 for N ≥ c by a one
dimensional random walk calculation (see (3.23) of [21]). So if N ≥ c and δ ≥ rN
hN
:
M(i0 >
[
uδ
2
KN
]
) ≤
(
51
100
)[uδ2 KN ]
≤ c exp
(
−cuKN rN
hN
)
. (5.15)
Recall that the sequence γ
′
1, γ
′
2, ..., is iid and note that M(γ
′
1 = γ) =
1
2
pN1{z1z2>0} +
1
2
qN1{z1z2<0}, for γ = (z1, z2) ∈ Γ, where pN = 12 + 12 rNhN and qN = 12 − 12
rN
hN
. Using
the exponential Chebyshev inequality we get that if N ≥ c and δ ≥ 6 rN
hN
(ensuring
that 1
2
qN
[
u(1 + δ
2
)KN
]
, the “typical size” of N
′
[u(1+ δ2 )KN ]
(z1, z2) when z1z2 < 0, is “much
larger” than 1
4
u(1 + δ
4
)KN):
supγ∈ΓM
(
N
′
[u(1−δ)KN ](γ) ≥ 14u(1− δ4)KN
)
≤ c exp
(
−cuKN
(
rN
hN
)2)
,
supγ∈ΓM
(
N
′
[u(1+ δ2 )KN ]
(γ) ≤ 1
4
u(1 + δ
4
)KN
)
≤ c exp
(
−cuKN
(
rN
hN
)2)
.
(5.16)
If we write γi = (zi1, z
i
2) then Vi =
zi2
hN
, i ≥ 1, is a Markov chain on {−1, 1} with transition
probabilities P (Vi+1 = a|Vi = b) = pN1{ab>0} + qN1{ab<0} for a, b = ±1. Also γi =
(Vi−1rN , VihN ) almost surely for all i ≥ 2. The sequence of consecutive pairs (Vi−1, Vi), i ≥
2, is a Markov chain on {−1, 1}2. Let (Ui)i≥0 under the probability R˜σ be a Markov chain
on {−1, 1}2 with the same transition probabilities as (Vi−1, Vi) but with U0 = σ ∈ {−1, 1}2
almost surely. If a, b = ±1 let I1 and I2 denote the events {
[uKN ]−1∑
i=1
1{Ui=(a,b)} ≥ 14u(1 +
δ
4
)KN} and {
[uKN ]−1∑
i=1
1{Ui=(a,b)} ≤ 14u(1− δ4)KN} respectively. Then by (5.10) we have:
M
(
N[uKN ]((arN , bhN )) ≥ 14u(1 + δ4)KN
) ≤ supσ R˜σ(I1),
M
(
N[uKN ]((arN , bhN )) ≤ 14u(1− δ4)KN
) ≤ supσ R˜σ(I2). (5.17)
We have the following lemma:
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Lemma 5.2. (N ≥ c) If 1
2
≥ δ ≥ 32 rN
hN
then for all a, b = ±1
sup
σ
R˜σ(Ii) ≤ exp
(
−cuKN
(
rN
hN
)2)
for i = 1, 2. (5.18)
Proof. By symmetry it suffices to check the cases a = 1, b = 1 and a = 1, b = −1. For
a probability µ(·, ·) on {−1, 1}2 we write µ1, µ2 for its marginals and µ(j|i) = µ(i,j)µ1(i) . By
Theorem 3.1.13 p. 79 of [10] and by sub-additivity (cf. Lemma 6.1.11 p. 255 and Lemma
6.3.1 p. 273 of [10]), we have that for all n ≥ 1 and x ∈ (0, 1
4
]
infσ R˜σ(
1
n
∑n−1
i=0 1{Ui=(1,b)} ≥ 14 + x)) ≤ exp(−nΨ+2,N(x)),
infσ R˜σ(
1
n
∑n
i=1 1{Ui=(1,b)} ≤ 14 − x)) ≤ exp(−nΨ−2,N(x))
(5.19)
where
Ψ+2,N(x) = inf{H2,N(µ) : µ probability on {−1, 1}2, µ1 = µ2, µ(1, b) ≥
1
4
+ x},
Ψ−2,N(x) = inf{H2,N(µ) : µ probability on {−1, 1}2, µ1 = µ2, µ(1, b) ≤
1
4
− x},
H2,N(µ) = µ1(1){µ(1|1) log µ(1|1)
pN
+ µ1(−1|1) log µ(−1|1)
qN
}+
µ1(−1){µ(1| − 1) log µ(1| − 1)
qN
+ µ1(−1| − 1) log µ(−1| − 1)
pN
}.
Because infσ,j R˜σ(U2 = j) ≥ c we have
supσ R˜σ
(∑[uKN ]−1
i=1 1{Ui=(1,b)} ≥ 14u(1 + δ4)KN
)
≤ 1
c
infσ R˜σ
(∑[uKN ]+1
i=1 1{Ui=(1,b)} ≥ 14u(1 + δ4)KN
)
uKNδ≥2,(5.19)≤ c exp (− ([uKN ] + 1)Ψ+2,N( δ32)) ≤ c exp (−uKNΨ+2,N( δ32)) ,
(5.20)
and similarly
sup
σ
R˜σ

[uKN ]−1∑
i=1
1{Ui=(1,b)} ≤
1
4
u(1− δ
4
)KN

 ≤ c exp(−uKNΨ−2,N( δ32)
)
. (5.21)
To conclude the proof of the lemma it thus suffices to show that for b = −1, 1:
Ψ±2,N
(
rN
hN
)
≥ c
(
rN
hN
)2
. (5.22)
Consider the function fp(x) = x log
x
p
+ (1 − x) log 1−x
1−p for p ∈ (0, 1) and x ∈ [0, 1]. Since
f
′′
p (x) =
1
x
+ 1
1−x ≥ 4 and fp(p) = f
′
p(p) = 0 integrating twice gives that fp(x) ≥ 2(x− p)2
for all p ∈ (0, 1) and x ∈ [0, 1]. Using this and µ1(1), µ1(−1) ≥ 1 we get
H2,N(µ) ≥ 2
{
µ1(1)
2(µ(1|1)− pN )2 + µ1(−1)2(µ(−1| − 1)− pN )2
}
= 2
{
(µ(1, 1)(1− pN)− pNµ(1,−1))2 + (µ(−1,−1)(1− pN)− pNµ(−1, 1))2
}
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Write θ = 1
2
pN , µ(1, 1) = θ + y and µ(−1,−1) = θ + z. If µ1 = µ2 then µ(1,−1) =
µ(−1, 1) = 1−y−z
2
− θ and plugging this into the above formula we get
H2,N(µ) ≥ 2
{
(y(1− θ) + zθ)2 + (z(1− θ) + yθ)2}
yz≥− y2+z2
2≥ 2(1− 2θ)2{y2 + z2}
≥ c
{
(µ(1, 1)− 1
2
pN)
2 + (µ(−1,−1)− 1
2
pN)
2
}
.
Now if |µ(1, 1)− 1
4
| ≥ rN
hN
or |µ(−1,−1)− 1
4
| ≥ rN
hN
and µ1 = µ2 then |µ(1, 1)− 12pN | ≥ 34 rNhN
or |µ(−1,−1)− 1
2
pN | ≥ 34 rNhN , so by the above inequality H2,N(µ) ≥ c
(
rN
hN
)2
and thus (5.22)
holds when b = 1. Furthermore if |µ(1,−1)− 1
4
| ≥ rN
hN
and µ1 = µ2 then |µ(1, 1)− 14 | ≥ rNhN
or |µ(−1,−1)− 1
4
| ≥ rN
hN
so (5.22) holds also when b = −1. Thus the proof of the lemma
is complete.
We can now finish the proof of Proposition 5.1. Combining (5.15), (5.16), (5.17) and
(5.18), and using the bounds c exp(−cuKN rNhN ) ≤ c exp(−cuKN(
rN
hN
)2) ≤ c exp(−c(logN)2)
(recall uKN ≥ (logN)6), we deduce that (5.14) holds. Thus the proof of Proposition 5.1
is complete.
We are now ready to carry out the process of “poissonization” to construct Poisson
processes of excursions (i.e. Poisson processes on TB˜ of intensity a multiple of ν, cf. (1.32))
from the iid excursions of the previous proposition.
Corollary 5.3. For all N ≥ c, z ∈ [−N,N ], 1 > δ ≥ c4 rNhN and u satisfying uKN ≥
(logN)6 we can define on a space (Ω3,A3, Q3) a process X· with law Pqz and two independ-
ent Poisson point processes µ1, µ2 on TB˜ with intensities u(1− δ)ν and 2δuν respectively
such that
Q3(I(µ1) ⊂ ∪[uKN ]i=1 X(Ri, Di) ⊂ I(µ1)
⋃I(µ2)) ≥ 1− cuN−3d−1. (5.23)
Proof. Let c4 = 2c3 so that we can apply Proposition 5.1 with
δ
2
in place of δ to get a space
(Ω2,A2, Q2) with a process X· with law Pqz and processes (Xˆk)k≥1, (Xˆ ′k)k≥1, as in (5.1)
such that Q2(I
′c) ≤ cuN−3d−1, where I ′ is the event in (5.2) with δ replaced by δ
2
. We
define (Ω3,A3, Q3) by extending (Ω2,A2, Q2) with independent Poisson random variables
J1 with parameter KNu(1− δ), J2 with parameter KNu3δ2 and J3 with parameter KNu δ2 ,
which are also independent from (Xˆk)k≥1, (Xˆ
′k)k≥1. We then define
µ1 =
∑
1≤k≤J1
δXˆk and µ2 =
∑
J1+1≤k≤J1+J2
δXˆk +
∑
1≤k≤J3
δXˆ′k . (5.24)
Then µ1 and µ2 are independent Poisson point processes with intensities u(1 − δ)ν and
2δuν. It thus only remains to show (5.23). Note that the complement of the event in the
left-hand side of (5.23) is included in
{J1 > [u(1− δ2)KN ]} ∪ {J1 + J2 < [u(1 + δ4)KN ]} ∪ {J3 < [u δ4KN ]} ∪ I ′c.
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But using standard large deviation bounds we see that the probabilities of the first three
events in the union are bounded above by exp(−cuKNδ2)
uKNδ
2≥(logN)2,N≥c
≤ cuN−3d−1 and
thus (5.23) follows since we already know Q3(I
′c) ≤ cuN−3d−1.
In finishing the proof of Corollary 5.3 we have now proved the first of the two main
ingredients that were used to prove Theorem 4.1.
6 Coupling the Poisson process of excursions with
random interlacements
In this section we state and prove Proposition 6.1, which couples the Poisson process of
excursions with random interlacements and whose application was an important part of
the proof of Theorem 4.1. It states that if we have a Poisson process of excursions µ (i.e.
Poisson process on TB˜ of intensity uν for u ≥ 0, see (1.32)) then for any x ∈ TN× [−N2 , N2 ]
and ε ∈ (0, 1) we can, provided N is large enough and u− < u and u+ > u are “sufficiently
far” from u, construct independent random sets I1, I2 ⊂ A = B(0, N1−ε) such that
I1 has the law of Iu− ∩ A under Q0 and I2 has the law of Iu+−u− ∩ A under Q0 (6.1)
and with high probability I1 ⊂ (I(µ) − x) ∩ A ⊂ I1 ∪ I2 (recall that Iu under Q0 is
a random interlacement and that (I1, I1 ∪ I2) law= (Iu− ∩ A, Iu+ ∩ A) by (1.36)). More
precisely:
Proposition 6.1. Assume ε ∈ (0, 1), N ≥ c(ε), x ∈ TN × [−N2 , N2 ] and let A =
B(0, N1−ε). Suppose that we have a Poisson process µ on TB˜ with intensity uν, u ≥ 0
defined on a space (Ω,A, Q) . Then if 0 ≤ u− < u < u+, u+u , uu− ≥ N−c5, where
c5 = c5(ε) > 0, we can define a space (Ω
′
,A′, Q′) and random sets I1, I2 ⊂ A on the
product space (Ω× Ω′ ,A⊗A′, Q⊗Q′) such that (6.1) holds,
I1, I2, are independent, σ(µ)⊗A′ −measurable and (6.2)
Q⊗Q′(I1 ⊂ (I(µ)− x) ∩ A ⊂ I1 ∪ I2) ≥ 1− cu+N−10(d+1). (6.3)
Before starting the proof of Proposition 6.1 we make some definitions and state Pro-
position 6.2, all of which we will need in the proof. We define the box
A
′ = B(x,N1−ε). (6.4)
The first step in the proof of Proposition 6.1 will be to extract from µ a Poisson process
µ′, by keeping only trajectories in µ that hit A′ (the others are irrelevant for the coupling).
We will see that what is left, i.e. µ′, is a Poisson process on TB˜ of intensity uκeA′,B˜ . We
define the boxes
B = B(0, N1−ε/2),C = B(0,
N
4
),B
′
= B(x,N1−ε/2),C
′
= B(x,
N
4
). (6.5)
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Note that for N ≥ c(ε)
A ⊂ B ⊂ C and A′ ⊂ B′ ⊂ C′. (6.6)
(One should not confuse B with B from (1.2).) We further define for k ≥ 1 the successive
returns R˜k to A and departures D˜k from B, and returns R˜
′
k to A
′
and departures D˜
′
k
from B′, analogously to (1.3). For 1 ≤ l < ∞ we then introduce the maps φl, φ′l from
{D˜k <∞ = R˜k+1} ⊂W and {D˜′k < TB˜ < R˜
′
k+1} ⊂ TB˜ respectively into W×l:
φl(w)
def
= (w((R˜i + ·) ∧ D˜i))1≤i≤l, φ′l(w) def= (w((R˜
′
i + ·) ∧ D˜
′
i)− x)1≤i≤l. (6.7)
For 1 ≤ l < ∞ we will then consider µl, the image of µ′ under φ′l, that is from each
trajectory we will only keep its excursions between A′ and ∂eB′. Essentially speaking we
will then be left with Poisson point processes µl, l ≥ 1, on the spaces W×l, l ≥ 1, of
intensities uξlE, l ≥ 1, where for w1, ..., wl ∈ W
ξlE(w1, ..., wl)
def
=
(
φ
′
l ◦ (1{D˜′
l
<T
B˜
<R˜
′
l+1}κeA′,B˜)
)
(w1 + x, ..., wl + x). (6.8)
Recall from (1.35) that Is ∩ A has the law of I(µA,s) ∩ A for any s ≥ 0. It will turn
out that if we consider the image of 1{D˜l<∞=R˜l+1}µA,s under φl, thereby only keeping the
excursions between A and ∂eB, we get Poisson processes on the same spaces W
×l, l ≥ 1,
but with intensities sξl
Zd+1
, where for w1, ..., wl ∈ W
ξl
Zd+1
(w1, ..., wl)
def
=
(
φl ◦ (1{D˜l<∞=R˜l+1}P Z
d+1
eA
)
)
(w1, ..., wl). (6.9)
The following comparison of ξl
Zd+1
and ξlE is crucial in the proof of Proposition 6.1:
Proposition 6.2. (N ≥ c(ε)) For all l ≥ 1
(1− c(l)N−c(ε))ξl
Zd+1
≤ ξlE ≤ (1 + c(l)N−c(ε))ξlZd+1. (6.10)
We postpone the proof of Proposition 6.2 until after the proof of Proposition 6.1. In
Proposition 6.1 we will use Proposition 6.2 to “thin” µl, l = 1, ..., r, where r is a constant,
to get Poisson processes µ−l , l = 1, ..., r with intensity u−ξ
l
Zd+1
and “thicken” µl − µ−l to
get Poisson processes µ+l = 1, ..., r with intensity u+ξ
l
Zd+1
, such for each l = 1, ..., r we
have µ−l ≤ µl ≤ µ−l + µ+l . We will then essentially speaking define the set I1 in terms
of the traces of the µ−l and define I2 in terms of the traces of the µ+l . We will pick r
(see (6.15)) such that with high probability
∑
l>r µl = 0. This together with the relation
µ−l ≤ µl ≤ µ−l + µ+l will allow us to prove that the inclusion in (6.3) holds with high
probability. Also the relation between ξl
Zd+1
, µA,s and Is ∩ A described above will allow
us to show (6.1). We now start the proof.
Proof of Proposition 6.1. We start with by constructing the processes µl in the following
lemma:
Lemma 6.3. We can define on (Ω,A, Q) processes µl, 1 ≤ l <∞, such that
µl are independent σ(µ)−measurable Poisson point processes, (6.11)
µl has statespace W
×l and intensity uξlE, (6.12)
(I(µ)− x) ∩ A = ∪l≥1I(µl) almost surely. (6.13)
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Proof. Define on (Ω,A, Q) the processes µ′ = ∑n≥0 1{wn hits A′}δwn(HA′+·) when µ =∑
n≥0 δwn . Then µ
′
is a Poisson process on TB˜ of intensity
uKNPq(X(H
A′+·)∧TB˜ ∈ dw)
(1.15)
= uκe
A′,B˜(dw)
and
(I(µ)− x) ∩ A = (I(µ′)− x) ∩ A almost surely. (6.14)
Furthermore define for 1 ≤ l < ∞ the process µl as the image of 1{D˜′
l
<T
B˜
<R˜
′
l+1}µ
′
under
φl. Then since {D˜′l < TB˜ < R˜
′
l+1} are disjoint, and µ′ only depends on µ we get (6.11).
By (6.7) and (6.8) we get (6.12). Finally (6.13) follows by (6.14) and (6.7) and since
∪l≥1{D˜′l < TB˜ < R˜′l+1} equals the support of µ′.
The next step in the proof of Proposition 6.1 is to construct the processes µ−l , µ
+
l .
First let us define
r =
[
10(d+ 1)
c6(ε)
]
+ 1, (6.15)
where c6 = c6(ε) is the constant from Lemma 6.6. We have the following lemma:
Lemma 6.4. (N ≥ c(ε),0 ≤ u− < u < u+, u+u , u−u ≥ N−c5) We can construct a space
(Ω′,A′, Q′) and processes µ−l , µ+l , 1 ≤ l ≤ r such that
µ−l , µ
+
l , 1 ≤ l ≤ r, are independent σ(µ)×A′ −measurable, (6.16)
µ−l is a Poisson point process on W
×l of intensity u−ξlZd+1, (6.17)
µ+l is a Poisson point process on W
×l of intensity (u+ − u−)ξlZd+1 , (6.18)
µ−l ≤ µl ≤ µ−l + µ+l almost surely. (6.19)
Proof. By (6.10) it follows (if we define c5 = c5(ε) appropriately) that for N ≥ c(ε)
u−ξlZd+1 ≤ uξlE ≤ u+ξlZd+1, for 1 ≤ l ≤ r. (6.20)
Since µl has intensity uξ
l
E and u−ξ
l
Zd+1
≤ uξlE we can thin µl (by defining the appro-
priate random variables on (Ω′,A′, Q′)) to get µ−l such that µ−l , µl − µ−l are independ-
ent, σ(µ) × A′-measurable, µ−l ≤ µl and (6.18) holds. The µl − µ−l then have intensity
uξlE −u−ξlZd+1
(6.20)
≤ (u+−u−)ξlZd+1 so we can (by extending the space (Ω′,A′, Q′)) thicken
them to get µ+l such that (6.16), (6.18) and (6.19) hold.
We now continue the proof of Proposition 6.1 by further extending (Ω
′
,A′, Q′) with two
independent Poisson point process µ¯+ and µ¯− onW of respective intensities u−1{D˜r+1<∞}P
Zd+1
eA
and (u+ − u−)1{D˜r+1<∞}P Z
d+1
eA
respectively and define on (Ω× Ω′ ,A⊗A′ , Q⊗Q′)
I1 = (∪rl=1I(µ+l ) ∪ I(µ¯+)) ∩ A, I2 = (∪rl=1I(µ−l ) ∪ I(µ¯−)) ∩ A. (6.21)
Then (6.2) holds by (6.16) and the definitions of µ¯+ and µ¯−. We check (6.1) in the
following lemma:
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Lemma 6.5. (6.1) holds for I1, I2 as in (6.21).
Proof. Recall the definition of µA,u− from (1.35). Similarly to (6.14) we have:
I(µA,u−) ∩ A =
(
∪rl=1I(φl(1{D˜l<∞=R˜l+1}µA,u−)) ∪ I(1{D˜r+1<∞}µA,u−)
)
∩ A. (6.22)
Also similarly to (6.11) and (6.12) the φl(1{D˜l<∞=R˜l+1}µA,u−), 1 ≤ l ≤ r,1{D˜r+1<∞}µA,u−,
are independent Poisson point processes and have intensities u−ξlZd+1, 1 ≤ l ≤ r, and
u−1{D˜r+1<∞}P
Zd+1
eA
respectively. These coincide with the intensities of µ−l , 1 ≤ l ≤ r, µ¯−l ,
so from (6.21) and (6.22) we see that I1 law= I(µA,u−) ∩ A
law,(1.35)
= Iu− ∩ A. Similarly
I2 law= Iu+−u− ∩ A so the proof of the lemma is complete.
Continuing with the proof of Proposition 6.1 we see that we are done once we have
shown (6.3). We have (noting that by (6.12) the process
∑
l>r µl has intensity u1{D˜′r+1<∞}κeA′,B˜)
Q⊗Q′(I1 ⊂ (I(µ)− x) ∩ A ⊂ I1 ∪ I2)
(6.13),(6.19),(6.21),
≥
Q
′
(µ¯+ = 0 and µ¯− = 0)Q(
∑
l>r
µl = 0) =
exp(−
(
u+P
Z
d+1
eA
(D˜r+1 <∞) + uPe
A′,B˜(D˜
′
r+1 <∞)
)
) ≥
1− cu+
{
P Z
d+1
eA
(D˜r+1 <∞) + Pe
A′,B˜(D˜
′
r+1 < TB˜)
}
≥
1− cu+
{(
sup
z∈∂eB
P Z
d+1
z (HA <∞)
)r
+
(
sup
z∈∂eB′
Pz(HA′ < TB˜)
)r}
(6.23)
To bound the last line of the above formula we will need:
Lemma 6.6. (N ≥ c(ε), x ∈ TN × [−N2 , N2 ])
sup
z∈∂eB
P Z
d+1
z (HA <∞) ≤ N−c6(ε), (6.24)
sup
z∈∂eB′
Pz(HA′ < TB˜) ≤ N−c6(ε). (6.25)
Proof. To prove (6.25) note that by the strong Markov property supz∈∂eB′ Pz(HA′ < TB˜) ≤
supz∈∂eB′ Pz(HA′ < TC′)+supz∈∂eC′ Pz(H∂eB′ < TB˜)×supz∈∂eB′ Pz(HA′ < TB˜) which implies
sup
z∈∂eB′
Pz(HA′ < TB˜) ≤
supz∈∂eB′ Pz(HA′ < TC′)
infz∈∂eC′ Pz(TB˜ < H∂eB′)
. (6.26)
By the invariance principle infz∈∂eC′ Pz(TTN×(−N,N) < HB′) ≥ c for N ≥ c and by a
one dimensional random walk estimate we see infTN×{−N,N} Pz(TB˜ < HB′) ≥ c 1(logN)2 , so
infz∈∂eC′ Pz(TB˜ < H∂eB′) ≥ c 1(logN)2 . We also have
sup
z∈∂eB′
Pz(HA′ < TC′) ≤ sup
z∈∂eB
P Z
d+1
z (HA <∞).
But Proposition 1.5.10, p. 36 of [12] implies that supz∈∂eB P
Zd+1
z (HA < ∞) ≤ N−2c6(ε),
thus proving (6.24) and also, via (6.26), completing the proof of (6.25).
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Remark 6.7. Let us record for later that a similar argument (introducing a set C′′ =
B(x, N
3
) ⊃ C′ which plays the role of C′) also proves
sup
z∈∂eC
P Z
d+1
z (H∂eB <∞) ≤ N−c(ε) and sup
z∈∂eC′
Pz(H∂eB′ < TB˜) ≤ N−c(ε). (6.27)
We now continue with the proof of Proposition 6.1. By (6.24) and (6.25) we see that(
sup
z∈∂eB
P Z
d+1
z (HA <∞)
)r
+
(
sup
z∈∂eB′
Pz(HA′ <∞)
)r
≤ c(cN−c6)r
(6.15)
≤ cN−10(d+1).
Thus (6.3) follows from (6.23). This completes the proof of Proposition 6.1.
It remains to prove Proposition 6.2.
Proof of Proposition 6.2. For w ∈ TB (see under (1.1) for the notation) let ws denote
the vertex at which w starts and let we denote the vertex at which it ends (i.e. stays
constant). Note that for all w = (w1, ..., wl) ∈ (TB)×l
ξl
Zd+1
(w)
(6.9),(6.7)
= P Z
d+1
eA
(D˜l <∞ = R˜l+1, X(R˜k+·)∧D˜k = wk, 1 ≤ k ≤ l}
= eA(w
s
1)
(
l∏
i=1
r(wl)
)(
l−1∏
i=1
sZd+1(w
i
e, w
i+1
s )
)
tZd+1(w
e
l ), (6.28)
where the last equality follows by several applications of the strong Markov property and
where we define
r(w) = P Z
d+1
ws (X·∧TB = w) = Pws+x(X·∧TB′ = w + x) for w ∈ TB,
sZd+1(z, y) = P
Z
d+1
z (HA <∞, XHA = y) for z ∈ ∂eB, y ∈ ∂iA and (6.29)
tZd+1(z) = P
Z
d+1
z (HA =∞) for z ∈ ∂eB. (6.30)
Similarly for all w = (w1, ..., wl) ∈ (TB)×l
ξlE(w)
(6.8),(6.7)
= Pe
A′,B˜(D˜
′
l < TB˜ < R˜
′
l+1, X(R˜′k+·)∧D˜
′
k
− x = wk, 1 ≤ k ≤ l}
= e
A′,B˜(w
s
1 + x)
(
l∏
i=1
r(wl)
)(
l∏
i=1
sE(w
i
e, w
i+1
s )
)
tE(w
e
l ), (6.31)
where
sE(z, y) = Pz+x(HA′ < TB˜, XHA′ = y + x) for z ∈ ∂eB, y ∈ ∂iA, (6.32)
tE(z) = Pz+x(HA′ > TB˜) for z ∈ ∂eB. (6.33)
We will make a factor by factor comparison of the right-hand sides of (6.28) and (6.31)
to obtain (6.10). For this we will need the following lemmas:
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Lemma 6.8. (N ≥ c(ε), x ∈ TN × [−N2 , N2 ]) For all z ∈ ∂iA
eA(z)(1− cN−c(ε)) ≤ eA′ ,B˜(z + x) ≤ eA(z)(1 + cN−c(ε)). (6.34)
Lemma 6.9. (N ≥ c(ε), x ∈ TN × [−N2 , N2 ]) For all z ∈ ∂eB
(1− cN−c(ε))tZd+1(z) ≤ tE(z) ≤ (1 + cN−c(ε))tZd+1(z). (6.35)
Lemma 6.10. (N ≥ c(ε), x ∈ TN × [−N2 , N2 ])For all z ∈ ∂eB and y ∈ ∂iA
(1− cN−c(ε))sZd+1(z, y) ≤ sE(z, y) ≤ (1 + cN−c(ε))sZd+1(z, y). (6.36)
Before proving these lemmas we note that by comparing (6.28) and (6.31) and applying
(6.34), (6.35) and (6.36) we get (6.10). The proof of Proposition 6.2 is thus done once we
have proved Lemmas 6.8, 6.9 and 6.10. We start with Lemma 6.8:
Proof of Lemma 6.8. The upper bound follows by the argument in the proof of Lemma
4.4 of [20] (that lemma proves the upper bound with B(0, 2[N
1−ε
8
]) in the place of A′, but
the special form of the radius and that the centre is at 0 plays essentially no role in the
argument). The lower bound follows by the argument leading up to (6.4) of [21] (that
formula is the upper bound in the case x = 0 , but similarly the fact that x = 0 plays no
essential role in the argument).
We now continue with the proof of Proposition 6.2 by proving Lemma 6.9.
Proof of Lemma 6.9. We will compare tE(z) and tZd+1(z) with
tC(z) = P
Zd+1
z (HA > TC)
(6.4),(6.5)
= Pz+x(HA′ > TC′) for z ∈ ∂eB. (6.37)
It is obvious from (6.30) that tZd+1(z) ≤ tC(z), so to show the first inequality of (6.35) it
suffices to show (1− cN−c(ε))tC(z) ≤ tE(z). But this follows by the following upper bound
on tC(z):
tC(z)
(6.37)
= Pz+x(HA′ > TB˜) + Pz(TB˜ > HA′ > TC′)
(6.33),(6.37)
≤ tE(a) + tC(z) sup
z′∈∂eC′
Pz′(HA′ < TB˜)
(6.25),B′⊂C′
≤ tE(z) + tC(z)N−c(ε).
To show the second inequality of (6.35) note that from (6.33), (6.37) and C ⊂ B˜ it is
obvious that tE(z) ≤ tC(z), so it suffices to show tE(z) ≤ (1 + cN−c(ε))tZd+1(z). But this
follows from by the following upper bound on tC(z):
tC(z)
(6.37)
= P Z
d+1
z (HA =∞) + P Z
d+1
z (∞ > HA > TC)
(6.30),(6.37)
≤ tZd+1(z) + tC(z) sup
z′∈∂eC
P Z
d+1
z′ (HA <∞)
(6.24),B⊂C
≤ tZd+1(z) + tC(z)cN−c(ε).
This completes the proof of Lemma 6.9.
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Finally we prove Lemma 6.10; the argument is close to that of Lemma 5.3 in [21] and
Lemma 3.2 of [20].
Proof of Lemma 6.10. For z ∈ ∂eB, y ∈ ∂iA we will compare sZd+1(z, y) and sE(z, y) with
sC(z, y) = P
Zd+1
z (HA < TC, XHA = y)
(6.4),(6.5)
= Pz+x(HA′ < TC′, XH
A′ = y + x). (6.38)
Recalling (6.29) and using the decompositionW = {TC < HA}∪{HA < TC}, and similarly
recalling (6.32) and using the decomposition TB˜ = {TC′ < HA′} ∪ {HA′ < TC′}, we see
that
sC(z, y) ≤ sZd+1(z, y) = sC(z, y) + P Zd+1z (TC < HA <∞, XHA = y) and
sC(z, y) ≤ sE(z, y) = sC(z, y) + Pz+x(TC′ < HA′ < TB˜, XHA′ = y).
(6.39)
To prove (6.36) it suffices to show
P Z
d+1
z (TC < HA <∞, XHA = y) ≤ cN−c(ε)sZd+1(z, y) and (6.40)
Pz+x(TC′ < HA′ < TB˜, XHA′ = y) ≤ cN−c(ε)sE(z, y), (6.41)
since then sZd+1(z, y)(1− cN−c(ε)) ≤ sE(z, y) by using the upper right-hand side of (6.39),
(6.40) and then the lower left-hand side of (6.39), and similarly sE(z, y)(1 − cN−c(ε)) ≤
sZd+1(z, y).
We start with (6.40). We have
supz∈∂eB P
Z
d+1
z (TC < HA <∞, XHA = y)
≤ supz′∈∂eC P Z
d+1
z′ (H∂eB <∞) supz′′∈∂eB P Z
d+1
z′′ (HA <∞, XHA = y)
(6.27),(6.29)
≤ cN−c(ε) supz′′∈∂eB sZd+1(z′′, y).
(6.42)
Note that the map z → P Zd+1z (HA <∞, XHA = y) is positive harmonic on Zd+1\A so that
by Harnack’s inequality (Theorem 1.7.2 p. 42 of [12]) and a standard covering argument
we get supz′′∈∂eB sZd+1(z
′′, y) ≤ c infz′′∈∂eB sZd+1(z′′, y). Combining this with (6.42) we get
(6.40).
It remains to show (6.41). Similarly to (6.42) we have:
sup
z∈∂eB
Pz+x(TC′ < HA′ < TB˜, XHA′ = y)
(6.27),(6.32)
≤ cN−c(ε) sup
z∈∂eB
sE(z, y). (6.43)
Now the map z → Pz(HA′ < TB˜, XHA′ = y) is positive harmonic on B˜\A′ ⊃ C′\A′.
Since C′\A′ can be identified as a subset of Zd+1 we have similarly to above by Harnack’s
inequality that supz∈∂eB sE(z, y) ≤ c infz∈∂eB sE(z, y). Combining this with (6.43) we get
(6.41). This completes the proof of Lemma 6.10.
This also completes the proof of Proposition 6.2.
All the steps in the proof of Theorem 0.1 and its corollaries have now been completed.
We conclude with an open question and a comment on the use of Theorem 4.1 as a
“transfer mechanism”.
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Remark 6.11. (1) The Gumbel distribution has been proven to arise as a distributional
limit for rescaled cover times of certain finite graphs (see [11, 13]). One important graph
in the study of cover times for which a Gumbel distributional limit has been conjectured
(see Chapter 7, Section 2.2, p. 23 of [3]), but not proved, is the discrete torus TN =
(Z/NZ)d, d ≥ 3. It is an open question whether the methods of the proof of Theorem 0.1
could be used to prove that conjecture. A strategy could be to reduce it to the statement
(1.45) with the help of a coupling with random interlacements. For bounded u and fixed
δ a coupling of random interlacements and the trace of random walk in the torus (in one
local box) has been produced in [23].
(2) A coupling of random walk with random interlacements can be used as a “transfer
mechanism” to reduce the proofs of properties of random walk in the cylinder to proofs of
properties purely in term of random interlacements (as we reduced Theorem 0.1 to (1.45)).
Sometimes such transfers require the use of both inclusions (cf. (4.2)) simultaneously and
therefore need a coupling of random walk with joint random interlacements, such as
Theorem 4.1. An example arises when using the random interlacement concept of strong
supercriticality of levels u > 0 (see Definition 2.4 of [23]) to “patch up” components of the
vacant set (X(0, n))c, n ≥ 1, in various local boxes where the walk is coupled with random
interlacements (as was done in the case of the torus in Proposition 2.7, see also Lemma
2.6, of [23]). For instance if one could prove that all u < u⋆ are strongly supercritical
(where u⋆ is the critical parameter of interlacement percolation, see (0.13) of [22] and
Remark 2.5 (2) of [23]) then Theorem 4.1 would be the kind of coupling that could be
used to derive from this, using the aforementioned “patching”, the “correct” lower bound
on the disconnection time TN of the cylinder, (and thus improve on Theorem 7.3 of [21],
see also Remark 7.5 (2) of [21]).
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