Modern reinforcement learning methods suffer from low sample efficiency and unsafe exploration, making it infeasible to train robotic policies entirely on real hardware. In this work, we propose to address the problem of sim-toreal domain transfer by using meta learning to train a policy that can adapt to a variety of dynamic conditions, and using a task-specific trajectory generation model to provide an action space that facilitates quick exploration. We evaluate the method by performing domain adaptation in simulation and analyzing the structure of the latent space during adaptation. We then deploy this policy on a KUKA LBR 4+ robot and evaluate its performance on a task of hitting a hockey puck to a target. Our method shows more consistent and stable domain adaptation than the baseline, resulting in better overall performance.
I. INTRODUCTION
In recent years, we have witnessed a tremendous progress in reinforcement learning research, accompanied by its growing application in robotics. Reinforcement learning, however, requires vast amounts of training data, which can be relatively costly to provide in robotics [1] , in contrast to applications like computer games [2] , [3] . Apart from reliance on large amounts of data, with most methods the training process involves random exploratory actions, which can be unpredictable and potentially unsafe both to the operational environment and to the robot itself.
A promising solution to these problems lies in using physics simulators, such as MuJoCo [4] or Flex [5] , to reduce training time and mitigate the risk of hardware damage [6] - [8] . However, directly deploying the trained model on physical hardware still requires an accurate match between the simulation and real-world, which may be impossible to achieve even after tedious tuning of simulation parameters, because the simulation may not model some of the physical phenomena present in real world. As an alternative to carefully tuning the simulator, a model trained on imprecise dynamics can be adapted to the real world environment to make up for potential modelling inaccuracies [9] , [10] . Recent developments in the field of meta learning made it a compelling, yet still understudied, approach to this problem.
In this work, we propose a novel method for domain adaptation using meta learning, or learning to learn. As opposed to most common machine learning problem formulations, where the goal is to train a model to excel in one particular task, the basic principle in meta learning is to train models which are good at adapting to new tasks or situations. *This work was financially supported by Academy of Finland grant 313966 and Business Finland grant 3338/31/2017. We also gratefully acknowledge the support of NVIDIA Corporation with the donation of the Titan Xp GPU used for this research. 1 Aalto University, Espoo, Finland first.last@aalto.fi 2 KTH Royal Institute of Technology, Stockholm, Sweden (a) (b) Fig. 1 : Randomized dynamic properties lead to large changes in the behaviour of the system. We train a model to adapt to large variations in simulation (a), and deploy it on a physical robot (b).
We consider tasks that are heavily dependent on the dynamic parameters of the environment. Such tasks cannot be transferred from simulation to reality in a zero-shot manner and require data from the physical system to be used for domain adaptation or system identification. We combine gradient-based meta learning with generative models for trajectories to explicitly train a policy to adapt to a wide range of randomized dynamics in simulation, illustrated in Figure 1a . The trained model is then deployed on a physical setup, shown in Figure 1b , quickly adapting to new conditions. The method's feasibility for sim-to-real transfer is demonstrated on a task where the goal is to shoot a hockey puck to a target location under unknown friction. We show that, after a small number of trials, our system is able to adapt both to new conditions in simulation and to the dynamic parameters of the physical system, improving the performance in cases where simple domain adaptation methods fail, or result in unstable policy updates.
The contributions of our work are (1) demonstrating that gradient-based meta learning results in predictable and consistent domain adaptation, and thus is a suitable approach for simulation to reality (sim-to-real) transfer of robotic policies under uncertain dynamics, and (2) combining a meta learned policy with latent variable generative models to represent motor trajectories leads to a safe and lowdimensional exploration space.
II. RELATED WORK
In this section, we provide an overview of previous work related to meta learning and sim-to-real transfer.
A. Meta learning
The general idea of meta learning was first described by Schmidhuber [11] , whose early work on the topic pioneered the use of meta learning with neural network models [12] , as well as its application in reinforcement learning [13] .
More recently, two principal families of meta learning algorithms have been introduced. First, memory can be embedded as a part of the learned structure, causing the network to adapt as data gets passed through it. Such behaviour can be accomplished by recurrent architectures [14] , [15] or by using an additional set of plastic weights [16] .
Second, parameters of the network can be optimized such that they provide a good starting point for further adaptation. This is the case in model-agnostic meta learning (MAML) [17] which explicitly optimizes the model performance after a number of adaptation steps. MAML has been demonstrated to achieve good performance in tasks such as few-shot classification and reinforcement learning, including more complex tasks, such as robot simulations [18] . Multiple improvements to the method were later introduced by various authors [19] , [20] .
B. Sim-to-real domain transfer
Zero shot transfer refers to learning a policy that does not need to be adapted in the target domain. A common approach for zero-shot transfer is domain randomization, which exposes the model to a variety of conditions, so as to make the model robust to modelling inaccuracies in these aspects. The idea can be applied both to perception [8] , [21] - [23] and to the dynamics of the system [24] , [25] . Domain randomization may, however, be insufficient since a single policy that performs well across the domain might not exist.
One solution is to build a more accurate simulation model for the particular environment, either by thorough measurements [7] or by interweaving simulation rollouts with real robot samples and optimizing the simulation [6] or the policy [26] , such that the discrepancies are minimized. This can be, however, costly and time-consuming, and requires access to physical hardware at the time of training. As a solution, memory can be embedded as part of the network to encode previous states and actions, allowing the network to identify and respond to a variety of dynamic conditions [9] .
The problem can also be approached from a different direction-the policy trained in simulation can also be directly used as a starting point for further adaptations in real world [10] . The initial parameters may, however, not be a good point for further adaptation. Gradient-based meta learning methods are an appealing solution to this problem. A method for stabilizing model-based reinforcement learning using gradient-based meta learning was proposed by Clavera et al. [27] to address minor uncertainties in dynamics originating from lack of related training data. In contrast, in this work, we directly adapt the policy to a wide range of dynamic conditions using model-free methods, and additionally evaluate its performance on a physical system.
III. METHOD
In this section, our method for sim-to-real transfer learning is introduced. First, we describe the necessary preliminaries related to domain adaptation using meta reinforcement learning, followed by the formal problem formulation. We then describe the details of our approach for trajectory generation, domain adaptation, and meta-policy training.
A. Preliminaries and problem statement
A standard sequential decision making setup consists of an agent interacting with an environment in discrete timesteps. At each timestep t, the agent takes an action a t , causing the environment to change its state from s t to s t+1 . Each state transition is accompanied by a corresponding reward r(s t , a t ) to assess the quality of the action. This setup is a Markov decision process (MDP) with a set of states s ∈ S, actions a ∈ A, and transition probabilities between these states in response to each action p(s t+1 |s t , a t ). The agent's actions are chosen according to a policy π(a t |s t ), which describes the probability of taking action a t in state s t . The objective of reinforcement learning then is to find the optimal policy, defined as the policy that maximizes the expected cumulative sum of rewards for a specific MDP.
In contrast to this formulation, meta reinforcement learning considers a set of MDPs, M. The goal is to find a learning algorithm that is able to efficiently learn optimal policies for all MDPs in M -that is, to learn to learn policies in M. In the domain adaptation scenario, we consider M to consist of MDPs sharing the same reward function r(s, a), as well as the action and state spaces (A and S), but varying in terms of state transition probabilities p(s t+1 |s t , a t ). We further assume that, for each MDP M k ∈ M, these transitions can be described by a set of dynamic parameters, further referred to as task τ ∈ τ .
In the context of meta learning, the domain adaptation problem can therefore be stated as follows: for a set of Markov decision processes M, described by tasks τ i ∈ τ , find a learning algorithm which, after performing N adaptation steps under a new dynamic condition τ , results in the optimal policy for these conditions, π * θ,τ .
B. Trajectory generation
In order to provide the policy with a low-dimensional, smooth action space which facilitates exploration, we train a generative model over a distribution of task-specific trajectories u 0:T = g φ (z), where u is a trajectory and g φ the generative model parametrized by a latent variable z. This is similar to [28] and [8] .
We obtain the generative model by training a variational autoencoder (VAE) on a set of trajectories which are suitable for the given task and safe to be executed on the physical robot. A VAE consists of two parts-the encoder and the decoder. The encoder outputs a probability distribution representing the low-dimensional latent representation of the input. During training, a sample is drawn from this distribution and passed to the decoder, which reconstructs the original input based on the low-dimensional representation. The decoder part of the VAE, on its own, can be used to map vectors in the latent space to the output domain, which in our case represents useful trajectories. This formulation allows us to train a policy for latent actions z, π(z|s), effectively reducing the dimensionality of the action space, alleviating the problem of time complexity and allowing the model to focus on terminal rewards. Effectively, this formulation results in faster training and safer on-policy domain adaptation.
C. Domain adaptation
The goal of the domain adaptation step is to adjust the policy parameters in such a way that the policy's performance will improve for the current dynamic conditions. This process is outlined in Figure 2 and in Algorithm 1. For clarity, Figure 2 shows only a single adaptation step (N = 1).
Algorithm 1: Policy adaptation
Input: trained generator g φ and meta policy π θ0 Result: Adapted policy parameters θ N 1 repeat n := N times The adaptation begins by sampling a random goal state from the environment and passing it to the current policy (step 3). The policy returns a latent action distribution π(z|s), from which a latent vector z is sampled and passed to the generative model g φ to construct the corresponding trajectory (steps 4 and 5). The constructed trajectory is then executed by the robot and the state, action and reward are stored (step 6). This process is repeated K times.
After K rollouts from the policy are collected, the policy is adapted by updating its parameters using vanilla policy gradient (steps 8 to 10). The whole process is repeated N times. Building on this, we will now describe the meta policy training procedure that provides the input meta policy for the policy adaptation.
D. Training the meta-policy
The objective of training the meta policy is to find the optimal meta parameters θ m , which result in fast adaptation Latent actions z Fig. 3 : Overview of the meta training procedure, starting from the adapted policies for each environment.
to new dynamic conditions. We propose a process similar to MAML which is illustrated in Figure 3 and outlined in Algorithm 2. The process starts with sampling a batch of tasks τ i ∼ p(τ ) (step 3). Each task represents a new environment with different, randomized dynamics. For each of the environments, the agent starts with the meta policy and performs N adaptation steps, each using K rollouts from the policy, as described in Section III-C (step 5). After the last adaptation step, the agent collects K rollouts using the final adapted policy (step 6). This data is, in turn, used to update the final adapted policy in step 8. However, instead of directly updating the parameters of the final adapted policy, the gradients are backpropagated through all N update steps, all the way back to the parameters of the original meta policy. This update can be performed using any model free reinforcement learning algorithm. This process results in a model that is explicitly optimized to maximize the expected cumulative return after N adaptation steps, in contrast to training a single universal policy to perform well on all tasks at the same time. 
IV. EXPERIMENTAL EVALUATION
In this section, we describe the experimental setup and the architecture of our models, together with their training procedures and the description of a baseline method. Then, we present the adaptation results obtained in simulation and on a physical setup, comparing the performance of our method to the presented baseline. 
A. Experimental setup
The hockey puck setup consists of a KUKA LBR 4+ robot equipped with a floorball stick, as illustrated in Figure 4a . The robot uses the stick to hit a hockey puck on a flat, low friction surface, such that the puck lands in a target location. The friction between the surface and the puck has crucial impact on the movements of the puck, forcing the policy to learn how to operate in different friction conditions. We use two different hockey pucks, as shown in Figure 4b : an ice hockey puck (low friction; blue), and an inline hockey puck (higher friction; red). Since all contact points of the inline hockey puck are located close to the edge, it also has noticeably higher torsional friction than the ice hockey puck. The position of the pucks is measured by a camera mounted on the ceiling above the whiteboard. The target range of size 50cm x 30cm is located close to the center of the whiteboard.
We constructed a corresponding simulation setup in Mu-JoCo [4] . During training in simulation, we randomize the mass of the puck, the five friction parameters between the puck and the surface, and the starting position to account for possible misalignments between the real setup and the simulation. The randomization parameters are presented in Table I . We use uniform distributions for the dynamic parameters and a normal distribution for the starting position noise.
Each parameter of the system is randomized separately, except for µ y , which is randomized in relatively to µ x . The logic behind the use of anisotropic friction was based on an observation that under the same robot trajectories, puck movement directions on the physical setup are noticeably different from the simulation. We presume that this is caused by contact modeling inaccuracies and unmodeled effects such as the elasticity of the hockey blade and unevenness of the surface. Instead of fine-tuning the simulated behaviour to be closer to reality, we aimed to make up for these inaccuracies with additional randomizations.
B. Training the generative trajectory model
To train the hockey puck trajectory generation model, we generated 7371 trajectories consisting of 17 waypoints of a cubic spline. These trajectories were obtained by moving the robot from the starting position to the proximity of the puck, making a swing, and moving the hockey blade past the puck. The strength of the swing and the orientation of the blade were randomized in order to generate a variety of trajectories with different hitting strengths and hitting angles.
These trajectory waypoints were then used to train the trajectory generation model. We used a 2 dimensional latent space throughout the experiments. Similarly to [8] , we increased the value of β during training from 10 −7 to 10 −3 .
To evaluate the structure of the latent space, we sampled 2000 latent vectors from the latent distribution, executed the corresponding trajectory in the simulator and recorded the final position of the puck. The results are shown in Figure 5 .
The figure illustrates that the model learned to disentangle the hitting angle (z 0 ) from the hitting strength (z 1 ). For example, as the value of z 0 increases, the generative model produces trajectories that hit the puck more and more towards the left side in a smooth and continuous manner.
C. Policy training
The policy is trained in simulation using the simulated setup. We use K = 16 rollouts per update and train the policy for N = 3 adaptation steps. The policy is represented by a neural network with hidden layer of size 128. For meta learning, we learn the value of the adaptation step α during training. The dynamic parameter ranges are shown in Table I . We use proximal policy optimization (PPO) [29] as the meta optimization algorithm.
As a comparison baseline, we used domain randomization by training a policy by PPO with the same range of randomized dynamics, without adaptation occurring during training. To provide a fair comparison of the adaptability of initial policy parameters, we used the same adaptation step size α as the trained meta model (α ≈ 0.02).
We use the following reward function proposed by [30] 
where d is the distance in meters between the final puck position and the target, and α is a constant (we use b = 10 −3 throughout the experiments). During policy training, the weights of the trajectory model remained fixed.
D. Simulation experiments
We studied the proposed method against the baseline in simulation under a variety of dynamic conditions, repeating each experiment 25 times. To estimate the upper bound on performance for each condition, we also trained a policy for each individual one. This section illustrates the results of four experiments we consider to be the most unique and interesting: two isotropic friction cases (with low and medium friction) and two anisotropic friction cases with different low frictions directions. The dynamic parameters used for each of these experiments are shown in Table II , and the results of this evaluation are presented in Figure 6 . Within the selected parameter ranges, changing the mass and the initial position did not have a significant impact on the adaptation performance. Figure 6 illustrates that the domain randomization baseline is superior without adaptation, as is expected. However, the proposed method is consistently superior after some adaptation steps. This confirms our initial hypothesis that designing policies specifically for adaptation can increase the adaptation speed and thus help to address domain mismatch.
Surprisingly, the performance of the domain randomization baseline starts to deteriorate during adaptation in two cases. This most prominent in Fig. 6b where the deterioration begins already at the first update. This indicates that the domain randomized policy is somehow unsuitable for adaptation.
We analyzed this behaviour further by looking at the latent space action distributions of various repetitions of the experiment. These distributions are shown in Figure 7 . The plots were generated by sampling latent actions for 1000 random goal points at each adaptation step. Different colours represent different repetitions of the experiment.
Before adaptation, at step 0, the policy takes the same actions during every repetition of the experiment. However, after a few adaptation steps, the baseline policies start to diverge from each other, as each of them is updated using an independent set of samples. Performing more adaptations causes these differences to escalate even more. This causes the policy parameters to shift from neighborhood of the origin where the trajectory generator is stable. This in turn is likely to produce more varying trajectories, making the reward gradient used by the updates less stable.
The proposed method does not exhibit such behaviour (Figure 7b ). The latent updates follow each other more closely, even after 10 adaptations despite training the meta policy for only 3 adaptation steps. There are minor differences between the distributions due to random sampling of targets and trajectories but the distributions remain close to the origin and do not diverge. We hypothesize that is is due to the meta policy being explicitly trained to adapt to new conditions; it thus learned to perform stable and consistent update steps. To ensure that this behaviour is a repeatable phenomenon and was not caused by the baseline converging to a bad optimum, we repeated these entire experiments three times, achieving comparable results each time. Similar findings about regularizing effect of meta learning on policy training were previously reported by Clavera [27] .
After achieving promising results and acquiring deeper understanding of the domain adaptation process with both methods in simulation, we moved on to physical experiments using the previously described experimental setup.
E. Real-world experiments
We conducted the real world experiments using the setup described in Section IV-A. During each run, we conducted 4 adaptations in total. We evaluated each intermediate policy by taking its mean for 16 randomly chosen target points. We then sampled another K = 16 rollouts from the policy to perform an update. The experiment was repeated 3 times for each hockey puck, resulting in 48 data points for each puck at each adaptation step. The performance comparison between the baseline and our method is shown in Figure 8 . Consistently with the simulations, the domain randomization baseline (dashed line) is superior without adaptation. Moreover in line with the simulations, the baseline produces inconsistent behaviour during adaptation steps: some policy updates resulted in an overall improvement, while others made the performance deteriorate. As an extreme case, one of the experiments with the red puck had to be stopped, due to the policy mean landing far enough from the latent distribution such that the trajectory model produced unsuitable trajectories, which was confirmed by studying the latent distribution in a manner similar to the simulation experiments. There is a significant difference between the two pucks, with the performance for the blue puck increasing during the first adaptation steps. We hypothesize that this is because the low friction of the blue puck provides a stronger policy gradient direction (before adaptation, both policies hit the puck way too strongly, so simply reducing the hitting strength results in a significant increase in rewards). Nevertheless, additional adaptation steps cause the performance to deteriorate.
The policy trained with meta learning does not suffer from such issues, resulting in consistent adaptation. The performance either keeps improving or plateaus at a certain level. This is especially apparent for the higher friction red puck case, where the baseline completely fails to provide any performance improvement whatsoever. The overall variance is also noticeably smaller than in case of the baseline. Again, this behaviour is very similar to what was observed in simulation for the medium friction case.
V. CONCLUSIONS
In this work, we demonstrated that meta learning can be used as a stable and repeatable simulation-to-real domain adaptation tool. We observed that adapting a policy trained with standard domain randomization can cause diverse results, with high variance between repetitions and potentially unstable outcomes. Domain randomization suffered from these issues despite operating in a low dimensional and easy to explore action space. We also demonstrated that these issues do not exist when the policy is trained for stable adaptation with the proposed meta learning approach.
When describing the simulated setup, we briefly mentioned how we introduced anisotropic friction to the system to avoid fine tuning contact parameters and make up for unmodeled aspects of the physical setup. This poses an interesting avenue for further research: whether variations in some parameters can make up for modeling inaccuracies in other physical properties of the system.
In our experiments, we used 16 samples to perform each policy update. We believe that higher real world sample efficiency could be achieved, especially if the exploration was performed in a more arranged way. By using gradient based meta learning, we optimize the policy to achieve good performance based on the samples it currently gets, without giving it any incentive to produce useful samples. While this performed well in our case, further investigation into this could shed some light onto efficient and more informed exploration, potentially leading to higher sample efficiency.
This could potentially be done by off-policy adaptation, that is, gathering samples for policy adaptation from a separate exploration policy different from the adapted one. This would allow learning exploratory policies with safety constraints, which could then be used to collect informative samples for quick adaptation.
