Abstract. We study the intermediate extension of the character sheaves on an adjoint group to the semi-stable locus of its wonderful compactification. We show that the intermediate extension can be described by a direct image construction. As a consequence, we show that the "ordinary" restriction of a character sheaf on the compactification to a boundary piece inside the semi-stable locus is a shift of semisimple perverse sheaf and is closely related to Lusztig's restriction functor (from a character sheaf on a reductive group to a direct sum of character sheaves on a Levi subgroup). We also provide a (conjectural) formula for the boundary values inside the semi-stable locus of an irreducible character of a finite group of Lie type, which gives a partial answer to a question of Springer [Sp2]. This formula holds for Steinberg character and characters coming from generic character sheaves. In the end, we verify Lusztig's conjecture [L3, 12.6] inside the semi-stable locus of the wonderful compactification.
Introduction 0.1. Let G be a connected, semisimple algebraic group of adjoint type over an algebraically closed field k. In [L3] , Lusztig introduced a decomposition of the wonderful compactificationḠ of G into G-stable pieces. The group G itself is a G-stable piece and each G-stable piece is a smooth, locally closed subvariety ofḠ and the G-orbits on each piece (for the diagonal G-action) naturally correspond to the "twisted" conjugacy classes of a smaller group. Moreover, this correspondence leads to a natural equivalence between the bounded derived category of G-equivariant, constructible sheaves on that piece and the bounded derived category of certain constructible sheaves on the smaller group that are equivariant under the "twisted" conjugation action (see [L3, 12.3] ).
Character sheaves on a reductive group are some special simple perverse sheaves on the group that are equivariant under the ("twisted") conjugation action. The theory of character sheaves was developed by Lusztig in the series of papers [L1] (for conjugation action) and [L2] (for "twisted" conjugation action). Now using the natural equivalence we
The author is partially supported by partially supported by HKRGC grants 601409 and DAG08/09.SC03. discussed above, one can define the character sheaves on each G-stable piece. The character sheaves onḠ are the intermediate extensions tō G of the character sheaves on the G-stable pieces (see [L3, 12.3] ). The most interesting cases are the intermediate extension toḠ of the character sheaves on G. Roughly speaking, these sheaves can be regarded as the objects that describe the behavior at infinity of the character sheaves on G.
0.2. In order to understand the intermediate extensions toḠ of the character sheaves on a G-stable piece, in [H2] we gave a second definition of character sheaves onḠ by imitating the definition of character sheaves on groups. This new definition coincides with Lusztig's definition we mentioned in the previous subsection (see [H2, Corollary 4.6] ). Moreover, using the new definition, one can show that the character sheaves onḠ have the following nice property (see [H2, Section 4] ):
Let i be the inclusion of a G-stable piece toḠ, then (1) for any character sheaf C onḠ, any perverse constituent of i * (C) is a character sheaf on that piece;
(2) for any character sheaf C on that piece, any perverse constituent of i ! (C) is a character sheaf onḠ. 0.3. However, analyzing the intermediate extension of a character sheaf on a G-stable piece is still a challenging problem. In [Sp2] , Springer listed some interesting questions in this direction. One interesting question is to study the boundary values of an irreducible character of a finite group of Lie type.
A technical difficulty in analyzing the intermediate extension is as follows.
A character sheaf on G can be understood in terms of "admissible complex", which is obtained by pushing forward of some intersection cohomology complex under some small, proper map to the closure of a Lusztig's stratum of G.
Using the G-stable piece decomposition ofḠ and the natural correspondence between the G-stable pieces and the smaller groups, one is able to generalize Lusztig's stratification on G to a decomposition on G. However, an explicit description of the closure toḠ of a Lusztig's stratum is still unknown. A more serious problem is that the small map we used to construct "admissible complex" on G doesn't extend to a small map onḠ.
0.4. In this paper, we will study the intermediate extension of a character sheaf on G, not toḠ, but to the semi-stable locusḠ ss ofḠ, an open smooth subvariety ofḠ that contains G. In fact,Ḡ ss is a union of some G-stable pieces. An explicit description ofḠ ss was obtained in an joint work with Starr [HS] .
The idea of studying intermediate extension toḠ
ss instead ofḠ comes from geometric invariant theory. Now we make a short digression from character sheaves and discuss about some basic ideas in the theory of geometric invariant theory.
Let H be a linear algebraic group and X be a H-variety. When considering the quotient space, a main problem is that the quotient X/H may not exists in the category of algebraic varieties. Geometric invariant theory suggests a method to distinguish "good" H-orbits from "bad" H-orbits in the sense that the union of "good" H-orbits form an open subvariety U of X and U/H exists.
Motivated by this, one may wonder if the "good" G-orbits onḠ are still good in the study of character sheaves in the sense that the intermediate extension of a character sheaf on G to the union of "good" orbits can be analyzed. The answer is YES and this is what we are going to do in this paper. 0.5. Now let us consider the closure of a Lusztig's stratum inḠ. If we take the limit in the direction of unipotent elements in the stratum, then by the results in [H1] and [HT1] , the boundary points are outside the semi-stable locus. On the other hand, taking the limit in the direction of semisimple elements in the stratum is more or less the same as calculating the closure of some subvariety in a toric variety. This naive thought suggests that the closure toḠ ss of a Lusztig's stratum can be described explicitly.
The explicit description will be obtained in section 3. Moreover, the small map we used to construct "admissible complex" on G extends to a small map onḠ ss . Based on this result, the intermediate extension of an "admissible complex" toḠ ss can also be described by a direct image construction. This is a generalization of [L2, Proposition 5.7] .
Moreover, the restriction of the direct image to a boundary piece inside the semi-stable locus can be calculated explicitly and is closely related to Lusztig's restriction functor introduced in [L1, 3.8] and [L2, 23.3 ]. The precise statement can be found in Theorem 4.4. Based on this, we give a (conjectural) formula for the boundary values inside the semi-stable locus of a character of a finite group of Lie type. The formula is true if the (virtual) character is obtained from the direct image construction. This gives a partial answer to a question of Springer [Sp2, Problem 10] . 0.6. There is a special character sheaf S on G that characterizes the semisimple elements of G. This sheaf is the alternating sum of the induced sheaves from the trivial local systems on the standard parabolic subgroups of G. In [L3, 12.6 ], Lusztig generalized the notion of semisimple elements toḠ and conjectured that the intermediate extension toḠ of this sheaf characterizes the semisimple elements ofḠ.
It is known that the semisimple elements ofḠ lie in the semi-stable locus. We will calculate the intermediate extension of S toḠ ss and verify Lusztig's conjecture inside the semi-stable locus.
In order to do this, we will consider the intermediate extension of the induced sheaf from the trivial local system on a standard parabolic subgroup P . Therefore we need to understand the closure of P in G ss and the intermediate extension of trivial local system on P to this closure.
Let B be a Borel subgroup of P . Then P is stable under the action of B × B and the closure of P inḠ was obtained in [Sp1, Corollary 2.5] in terms of the union of certain B × B-orbits. However,Ḡ ss is not stable under the action of B × B. To describe the closure of P inḠ ss , we have to use the P -stable pieces, introduced by Lu and Yakimov as a generalization of the notation of B × B-orbits and G-stable pieces. Although the closure of P inḠ is not smooth in general, the closure of P inḠ ss is always smooth. Therefore, the intermediate extension of trivial local system on P to the closure of P inḠ ss is just the trivial local system on that closure. Now we can explicitly calculate the intermediate extension of S toḠ ss .
0.7.
We now review the content of this paper in more detail.
In section 1, we recall the definition and properties of P -stable pieces. In section 2, we give an explicit description of the closure of a parabolic subgroup inḠ ss and prove that the closure is smooth. In section 3, we obtain the closure of a Lusztig's stratum of G inḠ ss . In section 4, we study the intermediate extension of a character sheaf on G toḠ ss and verify Lusztig's conjecture insideḠ ss .
1. R-stable pieces on the wonderful compactification 1.1. Let G be a connected reductive algebraic group over an algebraically closed field k. Let B be a Borel subgroup of G, T ⊂ B be a maximal torus and B − be the opposite Borel subgroup. Let I be the set of simple roots and W = N G (T )/T be the corresponding Weyl group. For any w ∈ W , we choose a representativeẇ of w in N G (T ).
For J ⊂ I, let W J be the subgroup of W corresponding to J and W of P/U P under P → P/U P . We simply write U for U B and U − for U B − .
For any g ∈ G and subvariety H ⊂ G, we write g H for gHg −1 . Now we will review the R-stable pieces introduced in [LY] . We will follow the approach in [H4] .
Moreover, define an automorphism σ : 
An admissible triple of G×G is by definition a triple
wherep is the image of p under the map 
. The G × G-orbits on G 1 then coincides with the G × G-orbits onḠ. Let Z J,δ be the orbit coinciding with Z δ(J) and h J,δ ∈ Z J,δ be the point identified with the base point
In other words, we have the following commuting diagram
For any subvariety X ⊂ G 1 , we denote byX its closure.
We call [J, w, v] K,δ a P K -stable piece on G 1 . In the case where K = ∅, a P K -stable piece is just a B ×B-orbit and we simply write [J, w, v] δ for [J, w, v] ∅,δ . In the case where K = I, a P K -stable piece is just Lusztig's G-stable piece introduced in [L3, Section 12] and we simply write Z J,w;δ for [J, w, 1] I,δ .
The following properties follows easily from the properties of R C ′ × R C -stable pieces that we listed in subsection 1.3.
(1) [J, w, v] K,δ is an irreducible, locally closed subvariety of
and y ∈ W with l(y) − l(x) = l(v) − l(w) and there exists a ∈ W K and b ∈ W J such that x = awδ(b) and y = avb, then we have that (
The following explicit description of the closure of a P K -stable piece in G 1 was obtained in [LY, Theorem 7.6 
vy.
From (1) and (5), we have the following useful consequence.
We also need the following variation of subsection 1.3 (4),
)}. Moreover, we have an explicit description of the semi-stable locus G 1 ss for the diagonal G-action on G 1 in terms of G-stable pieces (see [HS] ). The case where G 1 = G was also studied by De Concini, Kannan and Maffei in [DKM] .
Theorem 2.1. For K ⊂ I with δ(K) = K, we have that
Proof. By subsection 1.6 (5),
By subsection 1.6 (3),
The map is surjective. If w 1 , w 2 ∈ K W J δ with ǫ(w 1 ) = ǫ(w 2 ). Then w 2 = w 1 a for some a ∈ W J . Thus w 1 a = w 2 = δ(w 2 ) = δ(w 1 )δ(a) = w 1 δ(a) and a = δ(a). Let supp(a) be the set of simple roots whose associated simple reflections appear in a reduced expression of a. Then supp(a) = δ(supp(a)) ⊂ J. Hence supp(a) ⊂ J δ and a ∈ W J δ . Since w 1 , w 2 ∈ W J δ , we have that a = 1 and w 1 = w 2 . The map is injective.
By Proposition 2.1 and the previous lemma, we have other descriptions of P 1 K ∩ G 1 ss which are sometimes more convenient to use.
Theorem 2.3. For K ⊂ I with δ(K) = K, we have that
The proof will be given in subsection 2.1. The main idea of the proof is to find an open covering of P Lemma 2.5. For any K ⊂ I with δ(K) = K and w ∈ K W with δ(w) = w, ⊔ J⊂I (Bẇ, Bẇ K 0ẇ ) · h J,δ is a locally closed subvariety of G 1 isomorphic to an affine space of dimension dim(P K ).
Proof. Since w ∈ K W and δ(w) = w, we have that
For J ⊂ I, we have that
Using the result of [DS, 3.7 & 3.8] , we see that
Lemma 2.6. For any K ⊂ I with δ(K) = K and w ∈ K W , we have that ⊔ J⊂I (P Kẇ , P Kẇ ) · h J,δ is smooth.
Then X is isomorphic to an affine space and
We may assume that O ⊂ Z J,δ and
Lemma 2.7. For any K ⊂ I with δ(J) = J and w ∈ K W with δ(w) = w,
In other words,
We may assume that O ∈ Z J,δ and
O, which is a contradiction.
2.1. Proof of Theorem 2.4. By Lemma 2.6 and 2.7, for w
ss . Now it suffices to prove that
Thus aδ(w ′ ) = δ(xb) and aw 3.2. Let P be a parabolic subgroup of G, L be a Levi subgroup of P and S be an isolated stratum of 
Notice that the map (g, z) → (g, 1)z gives an isomorphism from
We may also identify (
is a decomposition of G 1 ss . We will see later that (b) is in fact a stratification. For any
We may define a decomposition for G 1 in the same way. But it is very hard to give an explicit description of the closure of any subvariety appeared in the decomposition. However, [H1, Theorem 4.3] , [HT1, Theorem 7.4] and [H3, Theorem 4.5] give some evidence that this decomposition for G 1 may still be a stratification.
3.4.
In this subsection, we assume that
Notice that any element in Z J ∩ G ss is of the form (gl, g) · h K for some K ⊂ J, g ∈ G and l ∈ L K and any element in G J ss is of the
Lemma 4], we have that
Proof. Let X = ⊔ D⊂I (T, 1) · h D . Then for any positive root α, the morphism T → k defined by t → α(t) extends in a unique way to a morphism from X → k, which we denote byα. It is easy to see that
is a well-defined morphism from X to k and
By the identification ofḠ with G 1 in subsection 1.5, we have the following variation of the previous lemma.
Theorem 3.3. Let K ⊂ I with δ(K) = K and S be an isolated stratum of
Since S is stable under the conjugation action of L K , there exists s ∈ (B ∩ L K )g 0 such that s ∈ S. We may write s as s = utg 0 for some
It is known that (U
where
. It is easy to see that the map (u,
By the similar argument as we did above, one can show that the closure of
The theorem is proved.
Corollary 3.4. Let K ⊂ I and S be an isolated stratum of L K . Let S ′ be the closure of S in L K . Then for any J ⊂ I,
where X w is the closure of (
By [Sl, page 26, lemma 4] ,
Notice thatẇ
Therefore, we have that
Similarly, we may identify
be the closure of an isolated stratum. We have thaṫ
Since w ∈ W J δ and w −1 (K) ⊂ J δ , we have thatẇ
As in the previous subsection, the map π ′ is induced from the map
, by subsection 3.2, G ∆ · X is a union of strata in Z J,1;δ and the map π ′ is a small map.
As a summary, we have the following result.
Theorem 3.5. Let K ⊂ I with δ(K) = K and S be an isolated stratum of L K g 0 . Then the proper map
ss is a union of strata in G 1 ss .
3.7. Let J ⊂ I and Y be a stratum of L J δ g 0 . By the same argument as above, we can show
ss is a union of strata of G 1 ss . Since we don't need this result in the rest of the paper, we skip the details. For any subgroup H of G and an H-variety X, we define the H action on G × X by h · (g, x) = (gh −1 , h · x) and denote by G × H X the quotient space. For any perverse sheaf A on X that is equivariant for the H action, we denote by i
4.2. In this subsection, we only assume that G is a connected reductive group.
Let Z = {g ∈ Z(G); gg
For each isolated stratum S of G 1 and n ∈ Z, let S n (S) be the set of local systems on S that are equivariant for the L2, 5.2] ). Now assume that E is an irreducible local system in S n (S). For y ∈ S, let H y be the isotropy subgroup of y for this Z 0 × G-action. Notice that for (z, g) ∈ H y , z n = g −1 ygy −1 . By [H5, Lemma 1.1 (2)], there are only finitely many possible choices for z. In particular,
0 -covering and f 2 (z, c) = zc is a A-covering. Here A = {z ∈ Z 0 ; zC = C} is a finite group. Therefore E is a direct summand of (f 2 ) ! (F ⊠ E ′ ), where F is an irreducible local system on Z 0 which is a direct summand of n !Ql,Z 0 for the n-th isogeny n : Z 0 → Z 0 and E ′ is an irreducible local system on C which is a direct summand of (
Thus we have the following commuting diagram
where a, f 3 , c are projection maps, b(z, z ′ , c) = (zz ′ , c) and f 4 (z, c) = zc. The square (a, b, f 3 , c) is a Cartesian square and
0 which is a direct summand of n !Ql,Z(G) 0 for the n-th isogeny n :
0 which is a direct summand of n !Ql,Z(G) 0 for the n-th isogeny n : L1, 1.6] , IC(Z, F) |Z ∩Z J,δ = 0 if and only if for any j / ∈ J, the monodromy of F around the divisorZ ∩ Z I−{j},δ is 0, i.e., f * j F is trivial. It is easy to see that f * j F is trivial for any j / ∈ J if any only if
This is a surjective map and each fiber is finite. In particular, f ′′ 4 is a small map and
Consider the following diagram
where a, b are the restriction of f ′′ 4 and are small maps. Both squares are Cartesian squares. So
Notice that the pull back of
, By (a), the pull back is isomorphic to
Here
Now the lemma follows from (b).
From subsection 4.3 to Lemma 4.2, we only assume that G is a connected reductive group. We first recall some results of character sheaves on disconnected groups. We follow the approach in [L2] .
where a, b are projection maps and c(g, h) = ghg −1 . To any simple perverse sheaf A on L 1 which is L-equivariant (for the conjugation action) we define ind
where i is the inclusion map and π is the projection. To any simple perverse sheaf B on G 1 which is G-equivariant (for the conjugation action), we define res
We call res
where S ′ is the closure of S in G 1 , L acts diagonally S * and P acts diagonally on P ∆ · S * and S ′ U P . We have the following commuting diagram
′ are projection maps and π, π ′ sends (g, p) → gpg −1 . Let E ∈ S(S). Then there is a unique local systemẼ onỸ L,S with a * Ẽ = b * E and the intersection cohomology complex L2, Proposition 5.7] 
for some pair (L, S) as above and a cuspidal local system E ∈ S(S) ([L2, 6.7] ).
Lemma 4.2. We keep the notations as above. Let E ∈ S(S) and
. Let Z be a connected subgroup of Z(G). If A is equivariant for the right Z-action, then E is equivariant for the right Z-action on S.
Proof. Consider the following diagram
, where π and π ′ are defined in the previous subsection. By [L2, Lemma 5.5] , this is a Cartesian square. So
) and the maps a, b are defined by a(g, n, s) = (g, nsn −1 ) and b(g, n, s) = (gn, s). It is easy to see that this is a Cartesian square. Therefore π
Notice that A is equivariant for the right Z-action and π ′ is Zequivariant, where the Z-action on
Now we can prove our main theorem.
where E J,w is the local system onẇ
is the projection map and Ad(ẇ −1 ) :
Proof. Consider the following commuting diagram
) · z and π, π ′ are the restrictions of π ′′ . Both squares are Cartesian squares. By Theorem 3.5, π ′′ is a small map. Therefore
We have shown in Theorem 3.3 that
Similar to the proof of the isomorphism (b) in the proof of Theorem 3.3, we have that
and subsection 3.6 (*).
For any
If B is a semisimple perverse sheaf on L K and is a direct sum of some character sheaves B = ⊕A i , then we set c J (B) = ⊕c J (A i ). By Lemma 4.2, for any
Using Macay type formula [L1, Proposition 15.2] and [L2, Proposition 38 .8], we can reformulate our main theorem in the following way.
Theorem 4.4. Let K ⊂ I with δ(K) = K, S be an isolated stratum of L K g 0 and S ′ be its closure in L K g 0 . Let E be a cuspidal local system on S and A = ind
By [L1, Section 4] and [L2, Theorem 30.6 ], any character sheaf on G is a direct summand of ind
for some pair (S, E) as above. We have that Corollary 4.5. Let A ′ be a character sheaf on G 1 and J ⊂ I. Then
Furthermore, we conjecture that the semisimple perverse sheaf C is given by the following explicit formula.
Conjecture 4.6. Let A ′ be a character sheaf on G 1 . Then for any
where C is the semisimple perverse sheaf on
By the above theorem, the conjecture holds for generic character sheaves on G. We will show in the end of the paper that this conjecture also holds for Steinberg character sheaf.
4.6. In this subsection, we assume that
ss (see 3.4). Now keep the notation in theorem 4.4, we can show in the same way as we did for the proof of the main theorem that of its restriction to Z J ∩ G ss . Since any character sheaf A ′ on G is a direct summand of some A considered above, we have that (a) For any
In particular, for any
Hence to verify the above conjecture for G 1 = G, it suffices to verify the cases where J is a maximal proper subset of I. However, we still don't know how to do it.
Another thing worth mentioning is that the open embedding G → G ss is an affine map. Hence by [BBD, Corollary 4.1.12] , for any per-
] is a perverse sheaf for any maximal proper subset J of I. We showed above that for any character sheaf A,
is perverse for any subset J of I. It would be interesting to see if the result holds for arbitrary perverse sheaf on G.
4.7.
In this and next subsections, we assume that k is an algebraically closure of a finite field F q and that we are given an F q -structure onG with a Frobenius morphism F :G →G such that G 1 is defined over F q . Then F extends to a Frobenius morphism F on G 1 .
Let A be a character sheaf on G 1 and φ : F * A → A be an isomorphism. Then φ extends to an isomorphism F * IC(G 1 , A) → IC(G 1 , A) which we still denote by φ. Then we can define functions χ 
2 ) gives a natural isomorphism of Z J,δ with {(P, Q, H Q gH P ); P ∈ P J , Q ∈ P −w 0 (δ(J)) , g ∈ G 1 , g P ∩ Q is a common Levi of g P and Q}. Now let
, where L K and S ′ are defined over F q and φ : F * E → E is an isomorphism. Then φ induces a natural isomorphism F * A → A, which we also denote by φ. By the previous theorem, we have that
If the conjecture 4.6 is true, then the formula ( * ) is true for any character sheaf A on G with φ : F * A ∼ = A and
for any function f : (G 1 ) F →Q l that is constant on G F -conjugacy classes and x = (P, Q, H Q gH P ) ∈ (G 1 ss ) F .
Now we consider a special character sheaf on G 1 and its intermediate extension to G 1 ss .
For any
It is known that π J,K,δ is a small map. Set
Moreover, we may identify (L J δ , 1) · h J,δ with L J δ g 0 /Z(L J ) and (P K ∩ L J δ , 1) · h J,δ with (P K ∩ L J δ )g 0 /Z(L J ) in the natural way. Under this identification, C J,K,δ is a perverse sheaf on (L J δ , 1) · h J,δ .
Define π
is a perverse sheaf on G × L J δ (L J δ , 1) · h J,δ ∼ = Z J,1;δ .
4.10. Let J, K ⊂ I with δ(K) = K and w ∈ K W J δ ∩ W δ . Let ǫ(w) = min(wW J ). Set K 1 = max{K ′ ⊂ K; δ(K ′ ) = K ′ , ǫ(w) −1 (K ′ ) ⊂ J}. By Lemma 2.2, K 1 = K ∩ wJ δ . By subsection 1.6 (7), (P K ) ∆ (Bẇ, Bẇ) · h J,δ = [J, δ(ǫ(w)), ǫ(w)] K,δ
The map
defined by (g, z) → (gẇ, (ẇ −1 ,ẇ −1 )z) is an isomorphism. Moreover, π J,K,w = π ′ J,K,w • f , where π J,K,w,δ :
are induced from the map G × Z J,1;δ → Z J,1;δ defined by (g, z) → (g, g) · z. Notice that
By subsection 3.5 (a), π J,K,w,δ is a small map and (π J,K,w,δ ) ! (Q l,G× P K (P K It is known that for any g ∈ G
1
J , H i g (St J,δ ) = 0 for some i ∈ Z if and only if the stabilizer of g in G is reductive (i.e., g is quasi-semisimple). In this case, i∈Z dim(H i g (St J,δ )) = 1. See [L2, 12.6] . Let K ⊂ I with δ(K) = K. By Theorem 2.4, P K ∩ G 1 ss is smooth.
By Theorem 2.1 and the previous subsection, π K : G × P K (P K ∩ G 1 ss ) → G 1 ss defined by (g, z) → (g, g) · z is a small map. Hence Proof. For J, K ⊂ I and w ∈ K W J δ ∩ W δ , set I(J, K, w, δ) = w −1 K ∩ J δ . We have that Fix w ∈ W J δ ∩ W δ . Let J ′ = max{K ⊂ I; w ∈ K W }. Then δ(J ′ ) = J ′ and wI(J, I, w, δ) ⊂ J ′ . It is easy to see that for any K ⊂ I(J, I, w, δ) and K ′ ⊂ I with δ(K ′ ) = K ′ , the following conditions are equivalent:
(1) w ∈ K ′ W and I(J, K ′ , w, δ) = K; (2) K = δ(K) and wK ⊂ K ′ ⊂ wK ⊔ (J ′ − I(J, I, w, δ)). 
