We consider the problem of reconstructing a rank-k n × n matrix M from a sampling of its entries. Under a certain incoherence assumption on M and for the case when both the rank and the condition number of M are bounded, it was shown in [CR09, CT10, KMO10, Rec11, JNS12, Har14] that M can be recovered exactly or approximately (depending on some trade-off between accuracy and computational complexity) using O(n poly(log n)) samples in super-linear time O(n a poly(log n)) for some constant a ≥ 1.
Introduction
We consider the problem of reconstructing a hidden rank-k matrix from a sampling of its entries. Specifically, consider an n × n matrix M . The goal is to design a sampling index set Ω ⊆ [n] × [n] such that M can be reconstructed efficiently from the entries in M associated with Ω, that is, from the entries M ij , (i, j) ∈ Ω, with the cardinality |Ω| as small as possible. The problem has a wide range of applications in recommendation systems, system identification, global positioning, computer vision , etc. [CP10] .
For the convenience of discussing various matrix completion results and comparing them to our results, we will assume in the discussion below that the rank k, condition number κ and the incoherence parameter µ 0 of M (appropriately defined) are bounded in n. The problem of reconstructing M under uniform sampling received considerable attention in recent years. One research direction of matrix completion under this sampling scheme focuses on the exact recovery of M . Recht [Rec11] and Gross [Gro11] showed that M can be reconstructed exactly from O(n log 2 n) samples using trace-norm based optimization. Keshavan et al. [KMO10] showed that M can be reconstructed exactly from O(n log n) samples using singular value decomposition (SVD) followed by gradient descent on Grassmanian manifold. Another research direction of matrix completion under uniform sampling pays more attention to the efficiency of the algorithm, and only requires approximate matrix completion. Jain et al. [JNS12] showed that an ǫ-approximation (appropriately defined) of M in the Frobenius norm can be reconstructed from O(n log n log(1/ǫ)) samples using alternating minimization in O(n log n log(1/ǫ)) time. Table 1 : Comparison of various matrix completion methods. The methods with superscript symbols ' †' are for exact matrix completion while the remaining methods without ' †' are for approximate matrix completion. The methods with superscript symbols ' * ' are under stronger incoherence assumption than the standard incoherence assumption (Assumption 1, appropriately defined) while others are under the standard incoherence assumption. ǫ is the tolerance such that the reconstructed matrixM satisfies M −M F ≤ ǫ M F w.h.p.Õ notation hides factors polynomial in k, κ and µ 0 .
Methods
Sample Complexity Running Time
[KMO10] †, * O κ 2 µ 0 kn log n + κ 4 µ 0 k O κ 2 µ 0 k 2 n log n log n + κ 4 µ 0 k
[Rec11] †, * , [Gro11] †, * O µ 2 0 kn log 2 n O(n 2 log n/ √ ǫ) or O(n 5 log(1/ǫ))
[Che15] † O µ 0 kn log 2 n O(n 2 log n/ √ ǫ) or O(n 5 log(1/ǫ))
[SL16] † O κ 2 µ 0 kn log n + µ 0 k 6 κ 4 Õ (poly(n) log(
[BLWZ17] † O κ 2 µ 0 kn log n log 2κ n O n 3 ǫ
[JNS12]
O κ 4 µ 2 0 k 4.5 log k ǫ n log n O κ 4 µ 2 0 k 6.5 n log n log
O κ 4 µ 0 k 3 n log n log( Then Hardt [Har14] refined the analysis of alternating minimization and improved the sample complexity to O(n log(n/ǫ)). With extensive research on this subject, it is tempting to believe that the sample complexity obtained by [JNS12] or [Har14] are optimal (up to a constant factor) for ǫ-approximation of matrix completion as well. Perhaps surprisingly, we establish that this is not the case and propose a new algorithm, which constructs an ǫ-approximation of M in Frobenius norm using O(n log 2 (1/ǫ)) samples in linear time O(n log 2 (1/ǫ)). The comparison of various matrix completion methods is given in Table 1 . In order to compare various methods for exact and approximate matrix completion, the criterion M −M F ≤ ǫ M F is used where ǫ is the tolerance,M is the reconstructed matrix and · F is the Frobenius norm.
Our proposed algorithm adds two new steps: a thresholding of singular values and a rescaling of singular vectors upon the "vanilla" alternating minimization algorithm. The idea behind these steps is regularization of the least square estimation in the form of the singular value thresholding. The singular value thresholding step is necessary due to the decreased sample complexity. More specifically, due to the decreased sample complexity by a logarithmic factor log n, certain matrices inverted in each step of the alternating minimization algorithm may become ill-conditioned. Our algorithm avoids this ill-conditioning problem by adding to the "vanilla" alternating minimization an extra step of singular value thresholding applied to these matrices (i.e. the Gramian matrices inverted in (10) and (12)) before their inversion. This extra singular value thresholding step enforces that the singular values of the Gramian matrices inverted in (10), (11), (12) and (13) deviate from their expected values by at most 1 − β after proper normalization, and as a result, guarantees the nonsingularity of these (adjusted) Gramian matrices. We call this algorithm Thresholded Alternating Minimization (T AM), referring to the extra singular value thresholding steps added to alternating minimization. A rescaling of the entries of singular vectors is also implemented in the T AM algorithm in order to maintain the proximity to incoherence. A more specific discussion of the intuition behind these two new steps appears after the introduction of the T AM algorithm (in Pages 7 and 8).
We restrict our attention to the case of bounded rank, bounded condition number and bounded incoherence parameter of M , for the convenience of the analysis. Most of the work in this paper is to prove the following result: with high probability (w.h.p.) T AM produces a 1 ± ǫ multiplicative approximation of M in Frobenius norm using O(n log 2 (1/ǫ)) samples under the standard incoherence Assumption 1, given in Section 2. For simplicity, we call this just ǫ-approximation. Let M = U * Σ * (V * ) T and U be the input to one of the iterations of T AM. Also, let γ be the distance between the subspaces spanned by U * and U , appropriately defined later. We further establish that the number of times that the singular value thresholding is applied per one iteration of T AM is bounded above by a function of γ, which is monotonically decreasing as γ decreases. The novel bounding technique we used for establishing this result is based on random graph theory. More specifically, the detailed structure of sparse random regular graphs is used heavily on controlling the impact of regularization, i.e. the number of times that the singular value thresholding steps are applied per one iteration of T AM algorithm. This result is summarized in Theorem 4.7. We use it as a key result in establishing the geometric convergence of T AM. The analysis of our algorithm is substantially different from the one in [JNS12] , due to this critical singular value thresholding step. Although the proof of our main result seems involved, most of the proof steps use elementary linear algebraic derivations and are easy to follow.
For the convenience of analysis, T AM employs a sampling generated from a union of independent random bipartite regular graphs. Although our results of T AM are established on this special sampling, T AM can be generalized to uniform sampling in the obvious manner and similar results of T AM under uniform sampling can be established accordingly. In fact, by considering Poisson cloning model [Kim06] for Erdös-Rényi graphs, (which we intend to research in future), we conjecture that the same sample complexity of T AM might hold for constructing an ǫ-approximation of M in Frobenius norm under uniform sampling. There is no contradiction between the information theoretic lower bound O(n log n) for exact matrix completion and this conjecture, due to its approximate nature. Other sampling schemes for matrix completion are also studied in [MJD09, KTT15, PABN16] .
Bhojanapalli and Jain [BJ14] showed that if the index set of the sampled entries corresponds to a bipartite graph with large spectral gap, then the trace-norm based optimization exactly reconstructs M that satisfies certain stricter incoherence assumptions (Assumption 1 and condition (6), see below). In particular, they showed that the trace-norm based optimization exactly reconstructs M for δ ≤ 1/6 in (6) using O(k 2 n) samples. Furthermore, they raised a question of studying alternating minimization under the same incoherence assumptions, in the hope of achieving similar sample complexity. Our second result answers this question for the case of constant k: w.h.p. T AM under incoherence Assumptions 1 and 2 produces an ǫ-approximation of M in Frobenius norm using O(n log(1/ǫ)) samples. Furthermore, this result requires a less stringent incoherence condition (Assumption 2) on M than the incoherence condition (6), and furthermore holds for all δ ∈ (0, 1) satisfying condition (5) in Assumption 2 while the result in [BJ14] holds for all δ ∈ (0, 1/6] satisfying condition (6).
T AM maintains the computational complexity of alternating minimization, which is O(|Ω|) for bounded k. T AM only requires O(n log 2 (1/ǫ)), or O(n log(1/ǫ)) samples, depending on whether As-sumption 1 or both Assumptions 1 and 2 are satisfied, respectively. Hence, T AM is a linear algorithm of computational complexity O(n log 2 (1/ǫ)) or O(n log(1/ǫ)). Like alternating minimization, T AM has computational efficiency advantage over trace-norm based optimization, which requires time O(n 2 log n/ √ ǫ) using the singular value thresholding algorithm [CCS10] or O(n 5 log(1/ǫ)) using interior point methods. More specific computational complexity comparison between trace-norm based optimization and alternating minimization is given in [JNS12] .
The remainder of the paper is structured as follows. In the next section, we define the problem of matrix completion and state necessary assumptions. In Section 3, we introduce the random d-regular graph model of Ω and formally state our two main results: the one regarding the performance of T AM under the incoherence Assumption 1 and the one regarding the performance of T AM under the incoherence Assumptions 1 and 2. Section 4 is devoted to the proof of two main results. We conclude in Section 5 with some open questions.
We close this section with some notational conventions. We use standard notations o(·), O(·) and Ω(·) with respect to n → ∞. Let σ i (A) be the i-th largest singular value of matrix A and σ min (A) be the least singular value of matrix A. Let A 2 be the spectral norm (largest singular value) of matrix A and A F be the Frobenius norm of matrix A. Let A T be the transpose of a vector or matrix A. For a ∈ N, let [a] be a set of indices {1, 2, . . . , a}. Let k ∈ N be the rank of matrix M . For a matrix
, be the i-th row of U where u i ∈ R k×1 is a column vector. Also, let Span(U ) be the subspace spanned by the k columns of U . For a matrix A ∈ R n×n , let SVD(A, k) ∈ R n×k be the matrix consisting of the top-k left singular vectors of the matrix A. Let x, y be the inner product of two vectors x and y, and ⌈z⌉ be the smallest integer no less than z. We say that a sequence of events E n occurs w.h.p. if P(E n ) → 1 as n → ∞. Given l ≤ n, we call a matrix A ∈ R n×l with orthonormal columns (column-)orthonormal matrix. A QR decomposition of a matrix A ∈ R n×k is A = QR where Q ∈ R n×k is an orthonormal matrix and R ∈ R k×k is an upper triangular matrix. We include the following list of matrix inequalities to be used later. Given a matrix A of rank l
Given two matrices A and B
Give matrices A, B ∈ R n×n , the following Ky Fan singular value inequality [Mos12] holds
for t ≥ 0, r ≥ 0 and r + t + 1 ≤ n.
Problem Formulation and Assumptions
Let M ∈ R n×m be a rank-k matrix and M = U * Σ * (V * ) T be its SVD where the singular values are σ * 1 ≥ σ * 2 . . . ≥ σ * k in decreasing order. The entries in M associated with the index set Ω ⊆ [n] × [m] are observed, that is, the entries M ij , ∀(i, j) ∈ Ω, are known. Define the sampling operator P Ω : R n×m → R n×m by
Let V R and V C be the sets of rows and columns of matrix M , respectively, indexed by the sets {1, 2, . . . , n} and {1, 2, . . . , m}. Also, let G = (V, E) be a bipartite undirected graph on the vertex set V = V R ∪ V C with edge set E ∋ (i, j) if and only if (i, j) ∈ Ω. Our goal is to obtain an ǫ-approximation of the matrix M from the observed P Ω (M ). For the rest of the paper, we will assume for simplicity that m = n. Our results can be easily extended to the more general case m = Θ(n), using the generalization as in the appendix D of [Har14] . We say a graph is a random bipartite d-regular graph G d (n, n) if it is chosen uniformly at random from all bipartite d-regular graphs with n vertices {1, 2, . . . , n} on the left and another n vertices {1, 2, . . . , n} on the right. Let G n ∈ R n×n be the bi-adjacency matrix of G d (n, n) with the (i, j) entry (G n ) ij = 1 if and only if there is an edge between vertex i on the left and vertex j on the right in G d (n, n) and (G n ) ij = 0 otherwise. For our proposed algorithm, we choose G to be a union of several independent random bipartite d-regular graphs G d (n, n). Two essential properties of the random bipartite d-regular graph are
• P 2 The largest singular value σ 1 (G n ) = d. As discussed below, w.h.p. the second largest singular value σ 2 (G n ) is upper bounded by (7
The eigenvalues of the adjacency matrix of the graph [Pud15] states that alongside the two trivial eigenvalues ±d, all other eigenvalues of the adjacency matrix of the graph
and hence property P 2 follows. Random (bipartite) regular graphs are widely studied in recent years. Bayati et al. [BKS10] proposed an algorithm for generating a random
, be the i-th row of U * and v * ,T j , j ∈ [n], be the jth row of V * . Now we present the incoherence assumptions on M .
• Assumption 1. There exists a constant µ 0 ≥ 1 such that
• Assumption 2. Given the degree d of G d (n, n), let S n be a subset of [n] chosen uniformly at random from all the subsets of [n] with cardinality d. There exists a constant δ ∈ (0, 1) such that
where Assumption 1 is the standard incoherence condition assumed by most of existing low-rank matrix completion results [CR09, KMO10, JNS12, Har14] etc. We call Assumption 2 the probabilistic generalized restricted isometry condition, which is strictly weaker, for example, than the incoherence assumption A2 in [BJ14] . The latter requires
for δ ≤ 1/6 and all S 1 n , S 2 n ⊂ [n] of cardinality |S 1 n | = |S 2 n | = d while the probabilistic generalized restricted isometry condition (5) requires the inequalities above hold for majority of the subsets S 1 n ⊂ [n] of cardinality |S 1 n | = d and for majority of the subsets S 2 n ⊂ [n] of cardinality |S 2 n | = d.
Main Results
We are about to present a new matrix completion algorithm and give recovery guarantees of the proposed algorithm for two scenarios: matrix completion under Assumption 1, and matrix completion under both Assumption 1 and Assumption 2. Furthermore, we will assume that Assumption 1 always holds, and that the rank k, the condition number σ * 1 /σ * k , and the incoherence parameter µ 0 of the matrix M are bounded from above by a constant, as n → ∞. Now we formally describe the matrix completion algorithm we propose in this paper and state our main results. For the statement of our algorithm, we first introduce two operators acting on the matrices. Define T 1 : R k×1 → R 1×k by
Specifically, the operator T 1 normalizes the vector u of length at least 2 µ 0 k/n to the vector of the same direction and of length µ 0 k/n. For the convenience of notation we extend T 1 to the one acting
Then it follows from the definition of T 1 (·) in (7) that any row vector of T 1 (U ) has length at most 2 µ 0 k/n. For A ∈ R d×k , let the SVD of A be
We write Σ A in the form d/n diag(σ 1 , · · · , σ k ) where the diagonal entries σ 1 , σ 2 . . . , σ k (σ 1 ≥ σ 2 . . . ≥ σ k ) are the singular values of A divided by d/n. For a given a ∈ (0, 1) and ∀i ∈ [k], let
Define T 2 (A, a) by
Specifically, the operator T 2 lifts the normalized singular values in Σ A less than √ a to √ a and truncates the normalized singular values in Σ A more than
, t = 0, 1, . . . , 2N , be the index sets associated with 2N + 1 independent random bipartite d-regular graphs G d (n, n). Define RRG(d, n, N ) as the random d-regular graph model of Ω, that is,
Let D be a subset of [n] with d entries, namely,
) ∈ R n×k , let its submatrix with the row indices in D and the column indices the same as U be
consists of all the left neighbors of vertex j on the right in the random bipartite d-regular graph associated with the index set Ω t . Correspondingly given any a ∈ (0, 1) and any j ∈ [n], we denoteÛ S
consists of all the right neighbors of vertex i on the left in the random bipartite d-regular graph associated with the index set Ω t . Also, we have |S
, a) and the row inV S t,R i associated with the index j ∈ S t,R i byv t,T j . Now we introduce the algorithm T AM for matrix completion in the sparse regime. For the algorithm below we fix arbitrary δ ∈ (0, 1) and we let β be any constant in (0, 1 − δ).
Thresholded Alternating Minimization algorithm (T AM)
Input: Observed index sets RRG(d, n, N ) and values P ∪ 2N t=0 Ωt (M ).
Truncation step: first apply T 1 onŪ 0 then orthonormalize the columns of T 1 (Ū 0 ). Denote the resultant orthonormal matrix by
, β) and
. Orthonormalize the columns of T 1 (V t+1 ). Denote the resultant orthonormal matrix by
Otherwise letV
be the QR decomposition of U t+1 . Orthonormalize the columns of T 1 (Ū t+1 ). Denote the resultant orthonormal matrix
Now we provide the intuition behind the algorithm. Given j ∈ [n] and a constant d, it is not guaranteed that at the t-th iteration of the alternating minimization algorithm
concentrates around its expectation
might be ill-conditioned, namely, its least singular value is 0 or closed to zero. If the
is ill-conditioned, the results from the iteration (10) in the "vanilla" alternating minimization algorithm might blow up. To prevent this adversarial scenario, we use the operations T 2 to lift the small singular values and truncate the large singular values of
The convergence of the algorithm relies on the fact that w.h.p. the number of times the algorithm applies the operation T 2 in each iteration is a small fraction of n. We will elaborate this point later in Theorem 4.7. Also, the operators T 1 are applied at the end of each iteration to guarantee the incoherence of the input V t+1 (or U t+1 ) for the next iteration while maintaining that V t+1 (or U t+1 ) is still close enough to V * (or U * ).
Our main result concerns the performance of the algorithm T AM under Assumption 1 and under both Assumptions 1 and 2, respectively. We recall that T AM is parameterized by δ and β.
Theorem 3.1. Suppose M ∈ R n×n is a rank-k matrix satisfying Assumption 1. Suppose the observed index set Ω is sampled according to the model RRG(d, n, N ) in (9). Given any δ ∈ (0, 1), β ∈ (0, 1 − δ) and ǫ ∈ (0, 2/3), there exists a C(δ, β) > 0 such that for
and
Furthermore, suppose M satisfies both Assumptions 1 and 2. Then for δ ∈ (0, 1) as defined in Assumption 2 and β ∈ (0, 1 − δ), the same result holds when
for the same constant C(δ, β) in (14).
Theorem 3.1 states that under Assumption 1 the T AM algorithm produces a rank-k ǫ-approximation of matrix M using O(dn log(1/ǫ)) samples for d satisfying (14). Furthermore, under both Assumption 1 and Assumption 2 the T AM algorithm produces a rank-k ǫ-approximation of matrix M using O(dn log(1/ǫ)) samples for d satisfying (15).
In terms of computational complexity, the cost in the initialization of T AM is mainly contributed by computing the top-k left singular vectors of a sparse matrix
, and at most n SVD of
. Each component of the first two terms is the sum of d k-by-k matrices. Each matrix is the outer product of two k-by-1 vectors. Hence in each iteration it costs O(dk 2 n) to compute the first two terms and O(dk 2 n) to compute at most 2n SVD of d-by-k matrices. By |Ω 0 | = O(dn) and N chosen as the lower bound given by Theorem 3.1, the overall cost for T AM algorithm is
Choosing the lower bound of d given by (14) or (15) 4 Analysis of the T AM algorithm
Initialization
The convergence of the T AM algorithm requires a warm start point U 0 close to the true U * . To measure the closeness between two subspaces spanned by two matrices, we introduce the following definition of distance between subspaces.
Definition 4.1.
[GVL12] Given any two matrices X, Y ∈ R n×k , letX,Ŷ ∈ R n×k be their corresponding orthonormal basis, andX ⊥ ,Ŷ ⊥ ∈ R n×(n−k) be any orthonormal basis of the orthogonal complement of X andŶ . Then the distance between the subspaces spanned by the columns of X and Y is defined by
The range of dist(·, ·) is [0, 1]. Also, the distance dist(X, Y ) defined above depends only on the spaces spanned by the columns of X and Y , that is, Span(X) and Span(Y ). Furthermore,
We refer to Theorem 2.6.1 in [GVL12] and its proof for the three properties above.
We now obtain a bound on the distance dist(Ū 0 , U * ).
Lemma 4.2. Let M be a rank-k matrix that satisfies Assumption 1. Also, let Ω 0 be as defined in
The proof of this lemma is similar to the proof of Lemma C.1. in [JNS12] . We give its proof in the Appendix A for completeness.
WhileŪ 0 is close enough to U * ,Ū 0 might not be incoherent. Hence, T AM algorithm implements the operation T 1 onŪ 0 in the truncation step to obtain an incoherent warm start U 0 for the iterations afterward.
Lemma 4.3. Suppose U * satisfies Assumption 1. LetŪ ∈ R n×k be an orthonormal matrix such that
. LetÛ = T 1 (Ū ), and U ∈ R n×k be an orthonormal basis ofÛ .
, be the i-th row of U . Then
This lemma states that by applying the operator T 1 toŪ and then orthonormalizingÛ , the resultant matrix U loses a factor √ 10k 1/2 in dist(·, U * ) but gains the incoherence. Applying this lemma toŪ 0 , from Lemma 4.2 w.h.p. the corresponding φ is
. Choosing a large enough constant C > 0 such
, this lemma implies that w.h.p. the following inequalities hold.
We delay the proof of this lemma to Appendix B.
Convergence of the algorithm T AM. Proof of Theorem 3.1
First we formulate the update ofV t+1 at the t-th iteration in the algorithm T AM in a more compact form. For j ∈ [n] and β as given in the algorithm, let
o.w.
Using M ij = u * ,T i Σ * v * j , we combine (10) and (11) for j ∈ [n] at the t-th iteration and rewriteṽ
Then we rearrange the equation above as follows
Recall thatṼ t+1 ∈ R n×k is a matrix with the j-th row equal toṽ t+1,T j and the QR decompositioñ V t+1 =V t+1 R t+1 . We then rewrite the equation above in a more compact form
where
Next we establish the geometric decay of the distance between the subspaces spanned by V t+1 and V * and the distance between the subspaces spanned by U t+1 and U * . Then we use this property to conclude the proof of Theorem 3.1. Our first step is to show an upper bound on the Frobenius norm of the error term F t in (27) for the t-th iteration in the algorithm T AM.
Let F t be the matrix as defined in (27), and M , Ω t+1 , δ, β and ǫ be as defined in Theorem 3.1. Then under Assumption 1 and for d satisfying (14) w.h.p. we have
Also, under Assumptions 1 and 2 and for d satisfying (15), the inequality (29) holds w.h.p.
We delay the proof of this theorem to the next subsection. Our next step in proving Theorem 3.1 is to show the geometric decay property of the distance between the subspaces spanned by iterates U t+1 (V t+1 ) and U * (V * ). In order to prove Theorem 3.1, we also need the following lemma which results from Definition 3.1 and Proposition 3.2 in [Har14] .
Lemma 4.5. Given two orthonormal matrices X, Y ∈ R n×k , let X ⊥ , Y ⊥ ∈ R n×(n−k) be another two orthonormal matrices which span the orthogonal complements of X and Y , respectively. Suppose X T Y is invertible. Then
In this lemma we replaced the original (
Theorem 4.6. Let ǫ be as defined in Theorem 3.1. Under Assumption 1 and for d satisfying (14), w.h.p. the (t + 1)th iterates V t+1 and U t+1 of algorithm T AM satisfy
Also, under Assumptions 1 and 2 and for d satisfying (15), w.h.p. the (t + 1)th iterates V t+1 and U t+1 of algorithm T AM satisfy (30) and (31).
Proof. we first prove (30) for both cases, and then use a similar argument to show (31). Under Assumption 1, we apply Lemma 4.3 toŪ 0 and obtain w.h.p. (22) in which we choose a large enough C(δ, β) such that dist(U 0 , U * ) < 1/3. Then the following inequalities hold w.h.p. for t = 0.
Now we assume the inequality (32) holds for some t ≥ 0. It follows from Theorem 4.4 that for both the case under Assumption 1 and d satisfying (14), and the case under Assumptions 1 and 2 and d satisfying (15), the following inequality holds w.h.p.
Next we derive an upper bound on dist(V t+1 , V * ). First we claim that V * ,TV t+1 is invertible. Using the expression ofṼ t+1 given by (26), we have
Using Ky Fan singular value inequality in (3) for A = V * ,T F t , B = Σ * U * ,T U t − V * ,T F t , r = 0 and t = k − 1, we have
By the assumption dist(U t , U * ) < 1/3, that is, U * ,T ⊥ U t 2 < 1/3 and the identity (17), we have
which, along with the upper bound on
Then we have σ k (V * ,TṼ t+1 ) > 0 and hence V * ,TṼ t+1 is invertible. Also by QR decompositionṼ t+1 = V t+1 R t+1 , we have V * ,TṼ t+1 = V * ,TV t+1 R t+1 . Then V * ,TV t+1 ∈ R k×k has rank k and hence the claim follows. Then by Lemma 4.5 where the claim we just proved verifies the assumption, we have
First applying the second equation in (26) and then the first equation in (26), we obtain
It follows from (34) that U * ,T U t is invertible. Hence
Using the expression ofṼ t+1 in (26), the numerator of the right hand side above becomes
.
Using Ky Fan singular value inequality in (3) for
, r = 0 and t = k − 1, the denominator of the right hand side in (37) becomes
Then (37) becomes
Using the upper bound on F t /σ * k 2 in (33), we obtain
By dist(U t , U * ) ∈ [0, 1] and ǫ ∈ (0, 2/3), we have
Then it follows from (35) that
We have shown that V * ,TV t+1 is invertible and hence σ k (V * ,TV t+1 ) ∈ (0, 1] from which it follows that
Now we apply Lemma 4.3 whereŪ and U * are replaced byV t+1 and V * , respectively, and by the inequality above φ = 2 √ 10/ max{dist(U t , U * ), ǫ/2}. Then by dist(U t , U * ) < 1/3 and ǫ/2 < 1/3, we obtain φ ≥ 6 √ 10 ≥ √ 10/( √ 5 − 2). Thus (20) and (21) yield (30), namely,
The second inequality above also implies dist(V t+1 , V * ) < 1/3. Using
is established similarly and then (32) holds by replacing t by t + 1. By repeating the arguments above, (30) and (31) hold for all t = 0, 1, · · · , N − 1.
We are now ready to prove Theorem 3.1, assuming the validity of Theorem 4.4.
Proof of Theorem 3.1. By Theorem 4.6, after N ≥ 1 + log(2/ǫ)/ log 4 iterations, we obtain
Using the expression ofṼ N in (26) for t = N − 1, we obtain
Using the inequality (2), we obtain
Then by the upper bound on dist(U N −1 , U * ) in (38) and
By the incoherence of U N −1 in (39), Theorem 4.4 implies that w.h.p.
Then w.h.p. the right hand side of the inequality (40) is upper bounded by
from which the result follows.
Bounding the Frobenius norm
We first introduce a theorem which gives an upper bound on the number of times at the t-th iteration of the algorithm T AM the operations T 2 (·, β) are applied to computeṼ t+1 = (ṽ t+1,T j , 1 ≤ j ≤ n), and then use the upper bound given by this theorem to conclude the proof of Theorem 4.4.
Let β, δ be as defined in the algorithm T AM. Define
The equivalence relation
implies that S t b (β) consists of all the 'bad' indices j ∈ [n] associated with U t S t+1,L j to which the operation
is computed in (11). Let γ t = dist(U t , U * ),
and the function f :
For a large C(δ, β) > 0, it can be checked easily that ρ t > 0 provided
The following theorem gives an upper bound on the size of S t b (β). Theorem 4.7. Suppose Assumption 1 holds and U t satisfies
Let δ and β be as defined in T AM. Then the following statements hold.
(a) w.h.p. we have for any fixed ζ > 0,
(b) Suppose γ t satisfies (44). w.h.p. we have for any fixed ζ > 0 and a large C(δ, β) > 0
(c) Suppose γ t satisfies (44) and Assumption 2 also holds. w.h.p. we have for any fixed ζ > 0 and a large C(δ, β) > 0
We delay the proof of this theorem to the next subsection. We now prove Theorem 4.4, assuming the validity of Theorem 4.7.
Proof of Theorem 4.4. We vectorize the rows of F t in (27) and then reassemble them one by one as a long vector A ∈ R kn×1
RecallB j andĈ j defined in (23), and that S t b (β) consists of all the indices j ∈ [n] associated with U t S t+1,L j to which the operation T 2 (·, β) is applied. We haveB j = B j andĈ j = C j for all j ∈ [n]\S t b (β). Then,
We will establish Theorem 4.4 from the following proposition, which gives upper bounds on the three terms on the right hand side of (50), respectively. We delay its proof for later.
Proposition 4.8. Suppose Assumption 1 holds and U t satisfies
Let δ and β be as defined in Theorem 3.1 and S t b (β) be as defined in (41). Then for d satisfying (15) and all x j ∈ R 1×k , j ∈ [n], satisfying (x 1 , x 2 , . . . , x n ) 2 = 1 we have
and w.h.p.
Applying Proposition 4.8 and then replacing the three terms on the right hand side of (50) by their upper bounds provided by (51), (52) and (53), w.h.p. for d satisfying (15) we obtain an upper bound on
Next, we prove the upper bound on F t /σ * k F in (29) under Assumption 1 and for d satisfying (14). We show this result for two cases: γ t ∈ [4 √ 10/( C(δ, β)µ 0 k 1.5 ), 1] and γ t ∈ (0, 4 √ 10/( C(δ, β)µ 0 k 1.5 )), respectively. Under Assumption 1, the upper bound on |S t b (β)| from (46) in Theorem 4.7 implies that w.h.p.
For d satisfying (14), we observe that the last term inside exp(·) above is a polynomial of k, µ 0 and σ * 1 /σ * k while other terms inside exp(·) are linear combination of log k, log µ 0 and log(σ * 1 /σ * k ). Hence we can choose a large C(δ, β) > 0 such that
Hence for a large C(δ, β) and γ t ∈ [4 √ 10/( C(δ, β)µ 0 k 1.5 ), 1], we have
which, along with (54), gives the upper bound on F t /σ * k F in (29). Next, we consider the case γ t ∈ (0, 4 √ 10/( C(δ, β)µ 0 k 1.5 )). Under Assumption 1 and γ t ∈ (0, 4 √ 10/( C(δ, β)µ 0 k 1.5 )), the upper bound on |S t b (β)| from (47) in Theorem 4.7 implies that w.h.p.
14 β
Our proof of Theorem 4.4 also relies on the following proposition, which gives upper bounds on the last two terms in the inequality above. The proof of this proposition, which involves heavy calculations, can be found in Appendix C.
Proposition 4.9. Let α and ρ t be as defined in (42), f (d, µ 0 , δ) be as defined in (43), and ǫ, δ, β be as defined in Theorem 3.1. Suppose γ t satisfies (44). There exists a large C(δ, β) > 0 such that if d satisfies (15), we have
and if d satisfies (14), we have
Since any d satisfying the inequality (14) also satisfies the inequality (15), the two upper bounds (55) and (56) in Proposition 4.9 yield that for d satisfying (14), w.h.p.
which, along with (54), gives the upper bound on F t /σ * k F in (29)
This completes the proof of (29) under Assumption 1 for d satisfying (14). Finally, we prove the upper bound on F t /σ * k F in (29) under Assumptions 1, 2 and for d satisfying (15). For γ t ∈ [4 √ 10/( C(δ, β)µ 0 k 1.5 ), 1], the upper bound on F t /σ * k F in (29) follows similarly using (46) and (54). Suppose γ t ∈ (0, 4 √ 10/( C(δ, β)µ 0 k 1.5 )). Under Assumptions 1 and 2 and γ t ∈ (0, 4 √ 10/( C(δ, β)µ 0 k 1.5 )), the upper bound on |S t b (β)| from (48) in Theorem 4.7 implies that for any fixed ζ > 0 w.h.p.
We choose a small enough ζ > 0 such that
This is possible since k, σ * 1 /σ * k and µ 0 are assumed to be bounded from above by a constant. The upper bound (55) in Proposition 4.9 and the inequality above yield that w.h.p.
Then similarly, the upper bound on F t /σ * k F in (29) follows. The proof of Theorem 4.4 is complete.
Proof of Proposition 4.8
We first prove (51). By the submultiplicative inequality for the spectral norm and Cauchy-Schwarz inequality, we have
By j∈[n] x j 2 2 = 1 and Assumption 1 on the incoherence of V * , we have
2 ≤ 1 and
RecallB j given by (23). Then by σ l (B j ) ∈ [β, 2 − β] for all l ∈ [k] and all j ∈ [n] and D = U t,T U * where U t and U * are both orthonormal matrices, we have
Also recall B j given by (49) and the incoherence assumption u t i 2 ≤ 5µ 0 k/n, ∀i ∈ [n]. Then we have the following upper bound on B j 2
Combining the inequalities above, we obtain
This proves (51). Next, we prove (52). Similarly, we have
It follows from C j given by (49) andĈ j given by (23) that
Also by the definition of
together with Assumption 1 on the incoherence of U * and the incoherence condition u t i 2 ≤ 5µ 0 k/n, ∀i ∈ [n], gives
Finally, we prove (53). Let
Then
We can rewrite the left hand side of (53) then as follows
Also, let y
, be the h-th entry of y j ∈ R 1×k ,ṽ * jl , l ∈ [k], be the l-th entry ofṽ * j ∈ R k×1 and (J i ) hl , h, l ∈ [k], be the (h, l) entry of the matrix J i ∈ R k×k . Then the right-hand side of (61) is
Let G n ∈ R n×n be the biadjacency matrix of the random bipartite d-regular graph associated with the index set Ω t+1 . Also, let J hl ∈ R 1×n , h, l ∈ [k], be
and I k 2 ∈ R k 2 ×k 2 be an identity matrix. Denote ⊗ the Kronecker product. Then we rewrite (62) by
Observe I k 2 ⊗G n is a block diagonal matrix in which each block is G n . Let U 1 be the top left sigular vector of G n . Then by property P 1 of the random bipartite d-regular graph,
Hence the top k 2 left singular vectors of
, where e i ∈ R k 2 ×1 is the i-th unit vector, that is, its i-th entry is one and all others are zero.
, be the i-th left singular vector and the i-th right singular vector of I k 2 ⊗ G n , respectively, and σ i , i ∈ [k 2 n], be the i-th singular value of I k 2 ⊗ G n . Then we can rewrite (63)
Note that
Then for all h, l ∈ [k] we have
Hence the entry sum of J hl for all h, l ∈ [k] is 0, which yields
Then the right hand side of (64) becomes
Also by the property P 2 of random bipartite d-regular graph, the top k 2 singular values of I k 2 ⊗ G n are all d, and the remaining singular values are upper bounded by (7 √ d)/3 w.h.p. Then w.h.p. we have n d
Now we bound J 2 and L 2 separately. Let u t ih , h ∈ [k], be the h-th entry of u t i ∈ R k×1 , u * il , l ∈ [k], be the l-th entry of u * i ∈ R k×1 and U * l ∈ R n×1 , l ∈ [k], be the l-th column of U * . Then,
Since U t and U * ∈ R n×k are both orthonormal matrices, we have
Also by the subspace distance property (17), we have
Then using the incoherence assumption u t i 2 ≤ 5µ 0 k/n, ∀i ∈ [n], we obtain
Next, we bound L 2 . It follows from y j andṽ j given in (60) and Assumption 1 that
where in the last inequality we used (57). Then recalling j∈[n] x j 2 2 = 1 we have
Finally, we obtain w.h.p.
The proof of Proposition 4.8 is complete.
Bounding the size of S t b (β). Proof of Theorem 4.7
First, we claim that there exists an orthonormal matrix R ∈ R k×k such that U * ,T U t R is symmetric. Indeed, suppose the SVD of U * ,T U t is
where W 1 , W 2 ∈ R k×k are two orthonormal matrices. Right-multiplying both sides of the equation above by
Observe W 2 W T 1 ∈ R k×k is an orthonormal matrix and then the claim follows by taking R = W 2 W T 1 . Note the definition of S t b (β) in (41). If we replace U t by U t R, it can be checked easily that the index set S t b (β), γ t and ρ t given in (42) are unchanged. In the remaining part of this subsection, we will use U t R instead of U t to derive an upper bound on |S t b (β)|. We will still denote U t R by U t for convenience. Now U * ,T U t is symmetric.
For τ ∈ (0, 1), let the set Q t (τ ) be
Our first step is to show an upper bound on the size of Q t (τ ) when dist(U t , U * ) is small.
Lemma 4.10. Suppose Assumption 1 holds. Let γ t = dist(U t , U * ). Then for any τ ∈ (0, 1),
, the coefficient of |Q t (τ )| above is positive. Then the inequality above implies an upper bound on the size of Q t (τ )
Hence for small distance γ t , most of the row vectors u t i of U t are close to the corresponding row vectors u * i of U * .
Proof. For any i ∈ Q t (τ ), we now derive a lower bound on u
6µ 0 kn . Recall U t , U * ∈ R n×k are two orthonormal matrices. Then,
Next, we consider the case
We first show a lower bound on u t i −u * i 2 . By Assumption 1 on the incoherence of U * and the inequality (72), we have
Then,
Also by the definition of Q t (τ ), for any i ∈ Q t (τ ), we have
Recall τ ∈ (0, 1), k ≥ 1 and µ 0 ≥ 1. Hence,
Now,
Since U * ,T U t is symmetric, U * ,T U t has SVD U * ,T U t = W ΣW T for some orthonormal matrix W ∈ R k×k ,
By the property (17) of subspace distance, the least singular value of U * ,T U t is 1 − γ 2 t and thus all the singular values in Σ are in [ 1 − γ 2 t , 1]. Then,
Hence,
By the lower bound on u t i − u * i 2 in (76), the upper bound of u t i 2 in (73) and the incoherence Assumption 1 on U * , we have
which, along with the lower bound on u t,T i U t,T − u * ,T i U * ,T 2 2 in (71) for the first case, implies that the inequality above holds for all i ∈ Q t (τ ). Hence
Since U t , U * ∈ R n×k are both orthonormal matrices, the ranks of U t U t,T and U * U * ,T are both k. Then the rank of U t U t,T − U * U * ,T is at most 2k, since the rank of the sum of two matrices is at most the sum of the ranks of two matrices. Then by property (18) of subspace distance, namely,
and the inequality (1) where l = 2k, we have
Then from the inequality (77) we have
from which the result (70) follows.
For τ, α ∈ (0, 1), let the set S t b,1 (τ, α) be
That is, S t b,1 (τ, α) is the set of the vertices on the right in the random bipartite d-regular graph associated with Ω t+1 such that each vertex in S t b,1 (τ, α) has at least αd neighbors in the index set Q t (τ ). Let W ∈ R n×k be any orthonormal matrix with its ith row w T i satisfying
for some µ > 0. In our application, matrices U * and U t will play the role of W . For a ∈ (0, 1), define the set S Lemma 4.11. Let δ and β be as defined in T AM. Also, let τ = (1−β−δ)/2 and α = (1−β−δ)/(12µ 0 k). Then,
Proof. It suffices to show
Divide vertex j's neighbors {i ∈ [n] : (i, j) ∈ Ω t+1 } into two parts: neighbors in [n]\Q t (τ ) and neighbors in Q t (τ ), that is,
Then we have
≤ τ /n. Then the right hand side of the inequality above is
From the first inequality of (79), we have |S 2 | < αd, which, together with the incoherence assumption of u t i in (45) and α = (1 − β − δ)/(12µ 0 k), implies the inequality above
Then (80) becomes
It follows from the definition of S t b (β) in (41) that j / ∈ S t b (β) and thus
We will establish Theorem 4.7 from the following two lemmas, which gives upper bounds on |S t b,1 (τ, α)| and |S t b,2 (W, a)|, respectively. We delay their proof for later.
Proposition 4.12. Suppose Assumption 1 holds. Let α and ρ t be as defined in (42). Without loss of generality, let αd be an integer. Also, let λ = 1 αkµ 0 and ν = ρ t k 2 µ 0 .
For a C > 0, suppose
The following inequality
holds w.h.p.
Proposition 4.13. For µ > 0 and a ∈ (0, 1), let f (d, µ, a) be as defined in (43). Then w.h.p. for any
Suppose Assumptions 1 and 2 hold for U * . Let δ be as given in Assumptions 2. w.h.p. for any ζ > 0
Proof of Theorem 4.7 . The first result (46) directly follows from (83) in Lemma 4.13 where we choose W = U t , µ = 5µ 0 and a = 1 − β. Now we prove the second result (47). Let τ = (1 − β − δ)/2. By Lemma 4.11, |S t b (β)| is bounded from above by |S
Next we rely on Proposition 4.12 and Proposition 4.13 to derive upper bounds on |S t b,1 (τ, α)| and |S t b,2 (U * , δ)|, respectively. First, we verify the assumptions of Proposition 4.12. We have λ = 12 1 − β − δ and ν = 2
Let C = C(δ, β)/(4 √ 10). By the assumption γ t ∈ (0, 1/(Ck 1.5 µ 0 )), it can be easily checked that for a large C(δ, β) > 0, we have C ≥ e √ νλ and ρ t γ 2 t < 1.
Also, Lemma 4.10 implies |Q t (τ )| ≤ ρ t γ 2 t n. The verification is completed. Then it follows from Proposition 4.12 that w.h.p.
Also, (83) in Proposition 4.13 implies that under Assumption 1 w.h.p. for any ζ > 0
Therefore w.h.p.
from which (47) follows. Suppose that Assumption 2 is also satisfied, (84) in Proposition 4.13 implies that w.h.p. for any
which, together with the bound in (85), implies the third result (48) similarly.
4.4.1 Bounding the size of S t b,1 (τ, α). Proof of Proposition 4.12 We will rely on the configuration model of random regular graphs and its extension to the random bipartite regular graphs [Bol85, JLR00], which we now introduce.
A configuration model of G d (n, n) is obtained by replicating each of the 2n vertices of the graph d times, and then creating a uniform random bipartite matching between dn replicas on the left and the other dn replicas on the right. Then for every two vertices u ∈ [n] and v ∈ [n] on the opposite sides, an edge is created between u and v, for each edge between any of the replicas of u and any of the replicas of v. The step of creating edges between vertices belonging to different sides from the matching on dn replicas on the left and the other dn replicas on the right we call projecting. It is known that, conditioned on the absence of parallel edges, this procedure gives a bipartite d-regular graph generated uniformly at random from the set of all bipartite d-regular graphs on 2n vertices. It is also known that the probability of no parallel edges after projecting is bounded away from zero when d is bounded. More detailed results on this fact can be found in the introduction section of [Coo16] . Since we are only concerned with events holding w.h.p., such a conditioning is irrelevant to us and thus we assume that G d (n, n) is generated simply by first choosing a unifrom random bipartite matching and then projecting. Proof of Proposition 4.12. By the assumption |Q t (τ )| ≤ ρ t γ 2 t n, let |Q t (τ )| =ργ 2 t n for someρ ∈ [0, ρ t ]. Let E(βn, αd) be the event that there are exactly |S t b,1 (τ, α)| = βn vertices on the right such that each of them has at least αd neighbors in the vertex set Q t (τ ) on the left. Also, let R(βn, αd, l) ⊂ E(βn, αd) be the event that there are exactly l edges between the vertex set Q t (τ ) on the left and the vertex set S t b,1 (τ, α) on the right. Since under the event E(βn, αd) each vertex in S t b,1 (τ, α) has at least αd neighbors in Q t (τ ) and the number of edges originating from S t b,1 (τ, α) is dβn, the number of edges between the vertex set Q t (τ ) and the vertex set S t b,1 (τ, α) is within [αdβn, dβn]. Then l is at least αdβn, at most βdn and ∪ βdn l=αdβn R(βn, αd, l) = E(βn, αd). In what follows we bound the probability P(R(βn, αd, l)) in the configuration modelḠ d (n, n) for l ∈ [αdβn, βdn], and thus the probability P(E(βn, αd)) in the configuration modelḠ d (n, n) by the union bound.
It follows from S t b,1 (τ, α) = βn and |Q t (τ )| =ργ 2 t n that their counterparts in the configuration model are |S Let θ ∈ [α, 1] be defined by l = θβdn. Then as shown in Figure 1 , the number of edges betweenQ t (τ ) and [n]\S t b,1 (τ, α) isρ
the number of edges betweenS t b,1 (τ, α) and [n]\Q t (τ ) is βdn − θβdn, and the number of edges between [n]\Q t (τ ) and [n]\S t b,1 (τ, α) is 
Then we claim that βdn θβdn f 1 is the number of ways of choosing θβdn replicas from βdn replicas in S t b,1 (τ, α) such that each vertex in S t b,1 (τ, α) has at least αd replicas chosen. Define the set
Then we expand f 1 by Bayes' formula
Observe that the numerator of the expression above is exactly the number of ways of choosing θβdn replicas from βdn replicas inS t b,1 (τ, α) such that each vertex in S t b,1 (τ, α) has at least αd replicas chosen. Hence the claim follows. Similarly, we have that
f 2 is the number of ways of choosinĝ
has less than αd replicas chosen. Now we claim that the probability P(R(βn, αd, θβdn)) is given by
Indeed, the term n βn is the number of ways of selecting |S t b,1 (τ, α)| = βn vertices from n vertices on the right. The term I 1 is the number of matching choices between θβdn vertices chosen fromS t b,1 (τ, α) and θβdn vertices chosen fromQ t (τ ) such that any vertex in S t b,1 (τ, α) has at least αd neighbors in Q t (τ ). The term I 2 is the number of matching choices between the remaining vetices inS t b,1 (τ, α) and βdn − θβdn vertices chosen from [n]\Q t (τ ). The term I 3 is the number of matching choices between the remaining vetices inQ t (τ ) andργ 2 t dn − θβdn vertices chosen from [n]\S t b,1 (τ, α) such that any vertex in [n]\S t b,1 (τ, α) has less than αd neighbors in Q t (τ ). The term I 4 is the number of matching choices between the remaining vetices in [n]\Q t (τ ) and the remaining vertices in [n]\S t b,1 (τ, α). Thus n βn I 1 I 2 I 3 I 4 is the number of configuration graphs such that there are exactly βn vertices on the right each of which has at least αd neighbors in Q t (τ ), and the number of edges between Q t (τ ) and S t b,1 (τ, α) is exactly θβdn. (dn)! is precisely the total number of configuration graphs. Hence (88) follows.
By expanding the terms in (88), we have the following lemma. The proof of this lemma, which involves heavy asymptotic expansions, can be found in Appendix D.
Lemma 4.14. Given β ∈ (1.1e(e 2 ρ t γ 2 t /α) αd , 1], there exists an η > 0 such that
Applying Lemma 4.14, for any β ∈ (1.1e(e 2 ρ t γ 2 t /α) αd , 1] we have by the union bound
Thus in the configuration modelḠ d (n, n), we have
P(E(h, αd)) = exp(−Ω(n)). 
Introduce the random matrix Z = k S k . Let
Then for all t ≥ 0,
We rely on the configuration modelḠ d (n, n) to prove Proposition 4.13. To state the generation of the configuration modelḠ d (n, n) more precisely, we first introduce an ordering for the replicas on the right side ofḠ d (n, n). ∼ (j, r 2 , R) if the vertex replica (i, r 1 , L) on the left is paired with the vertex replica (j, r 2 , R) on the right in the graphḠ d (n, n). Then for each j ∈ [n], the vertex replicas on the left pairing with the replicas (j, r 2 , R),
Recall W ∈ R n×k is an orthonormal matrix with incoherence parameter µ > 0. For the tuple (i, r), i ∈ [n] and r ∈ [d], let g((i, r)) i and correspondinglŷ
Observe that conditional onḠ d (n, n) being a simple graph,Ŝ b,2 (W, a) has the same distribution as S t b,2 (W, a). For bounded d, the probability that the configuration model produces a simple graph is bounded away from zero. Since we are only concerned with events holding w.h.p., in the following we derive an upper bound on 
It follows from the Local Limit Theorem [Les05, Theorem 9.1] that
(1 + o(1)).
Then we have an upper bound on the right hand side of (91) P n d 
We claim P n d Observe S ir ∈ R k×k is a symmetric matrix and w i w T i is positive semidefinite. Then, In the configuration modelḠ d (n, n), H j for 2 ≤ j ≤ n has the same distribution as H 1 . Hence for a large n we have E(|Ŝ b,2 (W, a)|) ≤ 2k √ 2πd(1 + o(1)) exp −a 2 /2 µk + µka/3 d n < f (d, µ, a)n.
Next we apply the following concentration result.
Theorem 4.16. [Wor99, Theorem 2.19] If X n is a random variable defined onḠ d (n, n) such that |X n (P ) − X n (P ′ )| ≤ c whenever P and P ′ differ by a simple switching of two edges, then
for all t > 0.
Although this result is established for the configuration model of a random regular graph, the same result for the configuration model of a random bipartite regular graph can be established in the obvious manner. Choosing the constant c = 2 in this theorem, we have Then it follows from the inequality above and the inequality (93) that P(|Ŝ Recall that the probability that the configuration model produces a simple graph is bounded away from zero and does not depend on n. Then, P |S It follows from Assumption 2 that E(|S t b,2 (U * , δ)|) = o(n) and thus from which the second result follows.
P(|S

Conclusions and Open Questions
We close this paper with several open questions for further research. In light of the new algorithm T AM which improves the sample complexity for the alternating minimization algorithm by a factor log n for the case of matrix M with bounded rank, condition number and incoherence parameter, a natural direction is to extend this result to the cases when the rank, condition number and incoherence parameter are possibly growing functions of the dimension of M . In this situation we would be considering the case of growing d for which Assumption 2 is satisfied automatically by applying Matrix Bernstein inequality. On the other hand, under uniform sampling and for the case of growing (average degree) d, Hardt [Har14] proposed an augmented alternating minimization algorithm by adding extra smoothing steps typically used in smoothed analysis of the QR factorization. This reduced the dependence of the sample complexity on the rank, condition number and incoherence parameter. Perhaps such smoothing steps can be incorporated into the T AM algorithm as well, possibly leading to a reduced sample and computational complexity when compared to the one achieved in [Har14] . Studying T AM under i.i.d. uniform sampling, which corresponds to a bipartite Erdös-Rényi graph, is another interesting problem. Instead of using the configuration model, possibly Poisson cloning model can be employed to carry out a similar analysis for the case of a bipartite Erdös-Rényi graph. We conjecture that the same sample complexity of T AM holds under such uniform sampling.
Finally, another challenge is to achieve the information theoretic lower bound of sample complexity O(µ 0 kn log n) [CT10] for exact low-rank matrix completion when k is growing. The technique developed in this paper for reducing sample complexity by a log n factor might be of interest for achieving this goal via more careful analysis of the trace-norm based minimization.
B Proof of Lemma 4.3
Proof of Lemma 4.3. First, we claim that there exists an orthonormal matrix R ∈ R k×k such that
Consider the SVD of U * ,TŪ = W 1 ΣW T 2 where W 1 , W 2 ∈ R k×k are two orthonormal matrices. Since U * ,TŪ 2 ≤ U * ,T 2 Ū 2 = 1, all the singular values in Σ are within [0, 1] and W 2 W T 1 is also an orthonormal matrix. Let R = W 1 W T 2 . Then we have
Let γ = dist(Ū , U * ). By the property (17) of subspace distance and γ = U * ,T ⊥Ū 2 , the least singular value of U * ,TŪ is 1 − γ 2 . Then the inequality above becomes
C Proof of Proposition 4.9
Proof of Proposition 4.9. We prove (55) for the cases e 2 ρ t γ t /α > 1 and e 2 ρ t γ t /α ≤ 1, separately. Consider the case e 2 ρ t γ t /α > 1. Recall ρ t given in (42). We first derive an upper bound on ρ t . It follows from γ t ∈ (0, 4 √ 10/( C(δ, β)µ 0 k 1.5 )) that
Observe that the negative terms in the exponent above are polynomial of µ 0 , k and σ * 1
