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Abstract
For L a finite non-modular group whose invariants form a polynomial ring and H a subgroup of
L containing the derived group of L, Nakajima found necessary and sufficient conditions on H for
its invariant ring SH to be a hypersurface. In a crucial step of his proof he showed that if SH is a
hypersurface, then between H and L there is a group G with polynomial invariant ring such that
SH = SG[b].
For G a finite modular p-group over Fp with polynomial invariant ring and H a subgroup of G
containing the derived group of G, we find necessary and sufficient conditions on H to ensure that
SH = SG[b].
 2005 Elsevier Inc. All rights reserved.
1. Introduction
For V an n-dimensional vector space over a field F , we denote by S = S(V ) the sym-
metric algebra of V . The action of the general linear group GL(V ) extends naturally to
that of a group of degree-preserving automorphisms of S. For G a subgroup of GL(V ) we
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is a finitely generated graded F -subalgebra of S and is the object of study of the invariant
theory of finite groups.
Much work has been done on relating the algebraic structure of SG to properties of G as
a finite linear group. Perhaps the most celebrated result in this vein is that of Serre [7] (see
[1, p. 85], (ii) ⇒ (i) for a proof), namely that if SG is a polynomial algebra (equivalent to
being generated by n elements), then G is a reflection subgroup. By a reflection we mean
an element g of GL(V ) such that dim(g − 1)V = 1. The converse of Serre’s theorem is
true for G a non-modular group, that is, if the characteristic of F does not divide the order
of G (for a proof see [3, Theorem, p. 191], or [1, Theorem 7.2.1, p. 83]). However, for
G a modular group this converse is false. In fact, there are modular p-groups G generated
by reflections for which SG is not even Cohen–Macaulay, whereas SG is Cohen–Macaulay
for all non-modular groups. However, for F = Fp the field of p elements and G a p-group,
Nakajima [4, Theorem 4.8] found necessary and sufficient conditions on G for SG to be a
polynomial algebra.
Perhaps the closest condition on SG to being a polynomial algebra is that of being a
hypersurface, that is, an algebra with exactly one relation on a minimal generating set.
This is equivalent to SG being generated by n+ 1 elements.
For H a non-modular subgroup of GL(V ), Nakajima [5, Theorem 4.2] found necessary
and sufficient condition on H for SH to be a hypersurface under the assumption that there
is a group LGL(V ) with polynomial invariant ring such that [L,L]H  L. A crucial
step in the proof is the result [5, Theorem 3.1] that there is a group G between H and L
with polynomial invariant ring such that SH = SG[b] for some b in SH . The exact analogue
of this result is false for H a modular group.
In this article we assume that G is a finite linear p-group over Fp with invariants SG
a polynomial ring. We suppose that H is a subgroup of G containing the derived group
[G,G]. Our main result is Theorem 11 where we find necessary and sufficient conditions
on H to ensure that SH = SG[b]. In the proof we use the result of Campbell–Hughes [2,
Theorem 4.4] which states that if H is of index p in G (and so contains [G,G]) then
SH = SG[b]. Indeed, our result can be thought of as a generalization of this.
2. Nakajima p-groups
Throughout the rest of this paper, V is an n-dimensional vector space over Fp and
S = S(V ) its symmetric algebra. We denote by SG the invariant algebra of G in S, where
G is a (necessarily finite) subgroup of GL(V ).
We now suppose that G is a p-subgroup of GL(V ). Then there is at least one basis of
V for which G is upper triangular. We assume that ß = {x1, . . . , xn} is one such basis. For
1 i  n we let
Gi :=
{
g ∈ G | g(xj ) = xj , ∀j = i
}
.
Each Gi is an elementary abelian p-group each of whose non-identity elements g is a
reflection, that is, dimFp(g − 1)V = 1.
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G1G2 · · ·Gn is a subgroup of G of order ∏ni=1 |Gi |.
Definition 1. We say that G is a ß-Nakajima p-group if G = G˜ or equivalently, |G| =∏n
i=1 |Gi |.
The celebrated result of Nakajima [4, Theorem 4.8] mentioned in our induction states
that for V a finite-dimensional vector space over Fp and G a p-subgroup of GL(V ), SG is
a polynomial algebra if and only if G is a ß-Nakajima p-group for some basis ß of V . We
state the “if” part of this theorem giving the generators of SG explicitly.
Lemma 2 [4, Proposition 4.1]. Suppose G is upper-triangular for a basis ß = {xi, . . . , xn}
of V . Then G is a ß-Nakajima p-group ⇔ SG = F [NGi (xi) | 1  i  n], where
NGi (xi) :=∏gi∈Gi gi(xi) is the norm of xi under Gi .
We remark in passing that in this theorem Fp cannot be replaced by an arbitrary field of
characteristic p. Indeed, Stong found a p-subgroup of GL(V ) with polynomial invariants,
but which is not a ß-Nakajima p-group for any basis ß of V (see [8]). In Stong’s example
F has p3 elements.
Lemma 3. Suppose that H is a subgroup of the ß-Nakajima p-group G. Then
(A) H G ⇒ H˜ G;
(B) [G,G]H ⇒ [G,G] H˜ , where [G,G] is the commutator subgroup of G.
Proof. We note that Gi ∩H = Hi for all i.
(A) Since {Gj | 1 j  n} (respectively {Hi | 1 i  n}) generates G (respectively H˜ )
it is sufficient to prove that g−1j higj ∈ H˜ for all gj ∈ Gj and hi ∈ Hi .
If j < i, since Gj normalizes Gi and H G then g−1j higj ∈ Gi ∩H = Hi  H˜ .
If j  i then similarly [hi, gj ] := (h−1i g−1j hi)gj = h−1i (g−1j higj ) ∈ Gj ∩ H = Hj .
Thus g−1j higj ∈ hiHj  H˜ .
(B) By the identity [ab, c] = [c, ab]−1 = (b−1[a, c]b)[b, c], since H˜ G by (A) just
proved, it is sufficient to prove that [gi, gj ] ∈ H˜ for all gi ∈ Gi and gj ∈ Gj . Since
[gj , gi] = [gi, gj ]−1 we may assume that j  i. Now [gi, gj ] = g−1i (g−1j gigj ) ∈ H ∩Gi =
Hi  H˜ since [G,G]H and Gj normalizes Gi . 
3. When SH = SG[b]
The main result in this paper is Theorem 11 (see Section 5) which gives necessary and
sufficient conditions on H for SH to be equal to SG[b], where [G,G]  H < G and G
is a Nakajima p-group. In this section we obtain consequences of the assumption that
SH = SG[b] (Proposition 6). We need
I.P. Hughes, N. Kechagias / Journal of Algebra 291 (2005) 72–89 75Lemma 4. Let G  GL(V ). Suppose y ∈ S and {1, y, y2, . . . , yp−1} is independent
over SG. Let b =∑r<pi=0 biyi such that br = 0 and bi ∈ SG for all i. Assume that there
is a g ∈ G satisfying 0 = (g − 1)y ∈ SG. Then
(A) (g − 1)b = 0 implies r = 0 and so b ∈ SG;
(B) (g − 1)b ∈ SG implies r  1.
Proof. By direct computation:
(g − 1)b =
r<p∑
i=0
bi
((
y + (g − 1)y)i − yi)
= rbr
(
(g − 1)y)yr−1 + cr−2yr−2 + · · · + c1y + c0
uniquely, where ci ∈ SG. Since {1, y, . . . , yp−1} is independent over SG, (A) and (B) fol-
low. 
We denote by Q(R) the quotient field of the domain R.
Lemma 5. Suppose b ∈ S and GGL(V ). If H := StabG(b), the stabilizer of b in G, then
(A) Q(SG[b]) = Q(SH );
(B) {bi | 0 i < [G : H ]} is a basis for SG[b] over SG.
Proof. (A) By Galois theory there is a subgroup L of G containing H such that
Q
(
SL
)= Q(SG[b]) (Q(SH )).
By this equality L fixes b and so LH . However by the above Q(SL)Q(SH ) and so
H  L. Thus L = H and (A) follows.
(B) Since b is integral over SG and SG is integrally closed, it follows by Gauss’ lemma
[6, (1.13), p. 5] that the minimal polynomial m(x) of b over Q(SG) has coefficients in SG.
Since SH is integral over SG, by (A), Q(SH ) = Q(SG)(b) and the degree of m(x) is
[G : H ]. (B) follows. 
For H  L  GL(V ) and b ∈ SH we denote the relative norm ∏∈L (b) by NLH(b),
where L is a left transversal of H in L. It is independent of the particular left transversal
used.
We shall often use the formal identity
(gg′ − 1) = (g − 1)+ (g′ − 1)+ (g − 1)(g′ − 1). (1)
Proposition 6. Let H be a normal subgroup of the p-group G  GL(V ). Suppose SH =
SG[b] for some homogeneous b ∈ SH . Then
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(ii) [G,G]H ;
(B) for H  LG, SL = SG[NLH (b)].
Proof. (A)(i) Since H G we have g(b) ∈ SH for all g ∈ G. By a degree argument g(b) =
αb + s where α ∈ Fp and s ∈ SG. Since g has order pr for some r , it follows that α = 1,
so (g − 1)b is in SG.
(ii) Using (1) and (A)(i) we see that the map ε from G into the additive group SG given
by ε(g) = (g − 1)b is a homomorphism and so [G,G]  ker(ε) = StabG(b) which is H
by Lemma 5(A) since by hypothesis SG[b] = SH .
(B) We proceed by induction on r where pr = [L : H ]. We first assume that r = 1. Since
clearly H = StabG(b), by Lemma 5(B) any element in SH = SG[b], and so in particular
in SL, can be written as a polynomial in b over SG (of degree < [G : H ]) uniquely.
We assume that SL = SG[NLH (b)] and get a contradiction. We suppose L = 〈g,H 〉. We
let s ∈ SL\SG[NLH (b)] have smallest degree in b over SG. Now
NLH (b) =
∏
α∈Fp
(
b + (gα − 1)b)
and so is a monic polynomial in b over SG by A(i), of degree p. So by division:
s = NLH (b)q + r , where degb q < degb s and degb r  p − 1. Here q, r ∈ SG[b] = SH .
Since s ∈ SL, we have that 0 = (g − 1)s = NLH (b)(g − 1)q + (g − 1)r which implies that
(g − 1)q = 0 = (g − 1)r and hence q and r are in SL. By the minimality of the degree
of s in b, q ∈ SG[NLH (b)]. Now r =
∑k<p
i=0 ribi , where ri ∈ SG. Since (g − 1)r = 0, by
Lemma 4(A), we get r ∈ SG. Thus s ∈ SG[NLH (b)], a contradiction. We conclude that
SL = SG[NLH (b)].
We now assume that r > 1. We pick K such that H < K < L with [K : H ] = p. By
the case r = 1 we have SK = SG[NKH (b)]. Since [G : G]  H by (A)(ii), K is normal
in G. So we can apply the inductive hypothesis to conclude that SL = SG[NLK(NKH (b))] =
SG[NLH (b)]. 
4. An expression for special elements of SH
In the proof of our main result (Theorem 11) we define an element b in SH and ulti-
mately show that SH = SG[b]. In Proposition 8 below we obtain an expression for any b
in SH which satisfies Proposition 6(A)(i), namely that (g − 1)b is in SG for all g in G.
But we first introduce certain so-called p-polynomials which we use in the proof of
Lemma 7 and repeatedly in Section 5.
For a k-dimensional vector space W over Fp , we define fW(X) in S(W)[X] as
fW(X) :=
∏
(X +w), (2)
w∈W
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ak−1Xp
k−1 + · · · + a0X, where ai ∈ S(W), 0 i  k − 1. It is then clear that
fW(X + Y) = fW (X)+ fW(Y ). (3)
The polynomial fW(X) is an example of a p-polynomial.
We assume throughout this section that ß = {x1, . . . , xn} is a fixed basis of V and
H is a subgroup of the ß-Nakajima p-group G. So by Definition 1, G = G1G2 · · ·Gn.
Now (hi − 1)xi ∈ 〈x1, . . . , xi−1〉Fp for all hi ∈ Hi = H ∩ Gi . So using (1) it is clear that
V (Hi) := {(hi − 1)xi | hi ∈ Hi} is a subspace of V . Let
yi := NHi (xi) =
∏
hi∈Hi
hi(xi) = fV (Hi)(xi). (4)
Since for hi, h′i ∈ Hi we have (hi − 1)xi = (h′i − 1)xi only if hi = h′i . It follows from (3)
and using (1) that
(gi − 1)yi =
∏
hi∈Hi
(gihi − 1)xi . (5)
Lemma 7. Let H G, where G is a ß-Nakajima p-groups.
(A) If H G then for j = i each element of Gj fixes yi .
(B) [G,G]H ⇔ (g − 1)yi ∈ SG for all g ∈ G.
Proof. (A) Let gj ∈ Gj . If j > i then gjhi(xi) = hi(xi) for all hi ∈ Hi since hi(xi) ∈
〈x1, . . . , xi〉Fp and so
gjyi = gj
∏
hi∈Hi
hi(xi) = yi .
If j < i then
gjyi =
∏
hi∈Hi
gjhig
−1
j (xi) = yi
since gj normalizes both H and Gi and so also Hi = H ∩Gi .
(B) We assume [G,G]H . We first show that (gi − 1)yi ∈ SG, for all gi ∈ Gi . We let
gi ∈ Gi . Since G is generated by {Gj | 1 j  n} we need only show that each gj ∈ Gj
fixes (gi − 1)yi . Now by (4), yi = fV (Hi)(xi) and so by (3),
(gi − 1)yi =
∏
hi∈Hi
(
(gi − 1)(xi)+ (hi − 1)(xi)
)
which is in S(〈x1, . . . , xi−1〉Fp) and so is fixed by gj for j  i. If j < i then [gj , gi] =
(g−1j g
−1
i gj )gi ∈ H ∩Gi = Hi and so since each element of Hi fixes yi we see that
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because gj fixes yi by (A). So (gi − 1)yi ∈ SG.
We now let g ∈ G. Then, since G is a ß-Nakajima p-group, g = g1 · · ·gn with gj ∈ Gj .
It follows that g(yi) = gi(yi) by repeated use of (A) proved above and since [gj , gi] ∈
H ∩Gi = Hi for j < i. The result follows since we have shown above that (gi −1)yi ∈ SG.
We assume that (g − 1)yi ∈ SG, for all g ∈ G. The map εi from G to the additive group
SG given by εi(g) = (g − 1)yi is a homomorphism (using (1)) and so [G,G]  Ker(εi)
for each i. But by Lemma 2, since H˜ is ß-Nakajima group, SH˜ = Fp[yi | 1 i  n] and
so H˜ =⋂ni=1 Ker(εi). Thus [G,G] H˜ H . 
We come to the main result of this section.
Proposition 8. Suppose H a subgroup of the ß-Nakajima p-group G and [G,G]H . Let
b ∈ SH satisfy (g − 1)b ∈ SG for all g ∈ G. Then
b =
∑
i∈I
mi−1∑
j=0
bij y
pj
i + b′. (6)
Here b′, bij ∈ SG for all i and j , I = {i | mi > 0}, and mi is defined by [Gi : Hi] = pmi .
Proof. Since [G,G]H we have [G,G] H˜ by Lemma 3(B). Also, b ∈ SH  SH˜ and
(H˜ )i = Hi for all i. So without loss of generality we may assume that H = H˜ and so is a
ß-Nakajima p-group.
We use induction on [G : H ]. If [G : H ] = 1 there is nothing to prove. So we assume
that [G : H ] > 1. Then for some m, Hm < Gm. We pick gm ∈ Gm\Hm. By hypothesis
[G,G]  H and so gm normalizes H and since it is of order p, L = 〈gm,H 〉 has order
p · |H |. Since Hm < 〈gm,Hm〉Lm we have
H = H1H2 · · ·Hn < L1L2 · · ·Ln = L˜ L.
Since |L| = p · |H | it follows that Hi = Li for all i = m, Lm = 〈gm,Hm〉 and L = L˜. So
L is a ß-Nakajima p-group and also yi := NHi (xi) = NLi (xi) for i = m and
zm := NLm(xm) = NLmHm(ym) =
∏
α∈Fp
gα(ym) =
∏
α∈Fp
(
ym + α(g − 1)ym
)
by Lemma 7(B) and use of (1). It follows that
zm = ypm −
(
(gm − 1)ym
)p−1
ym. (7)
By Lemma 3, SL = F [NLi (xi) | 1  i  n] = F [yi, zm | i = m,1  i  n] and SH =
F [y1, . . . , yn] = SL[ym]. So by Lemma 5(B), {yim | 0  i  p − 1} is a basis for SH
over SL. By Lemma 7(B), (gm − 1)ym ∈ SG  SL. Thus by Lemma 4(B) applied to gm
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Lemma 7(B) that b1 ∈ SG. For g in G we now apply (g − 1) to this same equation and
conclude, again using Lemma 7(B), that (g − 1)b0 ∈ SG. We use the expression for zm in
(7) and the induction hypothesis applied to b0 in SL to obtain the result. 
5. Main result
Throughout this section we assume that H is a subgroup of G containing [G,G] where
G is a ß-Nakajima p-group and ß = {x1, . . . , xn} is a basis of V . We note that since G =
G1G2 · · ·Gn and since each Gi is an elementary abelian p-group then so also is G/[G,G].
We denote by ( ¯ ) the natural map from G onto G¯ := G/H . Since [G,G]H we see
that G¯ is an elementary abelian p-group. For g in G and s in SH we note that (g − 1)s
depends only on σ := g¯ and so we denote it by sσ . Similarly, for gi in Gi , we let
cσ i := (gi − 1)yi where σ := g¯i and yi := NHi (xi).
By Lemma 7(B), cσ i is in SG. It follows for σ, τ in G¯i that
cστi = cσ i + cτi . (8)
Proof. By (4), yi = fV (Hi)(xi). We note that each element of Gi fixes V (Hi) :={(hi − 1)xi | hi ∈ Hi} elementwise. Then
cσ i + cτi = (gi − 1)yi +
(
g′i − 1
)
yi
= fV (Hi)
(
(gi − 1)xi +
(
g′i − 1
)
xi
) (
by (3)
)
= fV (Hi)
((
gig
′
i − 1
)
xi
) (
by (1)
)
= (gig′i − 1
)
yi
(
by (3)
)
= cστi . 
We let σ ∈ G¯. If σ ∈ G¯i for at least one i we define dσ := lcmi|σ∈G¯i (cσ i). Otherwise
dσ is not defined. By Lemma 7(B), cσ i ∈ SG for each i and so dσ ∈ SG. We note that dσ is
defined only up to a scalar.
Proposition 9 [2, Theorem 4.4]. Suppose H is a maximal subgroup of the ß-Nakajima
p-group G. Then SH = SG[a] for some homogeneous a in SH . If G¯ = 〈σ 〉 then aσ =
dσ = lcmi|σ∈G¯i (cσ i) = lcmgi∈Gi\Hi,∀i ((gi − 1)xi) and so is the product of distinct (up to
a scalar) elements of V .
Lemma 10. Suppose [G,G]  H  K < G, where G is a ß-Nakajima p-group, and
[G : K] = p. Let σ ∈ G¯\K¯ . Assume b ∈ SH satisfies StabG(b) = H and bσ ∈ SG for all∏
σ ∈ G¯. Then Nσ = τ∈K¯ bστ , where N := NKH (b).
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Fp-space. Using (1) we see that ε is an Fp-homomorphism. Since StabK(b) = H we see
that ker(ε) = 1.
We set W := Im(ε). Then N =∏τ∈K¯ (b + bτ ) = fW(b) since ker(ε) = 1. So by (3),
Nσ = fW(bσ ) = ∏τ∈K¯ (bσ + bτ ). Using (1) we see that bσ + bτ = bστ and so Nσ =∏
τ∈K¯ bστ . 
Theorem 11. Suppose [G,G]  H  G where G is a ß-Nakajima p-group for ß =
{x1, . . . , xn} a basis for V . Then the following are equivalent:
(A) SH = SG[b] for some homogeneous b ∈ SH ;
(B) there is a homogeneous b ∈ SH such that
(i) bσ ∈ SG for all σ ∈ G¯,
(ii) SK = SG[NKH (b)] for all K such that H K <G and [G : K] = p;
(C) for each σ ∈ G¯, dσ is defined (equivalent to G¯ =⋃ni=1 G¯i) and there is a homoge-
neous b ∈ SH such that
(i) (bσ , bτ ) = 1 for all σ, τ ∈ G¯∗ provided 〈σ 〉 = 〈τ 〉,
(ii) bσ = dσ ;
(D) for each σ ∈ G¯, dσ is defined and has a fixed value such that for σ, τ ∈ G¯
(i) dστ = dσ + dτ and
(ii) (dσ , dτ ) = 1 provided 〈σ 〉 = 〈τ 〉.
Note that for σ = 1, dσ has p − 1 values since it is defined only up to a scalar.
Remark. (D)(i) is equivalent to: For {σ1, . . . , σm} an arbitrarily chosen basis of G¯, there
is a value of each dσk such that dσ =
∑m
i=1 αkdσk where σ =
∏m
i=1 σ
αk
k with αk ∈ Fp for
all k.
Proof. We show (A) ⇒ (B) ⇔ (C) ⇔ (D) and (B) ⇒ (A).
(A) ⇒ (B) is an immediate consequence of Proposition 6.
For G a group we denote G\{1} by G∗.
Lemma 12. (B)(ii) ⇒ If H  L<G then StabG(NLH (b)) = L.
Proof of Lemma 12. We assume that g ∈ StabG(NLH (b))\L. Since G/H is an elemen-
tary abelian p-group there is a maximal subgroup K of G containing L such that g /∈ K .
For k, l ∈ G, since G/H is abelian, gkl = kglh for some h ∈ H . So if K and L are left
transversals of L in K and H in L respectively then
gNKH (b) = g
∏
k∈K
k
∏
l∈L
l(b) =
∏
k∈K
kg
∏
l∈L
l(b) = NKH (b)
since g fixes NLH (b) =
∏
l∈L l(b). We have thus shown that g fixes NKH (b). But G = 〈g,K〉
and so NKH (b) ∈ SG. But then SG = SG[NKH (b)] which equals SK by (B)(ii), a contradic-
tion. So StabG(NLH (b)) = L. 
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containing H such that G¯ = 〈σ, K¯〉. By (B)(ii), SK = SG[N ] where N := NKH (b). But
SK = SG[a] by Proposition 9. Since N and a are both homogeneous we see by a degree
argument that N = a + t where t ∈ SG. So Nσ = aσ .
By Lemma 12, StabG(b) = H and so we can use Lemma 10 to get
∏
ω∈K¯
bσω = Nσ = aσ = lcmgi∈Gi\Ki,∀i
(
(gi − 1)xi
)
. (9)
The last equation is by Proposition 9. We now prove
(C)(i) We let τ ∈ G¯∗ with 〈σ 〉 = 〈τ 〉. Since G¯ is elementary abelian we could have
chosen K such that τ ∈ K¯ . Then by (9), (bσ , bστ ) = 1. It follows that (bσ , bτ ) = 1 which
is (C)(i).
To prove (C)(ii), we need
Lemma 13. Assume (B)(i) and let τ = g¯i ∈ G¯∗i . Then (gi − 1)xi divides dτ which in turn
divides bτ .
Proof. By (5),
cτi := (gi − 1)yi =
∏
hi∈Hi
(gihi − 1)xi .
So (gi − 1)xi divides cτi and so also dτ := lcmi|τ∈G¯i (cτ i).
Since by hypothesis b satisfies (B)(i) we can apply Proposition 8 to obtained the expres-
sion (6) for b. It follows that
bτ = (gi − 1)b =
mi−1∑
j=0
bij c
pj
τ i
since gi fixes yk for all k = i by Lemma 7(A). Thus cτi and so also dτ divides bτ . 
We now prove (C)(ii), namely that bσ = dσ for all σ ∈ G¯. We first assume that σ = 1.
Since G¯ is an elementary abelian p-group there is a maximal subgroup K of G such that
σ /∈ K¯ . Then by (9), bσ is the product of distinct (up to a scalar) linear factors. We let
v be an arbitrary such factor. Then for some i, v = (gi − 1)xi for some gi ∈ Gi\Ki . We
let τ := g¯i ∈ G∗i . By Lemma 13, v divides bτ . But v divides bσ and so by (C)(i) proved
above 〈σ 〉 = 〈τ 〉. So σ = τα = g¯αi for some α ∈ F ∗p . In particular, σ ∈ G¯∗i and so dσ is
defined. Then by Lemma 13, (g¯αi − 1)xi (= α(gi − 1)xi on use of (1)) divides dσ . But
v = (gi − 1)xi was an arbitrary factor of bσ . So bσ divides dσ . On the other hand, since we
have σ ∈ G¯∗i , by Lemma 13, dσ divides bσ . Thus dσ = bσ (up to a scalar) for all σ ∈ G¯∗i .
Also, d1 = 0 = b1.
So we have proved (C)(ii) and that dσ is defined for all σ ∈ G¯, as required.
(C) ⇒ (B). We let σ ∈ G¯. Since cσ i ∈ SG, dσ = bσ ∈ SG. So (B)(i) is true.
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show that SK = SG[N ] where N := NKH (b).
We first show that StabG(b) = H . So we let g ∈ StabG(b) and put σ := g¯. Then 0 =
(g − 1)b = bσ = dσ . But dσ = 0 only if σ = 1. So g ∈ H .
We can now use Lemma 10. Since K is maximal in G, G¯ = 〈σ, K¯〉 for some σ ∈ G¯. By
Lemma 10 and since dστ = 0 for all τ ∈ K¯ ,
Nσ =
∏
τ∈K¯
bστ =
∏
τ∈K¯
dστ = 0. (10)
We let τ ∈ K¯ . We denote {i | στ ∈ G¯∗i } by T . By hypothesis dστ := lcmi∈T (cστi) is
defined and so T is non-empty. For i ∈ T we have cστi = ∏hi∈Hi (gihi − 1)xi by (5)
where g¯i = στ and so gihi /∈ Ki . It follows that dστ is the product of distinct linear factors
of the form (gi −1)xi with gi ∈ Gi\Ki and i running through T . By (C)(i), (dστ , dστ ′) = 1
for τ = τ ′. We conclude from (10) that Nσ is the product of distinct linear factors of the
form (gi − 1)xi where gi ∈ Gi\Ki and i ∈ T .
By Proposition 9, SK = SG[a] and aσ = lcmgi∈Gi\Ki,∀i ((gi − 1)xi). So Nσ divides aσ .
Since Nσ = 0 by (10), deg N = degNσ  degaσ = dega. Now N ∈ SK = SG[a] and so
by a degree argument, degN = dega since otherwise degN < dega and so N would be in
SG which contradicts Nσ = 0. It follows that SK = SG[a] = SG[N ].
(C) ⇒ (D). This is clear since for σ, τ ∈ G¯, bτ = dτ ∈ SG and so by use of (1), dστ =
bστ = bσ + bτ = dσ + dτ .
(D) ⇒ (C). Our first task is to construct the required b ∈ SH . It will be of the form given
by (6) in Proposition 8. We let [Gi : Hi] = pmi and I = {i | 1 i  n,mi > 0}. Throughout
the proof we always assume i ∈ I , 1 k mi , and 0 j < mi . We define bij as follows.
We fix i ∈ I and pick a basis {σik | 1 k mi} for G¯i . We let Ai (respectively Di ) be the
mi × mi (respectively mi × 1) matrix with cp
j
σik (respectively dσik ) in the kj - (respectively
k-) place. We note that by Lemma 7(B), all the entries of Ai and Di are in SG. We suppose
αk ∈ Fp (1  k  mi) and let σ =∏mk=1 σαkik ∈ G¯∗i . Then using both (8) and hypothesis
(D)(i) we see that
m∑
k=1
αk
(
kth row of Ai (respectively Di)
)= the row (cpjσ i
)
(respectively the element dσ ).
(11)
Since σ ∈ G¯∗i , in particular σ = 1, there is a gi ∈ Gi\Hi such that σ = g¯i . Then 0 =∏
hi∈Hi (gihi − 1)xi = (gi − 1)yi by (5). Thus cσ i := (gi − 1)yi = 0 and so by (11) no
non-trivial linear combination of the rows of Ai is 0. So det Ai = 0. We let
S = {σ ∈ G¯∗i | one from each non-trivial cyclic subgroup of G¯i
}
.
Since G¯i is an elementary abelian p-group of order pmi , S has (pmi − 1)/(p − 1) ele-
ments.
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(cσ i, cτ i) = 1 if 〈σ 〉 = 〈τ 〉 (12)
and so
∏
σ∈S cσ i divides Ai . Both this product and Ai are homogeneous and of the same
degree, namely, (degyi)(p
mi −1)/(p−1)
, and so, up to a scalar,
detAi =
∏
σ∈S
cσi . (13)
We denote A−1i Di by (bij ) (0 j < mi ). So,
Ai(bij ) = Di. (14)
Using Cramer’s rule we have bij = detAij /detAi where Aij is Ai with its j th column
replaced by Di . Thus bij ∈ Q(SG). By (11), cσ i divides Aij for all j since cσi divides dσ .
Then by (12), ∏σ∈S cσ i divides Aij in SG. Thus by (13), detAi divides detAij in SG and
so bij ∈ SG for all i and j .
We now put
b =
∑
i∈I
mi−1∑
j=0
bij y
pj
i . (15)
To complete the proof we must show that b ∈ SH and bσ = dσ for all σ ∈ G¯. We let
gi ∈ Gi and put σi := g¯i . We show that (gi − 1)b = dσi .
If i ∈ I , then by (15), Ai(bij ) = Di and so, using (11) we see that
mi−1∑
j=0
bij c
pj
σi i
= dσi .
For l = i, by Lemma 7(A), gi fixes yl . So applying (gi − 1) to b as given by (15) we see
that (gi − 1)b is the same sum and so (gi − 1)b = dσi for all i ∈ I .
If i /∈ I , then gi ∈ Hi . So σi = g¯i = 1 and thus dσi = 0. Applying (gi − 1) to b in (15)
we see that (gi − 1)b = 0 = dσi as above.
We have thus shown that (gi − 1)b = dσi for all i (1  i  n) and all gi ∈ Gi with
σi = g¯i .
We let g ∈ G. Then g = g1g2 · · ·gn with gi ∈ Gi . We put σ = g¯ and σi := g¯i for
each i. Then σ = σ1σ2 · · ·σn. It follows using (1) and since each dσi ∈ SG that (g − 1)b =∑n
i=0 dσi which is equal to dσ by hypothesis (D)(i). In particular, if g ∈ H then σ := g¯ = 1
and so (g − 1)b = d1 = 0. Thus b ∈ SH , as required.
It follows that bσ is defined and bσ = (g − 1)b = dσ as proved above. So (D) im-
plies (C).
(B) ⇒ (A). We assume (B). We prove (A) by induction on m, where [G : H ] = pm. For
m = 1 the result is just a restatement of (B)(ii). So we can suppose that m 2.
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Since G/H is an elementary abelian p-group, [Ki : H ] = p. Clearly K1 satisfies the hy-
potheses of the theorem and using (B)(i) for b we see that N satisfies (B)(i). Also by (B)(ii)
for H we see that K1 satisfies (B)(ii). So by the induction hypothesis SK1 = SG[N ].
We assume SH = SG[b] and obtain a contradiction. Lemma 12, StabG(b) = H and thus
by Lemma 5(A), Q(SG[b]) = Q(SH ). So there is a non-zero f ∈ SG and d ∈ SH \SG[b]
such that f d ∈ SG[b]. We may clearly assume that f is irreducible in the polynomial
ring SG. We fix one such f .
Since StabG(b) = H , by Lemma 5(B), {bi | 1 i < p} is a basis of SK1[b] over SK1 .
We let d ∈ SH \SG[b] be such that f d ∈ SG[b] ( SK1[b]) and is of minimal degree r
in b over SK1 . So f d =∑r<pi=0 dibi uniquely, where di ∈ SK1 all i and dr = 0. We denote
e¯1 by σ1. Since e1 normalizes H , (e1 − 1)d ∈ SH and
f (e1 − 1)d =
r∑
i=0
di
{
(b + bσ1)i − bi
}= rdrbσ1br−1 + s,
where s is a unique sum of terms of lower degree in b over SK1 . By the minimality of r we
have (e1 − 1)d ∈ SG[b]. It follows that f divides drbσ1 .
We first show by contradiction that f does not divide dr . So we suppose that f di-
vides dr , say dr = f d ′r . So d ′r ∈ SK1 = SG[N ] ⊆ SG[b]. It follows that f (d − d ′rbr ) ∈
SG[b] and so by the minimality of r we have d − d ′rbr ∈ SG[b] and so d is also, a contra-
diction. Thus f does not divide dr .
We note that although f divides drbσ1 and does not divide dr this does not immediately
imply that f divides bσ1 since although f is irreducible in SG it might not be irreducible
in SK1 .
We show that f divides bσ1 . By Lemma 12 with L = K1 we have StabG(N) = K1 and
so using Lemma 5(B) {Ni | 0  i < [G : K1]} is a basis for SK1 = SG[N ] over SG. So
dr =∑i=0 ciNi uniquely, where ci ∈ SG for all i. Since f divides drbσ1 and bσ1 ∈ SG by
hypothesis (B)(i), it follows that f divides cibσ1 for all i. Since f does not divide dr it
does not divide ck for some k. It follows that f divides bσ1 . Similarly, f divides bσ2 .
Since we chose {e1, e2} to be independent mod H and σi = e¯i (i = 1,2) we have 〈σ1〉 =
〈σ2〉.
We have proved that (B) ⇒ (C). By (C)(i), (bσ1, bσ2) = 1. This contradicts the fact that
f divides both bσ1 and bσ2 . So our assumption that SH = SG[b] is false. Thus SH = SG[b]
which is (A).
We have completed the proof of Theorem 11. 
6. When is SH = SG[b] a polynomial algebra?
For a homogeneous element z of a graded algebra we denote by |z| its degree.
We suppose that V is an n-dimensional vector space over a field F and we let S = S(V )
be the symmetric algebra of V .
The main result of this section is Proposition 16. We need
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polynomial algebra, where each zi is homogeneous. Let H be a proper subgroup of G with
SH = SG[b] where b is homogeneous.
(A) Suppose there exists a group L with H  L<G such that SL is a polynomial algebra.
Then so also is SH .
(B) (i) Suppose SH is a polynomial algebra. Then there is an integer k (1 k  n) such
that
SH = F [b, zi | i = k].
(ii) Suppose in addition that chF = p, G is a p-group and H G. Then for H 
LG, SL = F [NLH (b), zi | i = k].
Proof. (A) Let SL = F [u1, . . . , un] where each ui is homogeneous. We assume that SH
is not a polynomial algebra and get a contradiction. It follows from this assumption that
{z1, . . . , zn, b} and {u1, . . . , un, b} are minimal homogeneous generating sets for SH =
SG[b] = SL[b]. So after an, if necessary, reordering of the ui , |zi | = |ui | for all i. But
|G| =∏i |zi | =
∏
i |ui | = |L| and so L = G, a contradiction. Thus SH is a polynomial
algebra.
(B)(i) We let SH = F [u1, . . . , un] where each ui is homogeneous. We put T :=
SH+ /(SH+ )2. Then T is a vector space over F of dimension n. We let ( ¯ ) := SH+ → T
be the natural map. We denote {u¯1, . . . , u¯n} by U and {z¯1, . . . , z¯n, b¯} by W . Then U is
a basis of, and W spans T . For d a positive integer we denote by Td the F -subspace of
T of all the elements of degree d . Then Ud := U ∩ Td is a basis of, and Wd = W ∩ Td
spans, Td . It follows that there is exactly one integer d for which there is a linear rela-
tion among the elements of Wd . But b¯ cannot appear in this relation since otherwise b
would be in F [z1, . . . , zn] = SG which is impossible since H is a proper subgroup of G.
(B)(i) follows.
(B)(ii) By (B)(i) just proved, SH = F [b, zi | i = k]. For g ∈ G, since H G, g(b) ∈ SH .
Since b is homogeneous and g has order a power of p, a simple argument shows that
(g − 1)b ∈ F [zi | i = k].
Now NLH (b) :=
∏
g∈L g(b) =
∏
g∈L(b + (g − 1)b) where L is a left transversal of H
in L. It follows that b is integral over F [A] where A = {NLH (b), zi | i = k}. Thus SH is
integral over F [A] and so A is a homogeneous system of parameters (hsop) in SL. Since
SH = F [b, zi | i = k] is a polynomial algebra, H = |b|∏i =k |zi | by [9, Corollary 5.5.4,
p. 124]. On the other hand, the product of the degrees of the elements of the hsop A is
([L : H ]|b|)∏i =k |zi | = [L : H ]|H | = |L|. It follows from [9, Proposition 5.5.5, p. 125]
that SL = F [NLH (b), zi | i = k]. 
Lemma 15. Assume F = Fp . Let H be a proper normal subgroup of the ß-Nakajima p-
group G where ß = {x1, . . . , xn} such that SH = SG[b] for b ∈ SH homogeneous. Suppose
there exists k (1  k  n) such that m = mk where pm = [G : H ], pmk := [Gk : Hk] and
|b| = |yk| where yk := NHk(xk).Then for σ ∈ G¯∗k , bσ = cσk where cσk := (gk − 1)yk with g¯k = σ , gk ∈ Gk .
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b =
∑
i∈I
mi−1∑
j=0
bij y
pj
i + b′, (16)
where bij , b′ ∈ S for all i, j and the notation is as in that proposition, since mk = m > 0,
k ∈ I . By hypothesis |b| = |yk| and so bkj = 0 for j > 0 and α := bk0 ∈ Fp . We show that
α = 0. Since mk > 0 there is a gk ∈ Gk\Hk . Applying (gk − 1) to b in (16) we see, since
gk fixes yi for all i = k, that (gk − 1)b = α(gk − 1)yk . If α = 0 then gk ∈ StabG(b) = H
by Lemma 5(A), a contradiction. So α = 0.
We let σ ∈ G¯∗k . Then σ = g¯k for some gk ∈ Gk\Hk and so by the argument above,
bσ = (gk − 1)b = (gk − 1)yk = cσk . 
Proposition 16. Assume F = Fp and let H be a proper normal subgroup of the ß-Nakajima
p-group G where ß = {x1, . . . , xn} a basis for V over F = Fp . Suppose SH = SG[b] where
b is homogeneous. Then the following are equivalent:
(A) SH is a polynomial algebra;
(B) for some k (1 k  n),
(i) m = mk where [G : H ] = pm and [Gk : Hk] = pmk ,
(ii) For all σ ∈ G¯∗k , dσ = lcmi|σ∈G¯∗i (cσ i) = cσk , where (¯) is the natural map from G
onto G/H , cσ i = (gi − 1)yi with g¯i = σ , and yi := NHi (xi).
Proof. Since SH = SG[b], by Proposition 6(A)(ii), [G,G]  H . We prove that (A) and
(B) are equivalent by induction on m where pm := [G : H ]. For m = 1 this equivalence is
just a restatement of [2, Corollary 4.5]. So we assume that m> 1.
(A) ⇒ (B)(i). We let k be the integer of Proposition 14(B)(i). We pick g ∈ G\H
such that when mk = [Gk,Hk] > 0, g = gk ∈ Gk . We let L = 〈g,H 〉. Since G/[G,G]
is elementary abelian and [G,G]  H , L  G and [L : H ] = p. By Proposition 6(B),
SL = SG[NLH (b)] and from Proposition 14(B)(ii), SL is a polynomial algebra. So we can
apply the inductive hypothesis to L to get pm−1 = [G : L] = [Gk : Lk]. If mk > 0, since
g = gk ∈ Gk , 〈gk,Hk〉 = Lk and so [Gk : Lk] = pmk−1. It follows that m = mk , as required.
If mk = 0, [Gk : Lk] = 1 and so m = 1, which contradicts our assumption that m > 1. So
we have proved (B)(i).
(A) ⇒ (B)(ii). By Lemma 2, SG = Fp[zi | 1  i  n] where zi := NGi (xi). But also
SG = Fp[NGH (b), zi | i = k] by Proposition 14(B)(ii). It follows that |NGH (b)| = |zk| and so
since m = mk , |b| = |yk| where yk := NHk(xk). We now apply Lemma 15 to get (B)(ii).
(B) ⇒ (A). Since m> 1 there is an L<G such that H <L. Since [G,G]H , LG.
By Proposition 6(B), SL = SG[NGH (b)]. So L satisfies the hypotheses of the proposition.
We show that L satisfies (B).
(B)(i) Since m = mk , [G : H ] = [Gk : Hk] and so [G : L] = [Gk : Lk].
(B)(ii) Since 1 <pmk = |G¯k| we can pick σ ∈ G¯∗k . Then bσ = dσ by Theorem 11(C)(ii).Thus
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(= |yk|
)
.
So,
∣∣NLH (b)
∣∣= [L : H ] · |b| = [Lk : Hk] · |yk|.
We have shown that L satisfies the hypotheses of Lemma 15, and so it satisfies (B)(ii).
Thus by the inductive hypothesis, SL is a polynomial algebra. Applying Lemma 14(A) we
see that SH is a polynomial algebra. 
7. Examples
We construct an infinite set of pairs of groups (G,H) which satisfy the hypotheses of
Theorem 10 and so SH = SG[b].
For V a vector space we denote V \{0} by V ∗.
We suppose U and W are vector spaces over F of dimension m 1 and r  1, respec-
tively. We also let T be the vector space over F with basis
J = {x, x(〈u+w〉Fp
) | u ∈ U∗, w ∈ W ∗}.
So dimT = (pm − 1)(pr − 1)/(p − 1)+ 1.
We now put V := U ⊕W ⊕T . We let {x1, . . . , xm} and {xm+1, . . . , xm+r} be bases of U
and W , respectively. In J we label x as xm+r+1 and the other elements of J arbitrarily as
{xm+r+2, . . . , xn}. We denote the basis {x1, . . . , xn} of V by ß.
We now define the corresponding pair (G,H). For u ∈ U , we define gu by
(gu − 1)(x) = u and gu fixes xi, ∀xi = x
and for u ∈ U∗ and w ∈ W ∗ we define gu+w by
(gu+w − 1)
(
x
(〈u+w〉))= u+w and gu+w fixes xi, ∀xi = x
(〈u+w〉).
We note that g0 = 1.
We now let
G := 〈gu, gv+w | u,v ∈ U∗, w ∈ W ∗
〉
and
H := 〈gugu+w | u ∈ U∗, w ∈ W ∗
〉
.
It is clear that VG = VH = U ⊕ W and that G is a ß-Nakajima p-group which is el-
ementary abelian. For α ∈ F ∗p we have gαu = gαu and gαu+αw = gαu+w and so most
of the generators for G and H given above are redundant. Clearly, rank(G) = m +
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G/H .
We now show that (G,H) satisfies (D) of Theorem 11.
We prove (D)(i). From the definitions of G and H above we see that
(a) Hi = 1 for all i and so if σ = g¯i ∈ G¯∗i then cσ i := (gi − 1)NHi (xi) = (gi − 1)xi .
(b) Let σ ∈ G¯∗. Then, since G¯ = G¯m+r+1, σ = g¯u for some u ∈ U . Also, for i =
m + r + 1, σ ∈ G¯∗i if and only if xi ∈ {x(u + w) | w ∈ W }. It follows from (a) and (b)
that if σ ∈ G¯∗ then
dσ := lcmi|σ∈G¯i =
∏
w∈W
(u+w) (17)
which is equal to fW (u) from the definition of fW(X) in (2). Also, d1 = 0. We let σ, τ ∈ G¯.
Then σ = g¯u and τ = g¯v for unique u,v ∈ U . So dσ +dτ = fW(u)+fW (v) = fW(u+v) =
dστ since gugv = gu+v .
To prove (D)(ii) we let τ ∈ G¯∗. Then, as above, τ = g¯v for some v ∈ U∗. If 〈σ 〉 = 〈τ 〉
then 〈u〉Fp = 〈v〉Fp and so (dσ , dτ ) = (fW (u), fW (v)) = 1 as required.
Thus (G,H) satisfies (D) of Theorem 11 and so SH = SG[b] where b is a homogeneous
element of SH and, if needed, can be explicitly written down. By Theorem 11(C)(ii), bσ =
dσ and so |b| = |bσ | = |dσ | = pr for σ = 1 by (17). Since |cσ i | 1 for all σ ∈ G¯i by (a)
above dσ = cσ i for any i so (B)(ii) of Proposition 16 is false. Thus SH is not a polynomial
algebra.
It is clear that G and H depend only on m and r and so we denote them by G(m, r) and
H(m, r), respectively.
By Lemma 2, SG(m,r) = Fp[NGi (xi) | 1 i  n]. So, since SH(m,r) = SG(m,r)[b] is not
a polynomial algebra, {NGi (xi);b | 1 i  n} is a minimal generating set. It follows that
the degrees of the elements of any minimal generating set of SH(m,r) are
∣∣NGi (xi)
∣∣=


1, for 1 i m+ r,
pm, i = m+ r + 1,
p, m+ r + 1 i  n,
and |b| = pr.
It is clear that SH(m,r) is not isomorphic to SH(m′,r ′) if (m, r) = (m′, r ′). Similarly we see
that if min(r,m) > 1 then SH(m,r) cannot be equal to SM [a] for any group M  GL(V )
(with polynomial invariant ring) containing H(m, r) such that [M : H(m, r)] = p. So
SH(m,r) is not covered by Theorem 4.4 of [2].
In summary, we have shown that for each pair of positive integers (m, r) where
min(r,m) > 1 we have constructed a Nakajima p-group G(m, r) which is elementary
abelian and a subgroup H(m, r) such that SH(m,r) = SG(m,r)[b] for some b ∈ SH(m,r) and
is not a polynomial ring. If (m, r) = (m′, r ′) then the corresponding invariant rings are not
isomorphic.
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