Abstract. The focus of the present study is the modified Buckley-Leverett (MBL) equation describing two-phase flow in porous media. The MBL equation differs from the classical Buckley-Leverett (BL) equation by including a balanced diffusive-dispersive combination. The dispersive term is a third order mixed derivatives term, which models the dynamic effects in the pressure difference between the two phases. The classical BL equation gives a monotone water saturation profile for any Riemann problem; on the contrast, when the dispersive parameter is large enough, the MBL equation delivers non-monotone water saturation profile for certain Riemann problems as suggested by the experimental observations. In this paper, we first show that the solution of the finite interval [0, L] boundary value problem converges to that of the half-line [0, +∞) boundary value problem for the MBL equation as L → +∞. This result provides a justification for the use of the finite interval boundary value problem in numerical studies for the half line problem. Furthermore, we extend the classical central schemes for the hyperbolic conservation laws to solve the MBL equation which is of pseudo-parabolic type. Numerical results confirm the existence of non-monotone water saturation profiles consisting of constant states separated by shocks.
Introduction

4
The classical Buckley-Leverett (BL) equation [3] is a simple model for two-phase water, and u = 0 means pure oil), u B is a constant which indicates water saturation 11 at x = 0, and M > 0 is the water/oil viscosity ratio. The classical BL equation well studied (see [14] for an introduction). Let α be the solution of f (u) = f (u) 22 i.e.,
23
(1.5)
The entropy solution of the classical BL equation can be classified into two cate-24 gories:
25
(1) If 0 < u B ≤ α, the entropy solution has a single shock at
26
(2) If α < u B < 1, the entropy solution contains a rarefaction between u B and 27 α for f (u B ) < x t < f (α) and a shock at i.e., profiles may not be monotone [7] . This suggests the need of modification to ; (b) α < uB = 0.98 < 1, the solution consists of a rarefaction between u B and α for f (u B ) < x t < f (α) and a shock at
To better describe the infiltration profiles, we go back to the origins of (1.1).
35
Let S i be the saturation of water/oil (i = w, o) and assume that the medium is and the other one is finite interval boundary value problem
(1.12) Considering
74
(1.13)
we will show the relation between the solutions of problems (1.11) and (1.12). To 75 the best knowledge of the authors, there is no such study for MBL equation (1.10).
76
Similar questions were answered for BBM equation [1, 2] .
77
The organization of this paper is as follows. Section 2 will bring forward the 78 exact theory comparing the solutions of (1.11) and (1.12 
where L 0 < L and C u , are positive constants, then
Notice that the initial condition (2.1) we considered is the Riemann problem.
101
Theorem 2.1 shows that the solution to the half line problem (1.11) can be approx-102 imated as accurately as one wants by the solution to the finite interval problem
103
(1.12) in the sense that
can be controlled.
104
To prove theorem 2.1, we first derive the implicit solution formulae for the half separating the x-derivative from the t-derivative, and formally solving a first order 108 linear ODE in t and a second order non-homogeneous ODE in x. In section 2.3,
By using integrating factor method, we formally integrate (2.2) over [0, t] to obtain
Furthermore, we let
then (2.3) can be written as
Notice that (2.5) is a second-order non-homogeneous ODE in x-variable along with 119 the boundary conditions satisfying the boundary conditions (2.6):
where the Green's function G(x, ξ) and the kernel K(x, ξ) are
To recover the solution for the half line problem (1.11), we refer to the definition of 129 A in (2.4). Thus, the implicit solution formula for the half line problem (1.11) is
(2.10) (1.12) (with g v (t) = g(t)) can be solved in a similar way. The only difference is that 132 the additional boundary condition h(t) at x = L in (1.12) gives different boundary
133
conditions for the non-homogeneous ODE in x-variable. Denote 
. These boundary conditions affect both the homogeneous solution and the par-136 ticular solution of (2.12) as follows
where the Green's function G L (x, ξ), the kernel K L (x, ξ) and the bases for the 138 homogeneous solutions are
Thus, the implicit solution formula for the finite interval problem (1.12) is 
where
and c 1 (t) and φ 2 (x) are given in (2.16) and (2.17) respectively. With this definition, 
In addition, U (x, t) has zero initial condition and boundary conditions at x = 0 158 and x = L, i.e.,
159
U (x, 0) = 0,
and c 1 (t), c 2 (t) and φ 1 (x), φ 2 (x) are given in (2.16) and (2.17) respectively. With 
Since, in the end, we want to study the difference between U (x, t) and V (x, t), we define
Because of (2.20) and (2.23), we have (2.25)
In lieu of (2.21) and (2.24), W (x, t) also has zero initial condition and boundary
167
conditions at x = 0 and x = L, i.e.,
168
W (x, 0) = 0,
Now, to estimate u − v , we can estimate W = V − U and estimate 169 u L − v L separately. These estimates are done in section 2.3.3.
170
Next, we state the lemmas needed in the proof of Theorem 2.1. The proof of the 171 lemmas can be found in the appendix A and [22] . In all the lemmas, we assume 172 0 < λ < 1 and u 0 (x) satisfies
where L 0 < L and C u are positive constants. Notice that the constraint λ ∈ (0, 1) 174 is crucial in Lemmas 2.3, 2.4.
177
(ii)
180
185
Last but not least, the norm that we will use in Theorem 2.1 and its proof is
2.3.2.
A proposition. In this section, we will give a critical estimate, which is es- 
τ − e − t τ u 0 (x) and establish the following proposition 193 Proposition 2.6.
for some parameter-dependent constants a τ , b τ and c τ .
194
Proof. Based on the implicit solution formula (2.10) derived in section 2. 
(2.31)
To show that U c2 (x, t) decays exponentially with respect to x, we pull out an
then (2.31) can be rewritten in terms ofŨ (x, t) as follows
(2.33)
BOUNDED DOMAIN PROBLEM FOR THE MODIFIED BUCKLEY-LEVERETT EQUATION11
Because of Lemmas 2.3-2.4, we can get the following estimate for Ũ (·, t)
By Gronwall's inequality, inequality (2.34) gives that
204
U c2 (x, t) decays exponentially with respect to x. In particular, when x = L, we
Proof of Theorem 2.1. In this section, we will first find the maximum dif-
. Combining these two, we will get an
and E 2; ,τ (t) = c τ t τ e
(bτ −1)t τ .
212
Proof. By the definition of u L and v L given in (2.19) and (2.22) and the assumption that
Combining Lemmas 2.5(i), 2.5(ii), inequality (2.35), and h(t) ≡ 0, we have
Proposition 2.8. If u 0 (x) satisfies (2.27), and E 1; ,τ (t), E 2; ,τ (t) are as in proposition 2.7, then
Proof. Because of the definition of u L and v L given in (2.19) and (2.22), Lemma 217 2.5(iii) and inequality (2.35), we have that
Now, combining (2.36) and (2.38), we obtain that
Proposition 2.9. If u 0 (x) satisfies (2.27), then
where the coefficients are given by 
BOUNDED DOMAIN PROBLEM FOR THE MODIFIED BUCKLEY-LEVERETT EQUATION13
Therefore, using the norm we defined earlier in (2.28), and
we have
By Gronwall's inequality and (2.36)
where γ 1; ,τ (t) and γ 2; ,τ (t) are given in (2.40).
228
Now we are in the position to prove the main theorem of this section.
229
Theorem 2.10.
where L 0 < L and C u , are positive constants, and
are as in (2.37) and (2.40) , then
for some 0 < λ < 1, and
Proof of the Main Theorem.
exponentially delays in L. This 
By letting
Now, the new form of MBL equation (3. 3) can be viewed as a PDE in terms of w, 253 and the occurrence of u can be recovered by (3.2). Equation (3.3) can be formally 254 viewed as
which is a balance law in term of w. We adopt numerical schemes originally designed type. To solve (3.3), we modify the central scheme given in [18] . As in [18] , at each 268 time level, we first reconstruct a piecewise linear approximation of the form
Second-order accuracy is guaranteed if the so-called vector of numerical derivative 270 w j ∆x , which will be given later, satisfies
We denote the staggered piecewise-constant functionsw j+ the definition of L j (x, t) and L j+1 (x, t) given in (3.5) to (3.7), we have that (t) = 1 ∆x
(3.9)
The middle two integrands can be approximated by the midpoint rule
∂f (u(w(x, t))) ∂w < 1 2 , where λ = ∆t ∆x is met. For MBL equation (3.3), we have that at t > 0,
Hence the eigenvalues for I are
Therefore, the CFL condition is
In the numerical computations in chapter 4, we chose ∆t ∆x = 0. w(x j , t + ∆t 2 ) = w j (t) + ∂w ∂t
where D is the discrete central difference operator
and the second-order accuracy is met if
The choices for {w j } in (3.6) and {f j } in (3.12) can be found in [18] , and we chose
where M M {x, y} = minmod(x, y) = 
(3.14)
Next, we will re-write (3.14) in terms of u.
is approximated as
and using the cell averages, it becomes
Notice that the linear interpolation (similar to (3.5))
and the cell average definition (similar to (3.7)) (t + ∆t), and the convertion between u and w is done using the following relation
Hence re-writting (3.14) in terms of u gives the staggered central scheme
(3.17)
We will focus on the last integral in (3.17). There are many ways to numerically 287 calculate this integral. We will show two ways to do this in the following two 288 subsections, both of them achieve second order accuracy. 
The flow chart of the trapezoid scheme is given in (3.20)
In this scheme, we use the notion (3.7) and the midpoint rule to calculate the integral numerically as follows:
Combining with (3.15) and (3.17), we can get the midpoint scheme 9 9 r r r r r r r r r r self-contained, we include the formulation below.
wherew(x, t) denotes the cell average of w 302w j (t) = 1 ∆x
w(x, t) dx, H j+1/2 (t) is the numerical convection flux and Q j (t) is a high-order approximation 303 to the diffusion term u xx .
where u 
The diffusion u xx is approximated using the following fourth-order central differ-
The unique feature of this scheme is that the discretization is done in space first, and 307 then the time evolution equation can be solved as a system of ordinary differential 308 equations using any ODE solver of third order or higher. In this paper, we simply 309 use the standard fourth order Runge-Kutta methods. Notice that to achieve the 310 third order accuracy, the linear solver that converts u from w using (3.2) need also 311 to be high order, and (3.23) is used to discretize u xx in our convertion. 
Computational results
313
In this section, we show the numerical solutions to the MBL equation Hence all the three computational domains deliver visually indistinguishable results. that it is not necessary to take L too much larger than leading shock speed × 341 computational time.
342
To validate the order analysis given in chapter 3 for various schemes proposed,
343
we first test the order of our schemes numerically with a smooth initial condition
The final time T = 1 was employed, so that there was no shock created. in the u (see Figure 3(a) ).
375
(b) If u B ∈ (u,ū), the solution contains a plateau value u B for 0 ≤
, a shock from u B up toū at
u , and a shock fromū down to 0 at
u (see Figure 3(b) ). The solution may exhibit a damped oscillation 379 near u = u B .
380
(c) If u B ∈ (0, u], the solution consists a single shock connecting u B and 0
(see Figure 3(c) ). It may exhibit oscillatory behavior near
383
Notice that when τ > τ * and u < u B <ū, the solution profiles (3(b)) displays 384 non-monotonicity, which is consistent with the experimental observations ([7] ).
385
In the numerical computation we show below, we will therefore test the accuracy 
392
The Midpoint scheme delivers similar computational results, hence is omitted here.
393
The solution profiles at (magenta) and T (black) are Table 4 .3. 9 pairs of (τ, u B ) values with either fixed τ value or fixed u B value used in Examples 1 -6.
404
Example 1 (τ, u B ) = (0.2, 0.9), (τ, u B ) = (1, 0.9), (τ, u B ) = (5, 0.9).
405
When u B = 0.9 > α is fixed, we increase τ from 0.2 to 1 to 5 (Figure 4(a) , 4(b) 
406
, 4(c)), the dispersive effect starts to dominate the solution profile. When τ = 0.2 407 (Figure 4(a) ), the solution profile is similar to the classical BL equation solution 408 (see Figure 2 (b)), with a rarefaction wave for
2 )] and a shock from u = α to u = 0 at to u =ū τ =5 at
, and then remains at the plateau value u =ū τ =5
] and the second shocks occurs at
uτ=5 . This α . For both τ = 1 and τ = 5, the solution has two shocks, one at
, and another one
. 
462
This shows that when the dispersive effect is strong (τ > τ * ), the bigger u B is, the 463 bigger region the solution stays at the plateau value. We fix u B to be small, and in this example, we take it to be u B = 0.6. We vary the τ 501 value, from τ = 0.2 < τ * to τ = 1 barely larger than τ * to τ = 5 > τ * . The numerical 
512
In this example, we will compare the solution profiles for different values. Fixing 
Conclusion
525
We proved that the solution to the infinite domain problem can be approximated 526 by that of the bounded domain problem. This provides a theoretical justification 527 for using finite domain to calculation the numerical solution of the MBL equation
528
(1.10). We also extended the classical central scheme originally designed for the 529 hyperbolic systems to solve the MBL equation, which is of pseudo-parabolic type. 
547
Proof to lemma 2.3 (i). 
548
Proof to lemma 2.3 (ii). 
556
Proof to lemma 2.4 (ii). 
565
Proof to lemma 2.5 (i).
τ |φ 2 (x)| .
566
Proof to lemma 2.5 (ii). Since φ 2 (x) = 
