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Resumen
Todo el mundo trata de realizar algo
grande, sin darse cuenta de que la vida
se compone de cosas pequeñas.
Frank Clark.
Cada día se recoge más y más información de cualquier ámbito de nuestra
vida. Número de pasos por minuto, contaminación en las principales ciudades
del mundo o el consumo eléctrico medido cada cierto tiempo son sólo algunos
ejemplos. Es en este ámbito donde surgen las Smart Cities, o ciudades conec-
tadas, donde se recaba toda la información posible de diferentes dispositivos
IoT repartidos por la misma con la esperanza de descubrir conocimiento en
dichos datos e, incluso, predecir ciertos comportamientos futuros. Pero estas
nuevas series temporales que se están creando comienzan a exceder los ta-
maños hasta ahora tenidos en cuenta, empezando a considerarse por tanto
Big Data.
Las técnicas de machine learning y minería de datos que hasta ahora
ofrecían buenos resultados, no podían gestionar tal cantidad de información.
Es por ello que necesitaban ser revisadas. Así, surge este trabajo de inves-
tigación, donde se propone un algoritmo de predicción basado en vecinos
cercanos, para predecir series temporales Big Data. Para ello, apoyándose en
nuevos frameworks de análisis de datos como Apache Spark con la compu-
tación distribuida como bandera, se proponen dos algoritmos: uno basado
en el kWNN para análisis y predicción de series temporales univariante y el
MV-kWNN en su versión multivariante.
Se detalla en este trabajo los pasos realizados para adaptarlo a la compu-
tación distribuida y los resultados obtenidos tras llevar a cabo la predicción
sobre los datos de consumo eléctrico de 3 edicios de una universidad pública.
Se muestra, así mismo, las mejoras introducidas al algoritmo para seleccio-
nar de forma óptima los parámetros requeridos por el mismo, estos son: el
número de valores pasados que hay que usar (w) para predecir los h valores
siguientes y el número de vecinos cercanos k a considerar para la predicción.
También se valoran diferentes tamaños de horizontes de predicción h como
dato de entrada al algoritmo. Se comprueba la validez de dichas mejoras
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realizando la predicción sobre una serie temporal el doble de grande que la
considerada en primer término, en este caso la demanda eléctrica en España
recogida durante 9 años. Las baja tasa de error obtenida demuestra la idonei-
dad del algoritmo, y su comparación con otros métodos como deep learning
o árboles de regresión, así lo rearman. Distintas pruebas sobre la escala-
bilidad del algoritmo en un clúster con diferentes conguraciones muestran
lo importante que es escoger adecuadamente parámetros como el número
de cores a utilizar por máquina, el número de particiones en que dividir el
conjunto de datos así como el número de máquinas en un clúster.
Para nalizar, se propone un nuevo algoritmo para tener en cuenta no
sólo una variable, sino varias series exógenas que pudieran mejorar la pre-
dicción nal. Llevando a cabo diferentes análisis basados en correlación, se
dene el grado mínimo que deben cumplir las series para mejorar dicha pre-
dicción. Experimentaciones sobre dos series reales, de demanda eléctrica en
España y del precio de la electricidad durante el mismo periodo, son lle-
vadas a cabo, alcanzando de nuevo bajas tasas de error. La comparación
con otros métodos multivariantes, como los de redes neuronales o random
forests, sitúan al método propuesto en el primer lugar por delante de estos.
Una última experimentación para conrmar la adecuación del algoritmo a
series temporales Big Data es realizada, mostrando los tiempos de ejecución
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Sólo hay una manera de llegar al
destino: comenzar.
Sri Chinmoy (Setenta y siete mil árboles
de servicio).
Resumen: En este capítulo se plantea el problema que ha intentado
resolver esta tesis con los trabajos publicados. Así mismo, se enumeran
y describen los objetivos que se marcaron alcanzar y cubrir durante
esta investigación. Para nalizar, se detalla y resume la estructura de
la memoria de la tesis.
1.1. Planteamiento del problema
Scientia potentia est, o dicho en otras palabras, El conocimiento es poder.
Desde el comienzo de la humanidad esta frase ha sido frecuentemente utili-
zada. El ser humano es el único animal racional que existe en la naturaleza y,
como tal, hay un aspecto que siempre le ha atraído por encima de cualquier
otro: la búsqueda de conocimiento, al considerarse éste como una poderosa
herramienta para conseguir sabiduría y riqueza. Por lo tanto, ésta ha sido
siempre su meta, y no se ha parado ante nada para conseguirlo. Ni siquiera
ante su propia antítesis, el desconocimiento. Es algo que se encuentra en la
naturaleza de todos y cada uno de los seres humanos.
Pero, ¾cómo extraer dicho conocimiento? Es más, ¾dónde puede encon-
trarse? En épocas pasadas se consideraba que todo el conocimiento se podía
encontrar estudiando o leyendo. Sin embargo, en la sociedad de la informa-
ción en la que nos encontramos, donde cada dato de nuestra vida diaria es
registrado y organizado, es en el análisis de dichos datos donde podemos
hallar ese conocimiento.
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Surgieron entonces técnicas y algoritmos para tratar los datos y extraer
información de ellos mediante lo que conocemos hoy día como minería de
datos y machine learning. Ambas disciplinas están muy relacionadas entre sí
y muchas veces se hace complicado separar sus contextos.
Podríamos denir machine learning como el conjunto de técnicas que
permiten a un programa aprender basándose en los datos que analiza, mejo-
rando así su rendimiento en una tarea especíca [8]. El término fue usado por
primera vez por A. Samuel en 1959 para denir un videojuego de las damas
que él mismo desarrolló y que es considerado como el primer programa con
aprendizaje automático [73].
Cuantos más datos se iban generando y recopilando, más difícil se ha-
cía el tratamiento y extracción de información de los mismos, ya que dicho
volumen excede nuestra habilidad para reducirlos y analizarlos sin el uso de
técnicas de análisis automatizadas. Es en este contexto donde surge entonces
la minería de datos, que no es más que una de las etapas más importantes
del descubrimiento de la información en bases de datos (KDD o Knowled-
ge discover in databases) [24]. Se podría denir la minería de datos como
el proceso de descubrimiento de patrones en repositorios de datos de gran
tamaño usando para ello técnicas de machine learning, técnicas estadísticas
y técnicas de sistemas de base datos [39]. Denido en varias fases, este pro-
ceso se puede entender entonces como el proceso completo de extracción de
información, que se encarga así mismo de la preparación de los datos y de la
interpretación de los resultados obtenidos. Cabe mencionar en este apartado
que algunos autores distinguen dos tipos de minería de datos [24]:
1. Minería de datos predictiva. En otras palabras, predicción de datos,
basándose en técnicas estadísticas. La clasicación y la regresión son
las tareas sobre datos que producen modelos predictivos.
Clasicación. Es la técnica más usada. Se considera que cada re-
gistro de un conjunto de datos pertenece a una determinada clase
o etiqueta discreta, que se indica mediante el valor de un atributo
o clase de la instancia. El objetivo no es otro que predecir una
clase, dados los valores de los atributos. Árboles de decisión [70]
o análisis discriminante [55] son algunos ejemplos.
Regresión o estimación. Es el aprendizaje de una función real que
asigna a cada instancia un valor real de tipo numérico. El objetivo
es inducir un modelo para poder predecir el valor de la clase dados
los valores de los atributos. Las técnicas más conocidas son redes
neuronales [93] y regresión lineal [96].
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2. Minería de datos para el descubrimiento de conocimiento. Tareas que
producen modelos descriptivos. Las más conocidas son el agrupamiento
(clustering), las reglas de asociación secuenciales y el análisis correla-
cional.
Clustering [23]. Consiste en la obtención de grupos, que tienen
elementos similares, a partir de los datos. Estos elementos u obje-
tos similares de un grupo son muy diferentes a los objetos de otro
grupo.
Reglas de asociación [1]. Su objetivo es identicar relaciones no
explícitas entre atributos categóricos o numéricos. Una de las va-
riantes de reglas de asociación es la secuencial, que, como su pro-
pio nombre indica, usa secuencias de datos.
Análisis correlacional [37]. Utilizada para comprobar el grado de
similitud de los valores de dos variables numéricas.
Como se ha comentado anteriormente, las técnicas actuales de minería
de datos y machine learning venían ofreciendo buenos resultados cuando la
cantidad y volumen de datos era limitada. Pero, ¾respondían de igual manera
dichas técnicas cuando la información empezaba a ser considerable?
Gracias a los últimos avances tecnológicos realizados hasta la fecha, alma-
cenar grandes cantidades de información ya no supone ningún inconveniente.
Es más, el precio por el almacenamiento de datos se ha reducido y el acceso a
ordenadores de alto rendimiento se ha hecho más asequible, en gran medida
por la irrupción de la computación en la nube, más conocida por su acepción
inglesa cloud computing (Amazon Web Services [74], Google Cloud Storage
[79] u Open Telekom Cloud [18] son sólo algunos ejemplos). De hecho se
estima que el 90% de los datos actualmente registrados han sido generados
sólo en la última década. La EMC Digital Universe study, sociedad encarga-
da de cuanticar y predecir la cantidad de datos producidos anualmente, ha
ido más allá y en 2014 estableció que para el año 2020 se alcanzarían los 44
zettabytes (4,4 × 109 terabytes) de datos almacenados, lo que suponía diez
veces más que la cantidad existente hasta ese momento [80]. La gestión de
tal cantidad de datos y el análisis de los mismos dio pie a lo que hoy en día
denominamos Big Data [51]. Una denición para el término Big Data podría
ser el dado en [53]: represents the information assets characterized by such a
high volume, velocity and variety to require specic technology and analytical
methods for its transformation into value. Podemos extraer de dicha deni-
ción los términos más importantes, como son volumen, velocidad, variedad
y, la más importante, valor entendiendo este último como información de
interés o conocimiento. Uno de los campos que ha contribuido de manera
notable al crecimiento de dicha cantidad de información, y en denitiva al
Big Data, ha sido el Internet de las Cosas, o en su acepción inglesa Internet
of Things (IoT).
6 Capítulo 1. Introducción
El término IoT fue utilizado por primera vez en [7], y aunque no existe
una denición estándar y exacta del mismo, podemos tomar las siguientes
como las más idóneas:
1. El origen semántico de la expresión está compuesto por dos conceptos:
Internet y Thing. Internet se puede denir como la red mundial de re-
des de ordenadores interconectados, basado en un protocolo estándar
de comunicaciones (TCP/IP). Thing se puede denir como un objeto
no identicable de forma precisa. De este modo, semánticamente IoT se
puede denir como una red mundial de objetos interconectados, con di-
recciones únicas y basado en un protocolo estándar de comunicaciones
[10].
2. IoT permite a las personas y a los objetos estar conectados a todas ho-
ras, en cualquier lugar, mediante cualquier dispositivo y con cualquier
persona usando para ello cualquier ruta o red y cualquier servicio [35].
Figura 1.1: Denición más consensuada para IoT.
En pocas palabras, cualquier dispositivo puede convertirse en un sensor
IoT que recopile medidas y datos y las transmita a internet sin que medie
interacción humana. Gobiernos y toda clase de empresas han tomado como
punto de partida el IoT para sensorizar y recopilar la mayor cantidad de
datos posible de todo tipo de infraestructuras y, en general, de ciudades
enteras, dando lugar a lo que conocemos como Smart Cities. La recopilación
de información en una Smart City tiene como principales objetivo optimizar
la eciencia en las operaciones y servicios y conectar con los ciudadanos [65].
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De esta forma, el análisis de la información emitida por un sólo dispositivo
midiendo un par de parámetros periódicamente se puede realizar mediante
técnicas estadísticas clásicas [91] o de machine learning. Pero el número de
dispositivos IoT en una Smart City es considerable, y más aún la cantidad
de datos recopilados por todos ellos.
Debido a todo lo anteriormente expuesto, a medida que el tamaño de los
datos almacenados ha ido aumentando, la eciencia y ecacia de dichas téc-
nicas de machine learning han ido descendiendo. El estudio y realización de
este trabajo de investigación que se expone ha intentado abordar la revisión
de estas técnicas para adaptarlas al ámbito de Big Data, en el contexto de
Smart Cities, ofreciendo resultados prometedores al respecto.
Pero, ¾y si además de extraer valor o conocimiento de los datos pudiéra-
mos también aprovecharlos y dar un paso más, e intentar adelantar eventos
futuros? Aquí se encuentra otra de las obsesiones de cualquier persona, el
conocimiento del futuro. Anticipar acontecimientos y actuar en consecuencia
ha sido el objetivo de muchos cientícos a lo largo de toda la historia. El
ser humano siempre ha querido conocer el futuro. Sobre todo para actuar
en base a ello y antes de que los hechos así se dieran. En el contexto de
Smart Cities, predecir los atascos de tráco [6], el consumo eléctrico [63] o
la polución en la grandes ciudades [95] puede ayudar a mejorar la vida en
dichas poblaciones además de ahorrar grandes cantidades de dinero.
En conclusión, este trabajo de investigación ha tenido como objetivo
adaptar un algoritmo de clasicación de machine learning, el algoritmo de
vecinos cercanos, al contexto de Big Data y además mejorarlo para usarlo en
problemas de predicción, implementándolo en dos modalidades: una versión
univariante y otra versión multivariante, para aplicarlo a datos energéticos
reales producidos en una Smart City.
1.2. Objetivos de esta tesis
El objetivo fundamental que persigue esta tesis doctoral es la predicción
de series temporales en un entorno Big Data y su aplicación en el contexto de
Smart Cities. Para ello, se ha desarrollado un algoritmo de predicción, basado
en el algoritmo de vecinos cercanos (kNN), tanto en su versión univariante
como en su versión multivariante, que pueda aplicarse a cualquier conjunto
de datos temporales de tales dimensiones que pueda ser considerado Big
Data. Este objetivo se puede dividir en los subobjetivos que se enumeran a
continuación:
1. Desarrollo de algoritmo kNN para Big Data: el algoritmo kNN es muy
costoso computacionalmente ya que calcula todas las distancias exis-
tentes entre las instancias que forman el conjunto de datos. Si n es el
número total de instancias, se calculan n(n− 1)/2 distancias (propor-
cional a n2). Por tanto, en conjuntos de datos masivos en un entorno
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Big Data, es necesario desarrollar el algoritmo kNN para su ejecución
en una plataforma de computación distribuida. De esta forma, el pri-
mer subobjetivo ha sido la implementación del algoritmo kNN para
poder ser usado en un contexto Big Data. En concreto, se ha usado la
plataforma Apache Spark para realizar dicha implementación.
2. Diseño y desarrollo de algoritmo de predicción univariante basado en
kNN: una vez implementado el algoritmo kNN para Big Data, se ha
pretendido desarrollar una técnica de predicción, basada en dicho algo-
ritmo, especialmente diseñada para series temporales de gran tamaño,
en las que las técnicas de predicción existentes en la literatura no pue-
den ser aplicadas.
3. Diseño y desarrollo de algoritmo de predicción multivariante basado en
kNN: habiendo implementado el algoritmo de predicción univariante,
se ha desarrollado a su vez su versión multivariante para procesar más
de una serie temporal al mismo tiempo, analizar su relación, predecir
todas ellas e intentar mejorar los posibles resultados que se obtuvieran
con el algoritmo univariante.
4. Resultados experimentales: aunque, como se comenta anteriormente,
se persigue que la técnica de predicción pueda ser aplicada a cualquier
conjunto de datos temporales de grandes dimensiones, se ha hecho es-
pecial hincapié en su validación sobre problemas reales en el contexto
de Smart Cities. Para ello, los conjuntos de datos usados por el algorit-
mo desarrollado han sido el consumo eléctrico medido cada 15 minutos
durante 3 años en varios edicios de la Universidad Pablo de Olavide,
el consumo eléctrico en España medido cada 10 minutos durante 9 años
y el precio de la electricidad medido cada hora durante los mismos 9
años.
1.3. Principales contribuciones de la tesis doctoral
En esta sección se detallan las principales contribuciones alcanzadas du-
rante la tesis doctoral y en qué artículos pueden encontrarse.
[83] R. L. Talavera-Llames, R. Pérez-Chacón, M. Martínez-Ballesteros, A.
Troncoso, and F. Martínez-Álvarez. A nearest neighbours-based algorithm
for big time series data forecasting. In International Conference on Hybrid
Articial Intelligence Systems, páginas 174-185, 2016.
En este trabajo de investigación se presentó un algoritmo de predicción
para Big Data basado en vecinos cercanos. El algoritmo se desarrolló en
el framework de Apache Spark implementándose en el lenguaje Scala. El
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algoritmo fue probado sobre un conjunto de datos de consumo eléctrico, re-
cogidos por una red de sensores, en dos edicios de una universidad pública,
obteniéndose resultados prometedores.
[63] R. Pérez-Chacón, R. L. Talavera-Llames, F. Martínez-Álvarez, and A.
Troncoso. Finding electric energy consumption patterns in big time series
data. In Proceedings of the 13th International Conference on Distributed
Computing and Articial Intelligence, páginas 231-238, 2016.
En este trabajo se presenta un algoritmo de clustering desarrollado tam-
bién en Apache Spark. Se trata del algoritmo k-means y su objetivo era
encontrar patrones en series temporales Big Data y, a su vez, predecir sus
valores futuros. Se utilizaron para ello series temporales de consumo eléctrico
en varios edicios de una universidad pública. El algoritmo es comparado, en
tiempos de ejecución, con Weka multiplicando el tamaño de los datos hasta
por 300. Destacar que los resultados de este trabajo preliminar motivaron el
algoritmo de predicción de series temporales publicado en [83].
[81] R. L. Talavera-Llames, R. Pérez-Chacón, A. Troncoso, and F.
Martínez-Álvarez. Big data time series forecasting based on nearest neigh-
bours distributed computing with Spark. Knowledge-Based Systems, volu-
men 161, páginas 12-25, 2018.
En este trabajo de investigación se mejoró el algoritmo basado en vecinos
cercanos para predicción desarrollado en [83], haciendo además que la selec-
ción de parámetros se realizara de forma automática eligiéndose siempre los
que fueran más óptimos. De esta forma, se podían procesar de forma aún más
rápida series temporales de grandes dimensiones debido a la computación dis-
tribuida en la que se basaba. Se realizaron experimentaciones tomando como
datos de entrada la demanda eléctrica medida cada 10 minutos durante más
de 9 años, obteniéndose un error en la predicción de 1.63%, demostrando
la robustez del algoritmo. Además, se compararon los errores en la predic-
ción con los resultados obtenidos con nuevas técnicas en entornos Big Data,
tales como deep learning, árboles de regresión, random forests y Gradient-
Boosted Trees, usando para ello el mismo conjunto de datos, mejorando a
dichas técnicas en un 39.68% de media. Para nalizar, se realizó un estudio
de escalabilidad del algoritmo propuesto, con el objetivo de obtener los pará-
metros óptimos de conguración en un clúster. Los parámetros considerados
fueron el número de cores a utilizar en cada máquina del clúster, el número
de particiones en el que dividir el conjunto de datos de entrada y el número
de nodos en un clúster. Se demostró que 16 esclavos, con 8 cores por máquina
y 72 particiones del conjunto de datos eran los valores óptimos a tomar para
la serie temporal en estudio.
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[28] A. Galicia, R. Talavera-Llames, A. Troncoso, I. Koprinska, and F.
Martínez-Álvarez. Multi-step forecasting for big data time series based on
ensemble learning. Knowledge-Based Systems, volumen 163, páginas 830-
841, 2019.
En este trabajo de investigación se implementó un nuevo método, de-
sarrollado así mismo en Apache Spark, y que combinaba random forests,
árboles de regresión y Gradiented-Boosted Trees para predecir series tem-
porales de gran tamaño. Así, el algoritmo, siguiendo la técnica de mínimos
cuadrados, otorgaba un determinado peso a cada método según la precisión
en su predicción. La manera de actualizar los pesos, ya sea dinámica o es-
táticamente, es analizado en el estudio. Utilizando dos series temporales de
electricidad, se analiza la precisión en la predicción del algoritmo compa-
rándolo con los métodos por sí solos y con redes neuronales, PSF y deep
learning, mejorándolos a todos. Destacar que en este estudio se desarrolla-
ron los algoritmos que formaron parte del bechmark de comparación para
validar el algoritmo de predicción univariante desarrollado en [81].
[82] R. L. Talavera-Llames, R. Pérez-Chacón, A. Troncoso, and F.
Martínez-Álvarez. MV-kWNN: A novel multivariate and multi-output
weighted nearest neighbours algorithm for big data time series forecasting.
Neurocomputing, in press, 2018.
En este trabajo de investigación se propuso un nuevo algoritmo de pre-
dicción, basado también en vecinos cercanos, para que tuviera en cuenta
más de una variable y fuera capaz de predecir todas ellas. El algoritmo tam-
bién fue desarrollado en el framework Apache Spark para, así, poder llevar
a cabo predicciones con horizontes de predicción arbitrarios sobre datos de
gran tamaño. Se utilizaron para las experimentaciones datos de los merca-
dos eléctricos en España, concretamente la demanda eléctrica medida cada
10 minutos y los precios de la electricidad medidos cada hora durante más de
9 años. Los resultados obtenidos demostraron que conjuntos de datos de mi-
llones de registros podían ser procesados de forma eciente por el algoritmo.
La relación lineal entre el tamaño del conjunto de datos y los tiempos de eje-
cución obtenidos conrmaron la idoneidad del método dado la escalabilidad
que éste tenía al procesar series temporales Big Data. Se generaron conjuntos
de datos sintéticos para analizar empíricamente la funcionalidad del algorit-
mo, descubriendo el umbral mínimo de correlación que una variable exógena
debía cumplir respecto a una variable objetivo para mejorar los resultados
de una predicción. Además, se compararon los resultados obtenidos por el
algoritmo propuesto con versiones multivariantes de random forests, redes
neuronales y de modelos clásicos de Box y Jenkins tales como modelos auto-
rregresivos (ARX), modelos autorregresivos de medias móviles (ARMAX) y
modelos autorregresivos integrados de media móvil (ARIMAX). Se conrmó
que el algoritmo propuesto mejoraba a todos ellos, en términos de precisión
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en la predicción y demostrándose que los métodos actuales multivariantes no
eran capaces de procesar grandes tamaños de información, como sí hacia el
método propuesto. Finalmente, se realizaron diversos tests estadísticos para
probar la validez del método sobre el resto de los algoritmos considerados.
1.4. Estructura de la memoria de la tesis doctoral
En está sección se detalla la estructura que sigue esta tesis doctoral y las
partes que la componen.
La Parte I se divide en 5 capítulos:
• El Capítulo 1 introduce el problema abordado por la tesis, los
objetivos que se perseguían con la realización de la misma, así
como las principales contribuciones aportadas, nalizando con la
descripción de la memoria de la tesis en sí.
• El Capítulo 2 plantea y detalla el marco teórico en el que se en-
cuadra el trabajo de esta tesis doctoral. En una primera sección
se desarrolla el concepto de serie temporal, analizando sus posi-
bles componentes y comportamientos, se plantea en qué consiste
un problema de predicción de una serie temporal y los métodos
existentes hasta el momento, continuando analizando las series
temporales multivariantes para terminar comentando las técnicas
actuales para predecir este tipo de series. En una segunda sección
se detalla el problema que supone predecir series temporales Big
Data junto con los trabajos publicados al respecto y se describen
los nuevos frameworks de procesamiento de Big Data aparecidos
hasta la fecha.
• El Capítulo 3 pormenoriza los detalles metodológicos y de im-
plementación de los algoritmos propuestos en esta tesis doctoral.
Se comienza comentando las etapas de desarrollo de un algorit-
mo de predicción de series temporales Big Data en el framework
Apache Spark. A continuación se describen las adaptaciones y
mejoras introducidas al algoritmo para ofrecer mejores resultados
y se naliza detallando la implementación llevada a cabo para
desarrollar un algoritmo de predicción multivariante.
• El Capítulo 4 plantea la discusión conjunta de los resultados ob-
tenidos en esta investigación tras aplicar los algoritmos a diferen-
tes conjuntos de datos. En una primera sección se comentan las
principales conclusiones obtenidas tras utilizar el algoritmo univa-
riante sobre el consumo energético en edicios de una universidad
pública. En una segunda sección de detallan los resultados obte-
nidos después de aplicar los algoritmos, tanto el univariante como
el multivariante, sobre la demanda de energía eléctrica en España.
12 Capítulo 1. Introducción
• El Capítulo 5 recoge las principales conclusiones extraídas tras
realizar este trabajo de investigación, las cuales llevan además a
considerar posibles alternativas como trabajos futuros a desarro-
llar.
La Parte II recoge los trabajos de investigación publicados durante la
realización de esta tesis doctoral, tanto los que se consideran para el
compendio de artículos como aquellos en los que también se ha traba-
jado y han servido de apoyo al estudio de investigación expuesto.
Capítulo 2
Marco teórico
La mejor forma de predecir el futuro es
implementarlo.
David Heinemeier Hansson (creador de
Ruby on Rails).
Resumen: En este capítulo se detalla el marco teórico en el que se en-
cuadra el conjunto de publicaciones. En una primera parte se analizan
las series temporales, centrándose en la denición de serie temporal
como tal junto con sus componentes y comportamiento. También se
pormenoriza en qué consiste predecir series temporales y los métodos
utilizados hasta el momento, pasando a analizar las series temporales
multivariantes así como los procedimientos empleados para predecir-
las. En una segunda parte se estudia la predicción de series temporales
Big Data y algunos trabajos importantes publicados hasta el momento
junto con el análisis de los nuevos frameworks de procesamiento que
han permitido tratar tal tamaño de datos.
2.1. Series temporales
2.1.1. ¾Qué es una serie temporal?
Cualquier valor medido a lo largo del tiempo durante un periodo deter-
minado podría considerarse una serie temporal. Aunque una descripción más
exacta podría denir una serie temporal como las medidas de una variable
indexadas cronológicamente o bien como una secuencia de datos tomados
en distintos instantes de tiempo. De esta forma, podemos encontrar series
temporales en cualquier ámbito de la vida cotidiana.
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Algunos ejemplos podrían ser:
En meteorología: evolución de las temperaturas mínimas o precipita-
ciones diarias.
En economía: índice del precio del petróleo o cambios en el precio del
alquiler.
En medio ambiente: frecuencia de terremotos o evolución de las emi-
siones de CO2.
En demografía: tasa de nacimientos o crecimiento/decrecimiento del
número de habitantes.
En medicina: latidos del corazón por minuto o evolución temporal de
un virus tras la aplicación de un nuevo fármaco.
En agricultura: producción anual de cultivos o producción de ganado.
La lista de áreas en las que se estudia las series temporales es ciertamente
elevada. El objetivo de analizarlas es, por un lado, entender o modelar el
mecanismo que da lugar a una serie observada y por otro predecir los futuros
valores de la serie basándose en el pasado de dicha serie o en otras series o
factores relacionados.
Pero no todas las series temporales se comportan de igual forma en el
tiempo, lo que lleva a poder clasicarlas de la siguiente forma:
Estacionarias: se denen como series temporales cuya media y variabili-
dad permanece constante en el tiempo, es decir, series que se comportan
con cierta estabilidad. Las medidas en este tipo de series no presentan
aumentos o disminuciones muy pronunciadas, uctuando sus valores en
torno a la media y manteniéndose la variabilidad de su valores cons-
tante.
No estacionarias: se denen como series temporales cuya media y/o
variabilidad no permanecen constantes sino que van oscilando con el
tiempo. De esta forma, estas series suelen mostrar una tendencia a
decrecer o crecer a lo largo del tiempo cuando se producen cambios en
la media. Así mismo, pueden detectarse comportamiento similares en
los valores de la serie en momentos periódicos de tiempo, reejando
efectos estacionales.
De este modo, una serie temporal estacionaria será más fácil de predecir
que una no estacionaria, ya que ésta última requerirá de un mayor cono-
cimiento y análisis para estimar valores futuros. Es por ello que resulta de
vital importancia conocer y estudiar los componentes de una serie temporal.
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Estos son:
Tendencia: dene a largo plazo un posible cambio en la serie, bien
porque se produce una variación en torno al nivel medio o bien porque
se produce una variación de la media a largo plazo. La tendencia se
suele manifestar en una serie como un movimiento o comportamiento
suave a largo plazo.
Estacionalidad: se corresponde con ciertos movimientos periódicos de
oscilación de los valores durante el tiempo que comprende la serie. Son
fáciles de interpretar y analizar.
Irregular o componente aleatoria: se corresponde con el resto de valores,
que pueden considerarse aleatorios, con un comportamiento variable.
Así, una serie temporal se puede describir en función de los componentes
anteriores:
V (t) = f(T (t), E(t), A(t)) (2.1)
siendo V(t) la serie temporal, T(t) la tendencia de la serie, E(t) su estacio-
nalidad y A(t) la componente aleatoria.
Existen varias maneras de representar la Ecuación (2.1). La forma exac-
ta dependerá del método de descomposición utilizado. La aproximación más
común suele ser la suma de los componentes, es decir, que simplemente la
agregación de la tendencia, la estacionalidad y la componente aleatoria da-
rían como resultado la serie observada, presentándose de la siguiente forma:
V (t) = T (t) + E(t) +A(t) (2.2)
Otra forma comúnmente aceptada es la descomposición multiplicativa,
siendo la forma:
V (t) = T (t)× E(t)×A(t) (2.3)
donde la tendencia, la estacionalidad y la componente aleatoria se multipli-
can entre ellas para dar la serie temporal observada.
Un modelo aditivo se caracteriza porque los efectos de sus componentes
individuales son tanto agregados como diferenciados de forma conjunta para
que así los datos sean modelados, por lo que resulta apropiado si la magni-
tud de las uctuaciones de la estacionalidad no varía con el nivel de la serie.
Sin embargo, si dichas uctuaciones se incrementan o decrementan propor-
cionalmente con incrementos o decrementos de la serie, entonces un modelo
multiplicativo sería el más adecuado. Aunque también se puede utilizar una
transformación, en lugar de escoger entre una descomposición aditiva o mul-
tiplicativa. Muy frecuentemente la serie transformada se puede modelar de
forma aditiva aunque los datos no lo sean.
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Los logaritmos, por ejemplo, transforman una relación multiplicativa en
una relación aditiva ya que:
V (t) = T (t)× E(t)×A(t)
log V (t) = log T (t) + logE(t) + logA(t)
(2.4)
De esta forma se puede ajustar una relación multiplicativa llevando a
cabo una transformación a una relación aditiva de los logaritmos de los datos.
Existen además otras transformaciones que permiten una descomposición
que se podrían situar entre las formas aditivas y las multiplicativas. Un
ejemplo de éstas sería la descomposición pseudo-aditiva que se representa
como:
V (t) = T (t)(E(t) +A(t)− 1) (2.5)
Resulta un tipo de descomposición de gran utilidad en series temporales
donde existe un mes cuyos valores son más altos o más bajos que el resto de
meses. Podría ser el caso de grandes bajadas en series temporales eléctricas
en algunos países de Europa, donde las empresas cierran por vacaciones.
Es importante tener en cuenta todos estos modelos de descomposición de
una serie temporal, ya que permiten establecer un modelo matemático de la
serie que ayudará a entender mejor la misma y, por ende, ayudará a predecir
mejores valores.
Si nos centramos en el análisis de la componente de la tendencia, se
podría nombrar a la serie temporal por Zt, dependiendo sólo del índice t,
que se corresponde con el periodo de tiempo principal, ya que el objetivo no
es otro que aislar el movimiento a largo plazo de la serie. Para ello existen
diferentes métodos que se pueden utilizar [64]:
Método de ajuste analítico. Se realiza un ajuste por regresión de los
valores de la serie a una función del tiempo que sea sencilla y a su vez
que recoja de forma satisfactoria la marcha general del proceso repre-
sentado por la serie temporal. Pueden realizarse ajustes a tendencias
de diversos tipos aunque las más comunes son:
• Tendencia lineal. Consiste en una línea recta que se ajusta correc-
tamente a los datos. Indica que algo aumenta o disminuye a un
ritmo constante, siguiendo la fórmula:
Zt = a+ bt (2.6)
• Tendencia logarítmica. Es una línea curva cuando el índice de
cambios de los datos aumenta o disminuye rápidamente y, des-
pués, se estabiliza. Puede utilizar valores positivos o negativos, y
sigue la fórmula:
Zt = log(a+ bt) (2.7)
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• Tendencia polinómica. Consiste en una línea curva que se utili-
za cuando los datos uctúan según la ecuación de un polinomio.
El orden del polinomio se determina mediante el número de uc-
tuaciones de los datos o en función del número de máximos y
mínimos que aparecen en la curva. Así, una tendencia polinómica
de orden 2 podrá tener un máximo o un mínimo, una de orden 3
tendrá uno o dos máximos o mínimos, mientras que una de orden
4 tendrá más de tres. Suele utilizarse para analizar las pérdidas y
ganancias de un conjunto de datos grande. Sigue la fórmula:
Zt = a+ bt+ ct
2 + ...+ ctn (2.8)
• Tendencia potencial. Se trata de una línea curva que se utiliza con
conjuntos de datos que comparan medidas que aumentan a un rit-
mo concreto. No es posible crear una línea de tendencia potencial




• Tendencia exponencial. Es una línea curva que resulta de gran
utilidad cuando los valores de los datos aumentan o disminuyen
a intervalos cada vez mayores. Como en la tendencia anterior, no
se podrá crear una línea de tendencia exponencial si los datos
contienen valores ceros o negativos. Sigue la fórmula:
Zt = exp(a+ bt) (2.10)
• Tendencia de media móvil. Consiste en una línea que atenúa las
uctuaciones en los datos para mostrar con mayor claridad la
trama o la tendencia, para ello utiliza un número concreto de
observaciones de los datos (se establecen por la opción Período),
hace un promedio de los mismos, y utiliza éste como punto de la
línea.
Método de las medias móviles de orden p. Analiza la tendencia de
una serie temporal a partir del resumen de los datos iniciales mediante
determinadas medias de los mismos. De esta forma, si p es impar, se
forman medias relativas a los instantes (p+1)/2, (p+3)/2, (p+5)/2,
etc. Dará como resultado valores enteros dado que p es impar. Por otro
lado, si p es par, se forman medias relativas a los instantes (p+1)/2,
(p+3)/2, (p+5)/2, etc. Dará como resultado valores no enteros dado
que p es par. Seguidamente, se hallan nuevas medias móviles entre cada
dos medias móviles originales consecutivas, que serán ahora relativas a
los instantes (p+2)/2, (p+4)/2, (p+6)/2, etc. Resultando ya en valores
enteros dado que p es par. Una vez obtenida la serie de medias móviles,
la tendencia será la línea que las une.
18 Capítulo 2. Marco teórico
Método de las diferencias. Consiste en derivar de los datos origina-
les yt un nueva serie zt que será obtenida como la diferencia entre el
valor de la variable en el momento actual y el valor en el momento
inmediatamente anterior, resultando en:
zt = yt − yt−1 = ∇yt (2.11)
Se comprueba entonces si zt oscila alrededor de un mismo valor, con
lo que indicaría que la serie no tendría tendencia. Sin embargo, si zt
crece o decrece a largo plazo habría que seguir calculando una nueva
serie de diferencias wt denida de la siguiente forma:
wt = zt − zt−1 = ∇zt = ∇∇yt = ∇2yt (2.12)
Si nos centramos en la componente estacional [64], el objetivo que subyace
de estudiarla es que en la amplía mayoría de las series temporales provoca
una distorsión de su verdadero movimiento. Para eliminar estas distorsiones
y captar el movimiento real de la serie, se requiere desestacionalizar la misma.
La desestacionalización puede considerarse como una tarea no trivial o
como una tarea trivial. Si la consideramos no trivial podemos destacar los
siguientes estudios o algoritmos:
Census Bureau's X-11 [76]: este programa estima la estacionalidad apli-
cando ltros de medias móviles a una versión modicada de los datos
de entrada de la serie temporal.
Census Bureau's X-12 [25]: similar al anterior pero ofreciendo diversas
mejoras. Entre ellas se pueden incluir ajustes para valores extremos de
la serie o ajustes para efectos vacacionales que también son estimados
por el programa. Los ltros son elegidos de un subconjunto jo de
estos, posiblemente de forma completamente automática, sobre la base
de determinadas relaciones señal/ruido.
Sin embargo, si se considera la desestacionalización como una tarea tri-
vial, se pueden utilizar los siguientes métodos:
Método de desestacionalización de la tendencia: este método comienza
ajustando una recta mediante mínimos cuadrados a las medias anuales
de los datos observados. Después se calcula las medias mensuales en los
diferentes años. Se aísla entonces la componente estacional obteniendo
las medias mensuales corregidas y con ellas se calcula la media global
corregida. Si el esquema es multiplicativo, se calculan a su vez los
índices de variación estacional y se desestacionaliza la serie dividiendo
sus valores por estos índices. Sin embargo, si el esquema es aditivo,
la componente estacional de cada mes resultará de extraer a su media
mensual corregida la media global corregida.
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Método de desestacionalización del índice estacional: dicho método em-
pieza hallando la tendencia mediante el método de las medias móviles
pero tomando solamente un año de período. Centra entonces los valores
obtenidos en los instantes de tiempo originales y elimina la tendencia.
Seguidamente, elimina las variaciones irregulares y sobre los valores
observados en cada período de repetición anual se calculan los índices
de variación estacional. Finalmente se dividen los valores de la serie
original por estos índices obteniéndose la serie desestacionalizada.
Método de desestacionalización de las medias móviles: este método
consiste en obtener la componente extraestacional mediante un ajuste
de la serie original por medias móviles de orden m (período estacional)
para eliminar las variaciones estacionales.
Método de desestacionalización de las diferencias estacionales: dicho
método permite eliminar la mayor parte del efecto estacional de una
serie, y consiste en obtener la serie de diferencias de orden m (período
estacional).
El objetivo de estimar y extraer la tendencia y la estacionalidad (compo-
nentes deterministas) reside en la esperanza de que la componente aleatoria
se pueda denir como un proceso estacionario aleatorio. Los procesos estacio-
narios son más fáciles de analizar y predecir ya que son procesos estocásticos
cuyos medias y varianzas no dependen del tiempo. De hecho, se podría usar la
teoría de tales procesos para encontrar un modelo probabilístico satisfactorio
de la componente irregular y, así, analizar sus propiedades y en conjunción
con la tendencia y la estacionalidad, usarlos para predecir o controlar la serie
temporal.
Otra aproximación alternativa a la anterior sería la desarrollada por Box
y Jenkins [11]. Estos investigadores jaron diversas fases para su modelado
como a continuación se detalla:
1. Recogida de datos de la serie: se recomienda disponer de 50 o más
datos. Para el caso de series mensuales, se recomienda trabajar con
entre seis y diez años completos de información.
2. Representación gráca de la serie: se realiza como primer paso del
proceso de identicación, para así decidir sobre la estacionariedad de
la serie.
3. Transformación previa de la serie: dentro del proceso de identicación,
la transformación logarítmica será necesaria en caso de serie no esta-
cionaria en varianza. Es una transformación muy frecuente incluso en
series con dispersión relativamente constante en el tiempo.
4. Eliminación de la tendencia: habiendo indicado la representación de la
serie la existencia o no de tendencia, ésta deberá ser corregida. Una
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tendencia lineal se corregirá tomando primeras diferencias, que será el
caso más frecuente (d=1). Una tendencia no lineal suele llevar en la
práctica al uso de dos diferencias como mucho (d=2). Una vez estacio-
narizada la serie, se habrá identicado el parámetro d.
5. Identicación efectiva del modelo: en este paso se ha de determinar el
tipo de modelo más adecuado para la serie objeto de estudio, esto es,
el orden de los procesos autorregresivos p y de medias móviles q de
las componentes regular y estacionaria. Técnicamente esta decisión se
tomará en base a las funciones de autocorrelación y autocorrelación
parcial.
6. Estimación de los coecientes del modelo: una vez el modelo ha sido
elegido, se procede a la estimación de sus parámetros. Al tratarse de un
procedimiento iterativo de cálculo, pueden sugerirse valores iniciales.
7. Contraste de validez del modelo o validación: se utilizan diversos proce-
dimientos para valorar el modelo o modelos inicialmente seleccionados,
como pudieran ser el contraste de signicación de parámetros o las co-
varianzas entre estimadores.
8. Análisis detallado de los errores: para una valoración nal del modelo
se realiza una diferencia histórica entre valores reales y estimados por
el modelo. De esta forma se comprobará si existe un comportamiento
no sistemático de los mismos y se analizará la posible existencia de
errores especialmente signicativos.
9. Selección del modelo: dependiendo de los resultados obtenidos en los
pasos anteriores, se decidirá el modelo más adecuado.
10. Predicción: el modelo seleccionado se usará como fórmula inicial de
predicción.
En estos modelos, el término de error es el resultado residual no explicado
por el modelo. La suposición de los modelos econométricos es que la varianza
de este término será uniforme. Esto es conocido como homocedasticidad. Sin
embargo, en algunas circunstancias, esta variación no es uniforme, lo que se
denomina como heterocedasticidad. Surgieron entonces nuevos modelos que
se utilizaban para analizar estos efectos que no cubrían los modelos econo-
métricos. El modelo autorregresivo con heterocedasticidad o ARCH [21] es
uno de ellos. En estos modelos, la varianza de los términos de error no es sólo
no uniforme sino que también está afectada por las varianzas que la prece-
den. Se comprueba entonces que la varianza del error en una serie temporal
sigue un modelo autoregresivo (AR). Si la varianza del error sigue un modelo
autoregresivo de medias móviles (ARMA), el modelo ARCH se dice que es
es generalizado (GARCH). El problema de la heterocedasticidad hace que
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los intervalos de conanza sean muy reducidos, ofreciendo de esta forma una
mayor sensación de precisión que la que garantiza el modelo econométrico.
Los modelos ARCH intentan modelar la varianza de estos términos de error,
y, en el proceso, corregir los problemas resultantes de la heterocedasticidad.
El objetivo nal que persiguen estos modelos es proporcionar una medida de
volatilidad que pueda utilizarse en la toma de decisiones nancieras.
Sin embargo, después de haber comentado todos los métodos anteriores,
es necesario resaltar que la mejor forma de analizar el comportamiento de
una serie temporal sigue siendo gracar sus datos. De esta forma, si existieran
aparente discontinuidades en la serie, como pudieran ser cambios repentinos
de nivel, sería recomendable particionar la serie en segmentos homogéneos
para analizarla. Si hubiera valores aislados, deberían ser estudiados cuida-
dosamente para comprobar si existe alguna justicación para descartarlos,
como, por ejemplo, si un valor ha sido registrado por error. Examinando el
gráco además se podría comprobar si las uctuaciones de los componentes
estacionales e irregulares se incrementan con el nivel de la serie, entonces
debería llevarse a cabo una primera transformación de los datos para ha-
cer que estos sean compatibles con el modelo. En la Figura 2.1 extraída de
[15] se muestra el número de pasajeros de una compañía aérea por meses,
desde enero de 1949 hasta diciembre de 1960. La Figura 2.1(a) muestra los
valores originales, mientras que la Figura 2.1(b) se muestran los valores ob-
tenidos después de aplicar una transformación logarítmica, como se explicó
anteriormente.
(a) Gráca con los valores originales. (b) Gráca después de aplicar una transfor-
mación logarítmica.
Figura 2.1: Número de pasajeros de una compañía aérea (1949 - 1960).
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2.1.2. Predicción de series temporales
Una vez que una serie temporal se analiza, y lo que es más importante,
conocido su comportamiento a través del modelo extraído, se puede llevar a
cabo una predicción sobre la misma. Predecir no es más que un intento de
conocer el futuro y por tanto, anticiparse a él. En general, los métodos de
predicción se pueden dividir en dos bloques: métodos cualitativos y métodos
cuantitativos.
Los métodos cualitativos se usan en casos en los que el pasado no aporta
información relacionada con el proceso que se está considerando. Un ejemplo
puede darse en la acogida que tendrá un nuevo producto, expresado en pre-
visión de ventas, a su salida al mercado. Suele ser bastante común su uso en
contextos políticos o sociológicos. En este tipo de predicciones, los métodos
estadísticos adquieren un papel secundario. Lo importante es contar con un
grupo de personas especializada en la materia, con un conocimiento amplio
del proceso a estudiar y predecir.
En los métodos cuantitativos, sin embargo, se parte de la idea de que se
posee almacenada información sobre el pasado del proceso a estudiar. Este
tipo de información aparece en forma de series temporales. La estadística
cobra aquí un papel fundamental, ya que gracias a ésta se podrá extraer
la información contenida en los datos, como se ha explicado anteriormente
en el análisis de la serie temporal y sus componentes. A su vez, dentro de
los métodos cuantitativos, podemos encontrar dos clases de predicciones:
condicionales e incondicionales. Las predicciones condicionales se llevan a
cabo mediante modelos causales, esto es, se predicen variables condicionadas
por otra variable. Se hablará más adelante de este tipo de predicciones ya
que también han sido objeto de esta tesis.
Por otro lado, las predicciones incondicionales se realizan mediante méto-
dos autoprotectivos, en los cuales el modelo de predicción sólo incluye valores
actuales, pasados y futuros de la propia serie en estudio. A su vez, dichos
métodos pueden estar basados en dos enfoques, el determinista o clásico, y
el estocástico o moderno. El enfoque determinista es más adecuado cuando
se dispone de un número limitado de observaciones mientras que el enfoque
estocástico es más adecuado cuando las series son de mayor tamaño. Dado
el gran tamaño de las series temporales que se tratan en esta tesis doctoral,
nos centraremos en este último enfoque.
El enfoque estocástico está basado precisamente en la metodología de
Box y Jenkins, que consiste en aplicar operadores diferenciales repetidamen-
te a los datos hasta que los valores se asemejen a un proceso estacionario
[64]. Podría entonces usarse, de nuevo, la teoría de los procesos estacionarios
para modelar, analizar y predecir la serie transformada, y en consecuencia,
también la serie original.
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Los modelos más conocidos de la metodología de Box y Jenkins son:
AR(p): sus siglas se reeren a modelos autorregresivos de orden p.
Describen una clase particular de proceso en el que las observaciones
en un momento dado t son predecibles a partir de las p observaciones
previas del proceso más un término de error. Toma la forma:
Xt = φ1Xt−1 + φ2Xt−2 + ...+ φpXt−p + εt (2.13)
MA(q): sus siglas se reeren a modelos de medias móviles de orden q.
En este modelo el valor actual puede predecirse a partir de la compo-
nente aleatoria de este momento y en menor medida, de los impulsos
aleatorios anteriores. O en otras palabras, las observaciones en un mo-
mento dado t son determinadas a partir del valor del error en el instante
t y una combinación lineal de los errores pasados. Toma la forma:
Xt = εt + θ1εt−1 + θ2εt−2 + ...+ θqεt−q (2.14)
ARMA(p,q): sus siglas se reeren a modelos autorregresivos de medias
móviles y es una extensión de los modelos AR(p) y MA(q), ya que
incluyen tanto términos autorregresivos como de medias móviles. De
esta forma, un proceso ARMA será estacionario si lo es su componen-
te autorregresiva y será invertible si lo es su componente de medias
móviles.
ARIMA(p,d,q): sus siglas se reeren a modelos autorregresivos inte-
grados de medias móviles de orden p, d, q. De esta forma este modelo
permite describir una serie de observaciones después de que hayan sido
diferenciadas d veces, con el n de extraer las posibles fuentes de no
estacionariedad, resultando en un proceso del tipo ARMA(p,q).
Con la aparición del machine learning, también surgieron nuevas técni-
cas para la predicción de series temporales, ejemplicadas en los algoritmos
de redes neuronales articiales [54], ya que estos algoritmos permitían ex-
plorar un mayor número de potenciales modelos además de proporcionar un
método de predicción no lineal. Con la evolución de la inteligencia articial
de métodos basados en reglas a métodos basados en datos, el campo estaba
ya preparado para aplicarse a las series temporales. Además, esto permitió
que las series fueran almacenadas con órdenes de magnitud hasta entonces
impensables, ya que las propias técnicas de machine learning requerían de
conjuntos de datos más grandes.
Las redes neuronales, en concreto, se usan normalmente para el recono-
cimiento de patrones, donde un conjunto de características (como pudiera
ser una imagen) son introducidas a la red, realizándose entonces la tarea de
asignar dichas características de entrada a una o más clases.
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Otro uso que suele darse a las redes neuronales es para regresión no lineal,
donde la tarea principal consiste en encontrar una interpolación suave entre
los puntos. En ambos casos, toda la información relevante se presenta de
forma simultánea. Por contra, la predicción de series temporales requiere el
procesamiento de patrones que evolucionan con el tiempo, ya que, como se ha
explicado anteriormente, el valor adecuado a un punto en concreto de tiempo
depende, no sólo del valor actual de la variable observada, sino también de
su pasado.
El uso de redes neuronales además incluía una nueva terminología, dife-
rente de la que se venía usando en otros métodos. Así, en lugar de hablar
de modelo, se tiene una red. En lugar de parámetros, las redes tienen
pesos, y en lugar de estimación de parámetros se tiene entrenamiento de
la red. De esta forma, una red neuronal puede considerarse como una red de
unidades, tipo neuronas, organizadas en capas. La capa más baja contiene
un conjunto de unidades de entradas y la capa superior contiene un conjunto
de unidades de salida. Dichas unidades en cada capa están conectadas con
las de una capa superior.
De esta forma, en una red neuronal son varias las especicaciones que
deben llevarse a cabo antes de ejecutarla:
Su arquitectura de interconexión: se reere al número de capas y neu-
ronas en la red y en la forma de conectarlas.
Su función de activación: relaciona el valor de la salida de un nodo con
la entrada a otro nodo.
Su función de coste: evalúa la salida de la red (como la función de
errores cuadrados).
Su algoritmo de entrenamiento: dicho algoritmo cambia los paráme-
tros de interconexión o pesos para minimizar la función de coste. El
algoritmo de backpropagation es uno de los más utilizados [41].
La predicción de series temporales siempre ha sido un campo atractivo
para utilizar redes neuronales desde casi el comienzo de las mismas. Ya en
1964, en [42] se utilizaron redes lineales adaptativas de Widrow para predecir
el tiempo meteorológico. Tras el desarrollo del algoritmo de backpropagation,
otros estudios [44] entrenaron sus redes no lineales para emular la relación
existente entre el siguiente punto de la serie a predecir y sus predecesores para
una serie temporal generada por ordenador. En [92] los autores abordaron
el problema de buscar redes de complejidad adecuada para predecir series
temporales en casos reales.
La desventaja que presentan las redes neuronales es que no permiten en-
tender fácilmente los datos porque no presenta un modelo de forma explícita.
Lo que proporciona se podría considerar como una aproximación black-box
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de predicción. Sin embargo, las redes neuronales consiguen buenos resulta-
dos donde un método que presente un modelo explícito fallaría. De hecho,
las redes pueden adaptarse a irregularidades y características inusuales de
las series temporales de estudio. Algunas investigaciones han comparado las
técnicas de redes neuronales con métodos de predicción convencionales, co-
mo en [84] y [40], en las que las redes alcanzaron mejores resultados que los
demás métodos con los que se comparan.
Actualmente, otros nuevos algoritmos de machine learning han sido apli-
cados con éxito a la predicción de series temporales. Es el caso de deep
learning [46] y de random forest (RF) [14] como demuestran los trabajos
realizados en [85] y en [29]. El resultado, tras utilizar dichos algoritmos, ha
sido comparado con los resultados obtenidos por el algoritmo propuesto en
este trabajo de investigación.
2.1.3. Series temporales multivariantes
En análisis univariante toda la atención se enfoca en una única serie tem-
poral. Cuando se consideran varias series temporales juntas o series tempo-
rales múltiples, tendríamos un problema de series temporales multivariante.
Este tipo de problemas o procesos surge cuando se estudian varias series
temporales relacionadas simultáneamente a lo largo del tiempo en lugar de
estudiar una única serie, como sería el caso de los problemas univariantes.
Los procesos de series temporales multivariantes poseen gran interés en un
gran número de campos:
Ingeniería: estudio del comportamiento simultáneamente de la corrien-
te y el voltaje, o de la presión, temperatura y volumen.
Economía: variaciones de los tipos de interés, masa monetaria y tasa
de desempleo.
Empresarial: volumen de ventas, precio y gastos en publicidad.
El objetivo que se persigue analizando este tipo de problemas multiva-
riante no es sólo describir las propiedades de cada serie sino que también
se estudia las relaciones dinámicas entre variables y, a su vez, se mejora las
predicciones que sobre las series temporales se realicen utilizando la informa-
ción adicional que las otras series pueden aportar. El modelo, en este caso,
buscaría recoger las interrelaciones entre las diferentes series. De esta forma
se puede comprobar que en un modelo multivariante cada variable también
depende del comportamiento de otra u otras variables.
Para estos casos, la mayoría de la teoría básica que se aplica a las series
temporales univariantes se puede aplicar de forma natural a series temporales
multivariantes. Uno de los más utilizados es una extensión del modelo AR, el
modelo de vectores autorregresivos (VAR) [78]. Este tipo de modelos no per-
tenece exactamente a la familia de modelos estocásticos de series temporales
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desarrollados por Box y Jenkins. Sin embargo, pueden considerarse como una
generalización al campo multivariante de los modelos AR. En la denición de
este modelo, se planteaba la importancia de las relaciones dinámicas en los
fenómenos económicos y la escasa información que la teoría económica, en
la que habitualmente se basaban los modelos estructurales, aportaba sobre
estas relaciones dinámicas. Se desarrolló entonces un marco alternativo de
elaboración y análisis con modelos econométricos multivariantes dinámicos
que trataba de solventar los problemas que presentaban las aproximaciones
estructurales clásicas. Estos primeros modelos VAR también pueden deno-
minarse modelos VAR sin restricciones (Unrestricted VAR), a partir de los
cuales se han ido planteando distintas variantes metodológicas con mejoras
[64]:
Modelos VAR estructurales (SVAR): para este tipo de modelos se evi-
ta la necesidad de imponer una ordenación a priori, proponiendo una
transformación alternativa basada en incorporar una matriz con res-
tricciones según la propia teoría económica.
Modelos VAR parciales (PVAR): en estos modelos se realizan unas
especicaciones más parsimoniosas y, a su vez, estadísticamente más
correctas, en las que cada ecuación podía contener un número diferente
de parámetros, debido a la sobreparametrización (y a la consiguiente
falta de signicatividad individual de los parámetros del modelo) que
inicialmente no se analiza en los modelos VAR.
Modelos VAR Bayesianos (BVAR): estos modelos incorporan la óptica
bayesiana y su objetivo básico consiste en incluir en la estimación co-
nocimientos previos acerca del comportamiento de los parámetros de
forma que se aminore la sobreparametrización.
Otras implementaciones de la metodología clásica para problemas multi-
variantes de series temporales han incluido las medias móviles, dando lugar
a los modelos VMA y VARMA [89].
Pero al extender los modelos univariantes a los modelos multivariantes
también surgen nuevos problemas. El enfoque del modelo VAR, por ejem-
plo, criticaba la imposición de restricciones de identicación no avaladas
por evidencias empíricas, cuestionando la elección de las variables endógenas
(variables explicadas o dependientes) y exógenas (variables independientes),
enfocándose al análisis de las interacciones dinámicas. Por ello, en este ti-
po de modelos no se impone ninguna restricción, siendo tratadas todas las
variables como endógenas.
Había entonces que considerar otro tipo de problemas de series tempora-
les multivariantes, aquellos en los que se dispone de una variable exógena o
variable independiente y que puede inuir sobre otra variable. Así podemos
encontrar, por ejemplo, la regresión múltiple cuyo objetivo es analizar un
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modelo que pretende explicar el comportamiento de una variable endógena
utilizando la información que proporciona los valores tomados por un con-
junto de variables exógenas. El modelo se puede escribir entonces de la forma
siguiente:
Yt = β0 + β1X1t + β2X2t + ...+ βkXkt + εt (2.15)
Los parámetros β1, β2, ..., βt denotan la magnitud del efecto que las variables
exógenasX1t,X2t, ...,Xkt tienen sobre la variable endógena Yt. El parámetro
β0 representa el término constante o independiente del modelo mientras que
εt representa el término de error de dicho modelo.
Otras técnicas que también consideraban la inuencia de variables exóge-
nas en el modelado de series temporales multivariante son los modelos de
vectores autoregresivos, que en la literatura se mencionan como VARX [89],
utilizándose la X para referirse a las variables exógenas. La forma general de
un modelo VARX sería la siguiente:






βiXt−j + at (2.16)
donde Vt sería una serie temporal de k dimensiones, Xt una serie de m
dimensiones de variables exógenas, at una secuencia de vectores aleatorios
independientes e idénticamente distribuidos, φi la matriz de coecientes ha-
bituales VAR y βi la matriz de coecientes k ×m.
2.1.4. Predicción de series temporales multivariante
Antes de intentar predecir los posibles valores futuros de una variable es
necesario elegir el modelo adecuado que dena el comportamiento de dicha
variable. En un problema de predicción de series temporales multivariante,
en la explicación de la variable o variables objeto de estudio intervienen
factores externos, de ahí que también se le denomine análisis causal [90].
El término causalidad pudiera parecer demasiado fuerte dadas las posibles
connotaciones que se le puede otorgar para describir la forma en que variables
externas o exógenas inciden en la explicación de una variable. Sin embargo,
ha adquirido gran importancia especialmente en el análisis estadístico de
variables relacionadas temporalmente. La frontera entre los modelos ARIMA
univariantes y los multivariantes fueron propuestos por Box y Tiao [13].
Mediante esta técnica se puede analizar la inuencia de factores externos
sobre la dinámica de una serie temporal. Siendo más especícos, dentro del
campo de de los modelos causales, un primer tipo de modelos serían los
modelos de transferencia, también presentes en los trabajos de Box y Jenkins
[11]. Estos modelos conservan en gran medida la losofía de modelización
ARIMA y permiten analizar la relación dinámica existente entre dos series.
Algunos de los modelos causales más utilizados provienen de modelos de
regresión dinámicos como los de Koyck [43] o los de Almon [4]. Dichos mode-
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los de regresión dinámicos son modelos de regresión que intentan hacer frente
a los problemas especícos que se plantean al trabajar con series temporales.
Otros modelos causales que se pueden considerar para predicción son los
modelos de cointegración y los modelos VAR anteriormente mencionados.
Los primeros surgen ante los problemas de regresiones espurias con series
temporales señalados por Granger y Newbold [34], siendo algunos ejemplos
los trabajos [33] y [22]. La idea de equilibrio subyace a estos modelos. En
cambio, los modelos VAR, son de naturaleza multiecuacional y nacieron como
alternativa a los modelos multiecuacionales clásicos, que dependían de la
imposición de restricciones carentes a menudo de justicación adecuada. Es
por ello que, para este tipo de modelos, se consideren tanto el pasado de la
propia variable a predecir como el resto de variables que pueden incidir sobre
la primera. Así, un modelo de predicción VAR(p) se puede denir de forma
muy parecida a un modelo AR(p), poniendo como ejemplo que contáramos
con dos series temporales, X la cual queremos predecir e Y que tiene cierta
inuencia sobre la primera:
Xt = φ1Xt−1 + ...+ φpXt−p + δ1Yt−1 + ...+ δpYt−p + εt (2.17)
Los métodos clásicos de predicción AR, ARMA y ARIMA, mencionados
en la sección anterior, también presentan una modicación para incluir el
análisis con variables exógenas, llamados ARX, ARMAX y ARIMAX [12].
Incluso, algunas implementaciones de estos métodos en determinados soft-
ware, como los que presenta MATLAB, permite la predicción de series tem-
porales multivariantes, no sólo ya de la variable objetivo sino de todas las
implicadas. Dichos métodos han sido utilizados para compararlos con el al-
goritmo propuesto en este trabajo de tesis.
Al igual que sucedía con los problemas de series temporales univariante,
los nuevos algoritmos de machine learning también podían adaptarse y, por
tanto, aplicarse a problemas de series temporales multivariantes. Cabe des-
tacar de nuevo el uso de redes neuronales, como los trabajos [17] y [69] así
lo demuestran. Otro de los algoritmos que también han sido utilizados en
este ámbito son los random forests. Un ejemplo de ello se puede encontrar en
[97]. Tanto para redes neuronales como para random forests existen paque-
tes en R que se han utilizado en esta tesis para comparar resultados con el
algoritmo desarrollado (los paquetes neuralnet [59] y randomForestSRC [60]
respectivamente).
Uno de los objetivos que ha perseguido este trabajo de investigación ha
sido precisamente desarrollar un algoritmo multivariante para no sólo pre-
decir una variable objetivo sino todas al mismo tiempo, pudiendo utilizar
información tanto de la variable objetivo como de las demás variables su-
puestamente relacionadas, esperando obtener predicciones más precisas.
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Es decir, si, como teníamos expresado en la Ecuación (2.15), contamos
con las variables Y , X1, X2, ..., Xk y deseamos predecir sus h próximos va-
lores deberíamos obtener una matriz como la que se muestra a continuación:








Y(t+h−1) X1(t+h−1) X2(t+h−1) . . . Xk(t+h−1)
Y(t+h) X1(t+h) X2(t+h) . . . Xk(t+h)


Es necesario resaltar que, una vez denidos los métodos de predicción
univariantes y los métodos de predicción multivariantes, para el análisis de
unos datos en concreto, puede surgir la duda de qué línea sería la más con-
veniente a seguir. Cuando se dispone de un modelo teórico adecuado, de
información estadística suciente y de una previsión precisa de los factores
externos o variables explicativas es preferible utilizar un modelo multivarian-
te como instrumento para la previsión. Además, como suele ser el caso, la
predicción de una variable no depende sólo de la propia variable de estudio
sino de algunas otras que tengan inuencia sobre ella. Pero en muchas oca-
siones no se dan simultáneamente alguna de las circunstancias mencionadas
anteriormente o no se dispone de más variables que inuyan en la variable
de estudio o, si se dispone de ellas, estas pueden no tener gran inuencia
sobre la variable de estudio, siendo necesario recurrir al análisis de carácter
univariante como el trabajo de esta tesis demuestra.
2.2. Predicción de series temporales Big Data y los
nuevos frameworks de procesamiento Big Data
2.2.1. La predicción de series temporales Big Data
Como se ha comentado en la introducción, almacenar datos ya no supone
un problema debido a los últimos avances tecnológicos. Este hecho ha deri-
vado en que en los últimos años sea tal el volumen de información disponible
que se haya empezado a hablar de Big Data en todos los ámbitos de la vida
diaria. El campo de las series temporales no ha sido ajeno a este crecimiento,
siendo además uno de los que más ha contribuido a dicho aumento. Muchos
investigadores han abordado en sus trabajos el problema de series temporales
Big Data.
En [68] los autores proponen una nueva forma de buscar y minar en
series temporales de alrededor de un trillón de datos (en palabras de los
propios autores). Para ello utilizan DTW (dynamic time warpping) en lugar
de la distancia euclídea en los algoritmos de búsqueda, obteniendo resultados
en tiempos de ejecución bajos. Las pruebas realizadas fueron detección y
clustering de secuencias genéticas.
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En [75] se propone una nueva forma de indexar y minar series de datos
de gran tamaño, cercanos al terabyte, mediante la combinación de búsqueda
exacta y búsqueda aproximada en las subrutinas de algoritmos de minería
de datos.
Si nos centramos en el campo de la predicción de series temporales Big
Data, han sido varios las investigaciones que han abordado el asunto. Uno
de los algoritmos de machine learning que ha sido aplicado con éxito ha sido
deep learning. Así, podemos encontrar en [85], el desarrollo de un algorit-
mo basado en deep learning para predecir los datos de una serie temporal
de electricidad de demanda eléctrica de más de diez años medida cada diez
minutos. Los resultados alcanzaron un error considerablemente bajo y, gra-
cias a la computación distribuida sobre la que se ejecutaba el algoritmo, en
tiempos bastante reducidos. Dicho estudio fue revisado y mejorado en [86]
por los mismos autores, y de nuevo, aplicando deep learning sobre el mismo
conjunto de datos y llevando a cabo un estudio previo y extenso sobre los
parámetros más óptimos a elegir, consiguieron mejorar los resultados de la
predicción. Además, realizaron un estudio de escalabilidad, utilizando dife-
rente número de hilos y multiplicando hasta por 64 el tamaño original de los
datos para analizar los tiempos de computación, comprobando que el algo-
ritmo ofrecía buenos resultados, en lo que a tiempos se reere, con tamaños
de datos considerable. En [87], los autores utilizan deep learning para prede-
cir series temporales de energía solar, usando una metodología de múltiples
pasos para descomponer el problema en subproblemas de menor tamaño
permitiendo horizontes de predicción arbitrarios. Los resultados alcanzados
fueron comparados con los resultados obtenidos por otros algoritmos, como
redes neuronales y PSF [50], mejorando ligeramente a estos. Además, un es-
tudio de escalabilidad entre los métodos fue llevado a cabo para comprobar
su funcionamiento con series temporales Big Data, demostrando que el al-
goritmo de deep learning crece linealmente, mientras que las redes y el PSF
aumentan exponencialmente, en lo que a tiempos se reere.
Otro de los algoritmos que ha sido aplicado con éxito a la predicción de
series temporales Big Data ha sido random forests. En [29] los autores pro-
ponen varios métodos escalables de predicción, sobre una serie temporal de
energía eléctrica, basados en random forests, regresión lineal y dos tipos de
árboles, concretamente un árbol de regresión [66] y Gradient-Boosted Trees
(GBT) [52]. Las experimentaciones realizadas demostraron que random fo-
rests ofrecía mejor resultado que los demás métodos, siendo regresión lineal
el que peores resultados ofrecía. El tamaño de los datos inicial fue multipli-
cado varias veces (hasta 32) y se llevó a cabo un estudio de escalabilidad,
para comprobar la adecuación de los métodos para series temporales Big
Data. Se demostró que los árboles de regresión eran los que mejores tiempos
obtenían, mientras que la regresión lineal era la que peores tiempos alcan-
zaba. El anterior estudio fue ampliado en [30], donde los autores, como en
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el caso de deep learning expuesto anteriormente, revisaban y mejoraban los
métodos propuestos, realizando un estudio más pormenorizado del tamaño
óptimo de la ventana para generar los modelos. Los resultados de predicción
fueron mejorados ligeramente, y demostraron que, aunque random forests
obtenía la mejor predicción, era preferible usar un único árbol de regresión,
puesto que aunque el error fuera levemente superior, el tiempo de ejecución
era mucho menor. Las pruebas de escalabilidad, estudiando número de hilos
por ordenador y el tamaño del conjunto de datos, demostraron que de entre
todos los métodos el árbol de regresión es el que ofrecía mejores tiempos de
respuesta. Un paso más allá fue dado por los autores del estudio [28], donde
se desarrolló un nuevo método, implementando un algoritmo que combina
random forests, árboles de regresión y GBT. El algoritmo otorga pesos a
cada método, siguiendo la técnica de mínimos cuadrados, según la precisión
en su predicción. La forma de actualizar los pesos, dinámica o estáticamente,
también se analiza en el estudio. Los resultados de la predicción del nuevo al-
goritmo, sobre dos series temporales de electricidad, mejoran a la predicción
de cada uno de los métodos por sí solos. Los autores también comparan los
resultados con redes neuronales, PSF y deep learning, a los que el algoritmo
propuesto mejora.
Algunos algoritmos de clustering, incluso, han sido adaptados para pre-
decir series temporales de tamaño que podría considerarse Big Data. Un
ejemplo de ello lo podemos encontrar en [63], donde se desarrolla un algo-
ritmo de k-means [49] para Big Data aplicado a una serie temporal de tres
años de consumo eléctrico en tres edicios de una universidad obteniendo
bajos errores en la predicción. El nuevo algoritmo es comparado, en térmi-
nos de tiempos de ejecución, con Weka [94], conocido software para minería
y análisis de datos, multiplicando el tamaño de los datos hasta por 300. Los
resultados demuestran como el algoritmo incrementa los tiempos linealmen-
te, de forma muy suave, a medida que crece el número de años a analizar
indicando su predisposición para analizar Big Data, mientras que los tiempos
con Weka crecen exponencialmente. Dicho trabajo fue ampliado más tarde
en [62], para tratar de buscar patrones de consumo eléctrico en entornos de
Smart Cities. Para ello los autores realizan un estudio previo seleccionando
el mejor índice de validación de clustering para, posteriormente, aplicarlo al
algoritmo en sí. Se utilizaron datos de consumo eléctrico de ocho edicios de
una universidad pública tomados durante seis años para validar el algoritmo,
resultando en el reconocimiento claro de ciertos patrones de consumo. Para
simular un entorno Big Data y comprobar la validez del algoritmo, los inves-
tigadores crearon datos sintéticos de hasta 65536 edicios, lo que resultó en
tamaños cercanos al terabyte. Las experimentaciones ofrecieron tiempos de
ejecución inferiores a 4 horas para tal cantidad de datos.
En los últimos años ha ganado tanta popularidad entre la comunidad
cientíca el estudio del futuro de este tipo de series temporales que algunos
32 Capítulo 2. Marco teórico
autores han intentado resumir y recabar el mayor número de trabajos hasta el
momento. En [38], más de 50 publicaciones de investigación fueron revisadas
en el ámbito de la predicción en Big Data, haciendo especial hincapié en las
series temporales. Entre las conclusiones obtenidas destacan:
Los modelos factoriales son los más utilizados para predicción, seguidos
de redes neuronales y modelos Bayesianos.
El campo de la economía es el que cuenta con más publicaciones, esto
es debido a que es del que más datos se encuentra disponible y por la
propia importancia del campo en sí. El estudio del PIB y de la política
monetaria son, dentro de la economía, los más estudiados, seguidos por
los campos de dinámicas poblacionales y de la energía.
Los mayores retos que, para el futuro, plantea el Big Data para obtener
mejores predicciones, en palabras de los autores, son el desarrollo de
habilidades relacionadas con el campo en los nuevos investigadores, el
uso de nuevas técnicas de ltrado de ruido en las series o un mejor uso
del hardware y software entre otros.
Dado el gran tamaño de las series temporales en estudio, algunos tra-
bajos en el campo han empezado a focalizarse en la manera de reducir los
tiempos de análisis y predicción, en lugar de buscar o desarrollar el algorit-
mo más ajustado y preciso para realizar la predicción. En [57] se analizaron
334 series temporales de varios tamaños, y se comparó la predicción que se
realizaba sobre ellas con métodos de selección de párametros subóptimos (es
decir, los que parecían no ser los más adecuados del todo) contra selección de
parámetros más ajustados y exactos. El resultado fue que los subóptimos no
ofrecían mucho peores resultados que el resto de métodos, y además permi-
tían un decremento signicativo y sustancial en los tiempos de computación
de los mismos.
2.2.2. Los nuevos frameworks de procesamiento Big Data
Tradicionalmente, la computación a gran escala implicaba procesamien-
tos complejos sobre pequeños conjuntos de datos. Herramientas muy popu-
lares y de gran potencia hasta entonces para el procesamiento y análisis de
datos, como KEEL [2], R [67] o Weka, no fueron desarrollados para gestionar
grandes cantidades de información. Así, con el crecimiento exponencial de
los datos, se desarrolló una nueva forma de trabajar: la computación distri-
buida (Weka cuenta con implementaciones distribuidas para algunos de sus
paquetes, pero no fue diseñada para funcionar de esa manera). Pero, como
señalaba el estudio [38], uno de los mayores problemas a la hora de analizar
Big Data reside en la conguración hardware y en los recursos software que
se utilizan, debido a que se hace casi imposible escalar tal volumen de datos
generados.
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Aparecieron entonces nuevos frameworks de trabajo que permitían la im-
plementación de algoritmos de data mining de forma distribuida para apro-
vechar al máximo las características de las máquinas en las que se lanzaba
y a su vez ofrecían tiempos de respuesta aceptables. El más conocido es el
paradigma MapReduce [20] desarrollado por Google en 2004. Se basaba en
el principio de divide y vencerás, o dicho de otra forma, es un paradigma
que permitía a los desarrolladores distribuir la computación de un algoritmo
sobre un clúster de máquinas, dando como resultado un procesamiento de
los datos más rápido y eciente. Esto es debido a que dicha computación
se realizaba sobre cada trozo de los datos al mismo tiempo en cada una de
las máquinas del clúster en las que estuviera repartida la información. Ma-
pReduce permitía que la distribución de la información se llevara a cabo de
manera automática, lo que lo dotaba a su vez de una gran escalabilidad ya
que un programa podía funcionar sobre cualquier clúster de nodos, ya fuera
con sólo 2 máquinas o con 1000.
Para poder procesar los datos, MapReduce primero requería que estos se
estructuraran en tuplas del tipo <clave, valor>. Una vez se contaba con esa
organización de los datos, se podían llevar a cabo las operaciones fundamen-
tales que MapReduce soportaba y que le otorgan su nombre: Map y Reduce.
La operación Map es la que procesa los bloques de información mientras que
la operación Reduce fusiona los resultados de acuerdo a la clave que estos
tengan. MapReduce soportaba así mismo dos operaciones más, que se con-
sideran auxiliares: Splitting y Shuing. El Splitting realiza la división de los
datos en bloques mientras que el Suing realiza las etapas de agrupamientos
por la clave que posean los datos. Así, el ujo normal del funcionamiento de
un programa en MapReduce con las operaciones anteriormente denidas se
realizaría como se muestra en la Figura 2.2.
Figura 2.2: Etapas de ejecución de un programa en MapReduce.
Uno de los primeros software que permitían la implementación de Ma-
pReduce fue Apache Hadoop [31], cuya principal ventaja radicaba en su
facilidad para implementar tareas analíticas sobre Big Data sin grandes co-
nocimientos previos. Los usuarios podían codicar sus consultas usando Java
en lugar de SQL, como se venía haciendo anteriormente en acceso a bases
de datos. Esto suponía que no se requería formación previa, solamente un
conocimiento básico en Java.
El framework Hadoop se basaba un sistema de cheros distribuidos en
los discos duros de los ordenadores de un clúster para la lectura y escritura
de datos, llamado Hadoop Distributed File System (HDFS). Hadoop desa-
rrolló un nuevo concepto de computación: distribuir los datos cuando estos
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son almacenados para llevar a cabo la computación donde se encuentren los
datos. Así, las principales características que Hadoop presentaba eran:
Las aplicaciones en Hadoop eran implementadas en código de alto nivel.
Los nodos pertenecientes al clúster se comunicaban entre ellos lo menos
posible.
Los datos eran distribuidos con antelación, lo que permitía que la
computación se llevara a cabo donde se encontraban los datos.
Los datos eran replicados para aumentar su disponibilidad y abilidad.
Era escalable, lo que signicaba que si se añadían más nodos al clúster
aumentaba la capacidad del mismo proporcionalmente. Esto hacia que
si, a su vez, se aumentaba la carga de trabajo el rendimiento disminu-
yera muy levemente sin llegar a producirse un fallo en el sistema.
Tolerancia a fallos, de tal forma que, si un nodo fallaba, el sistema
podía continuar trabajando, ya que las tareas se reasignaban a un
nodo diferente y debido a la replicación de los datos no se producía
perdida de estos. Además, si el nodo se recuperaba, se podía unir de
nuevo al clúster de forma automática.
Todo ello conllevó que Hadoop alcanzara gran popularidad entre la comu-
nidad cientíca. Algunos de dichos estudios, centrados en series temporales,
son nombrados a continuación. En [71], se usó Hadoop para analizar una se-
rie temporal consistente en mensajes de Twitter sobre acciones de empresas
y evaluar su nivel de correlación con cambios en los precios de las acciones y
en el volumen de negocio. En [9], se propone un nuevo framework de análi-
sis de series temporales con datos de voltaje y extracción de características,
basado en Hadoop, para intentar extraer dependencias en una red eléctrica.
En [56], los autores desarrollaron una nueva librería para Hadoop, llamada
Hadoop.TS, para el procesamiento de series temporales de gran tamaño. La
librería proporciona además seis algoritmos de análisis de series tempora-
les. Un nuevo método para descubrimiento de motivos en series temporales
(subsecuencias similares o patrones frecuentes) de gran tamaño es propuesto
en [48]. Los autores implementaron dicho método en Hadoop y fue probado
con datos hospitalarios de electrocardiogramas. En [36] se propone una nue-
va forma de detectar anomalías en sistemas MapReduce combinando series
temporales que contenían métricas de rendimiento de los sistemas operativos
con información del sistema recogida en logs. Dichas anomalías son detecta-
das llevando a cabo clustering, mediante un algoritmo k-means, descubriendo
patrones de contexto y patrones en las métricas. Toda la implementación y
la experimentación fue realizada en Hadoop. Otro estudio sobre detección
de anomalías fue realizado en [45]. Concretamente, los autores proponen un
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nuevo framework, escalable y genérico, para descubrir anomalías automáti-
camente en series temporales de gran tamaño. Todo la infraestructura de
análisis del framework fue desarrollada en Hadoop y permitía la detección
de dichas anomalías en tiempo real. La experimentación fue realizada con
series temporales reales de Yahoo (varios millones de series, en palabras de
los autores).
Es importante reseñar que Hadoop mostraba ciertos problemas a la hora
de desarrollar algoritmos iterativos, lo que hizo que surgieran otras propues-
tas en el mercado. Entre ellas, Apache Spark [98], desarrollado inicialmente
en la universidad de Berkeley (California), es un software open source, que
demostró ser una de las soluciones más potentes al llevarse a cabo toda la
computación en memoria. Ello hacía que la ejecución de un algoritmo o pro-
grama fuera signicativamente más rápido que en Hadoop (hasta 100 veces
más rápido según la web ocial de Spark). De hecho, la velocidad de Spark
fue puesta a prueba y comparada con otros métodos en 2014 en Daytona, en
una competición que acabaría ganando [61]. El anterior récord era ostentado
por Hadoop, el cual, para ordenar 102 TB repartidos en 2100 nodos tardó 72
minutos. Spark, sin embargo, ordenó 100 TB repartidos en 206 nodos en 23
minutos, es decir, tres veces más rápido con la décima parte de ordenadores
disponibles. Como curiosidad, cabe mencionar que, un tiempo más tarde,
ordenó un petabyte de datos repartidos en 190 nodos en 234 minutos [58].
El principal objetivo que perseguía Spark era generalizar las implemen-
taciones MapReduce para soportar así nuevas aplicaciones dentro del mismo
motor. Así, las principales características que ofrece este framework son:
Capacidad para manipular datos en archivos batch o datos en HDFS,
de forma interactiva pudiendo incluso llevar a cabo análisis en tiempo
real.
Posibilidad de desarrollar las aplicaciones en Java, Python o Scala (len-
guaje de programación funcional que funciona sobre un JVM y en el
que está escrito Spark).
Permite programar a un nivel más alto de abstracción.
Es de propósito más general, es decir, map/reduce es sólo uno de los
conjuntos de constructores soportados.
El núcleo de Spark trabaja con variables propias, denominadas RDD.
Un RDD representa un conjunto particionado de elementos que pueden ser
operados en paralelo y cuyo valor no puede modicarse (son inmutables).
RDD debe sus siglas a:
Resilient. Se podría traducir como resistencia, ya que si los datos en
memoria se pierden, pueden ser recreados de nuevo.
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Distributed. Distribuido y almacenado en memoria sobre el clúster de
ordenadores.
Dataset. Conjunto de los datos.
Así, cuando una serie de datos son leídos en Spark, automáticamente son
cargados en un RDD y distribuidos en el clúster de ordenadores como se
muestra en la Figura 2.3.
Figura 2.3: Creación de una variable RDD en Spark.
De esta forma, en Spark una serie temporal sería leída desde el origen de
los datos y cargada en un RDD. Al distribuirse los datos por el clúster, es muy
importante mantener el orden cronológico de los valores, siendo necesario
otorgarle a cada valor un índice numérico dependiendo de su posición. Esto
se consigue gracias a la función zipWithIndex, incluida dentro de la API
de RDD. Esta asignación de índice se lleva a cabo una vez distribuidos los
datos y sin pérdida de orden alguno, ya que Spark guarda un registro de la
forma en que ha particionado los mismos, y siguiendo después el orden de
los elementos en cada partición en sí.
La API de RDD fue extendida en 2015 para incluir DataFrames, que
permiten a los usuarios agrupar una colección de datos distribuidos por co-
lumnas, de forma parecida a una tabla en una base de datos relacional.
Pueden considerarse como RDD's con esquema.
Es importante resaltar que Spark no sólo permitía el desarrollo de nuevos
algoritmos y funcionalidades, sino que también ofrecía algunos ya implemen-
tados en una librería del framework llamada MLlib [27]. Así, se puede llevar a
cabo desde estadística básica sobre datos como cálculo de máximo, mínimo,
varianza o correlación hasta estudios más intensivos de machine learning.
Entre estos últimos destacan algoritmos de clasicación y regresión como
naive Bayes o árboles de regresión y algoritmos de clustering como k-means.
Spark cuenta así mismo con otra librería especializada, GraphX [26], pero
en este caso para el análisis y estudio de grafos.
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Una vez enumeradas las bondades que ofrece Spark, no sólo en tiempos
de ejecución sino a la hora de implementar nuevos algoritmos o usar alguno
de los ya existentes, cabe destacar como su uso se ha extendido, hasta casi
ser un estándar de facto, entre la comunidad cientíca arrojando resultados
muy satisfactorios sobre todo en el campo de las series temporales. Concre-
tamente, en la predicción de series temporales de gran tamaño, ya han sido
mencionados en anteriores secciones algunos de estos trabajos:
En [29] y [30], se utilizaba el algoritmo de MLlib random forests.
En [28], se utilizaba un algoritmo que combina random forests, un árbol
de regresión y GBT, todos ellos incluidos en la librería MLlib.
En [63] y [62] se hacía uso del algoritmo k-means de MLlib.
En [85], [86] y [87] se llevaban a cabo diferentes experimentaciones
sobre series temporales aplicando un algoritmo de deep learning en
Spark.
Pero estos no son los únicos trabajos que han utilizado Spark con series
temporales.
En [5], los autores aplican deep learning en análisis de grandes cantidades
de datos de series temporales, extraídos de dispositivos móviles, tales como
smartphones o IoT. Todo el desarrollo del algoritmo está implementado sobre
Spark, donde los autores proponen que cada nodo desarrolle su propio modelo
(con varias capas ocultas y millones de parámetros) y el ordenador principal
o máster, construya el modelo nal haciendo una media de los parámetros
de los modelos parciales. El problema consistía en etiquetar una serie de
muestras extraídas del acelerómetro de varios móviles. Las posibles etiquetas
se correspondían con la posible actividad que se estuviera efectuando, que
podía ser andar, correr, subir escaleras, estar de pie o estar tumbado. Para
ello se contaba con unos 3 millones de muestras etiquetadas para construir
el modelo de deep learning y aplicarlo a más de 38 millones de muestras
sin etiquetar. Los resultados obtenidos fueron muy prometedores, teniendo
la menor precisión en la clasicación entre estar tumbado y sentado. Una
experimentación sobre la escalabilidad del algoritmo en Spark fue llevado a
cabo, demostrando que la velocidad se reducía hasta 4 veces si se aumentaba
el número de cores en el clúster de ordenadores.
En [77] Spark se utiliza como la herramienta de análisis, en tiempo real y
o-line, de los datos recogidos por una red eléctrica inteligente (redes eléctri-
cas que cuentan con varios dispositivos IoT que toman diferentes mediciones).
En tiempo real, Spark es utilizado para monitorizar frecuencia, oscilaciones
y voltaje además de para estimar el estado de la red. Los algoritmos de ma-
chine learning incluidos en la librería MLlib son aplicados a los datos, de
forma o-line, para validar el modelo de los mismos y para llevar a cabo un
análisis de alteraciones en la red.
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Un uso de los árboles de regresión se puede encontrar en [72]. Concreta-
mente los algoritmos disponibles en la librería de Spark MLlib, ejecutados
sobre datos de series temporales de electricidad en Francia. El objetivo del
método es construir un modelo que explique los patrones de consumo eléctri-
co dependiendo de diferentes características. Experimentaciones para probar
la escalabilidad del método fueron, así mismo, llevadas a cabo, aumentando
el tamaño de los datos hasta sobrepasar el terabyte de tamaño, demostrando
que los tiempos subían linealmente y su adecuación al análisis de series Big
Data.
Aunque Hadoop y Spark son de los frameworks más utilizados para el
procesamiento de Big Data, es necesario mencionar otros competidores sur-
gidos en años recientes:
Apache Storm [47]. Framework para el procesamiento de datos en tiem-
po real, fue concebido para subsanar las deciencias de otros procesa-
dores al almacenar y analizar datos de redes sociales. Storm fue desa-
rrollado en la compañía Backtype, empresa especializada en análisis de
redes sociales, hasta que fue adquirida por Twitter en 2011, año en que
se lanzó su primera versión. Storm es open source y desde que pasará a
formar parte de Apache en 2014, se ha convertido en uno sus proyectos
líderes. Debido a la importancia de los procesos en tiempo real, Storm
ha ido ganando popularidad en los últimos años entre la comunidad de
desarrolladores de machine learning. La estructura de Storm consiste
en spouts y en bolts. Un spout se corresponde con el ujo de datos de
entrada (como podría ser una API de Twitter) mientras que los bolts
contienen la lógica de la computación. Storm está implementado en
el lenguaje de programación Clojure, aunque también permite desa-
rrollar en Java así como el uso de Thrift, un framework de desarrollo
multi-lenguaje. Storm, al igual que Hadoop y Spark, posee una arqui-
tectura que le permite tener tolerancia a fallos, pero no cuenta con
librerías propias de machine learning, aunque es posible utilizar otras
plataformas con integración con Storm, como SAMOA, que sí cuentan
con técnicas de minería para ujo de datos de entrada en tiempo real
Big Data.
Flink [16]. Desarrollado en la universidad técnica de Berlín con el nom-
bre de Stratosphere en el año 2014 [3]. En enero de 2015 pasó a ser un
proyecto dependiente de Apache y hoy en día es considerado otro sus
proyectos líderes. Flink puede procesar tanto cheros de texto como
ujo de datos de entrada en tiempo real. Los lenguajes de progra-
mación que soporta son Java, Scala, Python y SQL. El modelo de
procesamiento de Flink realiza transformaciones sobre colecciones de
datos paralelizados, generalizando las funciones map y reduce, así como
las funciones de unión, agrupación e iterativas. Flink además cuenta
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con un optimizador, basado en coste computacional, lo que hace que
automáticamente seleccione la mejor estrategia para cada ejecución o
trabajo. Flink ML es una librería de machine learning disponible a
partir de abril de 2015, aunque Flink también cuenta con adaptaciones
disponibles para la librería SAMOA anteriormente comentada.
H2O [19]. Framework open source que proporciona un motor de proce-
samiento paralelo, librerías analíticas, matemáticas y de machine lear-
ning, así como herramientas de preprocesamiento y evaluación. Tam-
bién ofrece una interfaz de usuario web, lo que hace que programar
tareas en H2O esté al alcance de casi cualquier persona dado que no
requiere grandes conocimientos de programación. Aún así, ofrece sopor-
te para Java, R, Python y Scala para programadores más avanzados.
El motor de H2O procesa los datos en memoria usando múltiples mé-
todos de ejecución, dependiendo del que sea más eciente para cada
algoritmo utilizado. El planteamiento general de H2O usa un Fork/-
Join distribuido, lo que no es más que una técnica de divide y vencerás,
la cual es adecuada y segura para tareas masivas en paralelo. Este mé-
todo permite separar una tarea en subtareas más pequeñas trabajando
en paralelo, dando como resultado un balanceo de carga dinámico pa-
ra las ejecuciones MapReduce así como para grafos y ujo de datos en
tiempo real. H2O, a partir de su versión 3, también ofrecía lo que se
denominó como Sparkling Water, que no es más que una plataforma




En la antigüedad se usaban bueyes para
realizar trabajos pesados. Pero cuando
un buey no podía mover un tronco, no se
intentó criar un buey más grande. De
igual forma, no deberíamos trabajar con
ordenadores más grandes, sino con
clústers de ordenadores.
Grace Murray Hopper (militar
estadounidense y primera persona que
desarrolló un compilador)
Resumen: En este capítulo se detalla la metodología seguida a la
hora de desarrollar el algoritmo de vecinos cercanos para predicción de
series temporales Big Data, tanto en su versión univariante como en su
versión multivariante, todo ello bajo el framework de Apache Spark. Lo
primero que se aborda es cómo se comenzó a implementar el algoritmo
propuesto para adaptarse a dicho tipo de series temporales de gran
tamaño. Seguidamente, se comentan las mejoras introducidas, entre
ellas la selección automática de los parámetros óptimos para el algo-
ritmo y se naliza explicando la adaptación del mismo para entornos
multivariantes.
3.1. Implementación y desarrollo de un algoritmo
de predicción de series temporales Big Data
El objetivo que persigue esta tesis es desarrollar un algoritmo de pre-
dicción de series temporales en entornos Big Data para poder aplicarlo en
el contexto de Smart Cities, como se comentaba en la Sección 1.2 del Ca-
pítulo 1. Más concretamente, el algoritmo de vecinos cercanos o kNN. Pero
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la complejidad de este algoritmo es del orden O(n ·D) (siendo n el número
de instancias y D el número de características) sólo para encontrar el ve-
cino más cercano de una determinada instancia. Por lo cual, encontrar los
k vecinos más cercanos añade un nivel de complejidad mayor, dado que las
distancias calculadas necesitan ser ordenadas, resultando en una complejidad
de orden O(n · log(n)). Debido a este elevado coste y trabajando a su vez
con grandes cantidades de datos, los framework de programación clásicos no
pueden dar una respuesta adecuada en lo que respecta a tiempos de compu-
tación. Las ventajas que presenta Apache Spark pueden ofrecer una solución
para la implementación del algoritmo, al ofrecer una computación distribui-
da. Además, dicho algoritmo utiliza el lenguaje de programación Scala, en el
que está desarrollado el propio framework de Spark, y que ofrece una visión
radicalmente diferente a los lenguajes de programación tradicionales, como
Java o C, al tratarse de un lenguaje de programación funcional y por tanto,
idóneo para la computación distribuida.
De tal forma, se comienza adaptando el algoritmo kNN a dicho lengua-
je para que, además, se ejecute sobre un clúster de ordenadores con Spark.
Es necesario abstraerse del resultado nal, el cálculo de las distancias y la
selección de los vecinos más cercanos, y centrarse en una implementación
que se lleve a cabo en cada trozo del conjunto de datos original repartido en
los ordenadores del clúster. Así, es de vital importancia mantener el orden
cronológico de los datos, objetivo conseguido utilizando la función zipWit-
hIndex, como se ha explicado en el Apartado 2.2.2 del Capítulo 2. Una vez
llegado a este punto, el algoritmo kNN requiere agrupar los valores en igual
número que el patrón a clasicar para poder compararlos (w valores) y así
después calcular las distancias. Pero el algoritmo desarrollado en esta tesis,
el kWNN (k weighted nearest neighbours) es una variación del original y es-
tá inspirado en el weighted nearest neighbours (WNN) [88] usado no para
clasicar, sino para predecir. De esta forma, se requiere una variable más,
h que representa el horizonte de predicción o número de valores a predecir.
El funcionamiento del algoritmo consiste en que, dado un vector de w va-
lores, para predecir sus h siguientes, se busca los k vecinos más cercanos a
dicho vector. Después, se calcula un peso para cada vecino en función de la
distancia al vector y se realiza la predicción aplicando una media de los h
siguientes valores a cada vecino ponderada por dichos pesos. De tal forma
que el algoritmo necesita formar todas las posibles ventanas de w valores
cuyos h siguientes sean conocidos, dado que dichas ventanas de h valores de
los k vecinos más cercanos son usadas para predecir.
La creación de vectores de h valores a partir de la serie temporal original
no supone un problema, ya que todas las ventanas de datos son consecutivas
y sin repetición, como se muestra en la Figura 3.1, donde h representa 2
valores. Así, obteniendo el cociente entero de la fórmula id/h se consigue el
idAgrupación en el que se encuadra dicho dato en las ventanas de h.
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En la Figura 3.1, puede comprobarse como c0 y c1 se agrupan, siguiendo
dicha fórmula, en la ventana con idAgrupación 0 mientras que c6 y c7 se
agrupan en la ventana con idAgrupación 3.
Figura 3.1: Formación de ventanas de w valores y sus siguientes h valores en
Spark.
Pero la creación de vectores con los w valores anteriores a cada una de
las ventanas h supone un paso más complejo en el desarrollo del algoritmo,
ya que es complicado encontrar la forma en que, de forma simultánea sobre
cada trozo de la serie temporal, se calcule a qué ventana w de valores pasados
pertenece cada dato, pudiendo éste estar repetido en varias ventanas como
se muestra en la Figura 3.1. Se plantea en primera instancia una solución
iterativa y dependiente de la formación de las ventanas de h valores. De tal
forma que, para obtener los vectores de w elementos pasados, se toman los
valores de las w/h ventanas formadas por elementos anteriores a los h valores
a predecir, como se muestra en la Figura 3.2.
Una vez obtenidas las ventanas de w y h valores, se calcula la distancia de
cada posible vecino al patrón de referencia que se esté analizando, se ordenan
los vecinos y se seleccionan los k más cercanos, llevándose a cabo la predicción
aplicando una ponderación de pesos sobre las ventanas de h valores futuros
seleccionadas, según la fórmula que se encuentra en el trabajo publicado en
[83]. Dicha ponderación otorga más incidencia en la futura predicción a los
vecinos que de verdad sean más cercanos, de manera que penaliza a los más
alejados, aunque sigan inuyendo en dicha predicción.
De esta forma, el algoritmo comienza dividiendo el conjunto de datos
de entrada en un 70%, con el que se realiza el entrenamiento (TRS), y
el restante 30% se usa para predecir de h en h valores el conjunto de test
(TES), y comprobar así su validez calculando el error relativo medio (MRE).
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(a) Datos a partir de las w/h ventanas ante-
riores.
(b) Ventanas de w y h completas.
Figura 3.2: Forma iterativa de obtener las ventanas de w valores pasados a
los h valores a predecir.
Una explicación más detallada del funcionamiento del algoritmo así como la
ecuación del MRE pueden encontrarse en el artículo [83].
3.2. Mejoras y adaptación del algoritmo kWNN pa-
ra Big Data
Que el algoritmo tenga la fase iterativa anteriormente mencionada hace,
además, que los tiempos de ejecución del mismo aumenten considerablemente
a medida que crece el tamaño de la serie temporal. Por lo que se ha bus-
cado una solución distribuida, basada en una fórmula que se puede aplicar
sobre cada trozo de los datos de entrada, particionados estos a lo largo del
clúster. Así, para calcular el idAgrupación de ventanas de w en las que está
presente cada dato, se usa el rango obtenido como sigue: (id/h)+1 hasta
(id/h)+(w/h). Un ejemplo, puede verse en la Figura 3.1. Siguiendo la fór-
mula, c2 estaría en las ventanas de w2 y w3. Una vez solucionado este primer
obstáculo, el algoritmo queda implementado de forma totalmente distribui-
da, lo que hace que bajen los tiempos de computación y permita probarse
con conjuntos de datos de mayor tamaño.
Lo siguiente es valorar la idoneidad del peso elegido, al jugar éste un
papel clave a la hora de realizar las predicciones, primando dar la mayor
importancia e inuencia posible a los vecinos más cercanos. Por ello, un total
de 4 pesos distintos son estudiados, como se puede ver en [81]. Los resultados
demuestran que el peso elegido en primer término, esto es 1/(dist)2, es el
ideal, al ser éste el que mayor importancia otorga a los vecinos que más cerca
se encuentran, por encima de los otros pesos.
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Otra mejora se ha añadido al algoritmo, con la selección del tamaño
óptimo de las ventanas w para obtener una predicción más precisa. Para ello
se usa el método de los falsos vecinos cercanos [88]. Dicho método compara la
distancia entre una ventana de w valores y su vecino más cercano (dw) con la
distancia entre los h valores siguientes a la ventana y los h valores siguientes
al vecino más cercano (dh). Si la segunda distancia es mayor que la primera
(dh>dw), se considera que el vecino cercano encontrado era un falso vecino,
porque la trayectoria de los h valores siguientes tiende a divergir, como se
puede ver en la Figura 3.3 (a), donde wi representa una ventana de w valores
y j su vecino más cercano, siendo hwi los h valores siguientes a wi y hj los
h siguientes valores a j. Se puede comprobar en este caso que la distancia
entre wi y j es menor que la distancia entre hwi y hj . Sin embargo, en la
Figura 3.3 (b) ocurre lo contrario, y como se puede apreciar, se obtendrían
mejores predicciones en este escenario.
(a) Falso vecino cercano. (b) Vecino cercano óptimo.
Figura 3.3: Identicación de falsos vecinos.
De esta forma, este método intenta encontrar el tamaño de ventana w
que minimice el número de falsos vecinos. Para ello se comprueban diferentes
tamaños de w comenzando por w = h. Para llevar a cabo este método, el
algoritmo kWNN divide el conjunto de datos de entrada como venía haciendo,
es decir, un 70% para TRS y un 30% para TES. Después, se aplica sobre
el TRS el método de los falsos vecinos, dividiendo a su vez el conjunto de
entrenamiento en un 70% (STRS) y un 30% (STES).
El primer tamaño de w que baje de un 10% el porcentaje de vecinos que
son falsos se toma como el óptimo. Para más detalles sobre como funciona
este método, consultar [81].
Otras de las mejoras agregadas al algoritmo es hallar el número óptimo
de k vecinos cercanos a seleccionar. Este método en particular consiste en
realizar la predicción sobre solamente el STES, una vez denido el tamaño
óptimo de w y con diferentes números de vecinos. El que resulte en un menor
MRE será el elegido por el algoritmo. Puede encontrarse la especicación del
método en [81].
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Diferentes tamaños de horizontes son analizados. En concreto se toman
como horizontes 4 horas, 8 horas, 12 horas y 24 horas, y, para cada uno de
ellos, se calcula la ventana w óptima así como el número k óptimo.
Una vez añadidos los anteriores métodos y mejorada la implementación
del algoritmo, el kWNN está preparado para, automáticamente, seleccionar
los parámetros óptimos necesarios y realizar la predicción de cualquier con-
junto de datos que se le proporcione.
3.3. Versión multivariante del algoritmo: MV-kWNN
Suele ser algo bastante común en el mundo real, y sobre todo en proble-
mas de series temporales, encontrarse con un conjunto de datos para el cual
la predicción de su futuro no dependa tanto del comportamiento de éste en
el pasado, sino de otras variables externas o exógenas al mismo, como se ha
comentado en el Apartado 2.1.3 del Capítulo 2.
Por este motivo, se adaptó el algoritmo kWNN para que pudiera analizar
no una serie temporal sino varias y, además, no sólo predecir una variable
objetivo, sino todas las analizadas al mismo tiempo y teniendo en cuenta el
comportamiento e interrelaciones entre ellas.
Se implementó de esta forma el MV-kWNN, la versión multivariante del
algoritmo. El MV-kWNN está adaptado para tomar un número variable de
series temporales, pudiendo además tener éstas diferentes intervalos de tiem-
po. Así, el MV-kWNN comienza agrupando cada serie temporal en ventanas
de w valores y en ventanas de sus h siguientes valores, como hacía el kWNN.
Pero w y h se expresan en esta versión de forma genérica en horas, en lugar
de en número de valores. Después, el propio algoritmo, automáticamente,
se encarga de agrupar de forma correcta cada serie temporal, dependien-
do del número de valores por hora de la serie temporal. A continuación, el
MV-kWNN une dichas agrupaciones para trabajar con un único conjunto
de datos y respetando el orden de los mismos. Esto resulta en una única
matriz con las ventanas de w valores de cada serie en primer término y las
ventanas de h valores siguientes de cada serie temporal en segundo término.
El algoritmo entonces actúa de igual forma que anteriormente, dividiendo el
conjunto en TRS y TES, buscando los k vecinos más cercanos y realizando
la predicción de todas las series temporales. De este modo, se buscan patro-
nes de comportamiento parecidos en un instante de tiempo determinado de
todas las variables en consideración a la vez. Esto puede apreciarse con más




El mundo exige resultados. No les
cuentes a otros tus dolores del parto,
muéstrales al niño.
Indira Gandhi.
Resumen: En este capítulo se detallan los resultados obtenidos en
los diferentes trabajos de investigación que componen esta tesis. Se
comienza comentando los primeros resultados conseguidos tras apli-
car el algoritmo a los datos de consumo eléctrico de dos edicios de
una universidad pública medidos durante 3 años. Después, se deta-
llan las nuevas experimentaciones realizadas tras mejorar el algoritmo
univariante, utilizando esta vez como conjunto de datos de entrada la
demanda eléctrica en España durante más de 9 años. Finalmente, y
tras desarrollar la versión multivariante del algoritmo, se analizan los
resultados obtenidos sobre la demanda y el precio de la electricidad en
España, medidos durante más de 9 años.
4.1. Consumo energético en edicios de una univer-
sidad pública
Para llevar a cabo la primera experimentación del algoritmo desarrollado,
se utilizan los datos de consumo eléctrico recogidos cada 15 minutos en varios
edicios de la Universidad Pablo de Olavide (UPO) durante los años 2011,
2012 y 2013 como se muestra en la Figura 4.1. La primera columna se reere
al edicio, la segunda al consumo, y las siguientes se corresponden con el
año, mes, día, hora y minutos respectivamente. En concreto, los edicios
estudiados corresponden a la cafetería de la universidad y a un edicio donde
se imparte docencia.
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Destacar así mismo que, antes de utilizar el conjunto de datos, hubo de
realizarse una tarea de limpieza previa de los mismos, ya que se encontró un
considerable número de registros ausentes y outliers. De tal forma que, la
siguiente medida que aparecía registraba el valor acumulado de los registros
ausentes, teniendo entonces que crear dichos registros y dividir la cantidad
acumulada entre el número de estos.
Figura 4.1: Conjunto de datos de consumo eléctrico en edicios de la UPO.
Para el tamaño de las variables necesarias para la correcta ejecución del
algoritmo se eligen los siguientes valores:
Se establece w a un día completo (lo que se corresponde con 96 regis-
tros).
Se analizan dos horizontes de predicción: medio día (48 registros) y un
día completo (96 registros).
Para k se estudian varias posibilidades, desde 1 a 5 vecinos.
Los resultados obtenidos pueden encontrarse en la Tabla 1 y en la Tabla
2 del artículo [83]. Como puede observarse, se miden los tiempos de ejecución
en minutos y la precisión de los resultados con el MRE, combinando los di-
ferentes tamaños de h con w y con el número de k, para datos de 2 edicios,
dando lugar a 4 experimentaciones. La primera conclusión extraída es que,
como se esperaba, los tiempos de ejecución son casi idénticos para la experi-
mentación con los datos de cada edicio al contar con el mismo número de
registros. Sin embargo, los tiempos disminuyen entre las experimentaciones
cuando se consideran horizontes de predicción mayores. Es decir, habiéndose
establecido w en un día completo, disminuyen los tiempos en más de la mitad
cuando h se establece, así mismo, a un día completo. Esto es debido al menor
número de instancias totales para las que hay que calcular la distancia con
el objeto de obtener los vecinos cercanos, al ser h de mayor tamaño.
Si nos centramos en los resultados obtenidos por cada edicio según los
diferentes tamaños de h, se puede observar que el mejor MRE se obtiene con
h establecido a medio día para ambos edicios:
En el primer edicio, el mejor MRE supone un 44% más bajo propor-
cionalmente que el mejor resultado para horizontes de predicción de 1
día.
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En el segundo edicio, el mejor MRE supone un 51% más bajo pro-
porcionalmente que el mejor resultado para horizontes de predicción
de 1 día.
Por otro lado, en lo que respecta al MRE obtenido para cada número
de vecinos cercanos diferentes, los resultados en las experimentaciones para
ambos edicios son muy similares. En las 4 experimentaciones el menor MRE
se obtiene con 2 vecinos cercanos. El mayor MRE, sin embargo, varía:
Para el primer edicio:
• Cuando w es establecido a un día y h a medio día, con 1 vecino
cercano se obtiene el mayor MRE, aunque solamente un 2% más
alto que la mejor predicción.
• Cuando w es establecido a un día y h también a un día, con 4
vecinos cercanos se obtiene el mayor MRE, en este caso un 5%
más alto que la mejor predicción.
Para el segundo edicio:
• Cuando w es establecido a un día y h a medio día, con 1 vecino
cercano (igual que en el primer edicio) se obtiene el mayor MRE,
aunque solamente un 3% más alto que la mejor predicción.
• Cuando w es establecido a un día y h también a un día, con 1
vecino cercano se obtiene el mayor MRE, en este caso un 7% más
alto que la mejor predicción.
Las conclusiones que se obtienen tras los resultados obtenidos son que
un menor horizonte de predicción, h, supone una sustancial mejora en lo
que respecta al MRE. Es decir, que el algoritmo parece ajustarse más a
predicciones a corto plazo que a predicciones a más largo plazo. Por otro
lado, no se estudian diferentes tamaños de las ventanas w, lo que unido a una
adecuada selección del número óptimo de vecinos podría disminuir y mejorar
la precisión de las predicciones, ya que hasta ahora dichos valores se tenían
que establecer antes de que comenzara el algoritmo. Aunque, por otro lado,
la poca diferencia entre los mejores y peores resultados para los diferentes
números de vecinos cercanos evaluados (entre un 2% y un 7%) reejan lo
adecuado y robusto que demuestra ser el algoritmo. En lo que respecta a
los tiempos de ejecución, se observa que estos aumentaban a más del doble
dependiendo del tamaño de h, y por tanto, del número de predicciones a
realizar. Esto también está inuenciado por la propia implementación del
algoritmo, al contar éste con una parte todavía iterativa, ya que para formar
las ventanas de w se requiere consultar las ventanas formadas por valores
anteriores a los h valores a predecir, tal como se describe en el Capítulo 3.
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4.2. Demanda de energía eléctrica en España
4.2.1. Resultados con algoritmo univariante
Una vez mejorado el algoritmo inicialmente desarrollado, como se comen-
ta en la Sección 3.2 del Capítulo 3, se analiza la precisión en las predicciones
del mismo cuando se aplica a un conjunto de datos reales.
Para las experimentaciones se utiliza esta vez una serie temporal de mayor
tamaño, dado que el algoritmo ya está adaptado para su ejecución de forma
distribuida. Así, se usa la demanda de energía eléctrica de toda España,
medida cada 10 minutos desde enero del año 2007 a junio de 2016, lo que
supone 3 veces más datos que el anterior dataset formado con la demanda
de energía eléctrica en dos edicios de la UPO. Un extracto de este conjunto
de datos se puede ver en la Figura 4.2, donde la primera columna representa
la fecha y el segundo campo la demanda eléctrica en sí (el resto de campos
no se tienen en cuenta).
Figura 4.2: Conjunto de datos de demanda de energía eléctrica en España.
Se mencionará primero el análisis realizado y los resultados obtenidos
para seleccionar el valor óptimo de w para los horizontes estudiados. Excepto
cuando h representa 12 horas en el que el tamaño óptimo de w es 8 veces el
tamaño de h, para los demás tamaños de h considerados, la primera vez que
se obtiene menos de un 10% de falsos vecinos se produce cuando el tamaño
de w es 6 veces el tamaño de h. Se puede concluir que, para este conjunto
de datos, el algoritmo necesita que el tamaño de las ventanas w sea mucho
mayor (entre 6 y 8 veces más grande) que el número de valores a predecir
para ser así más preciso. Esto puede apreciarse más en detalle en la Figura
4.3, donde los resultados obtenidos se pueden resumir de la siguiente manera:
Caso 1: cuando h representa 4 horas w debe ser 1 día completo.
Caso 2: cuando h representa 8 horas w debe ser 2 días completos.
Caso 3: cuando h representa 12 horas w debe ser 4 días completos.
Caso 4: cuando h representa 24 horas w debe ser 6 días completos.
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Número de registros







Figura 4.3: Tamaños óptimos de ventanas de w valores para diferentes hori-
zontes de predicción.
Cabe destacar también que se valoraron tamaños de w más allá del pri-
mero que obtuviera menos de un 10% de falsos vecinos, y como se puede
apreciar en [81], el porcentaje de falsos vecinos continuaba descendiendo
muy levemente, haciendo que el tamaño elegido fuera el ideal, ya que tama-
ños de w mayores no ofrecían sustanciales mejoras y podrían redundar en
una mayor carga computacional del algoritmo.
Una vez seleccionado el tamaño de w, el cálculo del número óptimo de
vecinos cercanos, k, es llevado a cabo como sigue: se valoran desde 1 hasta
20 posibles vecinos cercanos y se realiza la predicción sobre el conjunto de
validación STES. Los resultados reejan que, para todos los casos el menor
MRE alcanzado se obtiene con 4 vecinos cercanos, excepto para el caso 2,
cuyo número óptimo de vecinos resulta ser 2. En dichos resultados puede
apreciarse como, además, el error se mantiene más o menos constante sin
grandes variaciones en todos los casos para los diferentes números de vecinos,
lo que demuestra que, aun no escogiéndose el número óptimo de vecinos en el
algoritmo, se obtendría una predicción aproximada. Es importante destacar
que el menor MRE se consigue en el caso 1, con un 1.90%, es decir con
un horizonte de predicción de 4 horas y un tamaño de ventana w de 1 día,
como se puede ver en la Figura 4.4. En dicha gura se puede apreciar como
a medida que crecen los tamaños de los horizontes de predicción los errores
tienden a crecer aunque de forma muy moderada y linealmente hasta alcanzar
un máximo de 3.36%.
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Figura 4.4: MRE obtenido con tamaño óptimo de ventana y vecinos cercanos
para diferentes horizontes de predicción.
Para analizar en detalle las predicciones obtenidas con el algoritmo de
predicción propuesto, nos centraremos en una ventana de tamaño w de un
día, un horizonte de predicción h de 4 horas y selección de 4 vecinos cercanos
(k) para realizar dicha predicción.
Así, se obtiene un 1.63% de MRE en la predicción nal sobre el conjunto
de test de la demanda eléctrica en España, lo que demuestra no sólo la robus-
tez e idoneidad del algoritmo, sino también la importancia de seleccionar los
parámetros óptimos para el mismo. Es necesario reseñar en este punto que
se predicen un total de 2 años y 10 meses, tamaño que representa el 30% de
los datos. En concreto, desde los últimos días de agosto del año 2013 hasta
junio de 2016.
Analizando más en detalle la predicción realizada, se analizan los meses
que mejor y peor MRE obtienen, como se puede ver en la Tabla 4.1. Los meses
que peor predicción alcanzan en el algoritmo son siempre abril y diciembre,
teniendo abril incluso el mismo error para el año 2014 que para el año 2016.
Por otro lado, los meses que mejor predicción muestran son febrero junto con
septiembre y octubre, alcanzando de nuevo el mismo porcentaje de error en
los meses de febrero tanto en el año 2014 como en el año 2016.
Cabe destacar por otro lado que, sin embargo, los meses que en principio
podrían considerarse más difíciles de predecir, como son los que comprenden
el periodo estival al coincidir con el común periodo vacacional, se mantienen
ligeramente por encima o incluso por debajo del error medio de la predicción,
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pero sin llegar a ser los que mayor error arrojen, lo que demuestra que el
algoritmo es capaz de adaptarse a los comportamientos cambiantes de dichos
meses y predecir con bastante precisión la demanda asociada a los mismos.
Tabla 4.1: MRE de las mejores y peores predicciones de cada año.
Año 2013 2014 2015 2016
Mejor mes Sep. 1.55% Feb. 1.32% Oct. 1.36% Feb. 1.32%
Peor mes Dic. 2.03% Abr. 2.12% Dic. 1.81% Abr. 2.12%
Tanto el mes con mejor predicción de entre todos como el que peor error
obtuvo, se analizan con más detalle a continuación.
Febrero del año 2014, con un 1.32% es el elegido como mejor predicción.
Se observa que sólo 10 días del mes tienen un error superior al error medio
del mismo, obteniendo el peor día un 2.47% mientras que el resto de días
se mantienen por debajo de dicha media, incluso alcanzándose en el mejor
día un error inferior al 1% (0.65% para ser más exacto). En la Figura 4.5
se muestra la demanda real diaria para dicho mes frente a la predicción,
donde se observa como ambas curvas presentan una gran similitud solamente
diferenciadas por los 10 días de error superior a la media del mes mencionados
anteriormente.
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Figura 4.5: Demanda real y predicha del mes con menor MRE.
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Abril del año 2016, con un 2.12% es seleccionado como el mes con peor
predicción. Se observa como la mitad de los días del mes tienen un error
superior al error medio del mismo, obteniendo el peor día un 4.33% de error.
En cambio, el resto de días del mes se mantienen por debajo del error medio
del mismo. Aún siendo dicho mes el que peor predicción presenta, el mejor
día del mes ofrece, como en el caso anterior, una predicción por debajo del
1% (0.89% para ser exacto). En la Figura 4.6 se muestra la demanda real
diaria para dicho mes frente a la predicción, donde se observa que la curva
de valores predicha presenta el mismo comportamiento a lo largo del mes
que los valores reales, aunque se presentan mayor número de imprecisiones
en los picos de más alto consumo.
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Figura 4.6: Demanda real y predicha del mes con peor MRE.
Se analizan, así mismo, los días cuya predicción arrojan tanto el mejor
como el peor MRE. El mejor día obtiene menos de 0.5% de error (0.45%
exactamente), lo que hace que tanto la curva predicha como la real fueran
casi exactamente idénticas. Además destacar que dicho día se corresponde
con el 17 de julio de 2015, por lo que de nuevo y como se ha comentado
anteriormente, se puede observar la adaptación del algoritmo para las pre-
dicciones en los meses estivales. El peor, sin embargo, dispara el error hasta
un 8.75%, coincidiendo con un día no laborable en el territorio español, el
1 de mayo de 2014. Se comprueba que, aún siendo el peor error de todas las
predicciones, el algoritmo inere la curva de demanda correctamente, pero
desplazada un número de valores.
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Por último, para intentar visualizar como han sido los errores de todos los
días predichos, se agrupan por meses, y se comprueba que el 75% de todos
ellos se mantienen por debajo de 2.5%, lo cual explica el bajo porcentaje de
error total conseguido en la predicción.
Aunque el error medio total conseguido es bastante bajo para este con-
junto de datos, esto no indica la idoneidad del algoritmo, por lo que debe
compararse con otros métodos y examinar entonces los resultados obtenidos.
Así, se compara el kWNN con otras técnicas de machine learning que también
han utilizado el mismo conjunto de datos, como son deep learning, regresión
lineal, árboles de regresión, random forests y Gradient-Boosted Trees. Las
conguraciones para cada uno de los métodos se encuentran detalladas en
[81]. El kWNN resulta ser el algoritmo que menor MRE obtiene, seguido de
deep learning, y siendo la regresión lineal el que peores errores ofrece.
La escalabilidad del algoritmo también es analizada con diferentes con-
guraciones en el clúster de ordenadores disponible. Aunque Apache Spark
generaliza el concepto de MapReduce y además se encarga de gestionar au-
tomáticamente los recursos de un clúster de ordenadores, evitando dichas
tareas a la persona que lo utilice, hay que reseñar que cuenta con múltiples
y numerosos tipos de conguraciones y parámetros, como el estudio en [32]
demuestra. La mayoría de ellos se establecen de forma automática o por de-
fecto. Pero algunos de dichos parámetros podrían tener un gran impacto en
el rendimiento del clúster, y por ende, en la ejecución de un algoritmo en sí.
De esta forma, para intentar aprovechar al máximo las capacidades de Spark,
algunas de las conguraciones básicas del mismo son analizadas. Entre ellas
el número de cores a utilizar por cada máquina dentro del clúster, el número
de particiones en las que se dividirá el conjunto de datos y el número de
máquinas en el clúster. Análisis más pormenorizados con la mejor congura-
ción de todos y cada uno de los parámetros han sido objeto de estudio, por
ejemplo en [32].
Es relevante comentar que, para el análisis de escabilidad, se han usado
dos clúster diferentes. El primero está compuesto de dos ordenadores en el
que uno de ellos actúa como maestro y el otro como esclavo. En dicho clúster
se estudia el número de cores por máquina y también el número óptimo de
particiones del conjunto de datos de entrada para el algoritmo. El segundo
está compuesto por un mayor número de nodos, 25 para ser más exactos,
donde uno de ellos actúa como máster y el resto de esclavos. En este clúster
se estudia la inuencia del número de máquinas en un clúster. Para ver las
características exactas de dichos clústers, consultar [81].
En Spark el maestro se encarga de distribuir la información y las tareas a
realizar, además de recoger los resultados y de gestionar el clúster, mientras
que los esclavos (o workers) son los que se encargan de ejecutar dichas tareas,
y por lo tanto, los que realizan la mayoría de la carga computacional. Cada
tarea es efectuada dentro de un esclavo por un executor como se muestra en
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la Figura 4.7. Por defecto, un esclavo sólo usa un executor (4.7 (a)) por lo
que éste trabajará con todos los cores y con toda la RAM disponible. Sin
embargo, Spark permite disponer de más executors sobre la misma máquina,
dividiendo el número de cores y de RAM acorde con dicho número, y permi-
tiendo así aceptar más tareas (4.7 (b)). De esta forma, si por ejemplo cada
máquina estuviera compuesta de 12 cores y 16 GB de RAM, en la Figura
4.7 ocurriría lo siguiente:
En (a) el único executor de cada máquina tiene a su disposición todos
los recursos, es decir, utilizaría los 12 cores y los 16 GB de RAM.
En (b), con dos executors por máquina, cada uno de ellos utilizaría 6
cores y 8 GB de RAM.
(a) Clúster con 1 executor por esclavo. (b) Clúster con más de 1 executor por
esclavo.
Figura 4.7: Diferentes conguraciones de executors en Spark.
La primera experimentación llevada a cabo en cuanto a la escalabilidad
consiste en determinar la inuencia del número de cores, dada la disponi-
bilidad de memoria RAM, sobre los tiempos de ejecución del algoritmo. Se
congura Spark para que el esclavo use sólo un número determinado de co-
res (desde 2 hasta 12) usando en cada caso toda la RAM disponible. Es
importante destacar que, para esta fase de la experimentación, se conguran
2 executors en el nodo esclavo, excepto para la experimentación llevada a
cabo con tan solo dos cores en la que se congura 1 executor. Un resumen de
dichas conguraciones y de los resultados obtenidos se puede consultar en
la Tabla 4.2. La primera conclusión que se extrae es que es preferible contar
con 2 executors por máquina con menor memoria RAM disponible, a tener
un solo executor que disponga de más memoria RAM. Esto hace que, con
un menor número de cores aumenten los tiempos de computación, aunque
en este caso cada core disponga de mayor memoria proporcionalmente. Fi-
nalmente, se concluye que es más benecioso congurar Spark con el mayor
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número de cores disponibles, aunque estos dispongan de menos RAM, lo que
permite bajar los tiempos hasta casi la mitad.
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La segunda experimentación realizada intenta determinar la inuencia
del número de particiones en las que es dividido el conjunto de datos sobre
los tiempos de computación. Spark particiona automáticamente los datos,
haciéndolos coincidir con el número de cores disponibles. Pero ésta división
es congurable, y una correcta selección del mismo podría permitir reducir
aún más los tiempos. Así, estableciendo 2 executors en el esclavo, cada uno
de ellos con 4, 5 o 6 cores, se examinan diferentes números de particiones
de los datos. Se comienza seleccionando un número superior al que auto-
máticamente establece Spark, con la conguración óptima resultado de la
experimentación anterior. En concreto 18 particiones, ya que 12 había sido
el número de particiones seleccionado por Spark en el análisis previo. Des-
pués se considera el doble del anterior número de particiones, para poder
encontrar un cambio en los tiempos de ejecución. Y así sucesivamente para
las siguientes experimentaciones hasta llegar a 144 particiones.
Como resultado se observa que el comportamiento para cada uno de los
posibles cores según la división de los datos es el mismo, alcanzándose los
menores tiempos con 6 cores por executor, haciendo un total de 12 en uso.
Se demuestra con este experimento que seleccionar un número óptimo de
particiones hace que los tiempos desciendan hasta un 30% si se comparan
con el mejor tiempo obtenido en la anterior experimentación, cuando Spark
dividía automáticamente el conjunto de datos. Otra conclusión extraída de
este experimento es que, a su vez, un número mayor de particiones no siempre
redunda en un descenso en los tiempos de ejecución, sino que, al contrario,
estos pueden incrementarse.
La última experimentación consiste en analizar la inuencia del número
de nodos en un clúster sobre los tiempos de ejecución, una vez se han selec-
cionado tanto el número óptimo de cores a utilizar por máquina y el número
de particiones en los que dividir el chero de datos de entrada, según los
58 Capítulo 4. Discusión de resultados
resultados arrojados por las anteriores experimentaciones.
Se consideran clústers con número de máquinas desde 1 hasta 24 esclavos.
Es importante reseñar que, a su vez, se realizan dos experimentaciones para
cada tipo de clúster analizado. Una en la cual cada máquina cuenta con un
único executor con todos los cores y memoria RAM disponibles para éste.
La otra experimentación se realizó estableciendo dos executors por máquina,
dividiendo a su vez los cores y la memoria RAM entre cada uno de ellos. La
conclusión más obvia a los resultados de los experimentos es que, a mayor
número de esclavos en el clúster, menor tiempo de computación, hasta 16
máquinas. Pero el otorgarle el máximo número de máquinas no resulta en
una mayor reducción de tiempos, sino todo lo contrario, estos aumentan.
Es decir, para obtener los mejores tiempos en la ejecución de un algoritmo,
un clúster no debe contar con el mayor número posible de máquinas, con el
susodicho ahorro de contratación de recursos que esto supondría. Es más,
con 8 máquinas se obtienen unos resultados sucientemente competitivos si
se tuviera que determinar el tamaño exacto del clúster a contratar.
Por otro lado, se observa que si contamos con un clúster pequeño, de
entre 1 a 4 esclavos, es preferible congurar Spark con dos executors por
máquina que con uno. Sin embargo, si se cuenta con un clúster con mayor
número de máquinas, no se observa una diferencia sensible en tiempos de
ejecución entre congurar 1 o 2 executors por máquina.
Como conclusión nal a todas las experimentaciones realizadas, y compa-
rando los mejores tiempos obtenidos con la versión preliminar del algoritmo
en [83] (53 minutos) con el mejor tiempo obtenido en [81] (64 minutos), a
pesar de subir ligeramente este último, se han tratado más del doble de datos
que en el primero y además obteniendo mucho mejores resultados en cuanto
a la predicción gracias a la selección óptima de parámetros del algoritmo.
4.2.2. Resultados con algoritmo multivariante
Aunque la predicción en la anterior experimentación alcanza unos ni-
veles de error realmente bajos para el conjunto de datos analizado, puede
encontrarse una serie temporal para la cual la predicción de su futuro no de-
penda tanto del comportamiento de ésta en el pasado, sino de otras variables
exógenas a la misma.
Es por ello que se desarrolla el algoritmo multivariante MV-kWNN, como
se ha comentado en la Sección 3.3 del Capítulo 3. Una vez el método ha sido
implementado y antes de realizar cualquier tipo de predicción, es necesario
llevar a cabo un estudio de la viabilidad del método. Dicho estudio consiste
en descubrir la correlación mínima que debe darse entre las series temporales
analizadas, más en concreto, la correlación mínima entre la variable exógena
y los valores futuros de la variable objetivo. De esta forma, si una serie
temporal no es lo sucientemente inuyente sobre los valores futuros de la
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otra (no alcanza cierto nivel de correlación), las predicciones no serán mejores
que en la versión univariante, es decir, que no serán mejores que estudiando
sólo el pasado de la propia serie objetivo.
Este análisis se realiza creando series temporales sintéticas de dos tipos:
1. 5 series temporales con distintos niveles de correlación con sus propios
valores futuros (h) que representan las variables objetivo.
2. 5 series temporales más para cada una de las anteriores, que represen-
tan las variables exógenas, dando lugar a un total de 25 series. Estas
nuevas series presentan distintos niveles de correlación con el futuro de
las variables objetivo.
Se mide el MRE obtenido en la predicción de las 25 experimentaciones
extrayéndose las siguientes conclusiones (para un mejor entendimiento, se
recomienda ver la Figura 4.8):
Como es de esperar, a medida que aumenta la correlación entre el pa-
sado de la variable exógena y el futuro de la serie objetivo, se obtienen
mejores predicciones.
De igual modo, a medida que la correlación entre valores pasados y
futuros de la serie objetivo aumenta, también disminuye el error en las
predicciones.
En general, siempre que la correlación entre el pasado de la variable
exógena y el futuro de la serie objetivo es mayor o igual a la correlación
entre valores pasados y futuros de la serie objetivo, se obtienen mejo-
res predicciones con el algoritmo multivariante que con el algoritmo
univariante. Así, por ejemplo, si la correlación entre valores pasados y
futuros de la serie objetivo fuera 0 y se contara con una variable exóge-
na con correlación entre pasado de la variable exógena y futuro de la
serie objetivo superior o igual a 0.25, se obtendrían mejores resultados
ejecutando el algoritmo multivariante. Mientras, si la correlación entre
valores pasados y futuros de la serie objetivo fuera 1 o cercano a 1,
sólo una variable exógena con correlación entre pasado de la variable
exógena y futuro de la serie objetivo 1 o similar a 1 podría hacer que
la predicción multivariante mejorara a la predicción univariante.
Enumeradas las anteriores conclusiones, cabe destacar que si la corre-
lación entre valores pasados y futuros de la serie objetivo es mayor que la
correlación entre pasado de la variable exógena y futuro de la serie objetivo,
el algoritmo multivariante obtiene predicciones levemente peores en lo que a
error se reere, lo que demuestra la robustez del método multivariante aún no
escogiendo las variables exógenas adecuadas para realizar las predicciones.
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Figura 4.8: Ejemplo de correlaciones entre una variable objetivo y una va-
riable exógena.
Se lleva a cabo entonces la predicción de un caso real. Se utiliza nue-
vamente la serie temporal de demanda eléctrica ya usada para la versión
univariante, y además se añade la serie temporal con los precios de la elec-
tricidad. Esta última está compuesta por los datos comprendidos entre los
años 2007 y 2016, es decir de igual longitud que la demanda, pero medida
cada hora en lugar de cada 10 minutos, como se puede apreciar en la Figura
4.9. Cabe destacar que dichos precios fueron extraídos en cheros que conte-
nían sólo los datos de un día, lo que suponía descargar más de 3265 cheros
y unirlos posteriormente. Además, se preprocesaron dichos datos ya que al-
gunos expresaban el precio en Cent/kWh mientras que otros lo hacían en
Euro/MWh, por lo que hubo que unicarlos y nalmente expresarlos todos
en Euro/MWh.
Los datos tanto de la demanda como del precio son normalizados por el
propio algoritmo, dada la diferente escala de cada una de las series tempora-
les. El MV-kWNN los desnormaliza una vez realizadas las predicciones para
calcular los errores cometidos.
Figura 4.9: Conjunto de datos de precios de electricidad en España.
Tomándose la demanda eléctrica como variable objetivo y los precios co-
mo variable exógena, se obtiene que la correlación entre valores pasados y
futuros de la serie objetivo es mayor que la correlación entre pasado de la
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variable exógena y futuro de la serie objetivo. De igual forma ocurre si la
variable objetivo son los precios y la variable exógena la demanda. Cabe es-
perar entonces errores ligeramente superiores a los obtenidos por el algoritmo
univariante kWNN.
El parámetro del algoritmo w es jado a 1 día y se considera un horizonte
h de 4 horas. El número de vecinos cercanos k es 4 en este caso. Esto es debido
a que la elección de un número de vecinos u otro no hace que aumente
o disminuya de forma considerable el error, como habían demostrado los
análisis sobre el tamaño óptimo de este parámetro explicado en el Apartado
4.2.1 de este Capítulo. Aún así, un estudio parecido es llevado a cabo para
el algoritmo multivariante, demostrando lo comentado anteriormente.
Analizando los resultados obtenidos en la predicción de la demanda, se
obtiene un error superior al método de predicción univariante, como era de
esperar dadas las correlaciones entre las series, como se explicó anteriormen-
te. Sin embargo, cabe reseñar que éste sólo se eleva algo más de un 1%,
alcanzando nalmente un MRE de 2.72%. Esto conrma la robustez del
método como también señaló el análisis de correlaciones entre series. Es im-
portante destacar que, al igual que en el algoritmo univariante, se predicen
el 30% de los valores del conjunto de datos, lo que supone un total de 2 años
y 10 meses.
Visualizando todos los errores cometidos en la predicción, agrupados por
meses, para intentar detectar posibles comportamientos anómalos en el al-
goritmo, se observa como la mayoría de errores, concretamente el 75%, son
menores que 5.5%.
Como se puede ver en la Tabla 4.3, analizando con más detalle el error
obtenido mensualmente, se observa como las peores predicciones se suelen dar
en los meses invernales, quedando en la mayoría de los casos el error en dichos
meses por encima del error total. Es más, diciembre y enero, representan los
meses con peor error en los años 2013 y 2016 respectivamente. Para el año
2014 la peor predicción se corresponde con el mes de abril, mientras que para
2015 se corresponde con febrero. Por otro lado, y al contrario de como podría
pensarse, los meses de verano no sólo no alcanzan las tasas mayores de errores
en la predicción sino que en algunos años representan la mejor predicción,
como sucede en los meses de agosto y julio en 2013 y 2014. Noviembre y
mayo también son los meses con menor error para los años 2015 y 2016
respectivamente.
Tabla 4.3: MRE de las mejores y peores predicciones de la demanda cada
año.
Año 2013 2014 2015 2016
Mejor mes Ago. 2.39% Jul. 2.17% Nov. 2.11% May. 2.20%
Peor mes Dic. 4.36% Abr. 3.57% Feb. 3.06% Ene. 3.10%
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Como en anteriores experimentaciones, los meses con el menor y el mayor
error son analizados más detalladamente a continuación.
Noviembre de 2015 es el mes con menor tasa de error de todas las pre-
dicciones. Se observa como sólo 12 días del mes tienen un error mayor que
el error total del mes, obteniéndose como error máximo, correspondiente al
peor día, un 5.19%. El resto de días tienen errores cercanos dicho error total
del mes o por debajo del mismo, alcanzándose un error casi nulo (0.55%) en
el día con mejor predicción. En la Figura 4.10 se muestra la demanda real
diaria para dicho mes frente a la predicción, donde se observa como las curvas
presentan una gran similitud, prediciendo especialmente bien las bajadas en
la demanda, pero no siendo tan idénticas en los cambios que se producen en
los días con mayor demanda.
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Figura 4.10: Demanda real y predicha del mes con mejor MRE.
Diciembre del año 2013, con un 4.36% de tasa de error, resulta ser la
peor predicción. En este mes se observa que, aun no contando con un gran
número de días con error por encima del error total del mes, sí se obtienen
días con una tasa de error bastante alta, llegando a alcanzar 6 días un error
por encima de 7%. Aún siendo el mes que peor error ofrece, el día con menor
error dentro de dicho mes alcanza un 1.20%. En la Figura 4.11, donde se
muestra la demanda real del mes frente a la predicha, se puede comprobar
que ambas curvas siguen el mismo comportamiento, pero para el día 7 el
algoritmo predice una bajada en la demanda que no resulta ser tan baja. Lo
mismo ocurre con la subida que el algoritmo predice para el día 30, pero que
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no llega a ser tan pronunciada. Estas diferencias son las que hacen encarecer
el error del mes, ya que es en ambos días cuando se alcanzan las mayores
tasas de MRE.
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Figura 4.11: Demanda real y predicha del mes con peor MRE.
Se analizan así mismo los días cuya predicción arrojan el mejor y el peor
error. El mejor día obtiene un error cercano a 0% (0.40%), el 23 de julio del
año 2015, de nuevo un día del periodo estival, lo que conrma la idoneidad
del algoritmo para este tipo de meses. El peor día por otro lado, alcanza un
11.68% correspondiéndose con el 10 de febrero de 2014. Se comprueba que,
aún teniendo un error alto, el algoritmo predice adecuadamente el compor-
tamiento de la curva, pero desplazado un número de valores. Dicho día de
febrero, se corresponde con un lunes del mes. Como día laborable, la curva
de demanda comienza a ascender rápidamente desde las 7:00 AM hasta las
10:00 AM que alcanza uno de sus picos máximos. El algoritmo, sin embargo,
predice dicho día como si hubiera sido un día no laborable, pues el ascenso en
la demanda no se empieza a producir hasta las 10:00 AM alcanzando su pico
más alto a la 01:00 PM. El comportamiento, aunque casi idéntico, está des-
plazado 3 horas, y la predicción además ofrece una menor cantidad de MW.
Después, la demanda real decrece hasta las 04:00 PM, donde se mantiene,
para volver a ascender entorno a las 07:00 PM, alcanzando el pico máximo
a las 10:00 PM. La predicción dada por el algoritmo también detecta esa
bajada hasta las 04:00 PM, pero después, en lugar de mantenerse, desciende
levemente hasta las 08:00 PM en lugar de hasta las 07:00 PM como hace la
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demanda real. Finalmente, la predicción asciende hasta la misma hora que
la demanda real, las 10:00 PM, pero ofreciendo un menor valor en MW que
la demanda real.
A continuación, se analizan también las predicciones realizadas de los
precios de la electricidad. La tasa de error cometida en la predicción de esta
serie temporal es superior a la demanda como es de esperar, debido a la
no estacionariedad de la misma, con subidas y bajadas bruscas de precio
llegando a contar con un número importante de medidas iguales a 0. 10.67%
es el error obtenido. Visualizando los errores de cada una de las predicciones
realizadas agrupadas por meses, no se detecta ninguna anomalía reseñable,
pero destaca diciembre de 2013 como el mes que presenta más porcentajes
de errores altos. Dicho mes es analizado más en detalle.
En la Tabla 4.4 pueden verse los meses que mejor y peor MRE obtienen
para cada año. De nuevo, y como hemos destacado en los anteriores análisis,
se comprueba la adecuación del algoritmo para predecir los meses estivales,
o cercanos a verano, de esta serie temporal, dado que los meses con mejores
predicciones se dan en junio (2015) y agosto (2014) y septiembre (2013).
También de nuevo se observa que los meses de invierno son los que peor
predice el algoritmo, ya que en esta nueva serie también ha sido cuando
ha alcanzado los errores más pronunciados. Más en concreto, los meses de
diciembre en 2013 y enero en 2016. El mes de febrero, por otro lado, es el
que mayor tasa de error obtiene para los años 2014 y 2015.
Tabla 4.4: MRE de las mejores y peores predicciones de los precios cada año.
Año 2013 2014 2015 2016
Mejor mes Sep. 9.67% Ago. 6.98% Jun. 6.46% May. 7.69%
Peor mes Dic. 22.01% Feb. 18.91% Feb. 12.21% Ene. 11.46%
Nuevamente, los meses concretos con la mejor y la peor predicción son
analizados.
Junio de 2015 alcanza el menor MRE. Se observa como el error de 13
días del mes exceden el error total del mes en sí, con 8 de ellos superando
el 8% de error y llegando a situarse el mayor de todos con un 11.19%. Por
otro lado, el error de 6 días del mes desciende del 4% llegando el menor de
todos a 2.78% de error. En la Figura 4.12 se muestra el precio real diario
para dicho mes frente a la predicción realizada. El algoritmo predice adecua-
damente el comportamiento que tiene la curva de precios, dando una casi
total coincidencia en la bajada de los precios, pero diriendo levemente en
los picos de precios altos.
Diciembre de 2013 alcanza el peor error. Este mes no cuenta con un gran
número de días con error superior error total del mismo, pero 6 de ellos
tienen errores superiores al 30%, lo que hace que el error total del mes suba.
De hecho, el error de dos días alcanza casi el 45%, siendo estos días los que
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Figura 4.12: Precio real y predicho del mes con mejor MRE.
peor predicción arrojan del total de predicciones realizadas. Uno de los días
se analizará más en detalle. Con respecto al resto de días, resaltar que 6 días
del mes obtienen un error inferior a 12.5%, siendo el menor de todos 6.76%.
En la Figura 4.13 se ha representado los valores de los precios reales diarios
frente a los predichos. En este caso se comprueba que el algoritmo predice un
comportamiento bastante similar a la curva real de datos, acertando incluso
en la bajada pronunciada de precios que se produce entre los días 23 y 25.
Pero para el resto de valores se encuentra desplazado un número que podría
considerarse considerable, lo que hace que suban las tasas de error.
Nuevamente, se analizan los días cuya predicción ofrece tanto el mejor
como el peor MRE. El mejor día, el 16 de abril de 2014, obtiene una pre-
dicción bastante baja, de tan sólo un 2.02% de error, en la que el algoritmo
acierta incluso en las bajadas y subidas pronunciadas de los precios. El día
con el peor error, el 20 de diciembre de 2013 sin embargo, se dispara hasta
un 45.29% como se ha comentado anteriormente al mencionar el mes con
el peor MRE, ya que pertenece a dicho mes. Se observa como el algoritmo
imita la curva de los precios, pero el desplazamiento con respecto a la curva
de precios reales es considerable, incrementando el error nal del mes. Sobre
todo destacar que el algoritmo predice la bajada de precios, coincidiendo
incluso hasta en la hora en la que se alcanza el valor más bajo para luego
volver a subir, pero no hasta el valor 0 como en la realidad ocurre, siendo
entonces esas diferencias las que más penalizan la predicción nal.
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Figura 4.13: Precio real y predicho del mes con peor MRE.
Aunque los resultados alcanzados tras ejecutar el MV-kWNN sobre las se-
ries temporales de demanda eléctrica y precio de la electricidad son bastante
buenos, se necesita comparar con otros métodos de predicción multivariante
para así conrmar la validez del algoritmo. Así, se han seleccionado mé-
todos clásicos adaptados para analizar variables exógenas, como son ARX,
ARMAX y ARIMAX. Algunos algoritmos de machine learning también tie-
nen disponible su versión multivariante, como por ejemplo redes neuronales
(MV-ANN) y random forests (MV-RF). Lo primero que se realiza antes de
ejecutar los algoritmos es adaptar los conjuntos de datos, ya que aunque
MV-kWNN permita series temporales con diferentes intervalos, los algorit-
mos seleccionados para la comparación no lo contemplan. La serie temporal
de la demanda eléctrica pasa a ser horaria en lugar de cada 10 minutos, con
la consiguiente reducción en el tamaño del conjunto de datos a manejar.
Además, no sólo se compara el MRE obtenido en las predicciones, sino
que se utilizan otras 3 nuevas medidas de precisión: el error absoluto medio
(MAE), el bias (BIAS) y el error cuadrático medio (RMSE). Las congura-
ciones establecidas para cada método pueden encontrarse en [82].
Una vez realizadas todas las experimentaciones con los métodos pro-
puestos, se analizan los resultados obtenidos. Se conrma que el MV-kWNN
mejora a los demás, en cuanto a MRE, MAE y RMSE se reere, tanto en la
demanda como en las predicciones del precio. Si nos centramos en la deman-
da, el MRE obtenido por el MV-kWNN es ligeramente inferior a la versión
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multivariante de las redes neuronales y a la versión multivariante de randon
forests, siendo en este caso ARX el que mayor MRE presenta, un 66% peor
que el obtenido por el MV-kWNN. En lo que a BIAS se reere, todos los
métodos obtienen un valor negativo, excepto el ARIMAX.
En la predicción de los precios ocurre algo similar, MV-kWNN se con-
rma como el mejor algoritmo, en términos de MRE, MAE y RMSE. Si
nos centramos en el MRE, se comprueba como los errores son muy similares
entre el MV-kWNN, el MV-RF y el MV-ANN, segundo y tercero mejores
respectivamente. El que mayores errores obtiene es de nuevo ARX, un 22%
superior a MV-kWNN. En lo que a BIAS se reere, los métodos MV-kWNN,
MV-ANN y ARMAX obtienen valores negativos mientras que MV-RF, ARX
y ARIMAX obtienen valores positivos. Además, MV-kWNN, MV-RF y AR-
MAX obtienen BIAS muy cercano a 0.
Aunque MV-kWNN se alza con los mejores resultados en las predicciones
realizadas sobre estas dos series temporales, la diferencia con los siguientes
métodos es muy pequeña, por lo que se realiza un test estadístico para eva-
luar la relevancia del nuevo algoritmo multivariante propuesto. Se utilizan
5 series temporales sintéticas y se combinan entre sí para llevar a cabo la
predicción de todas ellas, dando lugar a 10 experimentaciones más para cada
método evaluado. El MRE es la medida de precisión elegida para evaluar las
predicciones realizadas, y el resultado al aplicar un test de Friedman sobre
éstas otorga la primera posición en el ranking al MV-kWNN, conrmando la
idoneidad del algoritmo propuesto.
Por último, se realiza un nuevo estudio de escalabilidad sobre esta versión
multivariante, para comprobar la adaptación del algoritmo a series tempo-
rales Big Data. Para ello se multiplica el tamaño original de los conjuntos de
datos hasta un máximo de 200, lo que hace que estás últimas series tempora-
les sintéticas estén compuestas por más de 16 millones de registros cada una.
Se analiza los tiempos de cálculo de una predicción del algoritmo propuesto
y se compara con los tiempos obtenidos por los demás métodos para reali-
zar la misma tarea. Todas las experimentaciones son llevadas a cabo sobre
un clúster de 3 ordenadores, 1 actuando como maestro y los otros dos co-
mo esclavos. Es necesario resaltar que las implementaciones de los métodos
encontrados (ARX, ARMAX, ARIMAX, MV-ANN y MV-RF) no tienen la
posibilidad de ejecutarlos en un clúster de máquinas, por lo que los tiempos
reportados son sobre una única máquina. Cuando el tamaño de los datos es
el original, los algoritmos que obtienen mejor tiempo son el MV-ANN y el
MV-RF, seguidos muy de cerca por el MV-kWNN. Esto podría deberse a
que, como se comentó anteriormente, MV-kWNN analiza un conjunto mayor
de datos, al poder tomar diferente series temporales con distintos intervalos
de tiempo, mientras que MV-ANN y MV-RF cuentan con series tempora-
les horarias y por tanto más pequeñas. ARMAX por otro lado, reporta los
mayores tiempos de computación.
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Realizando pruebas con tamaños mayores de conjuntos de datos, se en-
cuentra un problema con los métodos ARX, ARMAX, ARIMAX, MV-ANN
y MV-RF. Al no estar preparados para ejecutarse en un clúster de orde-
nadores y no estar adaptados para Big Data, al intentar llevar a cabo las
predicciones con el segundo conjunto de prueba, esto es, multiplicando por
10 el tamaño del conjunto de datos original, es imposible recabar los tiempos
de dichos algoritmos, eternizándose estos sin posibilidad de conocer cuando
terminarían. Por lo que se descarta este análisis para dichos métodos. El
MV-kWNN, sin embargo, no presenta dicho problema. Se compara entonces
los tiempos obtenidos por el algoritmo al ejecutarse sobre un clúster con un
esclavo y un clúster con dos esclavos. Los resultados alcanzados demuestran
que los tiempos de ejecución no son muy diferentes en un clúster u otro con
tamaños del conjunto de datos hasta 50 veces más grandes. Pero cuando
los datos comienzan a ser ya masivos, esto es, con tamaños del conjunto de
datos 100 y 200 veces más grandes, los tiempos se disparan de forma expo-
nencial para el clúster con un esclavo, mientras que para el clúster con dos
esclavos suben sólo de forma leve y linealmente. Esto conrma la adecuación
del MV-kWNN para ejecutarse con series temporales Big Data y resalta la
importancia de contar con un clúster de máquinas con varios esclavos a la




El nal de una obra debe hacer recordar
siempre el comienzo.
Joseph Joubert.
Resumen: En este capítulo se recogen las principales conclusiones
alcanzadas con la consecución de este trabajo de tesis, además de co-
mentar las posibles líneas de trabajo futuro que se presentan.
El afán de conocimiento y la predicción del futuro han sido desde el
principio de los tiempos dos de las mayores obsesiones del ser humano. Para
intentar alcanzarlas o darles respuesta, nos hemos dedicado a recabar toda la
información posible, almacenando todo posible dato que se pudiera registrar
para, posteriormente, poder analizarlos. En la actualidad, acumular y guar-
dar datos no supone ningún problema dado el bajo coste, a nivel económico
y computacional que ello supone. Esto ha hecho que registremos cualquier
dato posible de nuestro día a día, desde los latidos de nuestro corazón, el
tráco o el consumo eléctrico realizado. Es en este contexto donde surgen las
Smart Cities, almacenando todo tipo de información y registrando cualquier
posible cambio para, posteriormente, mejorar la vida de los ciudadanos que
las habitan. Pero es tal el volumen de datos generados en los últimos años,
que se ha hecho imposible no ya sólo extraer conocimiento de toda ella sino
incluso procesarlas. Las técnicas clásicas de análisis, así como las de machine
learning, que tan buenos resultados alcanzaron con tamaños de datos cuan-
ticables, necesitan ser revisadas para adaptarse al nuevo contexto del Big
Data.
Este trabajo de investigación ha intentado dar respuesta a esta proble-
mática, desarrollando un nuevo algoritmo, basado en vecinos cercanos, para
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predecir series temporales Big Data. Para ello, apoyándose en un nuevo fra-
mework de programación y análisis de datos, como en este caso Apache Spark
para llevar a cabo computación distribuida, se desarrolló el algoritmo kWNN.
La implementación en Spark de dicho algoritmo supuso un reto, al plantear
el framework una nueva forma de programar distinta a las clásicas conocidas,
con el objetivo de lanzarse en un clúster de ordenadores y sacar el máximo
provecho a su computación distribuida. Además, se trabajó con el lengua-
je de programación nativo de Spark, Scala, un lenguaje de programación
funcional del que no se tenía conocimientos previos. La primera implemen-
tación obtuvo resultados prometedores, tanto en tiempos de ejecución como
en la precisión de las predicciones. Se usaron para probar el algoritmo series
temporales reales de Smart Cities, con el consumo eléctrico medido cada 15
minutos durante 3 años de dos edicios de una universidad pública.
El algoritmo desarrollado contaba con una serie de parámetros, como
eran el número de valores pasados que hay que usar (w) para predecir los
h valores siguientes y el número de vecinos cercanos k a considerar para la
predicción. Si dichos parámetros se escogían adecuadamente, la predicción
podría mejorar considerablemente, por lo que para la siguiente versión del
algoritmo se añadió esta mejora, aparte de perfeccionar la propia implemen-
tación. Usando una serie temporal de Smart Cities diferente y de mayores
proporciones, en este caso el consumo eléctrico a nivel nacional medido cada
10 minutos durante 9 años, se probó la nueva versión del algoritmo. Los re-
sultados obtenidos fueron de un error inferior al 2% al predecir casi 3 años
de la serie temporal. Analizando más en detalle el comportamiento en la pre-
dicción del algoritmo se observó como éste predecía de forma más adecuada
los meses que en principio podrían considerarse los más complicados, esto
es, los meses estivales, dada la cantidad de personas de vacaciones durante
esta época, lo que resaltaba la adaptabilidad del algoritmo. Por otro lado,
los meses en los que más elevado error se observó fueron los meses corres-
pondientes al periodo invernal, siendo casi siempre diciembre el que mayor
error obtenía.
Se comparó el error de la predicción del conjunto de test con otras téc-
nicas de machine learning que también habían usado el mismo conjunto
de datos, como deep learning o árboles, resultando el kWNN el que menor
error obtenía. Ello demostraba la idoneidad del algoritmo así como también
justicaba las mejoras introducidas. Un análisis sobre un clúster de orde-
nadores fue también realizado para intentar conseguir los menores tiempos
de computación. Varias conclusiones fueron extraídas. La primera fue que
era preferible contar con máquinas con el mayor número de cores posible,
aunque estos tuvieran menor memoria RAM proporcionalmente, que contar
con pocos cores con mayor memoria RAM disponible. La segunda conclusión
fue que el número de divisiones en el cual el conjunto de datos debe divi-
dirse tiene que ser escogida adecuadamente, ya que aunque Spark los divide
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de forma automática, esto no implica que se obtengan los mejores tiempos.
Seleccionar bien este parámetro hace disminuir los tiempos de computación
sensiblemente. Por último se analizó la inuencia del número de máquinas
esclavas en el clúster, demostrándose por un lado que al contar con más de
dos los tiempos descendían, aunque, por otro lado, no siempre el contar con
el mayor número posible hace que se obtengan los mejores tiempos, sino que
al contrario, hace que estos se eleven.
Pero en muchas ocasiones una serie temporal no está inuenciada sólo por
su propio pasado, sino que también lo está por el comportamiento de otras
series temporales exógenas. Es por ello que, una vez vistas las cualidades
que presentaba el algoritmo en versión univariante, se desarrolló una nueva
versión para que tuviera en cuenta no una sino varias series temporales y al
mismo tiempo predijera todas ellas. Se realizó entonces un análisis de corre-
lación entre series para identicar cuando el añadir una variable exógena al
problema mejoraría la predicción o la empeoraría. El resultado determinó que
si el futuro de una serie temporal está más correlacionado con una variable
exógena que con su propia serie, la predicción con el algoritmo multivariante
sería mejor que con el univariante. En general, se determinó que el algoritmo
era lo sucientemente robusto para que, aunque la serie exógena se añadiera
al problema y no estuviera lo sucientemente correlacionada, los errores en
la predicción sólo aumentaran levemente. Así, tomando dos series temporales
reales, la demanda eléctrica en España y los precios de la electricidad a nivel
nacional en los últimos 9 años, se llevó a cabo la predicción. Los resultados
mostraron tasas de error muy bajas, de nuevo mostrando el algoritmo mejor
adaptación y por tanto mejores predicciones en los meses estivales, siendo
a su vez los meses de invierno los que alcanzaban mayor error. La preci-
sión del algoritmo fue comparada con otros algoritmos multivariantes, como
las versiones adaptadas de los métodos clásicoss de Box y Jenkins, y redes
neuronales y random forests, resultando el MV-kWNN el mejor posicionado
en los tests estadísticos realizados. Además, se analizó el comportamiento
del algoritmo con series temporales de tamaño considerable, hasta 200 veces
mayor que las tratadas en los experimentos, demostrando como los demás
métodos no eran capaces de gestionar tal cantidad de información mientras
que el MV-kWNN ofrecía escalabilidad lineal, rearmando la adaptación del
algoritmo a contextos Big Data.
Como trabajos futuros, se proponen analizar en más detalle los meses
de invierno e intentar combinar el algoritmo con otro método que pudiera
predecir mejor dichos meses, creando una solución ensemble que mejorara
más aún los resultados ofrecidos.
Otra línea de investigación que se propone es adaptar los algoritmos
para que puedan efectuar análisis y predicciones en tiempo real, para así,
al mismo tiempo que los dispositivos IoT recogen las medidas, tomar las








El genio comienza las grandes obras,
pero sólo el trabajo las acaba.
Petrus Jacobus Joubert.
Resumen: En este capítulo se muestran los trabajos que comprenden
esta tesis por compendio de artículos. Primero se adjunta un artículo de
congreso internacional que supuso el inicio de esta tesis. Seguidamente,
se encuentran los dos artículos publicados en revista, el primero con la
versión univariante del algoritmo para predicciones de series temporales
Big Data y el segundo con la versión multivariante del mismo. Así
mismo, también se pueden encontrar en este capítulo otros artículos
de investigación en los que se ha colaborado, aunque no se contabilizan
para la tesis por compendio de artículos. Concretamente, un artículo
de congreso internacional aplicando un algoritmo k-means distribuido
sobre series temporales Big Data y un artículo publicado en revista
con un algoritmo ensemble que combinaba random forests, un árbol
de regresión y GBT sobre también series temporales Big Data.
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6.1. A nearest neighbours-based algorithm for big
time series data forecasting
El artículo en congreso internacional publicado es el siguiente:
R. L. Talavera-Llames, R. Pérez-Chacón, M. Martínez-Ballesteros, A.
Troncoso, and F. Martínez-Álvarez. A nearest neighbours-based algo-
rithm for big time series data forecasting. In International Conference
on Hybrid Articial Intelligence Systems, pages 174-185. 2016.
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Abstract. A forecasting algorithm for big data time series is presented
in this work. A nearest neighbours-based strategy is adopted as the main
core of the algorithm. A detailed explanation on how to adapt and imple-
ment the algorithm to handle big data is provided. Although some parts
remain iterative, and consequently requires an enhanced implementation,
execution times are considered as satisfactory. The performance of the
proposed approach has been tested on real-world data related to elec-
tricity consumption from a public Spanish university, by using a Spark
cluster.
Keywords: Big data · Nearest neighbours · Time series · Forecasting
1 Introduction
Recent technological advances have led to a rapid and huge data storage. In fact,
90 % of existing data in the world have been generated in the last decade. In this
context, the improvement of the current data mining techniques is necessary to
process, manage and discover knowledge from this big volume of information. The
modern term big data [10] is used to refer to this evolution. Sensor networks, typ-
ically associated with smart cities, are one of the main sources of big data genera-
tion and can be found in diverse areas such as energy, traffic or the environment.
The popular MapReduce paradigm [4] has been recently proposed by Google
for big data parallel processing. This paradigm has been widely used by Apache
Hadoop [15], which is an open source software implemented in Java and based
on a distributed storage system called Hadoop Distributed File System (HDFS).
However, the limitations of the MapReduce paradigm to develop iterative algo-
rithms have promoted that other proposals emerge, such as Apache Spark [6].
Apache Spark is also an open source software project that allows the multi-
pass computations, provides high-level operators, uses diverse languages (Java,
Python, R) in addition to its own language called Scala, and finally, offers the
machine learning library MLlib [5].
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In this work, an efficient forecasting algorithm for big data is introduced. The
proposed method is based on the well-known nearest neighbours techniques [3]
in machine learning. This choice is due to the good results reported when applied
to datasets of small or moderate size. The algorithm has been developed in the
framework Apache Spark under the Scala programming language. The algorithm
has been tested on real–world big datasets, namely energy consumption, collected
from a sensor network located in several buildings of a public university.
The rest of the paper is structured as follows. Section 2 describes a review
of the existing literature related to the nearest neighbours algorithms for time
series forecasting and to the different approaches of the nearest neighbours for big
data published in recent years. In Sect. 3 the proposed method based on nearest
neighbours to forecast big data time series is presented. Section 4 presents the
experimental results corresponding to the prediction of the energy consumption
coming from a sensor network of building facilities. Section 5 closes the paper
giving some final conclusions.
2 Related Work
Predicting the future has fascinated human beings since its early existence. Accu-
rate predictions are essential in economical activities as remarkable forecasting
errors in certain areas may incur large economic losses. Therefore, many of these
efforts can be noticed in everyday events such as energy management, natural
disasters, telecommunications, pollution, and so forth.
The methods for time series forecasting can be roughly classified as follows:
classical Box and Jenkins-based methods such as ARMA, ARIMA, ARCH or
GARCH [1] and data mining techniques (the reader is referred to [9] for a tax-
onomy of these techniques applied to energy time series forecasting). Namely,
data mining techniques based on the k nearest neighbours (kNN) have been suc-
cessfully applied, providing competitive results [7,8,14]. However, these methods
cannot be applied when big time series have to be predicted due to the high com-
putational cost of the kNN.
Consequently, several MapReduce-based approaches to address the kNN algo-
rithm in big data scenarios have been recently proposed. The authors in [17]
study parallel kNN joins in a MapReduce programming model that involves
both the join and the NN search to produce the k nearest neighbours of each
point in a new dataset from an original dataset. In particular, both exact (H-
BRJ) and approximate (H-zkNNJ) algorithms are proposed to perform efficient
parallel kNN joins on big data. In [11], an algorithm is proposed to address the
problem of the fast nearest neighbour approximate search of binary features in
high dimensional spaces using the message passing interface (MPI) specification.
A MapReduce-based framework focused on several instance reduction methods
is proposed in [13] to reduce the computational cost and storage requirements
of the kNN classification algorithm.
In the context of this work, the kNN query is usually required in a wide range
of sensor network applications. In fact, authors in [16] propose a MapReduce-
based algorithm to generalize the spatio-textual kNN join in large-scale data.
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This algorithm aims at searching text-similar and k-nearest sensors to a query
set containing more than one query point.
Furthermore, other distributed architectures such as GPU have been used
to address parallel versions of the kNN algorithm [2], also allowing a fast and
scalable meta-feature generation for highly dimensional and sparse datasets.
Alternatively, the MLlib does not include any Spark implementation of the
kNN algorithm, in spite of providing several traditional algorithms such as k-
means, decision tree, among others. Thus, several parallel implementations of
the kNN algorithm have been proposed in the literature. For instance, the work
presented in [12] provides a Spark implementation in Java of the kNN and the
SVM-Pegasos algorithms to compare the scalability of this parallelization tech-
nology with the MPI/OpenMP on a Beowulf cluster architecture. This kNN
Spark implementation maps the Euclidean distance from each training sample
to a test sample.
3 Methodology
This section describes the methodology proposed in order to forecast big data
time series. In particular, Sect. 3.1 introduces the methodology itself and in
Sect. 3.2 how it is implemented to be used in Spark.
3.1 Time Series Forecasting Based on Nearest Neighbours
This section describes the technique applied to time series forecasting based on
the kNN algorithm.
Given the electricity consumption recorded in the past, up to ci, the problem
consists in predicting the h consecutive measures for electricity consumption
(note that h is the prediction horizon).
Let Ci ∈ Rh be a vector composed of the h values to be predicted:
Ci = [ci+1, ci+2, . . . , ci+h] (1)
Then, the associated vector CCi ∈ Rw is defined by gathering the consump-
tion contained in a window composed of w consecutive samples, from values of
the vector Ci backwards, as follows:
CCi = [ci−w+1, ci−w+2, . . . , ci−1, ci] (2)
For any couple of vectors, CCi and CCj , a distance can be defined as:
dist(i, j) = ‖CCi − CCj‖ (3)
where ‖·‖ represents a suitable vector norm (the Euclidean norm has been used
in this work).
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The weighted nearest neighbours (WNN) method first identifies the k nearest
neighbours of vector CCi, where k is a number to be determined and neighbour-
hood in this context is measured according to (3) as afore mentioned. This leads
to the neighbour set, NS:
NS =
{
set of k indexes, q1, . . . , qk, such that CCqj closest to vector CCi
}
(4)
in which q1 and qk refer to the first and k-th neighbours respectively, in order of
distance.
According to the WNN methodology, the h electricity consumptions are pre-
dicted by linearly combining the consumptions of the k vectors succeeding those
















Obviously, αj when j = k (furthest neighbour) is lesser than αj when j = 1
(nearest neighbour). Note also that, although the w consumptions contained in
CCi are used to determine the nearest neighbours, only the h consumptions of
the vectors Cqj are relevant in determining Ci.
Fig. 1. Illustration of the WNN approach.
In order to find candidate neighbours, qj , a window of w samples is simply
slid along the entire dataset.
178 R.L. Talavera-Llames et al.
Figure 1 illustrates the basic idea behind the WNN algorithm, with k = 2
and w = 4. Values ci+1 and ci+2 (h = 2) are the target prediction. As
w = 4, values [ci−3, ci−2, ci−1, ci] are chosen as window. Later, minimal dis-
tances calculated according to Eq. (3) are searched for in the historical data.
Sequences of values s1 = [ci−j−5, ..., ci−j−2] and s2 = [ci−k−5, . . . , ci−k−2] are
identified as the two nearest neighbours. In particular, s2 is closer to w than
s1, and would therefore be denoted as q2 and q1, respectively. Finally, the fore-
cast is performed by considering the h next samples to s1 and s2, according to
Eqs. (5) and (6).
3.2 Algorithm Implementation for Apache Spark
The algorithm described in Sect. 3.1 has been implemented for Apache Spark,
making the most of the RDD variables of Spark, in order to use it in a distributed
way. This strategy makes the analysis of the datasets more efficient and faster.
Therefore, every RDD created is split in blocks of the same size across the nodes
that integrate the cluster, as it is shown in Fig. 2.
For a proper execution of the algorithm, several variables have to be defined
from the beginning. These are:
1. The initial time series to be analysed.
2. The size of the window w whose values are taken as a pattern to look for the
nearest neighbours.
3. The number of values h that needs to be predicted.
4. The number of nearest neighbours k that are going to be selected.
Since overwriting RDD variables cannot be done in Spark, a new RDD is
created in each step of the algorithm. Hence, every time this section refers to a
new transaction it means that a new RDD is being created.
Firstly, the data is loaded in Spark, split into different fields and finally just
the energy consumption is selected, as shown in Fig. 3(a). An extra field with a
numeric index is also added in this transaction. So the initial dataset in Spark is
a RDD with just two fields, identification number with the position of the value
of the time series, and the consumption itself (see Fig. 3(b)). Remark that, as
Fig. 2. Creation of a RDD variable in Spark and how it is managed in a cluster.
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before mentioned, this data is split automatically across the nodes of the cluster.
In a second transaction, the previous dataset is separated in two subsets, test set
(TES) and training set (TRS), as Fig. 3(c) shows. TRS will be used to train the
algorithm, whereas TES will be used to predict results and to check the accuracy
of the prediction, comparing each predicted value to the actual one.
Fig. 3. Data preprocessing.
The next transaction only uses TRS for training purposes. Therefore, the
w previous values to the h values to be predicted are selected as the pattern
in this iteration, as depicted in Fig. 4(a). Now, the main goal is to store every
possible subset of w values that can be formed of which their h future values
are known. To achieve this, the windows w has to be shifted h values from the
end of the time series, and from there, the w subsequent values are selected.
Next iteration will repeat the same process as is illustrated in Fig. 4(b). For the
following transaction, the TRS is divided in subsets of h values, as shown in
Fig. 4(c). Thanks to map transformations that Spark provides to its RDD, this
is done in one instruction all over the RDD located in the cluster. The key in this
transaction is to group values just in one action without doing several iterations
like it would have been done in other languages (Java 8’s Stream is, perhaps, the
sole exception). In this case, the RDD from the previous transaction is grouped
by the rule id/h. As a result, the new RDD will contain a numeric id of the
subsets following by their corresponding h values. This can be seen in Fig. 4(d),
where idGrouping is the numeric id of each subset and hi represents each subset
of h values of the time series. In particular,
hi = [ci·h+1, ci·h+2, ..., c(i+1)·h] (7)
For instance, in the figure, h0 is formed by the h values whose index id divided
by h is 0, that is, [c1, c2, ..., ch].
As the formation of each subset of w values depends on the hi previous
subsets, a new RDD will be created with these subsets focusing on the RDD
from the transaction before. So in this transaction, a dataset is also formed with
the subsets of w values as well as the numeric id that matches with the RDD
that contains the subsets hi. This is represented in Fig. 5(a), where idGrouping
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Fig. 4. kNN in Spark, phase 1.
is the numeric id of the subset and wi represents each subset of w previous values
to the h values of the subset hi.
wi = [ci·h−(w−1), ..., ci·h−1, ci·h] (8)
Due to the size of the windows w is usually greater than h, it can be observed
that wi cannot be defined when it does not exist w consecutive values previous
to the values of hi. For the same reason, it would be necessary not to look at
just the values of the subset hi−1, but in the w/h subsets before to build the
subset wi. This can be seen in Fig. 5(b), where the values for the w2, for instance,
are going to be formed by the values of the w/h previous hi, in this case, h0
and h1.
In the next transformation, both RDDs need to be joined. Again, and thanks
to the fact that both datasets share the same numeric id, Spark allows to do so
by a simple action, obtaining a new RDD with the grouping id, the w values of
the time series and the h values that follows it. This transaction can be seen in
Fig. 5(c).
At this time the pattern w is compared to each wi, obtaining the new field
distance, which is calculated by the Euclidean distance and added to the previous
RDD with just one action over Spark. Thus, the new dataset will contain the
numeric id idGrouping, the wi, the hi and the distance di between the w pattern
and wi. This is shown in Fig. 6(a).
The next step of the algorithm sorts the previous RDD according to the
distance, which Spark does rapidly just indicating the field for which the whole
RDD is going to be sorted.
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Fig. 5. kNN in Spark, phase 2.
After that, just the k nearest neighbours will be chosen. This is explained in
Fig. 6(b), where k is the number of nearest neighbours to be selected.
The next transaction will calculate the prediction, applying the formulas (5)
and (6). In Spark, before the value is predicted, it is necessary to do intermediate
calculations. First, each value of each hi is divided by the square distance. This
is done in Spark with a new map transformation, adding a new field with the
values of hi/(di)
2. And finally, each of these fields needs to be summed, which
in Spark is done with a reduce action over the field obtaining a number. This is
illustrated in detail in Fig. 6(c), where the new columns zj represents the division
of the j-th value of each hi between its square distance (di)
2, sum represents
the sum of each column and reducej is the name of the variable that gather
that number. So first column z1 will be the division of each ci·h+1 of each hi
between the distance (di)
2, then it will be summed and saved in the variable
reduce1. Then, it is just necessary to divide each sum of each field with the sum
of the inverse of the square distance (reduceDist variable), obtaining the h values
predicted as shown in Fig. 6(d).
Once all the predictions for the h values are made, the process begins again to
obtain the following h forecasts, but this time updating the TRS, as shown in
Fig. 7(a), where TRS old represents the initial TRS; and TRS new the new
one including the previous TRS and the h real values previously predicted. The
algorithm will then stop when the total predictions have the same size as the
TES. This can be seen in Fig. 7(b). The final step lies in comparing the prediction
with the real values in TES applying the formula of the mean relative error,
defined in Eq. (9), as shown in Fig. 7(c).
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Fig. 6. kNN in Spark, phase 3.
Fig. 7. kNN in Spark, phase 4.
4 Results
This section presents the results obtained from the application of the proposed
methodology to electricity consumption big data time series. Hence, Sect. 4.1
describes the used datasets. The experimental setup carried out is detailed in
Sect. 4.2. Finally, the results are discussed in Sect. 4.3.
4.1 Datasets Description
The datasets used are related to the electrical energy consumption in two build-
ings located at a public university for years 2011, 2012 and 2013. The consump-
tion is measured every fifteen minutes during this period. This makes a total
of 35040 instances for years 2011 and 2013, and 35136 for the year 2012. TES
consists of the the last three months of 2013 for both datasets.
Note that there were several missing values (< 3%). In particular, some
values are equal to 0. However, subsequent time stamps store the accumulated
consumption for such instances. Therefore, the cleaning process consisted in
searching for such 0 values and assuming that consumption had been constant
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during these periods of time. That is, the stored value after zeros is divided by
the number of consecutive registered zeros and assigned to each one.
4.2 Design of Experiments
The proposed algorithm requires several variables to be executed. Since this is
a preliminary study, an exhaustive analysis of best values has not been carried
out and the following considerations have been taken into account:
1. The size of the window (w) has been set to 96, which represents all the values
for a whole day.
2. As for the forecast horizon (h), it was firstly set to h = 48 (12 h) and secondly
to h = 96 (24 h).
3. The number of nearest neighbours (k) varies from one to five.
The algorithm has been executed using each dataset described in Sect. 4.1
varying the aforementioned parameter settings (w, h and k). In short, each
dataset has been executed 10 times.
To evaluate the runtime costs of the algorithm, each complete experimen-
tation for each dataset has been executed using two processors, summing 20
executions in total.
The experimentation has been launched on a cluster, which consists of 2
Intel Xeon E7-4820 processors at 2 GHz, 18 MB cache, 8 cores per processor and
64 GB of main memory working under Linux Ubuntu. The cluster works with
Apache Spark 1.4.1 and Hadoop 2.3.
Finally, in order to assess the performance of the algorithm, the well-known










where vpred stands for the predicted values and vacutal for the actual consumption
values.
4.3 Electricity Consumption Big Data Time Series Forecasting
This section shows the results of applying the methodology proposed in Sect. 3.1
to the datasets described in Sect. 4.1 over the cluster described in Sect. 4.2. The
algorithm has been tested on the last three months in the year 2013, for both
buildings, resulting in 8832 forecasted instances.
Table 1 summarizes the results obtained for the first building. Analogously,
Table 2 shows the results obtained for the second building. Note that the col-
umn Duration collects execution times in minutes. The values for the rightmost
columns show the MRE associated with each k.
It can be noticed that to facilitate future comparative analysis, only two
processors have been used. Additionally, horizons of prediction has been set to
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Table 1. Electricity consumption forecasting for the first building.
w h Duration k = 1 k = 2 k = 3 k = 4 k = 5
96 48 143.99 0.3184 0.2902 0.3025 0.3132 0.3090
96 96 53.00 0.4653 0.4243 0.4530 0.4773 0.4708
Table 2. Electricity consumption forecasting for the second building.
w h Duration k = 1 k = 2 k = 3 k = 4 k = 5
96 48 143.79 0.3052 0.2749 0.2870 0.2912 0.3030
96 96 53.13 0.4807 0.4159 0.4407 0.4452 0.4686
48 (12 h) and 96 samples (24 h), thus representing usual short-term forecasting
horizons in electricity consumptions.
It can be seen in both tables that the execution time varies along with the
size of the h, up to 66 %. This is because the higher the value of h is, the lesser
number of distances has to be computed. It can also be noticed that small values
of k do not make significant difference to the accuracy of the predictions. In fact
it just changes from one k to another by 5 %. Farthest studies need to be carried
out to select the optimal k.
It must be admitted that the execution time is expected to be improved in
future versions. This is partly due to the fact that the calculation of every wi
is the only part of the algorithm which is not made in a parallelized way, but
in an iterative way. Since previous hi must be checked to compute wi, in some
cases, two subsets wi and wj may have values from the same hi. This means
that for every wi, all the previous hi’s need to be individually checked, and just
the ones after it are discarded. In short, a formula that creates every wi from
the original time series following a MapReduce schema have not been found so
far. Obviously, future research will address this issue.
5 Conclusions
An algorithm to forecast big data time series has been proposed. In particu-
lar, the algorithm is based on the weighted nearest neighbours paradigm. This
work describes how to design it in Spark. It also provides results for real-world
time series, e.g. electricity consumption for several buildings at a public univer-
sity. The implementation has been launched on a 2-processor cluster generating
satisfactory results in terms of both MRE and execution time. Future work is
directed in integrating the code in the Spark MLlib as well as in reducing its
computational cost.
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A B S T R A C T
A new approach for big data forecasting based on the k-weighted nearest neighbours algorithm is introduced in
this work. Such an algorithm has been developed for distributed computing under the Apache Spark framework.
Every phase of the algorithm is explained in this work, along with how the optimal values of the input para-
meters required for the algorithm are obtained. In order to test the developed algorithm, a Spanish energy
consumption big data time series has been used. The accuracy of the prediction has been assessed showing
remarkable results. Additionally, the optimal configuration of a Spark cluster has been discussed. Finally, a
scalability analysis of the algorithm has been conducted leading to the conclusion that the proposed algorithm is
highly suitable for big data environments.
1. Introduction
Sometimes, large quantities of data can be difficult to understand or
even to analyse. Data mining techniques offer a solution to deal with
this problem and gain knowledge from these data. As a matter of fact,
data mining has gone one step even further, and has been used to
forecast. Trying to predict earthquakes [12], breast cancer [24], urban
traffic congestion [2] or even bivalve landings to help fishery autho-
rities [29] are just some examples.
One of the fields that is attracting considerable attention is energy
consumption forecasting. Over the last few years, governments and
companies have focused on this topic as accurate predictions could lead
to saving a large amount of money and have a better impact on the
environment. Therefore, collecting as much data as possible and si-
multaneously studying the data already gathered is fundamental. Not
only is the whole house being measured and recorded, but also every
appliance within it as works [21,26] show. Moreover, other studies
have gone one step further and have focused on reducing energy costs
with cloud computing optimisation. In [15] authors proposed a model,
the dynamic energy-aware cloudlet-based mobile cloud computing
model (DECM), to select in real time the cloud server a mobile user
should connect to. The main improvement of the model is energy
saving, allowing efficient communications between user devices and
cloud servers. In [13] a novel model to optimise task assignments in
mobile computing to reduce energy costs called Energy-Aware Het-
erogeneous Cloud Management (EA-HCM) model is proposed. The
authors achieved this reduction by using heterogeneous mobile em-
bedded system (MES) in cloud computing generating near optimal so-
lutions. In [14] the authors focused on the workload scheduling issue in
Cyber-Physical Systems (CPS). They proposed a model, the Smart
Cloud-based Optimising Workload (SCOW) model, to provide sustain-
able services using heterogeneous cloud computing. The authors de-
veloped several algorithms to create near-optimal solutions to allocate
computing resources in heterogeneous clouds.
Nowadays, thanks to recent advances in hardware development,
gathering information is no longer a problem. This had led to thousands
of petabytes being collected every day. In this context, data mining
techniques need to be revised in order to deal with such an amount of
data. In light of these events, new frameworks to successfully imple-
ment data mining techniques have emerged. One of the most well-
known is the MapReduce paradigm [9] developed by Google, which
allows programmers to parallelise the computation of an algorithm
across a cluster of machines, resulting in faster and more efficient data
processing. The Apache Hadoop software [17] rapidly gained popu-
larity amongst the science community as it successfully implemented
the MapReduce paradigm as well as being open source software.
However, Hadoop has shown several issues when it comes to devel-
oping iterative algorithms and consequently other proposals have
emerged. Among them, Apache Spark open source software [38] has
been proved to be one of the most powerful. As all the computation is
done in memory in Spark, the execution of a programme will be sig-
nificantly faster than Hadoop (up to 100 times more than Hadoop as
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T
Spark’s official web page states). Configuring Spark in a cluster can be a
tough task, and therefore, some studies have actually focused on its
automation as in [11].
In this paper we propose a complete and exact general-purpose
forecasting algorithm based on k weighted nearest neighbours (kWNN),
with application to energy demand time series in the Spanish electricity
market. The algorithm has been developed in the Scala programming
language using the Apache Spark framework. The main goal of Spark is
to generalise MapReduce in order to support new applications within
the same engine. Spark uses its own fault-tolerant variables to auto-
matically work in a distributed way, the Resilient Distributed Dataset
(RDD). Hence, once a dataset is loaded in an RDD variable, Spark dis-
tributes the dataset in different chunks in every node across a cluster.
Each partition of the RDD is kept in memory, thus each node computes
its part of the RDD. Any operation over an RDD is executed in parallel in
each partition. The optimisation to in-memory processing makes Spark
faster than Hadoop because disk input/output is minimised. Therefore,
a user can focus on the development of his application and not in how
and where distribute data, the complexities of the parallelism or the
fault tolerance.
Nonetheless, a Spark cluster has many configurations and para-
meters [18], most of them established by default or automatically.
Some of them could have an impact on the performance of the cluster,
and therefore, on the execution time of the algorithm. In order to make
the most of the Spark cluster, some basic configuration were analysed in
this work. Namely, the number of cores that have been used in each
machine of the cluster, the number of partitions in which the dataset
was divided and the number of machines that have been used in the
cluster were optimised to improve the performance of the proposed
algorithm.
Longer times might be caused by two common problems: traffic
analysis and management, and performance analysis of transmission
control. Although this is not the main focus of the paper, there are some
interesting works that pay attention to these issues [19].
The proposed algorithm starts by splitting the input dataset into the
training set and the test set. Firstly, the training set is used to auto-
matically select the optimal values of the input parameters. These are
the w number of past values to be used as a pattern to look for its closest
neighbours and the k number of closest neighbours. Some iterative
steps still remain in the algorithm to forecast a whole test set, as the
total prediction is calculated in intervals of h values, where h is the
prediction horizon. Therefore, every time an interval is predicted, the
corresponding real values are added to the training set. Finally, the test
set is used to check the accuracy of the prediction. The high accuracy
obtained demonstrates the suitability of the kWNN algorithm for dis-
tributed time series forecasting as it is shown in this work. The scal-
ability of the algorithm has also been tested over two different clusters
with different configurations such as number of cores per machine,
number of machines in the cluster or the number of partitions of the
dataset, highlighting the optimal ones.
In summary, the main contributions of this work are:
1. We propose a new approach based on the kWNN for big data time
series forecasting.
2. Due to the high computational cost of finding k nearest neighbours,
we develop the algorithm using an efficient distributed computing
so that it can process very large time series.
3. We conduct a wide experimentation using real electricity data,
measure every 10 min for ten years, from the Spanish electricity
market. Reported results show the suitability of the algorithm with a
1.63% error.
4. We evaluate and compare the prediction accuracy of the proposed
algorithm with five state-of-the-art big data forecasting approaches
such as deep learning [35], decision tree, gradient-boosted tree,
random forest and linear regression [16] improving the other
comparing methods, on average, by 39.68%.
5. We carry out a scalability study with the purpose of obtaining the
optimal design of the parameters related to the cluster configura-
tion. Parameters such as the number of cores being used in a ma-
chine, number of partitions the dataset will be split into and number
of nodes in a cluster have a great impact on the performance of the
algorithm. We found that 16 slaves, 8 cores per node and 72 par-
titions are the optimal design for the time series under study.
The rest of the paper is structured as follows. Section 2 describes a
review of the state-of-the-art approaches related to the nearest neigh-
bours algorithm to time series forecasting problems. Section 3 presents
the methodology used, namely, a comparison analysis of different
weights, how the data is preprocessed, how in the training phase the
optimal values of the parameters required for the algorithm are selected
and how the prediction is made. Section 4 highlights the experiments
carried out and the results obtained in terms of both accuracy and
scalability of the algorithm in a cluster, along with the description of
the dataset used. Finally, in Section 5 the conclusions drawn in this
work are presented.
2. Related work
The k nearest neighbours algorithm (kNN) is a supervised method
used for classification and it is considered as one of the most influential
in data mining [37].
The kNN algorithm has already been used in the field of time series
forecasting. In [4] the authors developed a new technique based on
kernel regression using kNN for building energy modelling. Although
they achieved good results in terms of prediction and performance for
small training sets, they had to use a kNN approximation due to high
computing costs.
Furthermore, a kNN algorithm is analysed, among other machine
learning algorithms, and compared to a statistic-based algorithm in
[21]. This work does not try to introduce a new algorithm to predict
energy time series, but to compare some existing ones with a simple
statistic algorithm in order to check which one offers both good per-
formance and reasonable accuracy. The study demonstrates that the
statistic-based algorithm achieves good accuracy results. In fact, the
accuracy results are similar to the machine learning algorithms for
energy use time series forecasting in a whole house and for appliance-
level. The only issue is a decrement of computational costs.
On the other hand, a new algorithm, called Maximum Length
Weighted Nearest Neighbour (MLWNN), is presented in [8]. The
MLWNN is based on the WNN algorithm [36], which calculates the
prediction depending on the distance to the nearest neighbours from a
past window of values. This new algorithm is compared, in terms of
performance, with other prediction algorithms such as WNN, an itera-
tive neural network [31] and the PSF algorithm [27], which is a fore-
casting algorithm based on similarity of pattern sequences. For the
experimentation phase, hourly electricity load time series collected
during two years from three different countries are used. MLWNN ob-
tained better or similar results as the other state-of-art methods pro-
posed. No mention of its computational cost is reported.
In [32] a methodology based on kNN for long-term time series
forecasting is proposed. They faced computational time issues by means
of a feature selection strategy. Hence, kNN is used along with mutual
information and nonparametric noise estimation to select the best
feature set from the original dataset to forecast long-term time series, as
they have been shown to be fast. A least squares support vector ma-
chines is used to predict a Polish electricity load time series over of 4
years during the 1990s.
Apart from kNN, many other techniques have been used to forecast
time series. In [10] a review of techniques applied to forecast time
series in the field of building energy consumption is presented. Short,
medium and long term forecasting time series were considered in this
study. Some of the techniques reviewed are ANN, ARIMA and SVM,
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with a special focus on hybrid models, which combine several machine
learning techniques achieving better results than the other techniques.
On the other hand, some works have successfully applied distributed
algorithms in Spark to predict energy consumption. One example is the
study in [30] where a distributed k-means algorithm is used over a
dataset of energy consumption in buildings of a public university. An-
other example is the study in [35] where deep learning is applied to
electricity consumption in Spain. Another example is the study in [16]
where several scalable methods, such as random forest and decision
trees, are applied also to Spanish electricity load dataset.
In spite of the importance of the kNN algorithm, its computation
usually requires a high resources cost due to the necessity to calculate
every distance of the instances in the dataset to the pattern, and from
them, choose the k closest ones. For that reason, the kNN can not be
applied to big data and distributed programming and cloud computing
technologies could offer a solution to this problem when big data time
series need to be processed. Some works have already proved what
cloud computing could offer. In [6] the author proposed a new service
for financial institutions to improve risk analysis. These risks were
based previously on the desktop and assuming a Gaussian distribution.
As a result, a inaccurate and inadequate assessment of risk was carried
out. The new service, Business Intelligence as a Service in the Cloud
(BIaaS) make the most of cloud computing, adopting more complex
models, improving accuracy in risk analysis, making predictions with
small response times and with a low-cost investment. Another study
[33] explores how to effectively deploy replica server in a content
distribution network (CDN) in cloud data centres. The aim of the study
is reducing response delays and bandwidth consumption by deploying
sets of servers close to end users. Using virtual CDNs, authors con-
structed an adjacency graph and proposed a spectral clustering-based
algorithm to solve it. A greedy algorithm was developed to complete up
to 40 GB of data processing while considering the number of nodes. The
experiments revealed high accuracy and reliability. The author in [7]
proposes a system and application data science for weather cloud
computing. Three goals were achieved in the study. First, the author
develops a forecasting algorithm using a range of methods, choosing the
optimal one to forecast each time a prediction needs to be made. The
high accuracy achieved by the algorithm was demonstrated over data
from three different parts of the world (Sydney, Singapore and London).
Second, using five-step MapReduce, the author achieves short execution
time in both data processing and analysis. Third, the author carries out
data visualisation for temperature distributions using eight-step Ma-
pReduce. The data visualisation model was applied to two different
locations in the world (the US and the UK) to show the suitability of the
model.
In light of these advances, several works in order to reduce com-
puting time when applying kNN for different tasks have been presented.
In [25] a parallel kNN algorithm for classification tasks is provided. The
experiments were carried out over several datasets of different sizes
obtaining good results in terms of running time consumption.
On the other hand, in [23] a parallel approximate nearest neigh-
bours algorithm is proposed in order to perform clustering over a re-
pository of thousands of pictures.
For pattern recognition, authors in [34] proposed a facial recogni-
tion system for image tagging and classification. They used the kNN
algorithm for the classification task in a Hadoop environment with a
MapReduce processing.
Another field in which a scalable kNN has been used is in malware
detection [5]. The aim of the authors in this work is to identify if a
network node could be infected with malware. In order to do so, they
first carry out a feature extraction from the proxy logs and then ac-
complish a classification, proposing a scalable kNN based on a Ma-
pReduce approach. Finally, in [1] two approaches using the MapReduce
paradigm are presented in order to obtain kd-trees for large scale image
retrieval in a distributed way. In this work, the kNN is executed in
parallel, searching for and comparing every feature of an image to that
of images stored in the dataset.
Conclusively, some surveys have been published collecting the latest
works in which a distributed kNN has been developed, as seen in [28],
where more than 50 studies are classified depending on a specific
taxonomy such as the application of the study or the dimensionality of
the dataset used. However, to the authors’ knowledge, none of them
were developed to forecast very large time series. In summary, the
study of the related work reveals that the kNN algorithm has already
being used for time series forecasting. However, just small datasets have
been considered, facing high computational costs. In some works, even
an approximate kNN algorithm had to be developed to reduce such a
cost. This is the first work that addresses a kNN algorithm for big data
time series forecasting.
3. Methodology
This section presents the methodology used to implement a fore-
casting time series algorithm. In particular, Section 3.1 introduces the
kWNN algorithm to predict time series along with a comparison ana-
lysis of different weights, Section 3.2 shows how the data need to be
grouped so they can be analysed, in Section 3.3 the calculations to carry
out the prediction are explained and in Section 3.4, before the predic-
tion itself is calculated, the training phase is described, that is to say,
how the optimal values of the parameters required for the algorithm are
selected.
3.1. Time series forecasting based on nearest neighbours
The main purpose of the kWNN algorithm is explained as follows.
Let us suppose a Ci vector with w values up to sample i that is,
= …−C c c[ , , ]i i w i .
In order to forecast the next h values, the kWNN searches for the k
closest neighbours to Ci. Afterwards, a weight is calculated for each
neighbour depending on the distance to the Ci vector, and the predic-
tion is made by applying a weighted average of the h samples following
those k closest neighbours. Although in the time series context the
dynamic time warping algorithm to find patterns has been widely used
with good results, as works such as [20] demonstrate, the euclidean
distance has been the method used in this work to extract similar pat-
terns. That is due to the forecasting algorithm used in this paper adapts
the weighted nearest neighbours (WNN) [36]. The WNN look for si-
milar patterns in the historical data depending on a concrete distance,
and predicts with a weighted mean of the next value from the patterns
found. Therefore, the proposed method includes the pattern behaviour
in its own definition.
3.1.1. Analysis of different weights
Weights are crucial elements in the kWNN algorithm as it is the key
in the prediction that will be made. Therefore, the weight selection was
based on the assumption that the closer a neighbour is, the more in-
fluence it will have on the prediction. Thus, four weights were con-


























In all four weights, distj is the distance of the jth nearest neighbour
to the pattern, σ is its associated standard deviation and b is an
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independent term.
A behaviour study of the weights needs to be carried out. In order to
do so, the weights were represented in the Fig. 1. As it can be seen, the
distance-dependent function that gives a greater weight to the nearest
neighbours corresponds to α2, which is the selected weight.
3.1.2. The kWNN algorithm
The algorithm requires several variables in order to be executed
from the beginning. These are:
1. The input time series to be analysed.
2. The maximum number of nearest neighbours that will be considered
in order to automatically select just the k optimal ones.
3. The maximum size of a window of past values to automatically se-
lect just the w optimal ones.
4. The number of values to be predicted, h, in every iteration of the
algorithm.
In order to select the optimal values of the parameters w and k to
make a prediction, the algorithm first carries out two calculations: The
first one, the false neighbour calculation, to obtain the optimal size of
the window that will be formed to search for its closest neighbours. The
second one, the optimal k calculation, that will result in the optimal
number of nearest neighbours to select in order to calculate the pre-
diction. Both operations are executed over a training set (TRS) as it can
be seen in Fig. 2.
As w=4, values − − −c c c c[ , , , ]i i i i3 2 1 represent the window of w past
values to its next h values that the algorithm will predict. It will begin
comparing this window to every window of w values that can be formed
over the training set, and calculating the distance to them. Once done, it
will select just the k closest neighbours, 2 in this case, as can be seen in
Fig. 2. Then the next h values from both neighbours are selected, and
applying a weighted average, the prediction is made. Finally, the ac-
curacy of the prediction is measured comparing it with the real values
in the test set (TES) from the input dataset. For further information, we
recommend to check the state-of-art WNN approach in [36].
3.2. Preparing the data to be analysed.
Before the algorithm begins to calculate the nearest neighbours, it
requires the time series to be organised in every possible window of w
past values that can be formed with its next h known future values. To
reach this goal, several operations are applied over the time series, as
explained in this section.
As it can be seen in Fig. 3, there are no repeated values in the
windows composed of the h future values but they are consecutive. In
order to obtain all the possible groups of h values that can be formed
from the original time series, we group each value of the time series cj
by the rule id/h, where id is its position. This is done in Spark in just one
operation over the whole time series stored in a typical distributed
variable of Spark, known as Resilient Distributed Dataset (RDD), as
explained in Algorithm 1. For instance, in Fig. 3, c0 and c1 values will be
past values to the h values with idGrouping 0, as 0/2 and 1/2 both are
equal to 0.
However, it should be noted that to create the windows of w values
there will be repetitions of the data in different windows as the for-
mation of each one depends on shifting h, as the Fig. 3 shows. Namely,
values of the time series c2 and c3 will be part of two windows as
=w h/ 2, that is to say to the windows with idGrouping 2 and 3.
Afterwards, flatMap and grouping operations are carried out in
order to form each one of the possible windows of w values. In more
detail, with a flatMap transformation we create a new RDD ungrouping
the data with the identifier of the window or windows where the data
belong. It will follow this form < id, datum, idGrouping> . Once we
gather all the individual data, we group by the idGrouping variable,
obtaining each one of the possible windows of w values that could be
formed. Each one of these operations can be seen in Algorithm 1.
Finally, once all the possible windows of w values and h are formed,
only a join function will be required, as both the RDD of w values and
the RDD of h values share the same idGrouping.
Fig. 1. Analysis of different weights.
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3.3. Predicting
Once the optimal values for the size of the historical data window
and the number of nearest neighbours have been computed, the kWNN
algorithm finally makes a prediction from the RDD with every possible
window of w past values and its next h values formed. This is shown in
Fig. 4, where every RDDi represents a variable across the cluster,
meanwhile an rddij represents a chunk of the RDDi in the j executor of
the cluster.
Fig. 5 presents the steps of the prediction, which are carried out in
the cluster in a more detailed way. RDD1 gathers the windows of w past
values along with its next h values as seen in Fig. 5(a). This RDD needs
to be split into training and test sets each time h values are predicted, as
the TRS is updated adding these h real values from the TES as explained
in Fig. 6. It needs to be mentioned that around 70% of the values will be
the TRS and around 30% will be the TES.
In Fig. 5(b), a filter function is applied in order to select the TRS,
being n<m. Afterwards, the w past values of the h values to predict are
selected as the pattern to search for its k nearest neighbours, as shown
in Fig. 6.
In the following transaction, the distance from the pattern to every
window of w values is measured in a map function and added as a new
column as shown in Fig. 5(c).
Next, the whole RDD is sorted in ascending order by the distances
with a sortBy function and just the k with the closest distances to the
pattern are selected with a take operation as shown in Fig. 5(d) and in
Fig. 5(e), being k<n.
As these k registers represent a small number of values (between 1
and 20 instances in this work), all the operations from here are exe-
cuted in the driver of the cluster, as shown in Fig. 4.
Subsequently, in order to calculate the prediction, each value from
each window of h values is multiplied by an αj weight calculated as
showed in formula 2.
Next, the values in the same position are added together resulting in
a vector of length h on the one hand, and the sum of the weights on the
other hand, as seen in Fig. 7(a).
Finally, each of the values of the vector is divided by the sum of the
weights, obtaining the final prediction, as shown in Fig. 7(b).
Then, the kWNN algorithm starts all over again, but adding h values
from the TES to the TRS as h is the prediction horizon. When the size of
the updated TRS reaches the total size of the original RDD, the algo-
rithm will stop, and will return the accuracy of the prediction com-
paring to the TES.
Fig. 2. Flowchart of the proposed kWNN algorithm.
Fig. 3. A test example of windows of w past values and h future values.
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3.4. Training the algorithm
Before the prediction is made, the optimal size of w and k is cal-
culated. In order to do so, the next transactions only use the TRS for
training purposes, specifically to choose the size of w with less than ten
percent of false neighbours and the number of neighbours k with less
prediction error for the STES validation set.
3.4.1. Selecting the size of window
In order to get the appropriate size of w, the false nearest neighbours
method will need to be applied. This method will search for the number
of false neighbours of a specific w window. It will start with the size of
h, increasing it in the next stages of the method as = +w w h until it
reaches a given maxW maximum value. When all possible values for w
have been considered, the first one with less than ten percent of false
neighbours will be chosen, as explained in Algorithm 2.
Having the original TRS, this is divided into another two subsets, the
sub-training set (STRS) and the sub-test set (STES), as seen in Fig. 8(a).
The STRS will be used to search for the closest neighbour of a window
of w past values and will check if it is a false neighbour or not. The last
w values of the STRS are selected as the pattern to compare to, gath-
ering also its next h future values. In other words, the first h values of
the STES, as shown in Fig. 8(b).
Before computing the number of false neighbours, it is necessary to
form windows of w values with its next h future values from the input
dataset. This is done as explained in Section 3.2, but using the STRS
instead of the TRS.
The algorithm will continue in a similar way as explained in
Section 3.3, comparing the w pattern to each window of w values
formed, wi, and obtaining the distance to it. But instead of calculating a
prediction, the next h values from the pattern are compared to each
next h values from each window of w values, hi, obtaining a new field
distance. This can be seen in Fig. 9(a), where the new RDD will contain
the numeric identifier idGrouping, the wi windows, the hi windows, the
distance dWi between the w pattern and wi and the distance dHi between
the h next values from the pattern and hi.
The next transaction sorts the previous RDD in ascending order by
the distance to the w pattern, dW, as seen in Fig. 9(b). After, just the
nearest neighbour to the w pattern is chosen as shown in Fig. 9(c).
Finally, dHi is divided by its associated dWi corresponding to the
nearest neighbour, and if the result is greater than one, this nearest
neighbour is considered a false neighbour.
Next, h values from the STES are added to the previous STRS, in the
same way as explained in Section 3.3. Once the size of the STRS is the
same as the TRS, the function finishes and returns the total number of
false neighbours found when predicting the STES for this particular w.
Then, the falseNeighbour function is launched again, but with a dif-
ferent w size ( = +w w h). To conclude, just the first w size whose
number of false neighbours is smaller than ten percent of the total
number of registers in STES will be chosen.
3.4.2. Optimal number of nearest neighbours
Once the optimal value for the size of the window has been fixed,
the next step of the algorithm consists of choosing the optimal value of
the nearest neighbours, k, whose relative prediction error will be the
minimum error. Therefore, the main goal of this algorithm is to predict
STES, based just on the STRS, and to measure the accuracy of this
prediction for each k value from 1 to a specific maximum number. To
achieve this, the TRS, the optimal w, the prediction horizon h and the
maximum number of neighbours, maxK, to be considered will be re-
quired.
The algorithm will begin in the same way as explained in the false
nearest neighbour algorithm. This means it will start splitting the TRS
in STRS and STES. It will continue choosing the w pattern and forming
every possible window of w values and its consecutive h values. Then, it
will join the w and the h values in the same RDD and calculate the
distance between the w pattern and every window of w past values. It
will also sort this last RDD by distance in ascending order. However,
Require: Dataset; w; h
1: Dataset form by RDD of (id, value)




6: for the whole RDD do






Algorithm 1. Forming windows of w past values and its h future values.
Fig. 4. Calculating the prediction.
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this time, instead of selecting just the closest neighbour, as in the false
nearest neighbour algorithm, it will choose the k closest neighbours.
Finally, it will calculate the prediction for a particular k value.
Next, the following h values are predicted but updating the STRS
with the h real values, predicted just now, from the STES to the STRS.
Once the STRS reaches the total size of the TRS, the accuracy of the
prediction of the STES for that k value is measured in the same way as
explained in Section 3.3. Then, the relative error is computed again for
the next k value as seen in Algorithm 3. The final step lies in choosing
the k with the smallest relative error, when the relative error of the
prediction over STES for each k has been measured.
4. Experiments and results
This section describes the experiments carried out and the results
obtained after applying the kWNN algorithm proposed in the metho-
dology to the electricity demand in Spain. In particular, Section 4.1
explains the dataset used. Section 4.2 shows the formulas of the metrics
used to assess the performance of the method. Section 4.3 offers full
details about the training of the algorithm. In Section 4.4 the results of
the algorithm are discussed. Finally, the study of its scalability in order
to get the best performance of the algorithm is presented in Section 4.5.
4.1. Dataset description
The dataset used is related to the electrical energy demand in the
Spanish electricity market from 1st January 2007 to 21st June 2016.
The demand is measured every ten minutes and is expressed in mega-
watt. This makes a total of 497,832 samples.
In order to obtain the optimal values for the size of the window w
and the number of nearest neighbours k for the algorithm, just a 70% of
the dataset has been used as the TRS training set, in particular from 1st
January 2007 to 19th August 2013. Once the optimal w and k have been
selected, the TES test set from 20th August 2013 to the end of the time
series, 21th June 2016, is used to evaluate the performance of the al-
gorithm.
4.2. Quality parameters
The chosen error to measure the accuracy of the prediction has been
the mean relative error (MRE). The MRE is described as follows:
Fig. 5. Steps of the kWNN algorithm carried out in the cluster.
Fig. 6. Updating the TRS when h values are predicted.














where N represents the total number of predictions made, ai represents
one actual value and pi represents the prediction for that actual value.
Moreover, another error measure has been used in the experimentation
of this work, the mean absolute error (MAE). The MAE express the exact
amount of electricity above or below predictions, information of a
significant importance for electricity companies in order to plan their










As a study of the literature shows [3,22,36], MAE and MRE are the most
accepted errors as they are considered to be the reference evaluation
methods to measure the accuracy of the predictions in electricity de-
mand time series forecasting.
4.3. Training phase
The experiments carried out to study and select the optimal w and k
sizes are shown in this section. Several aspects need to be considered for
a better understanding of the experiments:
1. Different values for the forecast horizon have been tested in order to
analyse how sensitive the parameters of the algorithm w and k are.
In particular:
(a) h = 24, representing 4 hours.
(b) h = 48, representing 8 hours.
(c) h = 72, representing 12 hours.
(d) h = 144, representing 24 hours.
2. Input variables required for the algorithm:
• The maximum number of nearest neighbours, maxK, that are
going to be analysed in order to select the k optimal one. This
value has been set to 20.
• The maximum size of the window, maxW, in order to select the w
optimal one. This value has been set to ten times the size of h, that
is, 10h.
As explained in Section 3.4, firstly the TRS will be split into STRS and
STES in order to train the algorithm. The results after executing this
training phase will be shown in the following sections.
4.3.1. Selecting the optimal window size
As explained in Section 3.4.1, in order to obtain the optimal size of
the window w, the false nearest neighbours algorithm is applied. The
results of these analyses are shown in Table 1 and in Fig. 10. As it can be
seen, for each prediction horizon, the first time the percentage of false
nearest neighbours is lower than 10 percent is when w is 6 times h,
Fig. 7. Steps of the kWNN algorithm carried out in the driver.
Require: TRS; maxW; h
1: TRS form by RDD of (id, value)
2: for w← h to w < maxW do
3: count[w]=falseNeighbour(TRS, w)
4: w = w + h
5: end for
6: Return count
Algorithm 2. Computing false neighbours.
Fig. 8. False neighbours in kWNN algorithm in Spark. Phase 1.
Fig. 9. False neighbours in kWNN algorithm in Spark. Phase 2.
Require: TRS ; optimal w; h; maxK;
1: TRS form by RDD of (id, value)
2: for k ← 1 to k < maxK do
3: count[k] = relativeError(TRS ,w, h, k)
4: end for
5: k = argmin(count)
6: Return k
Algorithm 3. Calculating the optimal number of neighbours.
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except when the size of h is 72, that is 8 times h. Which in summary
leads to these optimal sizes of w:
• For h=24, the optimal w size is 144, representing 24 hours (one
day).
• For h=48, the optimal w size is 288, representing 48 hours (two
days).
• For h=72, the optimal w size is 576, representing 96 hours (four
days).
• For h=144, the optimal w size is 864, representing 144 hours (six
days).
In short, it can be concluded that past values corresponding to one
day are necessary to predict 4 hours. When h is 12 hours instead of
three days one day more is required due to the existing noise in data.
4.3.2. Selecting the optimal number of nearest neighbours
Once the optimal w size has been set, the optimal number of nearest
neighbours needs to be calculated. As discussed in Section 3.4.2, the
STRS and the STES will be used, namely, for each prediction horizon,
the prediction of the STES will be made from k=1 to k=20, selecting
Table 1
Size of w selected for different prediction horizons.
% False Neighbours
#w size #h=24 #h=48 #h=72 #h=144
h 0.8843 0.8140 0.7397 0.8532
2h 0.5236 0.4909 0.3699 0.4679
3h 0.3379 0.2652 0.2374 0.2661
4h 0.2344 0.1982 0.1689 0.2294
5h 0.1720 0.1341 0.1553 0.1193
6h 0.0807 0.0945 0.1142 0.0734
7h 0.0746 0.0823 0.1096 0.0459
8h 0.0578 0.0854 0.0731 0.0642
9h 0.0487 0.0671 0.0365 0.0550
10h 0.0381 0.0610 0.0320 0.0459
Fig. 10. Percentage of false nearest neighbours for different prediction horizons.
Fig. 11. Errors depending on the number of nearest neighbours for different
prediction horizons.
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the number of nearest neighbours with the smallest MRE. Results are
shown in Fig. 11. It should be noted that the optimal k number of
nearest neighbours is 4 for every prediction horizon, except when the
size of h is 48, meaning the optimal k is 2. In summary:
• For h=24 and w=144, the optimal k number of neighbours to be
selected in order to obtain the best prediction is 4, corresponding to
a mean absolute error (MAE) of 524.14 MW and a MRE of 1.90%.
• For h=48 and w=288, the optimal k number of neighbours to be
selected in order to obtain the best prediction is 2, corresponding to
a MAE of 920.87 MW and a MRE of 2.20%.
• For h=72 and w=576, the optimal k number of neighbours to be
selected in order to obtain the best prediction is 4, corresponding to
a MAE of 1313.40 MW and a MRE of 3.02%.
• For h=144 and w=864, the optimal k number of neighbours to be
selected in order to obtain the best prediction is 4, corresponding to
a MAE of 1514.92 MW and a MRE of 3.36%.
4.4. Results
Once the optimal w and k parameters have been set, the accuracy of
the algorithm is computed, showing the results in this section. The
prediction horizon h has been set to 24 (4 hours), in order to obtain the
results provided here. Thus, the w window to be used as a pattern to
look for its closest neighbours is set to 144 (24 hours), and the k number
of closest neighbours to be selected to later calculate the prediction, is
set to 4.
The MRE of the prediction for the test set has been 1.63%. In the
following graphs, the results will be analysed.
Fig. 12 presents the mean relative errors of the prediction for each
month. Although, it could be thought from Fig. 12(a) that there are
many outliers errors, these do not represent a significant number due to
the fact that 75% of all errors in every month are below 2.5%. As can be
seen from Fig. 12(b), the highest error is 2.12% in April 2016, while the
lowest MRE is 1.32% in February 2014. We will analyse February 2014
and April 2016 below.
Fig. 13 represents the months with the lowest and highest MRE. For
the best case representing February 2014, it can be seen that the MRE
for each day remains steady around the MRE of the whole month. In
fact, day 3 of the month achieves the worst MRE, with 2.47% mean-
while day 12 achieves the best MRE with 0.65%. On the other hand, for
the worst case, April 2016, the MRE for each day varies significantly
over the month achieving greater errors in days 1, 2 and 3 with 4.33%,
3.45% and 3.52%, respectively.
Fig. 14 shows the real energy consumption against those predicted
for the best and the worst days in terms of mean relative error.
Fig. 14(a) represents the day with the lowest mean relative error
(0.45%), 17th July 2015. As can be seen, both the real and the pre-
dicted values are almost the same. On the other hand, Fig. 14(b) re-
presents the day with the highest mean relative error (8.75%), 1st May
2014, a public holiday in Spain. It can be noted that the algorithm
predicted values above the real ones but following the consumption
pattern of the day. It starts with a decrease in the consumption, rising
around 6:10am (value 37) when the real increase begins around
08:10am (value 49). However, the prediction falls again and rises
around 07:10am (value 43), closer to the real value. Then, it continues
with a similar line of consumption.
The MRE of the prediction for the whole test set has been 1.63%.
Works [16,35], previously mention in Section 2, developed other big
data methods using the same dataset in their predictions. To be more
precise, [35] implemented a deep learning method meanwhile [16]
compared predictions using methods based on trees, two ensembles
techniques (gradient-boosted trees and random forests) and a linear
regression. The accuracy of all these methods is compared in Table 2.
The results of the state-of-the-art methods were accomplished with the
settings described in [16,35], which are summarised below:
• Deep Learning: The activation function used was the hyperbolic
tangent function. The distribution function chosen was the Poisson
distribution. The lambda parameter to be used for regularisation of
the dataset was set to 0.001. The Rho and the Epsilon parameters to
describe the adaptive rate were set to 0.99 and 1.0E–9, respectively.
• Random forests: The number of trees was set to 50 and the depth
was set to 8.
• Decision tree: The number of trees was set to 1 and the depth was set
to 8.
• Gradient-Boosted trees: The number of trees was set to 5 and the
depth was set to 8.
• Linear regression: The number of iterations and the rate of learning
were set to 100 and 1.0E–10 as both parameters are required for the
stochastic gradient descent method.
It should to be mentioned that the kWNN method obtained the best
accuracy prediction among all methods; slightly better than the second
best prediction, deep learning method, and 77.79% better than the
worst prediction, linear regression method.
4.5. Scalability
Several experiments have been carried out with different config-
urations in two clusters in order to obtain the best performance of the
algorithm. The results of these experiments are shown in this section,
where the scalability of the algorithm is discussed.
Fig. 12. Monthly relative prediction errors.
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Focusing on the complexity of the algorithm, finding the closest
neighbour of just one instance of the TES from a TRS would be O(n ·D),
being n the number of instances of the training and D the number of
features. Therefore, finding the k nearest neighbours would have a
greater computational cost as the distances calculated needs to be
sorted. This adds another level of complexity resulting in O(n · log (n)).
The process starts all over again for each instance of the test. Hence, the
high computational cost of the kWNN makes impossible to use it when
dealing with big data, thus justifying the need for developing a dis-
tributed kNN algorithm in order to obtain a scalable forecasting algo-
rithm.
We first present the hardware and software used to analyse the
scalability of the proposed method:
1. Cluster 1: It is composed of two nodes physically located at Data
Science & Big Data laboratory, Pablo de Olavide University, with
one master and one slave.
2. Cluster 2: It is a cluster in the cloud, composed of twenty-five nodes,
one master and twenty-four slaves.
The nodes in every cluster are made up of the features show in
Table 3.
The results obtained for the following experiments will be shown
and discussed below.
1. Speed up depending on number of cores. This experiment has been
carried out over the cluster 1. The main goal was to discover how
the algorithm responds when increasing the number of the cores of
the machines. There are some details that need to be considered to
better understand the results obtained:
• The dataset is partitioned in the exact same number of pieces as
the number of total cores the cluster is made up of. We guarantee
with this configuration that every available core will be working
with one of the chunks of the dataset. Hence, we make the most of
Spark configuration, considering that it is advisable to partition
the dataset in at least the same number of parts as cores that the
cluster has.
• For the 2 cores experimentation, the number of executors in the
slave node was set to 1, while the RAM per executor was set to
15 GB.
Fig. 13. MRE for the best and worst month.
Fig. 14. MRE for the best and worst days.
Table 2









Features of the nodes in the clusters.
Cluster 1 Cluster 2
Hardware
- Processors Intel(R) Core(TM) i7-5820K CPU Intel Xeon E5-2658 v3
- Cores 12 (12 threads) 8 (8 threads)
- Clock speed 2.13 GHz 2.2 GHz
- Cache 16MB 30MB
- RAM 16 GB 64 GB
Software
- Framework Apache Spark 1.6.1 Apache Spark 1.6.1
- OS Ubuntu 16.04.1 LTS Ubuntu 14.04.5 LTS
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• For the others, the number of executors in the slave node was set
to 2, while the RAM per executor was set to 7 GB.
Even though the 2 cores experimentation has greater RAM
memory than the others, it takes the longest time to finish the
execution of the algorithm, as can be seen in Table 4 and Fig. 15.
On the other hand, the more cores the cluster has, the shorter the
execution times will be. In particular, with 12 cores (and therefore
with 12 partitions of the dataset) the time decreases by up to more
than 50% compared to the 2 cores (and 2 partitions of the dataset)
execution.
2. Speed up increasing the number of partitions for different cores.
This experiment has also been carried out over the cluster 1. The
main goal was to discover how the algorithm responds to increasing
the number of partitions of the dataset in the machines for three
different numbers of cores in each node. For each execution the
slave node of the cluster has been set to 2 executors and 7 GB of
RAM memory per executor.
In summary, these are the different configurations:
• Number of partitions of the dataset: 18, 36, 72 and 144.
• Number of cores per executor: 4 (with a total number of 8 cores),
5 (with a total number of 10 cores) and 6 (with a total number of
12 cores).
As can be seen in Table 5 and Fig. 16, all three configurations of
the cores in the node of the cluster respond in the same way. In all
three, the total time of the execution decreases while the number
of partitions increases. However, from 72 partitions onwards, the
execution time increases. Which leads us to the following con-
clusion. Better results are not always obtained with a greater
number of partitions, in terms of speed. In addition, it should be
mentioned that the 6-cores per executor configuration obtain the
best results, as was expected. In particular, the total execution
time for 72 partitions (1.5 hours) is 22% lower than that of 18
partitions, for example.
3. Speed up depending on the number of nodes in a cluster. This ex-
periment has been carried out over the cluster 2. Its purpose was to
analyse how the algorithm behaves with a different number of nodes
in a cluster, once the number of partitions as well as the number of
cores have been established following the results of the previous
experiments.
Several aspects need to be considered in advance in order to un-
derstand the results obtained in this experiment:
• The number of partitions which the dataset is split into is set to 72
(according to the results obtained in the experiment Speed up
depending on number of partitions of the dataset)
• The number of total cores in each node of the cluster is set to the
maximum number that every node has, which are 8 cores (fol-
lowing the results obtained in the Speed up depending on number of
cores experiment)
• The number of slaves considered for this experiment is 1, 2, 4, 8,
16 and finally 24 (the maximum number of nodes of the cluster)
• Time consumption has been collected for two different numbers of
executors in each node of the cluster:
(a) One executor in each node with 8 cores and 60 GB RAM per
executor.
(b) Two executors in each node with 4 cores and 30 GB RAM
memory per executor (which makes a total number of 8 cores
and 60 GB RAM memory per node)
From Table 6 and Fig. 17, the conclusion to be drawn is that
Table 4
Speed up depending on number of cores.







Fig. 15. Influence of number of cores on the algorithm.
Table 5
Speed up depending on number of partitions of the dataset.
#Part. Time (hours) 4 cores Time (hours) 5 cores Time (hours) 6 cores
18 2.07 1.96 1.93
36 1.78 1.72 1.6
72 1.73 1.58 1.5
144 2.02 1.85 1.77
Fig. 16. Speed up depending on the number of partitions and the number of
cores.
Table 6
Speed up depending on the number of slaves in a cluster.
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with a higher number of slaves in the cluster, the time con-
sumption decreases until 16 nodes, where the best results, in
terms of execution time, are obtained. However, with 24
slaves in the cluster, time does not decrease more, it even
partially rises in fact. It also needs to be mentioned that with a
small number of nodes, such as 1, 2 or 4, configuring two
executors per node results in better timing compared with 1
executor. Furthermore, with 8, 16 and 24 nodes the execu-
tions do not produce any significant difference. This leads us
to establish that with a low number of nodes in a cluster it is
advisable to set every node with two executors, meanwhile in
a cluster with a great number of nodes there is no need to do
so.
5. Conclusions
Due to the amount of data we are dealing with nowadays, data
mining techniques need to be revised in order to offer good solutions
with reasonable computational costs. In this paper, an exact and dis-
tributed algorithm to forecast big data time series has been presented:
the k weighted nearest neighbours. The algorithm has been im-
plemented over the Apache Spark framework in the Scala programming
language, making the most of its in-memory executions. In order to
correctly execute the algorithm, several parameters need to be defined,
such as the w size of the windows and the k number of nearest neigh-
bours to look for. The algorithm itself calculates the optimal values for
these parameters before making the prediction. The results show the
high accuracy of the prediction, demonstrating the suitability of the
proposed algorithm for distributed time series forecasting. A dataset
with more that 9 years of energy consumption in Spain, measured every
10 minutes, has been used to test the algorithm. A scalability study of
the algorithm has also been carried out over two different clusters. The
optimal configuration for the cluster, such as number of cores per
machine, number of machines in the cluster or number of partitions of
the dataset is also studied in this work, highlighting the optimal values.
In future work, calculation of the distance to the closest neighbours will
be improved using other methods, such as the dynamic time warping
algorithm.
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Abstract
This paper introduces a novel algorithm for big data time series forecasting.
Its main novelty lies in its ability to deal with multivariate data, i.e. to
consider multiple time series simultaneously, in order to make multi-output
predictions. Real-world processes are typically characterised by several inter-
related variables, and the future occurrence of certain time series cannot be
explained without understanding the inuence that other time series might
have on the target time series. One key issue in the context of the multi-
variate analysis is to determine a priori whether exogenous variables must
be included in the model or not. To deal with this, a correlation analysis is
used to nd a minimum correlation threshold that an exogenous time series
must exhibit, in order to be benecial. Furthermore, the proposed approach
has been specically designed to be used in the context of big data, thus
making it possible to eciently process very large time series. To evaluate
the performance of the proposed approach we use data from Spanish elec-
tricity prices. Results have been compared to other multivariate approaches
showing remarkable improvements both in terms of accuracy and execution
time.
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1. Introduction
Trying to predict the future has always fascinated humankind, and is
considered a key topic in many elds. Not only are predictions used to
forecast the weather [25]; but also in many other areas, ranging from everyday
problems such as urban trac jams [1] to avoiding natural disasters and their
consequences [9] and even predicting breast cancer [21]. In fact, one of the
elds that has attracted most attention in recent years is using predictive
analysis to help decision making as this could save a considerable amount
of money. For instance, works such as [36] helping governments to make
better decisions and investments, and the importance of including weather
forecasts is highlighted [16] to help farm managers to chose the right crop for
increasing their prot.
However, to achieve high accuracy in a prediction, it is typically required
to analyse not just one variable but several, therefore formulating the task
into a multivariable prediction problem.
In this context, we propose a multi-purpose and multivariable weighted
nearest neighbour (MV-kWNN) algorithm for forecasting time series. The
algorithm is expected to work particularly well with time series with patterns
in the historical data. Thus, chaotic and random time series may not be
properly forecasted with the algorithm. This research stems from a previous
work, where a univariable kWNN algorithm [38] was proposed, achieving a
low mean relative error when it was applied to energy consumption in several
buildings in a public university. Nevertheless, as is often the case, the forecast
of a given target variable depends not only on the variable itself but also on
some other variables. Consequently, better results will be achieved by taking
these variables into consideration. Our study shows that, if these variables
reach a certain degree of correlation, the prediction with the MV-kWNN
algorithm will be improved.
Another relevant feature of the proposed algorithm lies in its ability to
deal with big data time series. Over the last few years, since gathering
information is no longer a problem, more and more data are being collected
every day. In the context of time series, the Internet of Things (IoT) boom
[14, 44] ([44] with more than 90 works) and the recent attraction to online
user activities are some examples [27, 39]. In particular, for IoT, just one
device monitoring a couple of parameters periodically could be aordable for
classical implementations [42]. But when there are a considerable number of
devices, the amount of information produced needs to be managed with a
2
new approach, as classical implementations are not implemented to deal with
such a problem. Therefore, some researchers have begun to try to address
big data time series [32].
New technologies have arisen to deal with high computational costs by
distributing the data across computers in a cluster. One of the most well-
known technologies is the Apache Hadoop open source software [12], based on
the MapReduce paradigm [7], which distributes a dataset on the hard drives
of the computers of a cluster, running the algorithm where the data are.
However, when an iterative algorithm needs to be run, it could considerably
increase the execution time. In this context, another framework has gone
one step further. The Apache Spark open source software [45] distributes
the data in the RAM memory of the computers of a cluster, making the
execution considerable faster than when using Hadoop. The rst steps of
using the Apache Spark framework can be dicult to take, especially the
cluster conguration. Therefore, some researchers have proposed methods to
automate such a task [8].
For all reasons above, a multivariate-multi-output Spark based imple-
mentation to forecast time series with arbitrary horizon prediction has been
carried out so that massive datasets can be processed. Data from Span-
ish electricity markets have been analysed. The reported results show that
datasets of millions of samples can be eciently processed. The linear rela-
tionship between the dataset size and the execution time conrms the suit-
ability given its scalability of the proposed method for processing big data.
Synthetic datasets were generated to empirically analyse the a priori use-
fulness of the approach, by discovering a minimum correlation threshold be-
tween the exogenous variables and the target variable, that the exogenous
variables must satisfy in order to be benecial.
Furthermore, comparison to multivariate versions of random forests [15],
articial neural network (ANN) [13], and classical multivariate Box-Jenkins
methods [20], such as autoregressive (ARX), autoregressive-moving-average
(ARMAX) and autoregressive integrated moving average (ARIMAX) [3],
conrm that the proposed algorithm is also better in terms of accuracy.
Finally statistical tests have been applied to prove meaningful statistical dif-
ferences among all the considered methods.
The rest of the paper is organised as follows. Section 2 reports relevant
and related works. Section 3 introduces the methodology proposed in this
paper. Section 4 describes how the method has been adapted to the big data
context. The experimental setup carried out along with the study case show-
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ing the most relevant results achieved and the scalability of the methodology
are discussed in Section 5. Finally, the conclusions drawn from this research
work are summarised in Section 6.
2. Related Work
The k nearest neighbour algorithm (kNN) is one of the most popular and
important algorithms for data mining [43]. Its main purpose is to classify
samples against a training set in a supervised manner, as the work [22] shows,
where a distributed kNN algorithm is developed using the Apache Spark
framework to classify dierent big datasets quickly and eciently.
However, kNN-based approaches do not address high computational costs
issues associated with their application to large datasets. This is due to the
algorithms' need to calculate the distance between the new sample and every
sample from the training dataset, and then to choose the k closest ones,
which is computationally expensive for large datasets namely O(n · log(n)).
Despite its simplicity, the kNN algorithm provides a reliable solution to
almost every kind of task. In [19] a kNN algorithm is implemented to carry
out clustering on a large number amount of pictures, to try to nd near du-
plicates. The algorithm is used as a previous step in an image processing
problem. In particular, the authors manage the problem of nding approx-
imate nearest neighbours for a repository of over one billion images (in the
authors' words, the largest image set that has been processed in this way),
and perform clustering based on these results. The only way presented to
accomplish such a task was a parallel version of a state of art approximate
nearest neighbour search algorithm, known as spill trees. Most of the work
explained was concerned with eciently nding the k nearest neighbours of
points. To adapt this issue for clustering, the authors compute the k nearest
neighbours for all images in the set and apply a threshold to drop images,
which are considered too far apart. Although a scalability analysis is not
made, the entire processing time is given, being less than 10 hours on the
equivalent of 2000 CPUs.
In [37], the authors used a kNN algorithm for pattern recognition. In
particular, the kNN is applied to a large image set to tag and classify them.
The kNN has even been applied for malware detection as shown in [5]. The
main objective of their research is to identify machines with malware infection
communicating over HTTPS. To achieve this goal, they rst perform a feature
extraction from the proxy logs and then carry out a classication with a kNN
4
algorithm. For further information about elds in which the kNN has been
successfully applied, please see the survey [26], where around 50 studies are
analysed and classied.
The kNN algorithm has been suciently tested for time series prediction
over small datasets related to energy. For example, in [4] a new technique
for building energy modelling based on kernel regression using a kNN imple-
mentation is proposed. The results obtained are suitable although the kNN
implementation is approximate to avoid high computation costs.
Additionally, the work in [4] compares several techniques, kNN among
others, to try to predict appliance energy use and whole-home energy con-
sumption, demonstrating that simple statistic algorithms achieve similar re-
sults than more complicated machine learning techniques with a lower com-
putational cost.
In [6] a new algorithm, Maximum Length Weighted Nearest Neighbour
(MLWNN), for predicting the electricity load in three countries is proposed.
MLWNN is based on the WNN algorithm [41] which calculates the forecast
depending on the distance to the nearest neighbours. The authors com-
pared the predictions made with MLWNN and the predictions made with
WNN, with a neural network [34] and with the PSF [24] algorithm which
predicts based on similarity of pattern sequences. The research concludes
that MLWNN accomplishes similar or better results than the other proposed
methods.
Some other techniques have been developed in the last few years to fore-
cast time series in the context of big data. In [31] the energy consumption in
several buildings of a public university is predicted by applying a distributed
k-means algorithm in Spark. The study in [40] shows that suitable accu-
racy predictions can be achieved by applying a deep learning algorithm to
electricity consumption data in Spain. On the other hand, in [10] dierent
scalable methods (decision tree, gradient boosted trees and random forest)
are used to also predict the electricity consumption in Spain.
It is important to mention that often the prediction for a given variable
depends not only on the previous values of the same variable, but also on
other variables. By considering these additional exogenous variables, the
accuracy may be improved. An example of multivariate prediction problem is
considered in [17] - predicting the energy consumption of a building controlled
by a building energy management system, taking into account temperature,
dew point and solar radiation [17].
Another study, [46] aims to predict the company growth based on several
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variables such as sales, assets or retained earnings among others. Due to the
large number of input variables involved, the authors rst had to select a
smaller set of important input variables.
In [33], the accuracy of a univariate and multivariate methods for photo-
voltaic solar power forecasting is compared. The multivariate method uses
weather data, in addition to the previous solar power. Several forecasting
horizons are considered. The results showed that for very short-term hori-
zons, the multivariate prediction is very similar to the univariate prediction.
A possible explanation is that the weather changes are already reected in
the photovoltaic power data for very short-term horizons.
To the best of our knowledge, there are no further studies that have tried
to address multivariate prediction for big data. This work intends to ll this
gap and proposes a novel forecasting algorithm for big data multivariate time
series.
3. Methodology
This section describes the proposed approach to forecast multivariate
time series, in the context of big data. The approach is based on the general
nearest neighbours procedure for time series forecasting [41] and, therefore,
it follows a similar strategy, that can be summarised as follows:
1. Determine the number of nearest neighbours, k, which will be used.
2. Determine the length of the window composed of w samples preceding
the target day.
3. Search for k nearest neighbours with length w in the historical data.
4. Calculate the estimation by averaging samples retrieved just after the
k nearest neighbours. Additionally, since this is a weighted version,
calculate the estimation by weighting the samples according to a given
metric.
Given the multivariate nature of the proposal, these steps must be adapted.
The remainder of this section provides a mathematical statement and formu-
lation for the problem.
Let us suppose there are q variables indexed over time, that is, q time
series forming a multivariate problem, formulated as follows:
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V1(t) = {v1(t− L), . . . , v1(t− 1), v1(t)}
V2(t) = {v2(t− L), . . . , v2(t− 1), v2(t)}
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Vq(t) = {vq(t− L), . . . , vq(t− 1), vq(t)}
where L denotes the length of every time series. For simplicity, let us
suppose all time series V1(t), V2(t),... , Vq(t) have the same frequency of
sampling. Nevertheless, the implementation of the MV-kWNN algorithm in
Spark enables dierent frequencies of measurement for each time series.
Let h be the prediction horizon, i.e., the number of samples that must
be predicted for every time series. Since q is the number of time series, the





v1(t+ 1) . . . v1(t+ h− 1) v1(t+ h)
v2(t+ 1) . . . v2(t+ h− 1) v2(t+ h)
... . . .
...
...
vq(t+ 1) . . . vq(t+ h− 1) vq(t+ h)


Let W be the l values preceding those aimed to be predicted for each




v1(t− l) . . . v1(t− 2) v1(t− 1)
v2(t− l) . . . v2(t− 2) v2(t− 1)
... . . .
...
...
vq(t− l) . . . vq(t− 2) vq(t− 1)


The next step involves creating a distance matrix containing the distance
between W and every possible matrix that can be formed throughout the






d(W j, N ji ) (1)
where DNi represents the distance from W to the i-th closest neighbour Ni.
This distance is calculated by a summation of the measure of the Euclidean
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distance of every j-th column vector of W (W j) to every j-th column vector
of the neighbour Ni (N
j
i ) and divided by the number of columns, l.
Subsequently, the k neighbours with the smallest distance are selected,






where αi represents the weight of the i-th closest neighbour, inversely pro-
portional to the distance.
Afterwards, in order to calculate the prediction, the h next values of
every variable of every neighbour are selected forming the matrix RNi , which
represents the next h real values of the i-th neighbour Ni.
Finally, the weight is applied to every RNi of the k closest neighbour and
with the Equation (3), the prediction is made, resulting in a matrix P̂ of size









4. Implementing the methodology in Spark
Working with Spark allows us to manage big data datasets and obtain
results in a signicantly shorter amount of time. In Spark, everything is per-
formed using its own variables, called RDD (Resilient Distributed Datasets).
These variables distribute the data in chunks over the RAM memory of every
slave in a cluster. This is the key point of Spark, where all the computa-
tion is done using the RAM memory and not the hard drive; in other words,
the execution of a programme is signicantly faster in Spark than in other
frameworks such as Hadoop that use the hard drive.
Figure 1 presents a diagram of the methodology proposed to apply the
MV-kWNN algorithm. The rst step of the algorithm is loading the datasets
of the dierent time series into RDDs in Spark (Step 1). In the next step,
the algorithm forms the matrix of w past values and its next h values for
each time series, using the variables wi and hi (Step 2).
Subsequently, all matrices are joined into one matrix (Step 3). Then, the
algorithm splits this matrix into training set (TRS) and test set (TES) (Step
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4) selecting the w pattern composed of w1 + w2 + w3 values, whose future
needs to be predicted (Step 5).
From this point on, the MV-kWNN is properly applied to obtain the
predictions. That is, it will compare the w pattern with the historical data
in the matrix and will calculate the distances (Step 6). After that, the
matrix is ordered in an ascending order and just the rst k neighbours with
the smallest distance to the pattern will be selected (Step 7). The algorithm
will then take the h following values of the neighbours and will apply the
weighted formula according to the distances. Next, the values are divided by
the sum of the weights, resulting in the vectors with all predictions for all
time series (Step 8). Then, the algorithm will stop and calculate the accuracy
of the prediction for each time series.
It should be highlighted that all these operations are done in Spark over
the distributed RDD variables.
Figure 1: A diagram of the proposed methodology.
In more detail, let us suppose that a multivariate time series composed
of three time series, V1(t), V2(t) and V3(t), needs a prediction for each one.
Let us also suppose, for simplicity, that the values w and h are expressed
in hours. As the time series composing of the multivariate time series could
have dierent frequency of sampling, the algorithm creates the windows wi
and prediction horizon hi for each time series such that the same number of
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past hours are considered and the same number of hours are predicted for
each time series.
Figure 2 (a) shows how wi and hi values are computed and how a matrix of
wi past values and its next hi values for each time series is formed, supposing
that w represents two hours and h represents one hour. For the rst time
series V1(t) there are two samples per hour (v1(0) and v1(1)), for the second
time series V2(t), four samples correspond to one hour (v2(0), v2(1), v2(2),
v2(3)) and just one sample corresponds to one hour (v3(0)) for the third time
series V3(t).
In general, each wi will be the number of samples per hour multiplied
by the window w, while each hi will be the number of samples per hour
multiplied by the prediction horizon h. In the gure:
 For V1(t): w1 = 2 ∗ w = 4 and h1 = 2 ∗ h = 2.
 For V2(t): w2 = 4 ∗ w = 8 and h2 = 4 ∗ h = 4.
 For V3(t): w3 = 1 ∗ w = 2 and h3 = 1 ∗ h = 1.
The MV-kWNN algorithm works as it is shown in Figure 2 (b). In this
gure, h1, h2 and h3 values have to be predicted and w1, w2 and w3 values
represent the windows of past values for each time series, respectively. First,
the windows w1, w2 and w3 to search for its k nearest neighbours needs to be
selected for each time series (k = 2 in this gure). Afterwards, the algorithm
will search for the k nearest neighbours to the array formed for w1 + w2 +
w3 values. The next h values of every time series that formed the closest
neighbours will be selected, creating the matrices RN1 and RN2 . Finally, by
applying a weighted average combination according to the distance between
closet neighbours and the window of w1 +w2 +w3 values, the prediction for
each variable will be made.
For a better understanding of how the algorithm works, an appendix
(Section 7) with a numerical example has been included. Figure 14(a) shows
a test example with three time series, V1, V2 and V3, all of them with values
in the range [0,1] after been normalised. The number of values that needs
to be predicted for each time series is two (h=2). The size of a window of
past values is set to four (w=4). In this case, the last four values of each
time series will be selected to form the wPattern to search for its closest
neighbours.
After that, the values of the three time series are grouped in windows of h
values and its w previous values, as columns w′s and h′s show in Figure 14(b).
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(a) Forming matrix of w past values and its next h values.
(b) Selecting k closest neighbours and calculating the prediction.
Figure 2: A test example of the MV-kWNN algorithm with time series with dierent
frequency of sampling.
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All of these w windows are considered to be neighbours of the wPattern. To
choose just the k closest neighbours, two in this case, the distance to each
w window to the wPattern is calculated. Once the neighbours have been
selected, their h windows are considered to calculate the prediction. In order
to do so, rst, each value of the h window is multiplied by the weight, that is
1/dist2. Secondly, to form a unique window of h size, the values in the same
position of the h′s windows are added. The weights are also aggregated. All
these steps can be seen in Figure 14(c).
Finally, to make the prediction, each value of the previous windows is
divided by the sum of the weights, resulting in the nal forecast. In this
case, the rst two values correspond to the prediction of the V1 time series,
the next two values are the prediction of the V2 time series and the nal two
values are the prediction of the V3 time series.
5. Experimentation and results
This section reports the experimentation carried out and the results
achieved by the application of MV-kWNN to multivariate time series. First,
the experimental setup is commented in Section 5.1. Particularly, the met-
rics used to assess the performance of the method are formulated along with
a numerical analysis focused on nding correlation thresholds among the
multiple time series and description and analysis of the dataset used for the
experimentation. Section 5.2 described a successful case study of a real-world
problem, comparing the results with other multivariate methods and includ-
ing statistical tests. Finally, a scalability analysis is conducted in Section 5.3




To evaluate the accuracy of the predictions made by the MV-kWNN al-
gorithm, the mean relative error (MRE), the mean error relative to the mean
of the test set (MMRE) and the mean absolute error (MAE) along with bias
(BIAS) and root squared error (RMSE) will be used. The formulas are shown
below:
































(ai − pi)2 (8)
where n represents the total number of predictions made, ai represents one
actual value, pi represents the prediction for that actual value and xTES
represents the mean of the test set. It should also be mentioned that if
a time series contains zero values MMRE will be used instead of MRE
(although MRE will be always mentioned for simplicity). This is because it
will be not possible to divide the dierence between the prediction and the
actual value by zero. Instead, it will be divided by the test set mean.
The MAE express the exact amount of electricity and the exact amount
of money above or below predictions. This information is of a signicant
importance for electricity companies in order to plan their energy production.
As a study of the literature in electricity time series forecasting shows, MAE
and MRE are the most accepted parameters to measure the accuracy of the
predictions [41, 18, 2]. Nevertheless, two more standard measures have been
included, BIAS and RMSE. Note that to express the MRE in percentage, it
has been multiplied by 100.
5.1.2. Numerical study of the usefulness of MV-kWNN on simulated data
Before MV-kWNN is applied, how much information the exogenous time
series may add to the multivariate problem must be determined. This is
necessary as using multiple variables to formulate a multivariate problem
does not necessarily lead to improvements in accuracy. To determine if an
exogenous variable will be benecial, we propose an analysis based on the
correlation.
MV-kWNN is based on the discovery of nearest neighbours over the his-
torical data, therefore, if exogenous time series do not exhibit any correla-
tion with future values of the target time series, the error should increase.
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Table 1: Synthetic datasets generated with dierent correlations with the prediction hori-
zon.
Target time series Exogenous time series























































To determine when MV-kWNN is suitable for solving multivariate prob-
lems, synthetic datasets have been generated. A total of ve time series,
Y1(t), Y2(t), Y3(t), Y4(t) and Y5(t), have been generated with correlations
c = {0, 0.25, 0.5, 0.75, 1} with its future value, respectively. That is, they
have been generated so that sample t has correlation c with sample t + h,
where h = 4 is the prediction horizon in this analysis. The generated time
series are normalised and all values range from 0 to 1. These correlated series
have been generated by means of MATLAB's randwithcorr function, which
generates a random time series with a specic correlation to a given time
series.
The next step includes combining each of these time series with another
time series so that sample t has correlation c with sample t + h from the
previously generated time series. In other words, 25 exogenous time series
Xi,j(t) have been generated, as shown in Table 1, where Y
ρ
i (t) denotes a time
series Yi(t) with correlation ρ with Yi(t+ h) and X
ρ
i,j(t) is a time series with
correlation ρ between Xi,j(t) and Yi(t + h). Thus, for instance, Y 0.252 (t) is
the time series generated by using randwithcorr function from the time series
Y2(t+ h) and coecient of correlation 0.25.
It needs to be mentioned that for every experiment, 70% of the total
number of samples has been considered to train the model and the 30%
remaining to test the model. Tables 2 and 3 show the associated MRE and
MAE, respectively, for the experimental setup described above. Since the
conclusions are similar, we only discuss the values for Table 2.
As expected, it can be seen that the errors are constantly decreasing as
long as the correlation between Xi,j(t) exogenous variables and Yi(t + h)
increases. It is worth noting that if the exogenous variable shows a greater
correlation with Yi(t + h) than the target variable itself, the error decreases
acutely (see the errors above the diagonal). However, if the opposite situation
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Table 2: MRE for synthetic datasets with dierent correlations.
Target Target vs. Exogenous
Y 01 (t) 77.55 59.23 38.01 23.09 14.43
Y 0.252 (t) 59.23 55.51 34.02 22.17 14.77
Y 0.503 (t) 38.01 34.02 33.93 20.46 12.86
Y 0.754 (t) 23.09 22.17 20.46 19.62 11.44
Y 15 (t) 14.43 14.77 12.86 11.44 6.70
Table 3: MAE for synthetic datasets with dierent correlations.
Target Target vs. Exogenous
Y 01 (t) 10.58 8.86 6.69 4.99 3.29
Y 0.252 (t) 8.86 8.52 6.33 4.80 3.25
Y 0.503 (t) 6.69 6.33 6.23 4.30 2.87
Y 0.754 (t) 4.99 4.80 4.30 4.32 2.50
Y 15 (t) 3.29 3.25 2.87 2.50 1.49
is encountered (the correlation with Yi(t + h) is less than that of the target
variable) then the error increases but very slightly (see errors below the
diagonal). That is, MV-kWNN seems quite robust in terms of accuracy
even if the exogenous variables are not properly selected.
5.1.3. Datasets description
This section is devoted to analysis and explain the datasets used in the
experimentation phase. Hence, data from the electricity Spanish market has
been retrieved and studied. In particular, electricity prices and electricity de-
mand since it is well-known that prices and demand are related to one another
[23]. Data has been collected from the OMIE website (www.omie.es) from
2007 to 2016, with hourly values for the prices (expressed in Euro/MWh)
and 10-minute values for the electricity demand (expressed in MW).
Table 4 shows a statistical analysis of the time series, with the number of
samples, mean, standard deviation, minimum and maximum.
Figure 3 shows the distribution of the datasets. As it can be seen, for the
electricity demand, almost all the values are concentrated between 20,000 and
37,500 MW with little amount of small and high values. On the other hand,
for the electricity prices, almost all the values are concentrated between 25
and 65 Euro/MWh, with a signicant number of small values and few very
high ones.
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Table 4: Statistical analysis of the datasets
Demand Price
Number of samples 497,952 82,992
Mean 28,897.40 44,94

























(a) Distribution of the electricity demand.
Price (Euro/MWh)


















(b) Distribution of the electricity prices.
Figure 3: Distribution of the datasets.
5.2. Study case: electricity prices and demand in the Spanish market
This section reports results for a real-world problem (electricity prices
and demand). To make the predictions, the model has been trained with the
70% of the total number of samples, using the remaining 30% for testing the
accuracy of such predictions.
A prediction horizon of 4 hours and a window of past values of 24 hours
have been set for the MV-kNN algorithm. For these experiments, the number
of k nearest neighbours has been set to 4. A study of the inuence of the
size of the k parameter is analysed in subsection 5.2.1
It needs to be pointed out that values of both input datasets have been
normalised dividing by the maximum value of each dataset, nally ranging
from 0 to 1. This is due to values for the electricity demand originally range
from 16,824 to 45,295 while values for the electricity prices range from 0 to
145. Hence, normalising both datasets makes that each value is considered
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to be equally important.
We rstly discuss the correlations values between the time series:
 On one hand, if the electricity demand is the target variable, then its
correlation with the demand shifted 24 values, that is with its own
immediate future, is 80.48%. However, the correlation between the
electricity prices and the immediate future of the electricity demand is
38.87%. Both correlations can be seen in Figure 4 (a).
 On the other hand, if the electricity price is the target variable, its
correlation with the prices shifted 24, that is with its own immediate
future, values is 80.87%. However, the correlation between the elec-
tricity demand and the immediate future of the prices is 38.48%. Both
correlations can be seen in Figure 4 (b).
(a) Correlations when electricity demand is
the target variable.
(b) Correlations when electricity prices is the
target variable.
Figure 4: Correlations between the time series.
5.2.1. Anaylis of the number of neighbours
In this subsection, the number of neighbours, k, to be selected for the
algorithm is discussed. k ranging from 2 to 20 have been considered.
Figure 5 shows the MRE obtained for the predictions of the electricity
demand and for the electricity prices with the dierent number of neighbours.
As it can be seen, the error keeps constant along with the number of neigh-
bours for both predictions. In particular, MRE for the electricity demand
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ranges from 2.69% to 2.86%, while MRE for the electricity prices range from
10.56% to 11.28%. Less than 1% dierence between the maximum and the
minimum values.
Number of neighbours




























(a) MRE for the electricity demand.
Number of neighbours




























(b) MRE for the electricity prices.
Figure 5: MRE for the electricity demand and the electricity prices with dierent neigh-
bours
Figure 6 shows the MAE obtained for the predictions of the electricity
demand and for the electricity prices with the dierent number of neighbours.
The former expressed in MW and the latter expressed in Euro/MWh. As
previously mentioned for the MRE, the error keeps constant along with the
number of neighbours for both predictions. In particular, MAE for the elec-
tricity demand ranges from 733.73 to 787.42, while MAE for the electricity
prices range from 4.66 to 4.98. In summary, 53.68 MW of dierence between
the maximum and the minimum values in case of the electricity demand and
0.3 Euro/MWh of dierence between the maximum and the minimum values
in case of the electricity prices.
5.2.2. Analysis of the electricity demand prediction
In this subsection, the accuracy of the algorithm is computed for the
electricity demand. The MRE of the prediction for the test set has been
2.72%. In the following graphs, the results will be analysed. Figure 7 presents
the mean relative error of the prediction for each month. Figure 7 (a) shows
the MRE of every prediction per month. From that gure, it could be thought
that there are many outliers errors. However, these errors do not represent a
signicant number due to the fact than 75% of all errors in every month are
18
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(a) MAE for the electricity demand.
Number of neighbours

































(b) MAE for the electricity prices.
Figure 6: MAE for the electricity demand and the electricity prices with dierent neigh-
bours
below 5.5%. From Figure 7 (b) it can be seen that the highest error is 4.36%
in December 2013, while the lowest MRE is 2.11% in November 2015. Both
months will be analysed below.
Figure 8 represents the months with the lowest and highest MRE. Partic-
ularly, Figure 8 (a) represents November 2015, the best case with the MRE
for each day remaining steady around the MRE of the whole month. Day
19 of the month reaches the best accuracy with MRE close to zero (0.55%)
meanwhile day 22 achieves the worst MRE, with 5.19%. On the other hand,
Figure 8 (b) represents December 2013, the worst case with the MRE for
each day varying signicantly over the month. Predictions achieves greater
erros in days 30, 7 and 9, with 10.34%, 8.83% and 8.00% respectively. Lower
errors are reached in days 18 and 19 with 1.20% and 1.6% respectively.
Figure 9 shows the real energy demand against those predicted for the
best and worst days in terms of mean relative error and also the day with
similar MRE to the total prediction. Figure 9(a) represents the day with the
lowest MRE (0.40%), 23rd July 2015. As can be seen both the real and the
predicted values are almost alike. On the other hand, Figure 9(b) represents
the day with the highest MRE (11.68%), 10th February 2014. The algorithm
at the beginning of the day predicts very accurately, until 6.00 AM, where it
can be noted that the prediction made follows the real energy demand but
shifted some values. Finally, Figure 9(c) shows the day with similar MRE as
the total prediction (2.72%), 28th February 2015. Again the algorithm at the
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(a) MRE along with the standard deviation for the test set for
each month.
Months

























(b) MRE of the prediction for the test set for each month.
Figure 7: Monthly relative prediction errors for the electricity demand.
beginning of the day predicts very accurately, until 7.00 AM, where it raises
the prediction faster than the real values. Then by 9.00 AM the algorithm
predicts adjusted to the real values and following the curve of energy demand
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(a) Month with the lowest MRE.
Days of the month






























(b) Month with the highest MRE.
Figure 8: MRE for the best and worst month for the electricity demand.
through the day.
5.2.3. Analysis of the electricity prices prediction
In this subsection, the accuracy of the algorithm is computed for the
electricity prices. The MRE of the prediction for the test set has been 10.67%.
In the following graphs, the results will be analysed. Figure 10 presents the
mean relative error of the prediction for each month. Figure 10 (a) shows the
MRE of every prediction per month. The 75% of all errors in every month
are below 20%, except months December 2013, January 2014 and February
2014, months with the highest errors in the predictions as can also be seen in
Figure 10 (b). December 2013 will be analysed later. Figure 10 (b) also shows
that the lowest MRE is 6.46% in June 2015. This month will be analysed
below.
Figure 11 represents the months with the lowest and highest MRE. June
2015 represents the best case with the MRE for each day remaining steady
around the MRE of the whole month. In fact, day 29 of the month achieves
the worst MRE, with 11.19% meanwhile day 9 achieves the best MRE with
2.78%. On the other hand, December 2013 represents the worst case with the
MRE for each day varying signicantly over the month. It achieves greater
errors in days 20 and 24 with 45.29%, and 44.29% respectively. Day 20 will
be analysed in detail below. Lower errors are achieved in days 25 and 6 with
6.76% and 9.88% respectively.
Figure 12 shows the real energy prices against those predicted for the best
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(a) Day with the lowest MRE.
Time (hourly)






































(b) Day with the highest MRE.
Time (hourly)





























(c) Day with similar MRE as the total
prediction.
Figure 9: Electricity demand. MRE for the days with the best, the worst and similar
MRE as the total prediction.
and worst days in terms of mean relative error and also the day with similar
MRE to the total prediction. Figure 12(a) represents the day with the lowest
MRE (2.02%), 16th April 2014. As can be seen both the real and the predicted
values are very similar, with just some dierences around 13.00 time, when
the prices decrease a little bit faster than what the algorithm predicts. On the
other hand, Figure 12(b) represents the day with the highest MRE (45.29%),
20th December 2013. In this case, the algorithm predicts the same behaviour
of the curve of prices, reaching the lowest prices at the same time, 5.00 AM.
But the real values decrease until 0, what gives the greater dierences in this
prediction. It also did not predict the peak in the prices at 11.00 AM, but
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(a) MRE along with the standard deviation for the test set for
each month.
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(b) MRE of the prediction for the test set for each month.
Figure 10: Monthly relative prediction errors for the electricity prices.
even by the end of the day simulates the same curve of prices but shifted
with lower values. Finally, Figure 12(c) shows the day with similar MRE as
the total prediction (10.67%), 22nd May 2014. The algorithm, in this case,
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(a) Month with the lowest MRE.
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(b) Month with the highest MRE.
Figure 11: MRE for the best and worst month for the electricity prices.
predicts the same curve of prices, but again shift some values over the real
ones until 7.00 AM, and shift some values below the real ones from 9.00 AM
until the end of the day.
5.2.4. Comparison with others multivariate algorithms
The results of MV-kWNN have been compared to standard and nonlinear
multivariate forecasting algorithms. Namely, articial neural networks (MV-
ANN) [13] and random forests (MV-RF) [15] using R packages described in
[28, 29]. As for the classical methods, results are compared to multivari-
ate versions of AR, ARMA and ARIMA [20]. In particular, ARX, ARMAX
and ARIMAX MATLAB's implementations have been used, which are de-
velopments of Box-Jenkins models [3]. All multivariate versions have been
congured so that comparisons are fair (same training/test sets, same predic-
tion horizons). However, since these models do not allow dierent sampling
values for each time series, the electricity demand time series has been re-
sampled so that both demand and prices are on the same basis (hourly). We
used a prediction horizon of 4 hours and a window of past values set to 24
hours. As for the particular conguration of the classical methods, they have
been automatically selected by the MATLAB's functions we have used. In
particular ARX (1), ARMAX (1,1) and ARIMAX (0,1,1) have been chosen.
It also needs to be mentioned the settings for both MV-ANN and MV-RF,
as they allow dierent congurations:
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(a) Day with the lowest MRE.
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(b) Day with the highest MRE.
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(c) Day with similar MRE as the total
prediction.
Figure 12: Electricity prices. MRE for the days with the best, the worst and similar MRE
as the total prediction.
 MV-ANN:
 To train the neural network, the backpropagation algorithm (BPNN)
was used. BPNN is a very popular and very successful algorithm
for electricity load forecasting [13].
 The number of neurons tested in the hidden layer varies from 1 to
28. Since a specic rule to choose the number of neurons in the
hidden layer is the mean of input and output neurons, in our case
14 neurons because h=4 and w=24, this upper bound (2x14) is
particularly suitable for this problem.
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 The weights were initialised randomly, which is very common
strategy [35].
 The dierentiable function that was used for the calculation of
the error was the sum of squared errors, which is very common
strategy [35].
 The dierentiable function considered for smoothing the result of
the cross product of the covariate or neurons and the weights were
two: the logistic function and the tangent hyperbolicus.These are
the only two possible functions that the R package oers.
 The maximum steps for the training of the neural network con-
sidered were: 1E+05, 1E+06 and 1E+07. Values above or below
those mentioned before made the computation of the dataset im-
possible for the MV-ANN, due to the amount of data.
 The threshold for the partial derivatives of the error function as
stopping criteria considered were: 0.5, 0.6 and 0.7. Values above
or below those mentioned before made the computation of the
dataset impossible for the MV-ANN, due to the amount of data.
The best results were obtained with the logistic function as the dier-
entiable function, 28 as the number of neurons, 1E+06 as the maximum
steps and a threshold of 0.5.
 MV-RF: The number of trees and the maximum depth are the main
inputs for random forests.
 The depth level tested were 4 and 8.
 The number of trees tested were 50, 75 and 100.
Values above those mentioned before made the computation of the
dataset impossible for the MV-RF, due to the amount of data. The
best results were obtained with a depth level of 4 and 100 trees.
Tables 5 and 6 summarises MRE, MAE, BIAS and RMSE for MV-kWNN,
MV-ANN, MV-RF, ARX, ARMAX and ARIMAX multivariate models for
the electricity demand and electricity prices. In the case of the prices time
series, the MRE is computed with respect to the mean of the test set instead
of the actual value since the prices can be close to zero [41]. It can be seen that
MV-kWNN outperforms all models reaching very competitive errors in terms
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of MRE, MAE and RMSE. As it can be noted in Table 5 for the electricity
demand all methods obtain underestimated forecasts but the ARIMAX that
has a positive bias. On the other hand, in Table 6 for the electricity prices,
it can be seen the MV-kWNN, MV-RF and ARMAX have a bias very close
to zero.
Table 5: Comparative results for electricity demand time series.
Demand
Model MRE (%) MAE (MW) BIAS RMSE
MV-kWNN 2.72 743.90 -99.00 1105.91
MV-ANN 2.87 779.72 -98.20 1018.30
MV-RF 3.44 927.27 -160.16 1235.04
ARX 8.06 2179.67 -58.80 2971.15
ARMAX 6.68 1798.65 -59.74 2499.58
ARIMAX 5.51 1529.75 176.39 2210.00
Table 6: Comparative results for electricity prices time series.
Prices
Model MRE (%) MAE (Euro/MWh) BIAS RMSE
MV-kWNN 10.67 4.71 -0.05 6.62
MV-ANN 10.96 4.79 -0.75 4.35
MV-RF 10.78 4.76 0.05 6.69
ARX 13.71 6.05 0.10 8.78
ARMAX 12.67 5.60 -0.04 8.15
ARIMAX 12.13 5.36 0.14 8.23
5.2.5. Statistical test with other multivariate algorithms
This section is devoted to evaluate the signicance of the new approach,
following the non-parametric procedures discussed in [11], carrying out a
statistical test. The steps follows are explained below:
1. Five synthetic datasets, whose values range from 0 to 1, were generated.
The total number of instances in each dataset was the same as in the
electricity prices.
2. The synthetic datasets were combined in groups of two without repe-
titions resulting in ten experiments.
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Table 7: Friedman Test ranking of the models.







3. The MRE was considered as the quality meter to be measured and
collected in every experiment.
4. All the multivariate algorithms were considered for the experiments
(MV-kWNN, MV-ANN, MV-RF, ARX, ARMAX, ARIMAX)
5. Previous results from forecasting electricity demand and electricity
prices were also considered, the MRE in this case. What in summary
made a total of 11 experiments.
The statistical test has been done with the STATservice software [30]. This
software allows for performing statistical analysis directly online. Firstly, it
was tested if the distribution of the variables were normal. As it was not,
a non parametric test was selected. Secondly, as the number of variables
to be tested were greater than two, a multiple comparison test was chosen.
Finally, as the number of the variables to be tested were not lower than six,
a Friedman Test with Control estimation was conducted. The ranking after
applying Friedman Test is shown in Table 7. As it can be seen, the MV-
kWNN was ranked as the rst one. The p-value is 0.0000 < 0.05, therefore
the null hypothesis is rejected.
Subsequently, a pairwise posthoc test is carried out as it can be seen in
Table 8, comparing the algorithms with the best performing one, MV-kWNN.
As Holm's procedure rejects those hypotheses that have a p-value<=0.05,
the null hypothesis is rejected for all cases. Thus, the dierences between
MV-kWNN and the remaining algorithms are signicant.
5.3. Scalability
This section is included in order to highlight the scalability of the pro-
posed approach. It shows that the execution time increases linearly with
increasing the data size. This fact is especially desirable for big data time
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Table 8: Pairwise PostHoc Test
Model p-value z Holm
MV-RF 0.0000 5.7213 0.0100
MV-ANN 0.0000 4.6738 0.0125
ARMAX 0.0001 3.9485 0.0167
ARIMAX 0.0004 3.5456 0.0250
ARX 0.0156 2.4175 0.0500
series, since it proves the applicability of our algorithm to this type of data.
But rst it needs to be mentioned the complexity of the algorithm. Finding
the closest neighbour of just one instance of the TES from a TRS would be
O(n ·D), being n the number of instances of the training and D the number
of features. Therefore, nding the k nearest neighbours would have a greater
computational cost as the distances calculated needs to be sorted. This adds
another complexity resulting in O(n · log(n)). The process starts all over
again for each instance of the test. Hence, the high computational cost of
the kWNN makes impossible to use it when dealing with big data, justifying
thus the need of developing a distributed kNN algorithm in order to obtain
a scalable forecasting algorithm.
The experiments have been carried out on a cluster composed of three
nodes, one master and two slaves, physically located at Data Science & Big
Data Laboratory, Pablo de Olavide University. The nodes in every cluster
are made up of the following features:
Table 9: Features of the nodes in the cluster.
Hardware
- Processors Intel(R) Core(TM) i7-5820K CPU
- Cores 6 (12 threads)
- Clock speed 2.13 GHz
- Cache 16 MB
- Network Gigabit (1 Gb/s)
- RAM 16 GB
Software
- Framework Apache Spark 1.6.1
- OS Ubuntu 16.04.1 LTS
Figure 13 illustrates execution times to calculate a prediction. In partic-
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ular, Figure 13(a) shows execution times to calculate a prediction of every
model tested in this paper. As the other models could not manage the big-
ger size of the datasets and are not prepared for being executed in a cluster,
all the results shown in the gure were collected under the same conditions.
That is, the size of the dataset was set to 1 (the original size of the dataset)
and they were executed on just one machine of the cluster. It can be seen
that MV-ANN and MV-RF were the faster ones, with a slight dierence from
the MV-kWNN. The slowest one was the ARMAX.
On the other hand, Figure 13(b) shows execution times to calculated
a prediction compared with data size and dierent number of machines in
the cluster. To obtain these results, the original prices time series has been
replicated by up to 200 times with up to 16,593,600 samples. As mentioned
before, just the MV-kWNN could be analysed for this test as only this algo-
rithm could manage such amount of data. Firstly, it can be noticed that the
execution time with one and two machines in the cluster are very alike for
1, 10 and 50 times the size of the original dataset. However, when the size
of the dataset begins to be signicant, with 100 times and 200 times the size
of the dataset, the execution times are notably dierent. Secondly, focus on
the execution times with two machines in a cluster, it can be seen that when
the size of the dataset grows, the time to calculate a prediction increases in a
linearly. In summary, the MV-kWNN algorithm is ready to manage big data
datasets and the execution times will decrease with the number of computer
in a cluster.
6. Conclusions
In this paper, we proposed a multi-purpose and multivariate MV-kWNN
algorithm for big data time series forecasting which is expected to perform
particularly well with time series with patterns in the historical data. It
is motivated by the fact that in time series prediction the accuracy of the
target variable depends not only on the variable itself but also on exogenous
variables. Our algorithm has been developed using the Scala programming
language for the Apache Spark open source software.
We rstly conducted theoretical analysis in order to study the correlation
thresholds among the variables to nd when the multivariate approach is
useful. Five dierent correlations were considered, 0, 0.25, 0.5, 0.75, 1. The
results showed that if an exogenous time series does not exhibit a signicant
correlation with the future values of the target variable, the accuracy will
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Figure 13: Runtimes analysis of predictions
not be improved but the error will increase only slightly. This demonstrates
that our algorithm is quite robust in terms of accuracy even if the exogenous
variables are not properly selected. By contrast, if the exogenous variable
shows greater correlation with the future values of the target variable than
the target variable itself, the error decreases sharply.
We then present a successful case study of a real-world problem, using
two data sources from the Spanish electricity market, electricity demand and
electricity prices. We compare the performance of MV-kWNN with other
standard multivariate forecasting algorithms, such as ARX, ARMAX and
ARIMAX and with other nonlinear multivariate forecasting algorithms, such
as neural networks and random forests. Our results show that MV-kWNN
outperforms the other algorithms. Statistical tests have been applied to prove
meaningful statistical dierences among all the considered methods.
Finally, a scalability analysis is conducted with up to 200 times the size
of the dataset showing a linear relation between data size and execution
times and, hence, conrming the suitability of the MV-kWNN algorithm for
applications to big data.
31
7. Appendix
(a) Selecting the past w values of three time series to predict h values of each one.
(b) Grouping the values of the time series in windows of w and h values and selecting the
closest neighbours.
(c) Calculating the predictions of the three time series.
Figure 14: A numerical example showing how MV-kWNN works
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in big time series data
R. Pérez-Chacón, R. L. Talavera-Llames, F. Martínez-Álvarez, and A. Troncoso
Division of Computer Science, Universidad Pablo de Olavide, ES-41013 Seville, Spain
{rpercha,rltallla,fmaralv,ali}@upo.es
Abstract. In recent years the available volume of information has grown
considerably due to the development of new technologies such as the sen-
sor networks or smart meters, and therefore, new algorithms able to deal
with big data are necessary. In this work the distributed version of the
k-means algorithm in the Apache Spark framework is proposed in or-
der to find patterns from a big time series. Results corresponding to the
electricity consumptions for years 2011, 2012 and 2013 for two buildings
from a public university are presented and discussed. Finally, the per-
formance of the proposed methodology in relation to the computational
time is compared with that of Weka as benchmarking.
Keywords: Big data, time series, patterns, clustering.
1 Introduction
Rapid and huge data storage is in frequent use nowadays. This new scenario
causes extreme difficulties to both efficiently process and store such big amount
of data [6]. In this context, much effort is being devoted to enhance existing data
mining techniques in order to process, manage and discover knowledge from this
big data [13].
The limitations of the MapReduce paradigm [3] for iterative algorithms de-
velopment have led to new paradigms, such as Apache Spark [8], which is an open
source software project. Among its most important capacities, multi-pass com-
putations, high-level operators, diverse languages usage, in addition to its own
language called Scala, are most notable. Moreover, a machine learning library,
MLlib [7], is also integrated within the framework.
The objective of this work is the discovery of patterns in big time series of
electricity consumption. Given its size, the collected data cannot be processed
with classical machine learning approaches. Therefore, implementations for dis-
tributed computing must be used and, in particular, a distributed methodology
based on the, still relatively unknown, parallelized version of k-means++ is pro-
posed. This methodology has been developed by using MLlib in the framework
Apache Spark, under the Scala programming language. Real–world big data sets
collected from a sensor network located in several buildings of Pablo de Olavide
University have been analyzed. The successful analysis of these patterns is ex-
pected to be used for efficient management of the university electricity resources,
as well as for characterizing the electricity consumption over time.
Increased attention has been paid to big data clustering in recent years. A
survey on this topic can be found in [5]. Specifically, several approaches have
been recently proposed to apply clustering to big time series data. Namely, in [4]
the authors propose a new clustering algorithm based on a previous clustering
of a sample of the input data. The dynamic time warping was tested to measure
the similarity between big time series in [14]. In [16] a data processing based on
mapreduce was used to obtain clusters. A distributed method for the initializa-
tion of the k-means is proposed in [2]. However, there is still much research to
be conducted in this field, especially considering that very few works have been
published.
The study of electricity profiles by means of clustering techniques for small
and medium datasets has been studied in the literature. In [15] a methodology
based on the visualization to obtain the clusters is provided. In [12] the authors
examined Spanish electricity prices, discovering some associated patterns to dif-
ferent days and to different seasons. The study was performed by applying crisp
clustering, in contrast to the study carried out in [11], where fuzzy clustering
was also shown to be useful in this context.
Clustering consumption data was also the goal in [10] but, this time, the
authors went one step further and used this information as input for consumption
forecasting.
Later in 2012, classification and clustering of electricity demand patterns in
industrial parks was addressed [9]. In this work, a data processing system to
analyze energy consumption patterns in Spanish parks, based on the cascade
application of a Self-Organizing Maps and the k-means algorithm, was intro-
duced.
As for the particular case of clustering big time series consumption data,
there is no study carried out so far, to the best of the authors’ knowledge. And
this is precisely the reason why this study is presented.
The remainder of the paper is structured as follows. In Section 2 the proposed
method to discover patterns in time series is described. Section 3 presents the
experimental results corresponding to the clustering of the energy consumption
coming from a sensor network of building facilities. Finally, Section 4 summarizes
the main conclusions drawn from this study.
2 Methodology
This section describes the methodology proposed in order to find consumption
patterns in electricity-related big time series data. In particular, the k-means
algorithm, included in MLlib, is used in a Spark context to obtain clusters that
define consumption patterns.
Figure 1 shows the key steps of the proposed methodology to obtain patterns
as a result of the clustering. The first phase consists of data cleansing and the
transformations carried out over a RDD variable of Spark, in order to use it in a
distributed way. The dataset is the electricity consumption time series from two
buildings from a public university for every fifteen minutes of the years 2011,
2012 and 2013. Each row of the dataset contains the following information:
building name, date (split into five fields) and the electricity consumption data.
Nevertheless, some of these rows contains accumulated consumption power data
due to existing missing values, which were successfully preprocessed to learn
correctly the models in the next phase. The preprocess stage is properly detailed











Fig. 1. Illustration of the proposed methodology.
Once the RDD dataset is created, it is necessary to group it in rows of 96
values (4 values per hour per 24 hours of a day) and reduce the dimension of
the original RDD dataset before creating a model. This reduction consists in
removing the building name field, and transforming the date into a numerical
index. Thus, each row finally contains the 96 values corresponding to electricity
consumption for a given day.
The second phase consists in the use of MLlib. Firstly, it is necessary to obtain
an optimal number of clusters k, which will be used as an input parameter
in the k-means algorithm. For that, the Within Set Sum of Squared Errors
(WSSSE) index, defined by the sum of the squared Euclidean distance between
the elements of a cluster and its centroid for all clusters and instances of the big
data, is computed when applying the k-means for a certain number of clusters.
In fact, the optimal k is usually the one which is a local minimum in the WSSSE
graph.
MLlib includes a parallelized version of k-means++ [1], called k-means||, that
it is used in this work to obtain the resulting models. The k-means|| algorithm
runs the k-means algorithm a number of times in a concurrent way, returning
the best clustering result.
In Figure 2 one execution of the the parallelized k-means algorithm version is
described. Firstly, the RDD dataset is parallelized in n nodes for each concurrent
run of the k-means. Therefore, n provisional centroids are obtained. Secondly,
Spark shuffles the n centroids to provide a resulting centroid for each concur-
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RDD: dataSet
Fig. 2. One concurrent execution of the parallelized k-means algorithm.
algorithm computes the WSSSE for each centroid (note that there are as many
centroids as number of concurrent runs). Thus, the algorithm returns the cen-
troid that minimizes the WSSSE as the best centroid.
3 Results
The datasets used are related to the electrical energy consumption in two build-
ings located at a public university for years 2011, 2012 and 2013. The consump-
tion is measured every fifteen minutes during this period. This makes a total of
35040 instances for years 2011 and 2013, and 35136 for the year 2012.
Note that there were several missing values (< 3%). However, subsequent
time stamps store the accumulated consumption for such instances. Therefore,
the cleansing process consisted in searching for such values and assuming that
consumption had been constant during these periods of time. That is, the stored
value after missing values is divided by the number of consecutive registered
missing values and assigned to each one.
Figure 3 shows the error obtained when applying the k-means for a number of
clusters varying from 2 to 15 for the consumption of electricity of the years 2011,
2012 and 2013. The error used was the sum of squares of the distance between
the points of each cluster. The error decreases smoothly for values greater than 6,
do to this a number of clusters equal to 6 can be selected to provide satisfactory
results.















Building 2 Building 1
Fig. 3. Errors versus number of clusters for each building.
Figure 4 presents the classification into 6 clusters obtained for K-means for
the year 2013 (similar figures were obtained for the years 2011 and 2012). With
just a quick look, the weekends, the working days and the typical periods of
vacations in the university such as the Easter week (values from 83 to 90), the
summer holidays (values from 213 to 243) or Christmas (values from 356 to 365)
can be clearly differentiated.
The percentage of days classified into 6 clusters for each building is shown in
Table 1. The last row presents the average of the electricity consumption for all
the days associated with the cluster. Although it seems that the working days
are equally distributed, a detailed analysis from Table 1 and Figure 4 reveals
interesting patterns related to temperature and days with or with no scheduled
teaching. For Building 1, teaching days with low and high temperatures (winter
and summer) belong to the clusters of greater consumption, that is, cluster 4 and
5 respectively, and finally, teaching days with no extreme temperatures (autumn)
are classified into cluster 2 of moderate consumption. Similar patterns can be
found for Building 2.
Characteristic curves of each cluster are depicted in Figure 5. It can be ob-
served that clusters 1 and 2 for Building 1, and clusters 1 and 2 for Building 2 are
clusters composed of days of low consumption, namely weekends and holidays.
Likewise, the remaining clusters correspond to working days, which are days of
greater consumption.
Table 1. Percentage of days for each cluster in years 2011, 2012 and 2013.
Days Building 1
Cluster 0 Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5
Monday 5.73% 15.29% 12.74% 17.83% 10.83% 37.58%
Tuesday 5.73% 19.75% 12.10% 19.11% 8.92% 34.39%
Wednesday 5.77% 20.51% 12.18% 16.67% 8.33% 36.54%
Thursday 6.41% 16.67% 15.38% 17.95% 8.33% 35.26%
Friday 10.90% 11.54% 14.74% 14.74% 10.26% 37.82%
Saturday 42.68% 2.55% 48.41% 0.00% 0.64% 5.73%
Sunday 16.56% 1.27% 81.53% 0.64% 0.00% 0.00%
Average (in kW) 1.90 3.37 4.57 5.47 6.54 6.94
Days Building 2
Cluster 0 Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5
Monday 14.65% 38.22% 14.01% 16.56% 10.83% 5.73%
Tuesday 15.92% 32.48% 15.92% 19.11% 8.28% 8.28%
Wednesday 16.03% 35.90% 14.74% 15.38% 7.69% 10.26%
Thursday 19.87% 35.90% 15.38% 12.82% 7.69% 8.33%
Friday 19.23% 41.67% 13.46% 12.18% 8.97% 4.49%
Saturday 80.89% 17.83% 0.00% 0.64% 0.00% 0.64%
Sunday 96.82% 1.91% 0.00% 0.64% 0.00% 0.64%
Average (in kW) 1.41 2.39 3.96 4.71 5.43 6.39
Figure 6 shows the relation between the CPU time and the size of the dataset























































































Fig. 4. Classification of the electricity consumption for each building.














































































Fig. 5. Centroids for each building in years 2011, 2012 and 2013.



























Fig. 6. CPU time for different sizes of datasets when using Weka and Spark.
thetically generating such years. As a consequence of the results, it can be no-
ticed that Weka has an exponential growth when the number of years comprising
the time series increases, being remarkable the differences with Spark when the
dataset is considered as big data.
4 Conclusions
In this work, a real big time series data composed of electricity consumptions has
been analyzed by means of the k-means algorithm distributed version for Apache
Spark. This parallelized version of the algorithm allows the discovery of daily
consumption behaviors with a low computational cost. The results show different
kinds of days according to the daily consumption as well as the identification of
significant patterns related to working days with or with no scheduled teaching.
Moreover, the CPU time of the proposed methodology has been compared to
Weka, as a reference tool in data mining, proving to be a good solution for the
big data clustering. Future works will be directed in the prediction of big time
series once known the previous clustering, and the discovery of patterns for the
classification of all the buildings of an organization in the context of smart cities.
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a b s t r a c t
This paper presents ensemblemodels for forecasting big data time series. An ensemble composed of three
methods (decision tree, gradient boosted trees and random forest) is proposed due to the good results
thesemethods have achieved in previous big data applications. Theweights of the ensemble are computed
by aweighted least squaremethod. Two strategies related to theweight update are considered, leading to
a static or dynamic ensemble model. The predictions for each ensemble member are obtained by dividing
the forecasting problem into h forecasting sub-problems, one for each value of the prediction horizon.
These sub-problems have been solved usingmachine learning algorithms from the big data engine Apache
Spark, ensuring the scalability of our methodology. The performance of the proposed ensemble models is
evaluated on Spanish electricity consumptiondata for 10 yearsmeasuredwith a 10-minute frequency. The
results showed that both the dynamic and static ensembles performedwell, outperforming the individual
ensemble members they combine. The dynamic ensemble was the most accurate model achieving a MRE
of 2%, which is a very promising result for the prediction of big time series. Proposed ensembles are also
evaluated using solar power from Australia for two years measured with 30-min frequency. The results
are successfully compared with Artificial Neural Network, Pattern Sequence-based Forecasting and Deep
Learning, improving their results.
© 2018 Elsevier B.V. All rights reserved.
1. Introduction
Advances in technology have led to an increasing generation
and storage of massive data in recent years [1,2]. These data need
to be efficiently processed in order to extract useful and valuable
knowledge. Thus, the development of new tools for dealing with
big data has become a critical issue. An essential component of
the nature of big data is that information is usually captured over
time at different points, resulting in big data time series [3]. This
information can be analysed for various purposes: to predict the
future values, to establish relations among variables, to detect
anomalous values, or to discover patterns.
The main existing frameworks for the massive data process-
ing have been developed thanks to leading technology compa-
nies. For example, the MapReduce technology was developed by
Google [4]; it divides the input data into small blocks, processes
them and then aggregates the output into a single solution. Based
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(R. Talavera-Llames), atrolor@upo.es (A. Troncoso),
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(F. Martínez-Álvarez).
on this paradigm, Yahoo! developed an open-source implemen-
tation called Hadoop [5] and later Spark was developed by the
University of Berkeley in California [6].
Spark maximizes parallelization of data processing in-memory,
achieving much faster processing speed than Hadoop. Spark also
has specific modules for mining big data, such as the Apache
Spark’s Machine Learning Library (MLlib) [7]. Although its na-
tive language is Scala, it also supports Python, R and Java. Spark
is seen as a standard framework for data-intensive computing,
and is being used in a wide range of problems such as climate
data [8], water system [9], earthquakes [10], entity matching for
information integration and data cleansing [11] or energy data in
buildings [12]. In addition, studies of the performance of the Spark
system are shown in [13] and [14].
This study is framed in the time series forecasting context,
with arbitrary time horizon and in a big data environment. The
previous work in [15] assessed the performance of MLlib for the
forecasting of big data time series. A set of scalable algorithms
was studied and adapted for very large time series forecasting. In
particular, representative methods of different nature, such as lin-
ear regression, decision trees, gradient boosted trees and random
forest were analysed. The results reported were promising and, for
this reason, we now explore the suitability of combining some of
these algorithms into ensembles to forecast big data time series.
https://doi.org/10.1016/j.knosys.2018.10.009
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In particular, three of the aforementioned methods (decision
trees, gradient boosted trees and random forest) have been used to
develop a novel ensemble forecasting algorithm. Linear regression
has been discarded because its performance, although acceptable
in general terms, was too poor when compared to the other meth-
ods. The ensemble approach assigns different weights to every
method by using a weighted square least method, which opti-
mizes the contribution of each individual forecast in the combined
forecast for a given forecasting time. Therefore, our ensemble is
not a typical boosting ensemble, but a weighed voting ensemble
as we combine three base models by using a weighed majority
vote, where the weights are calculated based on the previous
performance of these models using a least squares method. We
propose two different strategies for training the ensemblemodels:
static, in which the training set remains the same for each target
sample to be forecasted, and dynamic, in which the training set
slides forwards and changes for every target sample to be fore-
casted. The performance of the proposed ensemble algorithm has
been evaluated using electricity consumption data from Spain. The
ensemble outperforms all three methods it combines when they
are used individually. In particular, the dynamic ensemble was the
best performing model achieving mean relative errors of about 2%,
which is a very competitive results [16].
An important feature of the proposed approach is its ability to
deal with prediction horizons of arbitrary length. In this sense, if
the prediction horizon is composed of h samples, h independent
models are generated and simultaneously processed.
Although we used the MLlib implementations of the three base
prediction methods, there were some limitations that we had to
overcome. On one hand, the regression techniques available in
MLlib do not support more than one step ahead prediction. On the
other hand, the RDD (Resilient Distributed Dataset) data structure
used by Spark is not designed to guarantee the order of data, which
is a critical aspect in time series processing . The handling of these
two key limitations is another contribution of this work.
In summary, the main contributions of this work are:
(1) We propose a weighted voting ensemble that uses a least
squares method to calculate the weights of the base models.
(2) We develop two versions of this ensemble, static and dy-
namic.
(3) We show how this ensemble can be evaluated on big data
for multi-step ahead forecasting by decomposing the task into
multiple prediction problems, which can be solved by the Apache
Spark big data engine.
(4)We conduct a comprehensive evaluation using Spanish elec-
tricity data for 10 years,measured at 10-min intervals, demonstrat-
ing that both ensemble members performed, outperforming the
base models they combine, and particularly showing the potential
of dynamic ensembles for big data forecasting.
(5) Solar photovoltaic dataset from Australia has been used to
compare proposed ensembles with algorithms of different nature,
such us deep learning, pattern sequence-based forecasting and
artificial neural networks.
Section 2 reviews the literature related to time series fore-
casting techniques, machine learning for big data and ensemble
learning. A theoretical background is included in Section 3, where
the multi-step methodology is proposed. Section 4 presents and
discusses the results of Spanish electricity data. Section 5 discusses
and compares the results of Australian solar data . Finally, Section
6 summarizes the main conclusions.
2. Related work
This section discusses themost relevant relatedworks, focusing
on big data. Although short andmedium term time series forecast-
ing have been extensively studied in the literature, there are very
few works on time series forecasting for big data.
In general, the methods for predicting time series can be clas-
sified into classical methods based on Box and Jenkins [17], such
as ARIMA and GARCH; and data mining methods, such as Support
Vector Machine (SVM), k Nearest Neighbour techniques (kNN)
and Artificial Neural Networks (ANN). For a taxonomy of these
techniques applied to energy time series forecasting, the reader is
referred to [16].
However, due to the high computational cost, the majority of
the data mining techniques cannot be applied when big data have
to be processed. Therefore, big data mining techniques [18,19] are
being developed for distributed computing in order to solve typical
tasks as classification, clustering or regression. A brief description
of the main advances in this area is given below.
Several MapReduce-based approaches for big data scenarios
have been recently provided for classification tasks. The SVM al-
gorithm was recently adapted to the field of high performance
computing giving rise to parallel SVMs [20]. Based on Spark, several
parallel implementations of the kNN algorithm have been pro-
posed in [21–23]. Also, a MapReduce-based framework focused
on instance reduction methods was proposed in [24] to reduce
the computational cost and storage requirements of kNN. Deep
learning has been also used for industry process planning in [25].
In recent years, increased attention has been paid to big data
clustering. A survey on this topic can be found in [26,27]. In the par-
ticular field of big data time series, K-means has been successfully
applied in [28]. Likewise, the challenging task of determining the
optimal number of partitions has been addressed in [29], where
scalable approaches to determine the quality of the generated
partitions using clustering were proposed.
Very few works have been published on using big data for
regression tasks, hence there is much room for improvement. A
survey on big data forecasting is presented in [30]. Some regression
algorithms based on cloud and big data technologies have been
used for earthquake prediction in California [31]. An approach
based on kNN to forecast big data time series was introduced in
2016 in [22] and approaches based on deep learning have also been
published in 2017 [32]. A scalable fuzzy system for regression is
proposed in [33], as the performance of the fuzzy rules depends on
the size of the problem.
A variety of ensemble methods have been proposed and suc-
cessfully used in practical applications [34]. The field of ensembles
was developed to improve the accuracy of an automated decision-
making system, with the aim of reducing variance. Since then,
ensembles have been widely used in different machine learn-
ing problems, for prediction and classification, feature selection,
missing feature, incremental learning, confidence estimation, error
correction, among others.
Polikar [35] provided an overview of ensembles, their prop-
erties and how they can be applied to different tasks. Ensemble
learning is being used for streaming analysis, a survey can be
found in [36]. Ensemble techniques based on threes are the most
recurrent topic in the literature for big data. This is mainly due to
the easy adaptation of these algorithms for distributed comput-
ing. Random Forest has been applied to some specific problems,
showing good performance for large datasets [37]. Analogously,
regression trees have been constructed using parallel learningwith
MapReduce technology in a cluster [38].
Hadoop and its machine learning library Mahout have been
selected for classification tasks using Random Forest in [39]. Meta
classifiers combined automatically in an iterative way have been
proposed for the detection of malware in [40]. A classifier ensem-
ble algorithm for multimedia classification was proposed in [41],
where a decision tree was used to combine the predictions of the
individual ensemble members. However, an extensive analysis of
the literature reveals that these methods have not been applied to
the prediction of big data time series, and therefore, the work here
introduced attempts at filling this gap.
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Recently, to alleviate some of the issues associated with big
data, Do and Poulet [42] developed a parallel ensemble learning
algorithm of random local SVM that was able to perform much
better than the standard SVM algorithm.
As a large number of resources is necessary to generate the
ensemble, in [43] a new ensemble method that minimizes the
usage of resources was proposed. Learning a decision multi-tree
instead of a decision tree allows to share the common parts of the
components of the ensemble and build a shared ensemble.
After a thorough review of the previously published works, it
can be concluded that forecasting of big data time series is an
emerging topic that should be further investigated. In particu-
lar, very few papers have been published using distributed and
highly scalable computing systems. Additionally, notmany ensem-
ble methods for big data have been proposed and none of them
made use of the Spark benefits. In this paper we aim to address
these limitations by proposing and investigating the performance
of ensemble method for big data forecasting, that makes use of the
Spark engine.
In the next sectionwe describe ourmethodology for forecasting
big data time series using static and dynamic ensemble models.
3. Methodology
In this section, we firstly introduce the three regression meth-
ods that we use to generate prediction models for big data time
series. Then, we present the proposed ensemble model which
combines the individual tree-based regression models to further
improve the prediction accuracy. For all regression methods we
use their MLlib library implementation, to ensure the scalability
of the ensemble model, and therefore, its ability to deal with big
data time series.
3.1. Decision tree
Decision Trees (DTs) are a very popular and successful machine
learningmethod, for both classification and regression tasks. Some
of the advantages they offer are the following: they are able to
model nonlinear relations between the attributes and the target
variable, do not require attribute scaling, and the resulting tree (a
set of if-then rules) is easy to interpret and use for decisionmaking
by the end-user.
A DT is built through a recursive binary partition of the feature
space. A node in the tree corresponds to a test for the value of
an attribute and a leaf node corresponds to a regression function.
When building the tree, at each step the attribute with the highest
information gain is selected. A test for its value is used to split
the tree, creating a branch for the possible outcomes. The test
divides the instances into several subsets, based on the attribute
value. The process is repeated recursively for each subset until
the stopping condition is satisfied, in which case a leaf node is
created. The tree growing stops when there is no split candidate
with sufficiently high information gain or when a pre-specified
maximum tree depth is reached.
To predict the value for a new instance, we start at the root of
the tree and follow the path corresponding to the values of the
instance until a leaf node is reached and the prediction is obtained.
MLlib supports DTs for both classification and regression, and
can be used with both continuous and discrete attributes.
3.2. Gradient boosted trees
Gradient Boosted Trees (GBT) is an ensemble of DTs. An en-
semble method combines the predictions of a set of base models.
DT-based ensembles such as GBT have showed high performance
in regression and classification tasks [44,45]. GBT creates the tree
ensemble iteratively. Thus, the errors made by the first tree are
taken into accountwhen adding the second tree and so on. The final
prediction is the mean of the predictions of the individual trees.
3.3. Random forests
Random Forest (RF) is also an ensemble of DTs. In contrast to
GBT, where the trees are built iteratively, RF trains multiple trees
in parallel. Each tree uses a different training set generated by
creating a bootstrap sample from the training data. In addition,
when selecting the best attribute at each node, only a subset of all
attributes available at the node will be considered, instead of all
features as in DTs. Thus, RF uses both random instance and feature
selection. To make a prediction for a new instance, RF takes the
average of the predictions obtained from each tree.
In summary, bothGBT andRF use decision trees as a basemodel,
but the training process is different and each of the two methods
has its advantages anddisadvantages.MLlib supports bothGBT and
RF.
3.4. Proposed ensemble model
Ensembles of prediction models are one of the most successful
methods used in practical applications [34]. An ensemble usually
improves the results of the single base models it combines. In
this paper we focus on ensembles for time series forecasting, and
especially for big data. We propose to combine DT, GBT and RF in
an ensemble, due to the good results obtained by each of these
algorithms when applied to big data time series forecasting [15].
Instead of combining the predictions by taking the average of
the individual predictions, which is the most simple and straight-
forward combination, we propose to use a weighted average com-
bination, where differentweights for each algorithm are computed
based on its previous performance.
To calculate the coefficients for the weighted prediction, we
minimize the forecasting error on a validation set. Let K be the
number of algorithms that form the ensemble model. Let us sup-
pose that the validation set is composed of N instances and h is
the prediction horizon. Then, a weighted least squares method is
applied to minimize the squared error between the predictions
of the K algorithms and the actual values for the N instances of
the validation set. Thus, the weights that minimize the difference
between the predicted and actual values are obtained by solving
the following equation for each jth value of the prediction horizon:
P̂ jαj = bj (1)
where P̂ j is a matrix with N rows and K columns containing
the prediction for the jth value of the prediction horizon for the
validation set for each algorithm, αj is a vector of K elements
corresponding to the weights for the jth value of the prediction
horizon for each algorithm, and bj is a vector composed of the N
actual values for the jth value of the prediction horizon for the
validation set. The predictions P̂ j for each algorithm are computed
following the methodology described in the Section 3.5.
Once the weights have been obtained by the weighted square
least method, we use them to make predictions for the test set.
Let us suppose the test set is composed of M instances. Then, the
Mxh predictions represented by the matrix P̂ are computed by a
linear combination of the predictions for the K algorithms, where
the coefficients of the linear function are given by the weights:
P̂ =
[
Q̂ 1α1, . . . , Q̂ hαh
]
(2)
where Q̂ j is a matrix with M rows and K columns containing the
prediction for the jth value of the prediction horizon for the test set
for each algorithm and αj are theweights obtained by Eq. (1). Thus,
Q̂ jαj is a vector ofM elements containing the predictions obtained
by the ensemble model for the jth value of the prediction horizon
for the test set.
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where p̂i,j is the (i, j)-th element of the matrix P̂ , p̂
j
i,l is the (i, l)-th
element of the matrix Q̂ j and αjl is the lth element of the vector α
j.
Both Eqs. (2) and (3) represent a static ensemble combination,
i.e. the same weights are used to predict all Mxh values of the test
set. However, different adaptive strategies can be used to update
the weights after a given time interval, and thus to create dynamic
ensembles.
Fig. 1 shows a general diagram of the static ensemble model
described above to predict a big data time series. Note that the
weights are defined by a matrix due to a multi-step prediction
problem that we address in this paper.
In the dynamic ensemble model, let R be the updating period






where the subset TSt is composed of [M/R] instances and [·] de-
notes the whole number part of the division. Then, the weights are
found by solving the following equation:
P̂ j(t)αj(t) = bj(t) t = 1, . . . , R (5)
where P j(t) and bj(t) are the predictions and actual values for
the jth value of the prediction horizon respectively, using the






t = 1, . . . , R (6)
where TRSt is the training set by removing the oldest (t − 1)[M/R]




therefore, the updating of the training set consists of sliding the
training set (t−1)[M/R] instances forwardwhile keeping the same
training set size.
Once the weights have been obtained by the weighted square




Q̂ 1(t)α1(t), . . . , Q̂ h(t)αh(t)
]
t = 1, . . . , R (7)
where Q̂ j(t) contains the prediction for the jth value of the predic-
tion horizon for the TSt test subset for each algorithm and αj(t) are
the weights obtained by Eq. (5).
Fig. 2 presents graphically how the dynamic ensemble model
works when the weights are periodically updated, in our case,
every 3 months.
3.5. Multi-step forecasting
This section summarizes the forecastingmethodologyproposed
in our previous work [15] for h-steps ahead prediction for big data
time series using the MLlib library of Apache Spark.
Problem formulation. Given a time series with previous values
up to time t , [x1, . . . ,xt ], the task is to predict the h next values of
the time series, from awindow ofw past values, as shown in Fig. 3.
This forecasting problem can be formulated as below, where f
is the model to be learnt by the forecasting method in the training
phase:
[xt+1, xt+2, . . . , xt+h] = f
(
xt , xt−1, . . . , xt−(w−1)
)
(8)
However, the existing regression techniques in MLlib do not
support this multi-step forecasting. Therefore, we split the prob-
lem into h forecasting sub-problems as follows:
xt+1 = f1
(










xt , xt−1, . . . , xt−(w−1)
) (9)
Hence, in each sub-problem we use the same input data with
size w but predict a different target value from the forecasting
window h. We note that using this formulation, the existing possi-
ble relations between the h consecutive values xt+1, . . . , xt+h are
not taken into consideration. An alternative approach would be
to use a rolling forecasting where the predictions of the previous
values are used as actual values when predicting the next value,
e.g. after predicting xt+1, it will be included in the w values used
to predict xt+2. However, we found that the rolling forecasting
method was less accurate due to the accumulation of the error
along the prediction horizon. Hence, we chose the first approach.
We build h different training sets. Each training instance is com-
posed of thew features. The target value for each of the h problems
corresponds to a different value of the predictionhorizon, as shown
in Fig. 3. Thus, we learn h prediction models.
To predict a new instance from the test data, the prediction of
the ith value of the prediction horizon is obtained by using the ith
model with the corresponding w features from the test set as an
input.
This methodology was tested in [15] using four different re-
gression methods from MLlib (linear regression, DT, GBT and RF)
demonstrating the suitability of these methods for big data time
series forecasting.
In the next section we evaluate the performance of the pro-
posed ensemble models on Spanish electricity consumption data
for 10 years measured with a 10-minute frequency.
4. Results for electricity consumption data
In this section, we present and discuss the application of our
proposed method for prediction of big electricity consumption
time series data. We firstly describe the electricity consumption
dataset in Section 4.1. The experimental setting is presented in
Section 4.2 and the sensitivity analysis used to select an adequate
historical window size is provided in Section 4.3. We present and
analyse the results obtained by the different static and dynamic
ensemble methods in Section 4.4.
4.1. Dataset description
The time series used in this work is related to the total electrical
energy consumption in Spain, from January 1st 2007 at midnight
to June 21st 2016 at 11:40 pm. In short, it is a time series of nine
and a half years with a high sampling frequency, namely 10 min
intervals, including 49,832 measurements in total.
When using the proposed methodology with a prediction hori-
zon of 4 h (h is set to 24 values), the dataset consists of 20,742
instances and 144 attributes, corresponding to 5.70 MiB of storage
size. These 144 attributes correspond to a window w of 144 past
values (24 h).
For the static ensemble, this dataset is divided into a training set
and a test set consisting of 60% and 40% of the data, respectively.
The training set has 298,752 measurements; it includes data from
January 1st, 2007 at midnight to September 8th, 2012 at 10:30
am. The test set contains the remaining data, namely 199,080
measurements from September 8th, 2012 at 10:40 am to June 21st,
2016 at 11:40 pm.
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Fig. 1. Workflow of the proposed static ensemble.
Fig. 2. Workflow of the proposed dynamic ensemble.
Fig. 3. Illustration of the multivariate problem.
The training set is divided again into a sub-training set –60%
used to generate the prediction model for each algorithm , – and a
validation set — the remaining 40% used to obtain the weights of
the ensemble method .
In the case of dynamic ensemble, the weights of the ensemble
are updated every 3months (every 13,104predicted values) sliding
the training set 13,104 measurements forward while keeping the
same training set size. In the same way, the prediction model is
updated every 3 months.
4.2. Design of experiments
The experimentation carried out consists of a total of 248 ex-
ecutions, obtaining a total of 5952 prediction models for the time
series of electrical consumption in the Spanish electricity market.
The experimental setting is summarized below:
1. The size of thewindoww formed by past values has been set
to 24, 48, 72, 96, 120, 144 and 168, corresponding to 4, 8, 12,
16, 20, 24 and 28 h, respectively. Given this number of past
values, the goal is to predict the next 24 values.
2. The number of trees and the maximum depth of trees are
input parameters in GBT and RF. Both parameters were
tested in [15] and the optimal configuration obtained is used
in this work. Specifically, a depth of 8 has been used for both
algorithms, 5 trees for GBT and 100 trees for RF.
3. The ensemble technique combines DT, GBT and RF. When a
dynamic ensemble is applied, theweights are updated every
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Fig. 4. MRE evolution for different historical window sizes.
3 months. Thus, the dynamic ensemble uses a total of 2304
prediction models.
The mean relative error (MRE) has been used as an evaluation
measure to compare the accuracy of the predictions obtained by









where ai and pi represent actual and predicted values of the time
series, respectively, and n is the number of samples to be predicted.
The experimentation was conducted using high-performance
computing resources on the Open Telekom Cloud Platform with
five machines, one master and four slave nodes. Each node has 60
GB ofmainmemory and 8 logical cores from an Intel Xeon E5-2658
v3@2.20GHzprocessor that has 30MB L3 cache. The clusterworks
with Apache Spark 2.1.2 and Hadoop 2.6.
4.3. Sensitivity analysis
This section presents a sensitivity analysis regarding the size of
the historical window for the DT, GBT and RF algorithms, which are
included in the ensemble model. The analysis consists of a total of
152 executions, obtaining 3648 prediction models in total.
Fig. 4 shows the evolution of MRE on the validation set when
increasing the window size for the three proposed methods. For
all methods, we can see an improvement in MRE as the size of the
window w increases. For the DT algorithm, the optimal configura-
tion was obtained with a window of 168 values, resulting in MRE
of 2.90%. For GBT, the optimal model used a window of 168 past
values obtaining MRE of 2.74%. Finally, for RF, the smallest error of
2.08% was obtained with a window of 168 past values. However,
we can see that increasing the window size from 144 to 168 does
not lead to a significant improvement for DT and GBT.
Based on the analysis above, w = 144 has been selected for the
results shown in the following sections. We note that this window
size is not accidental – it represents the values corresponding to
the past 24 h –demonstrating the strong stationarity of the time
series of electric demand during the day.
4.4. Analysis of results
In this section, we present and discuss the accuracy of the
ensemble prediction models – the daily errors along with the
worst and best days and the average relative errors of the static
and dynamic ensemble models on the test set –comparing them to
the errors of the single DT, GBT and RF models.
Table 1
MRE (%) distribution.
Interval Static (Agg) Dynamic (Agg)
[0,0.5) 0.00 (0) 0.00 (0)
[0.5,1) 0.87 (1) 5.50 (5)
[1,1.5) 13.82 (15) 30.82 (36)
[1.5,2) 28.58 (43) 22.79 (59)
[2,2.5) 23.52 (67) 17.80 (77)
[2.5,3) 16.86 (84) 9.41 (86)
[3,3.5) 6.73 (90) 5.72 (92)
[3.5,4) 3.62 (94) 2.46 (95)
[4,4.5) 2.60 (97) 2.75 (97)
[4.5,5) 1.45 (98) 0.51 (98)
[5,9.5) 1.95 (100) 2.24 (100)
Recall that in the case of DT, GBT, RF and the static ensemble
model, we build one prediction model by using 60% of the data
as training set. For the dynamic ensemble model, the training set
always retains the same size, but the model is updated every 3
months, i.e., every 13,104 values. Thus, the training set is slid
forward 13,104 measurements and the weights of the ensemble
model are calculated again from the new validation set. Then, a
new updated model is obtained to predict the 13,104 next values.
4.4.1. Overall performance
Fig. 5 presents themean relative error for the static anddynamic
ensemble and each individual model they combine, for every hour
of the 24 h forecasting horizon. Table 3 also shows the aggregated
mean values for each prediction algorithm for the whole test set.
From Table 3 we can see that the most accurate prediction model
is the dynamic ensemble –it outperforms the static ensemble and
all other predictionmodels . This shows the benefits of dynamically
adapting to the changes in the time serieswhenbuilding prediction
models.
Within each group (dynamic and static), the ensemble out-
performs the individual prediction models it combines. The most
accurate individual prediction model is RF, followed by GBT and
DT. DTs are single classifiers, so it is expected that they will be
outperformed by ensembles of trees such as GBT and RF. RF is per-
forming very well showing the advantage of using two strategies
for generating diverse ensemblemembers — bagging and random
feature selection when selecting the best attribute .
Fig. 5 shows that initially (during the first 1–2 h of the forecast-
ing horizon) all methods perform similarly. For hours 3–7, RF and
the ensemble show similar performance and start outperforming
the other methods, and after that the ensemble method outper-
forms RF. For the following hours of the forecasting horizon, the
ranking of the algorithms is consistent (ensemble, RF, GBT and DT).
FromFig. 5we can also see thatMRE increases as the forecasting
horizon increases which is as expected. Thus, the lowest and high-
estMRE are obtainedwhen the first and last value of the prediction
horizon are forecasted, respectively.
4.4.2. Daily performance
To study the daily MRE we group the predictions of each algo-
rithm into groups of 144 values as the measurements are taken
every 10 min and we predict 24 h ahead. Fig. 6 shows the his-
togram of the daily MRE of the test set for the dynamic and static
ensemble. The histogram represents the frequency of the daily
MRE in different intervals when predicting all days in the test set.
We can see that the dynamic ensemble considerably reduces the
error in the intervals between 0.5% and 1.0% and 1.0% and 1.5%,
where the accuracy is the highest. The impact of this improvement
is also noticeable for daily MRE between 1.5% and 3%, due to the
low number of days with these average prediction errors for the
dynamic ensemble model.
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Fig. 5. MRE for each model, for each time point of the prediction horizon.
Fig. 6. Histogram of daily errors for static and dynamic ensemble models.
The percentage along with the accumulated number of days for
each interval in the histogram is shown in Table 1. As it can be
seen, the proposed dynamic ensemblemodel is stable as the 98% of
days have aMRE less than 5% and all days exceeding this threshold
correspond to holidays or long weekends as Table 2 shows.
4.4.3. Worst and best days
It is also interesting to study the worst and best predicted days
for the different forecasting methods. Table 3 presents the MRE
for the best and worst predicted day for DT, GBT, RF and also the
static and dynamic ensembles. As it can be observed, the static
ensemblemodel improves theMRE about 25% compared toDT, 21%
compared toGBT and6% compared to RF. In the case of the dynamic
ensemble, it achieves a MRE improvement of 28% compared to
DT, 23% comparing to GBT and 8% compared to RF. The dynamic
ensemble is clearly the best performing model, outperforming the
static ensemble with 13%. In addition, it can be noticed that the
three ensemble models have similar prediction error variance,
which is lower than the variance of the individual methods.
Table 4 compares the static and dynamic ensembles with an
ANN that supports the multi-output regression. An ANN configu-
ration with 84 neurons in the hidden layer (the mean of input and
output neurons) and a hyperbolic tangent activation function has
been selected. It can be seen that the accuracy of ANN is lower than
both ensemble models. Compared to the dynamic ensemble, the
MRE of ANN for the best predicted day – 2.0199% – is much bigger
than the error of the ensemble — 0.7189% . Similarly, the error of
the worst predicted day increases from 8.6016% for the ensemble
to 17.0503% for ANN.
Fig. 7 shows a graphical representation of the MRE for the test
set, and also the MRE corresponding to the days with the best and
Fig. 7. Comparison of daily MRE of static and dynamic ensemble models.
the worst prediction, for each ensemble model. We can see again
that the dynamic ensemble outperforms the static ensemble in all
three cases.
Fig. 8 shows how the weight of each individual model in the
ensemble is distributed over time. It can be seen that the weights
of all threemodels remain stable for the prediction horizon consid-
ered. Moreover, the contribution of the single models ranges from
20% to 40% on average, showing that there is no single dominating
model.
Fig. 9 provides information about the hourly predictive perfor-
mance of the static and dynamic ensemble for the best day. Specif-
ically, Fig. 9(a) shows the actual and predicted electricity demand
for the day with the best prediction (MRE of 0.82%), obtained by
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Table 2
Worst days for static and dynamic ensemble models.
Static ensemble Dynamic ensemble
MRE Day Type of Day MRE Day Type of Day
9.32 24/12/13 Christmas Eve 8.60 24/12/13 Christmas Eve
7.71 24/12/12 Christmas Eve 7.18 19/04/14 Easter
7.66 19/04/14 Easter 7.16 30/03/13 Easter
7.40 30/03/13 Easter 7.01 29/03/13 Easter
7.31 24/12/15 Christmas Eve 6.98 24/12/12 Christmas Eve
7.15 31/12/12 New Year’s Eve 6.88 31/12/12 New Year’s Eve
7.14 24/12/14 Christmas Eve 6.71 24/12/15 Christmas Eve
6.96 31/12/15 New Year’s Eve 6.33 31/03/13 Easter
6.56 31/03/13 Easter 6.00 30/04/14 Labour Day
6.41 30/04/13 Labour Day 5.83 30/04/15 Labour Day
6.29 17/04/14 Easter 5.72 01/04/13 Easter
6.29 31/12/13 New Year’s Eve 5.58 31/12/15 New Year’s Eve
6.00 30/04/15 Labour Day 5.54 31/12/13 New Year’s Eve
5.97 29/03/13 Easter 5.54 07/12/14 Immaculate Conception
5.95 21/04/14 Easter 5.48 26/12/12 Christmas Day
Table 3
MRE (mean and variance) on the test set, for the worst and best predicted days.
Model Algorithm Worst (%) Mean (%) Variance (%) Best (%)
Static DT 10.2102 3.1400 0.014 1.2401
GBT 10.1950 2.9680 0.012 1.2074
RF 8.8475 2.4838 0.011 0.7621
Ensemble 9.3207 2.3320 0.009 0.8230
Dynamic DT 9.5022 2.8395 0.015 1.1500
GBT 9.1633 2.6569 0.014 1.0782
RF 8.5162 2.2243 0.012 0.6530
Ensemble 8.6016 2.0362 0.010 0.7189
Table 4
Static and dynamic ensembles comparison with ANN.
Method Worst (%) Mean (%) Variance (%) Best (%)
ANN 17.0503 4.0342 0.136 2.0199
Static ensemble 9.3207 2.3320 0.009 0.8230
Dynamic ensemble 8.6016 2.0362 0.010 0.7189
Fig. 8. Static ensemble — weight change during the prediction horizon for the
individual models .
the static ensemble model. This day corresponds to the 24 h from
Tuesday, August 4th, 2015 at 10:00 pm until Wednesday, August
5th, 2015 at 10:50 pm. Fig. 9(b) shows the same information for
the day with the best prediction (MRE of 0.74%), obtained by the
dynamic ensemble model. This day, corresponds to the 24 h from
Wednesday July 30th, 2014 at 11:00 pm until Thursday July 31st,
2014 at 10:50 pm.
It is also important to analyse the days with worst predictions
since they contribute to increasing the average errors. Fig. 10(a)
shows the day with the worst prediction obtained with the static
ensemblemodel, resulting in aMRE of 9.32%. This day corresponds
to the 24 h from Tuesday December 24th, 2013 at 11:00 pm to
Wednesday December 25th at 10:50 pm. Fig. 10(b) shows the day
with the worst prediction obtained with the dynamic ensemble
model, resulting in MRE of 8.60%, also for the 24 h from Tues-
day December 24th, 2013 to Wednesday December 25th. This
coincidence is reasonable because December 24th and 25th are
special days (Christmas holidays) characterized by more random
electricity consumption; they are more different than the previous
days, and hence, are more difficult to predict.
In summary, our results showed that both the static and dy-
namic ensembles performedwell andweremore accurate than the
individual prediction models they combined. The dynamic ensem-
ble was considerably more accurate than the static ensemble, for
all predicted days from the test set, achieving an improvement in
MRE of about 13%. It also reduced the error of the worst predicted
day by 8% and the error of the best predicted day by 13%.
5. Results for solar photovoltaic data
Solar energy is a very promising renewable energy source,
which is still underutilized. However, in recent years there has
been a considerable increase in production worldwide. Solar en-
ergy production depends on weather conditions such as solar
radiation, cloud cover, rainfall and temperature. This dependence
creates uncertainty where it is important to ensure a reliable
supply of electricity, making it difficult to integrate solar energy
into electricity markets. Therefore, the ability to predict the solar
energy generated is a critical task for stakeholders in the energy
sector.
In this section, we present and discuss the application of our
proposed method for prediction of solar power data. We firstly
describe the dataset in Section 5.1. The experimental setting is pre-
sented in Section 5.2. We present and analyse the results obtained
by the different static and dynamic ensemble methods in Section
5.3.
5.1. Dataset description
The time series used is related to Australian solar photovoltaic
data for two years, from January 1st 2015 to 31 Decemberst 2016.
It is a time series with 30 min intervals, where each day has 20
measurements corresponding to the solar day from 7:00 to 17:00.
When using the proposed methodology with a prediction hori-
zon of 10 h (h is set to 20 values), the dataset consists of 730
instances and 20 attributes. These 20 attributes correspond to a
window w of 20 past values (10 h). This dataset is divided into a
training set and a test set consisting of 70% and 30% of the data,
respectively.
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Fig. 9. Best predicted day — actual and predicted values .
Fig. 10. Worst predicted day — actual and predicted values .
Fig. 11. MAE and MRSE comparison for each time point of the prediction horizon.
The training set is divided again into a sub-training set – 30%
used to generate the prediction model for each algorithm –and a
validation set—the remaining 30% used to obtain theweights of the
ensemble method.
In the case of dynamic ensemble, the weights of the ensemble
are updated every two weeks (every 280 predicted values) sliding
the training set 280 measurements forward while keeping the
same training set size. In the same way, the prediction model is
updated every two weeks.
5.2. Design of experiments
Deep learning (DL) has been used to forecast large datasets
of solar energy data [46], comparing the performance with two
other advanced forecasting methods published in [47]. In partic-
ular, Pattern Sequence-based Forecasting (PSF) based on pattern
similarity [48] and an Artificial Neural Network (ANN). Static and
dynamic ensembles are compared with these algorithms.
According to the referenced work to compare with, the experi-
mental setting is summarized below:
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Fig. 12. Histogram of daily errors for static and dynamic ensemble models.
1. The size of the window w is formed by 20 past values,
corresponding to 10 h. Given this number of past values, the
goal is to predict the next 20 values.
2. The number of trees and the maximum depth of trees are
input parameters in GBT and RF. Specifically, a depth of 8
has been used for both algorithms, 5 trees for GBT and 100
trees for RF.
3. The ensemble technique combines DT, GBT and RF. When a
dynamic ensemble is applied, theweights are updated every
two weeks.
The mean absolute error (MAE) and root mean squared error
(RMSE) have been used as evaluation measures to compare the
accuracy of the predictions obtained by the different prediction













(pi − ai)2 (12)
where ai and pi represent actual and predicted values of the time
series, respectively, and n is the number of samples to be predicted.
5.3. Analysis of results
In this section, we present and discuss the accuracy of the
ensemble predictionmodels – the daily errors alongwith theworst
and best days and the average relative errors of the static and
dynamic ensemble models on the test set –comparing them to the
errors of the ANN, PSF and DL algorithms.
Recall that in the case of the static ensemble model, we build
one prediction model by using 70% of the data as training set. For
the dynamic ensemble model, the training set always retains the
same size, but the model is updated every two weeks, i.e., every
280 values. Thus, the training set is slid forward 280measurements
and the weights of the ensemble model are calculated again from
the new validation set. Then, a new updated model is obtained to
predict the 280 next values.
5.3.1. Overall performance
Fig. 11 presents the MAE and RMSE for the static and dynamic
ensemble, for every half hour of the 10-hour forecasting horizon.
From Table 5 we can see that the most accurate prediction model
is the dynamic ensemble. It outperforms the static ensemble and
all other prediction models.
Fig. 11 shows that initially (during the first 1–3 h of the fore-
casting horizon) the accuracy is high. For hours 4–7, prediction
is more difficult, because error increases. For the following hours
of the forecasting horizon, both methods perform better again.
Table 5
Comparison of the performance of solar energy forecasts.
Worst Mean Best
Method MAE RMSE MAE RMSE MAE RMSE
ANN 191.52 221.58 114.64 154.16 58.87 106.88
PSF 252.77 279.12 117.17 147.52 31.72 36.15
DL 206.33 233 114.76 148.98 31.66 41.91
Static ensemble 303.83 353.45 111.59 130.98 25.93 32.95
Dynamic ensemble 329.60 362.60 110.62 129.46 26.72 34.04
These result are consistent for both MAE (Fig. 11(a)) and RMSE
(Fig. 11(b)), where static and dynamic ensemble behaviours are
similar.
5.3.2. Daily performance
To study the daily MAE and MRSE we group the predictions
of each algorithm into groups of 20 values as the measurements
are taken every 30 min and we predict next day ahead. Fig. 12
shows the histogram of the daily MAE and MRSE of the test set
for the dynamic and static ensemble. The histogram represents the
frequency of the daily MAE and MRSE in different intervals when
predicting all days of the test set. We can see that the dynamic
ensemble considerably reduces the error in the MAE intervals
between 75 and 125, where the accuracy is the highest.
5.3.3. Worst and best days
It is also interesting to study the worst and best predicted days
for the different forecasting methods. Table 5 presents the MAE
and MRSE for the best and worst predicted day for ANN, PSF, DL
and also the static and dynamic ensembles. As it can observed, the
dynamic ensemble achieves the best accuracy by average, and the
static ensemble the predicted best day.
Fig. 13 shows a graphical representation of the MAE and RMSE
for the test set, and also the MRE corresponding to the days with
the best and the worst prediction, for each ensemble model. We
can see similar behaviours between dynamic and static ensembles.
It is also important to analyse the days with worst predictions
since they contribute to increase the average errors. Fig. 14(a)
shows the day with the worst prediction obtained with the static
ensemble model, resulting in a MAE of 303.83. Fig. 14(b) shows
the day with the worst prediction obtained with the dynamic
ensemble model, resulting in MAE of 329.60.
Fig. 15 provides information about the predictive performance
of the static and dynamic ensemble for the best day. Specifically,
Fig. 15(a) shows the actual and predicted PV data for the day with
the best prediction (MAE of 25.93), obtained by the static ensemble
model. Fig. 15(b) shows the same information for the day with the
best prediction (MAE of 26.72), obtained by the dynamic ensemble
model.
The results show that these ensemble methods offer accurate
predictions, obtaining better averaged results that the methods
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Fig. 13. Comparison of daily MAE and RMSE of static and dynamic ensemble
models.
used for comparison. When the day to predict is very atypical,
ensembles also have difficulty for obtaining accurate predictions.
However, the best predicted days by the ensembles have a higher
accuracy than ANN, PSF and DL algorithms. A bigger dataset with
more training instances could help the dynamic ensemble.
6. Conclusions
In this paper, we proposed a novel approach based on ensemble
learning for predicting big data time series (time series with a
high sampling frequency and multi-step forecast horizon). We
proposed an ensemble method which computes the weights for
each ensemble member using a least square method, assigning
higher weights to the more accurate ensemble members based
on their past performance. We investigated two strategies for
updating the weights, resulting in a dynamic and static ensemble.
Although in our case study we have chosen to combine tree-based
regression models (DT, GBT and RF), our method can be used to
combine other type of prediction models. For the implementation
of the prediction algorithms we have used the MLlib library of the
Apache Spark framework, to ensure the scalability of our method
and its suitability for big data. We conducted a comprehensive
evaluation using Spanish electricity consumption data for 10 years
consisting of about 500,000 measurements at 10-min intervals.
Our results showed that both ensemble methods performed well,
outperforming the individual ensemble members they combined,
but the dynamic ensemble was the best method. It considerably
outperformed the static ensemble, obtaining MRE of 2%. This is
very competitive result, showing the viability of the proposed
methodology for the prediction of big time series. In addition, Aus-
tralian solar data have been used to compare static and dynamic
ensembles with ANN, PSF and DL, improving the accuracy of these
algorithms.
In future work, we plan study the addition of other types of
prediction models to the ensemble, which are suitable for big
data, in order to increase the diversity among the ensemble mem-
bers. We will also investigate other machine learning strategies
for determining the weights in a dynamic way. We also plan to
evaluate the performance of our dynamic ensemble on other big
datasets from different sources. Finally, wewill developmodels for
forecasting special days.
Fig. 14. Worst predicted day—actual and predicted values .
Fig. 15. Best predicted day—actual and predicted values .
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Tienes que creer en ti mismo.
El arte de la guerra.
Sun Tzu
Todos los nales son también comienzos,
lo que pasa es que no lo sabemos en su momento.
Mitch Alborn

