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THE MINIMUM DISTANCE OF PARAMETERIZED CODES ON
PROJECTIVE TORI
ELISEO SARMIENTO, MARIA VAZ PINTO, AND RAFAEL H. VILLARREAL
Abstract. Let X be a subset of a projective space, over a finite fieldK, which is parameterized
by the monomials arising from the edges of a clutter. Let I(X) be the vanishing ideal of X. It
is shown that I(X) is a complete intersection if and only if X is a projective torus. In this case
we determine the minimum distance of any parameterized linear code arising from X.
1. Introduction
Let K = Fq be a finite field with q elements and let y
v1 , . . . , yvs be a finite set of monomials.
As usual if vi = (vi1, . . . , vin) ∈ N
n, then we set
yvi = yvi11 · · · y
vin
n , i = 1, . . . , s,
where y1, . . . , yn are the indeterminates of a ring of polynomials with coefficients in K. Consider
the following set parameterized by these monomials
X := {[(xv111 · · · x
v1n
n , . . . , x
vs1
1 · · · x
vsn
n )] ∈ P
s−1|xi ∈ K
∗ for all i},
where K∗ = K \ {0} and Ps−1 is a projective space over the field K. Following [20] we call X
an algebraic toric set parameterized by yv1 , . . . , yvs . The set X is a multiplicative group under
componentwise multiplication.
Let S = K[t1, . . . , ts] = ⊕
∞
d=0Sd be a polynomial ring over the field K with the standard
grading, let [P1], . . . , [Pm] be the points of X, and let f0(t1, . . . , ts) = t
d
1. The evaluation map
(1.1) evd : Sd = K[t1, . . . , ts]d → K
|X|, f 7→
(
f(P1)
f0(P1)
, . . . ,
f(Pm)
f0(Pm)
)
defines a linear map of K-vector spaces. This map is well defined, i.e., it is independent of the
choice of representatives P1, . . . , Pm. The image of evd, denoted by CX(d), defines a linear code.
Following [17] we call CX(d) a parameterized code of order d. As usual by a linear code we mean
a linear subspace of K |X|.
The definition of CX(d) can be extended to any finite subset X ⊂ P
s−1 of a projective space
over a field K. Indeed if we choose a degree d ≥ 1, for each i there is fi ∈ Sd such that fi(Pi) 6= 0
and we can define CX(d) as the image of the evaluation map given by
evd : Sd = K[t1, . . . , ts]d → K
|X|, f 7→
(
f(P1)
f1(P1)
, . . . ,
f(Pm)
fm(Pm)
)
.
In this generality—the resulting linear code—CX(d) is called an evaluation code associated to
X [9]. It is also called a projective Reed-Muller code over the set X [5, 12]. Some families of
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evaluation codes—including several variations of Reed-Muller codes—have been studied exten-
sively using commutative algebra methods (e.g., Hilbert functions, resolutions, Gro¨bner bases),
see [4, 5, 9, 10, 12, 17, 18, 19, 23]. In this paper we use these methods to study parameterized
codes over finite fields. There are some other papers that have studied evaluation codes from
the commutative algebra perspective [3, 14, 26].
The dimension and the length of CX(d) are given by dimK CX(d) and |X| respectively. The
dimension and the length are two of the basic parameters of a linear code. A third basic
parameter is the minimum distance which is given by
δd = min{‖v‖ : 0 6= v ∈ CX(d)},
where ‖v‖ is the number of non-zero entries of v. The basic parameters of CX(d) are related by
the Singleton bound for the minimum distance:
δd ≤ |X| − dimK CX(d) + 1.
The parameters of evaluation codes over finite fields have been computed in a number of cases.
If X = Ps−1, the parameters of CX(d) are described in [23, Theorem 1]. If X is the image of
the affine space As−1 under the map As−1 → Ps−1, x 7→ [(1, x)], the parameters of CX(d) are
described in [4, Theorem 2.6.2]. Lower bounds for the minimum distance of evaluation codes
have been shown when X is any complete intersection reduced set of points in a projective space
[3, 9, 14], and when X is a reduced Gorenstein set of points [26]. Upper bounds for the minimum
distance of certain parameterized codes are given in [17, 21]. In this paper we examine the case
when X is an algebraic toric set parameterized by y1, . . . , ys.
The contents of this paper are as follows. In Section 2 we introduce the preliminaries and
explain the well known connection—via Hilbert functions—between the invariants of the van-
ishing ideal of X and the parameters of CX(d), all the results of this section are well known. In
Section 3 we recall a classical and well known upper bound for the number of roots of a non-zero
polynomial in S (see Lemmas 3.1 and 3.2). Then, we show upper bounds for the number of
roots, over an affine torus, for a certain family of polynomials in S (see Theorem 3.4). The main
theorem of Section 3 is a formula for the minimum distance of CX(d), where
X = {[(x1, . . . , xs)] ∈ P
s−1|xi ∈ K
∗ for all i}
is a projective torus in Ps−1 (see Theorem 3.5). Evaluation codes associated to a projective torus
are called generalized projective Reed-Solomon codes [11]. If X is a projective torus in P1 or P2,
we recover some formulas of [11, 17] for the minimum distance of CX(d) (see Proposition 3.6).
Let X be an algebraic toric set parameterized by yv1 , . . . , yvs . The vanishing ideal of X,
denoted by I(X), is the ideal of S generated by the homogeneous polynomials of S that vanish
onX. The ideal I(X) is called a complete intersection if it can be generated by s−1 homogeneous
polynomials of S. In what follows we assume that v1, . . . , vs are the characteristic vectors of
the edges of a clutter (a special sort of hypergraph, see Definition 4.1). In Section 4 we are
able to classify when I(X) is a complete intersection (see Theorem 4.4 and Corollary 4.5). The
main algebraic fact about I(X) that we need for this classification is a remarkable result of [17]
showing that I(X) is a binomial ideal.
The complete intersection property of I(X) has also been studied in [21], but from a linear
algebra perspective. Let φ : Zn/L→ Zn/L be the multiplication map φ(a) = (q − 1)a, where L
is the subgroup generated by {vi − v1}
s
i=2. In [21] it is shown that if the clutter is uniform, i.e.,
all its edges have the same cardinality, and q ≥ 3, then I(X) is a complete intersection if and
only if v1, . . . , vs are linearly independent and the map φ is injective.
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We show an optimal upper bound for the regularity of I(X) in terms of the regularity of
a complete intersection (see Proposition 4.6). This shows that the complete intersection I(X)
from clutters have the largest possible regularity.
The ideal I(X) is studied in [21] from the viewpoint of computational commutative algebra.
The degree-complexity and the reduced Gro¨bner basis of I(X), with respect to the reverse
lexicographical order, is examined in [21, Theorem 4.1].
For all unexplained terminology and additional information we refer to [7] (for the theory of
binomial ideals), [1, 24] (for the theory of polynomial ideals and Hilbert functions), [16, 25, 27]
(for the theory of error-correcting codes and algebraic geometric codes), and [17] (for the theory
of parameterized codes).
2. Preliminaries: Hilbert functions and the basic parameters of codes
We continue to use the notation and definitions used in the introduction. In this section we
introduce the basic algebraic invariants of S/I(X), via Hilbert functions, and we recall their well
known connection with the basic parameters of parameterized linear codes. Then, we present
some of the results that will be needed later.
Recall that the projective space of dimension s − 1 over K, denoted by Ps−1, is the quotient
space
(Ks \ {0})/ ∼
where two points α, β in Ks \ {0} are equivalent if α = λβ for some λ ∈ K∗. We denote
the equivalence class of α by [α]. Let X ⊂ Ps−1 be an algebraic toric set parameterized by
yv1 , . . . , yvs and let CX(d) be a parameterized code of order d. The kernel of the evaluation map
evd, defined in Eq. (1.1), is precisely I(X)d the degree d piece of I(X). Therefore there is an
isomorphism of K-vector spaces
Sd/I(X)d ≃ CX(d).
It is well known that two of the basic parameters of CX(d) can be expressed using Hilbert
functions of standard graded algebras [5, 12, 17, 23], as we now explain. Recall that the Hilbert
function of S/I(X) is given by
HX(d) := dimK (S/I(X))d = dimK Sd/I(X)d = dimK CX(d).
The unique polynomial hX(t) =
∑k−1
i=0 cit
i ∈ Z[t] of degree k − 1 = dim(S/I(X)) − 1 such that
hX(d) = HX(d) for d≫ 0 is called the Hilbert polynomial of S/I(X). The integer ck−1(k − 1)!,
denoted by deg(S/I(X)), is called the degree or multiplicity of S/I(X). In our situation hX(t) is
a non-zero constant because S/I(X) has dimension 1. Furthermore hX(d) = |X| for d ≥ |X|−1,
see [15, Lecture 13]. This means that |X| is the degree of S/I(X). Thus, HX(d) and deg(S/I(X))
are the dimension and the length of CX(d) respectively.
There are algebraic methods, based on elimination theory and Gro¨bner bases, to compute
the dimension and the length of CX(d) [17]. This is one of the reasons that make some of the
basic parameters of parameterized codes more tractable. However, in general, the problem of
computing the minimum distance of a linear code is difficult because it is NP-hard [28].
The index of regularity of S/I(X), denoted by reg(S/I(X)), is the least integer p ≥ 0 such
that hX(d) = HX(d) for d ≥ p. The degree and the regularity index can be read off the Hilbert
series as we now explain. The Hilbert series of S/I(X) can be written as
FX(t) :=
∞∑
i=0
HX(i)t
i =
∞∑
i=0
dimK(S/I(X))it
i =
h0 + h1t+ · · ·+ hrt
r
1− t
,
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where h0, . . . , hr are positive integers. Indeed hi = dimK(S/(I(X), ts))i for 0 ≤ i ≤ r and
dimK(S/(I(X), ts))i = 0 for i > r. This follows from the fact that I(X) is a Cohen-Macaulay
lattice ideal of height s − 1 [17], and by observing that {ts} is a regular system of parameters
for S/I(X) (see [24]). The number r is the regularity index of S/I(X) and h0 + · · · + hr is the
degree of S/I(X) (see [29, Corollary 4.1.12]). In our situation, reg(S/I(X)) is the Castelnuovo-
Mumford regularity of S/I(X) [6]. We will refer to reg(S/I(X)) as the regularity of S/I(X).
For convenience we recall the following result on complete intersections.
Proposition 2.1. [11, Theorem 1, Lemma 1] If T = {[(x1, . . . , xs)] ∈ P
s−1|xi ∈ K
∗ for all i}
is a projective torus in Ps−1, then
(a) I(T) = ({tq−1i − t
q−1
1 }
s
i=2).
(b) FT(t) = (1− t
q−1)s−1/(1− t)s.
(c) reg(S/I(T)) = (s− 1)(q − 2) and deg(S/I(T)) = (q − 1)s−1.
When I(X) is a complete intersection, there is a general formula for the dimension of any
projective Reed-Muller code arising from X [5]. For a projective torus one can easily find a
formula for the dimension as shown below.
Corollary 2.2. [5] If T is a projective torus in Ps−1, then the length of CT(d) is (q− 1)
s−1 and
its dimension is given by
dimK CT(d) =
⌊
d
q−1
⌋∑
j=0
(−1)j
(
s− 1
j
)(
s− 1 + d− j(q − 1)
s− 1
)
.
Proof. According to Proposition 2.1, the length of CT(d) is (q − 1)
s−1 and the Hilbert series of
the graded algebra S/I(T) is given by
FT(t) =
∞∑
d=0
HT(d)t
d =
(1− tq−1)s−1
(1− t)s
=

s−1∑
j=0
(−1)j
(
s− 1
j
)
tj(q−1)

[ ∞∑
i=0
(
s− 1 + i
s− 1
)
ti
]
.
Hence, comparing the coefficients of td, we get
HT(d) =
∑
i+j(q−1)=d
(−1)j
(
s− 1
j
)(
s− 1 + i
s− 1
)
.
Thus making i = d− j(q − 1) we obtain the required expression for dimK CT(d). 
In Section 3 we compute the minimum distance of CT(d), which was an important piece of
information—from the viewpoint of coding theory—missing in the literature.
3. Minimum distance of parameterized codes
We continue to use the notation and definitions used in the introduction. In this section we
determine the minimum distance of CX(d) when X is a projective torus in P
s−1.
We begin with a well known and classical general upper bound.
Lemma 3.1. [22, Lemma 3A, p. 147] Let 0 6= G = G(t1, . . . , ts) ∈ S be a polynomial of total
degree d. Then the number N of zeros of G in Fsq satisfies
N ≤ dqs−1.
If G is homogeneous, then the number of its non-trivial zeros is at most d(qs−1 − 1).
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The proof of this lemma, given in the book of W. M. Schmidt [22], can be easily adapted to
obtain the following auxiliary result.
Lemma 3.2. Let 0 6= G = G(t1, . . . , ts) ∈ S be a polynomial of total degree d. If
ZG := {x ∈ (K
∗)s |G(x) = 0},
then |ZG| ≤ d(q − 1)
s−1.
Lemma 3.3. Let d, d′, s be positive integers such that d = k(q − 2) + ℓ and d′ = k′(q − 2) + ℓ′
for some integers k, k′, ℓ, ℓ′ satisfying that k, k′ ≥ 0, 1 ≤ ℓ ≤ q − 2 and 1 ≤ ℓ′ ≤ q − 2. If d′ ≤ d
and k ≤ s− 1, then k′ ≤ k and
−(q − 1)s−k
′
+ ℓ′(q − 1)s−k
′−1 ≤ −(q − 1)s−k + ℓ(q − 1)s−k−1.
Proof. It is not hard to see that k′ ≤ k. It suffices to prove the equivalent inequality:
q − 1− ℓ ≤ (q − 1)k−k
′
(q − 1− ℓ′).
If k = k′, then ℓ ≥ ℓ′ and the inequality holds. If k ≥ k′ + 1, then
q − 1− ℓ ≤ q − 1 ≤ (q − 1)(q − 1− ℓ′) ≤ (q − 1)k−k
′
(q − 1− ℓ′),
as required. 
Let T∗ = (K∗)s be an affine torus. For G = G(t1, . . . , ts) ∈ S, we denote the set of zeros of
G in T∗ by ZG.
Theorem 3.4. Let G = G(t1, . . . , ts) ∈ S be a polynomial of total degree d ≥ 1 such that
degti(G) ≤ q − 2 for i = 1, . . . , s. If d = k(q − 2) + ℓ with 1 ≤ ℓ ≤ q − 2 and 0 ≤ k ≤ s− 1, then
|ZG| ≤ (q − 1)
s−k−1((q − 1)k+1 − (q − 1) + ℓ).
Proof. By induction on s. If s = 1, then k = 0 and d = ℓ. Then |ZG| ≤ ℓ because a non-zero
polynomial in one variable of degree d has at most d roots. Assume s ≥ 2. By Lemma 3.2 we
may also assume that k ≥ 1. There are r ≥ 0 distinct elements β1, . . . , βr in K
∗ and G′ ∈ S
such that
G = (t1 − β1)
a1 · · · (t1 − βr)
arG′, ai ≥ 1 for all i,
and G′(β, t2, . . . , ts) 6= 0 for any β ∈ K
∗. Notice that r ≤
∑
i ai ≤ q− 2 because the degree of G
in t1 is at most q−2. We can write K
∗ = {β1, . . . , βq−1}. Let d
′
i be the degree of G
′(βi, t2, . . . , ts)
and let d′ = max{d′i| r + 1 ≤ i ≤ q − 1}. If d
′ = 0, then |ZG| = r(q − 1)
s−1 and consequently
r(q − 1)s−1 ≤ (q − 2)(q − 1)s−1 ≤ (q − 1)s−k−1((q − 1)k+1 − (q − 1) + ℓ).
The second inequality uses that k ≥ 1. Thus we may assume that d′ > 0 and also that
βr+1, . . . , βm are the elements βi of {βr+1, . . . , βq−1} such that G
′(βi, t2, . . . , ts) has positive
degree. Notice that d =
∑
i ai + deg(G
′) ≥ r + d′. The polynomial
H := (t1 − β1)
a1 · · · (t1 − βr)
ar
has exactly r(q − 1)s−1 roots in (K∗)s. Hence counting the roots of G′ that are not in ZH we
obtain:
(3.1) |ZG| ≤ r(q − 1)
s−1 +
m∑
i=r+1
|ZG′(βi,t2,...,ts)|.
For each r+ 1 ≤ i ≤ m, we can write d′i = k
′
i(q − 2) + ℓ
′
i, with 1 ≤ ℓ
′
i ≤ q − 2. The proof will be
divided in three cases.
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Case (I): Assume ℓ > r and k = s − 1. By [2, Theorem 1.2], the non-zero polynomial
G′(βi, t2, . . . , ts) cannot be the zero-function on (K
∗)s−1 for any i because its degree in each of
the variables t2, . . . , ts is at most q− 2. A direct argument to show that G
′(βi, t2, . . . , ts) cannot
be the zero-function on (K∗)s−1 is to notice that if this non-homogeneous polynomial vanishes
on (K∗)s−1, then it must be a polynomial combination of tq−12 − 1, . . . , t
q−1
s − 1, a contradiction.
Thus, by Eq. (3.1), we get
|ZG| ≤ r(q − 1)
s−1 + (q − 1− r)((q − 1)s−1 − 1) ≤ (q − 1)s − (q − 1) + ℓ.
Case (II): Assume ℓ > r and k ≤ s− 2. Then d− r = k(q− 2)+ (ℓ− r) with 1 ≤ ℓ− r ≤ q− 2.
Since d′i ≤ d− r for i = r + 1, . . . ,m, by Lemma 3.3, we get k
′
i ≤ k for r + 1 ≤ i ≤ m. Then by
induction hypothesis, using Eq. (3.1) and Lemma 3.3, we obtain:
|ZG| ≤ r(q − 1)
s−1 +
m∑
i=r+1
|ZG′(βi,t2,...,ts)|
≤ r(q − 1)s−1 +
m∑
i=r+1
[
(q − 1)(s−1)−k
′
i−1((q − 1)k
′
i+1 − (q − 1) + ℓ′i)
]
≤ r(q − 1)s−1 + (q − 1− r)
[
(q − 1)(s−1)−k−1((q − 1)k+1 − (q − 1) + (ℓ− r))
]
≤ (q − 1)s−k−1((q − 1)k+1 − (q − 1) + ℓ).
Case (III): Assume ℓ ≤ r. Then we can write d − r = k2(q − 2) + ℓ2 with k2 = k − 1 and
ℓ2 = q − 2 + ℓ− r. Notice that 0 ≤ k2 ≤ s− 2 and 1 ≤ ℓ2 ≤ q − 2 because k ≥ 1, r ≤ q − 2 and
k ≤ s− 1. Since d′i ≤ d− r for i > r, by Lemma 3.3, we get k
′
i ≤ k2 for i = r + 1, . . . ,m. Then
by induction hypothesis, using Eq. (3.1) and Lemma 3.3, we obtain:
|ZG| ≤ r(q − 1)
s−1 +
m∑
i=r+1
|ZG′(βi,t2,...,ts)|
≤ r(q − 1)s−1 +
m∑
i=r+1
[
(q − 1)(s−1)−k
′
i−1((q − 1)k
′
i+1 − (q − 1) + ℓ′i)
]
≤ r(q − 1)s−1 + (q − 1− r)
[
(q − 1)(s−1)−k2−1((q − 1)k2+1 − (q − 1) + ℓ2)
]
= r(q − 1)s−1 + (q − 1− r)
[
(q − 1)s−k−1((q − 1)k − (q − 1) + (q − 2 + ℓ− r))
]
≤ (q − 1)s−k−1((q − 1)k+1 − (q − 1) + ℓ).
The last inequality uses that r ≤ q − 2. This completes the proof of the result. 
We come to the main result of this section.
Theorem 3.5. If X = {[(x1, . . . , xs)] ∈ P
s−1|xi ∈ K
∗ for all i} is a projective torus in Ps−1
and d ≥ 1, then the minimum distance of CX(d) is given by
δd =
{
(q − 1)s−(k+2)(q − 1− ℓ) if d ≤ (q − 2)(s − 1)− 1,
1 if d ≥ (q − 2)(s − 1),
where k and ℓ are the unique integers such that k ≥ 0, 1 ≤ ℓ ≤ q − 2 and d = k(q − 2) + ℓ.
Proof. First we consider the case 1 ≤ d ≤ (q − 2)(s − 1) − 1. Then, in this case, we have that
k ≤ s − 2. Let ≺ be the graded reverse lexicographical order on the monomials of S. In this
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order t1 ≻ · · · ≻ ts. Let F be a homogeneous polynomial of S of degree d such that F does not
vanish on all X. By the division algorithm [1, Theorem 1.5.9, p. 30], we can write
(3.2) F = h1(t
q−1
1 − t
q−1
s ) + · · ·+ hs−1(t
q−1
s−1 − t
q−1
s ) + F
′,
where F ′ is a homogeneous polynomial with degti(F
′) ≤ q−2 for i = 1, . . . , s−1 and deg(F ′) = d.
Let d′ be the degree of the polynomial F ′(t1, . . . , ts−1, 1). Consider the sets:
ZF (t1,...,ts−1,1) = {(x1, . . . , xs−1, 1) ∈ (K
∗)s−1 × {1} |F (x1, . . . , xs−1, 1) = 0},
AF = {[x] ∈ X |F (x) = 0}.
Notice that there is a bijection
ZF (t1,...,ts−1,1)
ψ
−→ AF , (x1, . . . , xs−1, 1)
ψ
7−→ [(x1, . . . , xs−1, 1)].
Indeed ψ is clearly well defined and injective. To see that ψ is onto take a point [x] in AF with
x = (x1, . . . , xs). As F is homogeneous of degree d, form the equality
F (x1/xs, . . . , xs−1/xs, 1) = F (x1, . . . , xs)/x
d
s = 0,
we get that p = (x1/xs, . . . , xs−1/xs, 1) is a point in ZF (t1,...,ts−1,1) and ψ(p) = [x]. Hence
|AF | = |ZF (t1,...,ts−1,1)|. Using Eq. (3.2), we get ZF (t1,...,ts−1,1) = ZF ′(t1,...,ts−1,1). We set
H = H(t1, . . . , ts−1) = F
′(t1, . . . , ts−1, 1) and ZH = {x ∈ (K
∗)s−1 |H(x) = 0}.
The polynomial H does not vanish on (K∗)s−1. This follows from Eq. (3.2) and using that
F is homogeneous and that F does not vanish on X. We may assume that d′ ≥ 1, otherwise
ZF ′(t1,...,ts−1,1) = ∅ and |AF | = 0. Then, we can write d
′ = k′(q− 2) + ℓ′ for some integers k′ ≥ 0
and 1 ≤ ℓ′ ≤ q − 2. Since k ≤ s− 2, by Lemma 3.3, we obtain that k′ ≤ k and
(3.3) − (q − 1)s−1−k
′
+ ℓ′(q − 1)s−2−k
′
≤ −(q − 1)s−1−k + ℓ(q − 1)s−2−k.
Then, k′ ≤ s − 2 and H is a non-zero polynomial of degree d′ ≥ 1 in s − 1 variables such that
degti(H) ≤ q − 2 for i = 1, . . . , s − 1. Therefore, applying Theorem 3.4 to H and then using
Eq. (3.3), we derive
|AF | = |ZH | ≤ (q − 1)
s−k′−2((q − 1)k
′+1 − (q − 1) + ℓ′)
≤ (q − 1)s−k−2((q − 1)k+1 − (q − 1) + ℓ).
Since F was an arbitrary homogeneous polynomial of degree d such that F does not vanish on
X we obtain
M := max{|AF | : F ∈ Sd; F 6≡ 0} ≤ (q − 1)
s−k−2((q − 1)k+1 − (q − 1) + ℓ),
where F 6≡ 0 means that F is not the zero function on X. We claim that
M = (q − 1)s−k−2((q − 1)k+1 − (q − 1) + ℓ).
Let M1 be the expression in the right hand side. It suffices to show that M is bounded from
below by M1 or equivalently it suffices to exhibit a homogeneous polynomial F 6≡ 0 of degree
d with exactly M1 roots in X. Let β be a generator of the cyclic group (K
∗, · ). Consider the
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polynomial F = f1f2 · · · fkgℓ, where f1, . . . , fk, gℓ are given by
f1 = (βt1 − t2)(β
2t1 − t2) · · · (β
q−2t1 − t2),
f2 = (βt1 − t3)(β
2t1 − t3) · · · (β
q−2t1 − t3),
...
...
...
fk = (βt1 − tk+1)(β
2t1 − tk+1) · · · (β
q−2t1 − tk+1),
gℓ = (βt1 − tk+2)(β
2t1 − tk+2) · · · (β
ℓt1 − tk+2).
Now, the roots of F in X are in one to one correspondence with the union of the sets:
{1} × {βi}q−2i=1 × (K
∗)s−2,
{1} × {1} × {βi}q−2i=1 × (K
∗)s−3,
...
{1} × · · · × {1} × {βi}q−2i=1 × (K
∗)s−(k+1),
{1} × · · · × {1} × {βi}ℓi=1 × (K
∗)s−(k+2).
Therefore the number of zeros of F in X is given by
|AF | = (q − 2)(q − 1)
s−2 + (q − 2)(q − 1)s−3 + · · ·+ (q − 2)(q − 1)s−(k+1) + ℓ(q − 1)s−(k+2)
= (q − 1)s−(k+2)
[
(q − 2)(q − 1)k + · · ·+ (q − 2)(q − 1) + ℓ
]
= (q − 1)s−(k+2)
[
(q − 2)(q − 1)((q − 1)k−1 + · · ·+ 1) + ℓ
]
= (q − 1)s−(k+2)
[
(q − 2)(q − 1)
(
(q − 1)k − 1
q − 2
)
+ ℓ
]
= (q − 1)s−(k+2)
[
(q − 1)k+1 − (q − 1) + ℓ
]
,
as required. Thus M =M1 and the claim is proved. Therefore
δd = min{‖evd(F )‖ : evd(F ) 6= 0;F ∈ Sd} = |X| −max{|AF | : F ∈ Sd; F 6≡ 0}
= (q − 1)s−1 −
(
(q − 1)s−k−2((q − 1)k+1 − (q − 1) + ℓ)
)
= (q − 1)s−k−2((q − 1)− ℓ),
where ‖evd(F )‖ is the number of non-zero entries of evd(F ). This completes the proof of the
case 1 ≤ d ≤ (q − 2)(s− 1)− 1. Next we consider the case d ≥ (q − 2)(s− 1). By the Singleton
bound we readily get that δd = 1 for d ≥ reg(S/I(X)). Hence, applying Proposition 2.1, we get
δd = 1 for d ≥ (s− 1)(q − 2). 
The next proposition is an immediate consequence of our result. Recall that a linear code is
called maximum distance separable (MDS for short) if equality holds in the Singleton bound.
Proposition 3.6. [11, 17] If X is a projective torus in P1, then CX(d) is an MDS code and its
minimum distance is given by
δd =
{
q − 1− d if 1 ≤ d ≤ q − 3,
1 if d ≥ q − 2.
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If X is a projective torus in P2, then the minimum distance of CX(d) is given by
δd =


(q − 1)2 − d(q − 1) if 1 ≤ d ≤ q − 2,
2q − d− 3 if q − 1 ≤ d ≤ 2q − 5,
1 if d ≥ 2q − 4.
Parameterized codes arising from complete bipartite graphs have been studied in [10]. In this
case one can use Theorem 3.5 and the next result to compute the minimum distance.
Theorem 3.7. [10] Let Kk,ℓ be a complete bipartite graph, let X be the toric set parameterized
by the edges of Kk,ℓ, and let X1 and X2 be the projective torus of dimension ℓ − 1 and k − 1
respectively. Then, the length, dimension and minimum distance of CX(d) are equal to
(q − 1)k+ℓ−2, HX1(d)HX2(d), and δ1δ2
respectively, where δi is the minimum distance of CXi(d).
4. Complete intersection ideals of parameterized sets of clutters
We continue to use the notation and definitions used in the introduction and in the prelim-
inaries. In this section we characterize the ideals I(X) that are complete intersection when X
arises from a clutter. Then, we show an optimal upper bound for the regularity of S/I(X).
Definition 4.1. A clutter C is a family E of subsets of a finite ground set Y = {y1, . . . , yn}
such that if f1, f2 ∈ E, then f1 6⊂ f2. The ground set Y is called the vertex set of C and E is
called the edge set of C, they are denoted by VC and EC respectively.
Clutters are special hypergraphs. One example of a clutter is a graph with the vertices and
edges defined in the usual way for graphs.
Let C be a clutter with vertex set VC = {y1, . . . , yn} and let f be an edge of C. The charac-
teristic vector of f is the vector v =
∑
yi∈f
ei, where ei is the ith unit vector in R
n. Throughout
this section we assume that v1, . . . , vs is the set of all characteristic vectors of the edges of C.
Recall that the algebraic toric set parameterized by yv1 , . . . , yvs , denoted by X, is the set
X := {[(xv111 · · · x
v1n
n , . . . , x
vs1
1 · · · x
vsn
n )] ∈ P
s−1|xi ∈ K
∗ for all i},
where vi = (vi1, . . . , vin) ∈ N
n for i = 1, . . . , s.
Definition 4.2. If a ∈ Rs, its support is defined as supp(a) = {i | ai 6= 0}. Note that a = a
+−a−,
where a+ and a− are two non-negative vectors with disjoint support called the positive and
negative part of a respectively.
Lemma 4.3. [21, Lemma 3.4] Let C be a clutter. If f 6= 0 is a homogeneous polynomial of
I(X) of the form tbi − t
c with b ∈ N, c ∈ Ns and i /∈ supp(c), then deg(f) ≥ q − 1. Moreover if
b = q − 1, then f = tq−1i − t
q−1
j for some j 6= i.
Proof. We may assume that f = tb1− t
c2
2 · · · t
cr
r , where cj ≥ 1 for all j and b = c2+ · · ·+ cr. Then
(4.1) (xv111 · · · x
v1n
n )
b = (xv211 · · · x
v2n
n )
c2 · · · (xvr11 · · · x
vrn
n )
cr for all (x1, . . . , xn) ∈ (K
∗)n.
We proceed by contradiction. Assume that b < q − 1. We claim that if v1k = 1 for some
1 ≤ k ≤ n, then vjk = 1 for j = 2, . . . , r, otherwise if vjk = 0 for some j ≥ 2, then making xi = 1
for i 6= k in Eq. (4.1) we get (xv1kk )
b = xbk = x
m
k , where m < b. Then x
b−m
k = 1 for xk ∈ K
∗.
In particular if β is a generator of the cyclic group (K∗, · ), then βb−m = 1. Hence b −m is a
multiple of q − 1 and consequently b ≥ q − 1, a contradiction. This completes the proof of the
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claim. Therefore supp(v1) ⊂ supp(vj) for j = 2, . . . , r. Since C is a clutter we get that v1 = vj
for j = 2, . . . , r, a contradiction because v1, . . . , vr are distinct. Thus b ≥ q−1. The second part
of the lemma follows using similar arguments (see [21]). 
A polynomial of the form f = ta− tb, with a, b ∈ Ns, is called a binomial of S. The monomials
ta and tb are called the terms of f . An ideal generated by binomials is called a binomial ideal .
Theorem 4.4. Let C be a clutter. If I(X) is a complete intersection, then
I(X) = (tq−11 − t
q−1
s , . . . , t
q−1
s−1 − t
q−1
s ).
Proof. According to [17, Theorem 2.1] the vanishing ideal I(X) is a binomial ideal. Notice that
I(X) has height s − 1. Indeed, let [P ] be an arbitrary point in X, with P = (α1, . . . , αs), and
let I[P ] be the ideal generated by the homogeneous polynomials of S that vanish at [P ]. Then
I[P ] = (α1t2 − α2t1, α1t3 − α3t1, . . . , α1ts − αst1) and I(X) =
⋂
[P ]∈X
I[P ]
and the later is the primary decomposition of I(X), because I[P ] is a prime ideal of S for any
[P ] ∈ X. As I[P ] has height s− 1 for any [P ] ∈ X, we get that the height of I(X) is s − 1. As
I(X) is a complete intersection of height s− 1, there is a minimal set
B = {h1, . . . , hs−1}
of homogeneous binomials that generate the ideal I(X). The set B is minimal in the sense that
(B \ {hi}) ( I(X) for all i. We may assume that h1, . . . , hm are the binomials of B that contain
a term of the form tcii . By Lemma 4.3 we have that deg(hi) ≥ q − 1 for i = 1, . . . ,m. Thus we
may assume that h1, . . . , hk are the binomials of B of degree q − 1 that contain a term of the
form tq−1i and that hk+1, . . . , hm have degree greater than q − 1. By Lemma 4.3 the binomials
h1, . . . , hk have the form t
q−1
i −t
q−1
j . Notice that (I(X) : ti) = I(X) for all i, this equality follows
readily using that ti does not vanish at any point of X. Hence, by the minimality of B, the
binomials hm+1, . . . , hs−1 have both of their terms not in the set {t
a1
1 , . . . , t
as
s | ai ≥ 1 for all i}.
Since tq−1i − t
q−1
s is in I(X) for i = 1, . . . , s− 1, we can write
tq−1i − t
q−1
s =
k∑
ℓ=1
λℓhℓ +
m∑
ℓ=k+1
µℓhℓ +
s−1∑
ℓ=m+1
θℓhℓ (λℓ, µℓ, θℓ ∈ S).
As h1, . . . , hs−1 are homogeneous binomials we can rewrite this equality as:
tq−1i − t
q−1
s =
k∑
ℓ=1
λ′ℓhℓ +
s−1∑
ℓ=m+1
θ′ℓhℓ,
where λ′ℓ ∈ K for ℓ = 1, . . . , k and for each m+ 1 ≤ ℓ ≤ s− 1 either θ
′
ℓ = 0 and deg(hℓ) > q − 1
or deg(hℓ) ≤ q − 1 and deg(hℓ) + deg(θ
′
ℓ) = q − 1. Then
tq−1i − t
q−1
s −
k∑
ℓ=1
λ′ℓhℓ =
s−1∑
ℓ=m+1
θ′ℓhℓ.
The left hand side of this equality has to be zero, otherwise a non-zero monomial that occur in
the left hand side will have to occur in the right hand side which is impossible because monomials
occurring on the left have the form λtq−1j , λ ∈ K, and monomials occurring on the right are
never of this form. Hence we get the inclusion
(tq−11 − t
q−1
s , . . . , t
q−1
s−1 − t
q−1
s ) ⊂ (h1, . . . , hk).
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Since the height of (h1, . . . , hk) is at most k, we get s − 1 ≤ k. Consequently k = s − 1. Thus
the inclusion above is an equality as required. 
Corollary 4.5. Let C be a clutter with s edges and let T = {[(x1, . . . , xs)] ∈ P
s−1|xi ∈ K
∗} be
a projective torus. The following are equivalent:
(c1) I(X) is a complete intersection.
(c2) I(X) = (t
q−1
1 − t
q−1
s , . . . , t
q−1
s−1 − t
q−1
s ).
(c3) X = T ⊂ P
s−1.
Proof. (c1)⇒(c2): It follows at once from Theorem 4.4. (c2)⇒(c3): By Proposition 2.1 one has
I(X) = I(T) = ({tq−1i − t
q−1
s }
s−1
i=1 ). As X and T are both projective varieties, we get that X = T
(see [17, Lemma 4.2] for details). (c3)⇒(c1): It follows at once from Proposition 2.1. 
The next result shows that the regularity of complete intersections associated to clutters
provide an optimal bound for the regularity of S/I(X).
Proposition 4.6. reg(S/I(X)) ≤ (q−2)(s−1), with equality if I(X) is a complete intersection
associated to a clutter with s edges.
Proof. For i ≥ 0, we set hi = dimK(S/(I(X), ts))i. Let r be the index of regularity of S/I(X).
Then, hi > 0 for i = 0, . . . , r and hi = 0 for i > r (see Section 2). Since ts does not vanish at
any point of X, one has (I(X) : ts) = I(X). Therefore, there is an exact sequence of graded
S-modules
0 −→ (S/I(X))[−1]
ts−→ S/I(X) −→ S/(I(X), ts) −→ 0,
where (S/I(X))[−1] is the S-module with the shifted graduation such that
(S/I(X))[−1]i = (S/I(X))i−1
for all i. Therefore from the exact sequence above we get
hi = HX(i)−HX(i− 1) ≥ 0(4.2)
for i ≥ 1. On the other hand there is a surjection of graded S-modules
D = S/({tq−1i − t
q−1
s }
s−1
i=1 ∪ {ts}) = K[t1, . . . , ts−1]/({t
q−1
i }
s−1
i=1 ) −→ S/(I(X), ts) −→ 0.
The Hilbert series ofD is equal to the polynomial (1+t+· · ·+tq−2)s−1 because D is a complete
intersection [29, p. 104]. Hence Di = 0 for i ≥ (q − 2)(s− 1) + 1. From the surjection above we
get that dimK Di ≥ hi ≥ 0 for all i. If i ≥ (q − 2)(s − 1) + 1, we obtain 0 = dimK Di ≥ hi ≥ 0.
Then, from Eq. (4.2), we conclude
HX(i) = HX(i− 1) for i− 1 ≥ (q − 2)(s − 1).
Hence reg(S/I(X)) ≤ (q − 2)(s − 1). To complete the proof assume that I(X) is a complete
intersection, then by Corollary 4.5 the ideal I(X) is equal to (tq−11 − t
q−1
s , . . . , t
q−1
s−1 − t
q−1
s ).
Consequently reg(S/I(X)) = (q − 2)(s − 1). 
Let X be an algebraic toric set parameterized by arbitrary monomials yv1 , . . . , yvs . A good
parameterized code should have large |X| and with dimK CX(d)/|X| and δd/|X| as large as pos-
sible. The following easy result gives an indication of where to look for non-trivial parameterized
codes. Only the codes CX(d) with 1 ≤ d < reg(S/I(X)) are interesting.
Proposition 4.7. δd = 1 for d ≥ reg(S/I(X)).
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Proof. Since HX(d) is equal to the dimension of CX(d) and HX(d) = |X| for d ≥ reg(S/I(X)),
by a direct application of the Singleton bound we get that δd = 1 for d ≥ reg(S/I(X)). 
A well known general fact about parameterized linear codes is that the dimension of CX(d)
is strictly increasing, as a function of d, until it reaches a constant value. This behaviour was
pointed out in [5] (resp. [8]) for finite (resp. infinite) fields. The minimum distance of CX(d)
has the opposite behaviour as the following result shows.
Proposition 4.8. [17, 26] If δd > 1 (resp. δd = 1), then δd > δd+1 (resp. δd+1 = 1).
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