Abstract-In this paper, we study the consensus problems for networked dynamic systems with arbitrary initial states, and present some structural characterizations and direct construction of consensus functions. For the consensus problems under similar transformation, we establish some necessary and sufficient conditions by exploiting the structure of consensus functions. Finally, we discuss the consensus problems for dynamic systems under arbitrary switching by using the common Lyapunov function method.
I. INTRODUCTION
In recent years, the study of synchronization and coordination of multi-agent systems has attracted many researchers. It has broad applications in cooperative control of unmanned aerial vehicles, scheduling of automated highway systems, formation control of satellite clusters, and distributed optimization of multiple mobile robotic systems [3] - [9] . Consensus problems have a long history. On many occasions, groups of dynamic agents in multiagent/multirobot systems need to interact with each other and eventually reach an agreement on certain quantities of interest. For example, flocks of birds tend to synchronize during migration in order to resist aggression and reach their destinations. Robots need to arrive at an agreement so as to accomplish some complicated tasks. Investigations of such problems are of significance in both theory and practice.
Consensus problems were introduced and formally discussed by [3] and [4] . In [3] , the basic definitions were given and the average-consensus problem was studied for networks with both switching topology and time delays. [3] tackled this problem mainly by graph theory and assumed that the state of each agent was a real scalar. However, in most cases, the quantities of each agent are very complex and many aspects should be considered. For example, the quantities might be position, velocity, temperature, momentum, voltage, mass, energy and so on. Furthermore, these quantities might not be independent. Hence, it is natural to extend the domain R of the state of each agent to R m . Therefore, all the original definitions of consensus ndsj@rocket.imu.edu.cn problems should be modified correspondingly. In this paper, we generalize the consensus problems, formulate them in a more general form, and study them by using linear algebra theory [1] - [2] as a basic tool, and some interesting structural characterizations are established.
This paper is organized as follows: In section II, we generalize consensus problems and establish a necessary and sufficient condition for a linear dynamic system that solves a consensus problem for arbitrary initial state. In section III, we focus on the structural characterizations of consensus functions and present a simple and constructive method to obtain consensus functions. Furthermore, a necessary and sufficient condition for a dynamic system that solves the average-consensus problem with arbitrary initial state is given. In Section IV, the consensus problems under similar transformation are discussed. In Section V, the switched systems that solve consensus problems under arbitrary switching are characterized [10] . Finally, we summarize our main contribution in Section VI.
II. PRELIMINARIES
In order to introduce the generalized consensus concept, we consider the following linear system: ⎡
where
, n, and n, m ∈ N. System (1) can be written in the following forṁ
We say x i and x j agree if and only if x i = x j (component-wise). Let n = {1, 2, · · · , n}. We say system (1) has reached a consensus if and only if x i = x j for all i, j ∈ n. Whenever the system has reached a consensus, the common value of x i , i ∈ n, is called the group decision value. Let χ :
and let x(0) denote the initial state of the system. We say system (1) solves the χ-consensus problem if and only if there exists an asymptotically stable equilibrium point Here, we are interested in the systemẋ = Ax which solves the χ-consensus problem for some consensus function χ and for any x(0) ∈ R mn . For such systems, there are some necessary properties. For example, if x ∈ N (A),
T ∈ R n , ⊗ is the Kronecker product, and b ∈ R m is a constant vector. Furthermore, for any initial state x(0), the solution of the system asymptotically converges to some equilibrium point. Denote the range (column space) of A by R(A). We have the following theorem.
Theorem 1: System (1) solves a consensus problem for any initial state x(0) if and only if 1) R(A) = R(A 2 ), and each eigenvalue of A is 0 or has negative real part;
2) if 0 is an eigenvalue of A, then for any
The solution of system (1) with the initial value y is x = e At y = (
where I mn is the mn-bymn identity matrix. Obviously, x does not converge to any equilibrium point as t → +∞, which is a contradiction.
Sufficiency. If all eigenvalues of A have negative real parts, then the system is asymptotically stable, and all solutions converge to 0, i.e., it solves a consensus problem. If 0 is an eigenvalue of A, then by R(A) = R(A 2 ), there exists an invertible matrix T , such that
where 0 is a zero matrix, J 2 , · · ·, and J s are Jordan blocks, and the eigenvalue of J i has negative real part. So the system asymptotically converges to some equilibrium point. Since for any x ∈ N (A), there exists a vector b ∈ R m such that x = 1 ⊗ b, the system solves a consensus problem for any initial state. Proof: By Theorem 1, we obtain rank(A) = rank(A 2 ). Hence the proof is obvious.
III. THE STRUCTURE OF CONSENSUS FUNCTIONS
It is important to have a clear understanding of the structure of consensus functions in studying consensus problems. Hence, in this section, we study the consensus functions and present some characterizations.
A. Consensus Functions are Time-invariant
We still consider system (1) . If it solves a consensus problem for any initial state, i.e., it satisfies the conditions in Theorem 1, then for any x ∈ R mn , there exists
and
where I m is the m-by-m identity matrix. Let illustrate that, for some special cases, we can find a simple method to obtain the consensus function. Consider the following system:
where A and x are the same as before, which satisfies the conditions in Theorem 1, and rank(
It is easy to show that
Let
where B i ∈ R m×(mn) for any i, j ∈ n, and let
respectively. Since system (4) solves the χ-consensus problem for any x(0) ∈ R mn , we get
is an invariant quantity, we have
This implies
for all x(0) ∈ R mn . By the theory of Jordan canonical form, we obtain that rank(B) = m, i.e., rank(E) = m, and thus {Ex(0)|∀x(0) ∈ R mn } = R m . Therefore,
Because rank(A) = (n − 1)m, there exist m linearly inde-
where Z i ∈ R m×m . Then there exists an invertible matrix T ∈ R m×m such that E = T Z. By (6), we have
By the discussion above, we obtain the following procedure to obtain the consensus function of system (4):
C. An Example
In what follows, we present an example to illustrate the effectiveness of Method 1.
Example 1:
It is easy to verify that the conditions of Theorem 1 are met with m = 2. Hence, Method 1 is valid for obtaining the consensus function.
D. The Average-Consensus Problem
The average-consensus problem has been discussed in [3] - [4] , and the authors of them presented some necessary and sufficient conditions for the average-consensus problem of some systems. In this section, we also consider the average-consensus problem but from another viewpoint.
Based on the discussion in Subsection A, we set the average-consensus function χ(
respectively, and we get Proof: The proof is obvious, and we omit the details.
Therefore, dim(N (A

E. The Case with m = 1
In this subsection, we study the consensus problem with m = 1.
Consider the systemẋ
and x i , a ij ∈ R, ∀i, j ∈ n. Theorem 3: System (7) solves the χ-consensus problem for any initial state if and only if 1) each eigenvalue of A is 0 or has negative real part; 2) if 0 is an eigenvalue of A, then A1 = 0, and rank(A 2 )=rank(A) = n − 1. Similarly, we get a general method to derive the consensus function.
Method 2: Choose arbitrarily y ∈ N (A T ), y = 0, and
T . Then the consensus function is 
IV. CONSENSUS PROBLEMS UNDER SIMILAR TRANSFORMATION
Since the consensus function is determined by A, the study on the structure of A becomes an important topic.
where M is a nonsingular real matrix, the eigenvalues of M have negative real parts, and r ≤ m. Hence, by Corollary 2, if system (1) solves the χ-consensus problem for any initial state, and dim(N (A)) = r, then there exists a nonsingular real matrix T such that A = T −1 JT . In this section, we will study the structure of T .
From the discussion in Section II, system (1) Consider the following systeṁ
Theorem 4: System (8) with r = m solves the χ-consensus problem for any initial state if and only if
where T ij ∈ R m×m for any i, j ∈ n, and T U n j=1 T 1j is invertible, n j=1 T ij = 0 for i = 2, · · · , n, and
Proof: By conventional means, it is easy to check that the conditions stated above are equivalent to that all equilibrium points of system (8) For the average-consensus problem, we have the following theorem. Proof: For arbitrary r linearly independent vectors Example 2: For any initial state, the system in Example 1 solves a consensus problem, but not the average-consensus problem. Here, we will provide the procedure to find an invertible matrix T such that the systemẋ = T −1 AT x solves the average-consensus problem.
First, we choose an invertible matrix T 1 , 
V. CONSENSUS PROBLEMS UNDER ARBITRARY SWITCHING
In this section, we investigate the consensus problem of the systemẋ = A(t)x.
The study on the consensus problem of (9) is challenging.
Here, we only consider the special case that system (9) is a switched system, and A(t) is a constant matrix between switching times. We consider the following system, each subsystem of which is the same as (1),
where s(t) : R + → P is the switching signal, and P ⊂ N is the finite index set.
Generally speaking, not all switched systems solve consensus problems for any initial states. But some special switched systems can do that.
We assume that, for ∀s ∈ P, 1)ẋ = A s x solves a consensus problem;
where A sij is a positive definite matrix (denoted by A sij > 0) for all i, j ∈ n, i = j;
4) every subsystem has the same consensus function
Before presenting Theorem 7, we first prove the following lemma.
Lemma 2: Let
be a symmetric matrix, where
If the eigenvalues of L are arranged in an increasing order:
We call L a block Laplacian. Proof: It is easy to show that for any x ∈ R mn ,
If the switched system in (10) satisfies conditions (1)-(5), then, under arbitrary switching, the solution of the system globally asymptotically converges to 1 ⊗ χ(x(0)), i.e., the switched system solves the χ-consensus problem.
Proof: Since χ(x) is an invariant quantity for every subsystem, χ(x) is also an invariant quantity under switching. For any solution x(t), let x(t) = 1 ⊗ χ(x) + δ(t). We refer to δ as the (group) disagreement vector. Then
Hence, we have F δ = 0.
For a given s ∈ P, sinceẋ = A s x, we have
Let P s be the orthogonal projector from R mn onto R(L s ) such that δ 2 = P s δ. Since F δ = 0, we have δ ∈ R(A) and P s δ = δ 2 = 0 if δ = 0.
Hence, Therefore,
which guarantees the group-disagreement vector δ(t) globally exponentially vanishes with a speed of h * > 0 as t → +∞.
Remark 4:
The assumptions (1-5) seem rather strict, but this kind of systems really exist extensively. For example, it is easy to show that the systeṁ
where L is block Laplacian, satisfies the assumptions (1-5), and solves the average-consensus problem.
VI. CONCLUSIONS
For linear dynamic systems, consensus problems have been discussed from a new viewpoint. The structure of the consensus functions has been characterized. An example has been presented to illustrate the effectiveness of our results. Some necessary and sufficient conditions for consensus problems under similar transformation have also been obtained. Finally, we characterize a class of dynamic switched systems that solve a consensus problem under arbitrary switching.
