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KNOT HOMOLOGY AND SHEAVES ON THE HILBERT SCHEME OF POINTS ON
THE PLANE
ALEXEI OBLOMKOV AND LEV ROZANSKY
Abstract. For each braid β ∈ Brn we construct a 2-periodic complex Sβ of quasi-coherent C
∗ × C∗-
equivariant sheaves on the non-commutative nested Hilbert scheme Hilbfree
1,n . We show that the triply
graded vector space of the hypercohomology H(Sβ ⊗ ∧
•(B)) with B being tautological vector bundle, is an
isotopy invariant of the knot obtained by the closure of β. We also show that the support of cohomology of
the complex Sβ is supported on the ordinary nested Hilbert scheme Hilb1,n ⊂ Hilb
free
1,n
, that allows us to
relate the triply graded knot homology to the sheaves on Hilb1,n
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1. Introduction
1.1. Motivation. In recent years there was a lot of interest in establishing a connection between knot
homology, Macdonald polynomials and Hilbert schemes of points on a plane [2],[6],[14],[17],[35]. In particular,
there are many conjectural formulas expressing the knot homology of torus knots in terms of Macdonald
polynomials or in terms of spaces of sections of special sheaves on the Hilbert schemes of points [35],[17],[14].
An agreement between these formulas is an interesting result at the intersection of algebra and geometry.
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When this paper was posted and its results were announced, the attempts to attack these conjectures
directly, without a new computational method, were not succeeding. More recently, a version of a categorical
localization was developed and applied to some of these conjectures in [22, 21, 30].
The current mathematical construction of triply graded homology based on Soergel bimodules is not
related to Hilbert schemes of points. Hence the approach of [22, 21, 30] is to compute the Soergel-based knot
homology explicitly and compare the answer with the homology of sheaves on the Hilbert scheme where the
answer is known. One would still like to find a more direct link between the knot homology and sheaves
on the Hilbert scheme of points on the plane. Around the time of posting of this paper the authors of [15]
proposed a conjectural connection between the Soergel bimodules and the category of coherent sheaves on
the Hilbert scheme of points.
Our approach is different from that of [15]. Roughly speaking, to a braid β ∈ Brn we associate a sheaf
Sβ on the Hilbert scheme Hilbn of n points on C2. The space of global sections of Sβ is the homology of the
link L(β) which is the closure of β.
The construction of Sβ is quite involved and relies on a homomorphism from the braid group Brn to the
convolution algebra of a category of matrix factorizations on an auxiliary space. We expect this homomor-
phism to be injective, but we neither prove nor use this fact in the paper.
Compared to Soergel bimodule construction, our approach is more complicated conceptually, but it is more
geometric and, surprisingly, in some important cases it is less computationally challenging. For example, in
a subsequent paper [34] we show that adding a full twist Tw to the braid results in the twisting of Sβ by a
special line bundle: Sβ·Tw = Sβ ⊗ L. Existence of a knot theory with such property was predicted in [35].
1.2. Main result. We consider a ‘non-commutative analog’ of the nested Hilbert scheme defined as a
quotient Hilbfree1,n =
fiHilbfree1,n /B, wherefiHilbfree1,n = {(X,Y, v) ∈ b× n× V |C〈X,Y 〉v = V }
is an open subset of the product n×b×V (n, b ⊂ gln(V ) being the nilpotent radial and Borel subalgebra), the
Borel subgroup B ⊂ GLn acts on the first two factors by conjugation and V is its fundamental representation.
Denote a flag V• = (V1 ⊂ · · · ⊂ Vn−1 ⊂ Vn = V ) ∈ Fl and denote a point in the cotangent bundle T ∗Fl
as a pair (Y, V•), where Y is a nilpotent matrix preserving the flag: Y Vi ⊂ Vi−1.
In order to avoid a quotient by a non-reductive group B we can define Hilbfree1,n equivalently as a GIT
GLn-quotient of the space of quadruples (X,Y, V•, v) ∈ g×T ∗Fl×V such that C〈X,Y 〉v = V and XV• ⊂ V•.
The fact that these definitions match follows from covering fiHilb1,n by affine charts with free B-action, for
details see proposition 13.1. The affine cover also provides a ”hands on” description of the algebraic structure
of the quotient manifold.
Let us denote by B∨ the trivial vector bundle over fiHilbfree1,n with the fiber V , we use the same notation
for its descent to the B-quotient. Respectively, B is the vector bundle dual to B∨.
The two-dimensional torus Tsc = C
∗×C∗ acts on Hilbfree1,n by scaling X,Y : an element (λ, µ) ∈ Tsc turns
a pair of matrices (X,Y ) into (λ−2X,λ2µ2Y ). We refer to the weights of this action as q-degree and t-degree.
The torus Tsc acts on the space V by (λ, µ) · v = λv, that is the vectors of V have degree t. We use notation
qktl for the shift of the Tsc-action:
(λ, µ)(qktl · x) = λkµl(λ, µ) · x.
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We denote by DperTsc (Hilb
free
1,n ) the derived category of two-periodic complexes on Hilb
free
1,n which are Tsc-
equivariant. Let Brn denote a braid group with n strands and let wr(β) denote the writhe of a braid β
defined as the difference between the positive and negative crossings. Our main result is the construction of
the object
Sβ ∈ D
per
Tsc
(Hilbfree1,n ),
such that the hypercohomology of the complex
H
k(β) := H(Sβ ⊗ ∧
kB)
defines an isotopy invariant of L(β). To simplify notations we assume Hk(. . . ) = 0 for k /∈ {0, 1, . . . , n}.
Theorem 1.1. For any β ∈ Brn the triply graded space:
H(β) := ⊕k∈ZH
k(β),
with Hk(β) doubly graded defined by
Hk(β) := q−wr(β)+n ·H(k−wr(β)+n−1)/2(β),
is an isotopy invariant of the braid closure L(β).
Let us also introduce a notation for the graded pieces of Hk: Hi,j,k ⊂ Hk is the subspace of vectors that
are of weight qitj . We show that our invariant categorifies HOMFLY-PT polynomial.
Theorem 1.2. The bi-graded Euler characteristic of Hk(β) is equal to the HOMFLY-PT polynomial of the
link L(β):
P
(
L(β)
)
=
∑
i,j,k∈Z
(−1)jqiak dimHi,j,k(β).
The first categorification of HOMFLY-PT polynomial was discovered by Khovanov and Rozansky [27]
and it is natural to expect that the homology theory from this paper coincides with one from [27]. We do
not have a proof for a match of these theories.
1.3. Sheaves on Hilbert schemes. The usual nested Hilbert scheme HilbL1,n is a subvariety of Hilb
free
1,n
defined by the commutativity constraint on X,Y :
[X,Y ] = 0.
It turns out that the support of the homology of the complex Sβ is contained in Hilb
L
1,n. Hence the sheaf
homology of the complex is the sheaf
Sβ = S
odd
β ⊕ S
even
β := H
∗(Hilbfree1,n , Sβ)
on Hilb1,n and we immediately have the following:
Theorem 1.3. There is a spectral sequence with E2 term being
(H∗(HilbL1,n,Sβ ⊗ ∧
kB), d)
d : Hk(HilbL1,n,S
odd/even
β ⊗ ∧
kB)→ Hk−1(HilbL1,n,S
even/odd
β ⊗ ∧
kB),
that converges to Hk(β).
We conjecture that one can extract the link invariant for L(β) directly from the sheaf Sβ if β is sufficiently
positive
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Conjecture 1.4. For any β ∈ Brn and sufficiently positive k we have
H>0(HilbL1,n,Sβ·Twk) = 0.
There is a natural projection from the nested Hilbert scheme to the usual Hilbert scheme p : Hilb1,n →
Hilbn and it turns out that the push-forward p∗(Sβ) ∈ D
per
Tsc
(Hilbn) has slightly better properties than Sβ :
Theorem 1.5. The element of DperTsc (Hilbn)
S[β] := p∗(Sβ)
depends only on the conjugacy class of β.
In the sequel to this paper we compute the sheaf Sβ for many elements of the braid group. That allows
us to give a geometric description of the homology of a torus knot Tn,nk+1. More precisely, we study the
positive braid βk ∈ Brn such that L(βk) = Tn,nk+1. We compute explicitly the sheaf corresponding to this
braid. It is supported on the punctual Hilbert scheme: Hilb01,n =
fiHilb01,n/B, fiHilb01,n :=fiHilb1,n ∩ n2×V and
we show
Theorem 1.6. [34] For any k ∈ Z we have
Sβk = [OHilb01,n ]
vir ⊗ det(B)k,
where [OHilb01,n ]
vir is the Koszul complex defining the punctual Hilbert scheme fiHilb01,n ⊂fiHilbfree1,n .
The sheaf OHilb0n(C2)⊗det(B)
k attracted a lot of attention in connection to combinatorics [24], representa-
tion theory [18] and knot theory [35, 17]. In particular, in [35] it was conjectured that the global sections of
this sheaf is a particular double-graded subspace of the space of Khovanov-Rozansky homology of the torus
knot Tn,1+nk. We expect that the push forward of the complex p∗([OHilb01,n ]
vir) is OHilb0n(C2) and thus our
theorem is consistent with this conjecture and its generalization in [17]. In a forthcoming paper we explore
this regular behavior to gain more insight into the behavior of our knot invariant on large classes of knots.
1.4. Braids and matrix factorizations. Our construction of the complex of sheaves Sβ ∈ D
per
Tsc
(Hilbfree1,n )
is based on a homomorphism from the braid group Brn to the convolution algebra of Tsc-equivariant and
(weakly) B2-equivariant matrix factorizations MFscB2(X 2(Gn),W ) on the space X 2(Gn) := b×Gn×n with
the potential
W = Tr(XAdg(Y )),
where X ∈ b in upper triangular, Y ∈ n is strictly upper triangular and Gn = GLn
1. The potential W
has degree t2 with respect to Tsc so we also assume that the differentials of the matrix factorizations from
MFscB2(X 2(Gn),W ) have degree t.
In the section 7 we prove the following
Theorem 1.7. The homotopic category MFscB2(X 2(Gn),W ) has a natural monoidal structure and there is
a homomorphism
Brn → MF
sc
B2(X 2(Gn),W ), β 7→ C¯β
defined by an explicit choice of images of braid generators.
1The space X 2(Gn) appears naturally in the context on the Kapustin-Saulina-Rozansky topological field theory, we describe
this physical theory in the forthcoming paper.
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The construction of the homomorphism from the theorem is similar in spirit to the construction of
Bezrukavnikov and Riche [5], though we do not rely on the results of [5] and our methods differ from
their approach, mainly because we try to make our construction as explicit as it possible. Let us also remark
that recently Arkhipov and Kanstrup [1] provided a construction of braid group action on categories matrix
factorizations. We discovered our construction independently and our methods differ from theirs.
There is a similar homomorphism Brn → MF
sc
B2(X 2(Gn),−W ), β 7→ C¯
′
β and, in particular, C¯
′
‖ is the
complex of the identity braid. Informally, the complex Sβ should be thought as sheaf homology of the
2-periodic complex C¯β ⊗ C¯′‖ ∈ MF
sc
B2(X 2(Gn), 0) followed by the restriction to the stable part of X 2(Gn)
and extracting B invariant part of the product (B is embedded diagonally inside B2). To turn this informal
definition into a rigorous mathematical construction, in section 12 we introduce an auxiliary space Xℓ(Gn)
and work with matrix factorizations on this space.
1.5. Structure of the paper. In the section 2 we collect most of notations used in the paper, we also
state and prove some key properties of the matrix factorizations. In section 3 we state and prove the results
about matrix factorizations that are needed for the main body of the paper. In section 4 we introduce our
main tool: the convolution algebra on the space of matrix factorizations with the potential. In this section
we show that the convolution is associative and discuss generalizations of the construction. The section 5
is devoted to the study of Knorrer functor which intertwines the convolution algebras on the smaller space
X 2(Gn) with the convolution algebra on the bigger space X2(Gn).
The sections 6 and 7 contain the technical results about the convolution algebra that are used in the
rest of the paper, to be more precise we discuss various induction functors between the categories of matrix
factorizations associated to the braid groups of different rank and their relation with the convolution product.
At the end of section 6 we introduce the matrix factorizations that generate the braid group. In section 8
we prove several auxiliary results that we use later, in particular we show how the convolution with the
matrix factorization for the elementary braid could be computed with the use of rank 1 Chevalley-Eilenberg
complex.
Our proof of the braid relations for the matrix factorizations introduced in the section 6 is spread between
sections 9,10 and 11. In the section 12 we construct the sheaf S[β] and show that it only depends on the
conjugacy class of β. Finally, in the section 13 we prove our main theorem about the link invariant. Finally
in the very last section we prove the theorem 1.2 and define the differential dm|n that allows us to state a
conjecture relating our cohomology to the gl(m|n) type quantum invariants.
Finally, at the very end of the paper we compose the list of notations used in the paper. We tabulate the
first appearance of a symbol and the place of more in depth discussion of the corresponding object.
Acknowledgments: Authors would like to thank Dima Arinkin, Roman Bezrukavnikov, Tudor Dimofte,
Ben Elias, Tina Kanstrup, Davesh Maulik, Peter Samuleson, Jenia Tevelev for useful discussions. L.R. is
especially thankful to Dima Arinkin for illuminating explanations and to Eugene Gorsky for stimulating
discussions and sharing the results of his ongoing research. A.O. is especially thankful to Eugene Gorsky,
Matt Hogancamp, Andrei Negut¸ and Jake Rasmussen for extensive discussions about the subject and for
sharing their insight and intuition. Authors are very thankful to an anonymous referee for his/her Herculean
effort to improve the paper. A.O. would like to thank Simons Center for Geometry and Physics for support
during month-long stay in May 2015, the large portion of this work was written during this stay and the
conference at the end of the program presented us with opportunity to report on this work. Work of A.O.
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2. Basic space and Matrix factorizations
2.1. Notations, conventions.
2.1.1. Let us fix the following notations for the groups that appear in our work:
Gn = GLn, Tn ⊂ Bn ⊂ Gn.
We use gothic script for the Lie algebras of the respective groups. Whenever the rank of the group is
obvious from the context of the paper we omit the subscripts. Let Un = [Bn, Bn] and nn = Lie(Un). We
also denote the Lie algebra of Tn as hn.
Let us also fix the notations for the projections on the upper and the lower triangular parts of the matrix:
for a given square matrixX we denote byX+ andX++ the upper-triangular and the strictly upper-triangular
part of X :
(X++)ij =


Xij , i < j
0, i ≥ j
, (X+)ij =


Xij , i ≤ j
0, i > j
respectively X− := X − X++ and X−− := X − X+ are the lower-triangular and strictly lower-triangular
parts of X .
The main geometric object in our study is the (Gn ×Bℓn)-space Xℓ = gn × (Gn × nn)
ℓ with the following
action of the group:
(b1, . . . , bℓ) · (X, g1, Y1, . . . , gℓ, Yℓ) = (X, g1 · b
−1
1 ,Adb1(Y1), . . . , gℓ · b
−1
ℓ ,Adbℓ(Yℓ)),
h · (X,h · g1, Y1, . . . , gℓ, Yℓ) = (Adh(X), h · g1, Y1, . . . , h · gℓ, Yℓ).
The space X2 is the enlarged version of the space X 2(Gn), that was discussed in the introduction.
Sometimes we use notation X2(Gn) for X2.
2.2. Matrix factorizations: three lemmas. In this subsection we fix notations for matrix factorizations
and remind some basic facts about them. In particular we prove three lemmas that we will use in the main
body of the paper. These lemmas essentially contain all facts about matrix factorizations that are used
here. For more thorough review of the theory of matrix factorization the reader could consult the beautiful
original paper [11] or later surveys in [8].
Given an affine variety Z and a function F on it we define [11] the homotopy category MF(Z, F ) of
matrix factorizations whose objects are complexes of C[Z]-modules M = Modd ⊕Meven equipped with the
differential
D ∈ HomC[Z](Modd,Meven)⊕HomC[Z](Meven,Modd)
such that D2 = F . Thus MF(Z, F ) is a triangulated category as explained in subsection 3.1 of [37].
If Z is a variety with G-action and F is a G-invariant function then we define the category of strongly
equivariant matrix factorizations MFstrG (Z, F ) as the category of matrix factorizations with extra condition
that D is a G-equivariant matrix. Unfortunately, this definition is too restrictive and we use a slightly more
sophisticated definition for the category of equivariant matrix factorization. We postpone the details of our
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definition till the next section where we define matrix factorizations that are equivariant up to homotopy.
However, the naive equivariant matrix factorization as above are objects in our category.
Let us discuss some specific types of matrix factorizations that will be used in our paper. Suppose
C• = [C0 → C1 → · · · → Cn] is the complex of C[Z]-modules. Then we construct a matrix factorization
[C•]per ∈ MF(Z, 0) by setting M = Codd ⊕ Ceven, Ceven := ⊕i∈2ZCi, Codd = ⊕i∈1+2ZCi and the differential
is induced from the complex C•.
Another type of matrix factorization appearing in our work is obtained by ”doubling” the differential d+
of an ordinary complex (C•, d
+). Indeed, let us denote by MFℓ(Z, F ) the set of the following complexes:
C• = ⊕
ℓ
i=0Ci, d
+
i : Ci → Ci−1, d
−
i : Ci → C>i, (
∑
i
d−i + d
+
i )
2 = F · Id.
The complex C• with only the positive differentials d
+
i is called the positive part of the complex. There is
a folding map MFℓ(Z, F )→ MF(Z, F ) that associates to (C•, d±• ) a two-periodic complex [C•, d
±
• ]per . The
matrix factorizations of the above type occur very naturally in a geometric setting as explained in the lemma
below. The notations for the morphisms are as follows: Homk(C•, C•) = ⊕mHom(Cm, Cm−k) is notations
for the maps of C[Z]-modules and Homkd+(C•, C•) is the subspace of maps from Hom
k(C•, C•) that commute
with the differential d+.
Lemma 2.1. Let (C•, d
+
• ) be the complex
C0
d+1←−− C1
d+2←−− . . .
d+
ℓ←−− Cℓ
of C[Z] modules and F ∈ C[Z] such that
(1) Elements of Hom<0d+ (C•, C•) are homotopic to 0
(2) The element F ∈ Hom0d+(C•, C•) is homotopic to 0.
Then the complex (C•, d
+
• ) can be extended to (C•, d
±
• ) ∈MF
ℓ(Z, F ).
Proof. By assumption of the lemma, the endomorphism F · Id of (C•, d+• ) is homotopic to 0. This means
that there exist morphisms of C[Z] modules h
(−1)
i : Ci → Ci+1 such that F = h
(−1)
i ◦d
+
i+1+d
+
i ◦h
(−1)
i−1 . Then
a new differential D(−1) := d+ + h(−1) satisfies the relationÄ
D(−1)
ä2
− F = (h(−1))2 ∈ Hom≤−2(C•, C•).
Thus D(−1) provides a base of induction for the proof of existence h(−2i−1) ∈ Hom−2i−1(C•, C•), i ≥ 0 such
that
(1) [h(−1), d+]+ = F
(2) [h(−2i−1), d+]+ =
∑i−1
j=0 h
(−2j−1)h(−2i+2j+1), i > 0
were we used the notation [a, b]+ = ab+ ba.
Indeed, suppose we constructed h(−2i−1) for all i < j. Define D(−2j+1) = d+ +
∑j−1
k=0 h
(−1−2k), then the
inductive assumption implies:
(2.1)
Ä
D(−2j+1)
ä2
− F −R(−2j) ∈ Hom<−2j(C•, C•), R
(−2j) =
j−1∑
k=0
h(−2k−1)h(−2j+1+2k)
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On the other hand, a direct computation using the inductive assumptions and the fact that F commutes
with all h(2i−1) and d+ implies
(2.2) [d+, R(−2j)] = 0.
In more details, let us introduce notation R(<−2j) := (D(−2j−1))2 − F −R(−2j) then
0 = [D(−2j−1), (D(2j−1))2] = [d+ +
∑
i
h(−2i−1), F +R(−2j) +R(<−2j)]
= [d+, R(−2j)] + [d+ +
∑
i
h(−2i−1), R(<−2j)] + [
∑
i
h(−2j−1), R(−2j) +R(−2j−1)].
The first term in the last sum is from Hom−2j+1(C•, C•), on the other hand the last two are from Hom
<−2j+1(C•, C•)
thus (2.2) follows.
Thus R(−2j) is the morphism of the complex (C•, d
+) of degree−2j, that is, an element of Hom−2jd+ (C•, C•).
The assumption of our lemma implies that such morphism is homotopic to zero and the homotopy morphism
h(−2j−1) ∈ Hom−2j−1(C•, C•) provides the induction step since [h(−2j−1), d+]+ = R(−2j).
Thus by setting d−i =
∑
i h
(−2i−1) we obtain the desired extension because of (2.1). ✷
The extension described in Lemma 2.1 is unique up to a natural equivalence relation. First, let us fix
notations: the space of morphisms Homd±(A,B), A,B ∈MF
ℓ(Z, F ) consists of C[Z]-module homomorphism
that (super-)commute with the differentials d±• . This space is Z-graded with Hom
i
d±(A,B) consisting of
morphisms hk : Ak → Ak+i.
Lemma 2.2. Let A = (C•, d
±
• ), B = (C•, d˜
±
• ) ∈MF
ℓ(Z, F ) such that
(1) (C˜, d˜+• ) = (C•, d
+
• )
(2) Elements of Hom<0d+ (C•, C•) are homotopic to 0
(3) The element F ∈ Hom0d+(C•, C•) is homotopic to 0.
Then there is Ψ =
∑
i≤0Ψi, Ψi ∈ Hom
i(A,B) such that Ψ0 = Id and
Ψ ◦ (d+ + d−) ◦Ψ−1 = (d˜+ + d˜−).
Proof. For brevity let us denote by C+ the complex (C•, d
+
• ), respectively we use notation Homd+(C
+, C+)
for the morphisms that respect the differential d+ and Hom(C,C) for the morphisms of complexes simply
as modules. In particular in these notations we have
D = d+ + d−, D˜ = d+ + d˜− ∈ Hom1(C,C)⊕Hom≤−1(C,C).
We claim that there is sequence of morphisms Ψ(k) ∈ Hom≤0(C,C), k = 0, 1, 2, . . . such that
(1) Ψ
(k)
0 = Id,
(2) D(k) − D˜ ∈ Hom−k−1(C,C),
where D(k) = Ψ(k) ◦D ◦ (Ψ(k))−1.
Indeed, for k = 0 we can set Ψ(0) = Id. For the step of induction we assume the existence of Ψ(k−1), then
the leading term ∆ = (D(k−1) − D˜)−k ∈ Hom
−k(C,C) is actually an element of Hom−kd+ (C
+, C+) as could
be seen from degree −k + 1 part of the equation
(D(k−1))2 −D2 = 0.
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On the other hand the second assumption of the Lemma implies that all elements of Hom−kd+ (C
+, C+)
are homotopic to 0 and hence there is h ∈ Hom−k−1(C,C) such that [h, d+] = ∆. Hence the element
Ψ(k) := (1 + h) ◦Ψ(k−1) satisfies the condition of our induction statement.
Finally, since the complex C is bounded see that the morphism Ψ(ℓ) has the desired properties and our
proof is complete. ✷
The last lemma is very elementary but it is responsible for appearance of the Hilbert scheme of points on
the plane in our construction of the knot homology.
Lemma 2.3. Let Z be smooth and affine. The elements of the ideal Icrit generated by the partial derivatives
of the potential F act by zero homotopies on the elements of MF(Z, F )
Proof. Let z be a local coordinate on Z and D is the differential from some matrix factorization with the
potential F . Then we have
∂F
∂z
=
∂D
∂z
◦D +D ◦
∂D
∂z
.
Hence ∂D∂z is the map that provides a homotopy of
∂F
∂z to 0. ✷
2.3. Koszul matrix factorizations. In this subsection we set notations for a particular type of matrix
factorization that is ubiquitous in our work and in the previous work that relates matrix factorizations to
knot invariants [26]. We need slightly more general setting than the one from [26] because we work with
equivariant matrix factorizations. We state some simple properties of these factorizations that are used later
in the paper.
Suppose Z is a variety with the action of a group G and F is a G-invariant potential. An object of
the category MFstrB2 (Z, F ) is a free B
2-equivariant Z2-graded C[Z]-module M with the odd G-invariant
differential D such that D2 = F1M . In particular, a free G-equivariant C[Z]-module V with two elements
dl ∈ V , dr ∈ V ∗ such that (dl, dr) = F , determines a Koszul matrix factorization K(V ; dl, dr) =
∧• V with
the differential Dv = dl ∧ v + dr · v for v ∈
∧• V . We use a more detailed notation by choosing a basis
θ1, . . . , θn ∈ V and presenting dl and dr in terms of components: dl = a1θ1+ · · ·anθn, dr = b1θ∗1 + · · ·+ bnθ
∗
n:
(2.3) K(V ; dl, dr) =


a1 b1 θ1
...
...
...
an bn θn


The structure of G-module is described by specifying the action of G on the basis θ1, . . . , θn. In some cases
when G-equivariant structure of the module M is clear from the context we omit the last columns from
the notations. We call a matrix presenting Koszul matrix factorization Koszul matrix. For example, if we
change the basis θ1, . . . , θn to the basis θ1, . . . , θi + cθj , . . . , θj , . . . , θn the i-th and j-th rows of the Koszul
matrix will change: ñ
ai bi θi
aj bj θj
ô
7→
ñ
ai + caj bi θi + cθj
aj bj − cbi θj
ô
Suppose a1, . . . , an ∈ C[Z] is a regular sequence and F ∈ (a1, . . . , an). We can choose bi such that
F =
∑
i aibi and dl and dr are as above: dl = a1θ1 + · · · anθn, dr = b1θ
∗
1 + · · ·+ bnθ
∗
n. In general, there is no
unique choice for bi but all choices lead to homotopy equivalent Koszul matrix factorizations (in the non-
equivariant case they would be simply isomorphic). In other words, if b′i is a another collection of elements
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such that F =
∑
aib
′
i and d
′
r = b
′
1θ
∗
1 + · · · + b
′
nθ
∗
n then Lemma 2.2 implies that the complexes K(V ; dl, dr)
and K(V ; dl, d
′
r) are homotopy equivalent.
Indeed, we need to apply Lemma 2.2 for (C•, d
+
• ) = (C˜•, d˜
+
• ) = (Λ
•V, dl). The elements ai form a regular
sequence hence Λ•V, dl is homotopic to O = C[Z]/I, I = (a1, . . . , an) and we conclude that Hom
<0
d+
(C•, C•) =
Hom<0d+ (O, C•) = 0. Moreover, the differentials dr and d
′
r are homotopies between F ∈ Hom
0
d+
(C•, C•)
and 0. Thus there is a homotopy between K(V ; dl, dr) and K(V ; dl, d
′
r) and from now on we use notation
KF (a1, . . . , an) for such matrix factorization.
3. Equivariant structure of matrix factorizations and their push-forwards
In this section we discuss the properties of equivariant matrix factorizations and construct the push
forward of matrix factorizations along the embedding of affine varieties j : Spec(R)→ Spec(S). There is a
more general, more sophisticated construction for push forward of matrix factorization that could be found
in [10] but the functor from [10] is of different nature then ours. Our construction of the push-forward relies
on the generalizations of the lemmas from the previous section and we discuss these extensions first.
3.1. Technical lemmas: non-equivariant version. We keep notations consistent with the previous sec-
tion. Let Modper(Z) be a category of Z2-graded free C[Z] modules with endomorphisms. An object F ∈
Modper(Z) is a pair (M,D), M =M0⊕M1, M i = C[Z]di and D ∈ HomC[Z](M
1,M0)⊕HomC[Z](M
0,M1).
The space of morphisms between two elements of Modper(Z) consists of morphisms of the corresponding
C[Z]-modules that intertwine the endomorphisms.
We denote by Comper(Z) be the category of complexes of Z2-graded modules with endomorphisms. We
denote by Modper(Z) the abelian category with objects (M,D) where M =M0 ⊕M1 is a Z2-graded C[Z]-
module and D ∈ HomC[Z](M
i,M i+1). The morphisms in Modper(Z) preserve Z2-grading and intertwine the
endomorphisms. We would like to emphasize that the elements of Modper(Z) are not matrix factorizations
in general since we do not impose constraint D2 =W and do not require the modules Mi to be free.
An object of Comper(Z) is a collection of objects Fi ∈ Modper(Z), Fi = (Mi, Di), Mi = C[Z]ri and
morphisms d+i : Mi → Mi−1 which are morphisms of elements of Modper(Z) and (d
+)2 = 0 as a linear
map Mi →Mi−2. Since d
+
i intertwines the endomorphisms Di−1 and Di the kernel ker d
+
i ⊂Mi and image
im d+i ⊂ Mi−1 are elements of Modper(Z) and we use notation H
i(F) for the quotient ker d+i / im d
+
i+1. For
subset of Comper(Z) consisting of complexes F such that Mi = 0 for i /∈ [0, ℓ] we use notation Com
ℓ
per(Z).
Analogously to the previous case we introduce notation Homk(F•,F•) = ⊕iHom(Fi,Fi−k) respectively
we use notation Homkd+(F•,F•) for the elements of Hom
k(F•,F•) that commute with the differential d+.
The homotopy relations between the elements of Homkd+(F•,F•) is defined in the natural way:
f ∼ g, iff there is h ∈ Homk−1(F•,F•), f − g = d
+ ◦ h− h ◦ d+.
The technical lemma that we need later is a generalization of lemmas 2.1 and 2.2, the proof is essentially
identical to the proof of the above mentioned lemmas.
Lemma 3.1. Let (F•, d+• ), Fi = (Mi, Di) be an element of Com
ℓ
per(Z) and F ∈ C[Z] such that Mi are free
C[Z]-modules and
(1) Elements of Hom<0d+ (F•,F•) are homotopic to 0
(2) Element F −D2 ∈ Hom0d+(F•,F•) is homotopic to 0
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Then there are maps d−ij ∈ Hom(Fi,Fj), j > i such that
[(F•, D + d
+ + d−)]per ∈ MF(Z, F ).
Proof. By assumption of the lemma there exist morphisms of C[Z] modules h
(−1)
i ∈ Hom(Fi,Fi+1) such
that F −D2 = h
(−1)
i ◦d
+
i+1+d
+
i ◦h
(−1)
i−1 . Then a new differential D
(−1) := D+d++h(−1) satisfies the relationÄ
D(−1)
ä2
− F = (h(−1))2 ∈ Hom≤−2(C•, C•).
Thus D(−1) provides a base of induction for the proof of existence h(−2i−1) ∈ Hom−2i−1(F•,F•), i ≥ 0 such
that
(1) [h(−1), d+]+ = F −D2
(2) [h(−2i−1), d+]+ =
∑i−1
j=0 h
(−2j−1)h(−2i+2j+1), i > 0
were we used the notation [a, b]+ = ab+ ba.
Indeed, suppose we constructed h(−2i−1) for all i < j. Define D(−2j+1) = D + d+ +
∑j−1
k=0 h
(−1−2k), then
the inductive assumption implies:
(3.4)
Ä
D(−2j+1)
ä2
− F +D2 −R(−2j) ∈ Hom<−2j(F•,F•),
R(−2j) =
j−1∑
k=0
h(−2k−1)h(−2j+1+2k)
On the other hand, a direct computation using the inductive assumptions and the fact that F commutes
with all h(2i−1) and d+ implies
(3.5) [d+, R(−2j)] = 0.
In more details, let us introduce notation R(<−2j) := (D(−2j−1))2 − F −R(−2j) then
0 = [D(−2j−1), (D(2j−1))2] = [D + d+ +
∑
i
h(−2i−1), F −D2 +R(−2j) +R(<−2j)]
= [d+, R(−2j)] + [d+ +
∑
i
h(−2i−1), R(<−2j)] + [
∑
i
h(−2j−1), R(−2j) +R(−2j−1)].
The first term in the last sum is from Hom−2j+1(F•,F•), on the other hand the last two are from Hom
<−2j+1(F•,F•)
thus (3.5) follows.
Thus R(−2j) is the morphism of the complex (F•, d+) of degree−2j, that is, an element of Hom
−2j(F•,F•).
The assumption of our lemma implies that such morphism is homotopic to zero and the homotopy morphism
h(−2j−1) ∈ Hom−2j−1(F•,F•) provides the induction step since [h(−2j−1), d+]+ = R(−2j).
Thus by setting d−i =
∑
i h
(−2i−1) we obtain the desired extension because of (3.4). ✷
Lemma 3.2. Let (F•, d+• ) be an element of Com
ℓ(Z) and F ∈ C[Z] that satisfy conditions of the previous
lemma. Suppose there two sets of differentials d−ij , dˆ
−
ij : Fi → Fj, j > i such that
[(F•, D + d
+ + d−)]per ∈MF(Z, F ), [(F•, D + d
+ + dˆ−)]per ∈MF(Z, F )
then there is Ψ =
∑
i≤0Ψi, Ψi ∈ Hom
−i(F•,F•), Ψ = Id such
Ψ ◦ (D + d+ + d−) ◦Ψ−1 = D + d+ + dˆ−.
Proof of the this lemma is identical to the proof of lemma 2.2 and we omit it.
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3.2. Push forward. Let us assume that R = S/I where I = (f1, . . . , fn) and functions fi form a regular
sequence in S. In other words, the Koszul complex K(I) = (Λ•W ⊗C[Z], dK), W = Cn has homologies only
in degree 0. For W ∈ S let w be its image under the quotient map j : S → R. For a matrix factorization
F = (M,D) ∈MF(R,w), M = Rk, we can construct a matrix factorization j∗(F) ∈MF(S,W ) in two steps.
Step 1: Let us choose a lift D˜ ∈ Hom(M˜, M˜), M˜ := Sk for the matrix coefficients of D.
Step 2 : The difference D2 − (D˜)2 has entries in the ideal I. The data ((M˜ ⊗ Λ•W, D˜), dK) defines an
element of Comnper(Z). By our first remark this element satisfies the second condition of lemma 2.1 and the
regularity of the sequence fi implies the first condition.Thus we can apply the lemma to obtain differentials
d−ij : M˜ ⊗ Λ
iW → M˜ ⊗ ΛjW such that
(M˜ ⊗ Λ•W,dK +D + d
−)per ∈ MF(Z, F ),
we denote this element j∗(F).
The first step of our construction involves a choice of D˜, but the homotopy class of ((M˜ ⊗Λ•W, D˜), dK) ∈
Comnper(Z) is independent of this choice since any two choices of lift D differ by the endomorphism that
is homotopic to 0. The second step produces an element that is unique up to automorphism according to
lemma 3.2.
To show that the element j∗(F) ∈ MF(Z, F ) is well-defined, we also need to show that we can extend j∗
to the space of morphisms between the objects and that homotopy equivalent morphisms get mapped into
the homotopy equivalent maps. We prove this later for the equivariant version of the push-forward and since
there is a natural forgetful functor from the equivariant to non-equivariant category the well defines of j∗(F)
follows.
Remark 3.3. In the case when j is a section of a map π the first step of our construction could be made
canonical and we encounter this situation in our work. In more details: suppose there is map π : Z → Z0
such that π ◦ j = id and F ∈ MF(Z0, w). Then the pull back π
∗(F) ∈ MF(Z, π∗(w)) provides an extension
of F on Z required by the first step of our construction.
3.3. Chevalley-Eilenberg complex. Let us remind the general setting of Chevalley-Eilenberg homology.
Suppose that h is a Lie algebra. Chevalley-Eilenberg complex CEh is the complex (V•(h), d) with Vp(h) =
U(h)⊗C Λph and differential dce = d1 + d2 where:
d1(u⊗ x1 ∧ · · · ∧ xp) =
p∑
i=1
(−1)i+1uxi ⊗ x1 ∧ · · · ∧ xˆi ∧ · · · ∧ xp,
d2(u ⊗ x1 ∧ · · · ∧ xp) =
∑
i<j
(−1)i+ju⊗ [xi, xj ] ∧ x1 ∧ · · · ∧ xˆi ∧ · · · ∧ xˆj ∧ · · · ∧ xp,
For hmodule V we define CEh(V ) := HomU(h)(CEh, V ). The homology of this complex is called Chevalley-
Eilenberg cohomology of V : H∗Lie(h, V ). Consider a groupH such that Lie(H) = h, Z is an affine variety with
H-action and H-invariant function F . Suppose we are given F ∈ MFh(Z, F ), that is, we have a Z2-graded
C[Z] module M with differential D such that D2 = F · Id and D(h · m) = h · D(m) for any h ∈ H . The
complex HomU(h)(CEh,M) is a Z× Z2-graded module and we collapse the first Z-grading to Z2-grading.
The map D + dce respects Z2-grading and the direct computation shows that D and dce anti-commute.
Hence (D+ dce)
2 = F and we define CEh(F) := (HomUh(CEh,M), D+ dce). The differential dce commutes
with the elements of the ring invariants C[Z]h, thus the complex CEh(F) ∈ MF(Z/H, F ) where Z/H =
Spec(C[Z]h).
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Later on we will need an analog for the lemma 2.1 in the case of equivariant matrix factorizations. Our
proof the lemma 2.1 relies on the fact that every map from Hom<0(C+, C+) is homotopically trivial and
hence we can construct a homotopy that connects this map to 0. It appears to us that the analog of this
statement does not hold in the equivariant setting: the homotopy connecting the map to 0 in general is
equivariant up to homotopy.
Thus to make our proof of lemma 2.1 work in equivariant setting one would have to enlarge our category
of equivariant complexes to the category of L∞-complexes. That would make our theory extremely technical
and we postpone this development for subsequent publications. Below we explain more elementary way to
get around this problem: we incorporate Eilenberg-Chevalley complex in our definition of equivariant matrix
factorizations. We give details below and we start with some preliminary material.
Let us define by ∆ the standard map h → h ⊗ h defined by x 7→ x ⊗ 1 + 1 ⊗ x. Suppose V and W
are modules over Lie algebra h then we use notation V⊗
∆
W for h-module which is isomorphic to V ⊗W
as vector space, the h-module structure being defined by ∆. Respectively, for a given h-equivariant matrix
factorization F = (M,D) we denote by CEh⊗
∆
F the h-equivariant matrix factorization (CEh⊗
∆
F , D + dce).
The h-equivariant structure on CEh⊗
∆
F originates from the left action of U(h) that commutes with right
action on U(h) used in the construction of CEh.
In more details, for a given h-module M the complex CEh⊗
∆
M has terms U(h)⊗Λi(h)⊗M with h-module
structure
x · (u ⊗ ω ⊗m) = x · u⊗ ω ⊗m,
and the differential of the complex is dce = d1 + d2 where:
d1(u⊗ x1 ∧ · · · ∧ xp ⊗m) =
p∑
i=1
(−1)i+1 (uxi ⊗mx1 ∧ · · · ∧ xˆi ∧ · · · ∧ xp ⊗m+
x1 ∧ · · · ∧ xˆi ∧ · · · ∧ xp ⊗ xi ·m) ,
d2(u ⊗ x1 ∧ · · · ∧ xp) =
∑
i<j
(−1)i+ju⊗ [xi, xj ] ∧ x1 ∧ · · · ∧ xˆi ∧ · · · ∧ xˆj ∧ · · · ∧ xp.
A slight modification of the standard fact that CEh is the resolution of the trivial module implies that
CEh⊗
∆
M is a free resolution of the h-module M .
3.4. Equivariant matrix factorizations. We keep previous notations: Z is an affine variety with H-action
and F ∈ C[Z]h. Define a category Modh whose objects are finite-dimensional H-representations V . Now
define the category MFh(Z, F ) whose objects are triples (M,D, ∂) whereM =M
0⊕M1 andM i = C[Z]⊗V i,
V i ∈ ModH , ∂ ∈ ⊕i>j HomC[Z](Λ
ih ⊗M,Λjh ⊗M) and D is an odd endomorphism D ∈ HomC[Z](M,M)
such that
D2 = F, Dtot
2 = F, Dtot = D + dce + ∂,
where the total differential Dtot is an endomorphism of CEh⊗
∆
M , that commutes with the U(h)-action.
Note that we do not impose the equivariance condition on the differential D in our definition of matrix
factorizations. On the other hand, if F = (M,D) ∈ MF(Z, F ) is a matrix factorization with D that
commutes with h-action on M then (M,D, 0) ∈MFh(Z, F ).
There is a natural forgetful functor MFh(Z, F )→ MF(Z, F ) that forgets about the correction differentials:
F = (M,D, ∂) 7→ F ♯ := (M,D).
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Given two h-equivariant matrix factorizations F = (M,D, ∂), F˜ = (M˜, D˜, ∂˜) the space of morphisms
Hom(F , F˜) consists of homotopy equivalence classes of elements Ψ ∈ HomC[Z](CEh⊗
∆
M,CEh⊗
∆
M˜) such that
Ψ ◦ Dtot = D˜tot ◦ Ψ and Ψ commutes with U(h)-action on CEh⊗
∆
M . Two map Ψ,Ψ′ ∈ Hom(F , F˜) are
homotopy equivalent if there is h ∈ HomC[Z](CEh⊗
∆
M,CEh⊗
∆
M˜) such that Ψ−Ψ′ = D˜tot ◦ h+ h ◦Dtot and
h commutes with U(h)-action on CEh⊗
∆
M .
Given two h-equivariant matrix factorizations F = (M,D, ∂) ∈ MFh(Z, F ) and F˜ = (M˜, D˜, ∂˜) ∈
MFh(Z, F˜ ) F ⊗ F˜ ∈ MFh(Z, F + F˜ ) as the equivariant matrix factorization (M ⊗ M˜,D + D˜, ∂ + ∂˜).
3.5. Extension lemmas. We have the following analog of Lemma 2.1 and respective uniqueness result.
Lemma 3.4. Let (C•, d
+
• ) be a h-equivariant complex
C0
d+1←−− C1
d+2←−− . . .
d+
ℓ←−− Cℓ
of C[Z] modules and F ∈ C[Z]h such that
(1) Elements of Hom<0d+ (C•, C•) are homotopic to 0
(2) The element F ∈ Hom0d+(C•, C•) is homotopic to 0.
Then there are homomophisms d−ij : Ci → Cj , i > j of C[Z]-modules such that
[(C•, d
+ + d−)]per ∈MF(Z, F )
and there are homomorphisms of C[Z], ∂−ij : Λ
•h⊗ Ci → Λ<•h⊗ Cj, j > i such that
[(C•, d
− + d+, ∂−)]per ∈MFh(Z, F ).
We do not provide a proof of this lemma since it is a particular case of a more general statement that is
proven below. The more general statement is an equivariant version of lemmas 3.1 and 3.2.
Let Modhper(Z) be a category of Z2-graded free C[Z] modules with endomorphisms equipped with h-
equivariant structure. That is an object F ∈Modhper(Z) is the triple (M,D, ∂),M =M
0⊕M1,M i = C[Z]⊗
W i where W i ∈ Modh, D ∈ HomC[Z](M
1,M0) ⊕ HomC[Z](M
0,M1), ∂ =
∑
i>j ∂ij , ∂ij ∈ HomC[Z](Λ
ih ⊗
M,Λjh⊗M).
The h-action on Mi is defined by the Hopf formula and using this action one define differential dce
on CEh⊗
∆
M . The space of morphism between two objects (M,D, ∂), (M˜, D˜, ∂˜) ∈ Modhper(Z) consists of
morphisms Ψ ∈ HomC[Z](M, M˜) that intertwine the endomorphisms:
Ψ ◦ (D + dce + ∂) = (D˜ + d˜ce + ∂˜) ◦Ψ.
We do not require h-equivariance for the morphisms in the category and we do not require h-equivariance of
D.
Similarly we define Comhper(Z) to be the category of (not necessarily h-equivariant) complexes of objects
of Modhper(Z), we do not impose h-equivariance conditions on the morphisms and homotopies in Com
h
per(Z).
In this setting we have the following equivariant version lemma 3.1,3.2:
Lemma 3.5. Let (F•, d+• ), Fi = (Mi, Di, ∂i) be an element of Com
h,ℓ
per(Z) and F ∈ C[Z]
h such that
(1) Elements of Hom<0d+ (F•,F•) are homotopic to 0
(2) Element F −D2 ∈ Hom0d+(F•,F•) is homotopic to 0
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(3) Element F − (D + ∂ + dce)2 ∈ Hom
0
d+(CEh⊗
∆
F•,CEh⊗
∆
F•) is homotopic to 0.
Then there are maps d−ij : Fi → Fj, i > j of elements of Modper(Z) such that
[(F•, d
+ +D + d−)]per ∈MF(Z, F )
and there are maps of elements of Modper(Z), ∂
−
ij : Λ
•h⊗ Fi → Λ<•h⊗Fj, j > i such that
[(F•, D + d
− + d+, ∂ + ∂−)]per ∈ MFh(Z, F ).
Proof. In the proof we would use short hand notations Homi, Homid+ for space morphisms Hom
i(F•,F•)
and Homid+(F•,F•). We also assume that we have chosen the signs in our construction of d+ in such that the
equivariance condition is equivalent to [d++D, dce+∂]+ = 0. Given linear map A ∈ Hom(CEh⊗
∆
F•,CEh⊗
∆
F•)
we denote by [A]k the part of A that is in Hom(CEh,CEh)⊗Hom
i.
As first step of our construction we apply the lemma 3.1 to construct differentials d−ij : Fi → Fj such that
[(F•, D + d
+ + d−)]per ∈ MF(Z, F ).
By the first step and the assumption of the lemma we have
(d+ + d− +D + ∂ + dce)
2 − F = [d+ + d− +D, ∂ + dce]+
+ (∂ + dce)
2 ∈ Hom(Λ∗h,Λ∗h)⊗Hom≤0 .
Since ∂ + dce ∈ Hom(Λ•h,Λ<•h)⊗Hom
0, we conclude that there is h(−1) ∈ Hom(Λ•h,Λ<•h)⊗Hom−1 such
that [h(−1), d+]+ = (∂ + dce)
2 and hence
d(−1) := (d+ + d− +D + ∂ + dce)
2 − F − [h(−1), d+]+
= [d−, ∂ + dce] ∈ Hom(Λ
∗h,Λ∗h)⊗Hom<0 .
Let us define D(0) := d+ +D + ∂ + dce + d
− + h(−1) then we see that
(D(0))2 − F = d(−1) + [h(−1), d− +D + ∂ + dce]+ + (h
(−1))2 ∈ Hom(Λ•h,Λ<•)⊗Hom<0 .
We have proved the seed of induction for the following statement. For any k there is h(k) ∈ Hom(Λ•h,Λ<•h)⊗
Hom−k such that
(D(k))2 − F ∈ Hom(Λ•h,Λ<•h)⊗Hom<−k, D(k) = D(k−1) + h(−k−1).
Suppose we have constructed D(k) and h(−i), i ≤ k + 1. By induction assumption we have (D(k))2 =
F + [(D(k))2]<−k and we see that
0 = [D(k), (D(k))2] = [D(k), [(D(k))2]<−k] = [d+, [(D
(k))2)]−k−1]
+ [d+, [(D
(k))2]<−k−1] + [D + ∂ + dce + d
− +
∑
i
h(−i), [(D(k))2]<−k].
the first summand of the last expression is from Hom(Λ•h,Λ<•h)⊗Hom−k and the last two summands are
from Hom(Λ•h,Λ<•h)⊗Hom<−k. Hence [(D(k))2]−k−1 ∈ Hom
−k−1
d+
and hence it is homotopic to 0 and thus
there is
h(−k−2) ∈ Hom(Λ•h,Λ<•h)⊗Hom−k−2
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such that [(D(k))2]−k−1 = [d+, h
(−k−2)]+. The differential D
(k+1) = D(k) + h(−k−2) provides the induction
step.
By setting ∂− =
∑
i h
(−i) we complete our proof. ✷
Lemma 3.6. Let (F•, d+• ) be an element of Com
h,ℓ(Z) and F ∈ C[Z]H that satisfy conditions of the previous
lemma. Suppose there two sets of differentials d−, dˆ− : Fi → Fj, ∂
−
ij , ∂ˆij : Λ
•h⊗Fi → Λ<•h⊗Fj, j > i such
that
[(F•, D + ∂ + d
+ + d− + dce + ∂
−)]per , [(F•, D + ∂ + d
+ + dce + dˆ
− + ∂ˆ−)]per ∈MF(Z, F )
then there is Ψ =
∑
i≤0Ψi, Ψ−i ∈ Hom
−i(CEh⊗
∆
F•,CEh⊗
∆
F•), Ψ0 = Id, Ψ−1 = 0, such
Ψ ◦ (D + ∂ + d+ + d− + dce + ∂
−) ◦Ψ−1 = D + ∂ + d+ + dˆ− + dce + ∂ˆ
−.
Proof. Let d0 = D+ ∂ + dce, d− = d
− + ∂− and Dtot = d
+ + d0 + d−, dˆ− = ∂ˆ
− + dˆ−, Dˆtot = d
+ + d0 + dˆ−.
Suppose we constructed Ψ−i ∈ Hom
−i(CEh⊗
∆
F•,CEh⊗
∆
F•), k > i ≥ 0 such that Ψ(k) :=
∑
0≤i<k Ψ−i satisfies
Dˆtot −D
(k)
tot ∈ Hom
≥−k+1, D
(k)
tot = Ψ
(k) ◦Dtot ◦ (Ψ
(k))−1.
Let us use notation ∆ = −Dˆtot +D
(k)
tot then we have
0 = (Dˆtot +∆)
2 − (Dˆtot)
2 = [[∆]−k+1, d+]+ + [[∆]≤−k, d+]+ + [∆, d0 + dˆ−]+ +∆
2.
Since the first summand is from Hom−k+2 and the rest of summands are from Hom≤−k+1 we get that
[[∆]−k+1, d+]+ = 0. Thus there is Ψ−k ∈ Hom
−k such that [∆]−k+1 = [d
+,Ψ−k]. The element Ψ
(k+1) :=
Ψ(k) +Ψ−k prove our inductive statement.
✷
3.6. Lifting lemma for morphisms. To define equivariant push-forward below we need to state few extra
facts about our lifting procedure.
Lemma 3.7. Suppose we are are given (F•, d+• ), Fi = (Mi, Di) and (F˜•, d˜
+
• ), F˜i = (M˜i, D˜i) be an element
of Comh,ℓper(Z) and F ∈ C[Z]
h such that they satisfy conditions of lemma 3.5 and ∂, d−, ∂˜, d˜− are as in
conclusion of lemma 3.5. Let us also assume that elements of Hom<0
d+,d˜+
(F•, F˜•) are homotopic to 0
Suppose also that there is a map Ψ ∈ Homk(CEh⊗
∆
F•,CEh⊗
∆
F˜•), k ≤ 0 such that d˜+ ◦Ψ = −Ψ ◦ d+ and
(D˜ + d˜ce + ∂) ◦ Ψ − Ψ ◦ (D + dce + ∂˜) is d+, d˜+ homotopic to 0. Then there are h-equivariant elements
Ψi ∈ Hom
k−i(CEh⊗
∆
F•,CEh⊗
∆
F˜•), i > 0 such that
D˜tot ◦ (Ψ +
∑
i
Ψi) = (Ψ +
∑
i
Ψi) ◦Dtot,
D˜tot := d˜
+ + D˜ + ∂ + d˜− + d˜ce + ∂˜
−, Dtot := d
+ +D + ∂ + dce + ∂
−,
The elements Ψi are unique up-to the homotopy: if
Ψ′i ∈ Hom
k−i(CEh⊗
∆
F•,CEh⊗
∆
F˜•)
is another collection of elements satisfying previous equation then there is h such that∑
i
Ψi −Ψ
′
i = D˜tot ◦ h− h ◦Dtot
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Proof. Let us introduce short-hand notations d0 = D + ∂ + dce and d˜0 = D˜ + ∂˜ + d˜ce, d− = d
− + ∂−,
d˜− = d˜− + ∂˜−. We also use notations Homi, Homid+ as in the previous lemmas.
First let us notice that
D˜tot ◦Ψ−Ψ ◦Dtot =
Ä
d˜0 ◦Ψ−Ψ ◦ d0
ä
+
Ä
d˜− ◦Ψ−Ψ ◦ d−
ä
.
The first summand is homotopic to 0 by the theorem assumption and the second term is from Hom<k and
[d+, d˜− ◦Ψ−Ψ ◦ d−] = [d
+, d˜−]+ ◦Ψ−Ψ ◦ [d
+, d−]+ = (F − d˜
2
0) ◦Ψ−Ψ ◦ (F − d
2
0) = 0.
Thus there are maps Ψ1 ∈ Hom
k−1,Ψ2 ∈ Hom
k−2 such that [d+,Ψ2]+ = [d˜− ◦ Ψ − Ψ ◦ d−]k−1 and
[d+,Ψ1]+ = d˜0 ◦Ψ−Ψ ◦ d0. Hence Ψ(2) = Ψ+Ψ1 +Ψ2 such that
D˜tot ◦Ψ
(2) −Ψ(2) ◦Dtot ∈ Hom
≤k−2 .
That is the seed to the inductive construction of Ψ(m) = Ψ+
∑m
i=1Ψm such that
D˜tot ◦Ψ
(m) −Ψ(m) ◦Dtot ∈ Hom
≤k−m .
To prove the step of induction we observe that
D˜tot ◦
Ä
D˜tot ◦Ψ
(m) −Ψ(m) ◦Dtot
ä
−
Ä
D˜tot ◦Ψ
(m) −Ψ(m) ◦Dtot
ä
◦Dtot = 0
because D2tot = F and D˜tot = F . If we denote by R the expression D˜tot ◦Ψ
(m) −Ψ(m) ◦Dtot then we get:
0 = D˜tot ◦R−R ◦Dtot = [d
+, [R]k−m] +
Ä
(d˜0 + d˜−) ◦ [R]k−m
−[R]k−m ◦ (d0 + d−)) +
Ä
D˜tot ◦ [R]<k−m − [R]<k−m ◦Dtot
ä
.
Since the first summand of the last expression is from Homk−m+1 and the last two terms are from Hom≤k+m
we conclude that [d+, [R]k−m] = 0. Thus [R]k−m ∈ Hom
k−m
d+
and there is Ψm+1 ∈ Hom
k−m−1 such that
[R]k−m = [Ψm+1, d
+]+. Hence Ψ
(m+1) = Ψ(m) +Ψm+1 proves the induction step.
The last part of the lemma follows from the following statement. Suppose Ψ ∈ Hom<k, k ≤ 0 is such
that D˜tot ◦ Ψ = Ψ ◦Dtot then there is h ∈ Hom
<k+1 such that Ψ′ = Ψ − (D˜tot ◦ h+ h ◦Dtot) ∈ Hom
<k−1.
Indeed, since
D˜totΨ
′ −Ψ′ ◦Dtot = (D˜tot)
2 ◦ h− h ◦ (Dtot)
2 = 0,
we can run inductive argument and construct g such that Ψ = D˜tot ◦ g + g ◦Dtot.
The statement itself follows from the computation below:
0 = D˜tot ◦Ψ−Ψ ◦Dtot = [d
+, [Ψ]k−1] +
Ä
(d˜0 + d˜−) ◦ [Ψ]k−1]
−[Ψ]<k−1 ◦ (d0 + d−)) +
Ä
D˜tot ◦ [Ψ]<k−1 − [Ψ]<k−1 ◦Dtot
ä
since the first summand is from Homk and the other summands are from Hom<k and thus [d+, [Ψ]k−1] = 0
and [Ψ]k−1 is homotopically trivial with respect to d+. It is easy to check that h, such that [d
+, h]− = [Ψ]k−1
provides a proof of the statement. ✷
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3.7. Equivariant push-forward. Let S = C[Z] and Lie algebra h acts on Z. Let us assume that R = S/I
where I = (f1, . . . , fn) and functions fi form a regular sequence in S and I is h-invariant. Let Z0 = Spec(R).
The Koszul complex K(I) = (Λ•W ⊗C[Z], dK), W = Cn is h-equivariant and has homologies only in degree
0. Let w ∈ Rh and W ∈ Sh such that W − w ∈ I. Let us choose F = (M,D, ∂) ∈ MFh(Z0, w), M = Sk
then we can construct a matrix factorization hj∗(F) ∈MFh(Z,W ) in two steps.
Step 1: We apply method of subsection 3.2 to construct j∗(F) = (M˜, D˜ + dK + d
−) ∈ MF(Z,W ).
Step 2 : Use lemma 3.5 to construct ∂− such that F˜ := (M˜, D˜ + dK + d−, ∂− + ∂) ∈ MFh(Z,W ). The
element F is defined up to isomorphism according to lemma 3.6 and we set j∗(F) := F˜ . To complete our
construction of the functor:
(3.6) j∗ : MFh(Z0, w)→ MFh(Z,W ).
we still need to discuss the action of the functor on the space of morphisms and homotopies between the
morphisms and that is done below.
Let F = (M,D, ∂), F˜ = (M˜, D˜, ∂) ∈ MFh(Z0, w) and ψ is the morphism between F and F˜ in the
category MFh(Z0, w). Let us constrict F ′ = (M ′, D′, ∂′) = j∗(F) and F˜ ′ = (M˜ ′, M˜ ′, ∂˜′) = j∗(F˜) as above.
The lemma 3.7 implies that we extend it to the morphism Ψ in MFh(Z,W ). Indeed if we choose a extension
ψ˜ ∈ HomC[Z](M, M˜), of ψ then ψ˜ satisfies the assumptions of the lemma 3.7 and the lift Ψ = ψ˜ +
∑
i>0 ψ˜i
exists. Moreover the second part of the lemma implies that the lift is unique up to the homotopy thus we
have the map:
j∗ : HomMFh(Z0,w)(F , F˜)→ HomMFh(Z0,w)(F
′, F˜ ′).
Thus completed our construction of the functor of homotopic categories (3.6).
4. Convolution algebra: definition
In this section we define convolution product on categories MFB2(X2,W ) and MFB2(X 2,W ) and explain
how these two convolutions are related. Thus we construct the functor
Φ : MFB2(X 2,W )→ MFB2(X2,W )
which is an equivariant version of Knorrer periodicity functor [29].
4.1. Category of B2-equivariant matrix factorizations. The Borel subgroup B is the semi-direct prod-
uct B = T ⋉ U where U is the unipotent group with Lie(U) = n. Suppose we are given a variety Z with
B2-action and F ∈ C[Z]B
2
. Then we define MFB2(Z, F ) as a subcategory of MFn2 (Z, F ) that has ob-
jects and morphisms which are strongly T 2-equivariant. In more details, an object F ∈ MFB2(Z, F ) is the
following collection of data:
F = (M,D, ∂l, ∂r),
where M = C[Z] ⊗ W , W ∈ Modfilt
n2
is a Z2-graded B
2-module with the strict filtration; D is T 2-
equivariant odd C[Z]-equivariant endomorphism of M ; ∂l, ∂r ∈ Hom(Λ•(n),Λ<•n) ⊗ HomC[Z](M•,M>•)
are T 2-equivariant maps such that
D2 = F, (Dtot)
2 = F, Dtot = D + dce + ∂l + ∂r,
where Dtot is n
2-equivariant endomorphism of CEn2⊗
∆
M . Here we assume that
(∂l + ∂r)(ωl ⊗ ωr ⊗m) = sw(ωr ⊗ ∂l(ωl ⊗m)) + ωl ⊗ ∂r(ωr ⊗m),
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where n2 = nl ⊕ nr and ωl ∈ nl, ωr ∈ nr and sw : Λ•n⊗ Λ•n⊗M → Λ•n⊗ Λ•n⊗M is the linear map that
switches the first two factors.
For a matrix factorization F˜ = (M˜, D˜, ∂), the morphism space HomMF
B2
(F , F˜ ) consists of homotopy
equivalence classes of T 2-equivariant maps
Ψ ∈ HomC[Z](CEh2⊗
∆
M,CEh2⊗
∆
M˜)
such that Ψ ◦Dtot = D˜tot ◦Ψ and Ψ-commutes with h2 action on CEh2⊗
∆
M and CEh2⊗
∆
M˜
More generally, for a variety Z with Bℓ-action and F ∈ C[Z]B
ℓ
there is analogously defined category
MFBℓ(Z, F ) with morphism and objects being T
ℓ-equivariant in the strong sense. Details of the definition
of MFBℓ(Z, F ) are basically identical to the previously given definition.
4.2. Potential and main category of matrix factorizations. In this section we introduce an associative
convolution operation in the category of matrix factorizations on the space X2. In subsequent sections we
construct a homomorphism from the braid group into this convolution algebra. This allows us to associate
a particular matrix factorization to a braid and in the section 13 we explain how one can extract knot
homology out of this matrix factorization.
We choose coordinates on X2 = g×(G×b)2 as (X, g1, Y1, g2, Y2) and consider a G×B2-invariant potential
on X2:
(4.7) W (X, g1, Y1, g2, Y2) = Tr(X(Adg1(Y1)−Adg2(Y2))).
The torus Tsc acts on X2 and degTsc W = t
2. Consider the category of MFscB2(X2,W ) of Tsc-graded
B2-equivariant matrix factorizations whose differentials have degree degTsc D = t. The morphisms and
homotopies in the category are assumed to be Tsc-invariant.
Our main category is the subcategory MFscB2(X2,W )
G of MFscB2(X2,W ) that consists of the complexes
that are G-equivariant in the strong sense. The G-action on X2 is free and as we show in subsection 4.4 the
category MFscB2(X2,W )
G is equivalent to the category of B2-equivariant matrix factorizations on X2/G. To
simplify notations, from now on we use notation MFscB2(X2,W ) for MF
sc
B2(X2,W )
G.
We also use notation qktm for shift functor for the weights of the action of Tsc: if V is a vector space
with C∗t × C
∗
q action then q
ktm · V is the same vector space with q- and t-degrees shifted by k and m: for
v ∈ V and (λ, µ) ∈ C∗t ×C
∗
q we define (λ, µ) · (q
ktmv) = λkµmqktm((λ, µ) · v). Respectively we use notation
qktm · F ∈ MFscB2(X2,W ) for the matrix factorization with the same differentials as F ∈ MF
sc
B2(X2,W ) but
the the twisted Tsc-equivariant structure of the underlying module.
Let us make a small clarification about the t-grading in our categories. Let F be a potential on the space
Z and Z has Tsc = C∗t × C
∗
q action such that F has the weight t
2. Then we define MFsc(Z, F ) to the
homotopic category whose objects are 2-quasi-periodic complexes:
. . .
D−1
−−−→M0
D0−−→M1
D1−−→M2
D2−−→ . . . ,
such that Di+2 = Di and Mi+2 = t
2 · Mi and Di are of degree t. In particular, if F = 0 then for
F = (M•, D•) ∈ MF
sc(Z, F ) we have well defined Tsc-equivariant modules:
Heven(F) := H0(M•, D•), H
odd(F) := H1(M•, D•).
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4.3. Convolution. There are three natural projection maps π12, π23, π13 : X3 → X2 and π∗12(W ) +
π∗23(W ) = π
∗
13(W ). If we extend the action of G×B
2 on X2 to the action of G×B3 by natural projectors
πij : G×B3 → G×B2 then the maps πij become G×B3-equivariant and hence for any F ,G ∈ MF
sc
B2(X2,W )
we can define an object
π∗12(F)⊗ π
∗
23(G) ∈MF
sc
B3(X3, π
∗
13(W )).
Naively we could define the convolution between F and G as a quotient of the tensor product by the action
of the second copy B(2) of B inside G × B3. We define a derived quotient with the help of the Chevalley-
Eilenberg complex, we also explain how to define the convolution in a bigger category MFscB2(Z,W ).
Let F ,G ∈MFscB2(X2,W ), F = (M,D, ∂l, ∂r), G = (M˜, D˜, ∂˜l, ∂˜r). The tensor productM⊗M˜ is naturally
a module over B3 with the action (b1, b2, b3)(m⊗ m˜) = (b1, b2) ·m⊗ (b2, b3) · m˜, hence we can define a tensor
product of pull backs π∗12(F) and π
∗
23(G) as an object of MF
sc
B3(X3, π
∗
13(W )):
π∗12(F)⊗ π
∗
23(G) = (π
∗
12(M)⊗ π
∗
23(M˜), D + D˜, ∂l, ∂r + ∂˜l, ∂˜r).
From here on we use notation n(1), n(2), n(3) for the first, second and third copy of n on n3; respectively for
given n3 module M we denote by d
(i)
ce the Chevalley-Eilenberg differential on CEn3⊗
∆
M corresponding i-th
copy of n.
The complex CEn is T -equivariant hence T
(2)-invariant part CEn(2)(π
∗
12(F) ⊗ π
∗
23(G))
T (2) is the matrix
factorization from MFscB2(X3/B(2), π
∗
13(W )). In more details: CEn(2)(π
∗
12(F) ⊗B π
∗
23(G))
T (2) is the matrix
factorization with underlying module
CEn(2)(π
∗
12(M)⊗ π
∗
23(M˜))
T (2) := Homn(2)(CEn(2) ,CEn(2)⊗
∆ Ä
π∗12(M)⊗ π
∗
23(M˜)
ä
)T
(2)
,
the matrix factorization differential D(2) := d
(2)
ce + ∂r + ∂˜l + D + D˜ and n
(1) × n(2) equivariant structure
differentials are ∂l, ∂˜r.
In particular (CEn(2)(π
∗
12(M)⊗ π
∗
23(M˜))
T (2) , D(2)) is a complex over the ring π∗13(C[X2]) ⊂ C[X3]
b(2) and
as such it is an object of MFscB2(X ,W ) which we denote π13∗(CEn(2)(π
∗
12(F)⊗ π
∗
23(G))
T
(2). The last complex
provides us a bilinear operation on MFscB2(X2,W ):
(4.8) F ⋆ G := π13∗(CEn(2)(π
∗
12(F)⊗ π
∗
23(G))
T (2) ) =
(CEn(2)(π
∗
12(M)⊗ π
∗
23(M˜))
T (2) , D(2), ∂l, ∂˜r).
The proof of the following proposition is standard: it literally repeats the proof of the associativity of the
convolution from the book [7]:
Proposition 4.1. The binary operation ⋆ defines a strictures of associative algebra on MFscB2(X2,W ).
4.4. Convolution of the G-slice. As we mentioned earlier, MFscB2(X2,W )
G signifies B2-equivariant matrix
factorizations from MFB2(X2,W ) that G-invariant. This description becomes simpler when we introduce a
smaller space X ◦2 := g×G× b
2 and the map p◦ : X2 → X ◦2 defined by
p◦(X, g1, Y1, g2, Y2) = (Ad
−1
g1 (X), g12, Y1,Adg12 (Y2)++).
This map is G-equivariant with the trivial G-action on the target. The space X ◦2 is a slice to G-action on
X2.
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If we define the function W on X ◦2 by
W (X, g, Y1, Y2) = Tr(X(Y1 −Adg(Y2)))
Then the pull back (p◦)
∗ : MFscB2(X
◦
2 ,W )→ MFB2(X2,W )
G provides an equivalence of categories.
Indeed, we have an G×B2-equivariant isomorphism ΨG : X2 → G×X ◦2 :
ΨG(X, g1, Y1, g2, Y2) = (g1, p◦(X, g1, Y1, g2, Y2)).
The group G-acts on the first factor of G×X ◦2 by left multiplication and acts trivially on the second factor
hence the pull-back functor pr∗2 : MF
sc
B2(G × X
◦
2 ,W )
G → MFscB2(X
◦
2 ,W ) is an isomorphism. Thus the
equivalence follows because p◦ = ΨG ◦ pr2. Thus we can work with the category MF
sc
B2(X
◦
2 ,W ) instead of
MFscB2(X2,W )
G.
Define X ◦3 := g × G
2 × n3. The convolution for the objects of MFscB2(X
◦
2 ,W ) is defined with modified
maps π◦ij : X
◦
3 → X
◦
2 :
π◦12(X, g12, g23, Y1, Y2, Y3) = (X, g12, Y1, Y2),
π◦23(X, g12, g23, Y1, Y2, Y3) = (Ad
−1
g12(X), g23, Y2, Y3),
π◦13(X, g12, g23, Y1, Y2, Y3) = (Ad
−1
g13(X), g13, Y1, Y3),
where g13 = g12g23. The convolution is then defined by
G ⋆ F = π◦13∗(CEn(2)(π
◦,∗
12 (F)⊗B π
◦,∗
23 (G)))
T (2) .
Obviously, the pull-back map p∗◦ is an isomorphism of the convolution algebras.
5. Knorrer reduction
5.1. Construction of the Knorrer functor. In this section we introduce a slightly smaller space X 2
which could be used to model our convolution algebra. The advantage of this perspective is that the
generators of the braid group have a simpler description.
Let X 2 := b×G× n and let us define the following potential on it
(5.9) W (X, g, Y ) = Tr(XAdg(Y )).
This potential is B ×B equivariant with respect to the following action
(b1, b2) · (X, g, Y ) = (Adb1(X), b1gb
−1
2 ,Adb2(Y )).
The space X2 projects to the reduced space X 2 by the projection π¯:
π¯(X, g1, Y1, g2, Y2) = (Ad
−1
g1 (X)+, g
−1
1 g2, Y2).
The map is B-equivariant with respect to the second copy of B in B2.
The category of matrix factorizations MFscB2(X 2,W ) is equivalent to our main category
Proposition 5.1. There is an embedding of categories
Φ : MFscB2(X 2,W )→ MF
sc
B2(X2,W ).
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Proof. Using the elementary properties of the trace we obtain:
Tr(Ad−1g1 (X)Y1 −Ad
−1
g2 (X)Y2) = Tr(X˜1+ +Adg12 (Y2))− Tr(X˜1−−(Y1 −Adg12(Y2)++)),
where g12 = g
−1
1 g2, X˜i = Ad
−1
gi (X). Let us denote the first summand in the last formula as W .
The last summand in the last formula is quadratic hence the non-equivariant version of the statement is
exactly theorem 3.1 of [29]. The above mentioned theorem from [29] provides the functor H : MF(Cn, f)→
MF(Cn × C2, f + vu). It is shown in [37] that Cn in the theorem can be replaced by any affine variety and
we use the result of [37] here since
(5.10) X2 = X 2 × C
2N
with X˜1−− and Y1 −Adg12(Y2)++ providing coordinates along C
2N . In particular, rewriting the functor H
in our notations we obtain the functor Φ:
(5.11) Φ′(F) = π¯∗(F)⊗
î
(X˜1−−) (Y1 −Adg12(Y2)++)
ó
,
where the last term is the Koszul matrix factorization and (M) stands for the column composed of the
non-trivial entries of M .
The equation (5.11) defines a functor Φ′ : MFsc(X 2,W )→ MF
sc(X2,W ) which gives a non-equivariant
version of our embedding. Unfortunately, the map π¯ is not B2-equivariant hence we can not use the pull
back along this map to define an equivariant version of the functor Φ. To get around this problem we give
another interpretation of the functor Φ that extends to the equivariant setting.
In our construction we use the space X˜2 = b ×G× n×G× n that projects on X 2:
πy : X˜2 → X 2, πy(Ad
−1
g1 (X)+, g1, Y1, g2, Y2) = (X, g
−1
1 g2, Y2),
and is isomorphic to the sub variety of X2 defined by the ideal I−− generated by the entries of the matrix
X˜1−−:
jx : X˜2 → X2.
Since we have the product decomposition (5.10) and the entries of X˜1−− are coordinates along C
2N ,
the generators of the ideal I−− form a regular sequence and π
∗
y(W )| ‹X2 = W |X˜2 . Hence, according to the
subsection 3.7, the functor
jx∗ : MF
sc
B2(X˜2, π
∗
y(W ))→ MF
sc
B2(X2,W )
is well defined. Now let us observe that Φ′(F) = jx∗ ◦ π
∗
y(F)
♯. Indeed, π¯∗(F) ⊗ [(X˜1,−−), 0] is an element
of Comℓper(X2) and the elements X˜1,−− form a regular sequence, hence Φ
′(F) is a unique extension of
π¯∗(F)⊗ [(X˜1,−−), 0] to an element of MF
sc(X2,W ) from the lemma 3.5. On the other hand since π¯|
X˜2
= πy ,
thus π¯∗(F) is an extension of π∗y(F) on X2 (as required by the first step of our construction of j
x
∗ from the
section 3.2). Thus jx∗ ◦ π
∗
y(F) is also an extension of π¯
∗(F) ⊗ [X˜1,−−, 0] to an element of MF
sc(X2,W ).
Hence by the uniqueness result we have Φ′(F) = jx∗ ◦ π
∗
y(F)
♯.
There is a unique B2 equivariant structure on X˜2 that makes the map πy B
2-equivariant. Let’s fix this
B2-equivariant structure on X˜2. Moreover, the ideal I−− is also B
2-invariant. Let Yˆ := Y1 − Adg12 (Y2).
Then the variables Yˆ++, Y2, X˜1, g12, g1 form a coordinate system on X2 and are B
(2)-equivariant for trivial
reasons. On the other hand, the action of the Lie algebra of the unipotent part of B(1) is given by
Eij · X˜1,kl = δjlX˜1,ki − δkiX˜1,jl, Eij · Yˆkl = δjlAdg12(Y2)ki − δkiAdg12(Y2)jl,
Eij · (g12)kl = δki(g12)jl, Eij · (g1)kl = δki(g1)kl
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and the action on the rest of coordinates is trivial. Thus I−− is n
2 invariant. Moreover, the above mentioned
B2-action on X˜2 coincides with the standard B
2-action on X2 restricted to on B
2-invariant subvariety X˜2.
Thus we defined a functor:
Φ : MFscB2(X 2,W )→ MF
sc
B2(X2,W ), Φ(F) = j
x
∗ ◦ π
∗
y(F).
To show that the functor Φ is an embedding we define the functor Ψ : MFscB2(X2,W )→ MF
sc
B2(X 2,W )
such that Ψ ◦ Φ = 1. Since the ideal I−− generated by the matrix elements of X˜1,−− is B2 invariant we
have well defined functor Rest : MFscB2(X2,W ) → MF
sc
B2(
›X2, π∗y(W )) which is given by taking a quotient
by the ideal I−−. The push-forward along the projection πy : X2 × n → X2 provides the last step of the
construction for Ψ := πy∗ ◦Rest. ✷
5.2. Properties of the Knorrer functor. As in the previous proof, CC denotes the correction complex
CC :=
î
(X˜1−−) (Y1 −Adg12 (Y2)++)
ó
Let us explain the equivariant structure of this matrix factorization. Since B(2)-action does not change
entries of the complex CC, the B(2) equivariant structure of B(2) is trivial.
To describe B(1) equivariant structure, let us write the differential of CC as
Dkn = Dkn+ +D
kn
− , D
kn
+ =
∑
k>l
(X˜1,−−)klθkl,
Dkn− =
∑
k>l
(Y1 −Adg12(Y2)++)lk
∂
∂θkl
,
where θij are odd variables. The equivariant structure is defined by the action on θkl:
Eij · θkl =
∑
k>i
θki −
∑
j>l
θjl
The differential Dkn is not n(2) invariant:
Eij ·D
kn
+ = 0, Eij ·D
kn
− =
∑
j>l
[Adg12(Y2)−]il
∂
∂θjl
−
∑
k>i
[Adg12(Y2)−]ik
∂
∂θki
.
Thus the correction differentials are non-trivial in Φ(F) but the correction differentials are not arbitrary and
below we emphasize properties of the correction differentials that are needed for the proofs that follow.
Proposition 5.2. Let F = (M,D, ∂l, ∂r) ∈ MF
sc
B2(X 2,W ), M = Vm ⊗ C[X 2], Vm ∈ Mod
filt
n2
The matrix
factorization Φ(F) ∈MFscB2(X2,W ) is the equivariant matrix factorization
(Vm ⊗ C[X2], D +D
kn, ∂˜l, ∂˜r)
where ∂˜r = ∂r.
Proof. The only part that requires a discussion is the fact that the differential Φ(F)♯ has differential D+Dkn:
a priori our construction of the push forward jx∗ (π
∗
y(F)) relies on the extension lemma 3.1 and involves choice
of an extension D˜ of D from variety X˜2 to X2 and completion of D˜+D
kn
+ to the differential D˜+D
kn
+ + d
−
such that (D˜ +Dkn+ + d
−)2 =W .
However, in our case map jx is actually a section of the (non-equivariant) map:
πx : X2 → X˜2, πx(X, g1, Y1, g2, Y2) = (Ad
−1
g1 (X)+, g
−1
1 g2, Y2).
25
Thus according to the remark 3.3 we can choose D˜ to be D = π¯∗(D) = π∗x(π
∗
y(D)). Moreover, d
− = Dkn−
because (D +Dkn)2 =W and the completion of the differential is unique up to an isomorphism. ✷
5.3. Convolution on the reduced space. In order to define the convolution on the smaller space X 2,
consider the space X 3 := b×G2 × n with the following B3-action
(b1, b2, b3) · (X, g12, g23, Y ) = (Adb1(X), b1g12b
−1
2 , b2g23b
−1
3 ,Adb3(Y )).
There are the following maps π¯ij : X 3 → X 2:
π¯12(X, g12, g13, Y ) = (X, g12,Adg23(Y )++),
π¯23(X, g12, g13, Y ) = (Ad
−1
g12 (X)+, g23, Y ),
π¯13(X, g12, g13, Y ) = (X, g12g23, Y ).
Proposition 5.3. π¯∗12(W ) + π¯
∗
23(W ) = π¯
∗
13(W ).
Proof. Indeed we have
π¯∗12(W ) + π¯
∗
23(W ) = Tr(XAdg12(Adg23(Y )++)) + Tr(Ad
−1
g12 (X)+Adg23(Y )) =
Tr(Ad−1g12 (X)Adg23(Y )++) + Tr(Ad
−1
g12(X)+Adg23(Y )).
Thus the statement follows is implied by
Tr(AB++) + Tr(A+B) = Tr(AB) − Tr(AB−) + Tr(A+B−)
= Tr(AB) + Tr(A−B−) = Tr(AB).
✷
For given F ,G ∈ MFscB×B(X 2,W ) it is tempting to define
(5.12) F ⋆¯G := π¯13∗(CEn(2)(π¯
∗
12(F)⊗ π¯
∗
23(G))))
T (2) ,
where n(2), T (2) are the subalgebras of the middle factor in b3 acting on X 3. The only issue with this
definition is that the maps π¯12 and π¯23 are not B
3 equivariant. Thus we have to define the B3-equivariant
structure on the pull back π¯∗12(F)⊗ π¯
∗
23(G) and we do it below.
5.4. Reduced vs. non-reduced convolution. Let π¯con : X3 → X 3 be the map defined by
π¯con(X, g1, Y1, g2, Y2, g3, Y3) = (Ad
−1
g1 (X)+, g
−1
1 g2, g
−1
2 g3, Y3).
Proposition 5.4. Suppose F ,G ∈ MFscB2(X 2,W ) then there is a sequence of row transformations that
identifies π∗12(Φ(F))⊗B π
∗
23(Φ(G)) with the B
3-equivariant matrix factorization H = (M,D, ∂l, ∂m, ∂r),
(5.13) ∂l, ∂m, ∂r : Λ
•n⊗M⋆ → Λ
<• ⊗M≥⋆,
H♯ = (M,D) = π¯∗con(π¯
∗
12(F))⊗ π¯
∗
con(π¯
∗
23(G)) ⊗ [Y2 −Adg23(Y3)++, 0]⊗ π
∗
13(CC)
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This proposition allows us to construct B3-equivariant structure on π¯∗12(F)⊗ π¯
∗
23(G). First, we introduce
few auxiliary spaces and map: X̂3 := g× n×G3 × n and πˆ : X3 → X̂3 is given by
πˆ(X, g1, Y2, g2, Y2, g3, Y3) = (X,Y1, g1, g2, g3, Y3).
We can embed X̂3 into X3 by
jˆ : X̂3 → X3, jˆ(X,Y1, g1, g2, g3, Y3) 7→ (X, g1, Y1, g2,Adg23(Y3)++, g3, Y3).
The map jˆ the section of πˆ.
On the other hand, the matrix factorization H♯ has Koszul complex [Y2 − Adg23(Y3)++, 0] as one of the
factors. In other words, H♯ = (M,D′′+D′), where D′ =
∑
ij(Y2−Adg23(Y3)++)ij
∂
∂θij
. Since the differential
has the property (5.13) we contract H along the differential D′ to obtain a homotopy equivalence of the
matrix factorizations over C[X̂3]
H ∼ “H = (M˜, D˜, ∂˜l, ∂˜m, ∂˜r) ∈ MFscB2(X̂3, jˆ∗ ◦ π∗13(W ))
where D˜ = jˆ∗(D′′), ∂ˆl = jˆ(∂l), ∂ˆm = jˆ
∗(∂m), ∂ˆr = jˆ
∗(∂r).
Next, we introduce an analog of the Knorrer functor:
Φ(13) : MFscB2(X 3, π¯
∗
13(W ))→ MF
sc
B2(X̂3, jˆ
∗ ◦ π∗13(W )).
For that we introduce the space
X˜3 = b× n×G
3 × n
and fix a B3-equivariant embedding j˜x : X˜3 → X̂3, by identifying X˜3 with the subvariety of X̂3 defined by
the ideal I˜−− generated by the entries of Ad
−1
g1 (X)−−.
The projection π˜y : X˜3 → X 3 defined by
π˜y(X,Y1, g1, g2, g3, Y3) = (X, g
−1
1 g2, g
−1
2 g3, Y3).
is B2-equivariant. Thus since I˜−− is B
3-equivariant we can define the functor:
Φ(13) : MFscB3(X 3,W )→ MF
sc
B3(X̂3, jˆ
∗ ◦ π∗13(W )), Φ(F) = j˜
x
∗ ◦ π˜
∗
y(F).
The following statement is analogous to the proposition 5.1 and omit its proof:
Proposition 5.5. The functor Φ(13) provides an embedding of categories and
Φ(13)(F)♯ = π˜∗con(F)⊗ [(X˜1,−−)(Y1 −Adg13(Y3)++)],
where π˜con(X,Y1, g1, g2, g3, Y3) = (Ad
−1
g1 (X)+, g
−1
1 g2, g
−1
2 g3, Y3).
Let us define a matrix factorization H ∈ MFscB2(X 3,W ) in two steps. First, let us observe that there is
a well-defined functor Rest : MFscB2(X̂3, jˆ
∗ ◦ π∗13(W )) → MF
sc(X˜3, π˜
∗
y(W )) which is the functor of taking
quotient by the B3-equivariant ideal I˜−−. Second as a second step we apply push forward along the projection
map:
H := π˜y∗ ◦Rest(“H).
The main result of this subsection is the following
Proposition 5.6. “H = Φ(13)(H).
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Proof. Indeed, proposition 5.4 implies that
“H♯ = π˜∗con(π¯∗12(F)⊗ π¯∗23(G))⊗ [(X˜1,−−)(Y1 −Adg13(Y3)++)].
Hence H = π¯∗12(F) ⊗ π¯
∗
23(G) and both “H and Φ(13)(H) provide an B2-equivariant extension of π˜∗y(H) from
X˜3 to X̂3. Hence the result follows from the uniqueness of the extension. ✷
The proof of the previous proposition explains that H is B3-equivariant matrix factorization such that
H
♯
= π¯∗12(F)⊗ π¯
∗
23(G). Thus we equipped the pull back π¯
∗
12(F)⊗ π¯
∗
23(G) with B
3-equivariant structure. We
use notation
(π¯12 ⊗B π¯23)
∗(F ⊠ G) ∈ MFscB3(X3, π¯
∗
13(W )).
We define binary operation on MFscB2(X 2,W ) by
F ⋆¯G := π¯13∗CEn(2) ((π¯12 ⊗B π¯23)
∗(F ⊠ G))T
(2)
.
The associativity of this binary operation follows from
Corollary 5.7. For any F ,G ∈MFscB2(X 2,W ) we have
Φ(F) ⋆ Φ(G) = Φ(F ⋆¯G).
Proof. There is a natural projection map πˆ13 : X̂3 → X2,
πˆ13(X,Y1, g1, g2, g3, Y3) = (X,Y1, g1, g3, Y3).
Since we have homotopy Hˆ ∼ H, we conclude that
Φ(F) ⋆ Φ(G) = π13∗(H) = πˆ13∗(“H) = πˆ13∗(Φ(13)(H)).
Thus to prove the statement we need to show that πˆ13∗ ◦ Φ
(13) = Φ ◦ π¯13∗ or equivalently πˆ13∗ ◦ j˜
x
∗ ◦ π˜
∗
y =
jx∗ ◦ π˜
∗
y ◦ π¯13∗. The later identity holds because the map πˆ13 × π¯13 : X̂3 ×X 3 → X2 × X˜2 sends the kernel
of Φ(13), which is j˜x × π˜y(X˜3) ⊂ X̂3 ×X 3 to the kernel of the map Φ, which is j
x × π˜y(X˜2) ⊂ X2 × X˜2.
More formally, we can proceed with the sequence of base isomorphisms as follows. We have the following
diagram of maps: ”X3 X˜3 X 3
X2 X˜2 X 2
πˆ13
π˜y
π˜13
j˜x
π¯13
π˜y
jx
where the dashed arrow map π˜13 is a unique smooth map such that the diagram commutes. Then we can
use change of base isomorphism to show:
jx∗ ◦ π˜
∗
y ◦ π¯13∗ = j
x
∗ ◦ π˜13∗ ◦ π˜
∗
y = πˆ13∗ ◦ j˜
x
∗ ◦ π˜
∗
y
✷
Before explaining the proof of the proposition 5.4 let us discuss of the elementary transformations in the
context of our extension lemma 3.5.
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5.5. Row operations for generalized equivariant Koszul matrix factorizations. We use notations
of the lemma 3.5 here and we also assume that the complex (F•, d+) is the Koszul complex tensored with
matrix factorization (M,D, ∂):
F• = M˜ ⊗ Λ
•V, d+ =
n∑
j=1
fiθi,
where θi form a basis of V and f1, . . . , fn form a regular sequence in C[Z]. We call such matrix factorizations
generalized equivariant Koszul matrix factorizations.
In these notations the corrective differentials that are computed by the iterative procedure from lemma 3.5
are of the form
d− =
∑
~i
d−~i
∂
∂θ~i
, ∂− =
∑
~i
∂−~i
∂
∂θ~i
,
where θ~i = θi1 . . . θik and d
−
~i
∈ HomC[Z](M˜, M˜), ∂
−
~i
∈ Hom(Λ•n,Λ<•n)⊗HomC[Z](M˜, M˜).
Let us use notation Dtot := d
+ + D + ∂ + d− + ∂− + dce. There are three types of (generalized) row
transformations for the complex (F•, d++D+d−, ∂+∂−). The first type is given by automorphism exp(φ
∂
∂θk
),
φ ∈ HomC[Z](F ,F) is an odd automorphism and the affect of this automorphism on the differential is:
(5.14) exp(−φ
∂
∂θk
) ◦Dtot ◦ exp(φ
∂
∂θk
) =
Å
D + d− + d+ + [φ,D]+
∂
∂θk
+ fkφ
ã
+ dce + ∂ + ∂
− + [φ, dce + ∂ + ∂−]+
∂
∂θk
.
That is the result of the row transformation of the first type is the equivariant matrix factorization
(M˜,D + d− + d+ + [φ,D]+
∂
∂θk
+ fkφ, ∂ + ∂
− + [φ, dce + ∂ + ∂−]+
∂
∂θk
).
The second type elementary row transformation is given by conjugation by the automorphism exp(φθ).
The result of conjugation of Dtot by this automorphims is the following expression
exp(−φθk) ◦Dtot ◦ exp(φθk) = Dtot +D
′ + ∂′.
(5.15) D′ = [φ,D]+θk +
∑
k∈~i
d−~i φ
∂
∂θ̂~i
+ θk
∑
~i
[φ, d−~i ]
∂
∂θ~i
,
(5.16) ∂′ =
∑
k∈~i
∂−~i φ
∂
∂θ̂~i
+ φdkce + θk(
∑
i
[φ, dice]
∂
∂θi
+ [φ, ∂]+ +
∑
~i
[φ, ∂−~i ]
∂
∂θ~i
),
where ∂θ̂~i = ∂θi1 . . . ∂̂θk . . . ∂im ,
~i = (i1, . . . , im) and dce =
∑
i d
i
ce
∂
∂θi
.
The computation above indicates that if last summands in (5.15) and (5.16) vanish
(5.17)
∑
~i
[φ, d−~i ]
∂
∂θ~i
= 0,
∑
i
[φ, dice]
∂
∂θi
+ [φ, ∂]+ +
∑
~i
[φ, ∂−~i ]
∂
∂θ~i
= 0
then result of the row transformation is the equivariant matrix factorization:
(M˜, d+ +D + d− + [φ,D]+θk +
∑
k∈~i
d−~i φ
∂
∂θ̂~i
, ∂ + ∂− +
∑
k∈~i
∂−~i φ
∂
∂θ̂~i
+ φdkce)
Finally the third type of row operation is given by automorphism exp(cθi
∂
∂θj
) where c ∈ HomC[Z](F ,F)
is an even morphism. This type of row transformation was discussed in the subsection 2.3 for strongly
equivariant matrix factorizations. We will use these type row operations only for strongly equivariant matrix
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factorization and omit a discussion about complications that arise for weakly equivariant generalized Koszul
complexes.
The key feature of the row transformations discussed here is that differentials that encode the equivariant
structure of the matrix factorization do not contribute to the change of the non-equivariant shadow of the
matrix factorization. Other words, if T is one the transformations discussed above then
T (F)♯ = T (F ♯).
5.6. Proof of proposition 5.4. Let us expand the definition of convolution to obtain the following expres-
sion for π∗12(Φ(F)
♯)⊗ π∗23(Φ(G)
♯):
(5.18) π∗12(π¯
∗(F ♯)⊗ CC)⊗ π∗23(π¯
∗(G♯)⊗ CC)
= (π12 ◦ π¯)
∗(F ♯)⊗ (π23 ◦ π¯)
∗(G♯)⊗ π∗12(CC) ⊗ π
∗
23(CC).
The last factor is the Koszul complex
î
(X˜2−−) (Y2 −Adg23(Y3)++)
ó
hence we can use row transformations
of second type to eliminate variables Y2 from the matrix factorization (5.18). More precisely, use the row
transformations of the second type to eliminate Y2 from the first factor (π12 ◦ π¯)∗(F) and from the second
to last factors π∗12(CC).
We can apply the second type of row transformation because (π12 ◦ π¯)∗(F ♯) and π∗12(CC) are the factors
of π∗12(Φ(F)
♯), thus differentials in these matrix factorizations commute with the differentials from the factor
π∗23(Φ(G)
♯) and hence the admissibility condition (5.17) is satisfied. On the other hand, the second factor
(π23 ◦ π¯)∗(G♯) has no dependence on Y2.
The result of elimination of Y2 from the factor before the last is
CC123 = [X˜1,−−, Y1 −Adg12(Adg23(Y3)++)++]
and the first two factors are
π∗12(π¯
∗(F))|Y2=Adg23 (Y3)++ = F|Y=Adg23 (Y3)++,X+=X˜1,+
= π¯∗con(π¯
∗
12(F))
π∗23(π¯
∗(G))|Y2=Adg23(Y3)++ = G|Y=Y3,X+=Ad−1g12 (X˜1)+
,
where (X+, g12, g23, Y ) are coordinates on X 3. After the elimination the only term that has dependence
on Y2 is the Koszul complex
î
G (Y2 −Adg23 (Y3)++)
ó
and since π∗13(W ) does not depend on Y2 and the
correction correction differentials ∂, which could depend on Y2 does not contribute the square of the total
differential, the element G must vanish.
As the next step we use the complex CC123 to eliminate dependence on X˜1,−− from the other terms in
the tensor product (5.18). For that we use the first type of row transformation and we do not need to worry
about the admissibility of our eliminations. The term π¯∗con(π¯
∗
12(F)) has no dependence on X˜1,−− so it is not
affected by this elimination. On the other hand the second term becomes:
G|Y=Y3,X+=Ad−1g12 (X˜1)+,X˜1,−−=0
= G|Y=Y3,X+=Ad−1g12 (X˜1,+)+
= π¯∗(π¯∗23(G)).
After this round of elimination the only dependence on X˜1,−− in (5.18) comes from the Koszul complex
[X˜1,−−, G
′] hence G′ must be the derivative of π∗13(W ) by X˜1,−− that is G
′ = Y1 −Ad
−1
g13(Y3). That is after
the eliminations Y2, X˜1,−− we obtain the complex
(5.19) π¯∗ (π¯∗12(F)⊗ π¯
∗
23(G))⊗ [Y2 −Adg23(Y3)++, 0]⊗ π
∗
13(CC)
as we claimed in the proposition.
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6. Induction functors
The main goal of this section is to construct induction functors:
indk : MF
sc
B2
k
(X ◦2 (Gk),W )×MF
sc
B2
n−k
(X ◦2 (Gn−k),W )→ MF
sc
B2n
(X ◦2 (Gn),W ),
indk : MF
sc
B2
k
(X 2(Gk),W )×MF
sc
B2
n−k
(X 2(Gn−k),W )→ MF
sc
B2n
(X 2(Gn),W ).
and to show that these functors are intertwined by the Knorrer functors.
Proposition 6.1. We have
indk ◦ (Φk × Φn−k) = Φn ◦ indk.
We also show that the induction functor is the convolution algebra homomorphism.
Proposition 6.2. For any
F1,G1 ∈ MF
sc
B2
k
(X ◦2 (Gk),W ), F2,G2 ∈ MF
sc
B2
n−k
(X ◦2 (Gn−k),W ).
We have
indk(F1,F2) ⋆ indk(G1,G2) = indk(F1 ⋆ G1,G1 ⋆ G2).
Finally, we define the generators of the braid group on two strands and using the induction functor explain
how we construct the generators for the braid group on arbitrary number of strands.
6.1. Construction of the induction functor. Let us set notations for the parabolic subgroups of Gn.
We denote by Pk ⊂ Gn the subgroup with Lie algebra generated by Eij , i ≤ j and Ei+1,i, i 6= k. We denote
the corresponding Lie algebra as pk := Lie(Pk). There is a natural homomorphism ik : Pk → Gn.
We define X ◦2 (Pk) ⊂ X
◦
2 (Gn) as a locus of (X, g12, Y1, Y2) such that g12 ∈ Pk and X ∈ pk. Let ik be the
natural map X ◦2 (Pk)→ X
◦
2 (Gn). The image of ik is defined by the equations Π
k
−−(g12) = 0, Π
k
−−(X) = 0
where Πk−− is the projection from the space of n× n matrices to its ij entries i ∈ [k + 1, n], j ∈ [1, k].
The ideal generated by Πk−−(g12), Π
k
−−(X) is B
2
n-invariant and these elements form a regular sequence.
Hence there is a well-defined functor
ik∗ : MF
sc
B2(X
◦
2 (Pk),W )→ MF
sc
B2(X
◦
2 (Gn),W )
induced by the embedding.
Let us denote by Πk++ : g → g the linear projection from the space of n × n matrices to its ij entries
i ∈ [1, k], j ∈ [k+ 1, n]. In particular the image of (Id−Πk++)(pk) is naturally identified with gk ⊕ gn−k, we
denote this map by pk : pk → gk ⊕ gn−k. Similarly, we have a map pk : Pk → Gk ×Gn−k.
By applying pk to all factors of the space X
◦
2 (Pk) we obtain the map pk : X
◦
2 (Pk) → X
◦
2 (Gk) ×
X ◦2 (Gn−k). Using homomorphism pk : Bn → Bk,n−k we can extend n
2
k × n
2
n−k-equivariant structure of
X2(Gk) × X2(Gn−k) to the n2n equivariant structure and the map pk is n
2
n-equivariant in this setting.
Moreover, since Tn = Tk × Tn−k × µ where µ is an finite subgroup of the group of roots of unity, we have
the following functor:
p∗k : MF
sc
B2
k
(X ◦2 (Gk),W )×MF
sc
B2
n−k
(X ◦2 (Gn−k, )W )→ MF
sc
B2n
(X ◦2 (Pn),W ).
The induction functor is defined as composition of maps:
indk := ik∗ ◦ p
∗
k
31
6.2. Computational aspects of push-forward. In our general construction of the push forward ik∗(F),
F = (M,D, dl, dr) we make a choice of the extension D˜ of the differential D from sub-variety X ◦2 (Pk)
to X ◦2 (Gn). However in our case we have a canonical choice of the extension because we could use the
projection map Lie(Gn) → Lie(Pk) to construct such an extension and use the remark 3.3, the details are
provided below. Morally, we would like to interpret ik as a section of some map and it is possible if we
enlarge our space slightly.
In this subsection we use notation adj(A) for the adjoint of matrix A. Let us introduce space X ◦2 (Gn)
♭ :=
gn × Lie(Gn)× n2n. There is a natural embedding
jn : X
◦
2 (Gn)→ X
◦
2 (Gn)
♭
induced by the embedding Gn → gln. If we define
W ♭(X, g, Y1, Y2) = Tr(X(Y1 det−gY2adj(g))), det = det(g)
then we have j∗n(W · det) =W
♭ and the map
j∗n : MF
sc
B2n
(X ◦2 (Gn)
♭,W ♭)→ MFscB2n(X
◦
2 (Gn)
♭,W ′),
where W ′ =W · det, is well defined.
Similarly, we define X ◦2 (Pk)
♭ and X
◦
2(Pk)
♭. The natural map
jkn : X
◦
2 (Pk)→ X
◦
2 (Pk)
♭
induces the pull back map
jk∗n : MF
sc
B2(X
◦
2 (Pk)
♭,W ♭)→ MFscB2(X
◦
2 (Pk),W
′).
Since W ′ and W differ by the non-vanishing factor det, there is an embedding of categories det :
MFscB2(X
◦
2 ,W )→ MF
sc
B2(X
◦
2 ,W
′):
det : [M0
D0−−→M1
D1−−→M1] 7→ [M0
D0·det−−−−→M1
D1−−→M0].
We the inverse functor we denote by det−1 and we use the same notation for the functors between the
categories related to the parabolic versions of the categories.
There is no natural map between X ◦2 (Gn) and X
◦
2 (Pk) but there is a natural linear projection ρk :
X ◦2 (Gn)
♭ → X ◦2 (Pk)
♭ and there is a pull back map
ρ∗k : MF
sc(X ◦2 (Pk)
♭,W ♭)→ MFsc(X ◦2 (Gn)
♭, ρ∗k(W
♭)).
There is also a natural inclusion map ik : X
◦
2 (Pk)
♭ → X ◦2 (Gn)
♭ which is a section of the projection ρk:
ρk ◦ ik = id. Hence there is F ′ ∈MF
sc
B2n
(X ◦2 (Pk)
♭,W ♭) such that jk∗n (F
′) = det(F) and we define
F˜ = (M˜, D˜, ∂˜l, ∂˜) := det
−1 ◦ j∗n ◦ ρ
∗
k(F
′) ∈MFsc(X ◦2 (Gn), j
∗
n ◦ ρ
∗
k(W
♭) · det−1).
By construction we have F˜ |X ◦2 (Pk) = F . Thus the matrix factorization F˜ provides the first step of the
construction of the push forward ik∗(F) from section 3.7. By completing the second step of the construction
from the section 3.7 we obtain the matrix factorization:
ik∗(F) = (M˜, dK + D˜ + d
−, ∂l, ∂r),
where dK : M˜ ⊗ Λ•V → M˜ ⊗ Λ•−1V is the Koszul differential for the defining ideal of X ◦2 (Pk) ⊂ X
◦
2 (Gn)
and d− =
∑
i<j d
−
ij , d
−
ij : M˜ ⊗ Λ
iV → M˜ ⊗ ΛjV is the complementary differential: (dk + D˜ + d−)2 =W
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Note that because of our choice of extension F˜ the differentials d−ij vanish unless j = i+ 1, we give more
details below. Define a linear operator operator Πk+ : gn → pk which is a natural projection. Respectively,
we have Πk−−(A) = A − Π
k
+(A). The difference δkW := W − j
∗
n ◦ ρ
k∗
n (W
♭) · det−1 could be written as sum
of two terms:
δkW1 := Tr(Π
k
−−(X) · Π
k
++(Y1 −Adg12(Y2))),
δkW2 := Tr(Π
k
+(X) · Π
k
−(Adg12(Y2)− ρk(g12)(Y2)adj(ρk(g12)) det(g12)
−1),
where we use convention Id = Πk− +Π
k
++.
Since δkW1 ∈ (Πk−−(X)) and δkW2 ∈ (Π
k
−−(g12)) we have
ik∗(F)
♯ = F˜ ⊗ [Πk−−(X),Π
k
++(Y1 −Adg12(Y2))]⊗K
δkW2(Πk−−(g12)).
That is the differentials d−ij are the negative differentials of the Koszul matrix factorization and hence have
above mentioned property.
6.3. Induction functor in reduced case. Let us define X 2(Pk) := b × Pk × n and X 2(Pk)♭ := b ×
Lie(Pk)× n. We also use notation W for the restriction of the potential W on the subspace X 2(Pk).
There is a natural embedding i¯k : X 2(Pk) → X 2(Gn). The map of the rings i¯k : C[X 2(Gn)] →
C[X 2(Pk)] is the projection map with the kernel (Π
k
−−(g)) and it is easy to see that these generators form
a regular sequence. Thus we have a well-defined functor:
i¯k∗ : MF
sc
B2(X 2(Pk),W )→ MF
sc
B2(X 2(Gn),W ).
We also have the projection map p¯k : X 2(Pk)→ X 2(Gk)×X 2(Gn−k).
The map p¯k is B
2
k ×B
2
n−k-equivariant and we extend B
2
k ×B
2
n−k-equivariant structure to B
2
n-equivariant
structure to obtain an induced map
p¯∗k : MF
sc
B2
k
(X 2(Gk),W )×MF
sc
B2
n−k
(X 2(Gn−k),W )→ MF
sc
B2n
(X 2(Pk),W ).
Thus we define
indk := i¯k∗ ◦ p¯
∗
k.
Now let us discuss an analogs of the map ρk for reduced spaces and the corresponding properties of the
push forward i¯k∗. Consider a space X
♭
2(Gn) := b× gln × n. There is a natural embedding j¯n : X 2(Gn)→
X 2(Gn)
♭ induced by the embedding Gn → gn. If we define W
♭
(X, g, Y ) = Tr(X(gY adj(g))) then we have
j¯∗n(W
′
) =W
♭
, W
′
=W · det(g) and map
j¯∗n : MF
sc
B2n
(X 2(Gn)
♭,W
♭
)→ MFscB2n(X 2(Gn),W
′
)
is well-defined.
Similarly we define X 2(Pk) and X 2(Pk)
♭. The natural open embedding j¯kn : X 2(Pk)→ X 2(Pk)
♭ induces
the pull back map
j¯k∗n : MF
sc
B2(X 2(Pk),W
′
)→ MFscB2(X 2(Pk)
♭,W
♭
).
There is a natural linear projection
ρ¯k : X 2(Gn)
♭ → X 2(Pk)
♭
and a pull back map
ρ¯∗k : MF
sc(X 2(Pk)
♭,W
♭
)→ MFsc(X (Gn)
♭, ρ∗k(W
♭
)).
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We can choose F ′ ∈MFscB2(X2(Gn)
♭,W ) such that j¯k∗n (F
′) = det(F) and we define
F˜ := det−1 ◦ j¯k∗n ◦ ρ¯
∗
k(F
′) ∈MFsc(X2(Gn), j¯
k∗
n ◦ ρ¯
∗
k(W
♭
) · det−1).
Let δkW =W − j¯k∗n ◦ ρ¯
∗
k(W
♭
)/ det, then analogously to the non-reduced case we have:
i¯k∗(F)
♯ = F˜ ⊗KδkW (Πk−−(g12)).
6.4. Proof of proposition 6.1. Note that the statement of the proposition refers to the Knorrer functor
Φn : MF
sc
B2n
(X 2(Gn),W )→ MF
sc
B2n
(X ◦2 (Gn),W ),
which is constructed the in same way as our usual functor, the only adjustment being the replacement of
the space X˜2 by the space X˜
◦
2 and the appropriate adjustment of the maps.
The statement of the proposition is equivalent to the isomorphism between two functors relating the
following categories:
MFscB2
k
(X (Gk),W )×MF
sc
B2
n−k
(X 2(Gn−k),W ) −→ MF
sc
B2n
(X ◦2 (Gn),W ).
The first functor is ik∗ ◦ p
∗
k ◦ (j
x × jx)∗ ◦ (πy × πy)
∗ and the second is jx∗ ◦ π
∗
y ◦ i¯k∗ ◦ p¯
∗
k.
We begin with the first functor. Using maps pk : X
◦
2 (Pk) → X
◦
2 (Gk) × X
◦
2 (Gn−k) and j
x × jx :
X˜ ◦2 (Gk)×X˜
◦
2 (Gn−k)→ X
◦
2 (Gk)×X
◦
2 (Gn−k) we can form a product of X
◦
2 (Pk) and X˜
◦
2 (Gk)×X˜
◦
2 (Gn−k)
over X ◦2 (Gk)×X
◦
2 (Gn−k) which is equal bn × Pk × n
2
n. Thus we obtain a commuting diagram
bn × Pk × n2n X
◦
2 (Pk)
X˜ ◦2 (Gk)× X˜
◦
2 (Gn−k) X
◦
2 (Gk)×X
◦
2 (Gn−k)
jx
pk pk
jx×jx
where the horizontal dotted arrow map is a natural embedding jx : bn × Pk × n2n → gn × Pk × n
2
n while the
vertical one is
pk(X, g, ~Y ) = (pk(X)
′, pk(g)
′, pk(Y1)
′, pk(Y2)
′)× (pk(X)
′′, pk(g)
′′, pk(Y1)
′′, pk(Y2)
′′),
where ~Y = (Y1, Y2).
The maps in the diagram are either projections or regular embeddings thus we have the base change
formula: p∗k ◦ (j
x × jx)∗ = jx∗ ◦ p
∗
k. Thus we have
ik∗ ◦ p
∗
k ◦ (j
x × jx)∗ ◦ (πy × πy)
∗ = (ik ◦ j
x)∗ ◦ (πy × πy ◦ pk)
∗.
Analysis of the second functor is similar. As in the previous case we have the the commuting diagram:
bn × Pk × n2n X˜
◦
2 (Gn)
X
◦
2(Pk) X 2(Gn)
ik
πy πy
i¯k
where the dotted arrow maps are: ik : bn×Pk×n2n → X˜
◦
2 (Gn) is induced my ik : Pk → Gn; πy(X, g, Y1, Y2) =
(X, g, Y2). In this case we have base change equation: π
∗
y ◦ i¯k∗ = ik∗ ◦ π
∗
y and
jx∗ ◦ π
∗
y ◦ i¯k∗ ◦ p¯
∗
k = (j
x ◦ ik)∗ ◦ (p¯k ◦ πy)
∗.
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Finally note that the map ik ◦ jx is equal the map to jx ◦ ik and the map πy × πy ◦ pk is equal to the map
p¯k ◦ πy.
6.5. Proof of proposition 6.2. We have to show that
ik∗ ◦ p
∗
k(F) ⋆ ik∗ ◦ p
∗
k(G) = ik∗ ◦ p
∗
k(F ⋆ G),
where F = F1 ⊠ F2, G = G1 ⊠ G2 ∈ MF
sc
B2
k
(X ◦2 (Gk),W ) ×MF
sc
B2
n−k
(X ◦2 (Gn−k),W ). The LHS of the later
formula is the result of the application of the functor CE
n
(2)
n
combined with extraction of T (2) invariant part
to the matrix factorization C such that:
(6.20) C♯ = F˜ ⊗ [Πk−−(X),Π
k
++(Y1 −Adg12(Y2))]⊗K
π∗12(δkW2)(Πk−−(g12))⊗
G˜ ⊗ [Πk−−(Ad
−1
g12(X)),Π
k
++(Y2 −Adg23(Y3))]⊗K
π◦∗23 (δkW2)(Πk−−(g23)).
with F˜ = jk∗n ◦ρ
∗
k(F
′) and G˜ = jk∗n ◦ρ
∗
k(G
′) in conventions of subsection 6.2: jk∗n (F
′) = p∗k(F), j
k∗
n (G
′) = p∗k(G).
Let us fix coordinatesX, g23, g13, Y1, Y2, Y3 on X
◦
3 (Gn). We use the factor [Π
k
−−(X),Π
k
++(Y1−Adg12(Y2))]
to exclude the variables Πk−−(X) from the other factors. Since Π
k
−−(X) is B
2
n-equivariant, the exclusion
process uses only the row transformations of the first kind and we do not need to worry about the admissibility
conditions. The elimination process changes the factor in (6.20) in the following manner:
F˜ → F˜1 := F˜|Πk−−(X)=0, G˜ → F˜1 := F˜ |Πk−−(Ad
−1
g12
(X))=0
[Πk−−(X),Π
k
++(Y1 −Adg12(Y2))]→ [Π
k
−−(X), R1],
[Πk−−(Ad
−1
g12(X)),Π
k
++(Y2 −Adg23(Y3))]→ [0,Π
k
++(Y2 −Adg23 (Y3))],
Kπ
◦∗
12 (δkW2)(Πk−−(g12))→ K
π∗12(δkW2)(Πk−−(g12))|Πk−−(X)=0,
Kπ
◦∗
12 (δkW2)(Πk−−(g23))→ K
π◦∗23 (δkW2)(Πk−−(g23))|Πk−−(X)=0
We denote the resulting equivariant matrix factorization as C1. The non-equivariant limit C
♯
1 is the product of
the above listed terms. Moreover, since the only term in C♯1 that depends on Π
k
−−(X) is the Koszul matrix
factorization [Πk−−(X), R1], we conclude that R1 is the derivative of the potential π
◦∗
13 (W ) by variables
Πk−−(X) which equals Π
k
++(Y1 −Adg13(Y3)).
Next let us observe that using the row transformations of the first kind we can show that the following
equivalence of the matrix factorization
Kπ
◦,∗
12 (δkW2)(Πk−−(g12))⊗ K
π◦∗23 (δkW2)(Πk−−(g23))|Πk−−(X)=0
= Kπ
◦∗
13 (δkW2)(Πk−−(g13))⊗K
0(Πk−−(g23))|Πk−−(X)=0
Finally, we use the Koszul complex K0(Πk−−(g23))|Πk−−(X)=0 to exclude the variables Π
k
−−(g23) from the
product; for that we use the first type row transformations so we do not need to worry about the admissibility.
The final result of the sequence of row transformations is the equivariant matrix factorizations C2 such that
its non-equivariant limit C♯2 is the product the following factors:
F˜2 := F˜ |Πk−−(X)=0,Πk−−(g23)=0, G˜2 := F˜ |Πk−−(Ad
−1
g12
(X))=0,Πk−−(g23)=0
[Πk−−(X), Y1 −Adg13(Y3)], [0,Π
k
++(Y2 −Adg23(Y3))],
Kπ
◦∗
13 (δkW2)(Πk−−(g13))⊗K
0(Πk−−(g23))|Πk−−(X)=0.
Since the potential π◦∗13(δkW2) does not depend on Π
k
−−(X) the last product is actually just
Kπ
◦∗
13 (δkW2)(Πk−−(g13))⊗K
0(Πk−−(g23)).
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Let us introduce auxiliary space Zcon(Gn) := gn × Pk × Gn × nn × (nk × nn−k) × nn and Zcon(Pk) :=
pn × Pk × Pk × nn × (nk × nn−k) × nn. The variety Zcon(Gn) is a subspace of X ◦3 defined by equations
Πk++(Y2 − Adg23(Y3)) = 0, Π
k
−−(g23) = 0, thus we can define the map π
◦
13 : Zcon(Gn) → X
◦
2 (Gn) by the
restriction.
We can contract differentials in complexes [0,Πk++(Y2−Adg23(Y3))], Π
k
−−(g23) to obtain homotopy equiv-
alence of matrix factorizations over π◦,∗13 (C[X
◦
2 (Gn)]):
C2 ∼ C3,
where C3 ∈ MF
sc
B2n
(Zcon(Gn), π◦13(W )). Moreover, since we only used admissible row transformations the
matrix factorization C3 has a structure of quasi-Koszul matrix factorization:
C3 = (M˜ ⊗ Λ
•V, d+ +D + d−, ∂ + ∂−),
where V is space dual to span of equations Πk−−(X),Π
k
−−(g13), d
+ is the corresponding Koszul differential
d+ : M˜ ⊗ Λ•V → M˜ ⊗ Λ•−1V, and d− : M˜ ⊗ Λ•V → M˜ ⊗ Λ•+1V the completing differentials and ∂− =∑
i>j ∂
−
ij ,
∂ij : Λ
i(n2n)⊗ M˜ ⊗ Λ
•V → Λj(n2n)⊗ M˜ ⊗ Λ
≥•V, (M˜,D, ∂) ∈ModB
3
n
per(Z(Gn)).
The locus inside Zcon(Gn) defined by the equations Πk−−(X) = 0,Π
k
−−(g13) = 0 is isomorphic to Zcon(Pn),
by construction
(M˜,D, ∂)|Πk−−(X)=0,Πk−−(g13)=0 = p
∗
k(π
◦∗
12 (F)⊗ π
◦∗
23(G)),
where pk : Zcon(Pk) → X ◦3 (Gk) × X
◦
3 (Gn−k) is the natural projection. Hence we can use uniqueness
lemma 3.6 to imply that we have an isomorphism of B3n equivariant matrix factorizations
C3 = i∗(p
∗
k(π
◦∗
12 (F)⊗ π
◦∗
23 (G)),
where i is map Zcon(Pk)→ Zcon(Gn).
The Lie algebra n(2) does not act on variables Πk−−(X) and Π
k
−−(g13) hence we have
CEn(2)(C3) = i∗(CEn(2)(p
∗
k(π
◦∗
12 (F)⊗ π
◦∗
23(G)))).
Let us denote by Ik the kernel of the projection homomorphism Pk → Bk × Bn−k and let I
′
k be its
unipotent part. Hence we have the short exact sequence of Lie algebras:
0→ Lie(I ′k)→ nn → nk ⊕ nn−k → 0
and we can use Hochschild-Serre spectral sequence to compute functor CE
n
(2)
n
:
CE
n
(2)
k
⊕n
(2)
n−k
(CELie(I′
k
)(C3))⇒ CEn(2)n
(C1).
Since the Lie algebra n(2) only acts on on the second copy of Pk in the product Zcon(Pn) = pn×Pk×Pk×
nn× (nk × nn−k)× nn and the differentials in p
∗
k(π
◦∗
12 (F)⊗ π
◦∗
23(G)) are also I
′
k invariant, the computation of
CELie(I′
k
)(p
∗
k(π
◦∗
12 (F)⊗ π
◦∗
23(G))) reduces to the computation of
H∗Lie(Lie(I
′
k),C[Zcon(Pk)]) = C[nn × Pk × nn × (nk × nn−k)× nn]⊗H
∗
Lie(Lie(I
′
k),C[Pk]).
The last computation is equivalent to the following
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Proposition 6.3.
CELie(I′
k
)(C[Pk]) = C[Gk ×Gn−k],
where Gk ×Gn−k is the subgroup of Pk defined by the equation Πk++(g) = 0.
Proof. The group Ik acts on Pk by right multiplication. The Lie algebra Lie(I
′
k) is generated by the elements
Eij , i ∈ [1, n], j ∈ [k + 1, n] and direct computation shows that it is a commutative algebra.
Let us denote by E∨kl the generators of the algebra C[Pk]: E
∨
kl(X) = Xkl. Let us denote by ∂ij the
differential operator corresponding to the action Eij ∈ Lie(I ′k). The action of these generators of Lie(I
′
k) is
given by:
∂ij =
∑
k+1≤l≤n
E∨jl
∂
∂E∨il
.
Let us observe that vector of differential operators ∂i• is related to the vector of differential operators
∂
∂E∨
i•
, • ∈ [k + 1, n] by the matrix M = (E∨lm)l,m∈[k+1,n] and this matrix is invertible. Thus the condition
∂ij(f) = 0 for all i, j is equivalent to the condition
∂f
∂E∨
ij
= 0 for all i, j ∈ [k + 1, n].
Since the operator ∂∂E∨
ij
is surjective on C[Pk] the statement of the proposition follows. ✷
The proposition implies that CELie(I′
k
)(C[Zcon(Pk)]) = C[Zcon(Gk ×Gn)] where Zcon(Gk ×Gn) := pn ×
Pk ×Gk ×Gn−k × nn × (nk × nn−k)× nn. Thus the proposition implies that
CEn(2)(C3) = i
′
∗(CEnk⊕nn−k((p
′
k)
∗(π◦∗12 (F)⊗ π
◦∗
23(G)))),
where i′ : Zcon(Gk ×Gn−k)→ Zcon(Gn) and p
′
k : Zcon(Gk ×Gn−k)→ X
◦
3 (Gk)×X
◦
3 (Gn−k).
Hence after extracting the torus invariant part of the last expression we obtain the formula from the
statement of the proposition:
π◦13∗(CEn(2)(C3))
T (2) = i∗k ◦ p
∗
k(F ⋆¯G).
6.6. Transitivity of induction. In this section we prove the following
Proposition 6.4. The following functors:
MFk ×MFm−k ×MFn−m → MFn,
MFr := MF
sc
Gr×B2r
(X2(Gr),W ) are isomorphic
indk ◦ Id× indm−k = indm ◦ indk × Id.
Before we start the proof let us fix some notations. We denote by Pk,m a subgroup of Gn with the Lie
algebra generated by Eij , i ≤ j and Ei,i+1, i 6= k,m. Given an element g ∈ Pk,m we denote by g′ its k × k
block, by g′′ its (m − k) × (m − k) block and by g′′′ its (n − m) × (n − m) block. We also use pk,m for
Lie(Pk,m)
We have natural homomorphisms: ik,m : Pk,m → Gn and pk,m : Pk,m → Gk×Gm−k×Gn−m. Respectively,
we define X ◦2 (Pk,m) := pk,m × Pk,m × n
2
n and using previously defined maps we construct maps pk,m :
X ◦2 (Pk,m)→ X
◦
2 (Gk)×X
◦
2 (Gm−k)×X
◦
2 (Gn−m) and ik,m : X
◦
2 (Pk,m)→ X
◦
2 (Gn). Using these maps we
can define the functor
indk,m : MF
◦
k ×MF
◦
m−k ×MF
◦
n−m → MF
◦
n,
indk,m := ik,m,∗ ◦ p
∗
k,m,
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MF◦r := MF
sc
B2r
(X ◦2 (Gr),W ).
Also there are also natural maps pk : Pk,m → Gk ×Pm−k, pm : Pk,m → Pk×Gn−m such that pm−k ◦ pk =
pk,m and pk ◦ pm = pk,m.
Proof of proposition 6.4. We will show that
indk ◦ Id× indm−k = indk,m = indm ◦ indk × Id
Let us indicate how we imply the first equality, the second equality has a similar proof. Let us notice that
LHS is the composition of several functors: ik∗ ◦ p∗k ◦ (Id × im−k)∗ ◦ (Id × pm−k)
∗. We have the following
commuting diagram:
pk,m × Pk,m × n
2
n X
◦
2 (Pk)
X ◦2 (Gk)×X
◦
2 (Pm−k) X
◦
2 (Gk)×X
◦
2 (Gn−k)
im−k
pk pk
1×im−k
where the dotted arrow maps are: pk(X, g, Y1, Y2) = (pk(X), pk(g), Y1, Y2) where pk : Pk,m → Gk × Pm−k is
the natural homomorphism and im−k = im−k × im−k × Id× Id.
Finally let us observe that pm−k ◦ pk = pk,m and ik ◦ im−k = ik,m. Now we use the base change to show:
indk ◦ Id× indm−k = ik∗ ◦ p
∗
k ◦ (Id× im−k)∗ ◦ (Id× pm−k)
∗
= ik∗ ◦ im−k∗ ◦ p
∗
k ◦ p
∗
m−k = (ik ◦ im−k)∗ ◦ (pm−k ◦ pk)
∗ = indk,m.
✷
Since the functor Φn provides an embedding of categories we get an immediate corollary:
Corollary 6.5. The following functors from
MFscB2
k
(X 2(Gk),W )×MF
sc
B2
m−k
(X 2(Gm−k),W )×MF
sc
B2
n−m
(X 2(Gn−m),W )
to MFscB2n(X 2(Gn),W ) are isomorphic
indk ◦ Id× indm−k = indm ◦ indk × Id.
7. Inclusion functor and the generators for the braid group
This section collects various facts about the matrix factorization convolution algebra, mostly property
that do not require intense computations but these properties will be used later. In particular, the relation
(7.25) implies that matrix factorizations corresponding commuting elementary braids commute inside the
convolution algebra.
7.1. Unit in convolution algebra. In this section we describe the unit in the convolution algebra. Let us
denote by I−− ⊂ C[X 2] the ideal generated by matrix coefficients of (g)−− where (X, g, Y ) are coordinates
on X 2. Since the generators of I−− form a regular sequence we can define C¯‖ := K
W (I−−). A direct
computation shows that
C‖ := Φn(C¯‖) = K
W1(X−−)⊗K
W2(g−−) ∈MF
sc
B2n
(X ◦2 ,W ),
where W1 = Tr(X−−(Y1 −Adg(Y2)++), W2 = Tr(X(Adg(Y2)−).
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Proposition 7.1. For any F ∈MFscB2n(X
◦,W ) we have
C‖ ⋆ F = F = F ⋆ C‖.
Proof. Let us prove the second equation, first is analogous. Let us denote by C the B3n-equivariant matrix
factorization π◦∗12(F)⊗ π
◦∗
23 (C‖). Let us fix the coordinates (X, g13, g23, Y1, Y2, Y3) on X
◦
3 . Since
C♯ = Kπ
◦∗
23 (W1)((g23)−−)⊗ [Adg12(X)−−, Y2 −Adg23(Y3)]⊗ π
◦∗
12(F)
we can use the differential of the Koszul complex to eliminate variables (g23)−−. We use the row transfor-
mation of the first type so we do not need to worry about admissibility.
As the result of elimination we obtain matrix factorization C1 which is the tensor product of two factors
C′1 ⊗ C
′′
1 where C
′′
1 = π
◦∗
12(F)|(g23)−−=0 and C
′
1 has the following equivariant limit
(C′1)
♯ = [(g23)−−, R1]⊗ [Y2 −Ad(g23)+(Y3), R2].
Now the us notice that π◦∗13 (W ) does not depends on g23 and the only term in C
♯
1 that contains dependence
on (g23)−− is [(g23)−−, R1] hence R1 = 0.
Let us introduce X3(Bn) = gn ×Gn × Bn × n3n. The variety X3(Bn) is isomorphic to the subvariety of
X3 defined by the equations (g23)−− = 0. Now we can contract the complex C1 along the differentials of the
Koszul complex [(g23)−−, 0] to show the homotopy equivalence of the B
3
n-equivariant matrix factorizations
over the ring π◦∗13 (C[X
◦
2 ]):
C1 ∼ C2 = [Y2 +Adg23(Y3), R2]⊗ π
◦∗
12(F) ∈MF
sc
B3n
(X3(Bn), π
◦∗
13 (W )),
where the maps π◦ij are the restriction of the corresponding maps from X3.
As the next step we use the first factor in the matrix factorization C2 to eliminate Y2 from the rest of
the factors. Since Y2 +Adg23(Y3) is B
3
n equivariant we again only use the first type of row transformations.
Similarly to the previous step, after elimination we obtain the matrix factorization
C3 = [Y2 +Adg23(Y3), 0]⊗ π
◦∗
12 (F)|Y2=Adg23 (Y3).
Now we can contract the complex along the differentials of the Koszul complex [Y2 + Adg23(Y3), 0] to
obtain the homotopy equivalence of of theB3n-equivariant matrix factorizations over the ring π
◦∗
13(C[X
◦
2 ]):
C3 ∼ C4 = π˜
◦∗
12 (F) ∈ MF
sc
B3n
(X2 ×Bn,W ).
where π˜◦12 : X2 ×Bn → X2 is given by (X, g, Y1, Y2, b) 7→ (X,Y1,Adb(Y2)).
Thus we see that the differentials of π˜◦∗12 (F) are B
(2)
n invariant and the computation of CEn(2)n
(C4) reduces
to the computation of
CE
n
(2)
n
(C[X2 ×Bn]) = C[X2]⊗ CEn(2)n
(C[Bn]).
Since Qk...n = Bn for k = n, the proposition 8.2 implies that CEn(2)n
(C[Bn]) = C[Tn]. Thus after taking
T
(2)
n -invariant part of CEn(2)n
(C4) we obtain the matrix factorization F . ✷
Corollary 7.2. The matrix factorization C¯‖ is the unit in the convolution algebra
(MFscB2n(X 2,W ), ⋆¯).
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Let us also provide an alternative proof of the proposition. The alternative argument is more geometric
and uses change of base. Let us first notice that
C¯‖ = i
‖
∗(O),
where i‖ : gn ×B × nn → X2 is the embedding (X, b, Y )→ (X, b, Y,Adb(Y )) and O ∈ MF
sc
B3n
(b×B × n2n, 0)
is the trivial matrix factorization.Then we following diagram of maps:
X
◦
2 ×B X3 X
◦
2
X
◦
2 × gn ×B × nn X
◦
2 ×X
◦
2
i‖
π◦12×π
◦
23 π
◦
12×π
◦
23
π◦13
1×i‖
where the dotted maps are: i‖ is the inclusion
i‖(X, g, Y1, Y2) = (X, gb
−1, b, Y1, Y2,Adb(Y2))
and the restriction of the map π◦12 to the subspace X3(B):
π◦12 × π
◦
23(X, g, Y1, Y2, b) = (X, g, Y1, Y2, X, b, Y2).
Now let use base change property to simplify F ⋆ C‖:
CE
n
(2)
n
(π◦13∗((π
◦
12 × π23)
∗(F ⊠ C‖)))
T (2) = CE
n
(2)
n
(π◦13∗((π
◦
12 × π23)
∗(i
‖
∗(F ⊠O))))
T (2)
= CE
n
(2)
n
((π◦13 ◦ i
‖)∗(π
◦
12 × π
◦
23)
∗(F ⊠O))T
(2)
= CEn(2)(π˜
◦∗
12 (F))
T (2)
The last step of this proof the same as in the previous proof.
7.2. Inclusion functor. In the proof of proposition 6.4 we constructed the functor indk,m and we can use
this functor to define the functor:
Indk...m : MF
sc
B2
m−k+1
(X2(Gm−k+1),W )→ MF
sc
B2n
(X2(Gn),W ),
by Indk...m(F) := indk,m(C‖ ⊠ F ⊠ C‖). Using Knorrer functor we also define the reduced version of the
inclusion functor:
Indk...m : MF
sc
B2
m−k+1
(X 2(Gm−k+1),W )→ MF
sc
B2n
(X 2(Gn),W ),
The results of the previous section the properties of the unit immediately imply the following corollaries
Corollary 7.3. The functors Indk...m and Indk...m are homomorphism of the convolution algebras.
Corollary 7.4. For any k,m, k′,m′ such that k < m < k′ < m′ and
F ∈ MFscB2
m−k+1
(X2(Gm−k+1),W ),
G ∈MFscB2
m′−k′+1
(X2(Gm′−k′+1),W )
we have
Indk...m(F) ⋆ Indk′...m′(G) = Indk′...m′(G) ⋆ Indk...m(F).
Corollary 7.5. For any k,m, k′,m′ such that k < m < k′ < m′ and
F ∈ MFscB2
m−k+1
(X 2(Gm−k+1),W ), G ∈MF
sc
B2
m′−k′+1
(X 2(Gm′−k′+1),W )
we have
Indk...m(F)⋆¯Indk′...m′(G) = Indk′...m′(G)⋆¯Indk...m(F).
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7.3. Generators of the braid group. When n = 2 the potential is W (X, g, Y ) = Tr(XAdg(Y )) where
g =
ñ
g11 g12
g21 g22
ô
, X =
ñ
x11 x12
0 x22
ô
, Y =
ñ
0 y12
0 0
ô
A direct computation shows that it factors:
W (X, g, Y ) = y12(g11(x11 − x22) + g21x12)g21/∆, ∆ = det(g).
If n = 2 then the unit matrix factorization from section 7.1 is:
C‖ = Φ(
î
g21∆
−1 y12(g11(x11 − x22) + g21x12)
ó
),
Let also introduce the matrix factorizations C+, C•:
C• = Φ(
î
y12∆
−1 g21(g11(X11 −X22) + g21X12)
ó
),
(7.21) C+ = Φ(
î
g21y12∆
−1 (g11(x11 − x22) + g21x12)
ó
).
The complex C+, as we will see later, correspond to the positive crossing of two strands in the braid. To
define the complex corresponding to the negative crossing we need to shift the weights of B2 action on C+.
Let χ1, χ2 be the generators of the group of characters of B:
χ1
Çñ
a b
0 c
ôå
= a, χ2
Çñ
a b
0 c
ôå
= c.
Bellow we use convention that F〈χ′, χ′′〉 ∈ MFscB2(X2(G2),W ) is obtained from the complex F by twisting
the action of the first factor in B2 by the character χ′ and the action of the second copy is twisted by the
character χ′′. With these conventions in mind we have the following formula for the complex of negative
crossing.
(7.22) C− := C+〈−χ1, χ2〉.
We postpone the description of the Tsc-equivariant structure of matrix factorizations from above till the
section 9. In the section 9 we show that the convolution of C+ and C− is homotopic to C‖.
To define the generators of Brn for general n we use our induction functor:
C
(i)
± := Indii+1(C±), C
(i)
‖ := Indii+1(C‖).
It is elementary to check that C
(i)
‖ is independent of i and is a unit in the convolution algebra (see next
section for the proof). The main result of the first part of the paper is the following theorem
Theorem 7.6. The complexes C
(i)
± satisfy the braid relations
C
(i)
+ ⋆ C
(i)
− ∼ C‖,(7.23)
C
(i)
+ ⋆ C
(i+1)
+ ⋆ C
(i)
+ ∼ C
(i+1)
+ ⋆ C
(i)
+ ⋆ C
(i+1)
+ ,(7.24)
C
(i)
+ ⋆ C
(j)
+ ∼ C
(j)
+ ⋆ C
(i)
+ , |i− j| > 1.(7.25)
where ∼ is the homotopy equivalence.
Proof. The relation (7.23) is proven for two strand braids in lemma 9.6. Hence by corollary 7.3 the relation
(7.23) holds in general. The equation (7.24) is proven for three strand braids in corollary 11.6. Finally, the
commuting relation (7.25) follows from the corollary 7.5. ✷
41
For a given element β = σǫ1i1 · · ·σ
ǫℓ
iℓ
we introduce the following notations:
Cβ = C
(i1)
ǫ1 ⋆ . . . C
(iℓ)
ǫℓ
, C¯β = C¯
(i1)
ǫ1 ⋆¯ . . . ⋆¯C¯
(iℓ)
ǫℓ
.
8. General properties of convolution algebra
8.1. Auxiliary Lemma. In the proof of the braid relations and Markov moves we will use some general-
ization of the previous corollary which we explain below. The statement that we prove in this section allows
us to use smaller intermediate space for computation of the convolution.
Let us introduce notation Qk...m ⊂ Gn for subgroup with Lie algebra qk...m spanned by Eij , i ≤ j, i, j ∈
[1, n] and by Eij , i > j, i, j ∈ [k,m]. Respectively, we denote by Πk...m+ the projection map Lie(Gn)→ qk...m
and Πk...m−− is defined by Id = Π
k...m
+ + Π
k...m
−− . Similarly we define Π
k...m
++ (X) = Π
k...m
−− (X
t)t, where t stands
for transpose. Let us also denote by Πk...m the projection gn → gm−k+1 that extracts the block of the matrix
elements with entries ij, i, j ∈ [k,m]. We use the same notation for the maps of the corresponding groups.
Let us introduce the space X ◦3 (Gn, Gk...m) = gn ×Gn ×Gk−m+1 × nn × nk−m+1 × nn. Let us also fix an
embedding ik...m of this space inside X3:
ik...m(X, g12, g23, ~Y ) = (X, g12, ik...m(g23), Y1, ik...m(Y2) + Π
k...m
++ (Adg23(Y3)), Y3),
where ~Y = (Y1, Y2, Y3), ik...m : Gk−m+1 → Gn and ik...m : nk−m+1 → nn are the natural embeddings.
Respectively we define maps
π◦12 : X
◦
3 (Gn, Gk...m)→ X2(Gn),
π◦23 : X
◦
3 (Gn, Gk...m)→ X2(Gm−k+1),
π◦13 : X
◦
3 (Gn, Gk...m)→ X2(Gn),
(8.26) π◦12(X, g12, g23, Y1, Y2, Y3) = (X, g12, Y1, ik...m(Y2) + Π
k...m
++ (Adg23 (Y3)).
(8.27) π◦23(X, g12, g23, Y1, Y2, Y3) = (Π
k...m(Ad−1g12(X)), g23, Y2,Π
k...m(Y3)),
π◦13(X, g12, g23, Y1, Y2, Y3) = (X, g12g23, Y1, Y3).
These maps are the restrictions of the corresponding maps fromX3 on the embedded subvarietyX
◦
3 (Gn, Gk...m).
Similarly, we define X ◦3 (Gk...m, Gn) = gn×Gk...m×Gn×nn×nk−m+1×nn. Let us also fix an embedding
ik...m of this space inside X3:
ik...m(X, g12, g23, ~Y ) = (X, ik...m(g12), g23, Y1, ik...m(Y2) + Π
k...m
++ (Ad
−1
g12(Y1)), Y3),
~Y = (Y1, Y2, Y3). The maps π
◦
ij are defined analogously to the previous case: by the restriction from ambient
space.
The spaces X ◦3 (Gn, Gk...m) and X
◦
3 (Gk...m, Gn) have unique B
3
n equivariant structure that makes the
maps π◦ij B
3
n-equivariant.
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Lemma 8.1. For any
F ∈MFscB2
m−k+1
(X2(Gm−k+1),W ),G ∈MF
sc
B2n
(X2(Gn),W )
we have
G ⋆ Indk...m(F) = CEn(2)
m−k+1
π◦13∗(π
◦∗
12 (G)⊗ π
◦∗
23 (F))
T
(2)
m−k+1 ,
Indk...m(F) ⋆ G = CEn(2)
m−k+1
π◦13∗(π
◦∗
12 (F)⊗ π
◦∗
23(G))
T
(2)
m−k+1 ,
The key observation in the proof is an alternative description of the induction functor Indk...m. The space
X •2 (Qk...m) := gn ×Qk...m × nm−k+1 × nn can be mapped into X2(Gn) with the map:
jk...m(X, g, Y1, Y2) = (X, jk...m(g), ik...m(Y1) + Π
k...m
++ (Adg(Y2)), Y2)
where jk...m : Qk...m → Gn is the natural embedding.
There is also a natural projection map Πk...m : X •2 (Qk...m)→ X
◦
2 (Gm−k+1) defined by:
Πk...m(X, g, Y1, Y2) = (Π
k...m(X),Πk...m(g),Πk...m(Y1),Π
k...m(Y2)).
Both of these maps are B3n-equivariant. In particular, we have a commuting diagram:
X •2 (Qk...m) X
◦
2 (Pk,m) X
′′
2,n
X ′2,k ×X
′′
2,m−k+1 ×X
′
2,n−m X
′′
2,k ×X
′′
2,m−k+1 ×X
′′
2,n−m
X ◦2 (Gm−k+1)
i′
Π′1×Π
k...m×Π′3
pk,m
ik,m
i‖×1×i‖
π2
where X ′2,k := gk × Bk × bk × bk = X
◦
2 (Bk), X
′′
2,k := gk ×Gk × bk × bk = X
◦
2 (Gk) and the dotted arrow
maps are:
i′(X, g, Y1, Y2) = (Π
k...m
+ (X), jk...m(g), ik...m(Y1) + Π
k...m
++ (Adg(Y2)), Y2),
Π′i(X, g, Y1, Y2) = (p
(i)
k,m(X), p
(i)
k,m(g), p
(i))
k,m(Adg(Y2)), p
(i)
k,m(Y2)),
here p
(1)
k,m, p
(3)
k,m are the compositions of pk,m with the projections on k × k and (n−m)× (n−m) blocks.
Using the base change in our previous diagram we obtain
Indk...m = ik,m,∗ ◦ p
∗
k,m ◦ (i
‖ × 1× i‖) ◦ π∗2 = ik,m,∗ ◦ i
′
∗ ◦ (Π
′
1 ×Π
k...m ×Π′3)
∗ ◦ π∗2
= jk...m,∗ ◦Π
k...m,∗.
Proof of proposition 8.1. We prove the first formula the second is analogous. We have the following com-
muting diagram of the maps:
X
◦
3 (Gn, Qk...m) X
◦
3 X
◦
2
X ◦2 ×X
•
2 (Qk...m) X
◦
2 ×X
◦
2
X ◦2 (Gn)×X
◦
2 (Gm−k+1)
ik...m
π◦12×π
◦
23 π
◦
12×π
◦
23
π◦13
1×jk...m
1×Πk...m
where the dotted arrow map π◦12 × π
◦
23 is given by
π◦12(X, g12, g23, Y1, Y2, Y3) = (X, g12, Y1, ik...m(Y2) + Π
k...m
++ (Adg23 (Y3)),
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π◦23(X, g12, g23, Y1, Y2, Y3) = (Ad
−1
g12(X), g23, Y2,Π
k...m
− (Y3)).
Now we can use the base change formula to simplify G ⋆ Indk...m(F) :
CE
n
(2)
n
(π◦13∗ ◦ (π
◦
12 × π
◦
23)
∗ ◦ (Id× jk...m)∗ ◦ (Id×Π
k...m)∗(G ⊠ F)))T
(2)
n =
CE
n
(2)
n
(π◦13∗ ◦ (ik...m)∗ ◦ (π
◦
12 × π
◦
23)
∗ ◦ (Id×Πk...m)∗(G ⊠ F)))T
(2)
n =
CE
n
(2)
n
(π◦13∗ ◦ (π
◦
12 × π
◦
23)
∗(G ⊠ F)))T
(2)
n ,
where in the last equation we use π◦13 ◦ ik...m = π
◦
13 and Id×Π
k...m ◦π◦12×π
◦
23 = π
◦
12×π
◦
23 where the maps in
the product π◦12×π
◦
23 : X
◦
3 (Gn, Qk...m)→ X
◦
2 (Gn)×X
◦
2 (Gm−k+1) are given by the formulas (8.26), (8.27).
Let us denote by C the matrix factorization π◦13∗◦(π
◦
12×π
◦
23)
∗(G⊠F) For last step we use Hochschild-Serre
spectral sequence to compute functor CE
n
(2)
n
:
CE
n
(2)
m−k+1
(CELie(J′
k...m
)(C))⇒ CEn(2)n
(C)
where Jk...m is the kernel of the projection homomorphism Qk...m → Gm−k+1 and J ′k...m is its unipotent
part. Let us abbreviate the quotient Jk...m/J
′
k...m by J/J
′. We have
(8.28) CELie(J′
k...m
)(C)
J/J′ = π◦13∗(CELie(J′k...m)(π
◦
12 × π
◦
23)
∗(G ⊠ F)).
On the other hand the formulas for the maps π◦12 and π
◦
23 imply that the differentials of the pull back
(π◦12 × π
◦
23)
∗(G ⊠ F) are invariant with respect to the action of J ′k...m. Hence to complete the computation
of (8.28) we need to compute
H∗Lie(J
′
k...m,C[X
◦
3 (Gn, Qk...m)])
J/J′
which is a tensor product of C[b × Gn × nm−k+1 × nn] and H∗Lie(J
′
k...m,C[Qk...m])
J/J′ , and in proposition
below we show that CEJ′
k...m
(C[Qk...m])
J′/J = C[Gm−k+1]. Hence the statement follows since T
(2)
n = (J/J ′)×
Tm−k+1 where Tm−k+1 is the maximal torus of Gm−k+1 ⊂ Gn.
✷
Proposition 8.2. For any k,m, 1 ≤ k < m ≤ n we have
CELie(J′
k...m
)(C[Qk...m]) = C[Gm−k+1]⊗ C[J/J
′].
Proof. We show slightly more general statement
CELie(J′
k...m
)(C[Qk′...m′ ]) = C[Qk−k′+1...m−k′+1 ⊂ Gm−k+1]⊗ C[(J/J
′)],
where k ≥ k′, m′ ≤ m.
We use induction by m − k and the Hochschild-Serre Spectral sequence ([40], sect 7.5). Since we have
short exact sequence of groups
1→ J ′k+1,...,m −→ J
′
k...n −→ C
m−k+1 → 1,
the spectra sequence tells us that
CECm−k+1(CELie(J′k+1...m)
(C[Qκ′...m′ ]))⇒ CEJk...m(C[Qk′...m′ ]).
By induction we have CELie(J′
k+1...m
)(C[Qk′...m′ ]) = C[Qk−k′+2...m−k′+1 ⊂ Gm−k+2]. After relabeling matrix
indices our statement is equivalent to the computation of the following cohomology H∗Lie(C
m−k+1,C[Qk−k′+2...m−k′+1]).
The ring of polynomial functions on Qk−k′+2...m−k′+1 is generated by the elements E
∨
kl dual to the matrix
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units Ekl of E. The generators ∂i of the commutative algebra C
m−k+1 act on the ring generators by the
formula:
∂iE
∨
kl = δk1E
∨
il .
We can apply invertible linear transformation to our system of differential operators to obtain new system
of generators:
∂˜k =
m−k+2∑
i=2
(−1)i+k∆ik∂k,
where ∆ik ∈ C[Qk−k′+2...m−k′+1] is the determinant of (m − k) × (m − k) obtained from E by removing
columns and rows containing 11 and ik entries. Then we have:
∂˜iE
∨
kl = δk1δilE
∨
11.
and by Poincare lemma we obtain
H∗Lie(C
m−k+1,C[Qk−k′+2...m−k′+1]) = C[Qk−k′+2...m−k′+1]/(E
∨
12, . . . , E
∨
1,m−k+2)
and the statement follows. ✷
8.2. Reduced case version of the auxiliary lemma. Let us introduce
X
◦
2(Gk...m) = b×Gk...m × n
2,
X 3(Gn, Gk...m) := bn ×Gn ×Gm−k+1 × nn.
Let us also define an embedding i¯k...m : X 3(Gn, Gk...m)→ X 3 by
i¯k...m(X, g12, g23, Y ) = (X, g12, ik...m(g23), Y ).
Using the last embedding we define the maps π¯ij by restricting from the ambient X3:
π¯12, π¯13 : X 3(Gn, Gk...m)→ X 2(Gn), π¯23 : X 3(Gn, Gk...m)→ X 2(Gk...m).
Similarly, we define X 3(Gk...m, Gn) together with the embedding i¯k...m : X 3(Gk...m, Gn)→ X3:
i¯k...m(X, g12, g23, Y ) = (X, ik...m(g12), g23, Y ).
The same way as before we define the corresponding maps π¯ij .
The spaces X 3(Gk...m, Gn) and X 3(Gn, Gk...m) have natural Bn ×Bm−k+1 ×Bn-equivariant structure.
Moreover, the maps π¯ij are B
2
n-equivariant but not Bm−k+1-equivariant. However, we can introduce the
Bn×Bm−k+1×Bn-equivariant structure on the pull-back (π¯12×π¯23)(F⊗G) where F ,G are equivariant matrix
factorizations from the appropriate spaces. More precisely, repeating the argument of the proposition 5.4 we
obtain
Proposition 8.3. Let
F ∈MFscB2n(X 2(Gn),W ), G ∈ MF
sc
B2
m−k+1
(X 2(Gm−k+1),W )
then there is a unique matrix factorization
(π¯12 ⊗Bm−k+1 π¯23)
∗(F ⊠ G) ∈MFscBn×Bm−k+1×Bn(X 3(Gn, Gm...k), π¯
∗
13(W )),
such that its B2n-equivariant specialization has properties:
(π¯12 ⊗Bm−k+1 π¯23)
∗(F ⊠ G)♯ = (π¯12 × π¯23)
∗(F ⊠ G),
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and
CEnm−k+1(π13∗((π¯12 ⊗Bm−k+1 π¯23)
∗(F ⊠ G)))T
(2)
m−k+1 = F ⋆¯Indk...m(G).
Lemma 8.4. Let
F ∈ MFscB2
m−k+1
(X 2(Gm−k+1),W ), G ∈MF
sc
B2
m−k+1
(X 2(Gn),W )
then there is a unique matrix factorization
(π¯12 ⊗Bm−k+1 π¯23)
∗(F ⊠ G) ∈MFscBn×Bm−k+1×Bn(X 3(Gm...k, Gn), π¯
∗
13(W )),
such that its B2n limit has properties:
(π¯12 ⊗Bm−k+1 π¯23)
∗(F ⊠ G)♯ = (π¯12 × π¯23)
∗(F ⊠ G),
and
CEnm−k+1(π13∗((π¯12 ⊗Bm−k+1 π¯23)
∗(F ⊠ G)))T
(2)
m−k+1 = Indk...m(F)⋆¯G.
8.3. Reduced convolution with rank 1 matrix factorizations. The most important case of these
theorems is the case m = k + 1, that is when one of the matrix factorizations in ⋆¯ product is lifted from
the space X 2(G2), we call such matrix factorization rank 1 matrix factorization. In this case the pull back
functor (π¯12 ×Bm−k+1 π¯23)
∗ could be made very explicit. We do not provide the details of the computation,
we essentially just follow the method of proposition 5.4.
Let us fix notations. Let F = (M1, D1, ∂′l , ∂
′
r) ∈ MF
sc
Bn×B2(X 2(Gn),W ), G = (M2, D2, ∂
′′
l , ∂
′′
r ) ∈
MFscB2×Bn(X 2(G2),W ), B2 in both cases is the image of the embedding ik,k+1 : B2 → Bn. Since the
Lie algebra n2 is one-dimensional n2 = 〈e〉 the corresponding n2-equivariant structure is given by the maps
the even maps
∂′r ∈ HomC[X 2(Gn)](M1,M1), ∂
′′
l ∈ HomC[X 2(G2)](M2,M2).
Respectively
(8.29) (π¯12 ⊗Bm−k+1 π¯23)
∗(F ⊠ G) = (π¯∗12(M1)⊗ π¯
∗
23(M2), D1 +D2; ∂
′
l , ∂
′
r + ∂
′′
l + ∂rl, ∂
′
r),
where the differential ∂rl is given by the formula
(8.30) ∂rl = π¯
∗
12
Å
∂D1
∂Yk,k+1
ã
(Y˜ 2k+1,k+1 − Y˜
2
k,k) + π¯
∗
23
Å
∂D2
∂Xkk
−
∂D2
∂Xk+1,k+1
ã
X˜2k+1,k,
where X˜2 = Ad−1g12(X) and Y˜
2 = Adg12 (Y ).
In the other case
F = (M1, D1, ∂
′
l , ∂
′
r) ∈MF
sc
Bn×B2(X 2(G2),W ),
G = (M2, D2, ∂
′′
l , ∂
′′
r ) ∈ MF
sc
B2×Bn(X 2(Gn),W )
and the expressions for (π¯12 ×Bm−k+1 π¯23)
∗(F ⊠ G) is given by the same formulas (8.29), (8.30).
Remark 8.5. As one can see, if we work with B2-equivariant matrix factorizations on Z with B2-invariant
potential then all the technicalities that are discussed in the first few sections are unnecessary sinceMFstrB2 (Z, F ) =
MFscB2(Z, F ).
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8.4. Involution. Let w0 ∈ Gn be the longest element of the Coxeter group Sn: (w0)i,j = δi+j,n+1. The
involution D : G→ G defined by D(g) = w0(g−1)tw0 preserves B and the Lie version of involution D(X) =
−w0Xtw0, X ∈ g = Lie(G) preserves b ⊂ g. Moreover, since Tr(D(X)) = −Tr(X) the have automorphism
of category
D : MFscB2(X2(G),W )→ MF
sc
B2(X2(G),W ),
D : MFscB2(X 2(G),W )→ MF
sc
B2(X 2(G),W ).
The following proposition is almost tautological
Proposition 8.6. Automorphism D respects convolution product:
D(F) ⋆D(G) = D(F ⋆ G), D(F)⋆¯D(G) = D(F ⋆¯G),
and
D(C
(i)
± ) = C
(n−i)
± , D(C¯
(i)
± ) = C¯
(n−i)
± .
Proof. Let us show that D induces an automorphism of the category of matrix factorizations. We define the
action on the objects as
F = (M, D˜, ∂l, ∂r) 7→ (M,D ◦ D˜ ◦D,D ◦ ∂l ◦D,D ◦ ∂r ◦D).
SinceW ◦D =W the last formula sends objects of MFscB2(X2(G),W ) to the objects of MF
sc
B2(X2(G),W ◦D) =
MFscB2(X2(G),W ). The action on the space of morphisms is also defined by conjugation with D:
Hom(F ,F ′) ∋ Ψ 7→ D ◦Ψ ◦D.
Thus is constructed an automorphism of the category.
The induction functors Indk,m, indk,m are defined with pull-backs and push-forwards along the maps
pk,m, ik,m Hence the rest of the proposition follows from the observation that D◦ ik,m = ik′,m′ ◦D, D◦pk,m =
pk′,m′ ◦D, k′ = n+ 1− k,m′ = n+ 1−m. ✷
9. Two strands
In this section we study the properties of the matrix factorizations that generate the braid group on two
strands. In particular we show that C+ is the inverse to C−.
9.1. General method of the proof. It is easier to discuss the reduced convolution and we focus on this
operation. From construction of the reduced convolution ⋆¯ we see that the key step of computation of G⋆¯F is
the ”computation” of CEn2(π¯
∗
12⊗B π¯
∗
23)(G⊠F). The latter complex is a matrix factorization with non-trivial
potential, we can not compute its cohomology in conventional sense, since the differential does not square
to 0. However, we can get quite close to that by contracting the part of the complex with non-trivial action
of n(2). We give details below.
To simplify notations we consider problem of simplifying of the complex CEn(F)T where F ∈MF
sc
B (G×
Z, F ), F ∈ C[G × Z]B and B acts on G by the left multiplication and acts trivially on Z. Let R = C[G]
and R〈χ〉 is the ring with B-equivariant structure twisted by the character χ ∈ Hom(T,C∗): b · 1 = χ(b)1
for b ∈ B and 1 ∈ R〈χ〉 is the generator of R-module R〈χ〉. We assume that the matrix factorization that
we study is the sum of free R-modules F = (M,D) M = ⊕Ni=1Mi and Mi = C[Z]⊗R〈χ
i〉. It is well known
that the CE homology of such free modules has a geometric interpretation, we were unable to pinpoint a
proof of the interpretation and provide an outline of a proof for it
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Proposition 9.1. For any χ ∈ Hom(T,C∗)
H∗Lie(n, R〈−χ〉)
T = H∗(G/B,Lχ),
where LHS is the coherent sheaf cohomology.
Proof. Let Sn be the symmetric group and B− ⊂ G = GLn the subgroup of lower triangular matrices. The
Bruhat decomposition G = BSnB implies G = B−SnB because B− = w0Bw0 with w0 ∈ Sn being the
longest element of Sn. Each subset Gw = B−wB ⊂ G is an open B-invariant subset of G and let us denote
by Rw the ring of regular functions on Gw. Respectively, we denote by GS := ∩w∈SGw where S ⊂ Sn is a
finite subset and we use notation RS for the ring of regular functions on GS . In particular, we have R = R∅.
There are natural inclusion maps RS → RS′ for S ⊂ S′ and these inclusions maps with appropriate sings
form a Cech resolution Cˇ•(R) of R by free n-modules Cˇi(R) =
∑
|S|=iRS . On other hand let us observe that
the decomposition above turns in a Cech cover Cˇ•(G/U) of G/U , G/U = ∪w∈SnB−w, we use same notation
for the resolution of the sheaf of regular functions on G/U induced by the cover.
Next we observe that Rw = C[B−] ⊗ C[U ], Lie(U) = n and n does not act on the first factor. Since
H∗Lie(n,C[U ]) = C we see that H
∗
Lie(n, R) = Cˇ∗(G/U). The last isomorphism is T -equivariant hence the
proposition follows.
✷
LHS of the last equation is the total space cohomology of the line bundle Lχ. The fiber of Lχ at
V • = {V 1 ⊂ · · · ⊂ V n} ∈ G/B is equal to
⊗
i(V
i+1/V i)di where χ =
∑
diαi. The most important case of
this theorem is the case n = 2:
H∗Lie(n, R〈−kα〉) = H
∗(P1,O(k)).
The other way to present previous proposition is to say that we use homotopy equivalence CEn(R〈χ〉)T ∼
⊕iHi(G/B,Lχ) where the RHS is complex with zero differential. The homotopy could be constructed
explicitly by combining Chech resolution technique with the Gauss elimination method from below.
Proposition 9.2. Let F = (M,D) ∈ MFB(G× Z, F ) as above then there is a homotopy equivalence
CEn(F)
T ∼ (⊕Ni=1H
∗(G/B,Lρi), D¯) ∈ MF(Z, F ),
where D¯ is the differential induced by the differential D.
Proof. As in the proof of proposition 9.1 we can construct the Cech resolution Cˇ•(M) of M . Since the
Chevalley-Eilenberg differential dCE is acyclic on term of the Cˇ•(M) we apply Gauss elimination to construct
homotopy CEn(F) ∼ (H0Lie(n, Cˇ•(M), D
′) with D′ induced by D. As it is explained in proposition 9.1
H∗(H0(n, Cˇ•(M)), dCˇ) = H
∗(G/B,M) = ⊕iH∗(B/G,Lρi) hence we again can apply the Gauss elimination
and obtain the homotopy from the statement of the proposition. ✷
The Gauss elimination lemma is the standard tool of homological algebra, one can find more discussion
(and applications) of this lemma in [4] in the case of complexes of vector spaces. Our proof below is very
close to the argument of [4].
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Lemma 9.3. Suppose M =W ⊕ V , V = V 0 ⊕ V 1, W =W 0 ⊕W 1 and
Di,i+1 = di,i+1V V + d
i,i+1
VW + d
i,i+1
Wv + d
i,i+1
WW ,
di,i+1AB ∈ Hom(B
i+1, Ai) form the matrix factorization (M,D) ∈ MF(Z, F ), D = D01 + D10. Let us also
assume d10V V = φ is an isomorphism.
Then there is a homotopy equivalence in the category of matrix factorizations
(M,D) ∼ (W,DW ), DW = D
10
W +D
01
W ,
D10W = d
10
WW − d
10
WV ◦ φ
−1 ◦ d10VW , D
01
W = d
01
WW .
Proof. Let us that (W,DW ) ∈MF(Z, F ). First, let us first compute D
2
W |W 0 :
d01WW ◦ (d
10
WW − d
10
WV ◦ φ
−1 ◦ d10VW ) = d
01
WW ◦ d
10
WW + d
01
WV ◦ d
10
V V ◦ φ
−1 ◦ d10VW = F,
where we used d01WW ◦ d
10
WV + d
01
WV ◦ d
10
V V = 0 for the first equality. The check that D
2
W |W 1 = F is similar.
Next we define morphisms i :W →M and π :M →W :
i =
ñ
1
ψ
ô
, π =
î
1 ρ
ó
,
here ψ = ψ00VW +ψ
11
VW , ρ = ρ
00
WV + ρ
11
WV and ψ
00
VW = −φ
−1 ◦ d10VW , ψ
11
VW = 0, ρ
00
WV = 0, ρ
11
WV = −d
10
WV ◦φ
−1.
It is immediate to see that D ◦ i = i ◦DW and DW ◦ π = π ◦D. Also since ψ ◦ π = 0 and π ◦ ψ = 0 we
get π ◦ i = 1. On the other hand we can extend by 0 the map φ−1 to obtain φ′ ∈ ⊕iHom(V i, V i+1) and
χ =
ñ
φ′ 0
0 0
ô
.
Since φ−1 ◦ d10V V = 1 and d
10
V V ◦ φ
−1 = 1 we see that i ◦ π − 1 = χ ◦D +D ◦ χ ✷
Thus to obtain the reduction D¯ from the lemma we apply previous lemma to our complex CEn(F)T .
To keep exposition clear let us explain one would apply the elimination lemma to construct homotopy
(⊕Ni=0Ci, d•) ∼ (H
•(C, d), 0): the case of matrix factorizations from proposition 9.1 differs from this model
case by feature that on every step of our construction we need to compute correction differentials.
Indeed, in our model case we can construct a non-canonical splitting C0 = Imd1 ⊕ H
0(C, d), C1 =
Kerd1 ⊕ C1/Kerd1. The differential d1 provides an isomorphism between Imd1 and C1/Kerd1 and we can
apply elimination lemma to obtain homotopy equivalent complex (C′, d) ⊕ (H0(C, d), 0): C′i = Ci, i > 1,
C′1 = Kerd1. Now we can apply the case method to the complex (C
′, d) and so on.
To simplify notations, we assume for the rest of the section that G = G2 = SL2, B = B2 ⊂ G2,
b = Lie(B2). Respectively, character group of B2 under this assumption is Z, 1 ∈ Z corresponds to the
character χ1 from the section 7.3
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9.2. Equivariant structure for the generators. In this subsection we discuss the equivariant structure
of the generators of the braid group. We also introduce the matrix factorization C• that corresponds to the
blob or fat point in the MOY calculus [31]. We use this connection later to relate our homology theory of
links to the HOMFLY-PT polynomial.
We use the following parameterization of the variety X ◦2 (G) = g×G× n
2:
X =
ñ
x0 x1
x−1 −x0
ô
, Yi =
ñ
0 yi
0 0
ô
i = 1, 2, g =
ñ
a11 a12
a21 a22
ô
.
The tori T (1), T (2) of the Borel groups in the product B2 are C∗ and the weights of their action are in the
table:
variable a11 a12 a21 a22 x−1 x0 x1 x˜0 y1 y2
T (1) 1 1 −1 −1 −2 0 2 1 2 0
T (2) −1 1 −1 1 0 0 0 −1 0 2
.
The generator of the nilpotent part of Lie(B), n = 〈δ〉 acts on the coordinates by
δ1a11 = a21, δ1a12 = a22, δ1x0 = x−1, δ1x1 = −2x0,
δ2a12 = −a11, δ2a22 = −a21,
In the table above and in the proofs in this section we use following functions of the coordinates:
x˜0 = 2x0a11 + x1a21, ˜˜x0 = 2x0a12 + x1a22,
so that
δ1x˜0 = 2x−1a11, δ1 ˜˜x0 = 2x−1a12, δ2 ˜˜x0 = −x˜0.
The matrix factorization was discussed previously but in this section we need an explicit description of this
matrix factorization as a strongly B2-equivariant matrix factorization. We use Koszul matrix factorization
conventions of the subsection 2.3, so the matrix factorization of the identity braid has the form
C‖ =
ñ
x−1 y1 − y2a211 θ1
y2x˜0 a21 θ2
ô
, δ1θ1 = −2y2a11θ2,
with degTsc θ1 = (2, 1) and degTsc θ2 = (0,−1). The blob matrix factorization has the form
C• =
ñ
x−1 y1 − y2a211 θ1
a21x˜0 y2 θ
′
2
ô
, δ1θ1 = −2a21a11θ
′
2
or equivalently
C• =
ñ
x−1 y1 θ
′
1
−a211x−1 + a21x˜0 y2 θ
′
2
ô
, θ′1 = θ1 + a
2
22θ
′
2, δ1θ
′
1 = 0
The matrix factorization of the positive intersection is
C+ = (qt)
−1
ñ
x−1 y1 − y2a211 θ1
x˜0 a21y2 θ2
ô
, δ1θ1 = −2a11θ2,
while
C− = C+〈−1,−1〉.
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9.3. Properties of the basic matrix factorizations. In this subsection we collect various facts about
the matrix factorizations from the previous subsection. In particular we explain how one can interpret the
positive intersection matrix factorization as a cone of the identity matrix factorization and the blob matrix
factorization.
Proposition 9.4. We have the following homotopy
C‖ ∼ C‖〈1,−1〉.
Proof. Let R = C[X 2] then we have the following diagram
R R
R R
y2x˜0
a22
a12
a21
a22
(
y2x˜0
a11
a12
)
〈1,−1〉a21
a11
Here dashed arrows denote homotopy morphisms and we used the relation a11a22 − a12a21 = 1. ✷
Proposition 9.5. We have following homotopies:
C+ ∼ (qt)
−1
(
C‖
χ+
−−−→ C•〈−1,−1〉
)
, C− ∼ (qt)
−1
(
C•〈−1,−1〉
χ−
−−−→ (qt)2 C‖〈−1, 1〉
)
,
where
C‖ t
−1R〈−1,−1〉 R
C• R q2tR〈−1,−1〉
(qt)2 C‖ q
2tR q2t2R〈−1,−1〉
χ+
−a21
1
−y2x˜0
−x˜0
〈−1,−1〉
χ−
a21x˜0
−x˜0
y2
1
〈−1, 1〉
−a21
−y2x˜0
9.4. Inversion of the elementary positive braid. Main result of this section is the following
Theorem 9.6. Inside convolution algebra (MFscG×B2(G2), ⋆) we have
C+ ⋆ C− ∼ C‖
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9.5. Proof of theorem 9.6. In order to compute a convolution of two objects, we introduce the matrices
g12 = ||aij ||, g23 = ||bij || and g13 = ||cij || so that
δ1a11 = a21, δ1a12 = a22, δ2a12 = −a11, δ2a22 = −a21,(9.31)
δ2b11 = b21, δ2b12 = b22, δ3b12 = −b11, δ3b22 = −b21,(9.32)
δ1c11 = c21, δ1c12 = c22, δ3c12 = −c11, δ3c22 = −c21.(9.33)
We also introduce X ′ = Adg−112
X :
x′−1 = −2a11a21x0 − a
2
21x1 + a
2
11x−1
x′0 = (a12a21 + a11a22)x0 + a21a22x1 − a11a12x−1,
x′1 = 2a12a22x0 + a
2
22x1 − a
2
12x−1.
For computation of convolution C+ ⋆ C− we need to analyze the pull-back matrix factorization:
C+− := π
◦∗
12 (C+)⊗ π
◦∗
23 (C−) =


x−1 y1 − y2a211 θ1
2x0a11 + x1a21 a21y2 θ2
x′−1 y2 − y3b
2
11 θ3
2x′0b11 + x
′
1b21 b21y3 θ4


′
δ1θ1 = −2a11θ2, δ2θ3 = −2b11θ4,
we used a shortcut notation [−]′ = [−]〈0,−1,−1〉, and [−]〈0,−1,−1〉 stands for the shift of the action of the
torus (C∗)3 = T (1) × T (2) × T (3).
Next we get rid of y2, that is, we need to find a matrix factorization on g × G × n that is homotopy
equivalent to C+− as the matrix factorization over π◦∗13(C[X
◦
2 ]). We use the row transformations together
with the contraction of the injective differential to do that. The result of the row transformation is the LHS
of the equation below:

x−1 y1 − y3a211b
2
11 θ
′
1
2x0a11 + x1a21 a21b
2
11y3 θ
′
2
0 y2 − y3b211 θ3
2x′0b11 + x
′
1b21 b21y3 θ4


′
∼


x−1 y1 − y3a211b
2
11 θ
′
1
2x0a11 + x1a21 a21b
2
11y3 θ
′
2
2x′0b11 + x
′
1b21 b21y3 θ4


′
,
where
θ′1 = θ1 + a
2
11θ3, θ
′
2 = θ2 − a21θ3,
so that
δ1θ
′
1 = −2a11θ
′
2, δ2θ
′
1 = −2b11a
2
11θ4, δ2θ
′
2 = 2b11a21θ4.
After performing two row operations with the help of the relation
2x′0b11 + x
′
1b21 = −x−1(b11a11a12 + c11a12) + c21(2x0a12 + x1a22) + b11a22(2x0a11 + x1a21).
we find
C+− ∼


x−1 y1 − y3c211 θ
′′
1
2x0a11 + x1a21 c21b11y3 θ
′′
2
(2x0a12 + x1a22)c21 b21y3 θ4


′
=


x−1 y1 − y3c211 θ
′′
1
x˜0 c21b11y3 θ
′′
2
˜˜x0 c21 b21y3 θ4


′
where
θ′′1 = θ
′
1 − (b11a11a12 + c11a12)θ4, θ
′′
2 = θ
′
2 + a22b11θ4,
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so that
δ1θ
′′
1 = −2a11θ
′′
2 − 2a12c21θ4, δ2θ
′′
2 = c21θ4.(9.34)
The Borel group B(2) acts trivially on the first line of the last matrix factorization thus to complete our
computation of C+ ⋆ C− we need to analyze the complex composed of the last two lines of the above Koszul
complex:
C =
ñ
x˜0 c21b11y3 θ
′′
2
˜˜x0 c21 b21y3 θ4
ô
More precisely, we need to study the C∗-invariant part of the complex CE(2)n (C). First let us notice that
the ring R := C[X 3] factors as R
′ × π¯∗13(C[X 2]) where R
′ = C[G] and the second factor is B(2)-invariant
and thus CE(2)n (C) = CE
(2)
n (C
′) ⊗ π¯13(X 2) where C′ is the matrix factorization C consider as the matrix
factorization over R′. Let us depict the complex CE(2)n (C
′)T
(2)
below
[θ′′2 ; 0] [1; 1]
[θ′′2 θ4; 1] [θ4; 2]
[θ′′2 ;−2] e
∗ [1;−1] e∗
[θ′′2 θ4;−1] e
∗ [θ4, 0] e
∗
where e∗ is the basis of n∗ = Hom(n,C) and [α; k] stands for R[k]α which is the part of the ring of C∗
weight k . In the picture the dashed arrows are the Chevalley-Eilenberg differentials for H∗(n, •).
Note that H∗(b, R〈1〉) = 0 hence the blue and red dashed arrows in the diagram are isomorphisms and
we can contract them but some new morphisms would appear after we perform the contraction.
Indeed, if we contract red dashed arrow we obtain four correction morphisms. The first correction mor-
phism d1 is obtained by following blue arrows (dashed arrow in reverse direction) starting at R[0]θ4e
∗ and
ending at R[0]θ′′2 :
d1 = b21y3δ
−1
2 (2x0a11 + x1a21) = b21y3(2x0a12 + x1a22).
Thus we obtained the differential that goes in the direction opposite of the diagonal green dashed arrow.
The another corrections differentials have the following origins and destinations:
d2 : R[0]θ4e
∗ → R[2]θ4, d3 : R[−2]θ
′′
2e
∗ → R[0]θ′′2 , d4 : R[−2]θ
′′
2e
∗ → R[2]θ4.
Similarly, contraction of the blue dashed arrow results yields four correction morphisms. The first cor-
rection morphism d5 is obtained by following red arrows (dashed arrow in reverse direction) starting at at
R[0]θ4e
∗ and ending at R[0]θ′′2 :
d5 = (2x0a11 + x1a21)δ
−1
2 (b21y3) = b11y3(2x0a11 + x1a21).
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Thus we obtained another differential that goes in the direction opposite of the direction of diagonal dashed
green arrow. The another corrections differentials have the following origins and destinations:
d6 : R[0]θ4e
∗ → R[2]θ4, d7 : R[−2]θ
′′
2e
∗ → R[0]θ′′2 , d8 : R[−2]θ
′′
2e
∗ → R[2]θ4.
Finally, let us notice that since H0(b, R〈2〉) = H1(b, R) = 0, H1(b, R〈2〉) = H0(b, R) = C[c, x, y] we see that
Chevalley-Eilenberg differential: d10 : R[2]θ4 → R[0]θ4e
∗ is injective and Chevalley-Eilenberg differential:
d11 : R[0]θ
′′
2 → R[−2]θ
′′
2e
∗ is surjective. Thus we can perform contraction along these differentials and obtain
two term complex consisting of H1(b, R〈2〉) = C[c, x, y], H0(b, R) = C[c, x, y] and differentials between them.
Let us point out that the differentials d2, d3, d4, d6, d7, d9 do not result in any correction differential after the
contraction since none of these differentials ends on the target of the arrows d10, d11.
Thus the only differentials in our final complex are the following. The differential that starts at H1(b, R〈2〉)
and ends at H0(b, R) is the sum of d2 and d5:
d2 + d5 = y3(2x0c11 + x1c21).
The differential going in the reverse direction is the green arrow differential caused by (9.34) that is it is just
a multiplication by c21. Thus we have shown that
CEn(2)(C+−)
T (2) ∼ C‖.
10. Three strands and two crossings
In this section we compute explicitly the matrix factorizations C1⋆¯C2 and C2⋆¯C1. Both of these matrix
factorizations turn out to be Koszul matrix factorizations and we start with explanations for the equations
defining these Koszul factorizations. Then we proceed with computations of the convolution.
10.1. A geometric interpretation for the matrix factorization. Let us fix notations:
X =


x11 x12 x13
0 x22 x23
0 0 x33

 , a =


a11 a12 a13
a21 a22 a23
a31 a32 a33


We assume in this section that all group elements have determinant 1.
Proposition 10.1. If the the following equations hold
a31 = 0(10.35)
(x11 − x22)a11 + x12a21 = 0(10.36)
(a−1)33(x11 − x33)− (a
−1)32x23 − (a
−1)31x13 = 0.(10.37)
then
Ad−1a (X) ∈ b.
Proof. The first two equations (10.35,10.36) imply ((X − x22I3)a)•1 = 0 and hence
(a−1(X − x22I3)a)•1 = 0.
The equation (a−1(X − x11I3))3• = 0 is equivalent to the system consisting of the equation (10.37) and
equation:
(10.38) (a−1)31x12 + (a
−1)32(x22 − x11) = 0.
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Now let us observe that if a31 = 0 then (a
−1)31 = a12a32 and (a
−1)32 = −a11a32 thus the equation (10.38)
is equal to a32 times (10.36) modulo a31 and the statement follows. ✷
Let us denote the LHS of (10.36) by f and LHS of (10.37) by g.
Proposition 10.2. The elements a31, f, g form a regular sequence in C[b×G].
Proof. We use the Bruhat cover of the group to show it. Indeed, if a31 = 0 then either a11 6= 0 or a21 6= 0.
Let’s treat the case a11 6= 0 first. then either (a−1)32 6= 0 and a31, f/a11, g/(a−1)32 is regular or (a−1)33 6= 0
and a31, f/a11, g/(a
−1)33 is regular. The second case a21 6= 0 is analogous since then either (a−1)31 6= 0 and
a31, f/a21, g/(a
−1)31 is regular or (a
−1)33 6= 0 and a31, f/a21, g/(a−1)33 is regular. Since we show regularity
in each affine chart the statement follows. ✷
Let us point out that the proof of the proposition 10.1 implies that the ideal I ′12 = (a31, f, g) ⊂ C[g×G]
defines the subvariety that consists of pairs (X, g) such that
Adg(X)− diag(X22, X33, X11) ∈ n.
The later matrix equation if B2-invariant hence the ideal I ′12 is B
2-invariant too.
The ideal I12 = (a31, f, g) ⊂ C[X 2] contains the potential W and because of regularity of the sequence
and of B2-invariance we have, according to the Lemma 3.4 the following well-defined matrix factorization
C¯12 = K
W (I12) ∈ MF
sc
B2(X 2,W ).
Indeed, the regularity of (a31, f, g) implies that the Koszul complex K(a31, f, g) is homotopic to C[X 2]/I12
supported in the zeroth homological degree. Thus the conditions of the Lemma 3.4 are satisfied and there is
a unique matrix factorization KW (I12) that extends K(a31, f, g).
Let us define the following elements of C[b×G]:
h = (a−1)32x23 + (a
−1)33(x33 − x22), k = a11(x11 − x33) + a21x12 + a31x13.
Proof of the proposition below is parallel to the propositions above and we leave them for reader to check
Proposition 10.3. We have
(1) The conditions (a−1)31 = 0, h = 0, k = 0 imply Ad
−1
a (X) ∈ b.
(2) The sequence (a−1)31, h, k is regular in C[b×G].
Let I21 = ((a
−1)31, h, k) ⊂ C[X 2] the ideal. Then analogously to the previous case we can define complex
C¯21 := K
W (I21) ∈MF
sc
B2(X 2,W ).
The main result of this section is the formula for the matrix factorization for the braid on three strands
with two crossings:
Lemma 10.4. We have
C¯
(1)
+ ⋆¯C¯
(2)
+ = C¯12, C¯
(2)
+ ⋆¯C¯
(1)
− = C¯21.
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10.2. Proof of Lemma 10.4. We present only a proof for the first equation. The second equation is
obtained from the first by applying the involution D.
Since C¯
(2)
+ = Ind1,2(C¯+) we can use the proposition 8.4 and the corrections for the B2 equivariant structure
from the subsection 8.3 to proceed with our computation of C¯
(1)
+ ⋆¯C¯
(2)
+ .
First we introduce the matrices
g12 =


a11 a12 a13
a21 a22 a23
a31 a32 a33

 , g23 =


1 0 0
0 b22 b23
0 b23 b33

 g13 =


c11 c12 c13
c21 c22 c23
c31 c32 c33

 .
They satisfy the relation
g13 = g12g23.
Polynomials of the entries of the matrices a, c, X and Y span the space of regular functions on the space
X3(G3, G2,3).
By the proposition 8.3 C¯
(1)
+ ⋆¯C¯
(2)
+ = π¯13∗(CEn(2)2
((π¯∗12 ⊗B2 π¯
∗
23)((C¯
(1)
+ )⊠ C¯
(2)
+ ))) where
π¯12 : X 3(G3, G2,3)→ X 2(G3), π¯23 : X 3(G3, G2,3)→ X 2(G2),
π¯13 : X 3(G3, G2,3)→ X 2(G3).
We introduce the matrices
X˜2 = Adg−112
X = ||x˜ij ||, Y˜2 = Adg23Y = ||y˜ij ||.
The tensor product (π¯12 ⊗B2 π¯23)
∗(C¯
(1)
+ ⊠ C¯
(2)
+ ) in the above tensor product is the Koszul complex:
C12 =


a31 ∗ θ0
(x11 − x22)a11 + x12a21 ∗ θ1
a32 ∗ θ2
(x˜22 − x˜33)b22 + x˜23b32 ∗ θ3


Since
g−123 =


1 0 0
0 b33 −b23
0 −b23 b22

 ,
it turns out that a31 = c31. Thus we can use the row operations to remove c31 from the other rows of
C12. After completing the process we obtain the matrix factorization C
′
12 with last last three rows equal
to the rows of C12 with c31 = a31 = 0 and the first row matching with the row of C12 that contains the
relation (10.35). The last row is B
(2)
2 invariant hence for our computation of CEn(2)2
(C12) we only need to
analyze the part of the complex C′12 that consists of the last three lines:
C′′12 =


(x11 − x22)a11 + x12a21 ∗ θ1
a32 ∗ θ2
(x˜22 − x˜33)b22 + x˜23b32 ∗ θ3

 =


(x11 − x22)c11 + x12c21 ∗ θ1
b33c32 − b32c33 ∗ θ2
(x˜22 − x˜33)b22 + x˜23b32 ∗ θ3


The first two rows come from the (1,2)-crossing and the second row comes from the (2,3)-crossing. It turns
out that the first row of C′′12 matches the row of C12 that contains the relation (10.36) and it is B
(2)
2 -invariant.
So complete our computation of CE
n
(2)
2
(C12)
T (2) we have to simplify only the remaining two rows:
C =
ñ
b33c32 − b32c33 ∗ θ2
(x˜22 − x˜33)b22 + x˜23b32 ∗ θ3
ô
=
ñ
κ2 ∗ θ2
κ3 ∗ θ3
ô
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where
κ2 = a32 = b33c32 − b32c33, κ3 = (x˜22 − x˜33)b22 + x˜23b32.
To write out our Chevalley-Eilenberg complex we need to explain the B2-equivariant structure on C and
it is done below. Denote the elements of Borel group B
(2)
2 as
h2 =


1 0 0
0 β22 β23
0 0 β−122


Its action is
g12 7→ g12h
−1
2 , g23 7→ h2g23, X˜2 7→ Adh2X˜2.
The weights of the action of diag(0, 1,−1) ∈ Lie(B
(2)
2 ) on the r.h.s. elements in the Koszul rows of C are -1
and 1 respectively, hence the weights of θ2 and θ3 are 1 and -1.
It remains to establish the action of β23 denoted by δ2. One way to figure out this action is to use formulas
(8.29) and (8.30) to fix the equivariant structure on C12 and then follow up the changes of this equivariant
structure as do our reduction from C12 to C. However, we choose a different method: we just show that
there is a unique strongly B2-equivariant structure on C and compute it explicitly.
The element κ2 is δ2-invariant. The variation δ2κ3 can be computed by brute force, but since we are
interested in it being proportional to the second element, we use an indirect computation. Present X˜2 as a
sum of the upper-triangular and strictly lower-triangular parts:
X˜2 = X˜2,+ + X˜2,−−.
Note that
κ3b32 = −(Adg−123
X˜2,+)32.
while δ2b32 = 0, so
δ2κ3 = −δ2(Adg−123
X˜2,+)32/b32.
The matrix
Adg−123
X˜2 = Adg−123
Adg−112
X˜1 = Adg−113
X˜1
is Borel-invariant, hence
δ2κ3 = δ2(Adg−123
X˜2,−−)32/b32.
A direct computation shows that
(Adg−123
X˜2,−−)32 = b
2
22(X˜2,−−)32 = b
2
22x˜32.
The formulas for action of B(2) imply that δ2x˜32 = 0, while δ2b22 = b32, so
δ2κ3 = 2x˜32b22,
while
x˜32 = a32 ((x11 − x22)a12a21 + a21a22x12
+(x33 − x22)(a11a22 − a12a21) + a32(a21x13 − a11x23))
Since the Koszul differential κ2θ2 + κ3θ3 must remain Borel-invariant, it follows that
(10.39) δ2θ2 = −2b22 ((x11 − x22)a12a21 + a21a22x12
+(x33 − x22)(a11a22 − a12a21) + a32(a21x13 − a11x23)) θ3
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Similarly to the case of two strands we have tensor product decomposition R = X 3 = R
′ ⊗ π¯∗13(C[X 2])
where R′ = C[G2,3] = C[G2] is the factor with non-trivial B
(2)
2 -action. Thus we can use the equality
CE
n
(2)
2
(C)T
(2)
= CE
n
(2)
2
(C′)T
(2)
⊗ π¯∗13(C[X3]) were C
′ is the complex C considered as the matrix factorization
of R′-modules.
The complex of T (2)-invariant part of the complex CE
n
(2)
2
(C′) has the following shape:
[θ2; 0] [1; 1]
[θ2θ3; 1] [θ3; 2]
[θ2;−2] e
∗ [1;−1] e∗
[θ2θ3;−1] e∗ [θ3, 0] e∗
The shape of the complex is identical to the shape of the complex from the proof of the theorem 9.6. Thus
we can perform the same sequence of contractions as in the proof of the theorem 9.6. As we have seen in the
proof of theorem 9.6, at the end of our contraction process, all vertices of the complex except two connected
by the green dashed arrow can be contracted to 0 and the vertices R[0]θ3e
∗
3 to H
1(P1,O(−2))⊗ π¯∗13(C[X2]),
R[0]θ2 to H
0(P1,O)⊗ π¯∗13(C[X2]).
Thus at the end we obtain a two term Koszul complex and as we have seen previously all of the new
correction differentials in the final complex will be running in the direction opposite to the direction of the
green arrow. Let’s study the differential that induced by the green arrow in our final complex.
The target of our differential is H1(P1,O(−2)) ⊗ π¯∗13(C[X2]) = H
1
Lie(n, R〈−2〉) ⊗ π¯
∗
13(C[X2]), hence we
can replace the coefficients of the differential by the expressions that are homologous with respect to the
differential δ2. Below we take advantage of this observation. Indeed, note that
δ2b22 = b32, δ2b23 = b33,
so, first, δ2(b
2
22) = 2b22b32, hence b22b32 is exact and, second, δ2(b22b23) = b32b23 + b22b33, hence in view of
b22b33 − b23b32 = 1 we find b22b33 ∼
1
2 . As a result,
(10.40) b22


a11 a12 a13
a21 a22 a23
a31 a32 a33

 = g13b22g−123 ∼ g13


1 0 0
0 12 ∗
0 0 ∗

 =


c11
1
2c12 ∗
c21
1
2c22 ∗
c31
1
2c32 ∗


Note that in the expression (10.39) each term has a product of an element from the first column and the
second column of the matrix g12, also the first column of g13 = c is equal to the first column of g12 = a. Thus
we can combine the last observation with (10.40) to see that the differential induced by the green arrow is
homologous to
−
(
(x11 − x22)c12c21 + c21c22x12 + (x33 − x22)(c11c22 − c12c21) + c32(c21x13 − c11x23)
)
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Since this is the third condition of (10.37) we have shown that the matrix factorization C¯
(1)
+ ⋆¯C¯
(2)
+ is actually
an element of MFscB2(X 2,W ) and its positive part in the sense of Lemma 3.4 is a Koszul complex for the
regular sequence (c31, f, g). Hence by the lemma 3.6 there is an isomorphism between C¯
(1)
+ ⋆¯C¯
(2)
+ and C¯12.
11. Three strands three crossings
In this section we complete our proof theorem 7.6 by proving the cubic relation for the braid group
generators. We show that two sides of the relations realize the same matrix factorization that has a geometric
interpretation: the left hand side is realized by the extension of the complex of the minimal resolution of the
ideal I121 and the other side for the ideal I212. First we introduce the ideals and discuss their properties.
11.1. Involution D and the ideals I121 and I212. We use special notations for some elements of C[b×G]:
fi := Adc−1(X − x221)2i, hi = (c
−1(X − x111))3i.
f ′i := Adc−1(X − x221)i2, h
′
i = ((X − x331)c)i1,
kij = (Adc−1(X))ij − δijx4−i,4−i.
where X = ||xij ||, g ∈ G provide local coordinates on b ×G. Let us introduce the ideals
I121 = (f1, f2, h2, h3), I212 = (f
′
3, f
′
2, h
′
2, h
′
1) I = (k31, k32, k33, k21, k22, k11).
Proposition 11.1. We have
(1) D(I121) = I212,
(2) D(I) = I,
(3) I121 = I.
Proof. The first two statements are immediate from our definition of the involution D. We now show the
last statement. First we show that I ⊂ I121.
Indeed, the conditions c−1(X − x111)31 because X is upper triangular. Hence h2 = 0, h3 = 0 implies that
the last row of c−1(X − x111)31 is zero and thus the last row of Adc−1(X − x111) has vanishing last row.
Finally, f1 = h2 = 0 implies Adc−1(X)21 = 0 and Adc−1(X)22 = x22. Thus Adc−1(X) ∈ b and combining
with Tr(X) = Tr(Adc−1(X)) we obtain that Adc−1(X)ii = x4−i,4−i.
Now let us show that I121 ⊂ I. The fact that hi ∈ I is immediate. Let us denote by ~w, ~u,~v the first, second
and third rows of c−1. The relation from I imply that c−1(X) = X˜c−1 where X˜ is upper triangular with
elements x33, x22, x11 on the diagonal. Hence ~vX = x11~v and these relations are equivalent to h2 = h3 = 0.
✷
11.2. Resolution for I121. In this subsection we construct a free resolution of the module C[b × G]/I121.
Let us fix notations:
A =
[
− (Adc−1X)21 ,
(
Adc−1(X − x221)
)
22
, c−1(X − x111)32
]
.
The direct computation shows that
A = −
[
detB23, detB13, detB12
]
,
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where
B =


(x11 − x22)c12 + x12c22 −c32
−((x11 − x22)c11 + x12c21) c31
−(c−1)2i
(
X − x221
)
i3
−(c−1)2iδi1

 .
The Laplace formula for the 3× 3 matrix made of B and A implies that the following is a complex:
(11.41) K = [R2
B
−→ R3
A
−→ R]
where R = C[b×G].
Let I˜121 = (f1, f2, h2). Below we show that the complex K is actually a resolution of the R-module
R/I˜121:
Proposition 11.2. We have:
H0(K) = R/I˜121, H
>0(K) = 0.
The variety Z defined by the ideal generated by I˜121 is the key geometric ingredient of the proof of
theorem 7.6. The proposition below describes the fibers of the projection map πG : Z → G:
Proposition 11.3. The fibers of the map πG are linear subspaces of b and if c /∈ B then codimb(π
−1
G (c)) = 2,
otherwise if g ∈ B, π−1G (c) = b.
Proof. Since the second column of the matrix B is a vector valued function on G which is non-zero at the
generic point of G the linear conditions imposed by f1, f2, h2 are not linearly independent at a generic point
of G. Hence the codimb(π
−1
G (c)) ≤ 2 for any c ∈ G.
Let us determine the locus of g such that codimb(π
−1
G (c)) ≤ 1. Let us assume that (c
−1
31 , c
−1
32 ) 6= (0, 0) and
hence (c31, c32) 6= (0, 0). Since h2 is a non-zero linear function on b, the linear system f1 = 0, f2 = 0, h2 = 0
has rank 1 if f1, f2 are proportional to h2. If c31 6= 0 then the condition that f1 is proportional to h1 implies
that c−12i = 0 for all i hence contradiction to det(c) = 1. Similarly, if c32 6= 0, the condition f2 is proportional
to h1 also implies c
−1
2i = 0 for all i. Thus if codimb(π
−1
G (c)) ≤ 1 then c31 = c32 = c
−1
31 = c
−1
32 = 0.
The last condition on c implies h1 = 0 and the nontrivial entries of the linear equations f1 and f2 are the
coefficients in front of x12, x11, x22. These are the vectors (c
−1
21 c21, c
−1
21 c11, c
−1
22 c21) and (c
−1
21 c22, c
−1
21 c12, c
−1
22 c12).
If c−112 6= 0 then these vectors are proportional to (c21, c11, ∗) and (c22, c12, ∗) and these two vectors can not
be proportional because of det(c) = 1.
Thus we have shown that codimb(π
−1
G (c)) ≤ 1 implies c ∈ B. Finally, it is immediate to see that if c ∈ B
then f1, f2, h2 are zero linear functions on b. ✷
Proof of proposition 11.2. The previous proposition implies that codimb×G(Z) = 2. Hence we can apply the
Hilbert-Burch theorem [12] which implies that K is indeed a resolution of the module R/I˜121. ✷
In the next subsection we need a slight refinement of the previous proposition. We define a complex
C121 = [R
h2−→ R]⊗K.
Proposition 11.4. We have
H0(C121) = R/I121, H
>0(C121) = 0.
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Proof. By the spectral sequence for the tensor product of complexes and the previous proposition it is enough
to show that the complex R/I˜121
h2−→ R/I˜121 has no homology in non-zero degree. That is we need to show
that h2 is not a zero divisor in R/I˜121.
The variety Z could have irreducible components of codimension at most 3. The proposition 7.6 implies
that Z has at most two irreducible components. The first component Z1 is the closure of π
−1
G (G \ B) and
the second component Z2 is π
−1
G (B). The fist component has codimension 2 and the second codimension 3.
Thus we need to show that h2 is no vanishing identically on any of the components Zi.
Since c = 1 ∈ B and h2|c=1 = x33−x11 and f1|c=1 = f2|c=1 = h1|c=1 = 0, the function h2 does not vanish
on Z2. Respectively s = E12 − E21 + E33 /∈ B and h2|c=s = x33 − x11, f1|c=s = x12, f2|c=s = x11 − x22,
h1|c=s = 0 we see that h2 is not vanishing on π
−1
G (s) and hence h2 does not vanish on Z1 and it is a
zero-divisor. ✷
11.3. Convolution. Let us denote by C121 a complex of R-modules (here R = C[X 2]) that is obtained by
a pull back of the complex C121 along the projection map X 2 → b×G. Since the projection map is flat, the
results of the previous subsection imply that the complex C121 satisfies the conditions of the Lemmas 2.1,2.2
with F = W . Hence there is a unique (up to homotopy) matrix factorization C¯(121) ∈ MFscB2(X 2,W ) that
extends the complex C121. The main result of this section is the proof of the following
Lemma 11.5. We have
C¯(1)⋆¯C¯(2)⋆¯C¯(1) = C¯(121)
Proof. To prove the lemma we use the results of the previous section and compute the convolution C¯12⋆¯C¯
(1)
+ .
Since C¯
(1)
+ = Ind12(C¯+) we can use the proposition 8.3 and subsection 8.3. That is for our proof, we analyze
T -invariant part of CE
n
(2)
2
(C) the matrix matrix factorization C ∈MFscB3×B2×B3(X 3(G3, G1,2), π¯
∗
13(W )),
C = (π¯12 ⊗B2 π¯23)
∗(C¯12 ⊠ C¯
(1)
+ ).
First let us discuss the coordinates on the space X3(G3, G1,2), for that we introduce the following matrices:
g12 =


a11 a12 a13
a21 a22 a23
a31 a32 a33

 , g23 =


b11 b12 0
b21 b22 0
0 0 1

 ,
g−123 =


b22 −b12 0
−b21 b11 0
0 0 1

 , g13 =


c11 c12 c13
c21 c22 c23
c31 c32 c33


and
X =


x11 x12 x13
0 x22 x23
0 0 x33

 , Y =


0 y12 y13
0 0 y23
0 0 0

 , X˜ = Adg−112 X = ||x˜ij ||.
The Borel group B
(2)
2 corresponding to a middle factor in B3 ×B2 ×B3 could be parameterized as follows:
h2 =


β11 β12 0
0 β−111 0
0 0 1


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The weights of the action of Lie algebra element diag(1,−1, 0) ∈ Lie(B
(2)
2 ) are
element ai1 ai2 ai3 (a
−1)1i (a
−1)2i (a
−1)3i b1i b2i b3i
weight −1 1 0 1 −1 0 1 −1 0
and the action of δ12 := E12 ∈ Lie(B
(2)
2 ) is
δ12ai2 = −ai1, δ12(a
−1)1i = (a
−1)2i, δ12b1i = b2i.
The matrix factorization C is generated by four Koszul differentials:
d1 = a31
d2 = (x11 − x22)a11 + x12a21
d3 = (x˜11 − x˜22)b11 + x˜12b21
d4 = (x33 − x11)(a11a22 − a12a21)− a32(a11x23 − a21x13)
= (x33 − x11)(a
−1)33 + x23(a
−1)32 + x31(a
−1)31
= (a−1)3i(X − x111)i3.
The differentials d1, d2 and d4 come from the first two crossings and together they constitute π¯12(C12); d3
comes from the last crossing, that is from the matrix factorization π¯∗23(C+).
The weights of the differentials with respect to the maximal torus the Borel group B
(2)
2 are
differential d1 d2 d3 d4
weight −1 −1 1 0
The differential d4 is completely Borel-invariant and thus for our analysis of CEn(2)2
(C) we need to concentrate
on the first three rows of C that compose the matrix factorization C′. Moreover,
d4 = (x33 − x11)(c
−1)33 + x23(c
−1)32 + x31(c
−1)31 = (c
−1)3i(X − x111)i3.
thus it matches with h3.
The differentials d1 and d2 are invariant under δ12.
Let us compute δ12d3. We observe that X˜+ = X˜ − X˜−−, hence
(11.42) d3 = −
Ä
Adg−123
X˜+
ä
21
/b21 = −
Ä
Adg−113
X
ä
21
/b21 +
Ä
Adg−123
X˜−−
ä
21
/b21
The first term here is δ12-invariant and b21 is also δ12-invariant, hence
δ12d3 = δ12
Ä
Adg−123
X˜−−
ä
21
/b21
Now Ä
Adg−123
X˜−−
ä
21
= x˜21b
2
11, δ12x˜21 = 0, δ12b11 = b21,
hence
δ12d3 = 2x˜21b11.
It remains to express x˜21 in terms of d1 and d2. By definition,
x˜21 = (a
−1)2iXijaj1 = (a
−1)2i
(
X − x221
)
ij
aj1.
Note that
(
X − x221
)
ij
aj1 = d1
(
X − x221
)
i3
+ d2δi1
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hence
x˜21 = d1β1 + d2β2,
where
β1 = (a
−1)2i
(
X − x221
)
i3
, β2 = (a
−1)2iδi1(11.43)
so
δ12d3 = 2b11(β1d1 + β2d2),
The first three differentials d1, d2, d3 thus form the following Koszul complex C
′
+ which form a positive
part of the matrix factorization C.
Below we simplify the complex CE
n
(2)
2
(C′+)
T (2) and match the simplified complex with the complex of the
minimal resolution of I121.
The complex CE
n
(2)
2
(C′+) has the form
[θ1θ2θ3; 0]
[θ1θ3;−1] [θ1θ2; 1] [θ2θ3;−1]
[θ1; 0] [θ3;−2] [θ2; 0]
[1;−1]
−d2
d3
−α1α2
d1
−d3
−d2
−α1
d1
d1 d2 −d2
−α2
d3
d1
d3
d2
In the picture [Θ, k] stands for the tensor product of the monomial Θ of the odd variables from the
Koszul complex and of Chevalley-Eilenberg complex for the R〈k〉 := C[X 3(G3, G1,2)] = R′ ⊗ π¯∗13(C[X 2]),
R′ = C[G1,2] = C[G2]: CEn(2)2
(R′〈−k〉) ⊗ π¯∗13(X 2) ⊗ Θ. We used the dashed lines additional Chevalley-
Eilenberg differentials and we used a shortcut
α1 = 2b11β1, α2 = 2b11β2.
Now we perform contractions along the differentials inside complexes [Θ, k]. After the contraction the
corresponding vertices in the diagram get replaced with H∗(P1,O(−k))⊗ π¯∗13(C[X2]) :
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10 b21 ⊕ b22 0
11 [θ3;−2]ζ12 12
0
−d2 d3
−α1α2
d1
−d3
−d2
−α1
d1d1 d2
−d2
−α2
−d3
d1
d3
d2
Thus, we obtained the complex of the form
11 ⊕ 12 b21 ⊕ b22 ⊕ ζ12 1
B A
and the rest of the proof is devoted to demonstrating that these matrices are
A =
[
−
Ä
Adg−113
X
ä
21
,
(
Adg−113
(X − x221)
)
22
, (c−1)3i(X − x111)i2
]
= −
[
detB23, detB13, detB12
]
.
B =


(x11 − x22)c12 + x12c22 −c32
−((x11 − x22)c11 + x12c21) c31
−(c−1)2i
(
X − x221
)
i3
−(c−1)2iδi1

 .
We begin with B. Its lower row comes from a pair −α1, −α2. Note that both have the same form
α∗ = 2b11(a
−1)2i(something)i, (a
−1)2i = b2j(c
−1)ji.
Now we used the fact that
δ12b11 = b21, δ12b12 = b22, b11b22 − b12b21 = 1,
from which we conclude that
b11b21ζ12 ∼ 0, b11b22ζ12 ∼
1
2 ζ12.
and as a result
2b11(a
−1)2iζ12 ∼ (c
−1)2iζ12
which means that we should simply replace (a−1)2i with (c
−1)2i in the formulas (11.43).
The first two rows of B come from d1 and d2 in which we substitute
ai1 = cij(b
−1)j1
and then extract the coefficients at b21 and at b22.
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Now we turn to the row-matrix A. Its third element A3 is the simplest: it comes from two secondary
differentials going from ζ12 to 1, so it is
A3 = d1 δ
−1
12 (d2)− d2 δ
−1
12 (d1).
Both d1 and d2 are bilinear combinations of δ12-invariants and matrix elements ai1. Note that δ
−1
12 (ai1) = ai2,
hence if i 6= j, then
ai1 δ
−1
12 (aj1)− aj1 δ
−1
12 (ai1) = −ai1aj2 + aj1ai2 = ±(a
−1)3k,
where k 6= i, j. As a result,
A3 = (x22 − x11)(a
−1)32 + x12(a
−1)31
The third row of g−112 coincides with the third row of g
−1
13 , hence ultimately
A3 = (x22 − x11)(c
−1)32 + x12(c
−1)31 = (c
−1)3i(X − x111)i2
The first and second entries of A are both sums of three terms: the first one being d3 and the last two
being secondary differentials
diδ
−1
12 (αib2j) = diδ
−1
12 (2b11b2jβi), i = 1, 2.
Let us being with A1 originating from b21. According to (11.42),
d3b21 = −
Ä
Adg−113
X
ä
21
+
Ä
Adg−123
X˜−
ä
21
= −
Ä
Adg−113
X
ä
21
+ x˜21b
2
11.
At the same time, δ12βi = 0 and δ12(b
2
11) = b11b21, hence
diδ
−1
12 (2b11b21βi) = b
2
11diβi,
and ∑
i=1,2
diδ
−1
12 (2b11b21βi) = b
2
11(d1β1 + d2β2) = b
2
11x˜21
in accordance with (11.3). Now
A1 = d3b21 −
∑
i=1,2
diδ
−1
12 (αib21) = −
Ä
Adg−113
X
ä
21
.
In order to computer A2, we use the formula
d3 = (x˜11 − x˜22)b11 + x˜12b21
In order to compute the secondary differentials, use the relations
δ12(b11b12) = b11b22 + b12b21, b11b22 − b12b21 = 1,
from which it follows that
2b11b22 = δ12(b11b12) + 1.
As a result,
diδ
−1
12 (2b11b22βi) = dib11b12βi + diδ
−1
12 (βi).
The first term yields ∑
i=1,2
b11b12diβi = x˜21b11b12.
As for the second term, from the relation (11.3) and δ12-invariance of d1 and d2 of we conclude:
d1δ
−1
12 (β1) + d2δ
−1
12 (β2) = δ
−1
12
(
(Adg−1
12
X − x221)21
)
= (Adg−1
12
X − x221)11 = x˜11 − x22.
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Adding all three terms together, we find
A2 = d3b22 − x˜21b11b12 − (x˜11 − x22) = (Adg−123
X˜)22 − x22 = (Adg−113
X)22 − x22.
Thus we have shown that the matrix factorization C12⋆¯C¯
(1)
+ is a 2-periodic folding of the matrix factoriza-
tion that is obtain from B23 equivariant complex C¯121 by adding the negative differentials and the differentials
that correct equivariant structure. Moreover, since the complex C¯121 satisfies the conditions of the lemma 3.4
such matrix factorization exists and unique and the statement of our theorem follows.
✷
11.4. End of the proof of the theorem 7.6.
Corollary 11.6. There is a homotopy realizing relation:
C¯
(1)
+ ⋆¯C¯
(2)
+ ⋆¯C¯
(1)
+ ∼ C¯
(2)
+ ⋆¯C¯
(1)
+ ⋆¯C¯
(2).
Proof. From the previous discussion we see that the complexes C121 and D(C121) are minimal resolutions
of the modules R/I121 and R/I212. The ideals I212 and I121 are isomorphic hence there are morphism
ψ, θ : R4 → R4 such that Ψ<2 = (1, ψ1) and Θ<2 = (1, θ1) are morphisms between the truncated complexes
[C121]<2 = [R
d
←− R4], [D(C121)]<2 = [R
D(d)
←−−− R4] and Ψ<2 ◦Θ<2 = 1, Θ<2 ◦Ψ<2 = 1. The morphisms could
be extended to some morphism Ψ<k,Θ<k of [C121]<k and [C212]<k. Moreover, any such extensions satisfy
Ψ<k ◦Θ<k ∼ 1, Θ<k ◦Ψ<k ∼ 1. Let us explain an inductive construction for the first homotopy.
Suppose constructed Ψ<k+1 = Ψ<k+ψk, Θ<k+1 = Θ<k+θk and homotopy χ<k such that Ψ<k◦Θ<k−1 =
D ◦ χ<k − χ<k ◦D. Then D ◦Ψ<k+1 ◦Θ<k+1 −D = −D ◦ χ<k ◦D +D ◦ ψk ◦ θk hence D ◦ ψk ◦ θk = D as
map [C121]k → [C212]k+1. Thus there is χk such that D ◦ χk = ψk ◦ θk and we can set χ<k+1 = χ<k + χk.
Thus we have a homotopy equivalence C121 ∼ C212. The matrix factorizations C¯
(1)
+ ⋆¯C¯
(2)
+ ⋆¯C¯
(1)
+ and
C¯
(2)
+ ⋆¯C¯
(1)
+ ⋆¯C¯
(2)
+ are lifts of the complexes C121 and C212. Since the complexes C121, C212 satisfy the con-
ditions of the lemma 3.7 we lift the homotopy between C121 and C212 to the homotopy in the statement of
corollary.
✷
The main conclusion of the computations in the last two section is a construction of the braid group
action on the category of matrix factorizations:
Corollary 11.7. The assignment
σi 7→ C¯
(i)
+ ⋆¯, σ
−1
i 7→ C¯
(i)
− ⋆¯
extends to the homomorphism Brn → End(MF
sc
B2(X 2,W )).
12. Sheaves on the Hilbert scheme
In this section we explain how for a word β of generators of the braid group Brn one can construct a
two-periodic complex Cβ of quasi-coherent sheaves on the space Xℓ with the property that its homology
is supported on a version of the Steinberg-like variety Stℓ that covers the nested Hilbert Scheme Hilb1,n of
n-points on C2. We show later that Bℓ ×G-invariant part H∗(Cβ) is related to the isotopy invariant of the
link L(β). First let us remind a definition of the nested Hilbert scheme.
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12.1. Nested Hilbert scheme: definitions and notations. Direct definition of the scheme Hilb1,n is
the moduli space of the sequences of the ideals I1 ⊂ · · · ⊂ In ⊂ C[x, y] such that dimC[x, y]/Ik = k. We
are also interested in the subvariety HilbL1,n which consists of the sequence like above with extra condition
supp(Ik−1/Ik) is a point on the line L = {y = 0}.
We can also think of a point on Hilb1,n as quotient sequence
C[x, y]/In → C[x, y]/In−1 → · · · → C[x, y]/I1.
Let us use notation Vk = C[x, y]/Ik. If we choose a basis {vi}i=1,...,n of Vn such that 〈v1, . . . , vk〉 = Vk
then the operators of multiplication by x and y become upper triangular in this basis. Let us denote these
operators by X , Y . Let us also notice that the fact that Vk are obtained as a quotient of C[x, y] implies that
there is a special vector in u ∈ Vn which is the image of 1 ∈ C[x, y]. Thus on the level of points we obtained
identification of Hilb1,n with the quotient of the variety
CVstb×b = {(X,Y ) ∈ b|[X,Y ] = 0 and exists u such that C[X,Y ]u = V }
by the group B. Respectively, to obtain a model for HilbL1,n one need to impose the condition Y ∈ n
The tricky part of the previous description is the fact that we take quotient by the group B which is not a
reductive group. Thus to reveal the scheme theoretic structure of the quotient CVstb×b/B one could consider
slightly different model for Hilb1,n which we describe below. Let us define C˜ ⊂ Fl× gln× gln which consists
of the triples (V•, X, Y ) satisfying the following conditions:
XVi ⊂ Vi, Y Vi ⊂ Vi, [X,Y ] = 0.
There is a natural action of GL(n) on C˜ and analogously to the argument in [33] one can show that the
semi-stable locus C˜ss of the action is exactly the locus where there is a vector u such that C[X,Y ]u = Vn.
Thus on the set theoretic level we established the isomorphism between CVstb×b/B and C˜
ss/GLn. Lastly, let
us notice that the quotient C˜ss/GLn has a natural scheme structure due to GIT theory [32].
12.2. Braid complex. Now let us recall our construction of the braid group action and relate the con-
struction of the braid group action to the knot invariants. Recall that in the previous sections we discussed
various properties of the particular matrix factorization Ciǫ ∈MF
sc
G×B2(g× (G× n)
2
,W ),:
W (X, g1, Y1, g2, Y2) = Tr(Ad
−1
g1 (X)Y1 −Ad
−1
g2 (X)Y2).
Suppose we are given a braid β = σǫ1i1 . . . σ
ǫℓ
iℓ
, where ǫj = ±1. Then we construct the following two-periodic
complex of coherent sheaves on Xℓ := g× (G× n)
N
:
Cσǫ1
i1
,...,σ
ǫℓ
iℓ
:= π∗12(C
(i1)
ǫ1 )⊗ · · · ⊗ π
∗
n1(C
(iℓ)
ǫℓ
) ∈ MFscBℓ×G(Xℓ, π
∗
1,n(W )),
where πi,i+1 : Xℓ → X2 is the natural projection.
Let us define the ideal Icritℓ ⊂ C[Xℓ] be generated by the partial derivatives of the functions Wi,i+1 :=
π∗i,i+1(W ), i = 1, . . . , n− 1. Elements of the ideal I
crit
ℓ provide a morphisms of the complex Cσǫ1
i1
,...,σ
ǫℓ
iℓ
that
are homotopic to 0. In the next subsections of this section we construct from Cσǫ1
i1
,...,σ
ǫℓ
iℓ
a complex of sheaves
Sβ , β = σ
ǫ1
i1
. . . σǫℓiℓ ∈ Brn on the usual Hilbert scheme Hilbn that depends only on the conjugacy class of β.
Other words we construct a trace map Brn → D
per
Tsc
(Hilbn).
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12.3. Geometry of the critical locus. Before we describe the last step of our construction of the knot
invariant let us discuss the structure of the scheme X critℓ := Spec(Rℓ). First, we describe a particular set of
generators of the ideal Icritℓ . Let us notice that we can rewrite the intermediate potential Wi,i+1 as follows
(12.44) Wi,i+1 = Tr(Ad
−1
gi (X)Yi −Ad
−1
gi+1(X)Yi+1)
As we explain in the section 5 the potential Wi,i+1 could be rewritten as follows:
Tr(X˜i,+Adgi,i+1(Yi+1))− Tr(X˜i,−−(Yi −Adgi,i+1(Yi+1)++)).
Here and everywhere below the notations are consistent with the notations of section 5, that isM+ (M−) is
the upper-triangular (lower-triangular) part of a matrix M and M++ (M−−) is the strictly upper-triangular
(lower-triangular) part of M and
gi,i+1 = g
−1
i gi+1, X˜i = Ad
−1
gi (X).
Taking partial derivatives of the last function with respect to the coordinates Yi+1, X˜i,+, g, Yi−Adgi,i+1(Yi+1)++, X˜i,−−
we obtain equations:
Ad−1gi,i+1(X˜i)−− = 0,(12.45)
Adgi,i+1(Yi+1)− = 0,(12.46)
[Adgi,i+1(Yi+1), X˜i,+] = 0,(12.47)
X˜i,−− = 0,(12.48)
Yi = Adgi,i+1(Yi+1)++.(12.49)
Let us notice that the last equations the first and the second lines actually imply:
(12.50) [Yi, X˜i,+] = 0,
since [Adgi,i+1(Yi+1), X˜i,+] = [Adgi,i+1(Yi+1)++, X˜i,+] + [Adgi,i+1(Yi+1)−, X˜i,+].
On the other hand if we compute the partial derivatives by X of the LHS of (12.44) we get
(12.51) Adgi(Yi) = Adgi+1(Yi+1)
Finally let us notice that the (12.45) and (12.50) imply that [Yi+1, X˜i+1] = 0 and hence
(12.52) [AdgiYi, X ] = 0.
Let us notice that because of the previous observation (12.51), the last equations (12.52) are equivalent for
different values of i.
Thus we see that the G×Bℓ equivariant scheme X critℓ comes equipped with the following maps:
pri : X
crit
ℓ → CVb×n, pri(g•, X, Y•) = (Yi, X˜i,+),
this map is B-equivariant;
pr : X critℓ → CVg×g, pr(g•, X, Y•) = (Adgi(Yi), X),
this map is G-equivariant. The varieties CVB and CVG are the commuting sub varieties of n× b and g× g
respectively.
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Proposition 12.1. The critical locus X critℓ consists of elements (X, g1, Y1, . . . , gℓ, Yℓ) satisfying
Adgi(Yi) = Adgi+1(Yi+1)
Ad−1gi (X)−− = 0
[X,Adg1(Y1)] = 0.
12.4. Stability conditions on critical locus. The locally closed locus X critℓ,st defined by the condition
that there is vector u ∈ V such that
(12.53) C[Adgi(Yi), X ]u = C
n.
From above discussion we see that the image πi(X
crit
ℓ,st ) is inside CV
st
B because ui = g
−1
i (u) is cyclic
C[Yi, X˜i,+]ui = C
n.
We denote intersection of X critℓ /U
ℓ with the stable locus by X critℓ,st /U
ℓ. Let us denote jst the inclusion of
the stable locus.
Let us introduce slightly bigger space X critℓ,fr that is a subvariety of X
crit
ℓ × V consisting of collections of
elements (X, g1, Y1, . . . , gℓ, Yℓ, u) satisfying conditions (12.53). The space X
crit
ℓ,fr has a natural action of the
group Gˆ × Bℓ, Gˆ := G × C∗, where C∗-factor acts on the space V by rescaling. Let us denote by Stℓ the
quotient Gˆ\X critℓ,fr /B
ℓ.
12.5. Stability conditions for the matrix factorizations. We denote by
V 0 ⊂ V = Cn
the subset of vectors with a non-zero last coordinate. Let us define Xℓ,fr as the subvariety of Xℓ × V
consisting of collections (X, g1, Y1, , . . . , gℓ, Yℓ, u) such that
C〈Ad−1gi (X), Yi〉g
−1
i (u) = V, g
−1(u) ∈ V 0, i = 1, . . . , ℓ− 1,
The map that forgets framing fgt : Xℓ,fr → Xℓ is defined as restriction of the projection Xℓ × V → Xℓ
on the open subset Xℓ,fr ⊂ Xℓ× V . It is dominant over the open that we call the stable locus Xℓ,st. There
a unique G×Bℓ-equivariant structure on Xℓ,fr,i that makes map fgt G×Bℓ-equivariant.
The framed space comes equipped with the natural convolution algebra structure:
F ⋆ G := π13∗(CEn(2)(π
∗
12(F)⊗ π
∗
23(G))
T (2) ),
where πij : X3,fr → X2,fr are the natural projection maps. There is a natural pull back map
fgt : MFscB2(X2,W )→ MF
sc
B2(X2,fr,W )
and the key to what follows in the next sections is the Lemma below:
Lemma 12.2. The pull-back map fgt∗ is the homomorpism of the convolution algebras.
Proof. Let us denote by C the matrix factorization
π∗12(F)⊗ π
∗
23(G) ∈ MF
sc
B2(X3,fr, π
∗
13(W )).
Then what we need to show is that for any Zarisky open set U ⊂ X2,fr the matrix factorizations of C[U ]-
modules fgt∗(CEn(2)(C)
T (2)) and CEn(2)(fgt
∗(C))T
(2)
) are homotopic.
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It is more convenient to restate the above homotopic relation in a slightly more geometric terms. Let us
denote by X3,fr,1 the subvariety of X3 × V that is defined by the stability condition:
C〈Ad−1g1 (X), Y1〉g
−1
1 (u) = V, g
−1
1 (u) ∈ V
0
Both spaces X3,fr,1 and X3,fr project onto X2,fr and to distinguish these projections we denote the projec-
tion from the first space by π13 and from the second by π
fr
13 . Thus the statement of the lemma is equivalent
to the homotopy equivalence of the C[U ] matrix factorizations
(12.54) CEn(2)(C|π−113 (U)
)T
(2)
∼ CEn(2)(C|πfr,−113 (U)
)T
(2)
.
From the previous discussion of the equations for the support of Cσǫ1
i1
,...,σ
ǫl
il
we see that
X
crit
3 × V ∩X3,fr,1 = X
crit
3 × V ∩X3,fr.
Finally since Z = X3,fr,1\X3,fr is the closed subvariety the equation (12.54) follows from the general lemma
that follows the proof: we use X = X3,fr,1 and Z
′ = X crit3 × V in the lemma. ✷
Typically the stable locus is a open subset of some more natural bigger space and we are interesting in
comparing the matrix factorizations on the big space with the ones on the stable locus. The lemma below
shows that the category does not change as we pass to the stable locus as long the unstable locus does not
intersect the critical locus of the potential. The lemma is shown in more general case and we do not refer to
a stability a condition.
Lemma 12.3. Suppose X is a quasi-affine variety and F = (M,D) ∈MF(X,W ), W ∈ C[X ]. The elements
of C[X ] act on MF(X,W ) by multiplication. Let us assume that the elements of the ideal I = (f1, . . . , fm) ⊂
C[X ] act by zero homotopies on F and Z ′ ⊂ X is the zero locus of I. Let Z ⊂ X be a subvariety defined by
J = (g1, . . . , gn) such that Z ∩ Z ′ = ∅. Then F is homotopic to F|X\Z as matrix factorization over C[X ].
Proof. Let us the convention Xf for the open Zarisky subset of X which is a complement of the zero locus of
f . By the conditions of the lemma the open sets Xfi and Xgi form a Cech cover of X and we denote by the
Cˇf,g(F) the Cech resolution of F . The terms of the complex Cˇf,g(F) are the matrix factorizations F|XS,T
where S ⊂ {1, . . . ,m} and T ⊂ {1, . . . , n} and XS,T is the complement to the zero locus of
∏
s∈S fs
∏
t∈T gt.
By the conditions of the lemma the matrix factorization F|XS,T is contractible if S 6= ∅. Thus after
performing all the contractions we are left with Cˇg(F) which is exactly F|X\Z and the lemma follows. ✷
12.6. Taking the Bℓ quotient. Let us define the closure map: cl : Xℓ−1 → Xℓ by
cl(X, g1, Y1, . . . , gℓ−1, Yℓ−1) := (X, g1, Y1, . . . , gℓ−1, Yℓ−1, g1, Y1).
This map is G×Bℓ−1-equivariant with Bℓ−1-action on Xℓ−1 induced by the group homomorphism id2,...,ℓ−1×
∆1,ℓ.
We use the same notation for the maps of the framed and stable spaces. Let us notice that the preimage of
the map cl applied to Xℓ+1,fr is the cyclicly framed space Xℓ,fc that consists of points (X, g1, Y1, . . . , gℓ, Yℓ, v)
satisfying :
C〈Ad−1gi (X), Yi〉g
−1(u) = V, g−1(u) ∈ V 0, i = 1, . . . , ℓ.
The intersection with the zero-locus of Icritℓ we denote by X
crit
ℓ,fc .
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Respectively, we have the pull back map:
cl∗ : MFscBℓ−1(Xℓ,fr,W )→ MF
sc
Bℓ−1(Xℓ−1,fc, 0),
and let us denote by Cσǫ1
i1
,...,σ
ǫℓ
ℓ
the pull-back cl∗(Cσǫ1
i1
,...,σ
ǫℓ
ℓ
). We use the same nation for cl∗(Cσǫ1
i1
,...,σ
ǫℓ
ℓ
) ∈
MFscBℓ−1(Xℓ−1, 0), usually it is clear from the context which category of matrix factorizations we work with.
Let us denote by MFsc,crit
Bℓ
(Xℓ,fc, 0) ⊂ MF
sc
Bℓ(Xℓ,fc, 0), MF
sc,crit
Bℓ
(Xℓ, 0) ⊂ MF
sc
Bℓ(Xℓ, 0) the subcategory
consisting of matrix factorizations with the property that the ideal Icritℓ acts by zero homotopy. The element
C
σ
ǫ1
i1
,...,σ
ǫℓ+1
ℓ+1
is an element of the subcategory MFsc,crit
Bℓ
(Xℓ,fc, 0).
Given an element C ∈MFsc,crit
Bℓ
(Xℓ, 0) the homology
H∗(CEnℓ(C)) := H
even(CEnℓ(C))⊕H
odd(CEnℓ(C))
is a module over the ring of nℓ invariants Rn
ℓ
ℓ where Rℓ := C[X
crit
ℓ ]. Let us fix a notation for the affine
scheme X critℓ /U
ℓ := Spec(Rn
ℓ
ℓ ). We use notation HU (Xℓ, C) for H
∗(CEnℓ(C)) considered as R
nℓ
ℓ -module.
There is an natural map fgt : X critℓ,fc → X
crit
ℓ and by applying the respective pull-back map we obtain
HU (Xℓ,fc, C) := fgt
∗(HU (Xℓ, C)) ∈MFT ℓ(Xℓ,fc/U
ℓ, 0).
The complex of sheaves HU (Xℓ,fc, C) is T ℓ × Gˆ-equivariant complex of sheaves on X critℓ,fr /U
ℓ and we
define HB(Xℓ,fc, C) as a complex of sheaves of T ℓ-invariant sections of HU (Xℓ,fc, C). Thus HB(Xℓ,fc, C) is
a complex of quasi-coherent sheaves on the quotient Xℓ,fc/B
ℓ. The complex of sheaves HB(Xℓ,fc, C) is Gˆ-
equivariant hence the complex sheaves HB(Xℓ,fc, C)Gˆ of Gˆ-invariant sections of HB(Xℓ,fc, C) is a complex
of quasi coherent sheaves on Stℓ.
12.7. Conjugacy class invariant. In section 12.2 we constructed for every word β = σǫ1i1 · · · · ·σ
ǫℓ
iℓ
of length
ℓ of generators of the braid group Brn complexes Cσǫ1
i1
,...,σ
ǫℓ
iℓ
∈ MFscBℓ×G(Xℓ,fc, 0). The group Gˆ acts only
on the first and last factors in Xℓ,fc there is a Gˆ-equivariant projection pr
i : Xℓ,fc → g2 × V :
pri(X, g1, Y1, . . . , gℓ, Yℓ, u) = (X,Adgi(Yi), u).
The image of the map pr1 restricted to X critℓ,fc consists of stable triples (X,Y, u), [X,Y ] = 0,C[X,Y ]u = V .
Thus we have a well-defined map pr1 : Stℓ → Hilbn.
Since Cσǫ1
i1
,...,σ
ǫℓ
iℓ
∈MFsc,crit
Bℓ×G
(Xℓ,fc, 0) we can apply the above constructions to obtain a complex of sheaves
on Hilbn
Sσǫ1
i1
,...,σ
ǫℓ
iℓ
:= pr1∗(HB(Cσǫ1
i1
,...,σ
ǫℓ
iℓ
))Gˆ.
Theorem 12.4. The sheaf Sσǫ1
i1
,...,σ
ǫℓ
iℓ
depends only on conjugacy class of β = σǫ1i1 · · · · · σ
ǫℓ
iℓ
:
(12.55) Sσǫ1
i1
,...,1,...,σ
ǫℓ
iℓ
∼ Sσǫ1
i1
,...,σ
ǫℓ
iℓ
(12.56) Sσǫ1
i1
,...,σ
ǫℓ
iℓ
= Sσǫ2
i2
,...,σ
ǫℓ
iℓ
,σ
ǫ1
i1
(12.57) Sσk,σ−1k ,σ
ǫ1
i1
... ∼ Sσǫ1i1 ,...
, Sσk,σk+1,σk,... = Sσk+1,σk,σk+1,...
where ∼ stands for the homotopy equivalence.
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Proof. The conjugacy invariance (12.56) follows almost immediately from the construction. Indeed, the
definition of pri implies that
Sσǫ2
i2
,...,σ
ǫℓ
iℓ
,σ
ǫ1
i1
= pr2∗(HB(Cσǫ1
i1
,...,σ
ǫℓ
iℓ
)).
On the other hand pr1|X crit
ℓ,fc
= pr2|X crit
ℓ,fc
and hence the equality.
To prove the rest of the theorem we introduce slightly more general definition:
Sβ1,...,βm := pr
1
∗(HB(Xm,fc, fgt
∗(cl∗(π∗12(Cβ1)⊗ · · · ⊗ π
∗
m,m+1(Cβm)))))
Gˆ
Now let us observe that pr1 = pr1 ◦ πˆ2 where πˆ2 : Xm,fc → Xm−1,fc is the projection along the second
factor. Hence we have
Sβ1,β2,...,βm = Sβ1·β2,...,βm
It implies the desired equations.
✷
For an element β ∈ Brn we denote by [β] its conjugacy class. Thus for any element of the braid group
β ∈ Brn we have a quasi-coherent sheaf S[β] on Hilbn.
It is not obvious to us how one could attach sheaf on the flag Hilbert scheme to a conjugacy class
in the braid group. There are well-defined maps pri : Stℓ → Hilb
L
1,n that send (X, g1, Y1, . . . , gℓ, Yℓ, u) to
(Ad−1gi (X), Yi), g
−1(u)). Naively one could hope that the push-forwards pri∗(H∗B(X2,fc, Cσǫ1
i1
,...,σ
ǫℓ
iℓ
)) for some
i is a such sheaf but it is unclear why it would satisfy the properties from the theorem. However, as we will
see later, the push-forwards on the flag Hilbert schemes are useful for understanding Markov moves, since
there are natural maps between the flag Hilbert schemes of different ranks. It is also clear from the argument
of the previous theorem that for any β = σǫ1i1 · · · · · σ
ǫℓ
iℓ
there is a well-defined complex:
Sβ := pr1,∗(H
∗
B(X2,fc, Cσǫ1
i1
,...,σ
ǫℓ
iℓ
)) ∈ DperTsc (Hilb
L
1,n).
13. Link invariant
The nested Hilbert scheme Hilb1,n is a very singular scheme and it has very complicated geometry, the
main source of complexity is the commutativity relation between the matrices. On the other hands, we can
define the free Hilbert scheme Hilbfree1,n by omitting commutativity condition, this turn out to be relatively
simple variety which is an iterated fibration of projective spaces (see proposition 13.1). In this section we
explain a construction for Sβ ∈ D
per
Tsc
(Hilbfree1,n ) for β ∈ Brn with the property that the total cohomology of
Sβ is an isotopy invariant of the closure L(β) (see theorem 13.3).
13.1. Geometry of Hilbfree1,n . Let us define by the following open subset of b× n× V :fiHilbfree1,n := {(X,Y, v)|C〈X,Y 〉v = V }.
There is an action of B × C∗ on fiHilbfree1,n and we use notation Hilbfree1,n for the quotient.
Define a map p : Hilbfree1,n → Hilb
free
1,n−1 as the map induced by the projection map on the vector space
of upper-triangular matrices: the map forgets the first row of the matrix. Let us also introduce the map
χ : Hilbfree1,n → hn = C
n, χ(X,Y, v) = (x11, . . . , xnn). Given z ∈ hn we denote by Hilb
free
1,n (z) the preimage
χ−1(z). By restricting the map p to the space of diagonal matrices we get the map p : hn → hn−1.
Proposition 13.1. The fibers of the map p : Hilbfree1,n (z)→ Hilb
free
1,n−1(p(z)) are projective spaces P
n−1.
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Proof. Below we construct an affine cover of the space Hilbfree1,n (z), these are the affine charts for the space
Hilbfree1,n (z). The charts a labeled by the following combinatorial data: (
~S1, ~S2) where ~S1 = (S
1
1 , . . . , S
n−1
1 ),
~S2 = (S
1
2 , . . . , S
n−1
2 ) where S
j
i are the subsets of integers with the following properties:
Si1, S
i
2 ⊂ {1, . . . , i}, S
j
i ⊂ S
j+1
i , |S
i
1|+ |S
i
2| = i.
For a given (~S1, ~S2) we define the affine subspace A~S1,~S2 inside b × n× V by the following equations:
xn−i,n+1−k = 0 if k ∈ S
i
1, yn−i,n+1−k = 0, if k ∈ S
i
2,(13.58)
xn−i,n+1−k = 1 if k ∈ S
i+1
1 \ S
i
1 yn−i,n+1−k = 1 if k ∈ S
i+1
2 \ S
i
2,(13.59)
where i = 1, . . . , n− 1, and
(13.60) vi = δin.
Below we use induction by n to show that
(1) The isotropy group of an element of A~S1,~S2 inside B is trivial
(2) fiHilbfree1,n (z) = ∪(~S1,~S2)B · A~S1,~S2 .
Indeed, the seed of induction is clear. Let us assume that statement true for Hilbfree1,n−1(p(z)). Hence a
B-orbit O ⊂fiHilb1,n(z) intersect the variety p−1(a) for some a ∈ A~S1,~S2 for some ~S1, ~S2. By the induction,
the subgroup of B preserving the intersection O ∩ p−1(a) has Lie group spanned by the matrix units E1i,
i = 2, . . . , n.
Let us pick an element u ∈ O∩p−1(a). We can use group generated by the etE1i , i = 2, . . . , n to translate
an element u to an element w = (X,Y, v) that satisfies equation (13.58) and (13.60). The element w is
unique up to the action of the group C∗ = exp(E11t). Finally, since w = (X,Y, v) ∈ fiHilbfree1,n (z) we have
C〈X,Y 〉v = V and hence either (x1,n+1−k)k/∈Sn1 or (y1,n+1−k)k/∈Sn2 is non zero. If the first vector is non-zero,
we set Sn+11 \ S
n
1 to the index of the non-zero entry. The case (y1,n+1−k)k/∈Sn2 6= 0 is analogous. As a last
step we use the group exp(E11t) to scale this non-zero entry to 1 and thus obtain a unique element of the
orbit O that satisfies equations (13.58,13.59,13.60). ✷
Let us denote by B˜n the vector bundle over fiHilbfree1,n with the fiber over the point (X, g, Y, v) equal to the
space V . This vector bundle descends to the vector bundle Bn on the quotient Hilb
free
1,n .
Let us denote by χi ∈ Hom(T,C∗), T ⊂ B such that χi(exp(
∑n
i=1 tiEii)) = exp(ti) and we use the same
notation for the induced characters of B and for the restriction to the subgroup B. The trivial line bundle
onfiHilbfree1,n twisted by the character χi descends to line bundle on Hilbfree1,n which we denote by Oi(−1). The
line bundle On(−1) admits more geometric description
On(−1) = Bn/p
∗(Bn−1),
which we use in the proof of the following
Proposition 13.2. Let p be the map Hilbfree1,n (z)→ Hilb
free
1,n−1(p(z)) then we have
(1) p∗(∧kBn) = ∧kBn−1.
(2) p∗(On(m)⊗ ∧
kBn) = 0 if m ∈ [−1,−n+ 2].
(3) p∗(On(−n+ 1)⊗ ∧kBn) = ∧k−1Bn−1[n]
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Proof. Let U ⊂ Hilbfree1,n−1 is an open subset then we can apply the global section functor Γ(p
−1(U),−) to
the short exact sequence of sheaves on :
0→ On(m)⊗ ∧
kp∗(Bn−1)→ On(m)⊗ ∧
kBn
→ On(m)⊗ Bn/p
∗(Bn−1)⊗ ∧
k−1(p∗(Bn−1))→ 0.
The fibers of the map p are projective spaces Pn and the line bundle On(−1) restricted to a fiber is
the standard tautological bundle O(−1). Since Bn/p∗(Bn−1) = On(−1) then by the previous observation
and well known formulas for the homology of O(k) on the projective space combined with the short exact
sequence from above imply
Hi(p−1(U),On(m)⊗ ∧
kBn) = 0, i 6= 0, n
H0(p−1(U),On(m)⊗ ∧
kBn) =


H0(U,∧kBn−1), if m = 0
0, if m < 0.
Hn(p−1(U),On(m)⊗ ∧
kBn) =


H0(U,∧k−1Bn−1), if m = −n
0, if m > −n.
Hence the statement of the proposition follows. ✷
13.2. Braid complex on Hilbfree1,n . In this subsection we explain how one could construct for every β ∈ Brn
a periodic complex Sβ ∈ D
per
Tsc
(Hilbfree1,n ) such that the hypercohomology of the complex is an isotopy invariant
of the link L(β). First let us explain a construction of the sheaf.
First let us introduce the analogs of the previous constructions for the Kno¨rrer reduced spaces. We define
X 2,fr to be a subvariety of X 2 × V 0 consisting of (X, g, Y, u) such that
C〈X,Ad−1g (Y )〉u = V
The space X 2,fr is an open subvariety of X 2,fr × V and we can restrict the Kno¨rrer Φn × idV on this
open set to obtain:
Φn : MF
sc
B2(X 2,fr,W )→ MF
sc
B2(X2,fr ,W ).
There is forgetful map fgt : X 2,fr → X 2 and the argument almost identical to the proof of Lemma 12.2
implies that fgt∗ is the homomorphism of the convolution algebras and
(13.61) Φn ◦ fgt
∗ = fgt∗ ◦ Φn.
It is natural to define X 1 := b×n and respectively we have the analog of the closure map je : X 1 → X 2
by je(X,Y ) = (X, e, Y ). Similarly, we define X 1,fc ⊂ b× n× V to be fiHilbfree1,n and we have a natural map
je : X 1,fc → X2,fr.
For any β ∈ Brn we define the element of D
per
Tsc
(Hilbfree1,n ):
Sβ := j
∗
e (C¯β).
For a element S ∈ DperTsc (Hilb
free
1,n ) we denote by H(S) the doubly graded space of the hypercohomology of
the complex and let us introduce:
H
k(β) := H(Sβ ⊗ ∧
kB)
The main result of the paper is the following
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Theorem 13.3. The doubly graded space
Hk(β) := H(k+wr(β)−n−1)/2(β)
is the isotopy invariant of L(β).
Let us denote by H∗(Sβ ⊗ ∧mB) = Hodd(Sβ ⊗ ∧kB)⊕Heven(Sβ ⊗ ∧kB) the sheaf on Hilb
free
1,n that is the
sheaf of homology of the complex Sβ . Since the matrix factorization S
′
β is supported on the critical locus
of W , the sheaf H∗(Sβ) is supported on subvariety Hilb1,n. Moreover, the following statement implies the
theorem 1.3 from the introduction.
Corollary 13.4. There is a spectral sequence with E2 term equal
(H∗(HilbL1,n,H
∗(Sβ ⊗ ∧
kB)), d)
d : Hk(HilbL1,n,H
odd/even(Sβ ⊗ ∧
kB))→ Hk−1(HilbL1,n,H
even/odd(Sβ ⊗ ∧
kB)),
that converges to Hk(β).
13.3. Proof of theorem 13.3. By the construction the Hk(β) does not depends on the presentation of
β as a product of the elementary braids. Let us explain why Hk(β) actually only depends only conjugacy
class of β. First let us notice that because of the equality (13.61) we have a construction for Hk(β) as
hyper-cohomology of the complex on X1,fc:
H
k(β) = H(ΛkB ⊗ Cβ),
here B is the vector bundle over X1,fc with fiber over (X, g, Y, v) equal V .
Thus given a presentation β = σǫ1i1 · · · · · σ
ǫℓ
iℓ
we have
H
k(β) = H(Λkπ∗1(B)⊗ CEnℓ(π
∗
12(Cσǫ1
i1
)⊗ . . . π∗ℓ,1(Cσǫℓ
iℓ
))).
where πij : Xℓ,fc → X2,fr are the natural projections. The LHS of the last formula only depends on the
cyclic order of the elements σǫkik , because the space Xℓ,fc has Zℓ cyclic symmetry and the group element
gi,i+1 provides an isomorphism of the vector bundles π
∗
i (B) and π
∗
i+1(B) for all i. Hence we showed that
Hk(β) only depends on the conjugacy class of β.
To complete our proof we need to show that
(13.62) Hk(β · σ1) = H
k(β′), Hk(β · σ−11 ) = H
k−1(β′)
for β′ ∈ Brn−1 and β = 1 ⊠ β′ ∈ Brn is the inclusion of β′ in the braid with n strings in a such way it
tangles only the last n− 1 strings.
Next we can use proposition 8.3 to conclude:
H
k(β · σ±11 ) = H(fgt
∗(CEn(cl
∗(π¯13∗(CEnn(π¯12 ⊗Bn π¯23)
∗(C¯β ⊠ C¯σ±11
))Tn))Tn ⊗ ΛkB)
= H(fgt∗(CEn(cl
∗(π¯13∗(CEn2(π¯12 ⊗B2 π¯23)
∗(C¯β ⊠ C¯σ±11
))T2 ))Tn ⊗ ΛkB)
Thus we have shown that
H
k(β · σ±1n−1) = H(fgt
∗(CEn⊕n2(j
∗
e (π¯12 ⊗B2 π¯23)
∗(C¯β ⊠ C¯σ±11
))Tn×T2 ⊗ ∧kBn),
where je : b×G2 × n→ X 3(Gn, Gn,n−1) is the embedding that identifies b×G2 × n with the subvariety of
X 3(Gn, Gn,n−1) defined by the equation je(X, g, Y ) = (X, g
−1, g, Y ).
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Let us simplify the complex (j∗e (π¯12 ⊗B2 π¯23)
∗(C¯β ⊠ C¯σ±11
) ∈ MFscBn×B2(b × G2 × n, 0). Since C¯β =
indn−1(1⊗ C¯β′) ∈MF
sc
B2(X 2,W ) it has the following description
C¯β = (M ⊗ Λ
∗V,D + d+ + d−, ∂l, ∂r) ∈ MF
sc
B2(X 2,W ),
where V = Cn−1 = 〈θ2, . . . , θn〉; (M,D) ∈ Modper(X 2) such that D
2 = W modulo ideal In−1 =
(g12, . . . , g1n) ⊂ C[X 2]; d+ =
∑n
i=2 g1iθi and d
− =
∑
~i d
−
~i
∂
∂θ~i
; ∂l, ∂r define equivariant structure such
that (M,D, ∂l, ∂r) modulo the ideal In−1 is an equivariant matrix factorization p
∗
1(C¯β′).
As we explained previously in the subsection 5.5 conjugation by exp(φ ∂∂θ2 ) of the differential of (π¯12 ⊗B2
π¯23)
∗(C¯β ⊠ C¯σ±1
n−1
) results in the row transformation of of the first type. Using these transformations we
can obtain a complex C′ that is homotopic to (π¯12 ⊗B2 π¯23)
∗(C¯β ⊠ C¯σ±1
n−1
) and the only dependence of it
differentials on g12 comes from the term g12θ2 of d
+. Then we can contract C′ along the differential g12θ2 to
obtain a homotopy equivalence
(π¯12 ⊗B2 π¯23)
∗(C¯β ⊠ C¯σ±1
n−1
) ∼ C′′ ∼ (C¯β,12 ⊗ π¯
∗
23(C¯±)),
where the last complex is the complex of C[b×B2 ×Gn × n]-modules and C¯β,12 ∈ MF
sc
B×B2(b×B2× n, 0) is
the matrix factorization defined by the data
C¯β,12 = (j
∗
12(M)⊗ Λ
∗V12, d
+
12 + j
∗
12(D + d
+ + d−), j∗12(∂l), j
∗
12(∂r)),
where j12 : b×B2 ×Gn × n→ b×G2 ×Gn × n is the embedding; V12 = 〈θ3, . . . , θn〉 and d
+
12 =
∑n
i=3 g1iθi.
Next note that since CEn2(C[B2])
T2 = C there is a homotopy equivalence
CEn2(j
∗
e (π¯12 ⊗B2 π¯23)
∗(C¯β ⊠ C¯σ±1
n−1
))T2 ∼ j∗e,e(C¯12,β ⊗ π¯
∗
23(C¯±))
= j∗e,e(C¯β,12)⊗ j
∗
e,e(π¯
∗
23(C¯±)),
where je,e : b× 1× 1× n→ n×B2 ×Gn × n. Below we analyze two terms in the last tensor product.
Let us notice that C¯±|g=1 = [x11 − x22, 0]± where where [x11 − x22, 0]+ = [x11 − x22, 0] and [x11 −
x22, 0]〈−1〉.Thus we obtain
j∗e,e(π¯
∗
23(C¯+)) = [x11 − x22, 0]
+ := [x11 − x22, 0],
j∗e,e(π¯
∗
23(C¯−)) = [x11 − x22, 0]
− := [x11 − x22, 0]⊗ χ
−1
n .
Let us denote by p the natural projection map bn × nn → bn−1 × nn−1 that gives the map p :fiHilbfree1,n →fiHilbfree1,n−1 when restricted to the stable locus. The key observation about the other term in the last tensor
product of the matrix factorization is that it contains a sub complex p∗(j∗e (C¯β′)) = (M
′, D′, ∂′l+∂
′
r), ∂
′
l+∂
′
r :
M ′ ⊗ Λ•(nn−1)→M ′ ⊗ Λ<•(nn−1)
j∗e,e(C¯12,β) = (M
′ ⊗ Λ•V12, D
′ + d′−, ∂
′
l + ∂
′
r + ∂
f )
where d′− = j
∗
e,e(j
∗
12(d
−)) and
∂f + ∂′l + ∂
′
r :M
′ ⊗ Λ•(nn)⊗ Λ
∗V12 →M
′ ⊗ Λ<•(nn)⊗ Λ
∗V12,
with (M ′⊗Λ•(nn−1), ∂′l+∂
′
r)⊗Λ
∗V12 being a sub complex of (M
′⊗Λ•(nn)⊗Λ∗V12, ∂f +∂′l+∂
′
r). Moreover
∂f has a non-trivial degree along with respect to the exterior power Λ∗V12:
∂f :M ′ ⊗ Λ∗(nn)⊗ Λ
•V12 →M
′ ⊗ Λ∗(nn)⊗ Λ
<•V12,
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We complete our argument with an analysis of spectral sequence for the differential Dtot = (D
′ + ∂′l +
∂′r) + dce + dc + ∂
f + d′− by first computing homology with respect to dce then with respect to dc, we give
details below.
Let us summarize the previous discussion, we have shown that
H
k(β · σ±11 ) = H(M
′ ⊗ V12 ⊗ [x11 − x22, 0]
± ⊗ ΛkBn, Dtot),
Dtot = (D
′ + ∂′l + ∂
′
r) + (dce + dc + ∂
f + d′−).
In the total differential Dtot the term dc is the Cech differential for some Cech cover of fiHilb1,n. In
particular, if we choose Cech cover of fiHilbfree1,n by the affine varieties U~S1,~S2 = B · A~S1,~S2 from the proof of
proposition 13.1, we can derive from fact that B-action on U~S1,~S2 is free that
Hk(C[U~S1,~S2 ], dce) =


C[T · A~S1,~S2 ], if k = 0
0, if k > 0.
.
Thus we can conclude that H(β · σ±11 ) is equal to
H(Hilbfree1,n , (M
′ ⊗ V12 ⊗ [x11 − x22, 0]
±)B ⊗ ΛkBn, (D
′ + ∂′l + ∂
′
r) + dc + ∂
f + d′−).
where superscript B indicate the descend of the complex to the quotient fiHilbfree1,n /B = Hilbfree1,n .
Let ∆1,2 ⊂ h be the root hyperplane for the root ǫ1− ǫ2 and Hilb
free
1,n (∆1,2) := χ
−1(∆1,2). By contracting
the differential of the complex [x11 − x22, 0] we obtain the last simplification for Hk(β · σ
±1
1 ):
H(Hilbfree1,n (∆1,2), (M
′ ⊗ Λ∗V12 ⊗ χ
−1/2±1/2
n )
B ⊗ ΛkBn, (D
′ + ∂′l + ∂
′
r) + dc + ∂
f + d′−).
Let us present the torus Tn of Bn as a product T1 × Tn−1 where T1 is the one-dimensional torus that
preserves Bn−1 and Tn−1 is the torus of Bn−1. Hence the torus T1 acts non-trivially on the fibers of
p :fiHilbfree1,n →fiHilbfree1,n−1 and Tn−1 fixes these fibers.
As the final step we push forward the last complex along the morphism p. For that let us observe that
the elements θ3, . . . , θn have weight −1 with respect to T1 and 0 with respect to Tn−1 thus
(Λ∗V12)
B = Λ∗On(−1)
⊕n−2.
Since χ−1n descends toOn(−1) we can use proposition 13.2 to conclude that for the map p : Hilb
free
1,n (∆n,n−1)→
Hilbfree1,n we have
p∗(∧
kBn ⊗ Λ
∗(V12)
B) = ∧kBn−1, p∗(∧
kBn ⊗On(−1)⊗ Λ
∗(V12)
B) = ∧k−1Bn−1[n].
Since (M ′, D′, ∂′l+∂
′
r) = p
∗(je(C¯β′)) and both ∂f and d′− have non-trivial degree along the exterior power
Λ∗V12 we can apply the projection formula to conclude
H
k(β · σ1) = H(Hilb
free
1,n−1, j
∗
e (C¯β′)⊗ Λ
kBn−1),
H
k(β · σ−11 ) = H(Hilb
free
1,n−1, j
∗
e (C¯β′)⊗ Λ
k−1Bn−1[n]).
The last formula implies the desired equation (13.62).
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14. Connections with other knot invariants
14.1. Unknot. Let us evaluate our knot invariant on the unknot L(1), 1 ∈ Br1.
Proposition 14.1. The Poincare polynomial of L(1) is
∑
i,j,k
Hi,j,kqitjai =
a−1 + at
q−1 − q
.
Proof. We have X = X 2(G1) = g1 × G1 × 0. Respectively C¯1 = OX and since X1(G1) = g1 × 0, we have
S1 = j
∗
e (C¯1) = Og1 . Since weight of Tsc-action along g1 = C is q
2 and B = C is the trivial vector bundle of
weight t, we conclude the formula from the statement. ✷
14.2. HOMFLY-PT polynomial specialization. The space Hk(β) is doubly-graded with q, t gradings
induced by the action of Tsc on Hilb
free
1,n . We denote by H
i,j,k(β) the subspace of Hk(β) of degree tiqj .
Respectively we introduce the super-polynomial:
P(L(β)) :=
∑
i,j,k
tiqjakHi,j,k(β),
where β ∈ Brn. In this section we explain why our super polynomial P(L) specializes to the HOMFLY-PT
polynomial P (L).
First of all let us notice that P(L(β)) has a well defined specialization at t = −1. The space Hk(β)
is infinite dimensional doubly-graded space with each graded piece is finite-dimensional. However if we
forget about one of the gradings the last property might stop being true but it does not happen under the
specialization t = −1.
Indeed, only coordinates Y along n have non-trivial t-weights in coordinate ring of fiHilbfree1,n . On the other
hand since Y is strictly upper triangular all these variables have non-trivial positive weights with respect to
the maximal torus T ⊂ B. The other coordinates on fiHilbfree1,n have nonnegative weights with respect to the
maximal torus and positive q-weight. Thus only finitely many powers of Yij could possibly contribute to
Hk(β) which is constructed out of T -isotypical components of the rings of functions on the open Cech charts
of fiHilbfree1,n .
Let us fix conventions about the HOMFLY-PT polynomial P (L):
aP (L+)− a
−1P (L−) = (q − q
−1)P (L0), P (unknot) = 1,
where L+ and L− are positive and negative crossings.
Theorem 14.2. For any β ∈ Brn we have
P (L(β)) = P(L(β))|t=−1
Proof. First, let us notice that the theorem 13.3 implies that the map
Trn : Brn → P(L(β))|t=−1
is a trace map: Trn(ab) = Trn(ba). Also, the construction of the elements C
(i)
± and the description of C+ and
C− as cones in proposition 9.5 implies that Trn satisfies the skein relations:
aTrn(τσi)− a
−1Trn(τσ
−1
i ) = (q − q
−1)Trn(τ),
τ ∈ Brn−1.
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Let us spell out the details for the skein relations. Since we imposed condition that all differentials in our
matrix factorizations have degree t, setting t = −1 corresponds to passing to the K-theory of the category
matrix factorizations. We denote by [C] the corresponding class of the matrix factorization in the K-theory.
Thus the statement in proposition 9.5 implies the linear relations in K-theory:
[C+] = −q
−1
(
[C‖]− [C•〈−1,−1〉]
)
,
[C−] = −q
−1
(
−q2[C‖] + [C•〈−1,−1〉]
)
.
Taking into account the shift k−wr(β) + n− 1 in the definition of Hk(β) we the skein relation by canceling
the terms related to class [C•〈−1,−1〉].
Since L(τσ) = L(τσ−1) the inductive argument shows that the skein relations imply that Trn(1) = A
n
where A = Tr1(1) = (a
−1 − a)/(q−1 − q). Indeed, since L(σ±1n 1n+1) = L(1n), 1n ∈ Brn and Trn(β) is an
isotopy invariant of L(β), we can use the skein relations:
aTrn+1(σn)− a
−1Trn+1(σ
−1
n ) = (a− a
−1)Trn(1) = (q − q
−1)Trn+1(1).
Let us defined renormalized trace
(14.63) tr′n(β) :=
Å
a
q
ãwr(β)
A−nTrn(β),
where wr(σǫ1i1 . . . σ
ǫℓ
iℓ
) =
∑ℓ
i=1 ǫi.
The Hecke algebra Hn is generated by gi, i = 1, . . . , n− 1 modulo relations:
gigi+1gi = gi+1gigi+1, i = 1, . . . , n− 2,
gi − g
−1
i = q − q
−1, i = 1, . . . , n− 1.
There is a natural algebra homomorphism π : Brn → Hn, σi 7→ gi. The skein relations imply that the
map tr′n factors through the projection π: trn = trn ◦ π where tr
′
n : Hn → C(a, q) is the trace on Hn.
Since the trace Trn satisfies the Markov move Trn(τσ
±1
n−1) = Trn−1(τ) we see that the sequence of traces trn
satisfies the same restrictions as Ocneanu-Jones trace (see section 5 of [23]):
(1) trn(1) = 1
(2) trn(αβ) = tr(βα)
(3) trn(τgn−1) = ztrn−1(τ), g ∈ Hn−1
where z = aq−1A−1. The factor z appears in the last formula because
trn(τgn−1) =
Å
a
q
ãwr(τgn−1)
A−n Trn(τgn−1) =
Å
a
q
ãwr(τ)
A−n+1Trn−1(τ)aq
−1A−1.
According to the section 5 of [23] the trace on ∪Hn with such properties is unique and according to the
section 6 of [23] the renormalized trace Trn as in equation 14.63 defines the HOMFLY-PT polynomial. ✷
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14.3. gl(m|n)-homology differential. Recall that the vector bundle B∨n over
fiHilbfree1,n is a vector bundle
with the fiber V over the point (X,Y, v) where V = Cn and v is the cyclic vector. Define a section ϕm|n of
B∨n with the value X
mY nv ∈ V at the fiber at the point (X,Y, v). Contraction with this section
iϕm|n : Λ
•Bn → Λ
•−1Bn.
induces the differential dm|n : Sβ ⊗ Λ
•Bn → Sβ ⊗ Λ•−1Bn, which commutes with the Cˇech differential
dc, the Chevalley-Eilenberg differential dce, the equivariant correction differentials ∂l + ∂r and the matrix
factorization differential D. Thus we can define following homology
Hm|n(β) = (⊕
n
i=0Sβ ⊗ Λ
•Bn, D
m|n
tot ), D
m|n
tot := D + ∂l + ∂r + dce + dc + dm|n.
The homology Hm|n(β) is only doubly graded. In forthcoming paper we prove the following
Theorem 14.3. [34] Hm|n(β) is an isotopy invariant of L(β).
The differential dm|n is very much in spirit of the conjectures in the papers [35, 13] and thus we propose
the conjecture:
Conjecture 14.4. The homology Hm|n categorifies the quantum invariant of type gl(m|n).
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