Abstract. Every Abelian subgroup of the fundamental group of a compact n-dimensional Riemannian manifold with no conjugate points is isomorphic to Z k for some 0 ≤ k ≤ n. It follows that every solvable subgroup of the fundamental group is a Bieberbach group.
Let N be a compact and connected n-dimensional Riemannian manifold with no conjugate points and G an Abelian subgroup of π 1 (N ). For simplicity, it will be assumed that N is smooth, although all of the results of this paper hold when N is C k for some k depending on n. It is well known that π 1 (N ) is torsion free. It is claimed in [3] that Abelian subgroups are finitely generated, although there is a gap in the argument. The proof of Lemma 2.1.3 of [3] does imply that Abelian subgroups are free, so G ∼ = Z k for some k ∈ N ∪ {∞}. It will be shown here that 0 ≤ k ≤ n.
When N has nonpositive sectional curvature, this is a consequence of the flat torus theorem of Gromoll-Wolf [4] and Lawson-Yau [6] , which was generalized to manifolds with no focal points by O'Sullivan [8] . Thus Theorem 1 continues the theme, developed in [3] , [7] , [5] , and unpublished work of Kleiner that, at the level of fundamental group, manifolds with no conjugate points resemble those with nonpositive curvature. The following similarly generalizes the result of Yau [9] that solvable subgroups are Bieberbach groups.
Theorem 2. Every solvable subgroup of π 1 (N ) is a Bieberbach group. This is proved using an argument of Croke-Schroeder [3] , combining Theorem 1 and previously known results. The proof of Theorem 1 uses the result of Ivanov-Kapovitch [5] that, whenever α 1 , α 2 ∈ π 1 (N ) commute, the change in the Busemann functions of axes of α 2 under the action of α 1 is constant on the universal covering spaceN . This was previously proved by Croke-Schroeder [3] for analytic N . Thus one may define a function B : G × G → R by setting B(α 1 , α 2 ) equal to that change.
Denote by H a rank K subgroup of G generated by γ 1 , . . . , γ K . Since γ 1 , . . . , γ K are independent, the asymptotic semi-norm · ∞ on H is a norm (see [1] ). Because B(α, α) = α 2 ∞ for all α ∈ H, one might hope that B extends to an inner product and, consequently, that · ∞ is Riemannian. In fact, B satisfies a number of the 2010 Mathematics Subject Classification. Primary 20F65 and 53C20; Secondary 53C22. This question arose during a conversation with Vitali Kapovitch, who showed using Corollary 4.3 of [5] that the center of π 1 (N ) must be finitely generated. I'm grateful to both him and Christopher Croke for helpful discussions.
properties of an inner product: It is linear over Z in the first slot (see Corollary 4.2 of [5] ), B(α 1 , mα 2 ) = mB(α 1 , α 2 ) for all m ∈ Z, and B satisfies a version of the Cauchy-Schwarz inequality,
with equality if and only if α 1 and α 2 are rationally related. It follows that B extends to an inner product if and only if it is symmetric, but it's far from clear that symmetry holds in general (cf. [2] ). Regardless, B also resembles an inner product in the following way.
Proof. The argument is by induction. If k = 1, the result holds for α 1 = γ 1 . Suppose the result holds for some 1 ≤ k < K, and choose α 1 , . . . , α k ∈ span {γ 1 , . . . , γ k } such that S α1,...,α k is linearly independent. Set α k+1 = γ k+1 . If S α1,...,α k+1 is linearly independent, the inductive step holds; if not, then the (k + 1) × (k + 1) matrix M whose columns are the vectors in S α1,...,α k+1 has rank k. Suppose this is the case. Then there exists a nonzero c = (c 1 , . . . , c k+1 ) ∈ R k+1 with max |c i | = 1 such that M c = 0.
Let 0 < ε < 1/2 be arbitrary. For each 1 ≤ i ≤ k + 1, let p i /q i be a rational number satisfying |p i /q i − c i | < ε. Set
It follows that, for each i = 1, . . . , k + 1,
For each i = 1, . . . , k + 2, let
The inductive hypothesis and the linearity of B in the first slot imply that α 1 , . . . , α k are independent. Thus α 1 , . . . , α k+1 are independent, and the word norm of α k+2 within the subgroup H ′ generated by α 1 , . . . , α k+1 is
Denote by D > 0 a bi-Lipschitz constant for · ∞ and · word on H ′ , so that
The last component ofṽ k+2 is
By the Cauchy-Schwarz inequality (1), for each i = k + 2, ; and, by (2), ǫ ≤ √ k(k +1)Cε. Since M 0 is invertible, Lemma 4 implies that, for all sufficiently small ε, the matrix M ′ constructed this way has rank k + 1, and the inductive step holds when α k+1 is redefined to equal α k+2 .
