Abstract: Logging, including selective and illegal activities, is widespread, affecting the carbon cycle and the biodiversity of tropical forests. However, automated approaches using very high resolution (VHR) satellite data (≤1 m spatial resolution) to accurately track these small-scale human disturbances over large and remote areas are not readily available. The main constraint for performing this type of analysis is the lack of spatially accurate tree-scale validation data. In this study, we assessed the potential of VHR satellite imagery to detect canopy tree loss related to selective logging in closed-canopy tropical forests. To do this, we compared the tree loss detection capability of WorldView-2 and GeoEye-1 satellites with airborne LiDAR, which acquired pre-and post-logging data at the Jamari National Forest in the Brazilian Amazon. We found that logging drove changes in canopy height ranging from −5.6 to −42.2 m, with a mean reduction of −23.5 m. A simple LiDAR height difference threshold of −10 m was enough to map 97% of the logged trees. Compared to LiDAR, tree losses can be detected using VHR satellite imagery and a random forest (RF) model with an average precision of 64%, while mapping 60% of the total tree loss. Tree losses associated with large gap openings or tall trees were more successfully detected. In general, the most important remote sensing metrics for the RF model were standard deviation statistics, especially those extracted from the reflectance of the visible bands (R, G, B), and the shadow fraction. While most small canopy gaps closed within~2 years, larger gaps could still be observed over a longer time. Nevertheless, the use of annual imagery is advised to reach acceptable detectability. Our study shows that VHR satellite imagery has the potential for monitoring the logging in tropical forests and detecting hotspots of natural disturbance with a low cost at the regional scale.
Introduction
Logging, including illegal and selective activities, causes mostly small-scale but spatially widespread disturbances in tropical forests. Illegal logging accounts for~40% of all logging in tropical forests and up to 72% of all logging in the Brazilian Amazon [1, 2] . Despite the large uncertainties, it has been estimated to affect~12,000 km 2 year −1 of forests in the Brazilian Amazon and is responsible for gross carbon losses of~0.08 Pg C year −1 or~33% of the Amazon's annual carbon budget between 1999 and 2002 [3, 4] . Besides the direct implications on the carbon cycle, logging also causes ecological impacts, such as the increased mortality of remaining trees, increased fire risk, and losses of floral and faunal biodiversity [3, 5, 6] . Furthermore, the long-term effects of logging on forest dynamics and turnover remain poorly understood, but likely persist for decades [7] .
Given the impacts of logging on a forest's carbon stocks and biodiversity, there is a growing interest in tracking these direct human-induced forest disturbances [8] . This is critical for better understanding the contribution of logging to the carbon budget and ultimately supporting actions for climate change mitigation [4] . However, unlike forest clear-cutting, logging is not easily detected by remote sensing. Compared to clear-cutting, logging causes comparably subtler changes to the canopy, such as opening gaps over logging decks and roads, but most of the canopy damage is due to the direct impacts of tree-falls [3] . Furthermore, the detection challenge increases for low-impact logging (i.e., selective or reduced impact logging), since these activities are carefully planned to minimize environmental impacts, by only extracting targeted individual trees of non-endangered species with high market value.
Satellite imagery from the Landsat series (30 m resolution) has been successfully used to map logging disturbances in Amazon forests using mono-temporal, e.g., [3, 9] , or multi-temporal, e.g., [10] , approaches. However, although Landsat satellites provide the longest historical time series (1984-today), the spatial resolution of their instruments is limited with respect to capturing all the small-scale disturbances associated with logging and especially low-impact logging. Alternatively, studies have shown that VHR satellite imagery (≤1 m spatial resolution) is a promising way to map small-scale disturbances from natural mortality and logging by the visual inspection of multi-date imagery [11] [12] [13] . More recently, Kellner and Hubbell [14] applied an automated method to detect the mortality of canopy tree species Handroanthus guayacan in tropical forests based on synchronous flowering. However, their method only works for tree species with synchronous annual flowering. At this time, we still lack information about the effects of tree size, tree-fall gap opening, and time after the event on the sensitivity of the disturbance detection from the VHR satellite data.
Automated disturbance detection using VHR satellite imagery still poses technical challenges, as differences in view-illumination geometries between the pairs of images may cause a mismatch of tree crown geo-location, e.g., [15, 16] . Thus, the appearance of artifacts due to canopy shadowing can induce misclassification of disturbance [15] , and the high local canopy spectral variability hampers the success of pixel-based change detection approaches [16] . To solve these problems, some studies suggest the application of object-based analyses [15, 16] focusing on physically meaningful features rather than pixels. This is often done by the segmentation of images into individual tree crown (ITC) polygon objects, which minimizes the high local spectral variability in the canopy, and reduces the problems of tree crown geo-misallocation.
Airborne LiDAR data have also been used to investigate the impacts of selective logging [17] [18] [19] and natural tree mortality [20] in the Amazon. These studies pointed out that the height difference between a pair of LiDAR data, acquired pre-and post-logging, was strongly related to the aboveground biomass (AGB) change. These approaches enabled the estimation of AGB loss due to logging with fairly low (2-18%) uncertainty, and with precise observation of canopy gaps. Although they achieved a high precision for estimating small-scale disturbance impacts, airborne LiDAR data are not ideal for operational monitoring over large and remote areas because of the high costs associated with data acquisition. Nevertheless, studies suggest that the combination of airborne LiDAR and VHR satellite data could prove useful to quantitatively assess and validate how VHR satellite data can observe individual canopy tree loss, e.g., [11] .
In this study, we explore the potential of VHR satellite imagery as a means to detect canopy tree loss associated with low-intensity logging in closed-canopy tropical forests. Specifically, we address the following questions: (1) How does logging drive changes in forest canopy height? (2) Can low-intensity logging events be detected by VHR satellite data? (3) Which remote sensing metrics are the most important for tree loss detection? (4) For how long after a disturbance can VHR satellite data still detect it? (5) Is the satellite-based tree loss map consistent across disturbed and undisturbed forests?
To answer these questions, we acquired a complete dataset of multi-date (pre-and post-logging) airborne LiDAR and VHR satellite data from WorldView-2 and GeoEye-1 satellites, and a comprehensive field dataset of tree-by-tree georeferenced logged trees at Jamari National Forest in the Brazilian Amazon. This enabled us to evaluate the potential of optical remote sensing to detect tree-by-tree disturbances against a carefully collected airborne LiDAR and ground record of logging.
Study Area
The study area is located in the Jamari National Forest (09 • 10 S, 63 • 01 W), next to the BR-364 highway, 90 km from Porto Velho city, capital of the Rondônia state, Brazil (Figure 1 ). The Jamari Forest covers 2200 km 2 of terra firme lowland ombrophilous open forests [21] , with tree species of high commercial value. From the total area, 960 km 2 (44%) has been allocated for private selective logging concessions since 2008. The forest concessions are administered and managed by the Brazilian Institute of Environment and Renewable Mineral Resources (IBAMA) and the Brazilian Forest Service, respectively. Wood extraction is limited to (i) non-endangered species allowed by IBAMA; (ii) trees with a diameter at breast height (DBH) greater than 50 cm; and (iii) an extraction density of up to 25.8 m 3 ha −1 . The managed areas are left to recover naturally for 25 years after extraction. This study focuses on an area of 76.6 km 2 inside the total managed area, with the availability of images from a pair of VHR satellites (WorldView-2 and GeoEye-1). The area covers four annual production units (UPA): UPA-01 (logged in 2010/2011), UPA-06 (logged in 2016), part of UPA-10 (logged in 2017), and UPA-11 (logged in 2015). Two smaller sections of the study area were analyzed using LiDAR datasets ( Figure 1 ): (A) 1.4 km 2 over UPA-06 observed pre-and post-logging by the satellite and LiDAR instruments (analyses of Sections 3.1 and 3.2), and (B) 1.04 km 2 over UPA-01 evaluated by a time series of LiDAR data from 2011 to 2017 (analysis of Section 3.3). The imagery also covers an active legal mining site of Cassiterite ore, located in the western part of the study area. The forests outside of UPAs and away from the mining site are nominally undisturbed.
Based on a forest inventory of the UPA-06 conducted by the concessionaire in 2015 (prior to logging), the logged trees include at least 18 different species, with DBH ranging from 50 to 185 cm (mean = 92 cm) and height ranging from 11 to 28 m (mean = 20 m). The region has two well-defined seasons: a wet season from December to May, and a dry season from June to November, with annual precipitation of 2000 mm, varying from 14 mm in the driest month (July) to 318 mm in the wettest (January), as indicated by Tropical Rainfall Measuring Mission (TRMM) data (product TRMM 3B43 v7 at 0.25 deg). Monthly mean temperature ranges from 24 • C in June/July to 27 • C in October, according to the Climatic Research Unit (product v4.01) [22] . The terrain is hilly, with heights ranging from 90 to 158 m above the sea level as measured by the Shuttle Radar Topography Mission v2.1 [23] .
Material and Methods
The overview of this study is shown in Figure 2 . In the first section, we used airborne LiDAR data and logged trees' geolocation to assess height differences related to logging and create a LiDAR-based tree loss map. In the second section, using the LiDAR map as a reference for tree loss samples, we trained an RF model with VHR satellite metrics to create a satellite-based tree loss map. The satellite map was validated using the whole LiDAR map. Then, we conducted a sensitivity analysis to explore the variability of results regarding the forest structure and changes. In the third section, we analyzed a time series of airborne LiDAR data to detect tree-fall gaps and track vegetation recovery and gap closure over time. Finally, in the fourth and last section, we analyzed the whole satellite map over previously known selectively logged areas and undisturbed forests to detect hotspots of disturbances and discuss the detection capabilities using VHR satellite data. Figure 2 . Main steps of the data processing and analyses.
Tree Loss Detection Using LiDAR Data
We used airborne LiDAR data and field logged tree coordinates to characterize canopy height changes associated with tree loss events derived from logging. Using this information, we created a tree loss map. We acquired airborne LiDAR data over 1.4 km 2 of forests at the UPA-06 during 2015 (pre-logging) and 2017 (post-logging) ( Table 1 and area A in Figure 1 ). The LiDAR point cloud (x, y, z coordinates) was processed into a canopy height model (CHM) following four steps of pre-processing: point classification, generation of a Digital Terrain Model (DTM), height normalization, and extraction of CHM. First, we classified the points into ground or vegetation classes using the lasground, lasheight, and lasclassify functions from LAStools 3.1.1 [24] . Second, to ensure that potential acquisition effects between the two datasets did not interfere with the analysis, we merged their points classified as ground and created a combined DTM with a 1 × 1 m pixel using the TINSurfaceCreate function from FUSION/LDV 3.6 [25] . Third, we normalized the point's height to height above ground by subtracting the combined DTM height from their values. Finally, we extracted the CHMs considering the highest height of vegetation on each 1 × 1 m pixel using the CanopyModel function from FUSION/LDV. No adjustment for horizontal displacement between the datasets was necessary because tree crowns' positioning agreed nearly perfectly. Both LiDAR collections had very high point densities (≥12 points m −2 ), which vary across studies, depending on the platform used for data collection. As already mentioned, we adopted an object-based approach instead of a pixel-based analysis for both LiDAR and VHR analysis. To delineate the ITCs using the LiDAR data, we applied the voronoi-based method (FindTreesCHM and ForestCAS functions) from the rLiDAR R-package [26] . More details on ITC delineation are described in the Supplementary Material S1. The pre-logging LiDAR CHM was used as the input because the tree crowns from logged trees were still intact.
To characterize canopy height changes associated with tree loss events and to define a threshold to detect canopy tree loss from logging, we assessed the LiDAR CHM height difference between the acquisitions (∆CHM = CHM date2 -CHM date1 ) considering 172 ground-mapped logged trees. Tree geolocation was acquired by the forest concessionaire in 2015, prior to the logging activities that occurred in August 2016, using a Garmin 64S handheld global positioning system (GPS) (~10 m precision). We assessed the distribution of most negative height differences in a 30 m radius around logged trees (n = 172) and around non-logged trees areas (n = 146). This radius was chosen to account for (1) tree coordinate displacement due to GPS location error and differences of geo-location between tree trunks and crowns, and (2) displacement between tree coordinates and the areas actually impacted by the tree losses. To ensure that the non-logged tree areas did not overlap with each other nor with areas included within logged trees' radii, we randomly distributed points across the area at least 60 m away from the logged tree coordinates and from each other. We defined the ∆CHM threshold that maximally separated the distributions of height difference from logged and non-logged areas by fitting a logistic regression model and inspecting the results.
Using the ∆CHM threshold, we detected tree losses associated with logging and generated the LiDAR-based tree loss map. To assess how far the detected tree loss events occurred from logged trees, we analyzed the nearest neighbor distances between the two datasets. We also calculated the rate of tree loss occurrence per area and the percentage of canopy change between 2015 and 2017.
Tree Loss Detection Using VHR Satellite Data and RF Model

Satellite Data Acquisition and Preprocessing
We acquired VHR satellite data of the study area during 2014 (WorldView-2) and 2017 (GeoEye-1) ( Table 1 ). The intersection of the two images covered an area of 76.6 km 2 , of which 1.4 km 2 overlapped with the LiDAR data of UPA-06 forests ( Figure 2 ). In order to convert the VHR data into surface reflectance, we applied the 6S radiative transfer model [27] . This was conducted using the OpticalCalibration function implemented in the Orfeo Toolbox (OTB) 6.4 [28] . After the correction, we selected only the blue, green, red, and near infrared (NIR) bands, because these bands were available for both GeoEye-1 and WorldView-2 satellites. To resample the pixel size of the multispectral data at the resolution of the panchromatic imagery (0.5 m), we applied the Bayes data fusion method [29] implemented in OTB 6.4. This fusion method is a probabilistic approach that combines the higher spatial resolution from the panchromatic band with the spectral bands. It is considered one of the best methods for preserving the spectral information from VHR satellite images when compared to other traditional fusion methods [29] .
In order to match the tree crowns between LiDAR and satellite datasets, we co-registered (i.e., aligned) the VHR satellite data with the LiDAR CHM. Only a translation of a few pixels was necessary to match the datasets. As the pair of images was acquired under different sun-sensor geometry angles and by different sensors (Table 1) , to ensure that the signals of VHR satellite images were comparable, we normalized the post-logging image based on the pre-logging image. The normalization was done using the histogram matching method by the histMatch function from the RStoolbox R-package [30] . This method extracts the cumulative distribution functions from both images, adjusting the target histogram as a function of the source histogram.
Selection and Extraction of VHR Satellite Metrics
In addition to the reflectance of the spectral bands, we calculated two widely used vegetation indices to explore forest structural changes: the normalized difference vegetation index (NDVI) [31] and the enhanced vegetation index (EVI) [32] . Since shade is known to be associated with tree mortality, e.g., [33] , we also calculated a set of shadow metrics to be used in the modeling. To detect the shadow, we employed a simple thresholding method using the NIR band of the post-logging VHR image. We manually sampled shaded (n = 100) and non-shaded (n = 100) pixels to define a threshold separating the two classes. The threshold was determined considering the first percentile of NIR reflectance (NIR = 0.21) that covered the non-shaded pixels. Hence, all pixels with values below this threshold were classified as shadow. This shadow map was later used to calculate shadow metrics for RF modeling after performing the ITC delineation.
Using the NIR band from the pre-logging VHR data, we delineated ITCs with the marker-controlled watershed segmentation (MCWS) method. The vwf and mcws functions from the ForestTools R-package were used [34] (more details in Supplementary Material 1).
Based on the LiDAR-based tree loss map, we selected ITC samples representing tree loss and non-tree loss events (n = 200 each) to train the RF model. The tree loss samples were collected randomly from the LiDAR tree loss map. To collect non-tree loss samples, we selected samples at least 5 m away from the LiDAR tree loss detections to minimize potential mismatches of tree crown locations between LiDAR and VHR data. Then, we extracted the VHR satellite data (reflectance of the red, green, blue, and NIR bands; NDVI and EVI; and shadow) from date1 and date2 for each sample.
Using the extracted data, we created a total of 18 metrics for RF modeling. Since each ITC contains hundreds of pixels, we first summarized the values inside the ITCs of each of the four reflectance bands and two vegetation indices by calculating the mean and standard deviation (SD); then, we calculated the mean and SD differences (date2 -date1) metrics for each attribute. For the shadow attribute, considering only the values from date2, we calculated six metrics to describe the distribution of shadows inside the tree crowns. The first metric was the shadow fraction, which consisted of the ratio between the area occupied by shadow pixels and the total ITC area. The shadow pixels inside ITC were segmented and the segments were analyzed to create the remaining five metrics: number of segments and maximum, mean, median, and SD of segments' size. To remove noise, we filtered out segments consisting of only one pixel.
RF Model
RF is a machine-learning algorithm, which consists of an ensemble of decision trees [35] . RF reduces the prediction variance by using a large number of decision trees. We trained RF models using 18 VHR satellite metrics as predictors to classify 400 samples as tree loss or non-tree loss events. This was performed using the randomForest R-package v4.6-12 [36] . Thus, to create the model, we generated 1000 decision trees; each tree was created using a random subset consisting of 2/3 of the samples; and for each node of a tree, only three from the 18 predictors were randomly chosen for that node classification.
Since each decision tree has a classification response for a given sample, the ensemble of responses corresponds to a pseudo-probability for classifying that sample as tree loss or non-tree loss. In general, the majority of votes is chosen as the response. However, since our classification problem was binary (presence or absence of tree loss) and our interest was to optimize the precision (inverse of commission error) of the tree loss occurrence class, we used a weighted voting approach towards this class, minimizing commission errors, but increasing omission errors. Finally, we applied the model to predict the class of every ITC and create a satellite-based tree loss map.
Validation of the Satellite-Based Tree Loss Map
To validate the satellite map, we used the LiDAR map as a reference. We intersected both maps and obtained the number of true positives (TP), false positives (FP), and false negatives (FN). TP is defined as the number of ITCs correctly identified by the satellite map, judged by whether they intersected with the ITCs of the LiDAR map; FN is the number of ITCs not identified by the satellite map, but identified by the LiDAR map; and FP is the number of ITCs incorrectly identified by the satellite map, i.e., ITCs which do not occur in the LiDAR map. For the intersections, we used a small buffer of one meter around the tree loss detections to minimize effects of artificial tree crown displacement between satellite and LiDAR datasets. To evaluate the accuracy of the model, we used TP, FP, and FN to calculate two accuracy metrics: precision (P) and recall (R) (Equations (1) and (2)). Precision is the inverse of the commission error and measures how much of the satellite detections coincided with the LiDAR detections. The recall is the inverse of omission error and measures how many ITCs of the LiDAR map were detected by the satellite map.
We performed additional analyses to explore the model sensitivity to random sampling and tree loss probability cutoff, the spatial dependence of detections between satellite and LiDAR maps, variable importance for modeling, and sensitivity of detections to vertical structure change and tree height. To explore the model sensitivity to sampling, we trained 30 RF models using different random sampling runs. The accuracy metrics (P and R) from the models were aggregated into mean and 95% confidence intervals. To explore the tree loss probability cutoff sensitivity and select a threshold to generate a map, while ensuring that the model predictions had a high precision, we assessed the model performance as a function of the RF tree loss probability ranging from 0.5 to 0.95.
As an independent measure of detection capability, we tested if there was significant spatial dependence between tree losses detected by VHR satellite imagery and LiDAR data. For this purpose, we extracted the nearest neighbor distances between the tree loss detections of the two maps, and compared the cumulative distribution of nearest neighbor distances with a completely random (Poisson) point process. We simulated 199 realizations of the random point process using a Monte Carlo approach and created an envelope of complete spatial randomness (CSR) with a 1% significance level. This was done using the envelope and Gcross functions from the spatstat R-package v1.47 [37] . If the observed distribution was located inside the CSR envelope, that would mean that VHR satellite detections occurred independently in space from the LiDAR detections and vice versa.
The sensitivity of detection success to vertical structure change and tree height was assessed by exploring the LiDAR CHM pre-and post-logging heights, and ∆CHM over correct VHR satellite detections.
Finally, to explore the importance of the different VHR satellite variables for the modeling, we ranked the variables according to the mean decrease accuracy (MDA) metric [35] . Once each node had been determined in a decision tree, this metric was computed by removing a single variable from the pool of variables and assessing the decrease in the model accuracy. The mean and 95% confidence interval of MDA for each variable were computed for the 30 models. The variables with the largest MDA were ranked highest in importance. To further test whether a variable was significantly important in the voting process of the RF, we compared the observed MDA versus a null distribution of MDA. We created this null distribution by running the model 30 times while shuffling the sample responses randomly. This was performed using the rfPermute v2.1.6 R-package [38] . We reported which variables showed MDAs significantly different from the null distribution considering a 5% significance level.
Assessment of Tree-Fall Gaps Recovery Using LiDAR Data
Following the assumption that the VHR detection of tree loss events depends on the observation of forest canopy gaps created by the tree-falls, and given that gaps recover over time through new recruitment and recovery of existing trees, we expect a time dependence between the tree loss detection and the time since disturbance. Therefore, we investigated the rate and mechanisms of gap closure over time using a time series of airborne LiDAR observations of a 1.04 km 2 forest section collected in 2011, 2013, 2014, 2015 , and 2017 over UPA-01 (Table 2 and area B in Figure 1 ), which was logged during 2010 and 2011. We processed the data to obtain the LiDAR CHM for each date following the same procedures described in Section 3.1. We defined canopy gaps as holes in the forest canopy extending up to 10 m in height above the ground and with at least 5 m 2 of contiguous area. Although this height threshold is higher than the classic Brokaw's gap definition of 2 m height above ground [39] , previous studies of gap dynamics with airborne LiDAR in tropical forests showed that gaps extending up to different heights above ground (e.g., 10 to 11 m) were consistent with gaps observed in the field, e.g., [40, 41] . Following previous studies, e.g., [42] , the minimum gap area was chosen as a small value (5 m 2 ) in order to assess the gap filling variability from smaller to bigger gap sizes. Moreover, the optimal choice of height and minimum area varies across forest types. Hence, the gaps were delineated as follows: (1) all CHM pixels with a height below 10 m were classified as gaps; (2) the pixels defined as gaps were segmented into polygons; (3) polygons were filtered for a minimum area of 5 m 2 . Since the logging activities in 2010 and 2011 occurred earlier than the first LiDAR acquisition in 2011, we were unable to exactly extract the areas affected exclusively by the selective logging. Thus, to prioritize the observation of logging disturbance rather than gaps caused by natural mortality, we only selected gaps occurring within a 30 m distance from the logged tree's locations in UPA-01 (n = 215).
To estimate the rate of gap closure over time, we calculated each gap's relative size with respect to its initial size in 2011. We extracted the average gap size change considering all gaps, but also by size classes of up to 25, 25-50, 50-100, 100-500, and larger than 500 m 2 . We defined gap closure as decreases of gap size over time. This means that the vegetation inside the gap is reaching an average height of 10 m. In addition, we estimated the gap fraction (percentage of area occupied by gaps) for each year and the percentage of gaps that have fully closed.
To improve our understanding of the mechanisms of gap filling, we also assessed the percentage of height gains and losses inside gaps and whether the gaps closed by horizontal and/or vertical vegetation regrowth. To separate vertical from horizontal growth, we followed the procedures described in Hunter et al. [40] . First, we estimated a maximum possible tree height growth rate per year, which we defined as the mean plus three standard deviations of the mean height change inside gaps. Then, we applied this threshold to classify pixels inside gaps as horizontal (height change above maximum growth) or vertical growth (height change below maximum growth). Horizontal growth means the ingrowth of trees to the sides instead of actual growth in height. For those pixels classified as vertical growth, we estimated an average growth rate. To estimate the maximum tree height growth and obtain a stable estimate, we only extracted the values from pixels near to the center of the gaps, that is, at least 5 m from the edges. Therefore, the smaller gaps were not included in this estimate.
Landscape Analysis of Satellite-Based Tree Loss Map
We applied the VHR satellite data and RF model to detect tree loss events for the whole study area. This area is much larger (area = 76.6 km 2 ) than that analyzed in Section 3.2 (1.4 km 2 ). Thus, in order to be able to visualize the spatial distribution of tree loss events, we created a map using the isotropic kernel-smooth density estimator for aggregating the events into cells of 100 × 100 m [43] . We identified areas of greater tree loss occurrence (hotspots) according to the Z-score statistic, the absolute difference between each pixel's tree loss value, and tree loss mean normalized by the standard deviation and a 5% significance level. To compare our results with an independent source of disturbance mapping, we acquired the global forest cover loss 2000-2017 dataset (available at https://earthenginepartners.appspot.com/science-2013-global-forest). This product, created by Hansen et al. [44] using Landsat data (30 m spatial resolution), has been widely used for forest disturbance monitoring around the world.
We assessed and compared the number of tree loss events inside each UPA and the undisturbed forest areas. The undisturbed forests were those outside of UPAs, excluding water bodies and deforestation up to 2017, according to the INPE-PRODES deforestation product [45] . We also excluded areas of cloud cover of the pre-logging image by manually delineating the clouds using a true-color composite. We estimated the canopy turnover time simply as the ratio of the average number of ITCs (canopy tree crowns) to the annualized number of tree losses per unit of area.
To explore how much of the variability of satellite tree loss detections is explained by the logged trees recorded in the field dataset, we used the same kernel approach to estimate the density of logged trees inside the managed areas (UPA-01, UPA-06, UPA-10, and UPA-11). We then overlaid the two maps and extracted the pixel-by-pixel density of tree loss events from satellite and field estimates. The relationship between the two variables using linear regression models was then assessed.
Results
Detecting Tree Loss Events Using LiDAR Data
We observed LiDAR ∆CHM ranging from −5.6 to −42.2 m, with a mean of −23.5 m, for the ITCs nearby (within 30 m of distance) the 172 logged trees in Jamari National Forest ( Figure 3A) . For the non-logged areas (n = 146), we noted a distribution of ∆CHM values ranging from −0.3 to −22 m, with a mean of −5.9 m (Figure 3B ). This means that, between 2015 and 2017, the largest canopy changes occurred nearby logged trees' locations. The distributions in Figure 3A ,B did not show positive values because we only assessed the most negative height difference in the area's neighborhood. We obtained a ∆CHM threshold of −10 m, where 96.5% of the logged trees (n = 166/172) were detected and only 16.4% of the non-logged random areas were misattributed (n = 24/146). Using this threshold, 888 tree loss events (634 trees km −2 ) were detected between 2015 and 2017 ( Figure 3C ). This corresponded to a canopy change of 6.15% in terms of area. While this detection rate was larger than the number of logged trees of 172 trees (122 trees km −2 ), it also included trees that were eventually killed during the logging activities and tree losses from natural mortality that occurred during the studied period. This rate was likely also influenced by the average overestimate of the number of trees of about 30% (Supplementary Material 1) . Nevertheless, the detected tree loss events occurred predominantly nearby logged trees' location, with an average nearest neighbor distance of 25.86 m, while only 10% of the tree loss events were located farther than 50 m from the logged trees (see also Figure 3C ).
Detecting Tree Loss Events Using VHR Satellite Data and RF Model
We trained RF models using VHR satellite data to detect tree loss or non-tree loss areas (Figure 4) . Overall, we observed that an increase in the cut-off of tree loss occurrence probability (0.5 to 0.95) was associated with an increase in precision (33 to 80%) and a decrease in recall (95 to 23%) ( Figure 4A ). Given that a useful model requires high precision, we chose a tree loss probability cut-off of 0.85, which resulted in a moderate-to-high precision of 63.9% (95% CI: 62.6%, 65.2%), and a moderate recall of 60.1% (95% CI: 58.7%, 61.4%). Thus, taking the LiDAR map as a reference, on average, 64% of the satellite detections were correct, and more than half (60%) of the total tree losses were detected. We generated a map using the average of the 30 RF models and a tree loss probability cut-off of 0.85 ( Figure 4B ). This map detected 357 tree loss events (255 trees km −2 ), of which 74.5% intersected the tree losses detected in the LiDAR map, and 25.5% did not intersect it (commission errors). Part of these errors should represent actual tree losses captured by the VHR satellite data due to its extended observation period in comparison to LiDAR data (Table 1) . We detected 50.8% of the tree loss events from the LiDAR map (omission error of 49.2%). The detections corresponded to 2.55% of canopy area change between 2014 and 2017. Even though, in this map, we only detected 51% of the total tree loss events, the satellite detections were predominantly located nearby LiDAR detections, with a mean nearest neighbor distance of 21.2 m (95% CI: 19.8 m, 22.7 m) ( Figure 4C) . Moreover, the observed distribution of nearest neighbor distances between the two maps (solid line in Figure 4C ) lied beyond the upper-part of the 1% significance CSR envelope (p < 0.01), which meant that the satellite detections were not simply randomly distributed, but were clustered with the LiDAR detections ( Figure 4C ).
The accuracy of satellite tree loss detections was sensitive to the magnitude of changes in the vertical structure of the canopy and size (height) of the trees ( Figure 5 ). Tree losses with higher ∆CHMs (−45 to −25 m) were more easily detected (>75% frequency) compared with tree losses with lower ∆CHMs (−25 to −10 m) (45 to 60%) ( Figure 5A ). Tree losses from the tallest trees (≥45 m) were more successfully detected (>80%) than for other height classes ( Figure 5B ). However, the high accuracy for the shortest trees (10-15 m) was probably associated with the low average number of samples (n = 1) and does not truly mean a higher accuracy for this height class. Finally, tree losses that created deep gap openings (0 to 5 m height above ground) were the most successfully detected (>80%) ( Figure 5C ). Variables used in the RF modeling were ranked for importance according to their MDA ( Figure 6 ). The SD of the red band was ranked highest (23% MDA) among all the variables. In general, the SD metrics were ranked higher than the mean metrics, and the most important variables were the SD of the three visible spectrum bands (Red, Green, Blue), followed by the shadow fraction, mean of visible bands, and SD and mean NDVI. Meanwhile, the NIR band and EVI were the least important of the significant variables (p < 0.05). Only the median, max, and number of shadow segments variables did not significantly contribute to the model (p > 0.05). Mean Decrease Accuracy (%) p < 0.05 CI 95% Figure 6 . Variables' importance derived from the RF model using VHR satellite data to map tree loss events in Jamari National Forest ranked by their MDA. SD corresponds to the standard deviation.
Tree-Fall Gap Recovery Assessment Using LiDAR Data
We delineated 724 canopy gaps in the 1.04 km 2 of forests inside UPA-01 in Jamari National Forest using the LiDAR data of 2011. The detected gaps were predominantly small: 55.3% from 5 to 25 m 2 , 16.4% from 25 to 50 m 2 , 8.8% from 50 to 100 m 2 , 18.5% from 100 to 500 m 2 , and 1% from 500 to 1300 m 2 . From 2011 to 2017, the total gap fraction decreased from 4.61 to 1.96%, whereas 63% of the initial gaps completely closed (Figure 7) . The average rate of gap filling was 35.4% yr −1 considering all gap sizes and 30% yr −1 when excluding smaller gaps (area < 25 m 2 ). After 1.8 years (2011-2013) and 5.4 years (2011-2017) of recovery, the average gap size consisted of 47% and 13% of their original size, respectively, excluding smaller gaps (area < 25 m 2 ). Therefore, larger gaps were still visible after 2 years of recovery, but were almost completely closed and invisible after~5 years. We found that 23.3% of pixels inside gap areas experienced further height loss over time. These were probably caused by delayed mortality of remaining vegetation, natural disturbances, or the decomposition of trees that were killed during logging activities. The majority of pixels (76.7%), however, showed height gain. We estimated a maximum vertical growth rate of 3.9 m yr −1 from 2011 to 2013 considering only the gap centers. Using this threshold to separate horizontal from vertical tree growth inside gaps, we estimated that horizontal ingrowth (height change >3.9 m) corresponded on average to 21.2% of the height gains. The remaining 78.8% of height gains were due to vertical tree growth, with an average growth rate of 1.65 m yr −1 (SD = 0.6).
Landscape Analysis of Satellite-Based Tree Loss Map
Using the VHR satellite data and the RF model, we mapped tree losses over a larger area (76.6 km 2 ) of the Jamari National Forest than covered by LiDAR (Figure 8 ). We found that tree losses were widespread and only a few areas exhibited hotspots of losses up to 7.1 trees ha −1 (red in Figure 8 ): two at UPA-06 and one at UPA-10. Another area outside of the UPAs, located at undisturbed forests near UPA-06 and UPA-10, showed an unexpected higher frequency of tree loss (5.15 trees ha −1 ). We observed a greater frequency of tree loss events (1.63 to 4.39 trees ha −1 ) inside UPAs compared to the frequency of field logged trees (1.28 to 2.21 logged trees ha −1 ) ( Table 3 ). In addition, tree loss events occurred more frequently (3.08 to 4.39 trees ha −1 ) in the recently logged areas (UPA-06 and UPA-10) compared to the other UPAs, even though they had the lowest frequency of logged trees in the field (1.28 to 1.38 logged trees ha −1 ). This was clearly seen in Figure 8 , where these two UPAs were the only ones with hotspots. Furthermore, the undisturbed forests exhibited a similar but slightly greater frequency of tree loss (1.8 trees ha −1 ) as UPA-01 (1.63 trees ha −1 ), but less than the rest of the UPAs. The most likely explanations for the lower frequency of detections in UPA-01 were that the forest in this area had a long time to recover since logging occurred in 2010/2011, and that the logging process removed the tallest trees at the canopy level. Meanwhile, these trees are those that open the largest gaps when they fall. Based on the tree losses over undisturbed forests during the interval between VHR images (2.72 years), and the average number of ITCs (85 trees ha −1 ), we inferred a canopy turnover time of 129 years. The global forest cover loss product from Landsat data (30 m resolution) did not show any forest loss over the study area. When we overlaid the kernel density estimates of satellite tree losses and field logged trees of the UPAs, we found that the field logged trees explained part of the satellite tree loss variability for areas that were logged less than one year (R 2 = 0.54) and two years (R 2 = 0.36) before image acquisition. The same was not verified for areas logged six years before image acquisition ( Figure 9 ). The areas that had been logged up to two years before image acquisition also showed very significant regression slopes (p < 0.001). Satellite tree losses ha 
Discussion
Using a unique dataset of multi-date airborne LiDAR and VHR satellite data (pre-and post-logging), and a tree-by-tree field dataset of georeferenced logged trees, we showed that it is possible to use VHR satellite data to detect canopy tree loss associated with logging. Nonetheless, we advise caution regarding the image acquisition frequency, because it can severely affect how well tree loss can be detected, and thus the suitability to use these data for disturbance monitoring. We discuss each of the scientific questions in the paragraphs below.
Besides these general insights, our findings showed that logging drove pervasive changes in the canopy vertical structure. The estimated height difference threshold (−10 m) that we used to define tree loss using LiDAR data should represent a general approximation of the minimal logging impacts to the forest structure and could be used in other studies for rough estimates of canopy tree loss. However, we recommend additional tests in other study sites for more precise detection. In a study of forest dynamics in Tapajós National Forest, located in central-east of the Brazilian Amazon, Leitold et al. [20] found a mean height difference of −11.7 m corresponding to natural tree-fall events from single or multiple trees. While this value is similar to our height difference threshold, it is only half of the mean height difference that we found. This could indicate that even though logging conducted at Jamari Forest is considered "low-impact", these human-disturbances cause more drastic changes to the forest structure than small-scale natural disturbances.
Our results show that tree losses associated with logging and other disturbances, most probably natural, can be automatically mapped using VHR satellite imagery and the RF model with an average precision of 64%, while capturing 60% of the events detected by the LiDAR dataset. Even though the accuracy is not optimal, the detected tree losses show a strong spatial correlation with LiDAR detections and logged trees coordinates. Since the model accuracy varied with the model probability cutoff, this parameter must be chosen carefully. It is important to note, however, that our imagery had distinct sun-sensor geometry properties, with a big difference in sun elevation angles between images (~20 degrees), which affected the accuracy. The effects of such differences include the obfuscation of smaller trees by taller trees and potential attribution as a tree loss event. In a scenario where both images have a similar acquisition geometry, we expect an improved detection accuracy. Nevertheless, this result, based on an automatic detection algorithm, advances the visual analysis and manual delineation of tree mortality of Read et al. [11] and Clark et al. [12, 13] , and opens up new venues for monitoring small-scale disturbances.
The sensitivity of our VHR satellite tree loss detection methodology increased with the presence of more pervasive changes to the canopy, such as bigger gap openings and loss of the tallest trees. Because large trees store most of the aboveground biomass in tropical forests [46] , these disturbances are likely the most impactful to carbon loss. The accurate detection of these bigger events enables the identification of disturbance hotspots, where multiple small-scale events may be occurring locally and simultaneously. Furthermore, our results confirmed the possibility of detecting some of the tree-falls that do not create gaps following Brokaw's definition of ≤2 m height above ground [39] .
Seasonality effects on plant phenology can reduce our ability to extract biophysical information from remote sensing observations in the Amazon, e.g., [47] . Without tree-by-tree phenology field data to support a proper analysis, we are unable to determine the exact impact of seasonality on our detection, but we expect that it may have a minor to moderate impact. Trees that are leafless in one of the two images, or have completely different colors, due to flowering, could indeed be erroneously attributed as a tree loss event. However, if these effects occur roughly at random across the forest, because of the high tree species diversity in tropical forests, they would not prevent the detection of hotspots associated with disturbance. This is because these occur more clustered in space and time. A way to reduce seasonal effects on detection is to fix the multi-year imagery analysis within a fixed period (e.g., dry season).
The most important VHR satellite metrics for tree loss detection were the SD of the reflectance of the visible bands and the shadow fraction and amongst those, especially the red band. The fact that these SD metrics were more important than the mean metrics suggests that there were marked increases in spectral variability in tree loss areas due to logging. This variability is associated with shadows cast by nearby trees, and the signal mixture from non-photosynthetically active responses of leaves, branches, and trunks, and possibly exposed soil. For the same reason, the shadow fraction turned out to be one of the most important variables. Other studies have also shown that shadow was related to tree mortality, e.g., [33] . However, although shadow metrics were important in our study, their performance can vary in other study areas and across sensors, depending on the view-illumination geometry during image acquisition.
Findings of this study also showed that tree loss detection depends on the time difference between disturbance occurrence and image acquisition, ideally of less than two years. This is explained by the slower in-filling and longer persistence of bigger gaps in the forest, up to five years or more, in comparison to smaller gaps (<25 m 2 ), which close up very rapidly. In either case, the lateral ingrowth was an important process for gap filling, especially for the smaller gaps. These results are corroborated by the findings of Hunter et al. [40] , which also show a strong influence of gap size on closure rates; as well as similar, or slightly higher, gap persistence estimates in two Amazonian forests sites: Ducke (8.1 years) and Tapajós (9.1 years). Our estimates of annual tree height gains inside gaps (mean = 1.65 m yr −1 , max. = 3.9 m yr −1 ) were slightly higher than field observations of pioneer species commonly found in tropical forest gaps (e.g., Cecropia spp., mean = 1.2-1.5 m yr −1 , max 2-3 m yr −1 ) [48] . Nevertheless, hotspots were evident in our map in areas with time differences, between disturbance and image acquisition, up to one year. The implication of these findings for small-scale disturbances' monitoring is that disturbances associated with small gaps will most probably be underestimated unless annual imagery is being used.
Our satellite-based map of tree loss disturbances was spatially coherent. It showed a greater density of events in selective logging disturbed forests than in undisturbed forests. However, the rate of tree losses was up to three times greater than the on-the-ground determined logging rate and depended on the time between disturbance and image acquisition. This is probably related to additional damage caused by logging onto the adjacent trees and natural mortality events. In addition, potential explanations for the observed hotspot of tree loss estimates outside the UPAs include: (i) the presence of a road that crosses that exact location-visible in the pre-logging image-which was likely used for timber transportation; (ii) preparation activities (e.g., opening of trails) for exploration of this area in the near future; and (iii) enhanced and/or delayed natural mortality associated with human-disturbances during the opening of the roads. Our estimate of canopy turnover time (129 years) was lower than the estimate of Hunter et al. [40] for canopy trees at two Central-East Amazon sites (300-370 years). This was probably because of our relatively high rate of omission errors (~40%). Nevertheless, we expect that the presented mapping approach using VHR satellite data can also be useful for the detection of hotspots of natural disturbance.
As a comparison exercise, we acquired and visualized the global forest cover loss product from Hansen et al. [44] obtained from Landsat data (30 m resolution), and it did not show any forest loss over the study area, even over the managed forests. We believe that this indicates the potential advantages of using VHR imagery for small-scale disturbance detection and monitoring.
A caveat regarding the current mapping approach is the requirement of LiDAR data to calibrate the model before extending the VHR satellite estimates into larger areas. However, as shown in this study, LiDAR data acquisition in small areas can be used for this purpose. For example, in our experiment, the LiDAR calibration area covered 1.4 km 2 (1 by 1.4 km), while the VHR satellite imagery covered 76.6 km 2 of forests. Hence, the satellite imagery area was 55 times bigger than the LiDAR area, and has the potential to cover much larger areas, such as >5000 km 2 , with a single-pass of either WorldView-2 or GeoEye-1 satellites. In addition, further studies can take advantage of the recent technological advances associated with unmanned aerial vehicles to cover larger areas at reduced costs, with caution to current constraints, e.g., space for taking off, landing, and piloting in dense forest environments. On the other hand, the current mapping approach using an RF model was primarily used as a benchmark to test the VHR imagery potential; other machine learning or statistical approaches, or, perhaps, simpler methods that bypass the calibration step (e.g., thresholding), are possible and should be tested for a more general application over different areas. In the absence of LiDAR data to be used as a reference for model training, other sources of publicly available training data should be considered. For instance, tree loss data at an individual level from forest inventories obtained by the Brazilian Forest Service and/or forest management concessionaires can be useful.
Although the study used WorldView-2 and GeoEye-1 satellite imagery for the experiment, the current method is not, by any means, restricted to these spectral data. The mapping approach could be applied with other available VHR satellite data, e.g., Ikonos, QuickBird, WorldView-3, WorldView-4, and Planet satellites, or, indeed, from future satellites to be launched. Moreover, the combined use of multi-sensors should be required to adapt the current method for detecting canopy tree loss and recovery at broader scales. In this context, the advent of the nanosatellite constellations is an alternative to obtain low-cost data at a very high spatial and temporal resolution. Band positioning and bandwidth should be considered in instrument selection for analysis.
Conclusions
Logging activities disturb large areas in Amazon forests every year, affecting flora and fauna diversity, impacting forest structure and carbon balance, and enhancing fire probability. To address the remote sensing challenges of detecting canopy tree loss associated with logging, we explored the use of multi-date VHR satellite imagery (≤1 m resolution) and airborne LiDAR to detect these events. Logging caused pervasive changes in the canopy vertical structure, with a mean of −23.5 m, but applying a simple LiDAR height difference threshold of −10 m was sufficient to map almost all the logged trees. We show that canopy tree losses associated with logging can be detected using VHR satellite imagery and an automated machine-learning method with an average precision of 64%. Events associated with large gap openings or tall trees were most successfully detected. The standard deviation metrics were the most important for the mapping, because they indicate change in spectral variability with the tree losses. The detection was also dependent on the time difference between the disturbance occurrence and the image acquisition, thus annual imagery acquisition is highly recommended. Our study showed the potential of VHR satellite imagery for monitoring the logging in tropical forests and detecting hotspots of natural forest disturbance with a low cost at the regional scale. Future research can build upon our work and improve the accuracy of detection using pairs of images with similar sun-sensor geometry properties, and testing additional satellite-based metrics (e.g., texture) and alternative modeling approaches.
