and
(1.6) W 2 and W 1 are called the between groups and within group sums of squares and cross products matrices respectively. It is easily seen that
We define
which equals .af(W 2 ) when m ," 2 " nk.
In the above literatures, elgenstructure method occupies an important position. Especially, the study for the eigenstructure of the random matrix IT W 2 ( I W 1 )-I is of theoretical and practical interest. In this paper, we shall seek for the limiting joint distribution of its eigenvalues. is not necessarily multivariate normal. In proving these results, they all assumed that the ratios of the sample sizes of the groups to the total sample size tend to constants in the limiting case, whereas the number of the groups is fixed. On the contrary, in order to seek for the limiting distribution of the eigenvalues of N--k W1 1 in the model 1I, we need to assume that the number k of the groups tends to infinity.
The balanced and unbalanced cases are discussed in Sections; 2 and section 3 respectively.
THE BALANCED CASE
In this section, we seek for the asymptotic joint distribution of the eigenvalues of the matrix fMWl for the balanced case. Here we assume that k . arid
This problem can be reduced to the problem of seeking for the asymptotic joint distribution of the eigenvalues of $2Sl , where 
.. n .0o
The above lemma is given in Skorokhod (1956). 
,ts19 for each n, and let g(x) be a k-degree polynomial with roots xl,...,x k, k < K. If gn(x) * g(x) as n -j-, then after suitable rearrangement of (n) (n) we have x(n) j= .. ,k and For a proof, we refer to Bai (1984) .
Put n I -e-2nC 2 with 8 n -1. satisfying the following conditions:
(1) {uwhr 1< <j J p) and {vi, 1 <1 <j <p) are two p(p+)/2 dim.normal vectors independent each other.
(2) ui = u 31 , vi w =v 3 for all i, J. ) P 2 "(2.9)
After the variable transformation, the p roots of (2.6) (i.e., (2.8))
can be written as 4 = Vr (,n)-1 ). Since Zim !n) = i " e h in-
we have tim (n) =-, i=a1+ 1,...,p.
By Lemma 2.2P
(n ) (2.1) 
THE UNBALANCED CASE
In this section, we study the asymptotic w~ee D(xi,...,x) has given in Theorem 2.3.
