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Abstract
In previous work, Abramsky, Dawar and Wang (LiCS 2017) and
Abramsky and Shah (CSL 2018) have shown how a range of model
comparison games which play a central role in finite model theory,
including Ehrenfeucht-Fra¨ısse´, pebbling, and bisimulation games, can
be captured in terms of resource-indexed comonads on the category
of relational structures. Moreover, the coalgebras for these comonads
capture important combinatorial parameters such as tree-width and
tree-depth.
The present paper extends this analysis to quantifier-guarded frag-
ments of first-order logic. We give a systematic account, covering
atomic, loose and clique guards. In each case, we show that coK-
leisli morphisms capture winning strategies for Duplicator in the exist-
ential guarded bisimulation game, while back-and-forth bisimulation,
and hence equivalence in the full guarded fragment, is captured by
spans of open morphisms. We study the coalgebras for these comon-
ads, and show that they correspond to guarded tree decompositions.
We relate these constructions to a syntax-free setting, with a comonad
on the category of hypergraphs.
1 Introduction
In this paper, we continue the program initiated in [1], and further developed
in [2], of applying methods from categorical semantics to finite model theory,
combinatorics, and descriptive complexity. The aim, as articulated in [2], is
to relate structure to power, i.e. to apply the structural and compositional
methods of semantics to questions of expressiveness, resource bounds, and
algorithmic complexity. The underlying motivation is to explore the new
possibilities which we believe will arise from entangling these very different,
and hitherto almost disjoint fields of theoretical computer science.
The previous work in [1, 2] showed how a range of model comparison
games which play a central role in finite model theory, including Ehrenfeucht-
Fra¨ısse´, pebbling, and bisimulation games, can be captured in terms of
resource-indexed comonads on the category of relational structures. Moreover,
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the coalgebras for these comonads capture important combinatorial para-
meters such as tree-width and tree-depth. In this paper, we extend this
analysis to quantifier-guarded fragments of first-order logic [3, 8, 9]. These
guarded fragments have proved to be a fruitful generalization of the modal
fragment, inheriting its good computational properties, such as decidabil-
ity and the tree model property, while significantly enhancing its expressive
power. The basic modal fragment was studied from the comonadic point
of view in [2]. The extension to richer guarded fragments which we under-
take here involves significant new ideas. From the combinatorial point of
view, it involves the generalization from graphs to hypergraphs. This shift
to a higher-dimensional setting leads to some new subtleties in the comonad
constructions, manifested e.g. in the use of quotients, and to coalgebraic
descriptions of acyclicity of hypergraphs.
2 Background
A relational vocabulary σ is a set of relation symbols R, each with a specified
positive integer arity. A σ-structure A is given by a set A, the universe of
the structure, and for each R in σ with arity n, a relation RA ⊆ An. A
homomorphism h : A → B is a function h : A → B such that, for each
relation symbol R of arity n in σ, for all a1, . . . , an in A: R
A(a1, . . . , an) ⇒
RB(h(a1), . . . , h(an)). We write Struct(σ) for the category of σ-structures
and homomorphisms.
We recall that the Gaifman graph of a structure A has vertices A, and
two distinct elements are adjacent if they both occur in some tuple ~a ∈ RA
for some relation symbol R in σ.
We shall need a few notions on posets. A forest order is a poset (F,≤)
such that for each x ∈ F , the elements below it form a finite linear order.
A tree is a forest order with a least element (the root).
2.1 Guarded fragments
The quantifier-guarded fragments of first-order logic we shall consider con-
tain the usual atomic formulas and are closed under the boolean connectives.
They are also closed under the following restricted forms of quantification: if
ϕ(~x, ~y) is a guarded formula, in which all variables occurring free are in ~x, ~y,
then so are ∃~x.G(~x, ~y) ∧ ϕ(~x, ~y) and ∀~x.G(~x, ~y) → ϕ(~x, ~y), where G(~x, ~y)
is a guard. We shall consider three fragments corresponding to increasingly
liberal notions of guard:
• Atom guarded: G(~x, ~y) is an atomic formula in which all the vari-
ables in ~x, ~y occur.
• Loosely guarded: G(~x, ~y) is a conjunction of atomic formulas, such
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that each pair of variables occurring in ~x, ~y must occur in one of the
atomic formulas.
• Clique guarded: G(~x, ~y) is a formula of the form
∧
i ∃~zi.αi(~x, ~y, ~zi),
where each αi is atomic, each ~zi is disjoint from ~x, ~y, and each pair of
variables in ~x, ~y must occur in one of the conjuncts.
The point of these syntactic conditions is to ensure that, for any structure
A, A |= G(~a,~b) implies that the set of elements occurring in the tuples ~a,~b
forms a clique in the Gaifman graph of A. See [10] for further details.
Another notion of guard which has been considered in the literature is
that of packed guards [16]. These are in fact equivalent to clique guards, as
observed in [10], so we shall not consider them separately.
Example 1 (Guarded Formulae). The standard translation of modal for-
mulae (see e.g. [6]) is contained within the atom guarded fragment. For
example, ♦P would be translated to a formula of the form:
∃y.R(x, y) ∧ P (y)
Even the atom guarded fragment is more general than this, allowing for
example:
∃y.R(y, x) ∧ P (y) and ∃y. (y = y) ∧ P (y)
which modally would correspond to backwards and global modalities respect-
ively. Neither of these can be expressed within basic modal logic. We can of
course also incorporate relations of arity greater than two, corresponding to
polyadic modal logics.
The motivation for the loosely guarded fragment is to allow the intro-
duction of more complex modalities. A standard example is a strict until
modality, ψ until ϕ, which can be translated to:
∃y. x ≤ y ∧ ϕ(y) ∧ ∀z. (x ≤ z ∧ z < y)→ ψ(z)
The observation that each of these guards induces a clique in the Gaifman
graph leads to the introduction of the more general clique guarded frag-
ment [8].
2.2 Guarded sets
The semantic counterpart of guards are guarded sets in a structure A.
These will always be cliques in the Gaifman graph of A. Given a tuple
~a ∈ Ak, the support of ~a is the set of elements occurring in the tuple.
For each of the three fragments we are considering, we have the corres-
ponding notion of guarded set, indexed by a resource bound k: a set X
is (atomic/loosely/clique) k-guarded if there exists a tuple ~a of length at
most k, and (atomic/loose/clique) guard G such that A |= G(~a), and X is
contained in the support of ~a.
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Lemma 2. Guarded sets of each type are preserved by homomorphisms, and
closed under subsets.
Proof. Each of the formulae involved in the guarded conditions is existential
positive, and therefore preserved by homomorphisms. If X is contained in
the support of ~a and h is a homomorphism, then h(X) is contained in the
support of h(~a).
The final part is immediate from the definition.
2.3 Guarded simulation and bisimulation
For each notion of guarding g (atomic, loose or clique), and σ-structures A,
B, the g-guarded simulation game from A to B is described as follows:
• Round 0: We set X0 := ∅, ϕ0 := ∅.
• Round n+1: Spoiler specifies a g-guarded set Xn+1 in A. Duplicator
must respond with a g-guarded set Yn+1 in B, and a partial homo-
morphism ϕn+1 : Xn+1 → Yn+1, such that ϕn+1|X = ϕn|X , where
X = Xn+1 ∩Xn.
As usual, Duplicator wins if he has a response at each round, otherwise
Spoiler wins.
The g-guarded bisimulation game is specified similarly, with additional
requirements on Duplicator:
• Round 0: We set X0 := ∅, Y0 := ∅, ϕ0 := ∅.
• Round n+ 1: Spoiler now has two options.
– Option 1: Spoiler specifies a g-guarded set Xn+1 in A. Duplic-
ator must respond with a g-guarded set Yn+1 in B, and a partial
isomorphism ϕn+1 : Xn+1 → Yn+1, such that ϕn+1|X = ϕn|X ,
where X = Xn+1 ∩Xn.
– Option 2: Spoiler specifies a g-guarded set Yn+1 in B. Duplicator
must respond with a g-guarded set Xn+1 in A, and a partial
isomorphism ϕn+1 : Xn+1 → Yn+1, such that ϕ
−1
n+1|Y = ϕ
−1
n |Y ,
where Y = Yn+1 ∩ Yn.
Again, Duplicator wins if he has a response at each round, otherwise
Spoiler wins. We write A g B if Duplicator has a winning strategy for the
g-guarded simulation game from A to B, and A gk B if Duplicator has a
winning strategy for the version of the game where moves are restricted to k-
guarded sets. Similarly, we write A ∼g B and A ∼gk B for the corresponding
notions for bisimulation.
The logical significance of these notions is given by the following standard
result [3, 8].
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Theorem 3. 1. A ∼g B iff A and B satisfy the same g-guarded formulas.
2. A ∼gk B iff A and B satisfy the same g-guarded formulas of guarded
quantifier width ≤ k.
3. A g B iff every existential positive g-guarded formula satisfied by A
is satisfied by B.
4. A gk B iff every existential positive g-guarded formula of guarded
quantifer width ≤ k satisfied by A is satisfied by B.
3 Guarded comonads
We shall now define the comonads corresponding to our guarded fragments.
For each notion of guarding g, and resource index k > 0, we shall define
comonads Ggk and G
g for the k-bounded and unrestricted cases respectively.
The definitions will be given uniformly in g, and we shall simply write G
and Gk for the generic case.
We shall use the prefix order on finite sequences, written s ⊑ t, which is a
forest order on non-empty sequences, i.e. the set of prefixes of any sequence
forms a finite linear order. If two sequences s and t have a non-empty meet
s⊓ t in this order, there is a unique path connecting the last element of s to
the last element of t via the last element of s ⊓ t.
Given a structure A, we must define a new structure GA. We build
the universe of GA in two steps. Firstly, we form the set of raw plays.
These are pairs 〈p, a〉, where p is a path, i.e. a non-empty list [U1, . . . , Un]
of guarded sets in A, corresponding to a sequence of moves by Spoiler in
the simulation game; and a ∈ Un is the focus, i.e. the current element under
consideration. Then, in order to enforce the constraints ϕn+1|X = ϕn|X
on Duplicator moves in the simulation game, we quotient this set by an
equivalence relation: 〈p, a〉 ∼ 〈q, a′〉 iff (i) a = a′, (ii) the greatest common
prefix p⊓ q is non-empty, and (iii) a is a member of every guarded set in the
unique path connecting the last element of p to the last element of q. We
write Lp, aM for the equivalence class of 〈p, a〉.
The universe of GA will be the set of equivalence classes Lp, aM. For a σ-
relation R, we define RGA := {(Lp, a1M, . . . , Lp, arM) | R
A(a1, . . . , ar)}. From
the definition of the equivalence relation, it is clear that this is well-defined.
This gives the object part of the functor G.
For the counit, we define the map εA : G(A)→ A by εA(Lp, aM) = a.
Proposition 4. εA is well-defined, and a homomorphism.
Now given a homomorphism h : G(A)→ B, we define its Kleisli coexten-
sion h∗ : G(A)→ G(B). If p = [U1, . . . , Un], then h
∗(Lp, aM) = Lq, h(Lp, aM)M,
where q = [V1, . . . , Vn], and
Vj = {h(L[U1, . . . , Uj ], ajM) | aj ∈ Uj}, 1 ≤ j ≤ n.
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Proposition 5. h∗ is well-defined, and a homomorphism.
Theorem 6. The triple (G, ε, (·)∗) is a comonad in Kleisli form. This means
that the following equations are valid:
ε∗A = idGA, ε ◦ f
∗ = f, (g ◦ f∗)∗ = g∗ ◦ f∗.
It is then standard [14] that G extends to a functor by Gf = (f ◦ ǫ)∗;
that ε is a natural transformation; and that if we define the comultiplication
δ : G⇒ G2 by δA = id
∗
A, then (G, ε, δ) is a comonad.
Explicitly, for every σ-structure A, let δA : G(A) → G(G(A)) be t =
L[U1, . . . , Un], aM 7→ L[T1, . . . , Tn], tM where Tj = {L[U1, . . . , Uj ], ajM | aj ∈ Uj}
for all j = 1, . . . , n.
For each k > 0, we obtain resource-bounded variants of these comonads
Gk by restricting to k-guarded sets of the appropriate type in forming the
universe of GkA. At the time of writing, we have not been able to fully
verify this construction for the clique guarded case, although we believe
that it should be possible to do so. Thus the following result is stated for
the atom and loosely guarded cases only.
Theorem 7. For g either atom or loose guarding, the triple (Ggk, ε, (·)
∗) is
a comonad in Kleisli form for all k > 0. Here the counit and coextension
are the restrictions of the corresponding operations for the unbounded case.
We now turn to the connection between coKleisli morphisms for these co-
monads, and winning strategies for Duplicator in guarded simulation games.
We fix σ-structures A, B.
Theorem 8. For each notion of guarding g, there is a bijective correspond-
ence between:
1. CoKleisli morphisms GgA → B.
2. Winning strategies for Duplicator in the g-guarded simulation game
from A to B.
Thus A g B iff there is a coKleisli morphism GgA → B.
Proof. We sketch the main arguments. Given a morphism h : GgA → B at
each stage in the simulation game, after a sequence of Spoiler moves p =
[U1, ..., Un], we consider how to respond to the move Un+1. We note that
the counit restricts to a partial isomorphism from {Lp [Un+1], aM | a ∈ Un+1}
to Un+1, and composing this with h yields the required response for Duplic-
ator. The quotient construction ensures that these responses will agree on
overlaps as required by the simulation game rules.
In the other direction, a strategy for Duplicator yields for each list of
previous moves p = [U1, ..., Un], and move Un+1, a partial homomorphism
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defined on{Lp, aM | a ∈ Un}, again exploiting the restriction of the counit.
These sets cover Gg(A), every relation is contained within one, and the
partial homomorphisms will agree on overlaps by the game rules. They can
therefore be combined to yield the required homomorphism.
Once again, we state the corresponding result for the resource-bounded
case only for atom and loose guards.
Theorem 9. For g either atom or loose guarding, and k > 0, there is a
bijective correspondence between:
1. CoKleisli morphisms GgkA → B.
2. Winning strategies for Duplicator in the g-guarded k-bounded simula-
tion game from A to B.
Thus A gk B iff there is a coKleisli morphism G
g
kA → B.
By virtue of Theorem 3, this yields a comonadic characterization of equi-
valence of structures modulo existential positive guarded formulas. Before
extending this analysis to bisimulation and equivalence modulo all guarded
formulas, we firstly study the coalgebras for the guarded comonads.
4 Coalgebras
Recall that a coalgebra for a comonad (G, ε, δ) is a morphism α : A → GA
such that the following diagrams commute:
A GA
GA G2A
α
α δA
Gα
A GA
A
α
idA
εA
Note in particular that aG-coalgebra structure on Amakes it a retract ofGA
via the counit εA. In our setting, this implies that coalgebra maps α : A →
GA are embeddings of σ-structures. In [1, 2] it was shown that coalgebras
for the Ehrenfeucht-Fra¨ısse´, pebbling and modal comonads correspond to
various forms of combinatorial decompositions of σ-structures. This led to
coalgebraic characterizations of important combinatorial parameters such as
tree-depth and tree-width. We pursue a similar analysis here for the guarded
comonads.
The appropriate notion of “treelike decomposition” of a structure in the
guarded case can be defined as follows. Let A be a σ-structure. A g-guarded
tree decomposition of A is a structure (T,≤, λ), where (T,≤) is a tree, and
λ : T → Guarded(A) is a labelling function from T to g-guarded subsets
of A. These must satisfy the following conditions: (1) each a ∈ A must
occur in some λ(x); (2) for every g-guarded subset U of A, for some x ∈ T ,
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U ⊆ λ(x); (3) for each a ∈ A, if a ∈ λ(x) ∩ λ(y), then a ∈ λ(z) for all z in
the unique path from x to y in T . Equivalently, this says that the set of x
in T such that a ∈ λ(x) is connected in the tree order on T ; (4) if x < y,
then for some a ∈ λ(y), a 6∈ λ(z) for any z ≤ x.
There is an evident analogy between guarded tree decompositions satis-
fying the first three conditions, and the standard notion of tree decomposi-
tion used in defining tree-width [13]. The difference is that here we require
label sets to be guarded, and we ask for all guarded sets to be included in
label sets, rather than just adjacent pairs in the Gaifman graph. The last
condition is dual to the orderliness condition used in [1].
To relate this to Gg-coalgebras, we begin by looking more closely into
the structure of ∼-equivalence classes in GA.
Lemma 10. The elements of an equivalence class Lp, aM are tree-ordered by
the prefix order on the first components.
Thus we can write Lp, aM† = 〈q, a〉, where q ⊑ p is the least path in the
equivalence class under the prefix ordering.
Given a coalgebra γ : A → GgA, we note firstly that, by the counit
axiom for coalgebras, for any a ∈ A we must have γ(a)† = 〈p, a〉 for some
path p. Since p is a non-empty sequence of guarded sets, it must have a
last element U . We write γ+(a) = U , and define T := {γ+(a) | a ∈ A},
the image of γ+. We define a relation on T by U ≤ V iff for some a, b ∈ A,
U = γ+(a), V = γ+(b), γ(a)† = 〈p, a〉, γ(b)† = 〈q, b〉, and p ⊑ q. We extend
this to T ∪ {∅} by taking ∅ as the least element.
Proposition 11. (T ∪ {∅},≤, id) is a g-guarded tree decomposition of A.
In fact, there is a stronger result.
Theorem 12. Let A be a σ-structure. There is a bijective correspondence
between:
1. Gg-coalgebras A → GgA
2. g-guarded tree decompositions (T,≤, id) of A.
We can adapt these notions to the resource-bounded case. A g-guarded
tree decomposition (T,≤, λ) of A is k-bounded if all the sets in the image of
λ are of size ≤ k. For g either atom or loose guarding, we have the following
result.
Theorem 13. Let A be a σ-structure. There is a bijective correspondence
between:
1. Ggk-coalgebras A → G
g
kA
2. g-guarded k-bounded forest covers (T,≤, id) of A.
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We briefly illustrate how these decompositions give a new perspective on
coalgebras for G.
Example 14 (Guarded Tree Decompositions and Coalgebras). Let σ be
the signature with one binary relation R. Consider the σ-structure A with
universe {a, b, c}, and relations RA(a, b) and RA(b, c). There is a coal-
gebra γ : A → G(A) with
γ(a) = L[{a, b}], aM
γ(b) = L[{a, b}], bM
γ(c) = L[{a, b}, {b, c}], cM
The corresponding atom guarded tree decomposition has Hasse diagram:
{b, c}
{a, b}
In this case, we get another atom-guarded tree decomposition by inverting
this Hasse diagram, and so a second coalgebra structure. The two coalgebras
correspond to working across from opposite ends of the underlying graph.
For the same relational signature, the structure B on {a, b, c} with RB(a, b),
RB(b, c) and RB(c, a) cannot be formed into an atom guarded tree, and so
does not carry a coalgebra structure with respect to atom guards. If on the
other hand, we consider loose guards, the set {a, b, c} is guarded by
R(a, b) ∧ R(b, c) ∧ R(c, a)
and so B carries a trivial loosely-guarded tree decomposition, and corres-
ponding coalgebra.
We define the g-guarded tree-width of a structure A to be the least k
such that A has a g-guarded k-bounded tree decomposition. The g-guarded
coalgebra number of A is the least k such that there is a coalgebra A →
G
g
kA. As an immediate consequence of the previous theorem, we obtain the
following result.
Theorem 15. Let g be atom or loose guarding. For any structure A, the
g-guarded tree-width of A and the g-guarded coalgebra number of A coincide.
5 Open maps and guarded bisimulation
We now return to the issue of characterizing guarded bisimulation, and hence
equivalence of structures modulo the full guarded fragments. Following the
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approach taken in the forthcoming extended journal version of [2], we shall
use a variant of the well-known open maps approach to bisimulation [12].
We shall work in the Eilenberg-Moore category Struct(σ)G. Objects are
G-coalgebras, and morphisms h : (A, α) → (B, β) are σ-homomorphisms
h : A → B such that
A GA
B GB
h
α
Gh
β
There is an evident forgetful functor U : Struct(σ)G → Struct(σ). This has
a right adjoint F , which sends A to the cofree coalgebra (GA, δ).
We define paths to beG-coalgebras whose associated tree decompositions
under Theorem 12 are linear orders.
A σ-homomorphism h : A → B is a guarded embedding if for each
guarded subset U of A, the restriction of h to U is an embedding, yield-
ing a partial isomorphism U ∼= h(U). We write h : A֌ B if h is a guarded
embedding.
We can now define what it means for a morphism f : (A, α)→ (B, β) in
Struct(σ)G to be open. This holds if, whenever we have a diagram
P Q
(A, α) (B, β)
f
where P and Q are paths, there is an embedding Q֌ (A, α) such that
P Q
(A, α) (B, β)
f
This is often referred to as the path-lifting property. If we think of f as
witnessing a simulation of A by B, path-lifting means that if we extend a
given behaviour in B (expressed by extending the path P to Q), then we can
find a matching behaviour in A to “cover” this extension. Thus it expresses
an abstract form of the notion of “p-morphism” from modal logic [6], or of
functional bisimulation.
We can now define the back-and-forth equivalence A ↔G B between
structures in Struct(σ). This holds if there is a coalgebra R in Struct(σ)G,
and a span of open guarded embeddings
R
FA FB
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Theorem 16. Let g be a notion of guarding, and G the corresponding co-
monad. For all σ-structures A and B, A ∼g B iff A↔G B.
Proof. We outline the details of the two directions of the proof. Firstly
assume we have a back and forth equivalence, so a coalgebra Rs and span
of open embeddings FA
p1
←− R
p2
−→ B. At each round in the game after
moves [〈U1, V1〉, ..., 〈Un, Vn〉], if, without loss of generality Spoiler plays Un+1
in A, we must find a corresponding guarded set in B and partial isomorphism
between them that agrees on overlaps with the previous round. We only
consider non trivial Un+1 that contain an element not appearing Un, as
other moves offer no advantage to spoiler. There is a path of sets Wj with
Wi = {L[U1, ..., Uj ], aM | a ∈ Uj}
As Un+1 extends the path of the previous round, we can use the path lifting
property to find a path [R1, ..., Rn+1] in R mapped onto [W1, ...,Wn+1] by p1.
So p1 will restrict to a partial isomorphism between Rn+1 and Wn+1. As p2
is guarded set embedding, p1 maps [R1, ..., Rn+1] onto a path Xj with
Xj = {L[V1, ..., Vj ], bM | b ∈ Vj}
and restricts to a partial isomorphism between Rn+1 and Xn+1. Finally
we note that restricting the counit gives isomorphisms between both Uj
and Wj , and Vj and Xj . Chaining all these partial isomorphisms together
gives us the required response. As at each round the partial isomorphisms
are restrictions of the same morphisms, they will agree on overlaps.
For the other direction, we aim to construct the intermediate “diagonal”
coalgebra 〈Rs, ρ〉, using an approach similar to that for the comonad con-
struction G. To do so, we consider triples:
〈U, ι, V 〉
U is a Spoiler move, and ι : U → V is the response dictated by Duplicators
strategy, or V is a spoiler move and ι−1 : V → U is the response dictated by
Duplicators strategy. A sequence p of such positions is the two-sided analog
of the raw plays seen earlier, and we pair these with a focus element:
〈p, 〈a, b〉〉
If 〈U, ι, V 〉 is the last element of p, then we require a ∈ U ,b ∈ V and ι(a) =
b.Clearly there is some redundancy in this description, but it is convenient
to manipulate. Finally we quotient, identifying 〈q, 〈a, b〉〉 with 〈q, 〈a, b〉〉 if p
and q have a common prefix, and 〈a, b〉 appears consistently on the paths
from the common prefix to the endpoints. Relations are defined in a similar
manner to those for G. We define ρ : Rs→ G(R) as:
ρL[〈U1, ι1, V1〉, ..., 〈Un, ιn, Vn〉], 〈a, b〉M = L[W1, ...,Wn], L[〈U1, ι1, V1〉, ..., 〈Un, ιn, Vn〉], 〈a, b〉MM
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where
Wj = {L[〈U1, ι1, V1〉, ..., 〈Uj , ιj , Vj〉], 〈a, ιja〉M | a ∈ Uj}
The function ρ is a homomorphism, and in fact (R, ρ) an Eilenberg-Moore
coalgebra. Further, there is a map:
p1(Lp, 〈a, b〉M) = a
and similarly for p2 onto the second component. The pi are coalgebra ho-
momorphisms, open, and guarded set embedding, completing the proof.
For atom and loose guarding, there is also a resource-bounded version of
this result, where we work in Struct(σ)Gk rather than Struct(σ)G. We can
then define the equivalence A ↔Gk B in exactly analogous fashion to the
above.
Theorem 17. Let g be atom or loose guarding, and Gk the corresponding
resource-bounded comonad, for k > 0. For all σ-structures A and B, A ∼gk B
iff A↔Gk B.
6 The connection to hypergraphs
The guarded comonad constructions have an underlying combinatorial con-
tent which is largely independent of the specifics of relational σ-structures,
or the syntactic form of guarding being considered. Semantically, what mat-
ters is that we have some designated family of finite subsets of the universe
(the “guarded sets”), and that morphisms preserve these sets. This shift
in perspective has been advocated in [10]. We can take advantage of our
structural approach to develop this idea more fully.
We will show that the guarded comonad construction makes sense at
the level of hypergraphs. Moreover, the guarded comonads for σ-structures
are nicely related to this hypergraph comonad, by an Eilenberg-Moore law
[15, 11].
A hypergraph (V,E) is given by a set of vertices V and a family E of
finite subsets of V. The elements of E should, strictly speaking, be referred
to as hyperedges, but for succinctness, we will simply call them edges. A
morphism of hypergraphs f : (V1, E1) → (V2, E2) is a function on the ver-
tices f : V1 → V2 mapping edges in E1 to edges in E2. We write HGraph for
the category of hypergraphs.
We extend the notions of simulation and bisimulation to hypergraphs.
For hypergraphs (V1, E1), (V2, E2), the hypergraph simulation game from
(V1, E1) to (V2, E2) is described as follows:
• Round 0: We set X0 := ∅, ϕ0 := ∅.
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• Round n + 1: Spoiler specifies an edge Xn+1 in E1. Duplicator must
respond with an edge Yn+1 in E2, and a function ϕn+1 : Xn+1 → Yn+1,
such that ϕn+1|X = ϕn|X , where X = Xn+1 ∩Xn.
Duplicator wins if he has a response at each round, otherwise Spoiler wins.
As with the previous notions of bisimulation, the hypergraph bisimula-
tion game is the two sided generalization of the simulation game:
• Round 0: We set X0 := ∅, Y0 := ∅, ϕ0 := ∅.
• Round n+ 1: Spoiler now has two options.
– Option 1: Spoiler specifies an edge Xn+1 in E1. Duplicator must
respond with an edge Yn+1 in E2, and a bijection ϕn+1 : Xn+1 →
Yn+1, such that ϕn+1|X = ϕn|X , where X = Xn+1 ∩Xn.
– Option 2: Spoiler specifies an edge Yn+1 in (V2, E2). Duplicator
must respond with an edge Xn+1 in (V1, E1), and a bijection
ϕn+1 : Xn+1 → Yn+1, such that ϕ
−1
n+1|Y = ϕ
−1
n |Y , where Y =
Yn+1 ∩ Yn.
Again, Duplicator wins if he has a response at each round, otherwise
Spoiler wins. There are resource bounded variants of these games, in which
moves are restricted to edges of at most k elements.
To provide a structural account of these games, we proceed as before by
encoding Spoiler’s moves within a hypergraph. We consider raw plays 〈p, a〉
where p is a path consisting of a non-empty list [U1, ...Un] of edges, and a ∈
Un is a focus. We define an equivalence relation on raw plays to enforce the
overlap condition in the simulation game, in entirely analogous fashion to
that of section 3. We denote the equivalence class of 〈p, a〉 by Lp, aM. We
then construct a new hypergraph, H(V,E). The vertices are the equivalence
classes Lp, aM. The edges are the sets of the form: {Lp, aM | a ∈ U}, where U ∈
E.
Theorem 18. There is a comonad in Kleisli form (H, ε, (·)∗) on HGraph.
The counit ε is defined on representatives by εLp, aM = a. Coextension is
defined on representatives by
h∗L[U1, ..., Un], aM = L[V1, ..., Vn], hLp, aMM
where
Vj = {hL[U1, ..., Uj ], aM | a ∈ Uj}, 1 ≤ j ≤ n.
This comonad restricts to resource bounded versions.
Theorem 19. For each k > 0 there is a comonad in Kleisli form (Hk, ε, (·)
∗)
on HGraph, given by restricting raw plays to edges of size bounded by k.
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We now relate this construction to the guarded comonads for relational
structures. For each notion of guarding g, there is a functorHg : Struct(σ)→
HGraph, which sends A to the hypergraph (A,E), where E is the set of g-
guarded subsets of A.
Theorem 20. For each notion of guarding g, there is a natural isomorphism
λ : Hg ◦Gg ∼= H ◦Hg
such that, for all A in Struct(σ), and omitting g to declutter notation, the
following diagrams commute:
HGA HA
HHA
λA
HεA
εHA
HGA HGGA HHGA
HHA HHHA
λA
HδA λGA
HλA
δHA
Thus λ forms an Eilenberg-Moore law (see e.g. [11]).
In fact, λ is simply the identity, showing the close relationship of these
constructions.
There is a corresponding version for the resource-bounded case.
Theorem 21. For g either atom or loose guarding, there is a natural iso-
morphism
λ : Hg ◦Ggk
∼= Hk ◦H
g
which commutes with the counits and comultiplications of Gk and Hk. Thus
λ forms an Eilenberg-Moore law.
We can also develop characterizations of the coalgebras for H and Hk,
and of hypergraph bisimulation in terms of spans of open maps, along en-
tirely similar lines to what we have done for G and Gk. The characterization
of hypergraph coalgebras in terms of guarded tree decompositions shows that
hypergraph coalgebras can be seen as acyclicity witnesses. There are inter-
esting connections to the work of Otto [17, 19, 18], which we hope to pursue
in future work.
7 Final remarks
There are many further directions arising from this work:
• Firstly, there has been an extensive recent development of negation-
guarded fragments [4, 5, 7]. We will give a comonadic account of these
in a sequel to this paper.
• We will also study the connections with acyclic covers and the work
of Otto in [17, 19, 18] from our coalgebraic perspective.
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• Another promising line of investigation is to look at the tree model
properties of guarded logics, and the associated decision procedures
and complexity results, from the comonadic point of view.
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