Existing retrieval models have gained much success, however, we have to admit that the models work in a rather different manner than how humans make relevance judgments. To bridge the gap between practical user behavior and retrieval model, it is essential to construct cognitive-oriented retrieval model. The cognitive process in IR includes two important aspects: searching and reading. Searching is the user behaviors interacted with retrieval system such as query formulation and click while reading is the information seeking behavior in a specific landing page or document. We plan to better understand user cognitive behaviors in these two aspects by conducting a lab-based user study. More importantly, the heuristics drawn from cognitive behaviors are then incorporated into retrieval models.
MOTIVATION AND RESEARCH QUESTIONS
Understanding user behavior during search process can provide valuable insights into constructing better retrieval models. Empirical studies [4] show that good retrieval performance is closely related to the inspiration of practical user behavior, which shows the potential of improving retrieval performance. However, most existing retrieval models mainly focus on the matching signals between query and document but ignore the heuristics that are inherent in user behavior. For example, probabilistic models (e.g., BM25 and SDM) only consider query exact matching signals but ignore semantically relevant signals. Neural retrieval models ameliorate this problem but still suffer in many unreasonable designs compared to human cognitive behavior. Representation-based models ignore ⋆ 3rd year Ph.D. student Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). WSDM '20, February 3-7, 2020, Houston, TX, USA © 2020 Copyright held by the owner/author(s). ACM ISBN 978-1-4503-6822-3/20/02. https://doi.org/10.1145/3336191.3372180 fine-grained relevance signals (e.g., passage or sentence-level relevance) while interaction-based models make a strong assumption of context independence, which is inconsistent with users' sequential reading behavior [3] . To construct better retrieval model that is close to human decision process, it is essential to incorporate cognitive-oriented heuristics into the design of retrieval model.
Human cognitive behavior is a complex activity that involves mental and psychological processes, such as attention, memory, perception, reasoning and thinking [5] . Constructing cognitiveoriented retrieval model confronts the following three main challenges: First, users' information seeking behaviors are associated with a variety of activities (e.g., formulating queries, click a result, mouse dwelling and reading), different behaviors correspond to different underlying cognitive processes. Elaborate experiments should be conducted to deepen our understanding about user cognitive behaviors. Second, the heuristics from user cognitive behaviors are often qualitative or abstract. How to formalize and incorporate them into retrieval model is challenging. Third, since there exists differences between user behavior and machine reading, user cognitive heuristics are not certainly all helpful for practical retrieval models. Thus, it's important to evaluate the effectiveness of them and exploit the useful ones to improve retrieval models.
To address these challenges, we propose three research questions respectively.
RQ1: What are the cognitive heuristics during information seeking process?
We divide information seeking process in retrieval system into two stages: searching and reading. Searching is the user behaviors interacted with retrieval system such as query formulation and click while reading is the information seeking behavior in a specific landing page or document. These two aspects lead to three sub questions: 1) How do users formulate queries to represent search intents? The findings provide implications to improve the performance of query suggestion model. 2) What factors cause users' click behavior in search engine result page? There are related researches about click models [2] focusing on this problem. However, so far there is not a systematic summary elaborating why users click a result. Derived conclusions can also help to improve the performance of click models and retrieval models that exploit document title to estimate relevance score. 3) How do users read a document to solve their search demands? The estimated score from retrieval model should be close to the degree that a user meet their search intent in this document. The findings are helpful to construct better the retrieval model that is based on the content of landing page.
RQ2: How to formalize and incorporate cognitive heuristics into retrieval model? Figure 1 : User interaction process during information seeking.
Cognitive heuristics from user behavior are often qualitative and even abstract. Different heuristics requires different formalization strategies. For example, users' unbalanced reading attention can be implemented by using weighting or attention mechanism. Users' memory mechanism can be approximated by structured models such as recurrent neural network and memory network. Human perception is based on the intrinsic knowledge in brain [1] and we can thus incorporate knowledge data such as knowledge graph to enhance the cognitive competence of retrieval model. Similarly, we combine knowledge graph to empower retrieval model to reason and think like a human. Other methods like reinforcement learning can also be used to simulate human decision process. In summary, the implementation of different heuristics should be carefully designed to approximate human cognitive process.
RQ3: What is the effectiveness of different cognitive heuristics for retrieval models?
User cognitive behaviors are influenced by a number of complex factors, such psychological status, individual differences. This leads to the differences between user behavior and machine reading. It can not be guaranteed that all the cognitive heuristics are effective to improve ranking performance. Some heuristics may not be necessary to be considered in retrieval models because the improvement is not significant. Therefore, it's important to evaluate the effectiveness of them and exploit the useful ones to improve retrieval models. More importantly, we should also compare different formalization methods for a specific cognitive heuristic.
METHODOLOGY 2.1 User study and query log analysis
To better understand user cognitive process and analyze user behavior during information seeking process, we conduct the lab-based user study and query log analysis. The advantage of the lab-based user study is that we can control independent variables, collect comprehensive search logs and eliminate the influence of noise. Based on user interaction process during information seeking shown in Figure 1 , we aim to figure out the following four cognitive questions: 1) How do user (re)formulate queries to represent information needs? 2) How do user examine SERPs and what factors cause click behavior? 3) How do user read a document to obtain search information? 4) How does users' domain knowledge influence search process?
Cognitive-oriented retrieval model
Based on the cognitive heuristics from user study and query log analysis, we then aim to formalize and incorporate them into retrieval model. We focus on four mental and psychological processes: attention, memory, perception, reasoning and thinking [5] . Specifically, attention, memory and perception are modeled by using attention mechanism [6] , memory network [7] and knowledge representation, respectively. Deep learning is exploited to empower ability of reasoning and thinking. Reinforcement learning can also be applied to simulate human decision process.
Knowledge-oriented modeling
Knowledge-oriented modeling is based on external knowledge data. For example, we can use knowledge graph to construct better entity representation for modeling search intent. The basic idea is that given a short and ambiguous query, the model needs to learn a good representation to cover users' search intent as much as possible. It leads to a data-driven combination of knowledge-oriented representation and neural information retrieval.
PROGRESS
We have published two works to answer RQ1 and RQ2. Two research questions are only solved partially, the rest part will be focused in future work.
3.0.1 Two-stage reading model during relevance judgement. This work [3] focuses on the reading process in RQ1. We conduct a user study and collect users' eye movements during relevance judgement to analyze how they seek information in a document. We propose a two-stage reading model, which details user reading process during relevance judgement.
3.0.2 Reading Behavior Inspired Relevance Estimation. This work [4] aims to validate the effectiveness of cognitive heuristics in retrieval model, which is part of RQ2. We investigate users' reading patterns during relevance judgement and propose six reading heuristics. Each heuristic is well formalized and incorporated into retrieval model. This work provides deeper sights into the reading cognitive heuristics on retrieval models and improves both retrieval performance and explainability.
