We present an approximate deconvolution (AD) large eddy simulation (LES) model for the two-layer quasigeostrophic equations. We applied the AD-LES model to mid-latitude two-layer square oceanic basins, which are standard prototypes of more realistic stratified ocean dynamics models. Two spatial filters were investigated in the AD-LES model: a tridiagonal filter and an elliptic differential filter. A sensitivity analysis of the AD-LES results with respect to changes in modeling parameters was performed. The results demonstrate that the AD-LES model used in conjunction with the tridiagonal or differential filters provides additional dissipation to the system, allowing the use of a smaller eddy viscosity coefficient. Changing the spatial filter makes a significant difference in characterizing the effective dissipation in the model. It was found that the tridiagonal filter introduces the least amount of numerical dissipation into the AD-LES model. The differential filter, however, added a significant amount of numerical dissipation to the AD-LES model for large values of the filter width. All AD-LES models reproduced the DNS results at a fraction of the cost within a reasonable level of accuracy.
"elephant in the room," one of the major unsolved problems in ocean modeling (Visbeck et al., 1997; Campin et al., challenge is beyond the scope of this report, we do address the intimate relationship between the EV coefficients and 73 the numerical resolution employed by the QG models. (2010) 100 500×500
74
To capture the under-resolved flow, i.e., the flow in the regions where the grid size becomes greater than the The two-layer quasigeostrophic model used in this study is one of the simplified forced-dissipative oceanic models 128 that considers baroclinic effects. The stratified ocean is partitioned into two isopycnal layers, each of constant depth, 
where the layer index starts from top, q i represents potential vorticities, and ψ i denotes for streamfunctions. The Jaco- 
The isopycnal flow velocity components can be found from the velocity streamfunctions:
The two symbols β and f 0 are parts of the linearized β-plane approximation to the Coriolis parameter f = f 0 + βy.
137
Here f 0 = 2 Ω sin(φ 0 ) is the local rotation rate at y = 0, where Ω is the rotational speed of the earth and φ 0 is the 138 latitude at y = 0. This is equivalent to approximating the spherical Earth with a tangent plane at y = 0. Stratification 139 is represented by two stacked isopycnal layers with thicknesses H 1 and H 2 , starting from the top, and g = g ∆ρ ρ 1
140
is reduced gravity associated with the density jump between the two layers in which ∆ρ is the density difference 141 between the two layers, ρ 1 is the reference (upper layer) density, and g is the gravitational acceleration. The inertial 142 radius of deformation between layers, a measure of stratification strength, is defined as the Rossby deformation radius
, where H = H 1 + H 2 . In this study, the top and bottom layers of the ocean are forced by an Ekman 144 pumping of the form
where τ = (τ (x) , τ (y) ) is the stress vector for surface wind forcing, andk is unit vector in vertical direction. In the present 
where ν is eddy viscosity coefficient. 
Governing equations in dimensionless form

154
The governing equations can be written in dimensionless form by using the Sverdrup balance to set the velocity 155 scale of the form
The dimensionless variables (denoted by tilde) are defined as
Then the two-layer quasigeostrophic equations in dimensionless form become 158 ∂q 1 ∂t + J(ψ 1 ,q 1 ) =D 1 + sin(2πỹ),
∂q 2 ∂t + J(ψ 2 ,q 2 ) =D 2 − σ∇ 2ψ 2 ,
in which the dissipative terms can be written as 
In dimensionless form, the kinematic relationships between potential vorticities and streamfunctions become: 
For clarity of exposition, in the remainder of the paper we will drop the tilde symbol used for the dimensionless coefficient. The definitions of these dimensionless parameters are:
The following three length scales are useful for setting the problem parameters: (i) the Munk scale, δ M = flow variable (i.e., potential vorticity and the streamfunction in this study). Since G = I − (I − G), an inverse to G can 181 be written formally as the non-convergent Neumann series:
Truncating the series gives the van Cittert approximate deconvolution operator, Q N . We truncate the series at N and 183 obtain Q N as an approximation of G −1 :
where I is the identity operator. The approximations Q N are not convergent as N goes to infinity, but rather are 185 asymptotic as the filter radius, ∆, approaches zero (Berselli et al., 2006 ). An approximate deconvolution of any 186 variable u can now be obtained as follows:
For higher values of N, we get increasingly more accurate approximations of u: 
where q and ψ are the resolved potential vorticity and streamfunction variables. We use a bar to denote the application 193 of one filtering operation. Using (27) and (28), we can now approximate the subfilter-scale contribution by applying 194 a filter to the governing equation. This results in the following model:
where S * i is the subfilter-scale term for the i th layer, given by
where asterisk represents the approximated value for the unfiltered (unresolved) quantities. To completely specify the Following Stolz and Adams (1999), we use the following discrete second-order tridiagonal filter (TF):
wheref i represents the filtered value of a discrete quantity f i . Here, the subscript i is the spatial index in the 
wheref k andf k are the Fourier coefficients of the filtered and unfiltered variables, respectively (i.e., f i = f k e ıkx i and
, where x i = ∆ x i and ∆ x is the grid spacing in the x-direction). Using the relation cos(θ) = (e ıθ + e −ıθ )/2, 210 the transfer function of the TF given in Eq. (32) can be written as
where ω = k∆ x is the modified wavenumber in the x-direction. The free parameter, α, which is in the range 0 ≤ |α| ≤ can be proved (Stanculescu, 2008) . The transfer function corresponding to the TF becomes positive definite in the 
Elliptic differential filter
223
The second filter used in our numerical investigation is the elliptic differential filter (DF) (Germano, 1986 ; Sagaut, 
where Ω is the computational domain and λ is the Helmholtz length, which determines the effective width of the filter.
226
The DF is also called Helmholtz filter. The two-dimensional form of the DF in Eq. (37) is used throughout the paper. In this section, however, to study 231 the characteristics of the DF in the wavenumber space, we consider the one-dimensional version of the DF (in the
and perform a Fourier analysis similar to the analysis presented in Section 3.1. Thus, the transfer function of the DF
It is obvious that the transfer function T 
242
The DF (35)-(36) was introduced in LES by Germano (1986) . Since then, it has been successfully used in LES 
Numerical methods
In many physically relevant situations, where the Munk and Rhines scales being close to each other, the solutions 249 to oceanic models, such as the QG2 models, do not converge to a steady state as time goes to infinity (Medjo, 2000) .
250
Rather they remain time dependent by producing statistically steady state with one or multiple equilibria. 
where the discrete Jacobians have the following forms:
Note that J 1 , which corresponds to the central second-order difference scheme, is not sufficient for the conservation 261 of energy, enstrophy, and skew-symmetry by the numerical discretization. Arakawa (1966) showed that the judicious 262 combination of J 1 , J 2 , and J 3 in Eq. (40) achieves the above discrete conservation properties. 
Time integration scheme
264
For the time discretization, we employ an optimal third-order total variation diminishing Runge-Kutta (TVDRK3) 265 scheme (Gottlieb and Shu, 1998) . For clarity of notation, we rewrite the governing equations in the following form:
where subscript i represents the layer index and R i denotes the discrete spatial derivative operator, including the 267 nonlinear Jacobian of the convective term, the linear biharmonic diffusive term, the forcing term, and the subfilter-268 scale term. For each layer, the TVDRK3 scheme then becomes:
i , where ∆t is the adaptive time step size, which can be computed at the end of each time step by:
where c is known as the Courant-Friedrichs-Lewy (CFL) number. To ensure the numerical stability of the time 271 discretization scheme, we require that c ≤ 1. subproblem (Miller, 2007) . This is also true for our study. However, we take advantage of the simple square shape of 275 our domain and utilize one of the fastest available techniques (Moin, 2001 ; San and Staples, 2013a), which is the FFT 276 based direct inversion to solve the subproblem:
where Q 1 = q 1 − y and Q 2 = q 2 − y. The impermeability boundary condition imposed as ψ| Ω = 0 suggests the use of 278 a fast sine transform (an inverse transform) for each layer:
where N x and N y are the total number of grid points in x and y directions. Here the symbol hat is used to represent As a second step, we directly solve the subproblem in Fourier space:
where
Finally, the streamfunction arrays for each layer are found by performing a forward sine transform:
287
The computational cost of this elliptic solver is O N x N y log(N x ) log(N y ) . The FFT algorithm given by Press et al.
288
(1992) is used for forward and inverse sine transforms. 
Results
290
The main goal of this section is to test the new AD model (29)-(31) in the numerical simulation of the two-layer
291
QG model. We also investigate the sensitivity of the AD model with respect to the model parameters. It turns out 292 that the most important modeling choice is the spatial filter employed in the AD procedure. We consider two spatial 293 filters in conjunction with the AD model: the tridiagonal filter (Section 3.1) and the differential filter (Section 3.2). their boundary conditions: we used the slip boundary conditions, whereas they used the no-slip boundary conditions.
294
323
Thus, the plot in Fig. 5 is different from the corresponding one in Tanaka and Akitomo (2010).
324
To quantify the effect of the numerical discretization on the numerical results, we vary the grid resolution (N x ×N y ), energy, E i , which is defined as
where, again, the subscript i represents the layer index and T 1 = 6 and T 2 = 8 are the temporal bounds for the 331 averaging window. The integrand E i (t) in (56) is the instantaneous basin integrated kinetic energy in each layer and is 332 defined as
First, we investigate the effect of the grid resolution on the numerical results. To this end, we fix the time step 334 ∆t = 2 × 10 −5 and vary the grid resolution, N x × N y , and the eddy viscosity coefficient in the QG2 model, ν. 
337
For the lowest values of ν, however, the results are inaccurate at the lower grid resolutions, and relatively accurate at the higher grid resolutions. This behavior is natural, since when the grid spacing is larger than the Munk scale, the 339 smallest scale are not resolved, thereby producing grid-scale variability in the solution, which degrades the accuracy.
340 Table 4 presents the time-averaged L 2 norm of the error of the potential vorticity in the two layers, q 1 and q 2 .
341
This table shows that, as expected, the error decreases as the grid resolution increases. We note that this decrease in 342 the error is faster for the high values of ν. This behavior is similar to that observed in Table 3 . Finally, the results in 343   Table 4 and are also plotted in Fig. 7 . This figure clearly shows that a second-order spatial accuracy is obtained for
344
the high values of ν, and a first-order spatial accuracy is obtained for the lowest values of ν. However, one important 345 thing to note in Fig. 7 is that the convergence approaches second-order when N x = N y aproaches 256. This is because 346 the mininum number of grid points at which we can start to expect convergence is when the Munk scale is resolved, 347 i.e., when N x = N y = 280 for Experiment 1. Therefore, we emphasize that the use of 512 2 resolution should suffice 348 for a DNS, although just barely.
349
Next, we investigate the effect of the time step on the numerical results. To this end, we fix the the eddy viscosity 350 coefficient, ν = 100 m 2 s −1 , and vary the grid resolution, N x × N y , and the time step, ∆t. in Fig. 8 clearly shows that the time integration scheme achieves the expected third-order temporal accuracy for both 358 the upper and lower layers in Experiment 1. To investigate the effects of the adaptive time discretization described in
359
Section 4.2, we performed the same numerical experiments as those in Table 5 , this time, however, using the adaptive Table 5 .
362
The above numerical studies quantify the effects of the numerical discretization described in Section 4. The Table 4 : Experiment 1: Time-averaged L 2 norm of the error of the potential vorticity in the two layers, q 1 and q 2 , for varying grid resolutions, N x × N y , varying eddy viscosity coefficients, ν, and fixed time step ∆t = 2 × 10 −5 . The reference solution used in the computation of the error is the numerical approximation obtained at a grid resolution of 512 2 . Figure 8: Experiment 1: Log-log plot of the L 2 norm of the error of the streamfunction, ψ 1 and ψ 2 , and potential vorticity, q 1 and q 2 , in the two layers at t = 0.0075, using the eddy viscosity coefficient ν = 100 m 2 s −1 and a resolution of 512 2 . The reference solution used in the computation of the error is the numerical approximation obtained by using the time step ∆t = 5 × 10 −6 .
For Experiment 1, we plot the mean streamfunction and potential vorticity contours in Figs. 9 and 10, respectively.
383
The new AD-TF model yields results that are significantly better than those corresponding to the under-resolved QG2 c 384 run. Similarly, we plot the mean streamfunction and potential vorticity contours in Figs. 11 and 12 for Experiment 2.
385
We note that the proposed AD-TF model yields again improved results by smoothing out the numerical oscillations 386 present in the under-resolved QG2 c simulations. We also note that the computational cost of the new AD-TF model is 387 significantly lower than that of the DNS, and is comparable to the computational cost of the QG2 c . Indeed, the CPU Table 6 , which presents the time-averaged L 2 norm of the error of the potential vorticity 397 in the two layers, q 1 and q 2 , for fixed truncation order, N = 5, varying grid resolutions, N x × N y , and varying 398 free parameter α. These results are also compared graphically in Fig. 15 i.e., the under-resolved numerical simulation without any subfilter-scale model). We also conclude that the AD-TF Finally, we perform a sensitivity study of the free smoothing parameter α and the order N in the AD-TF model.
407
For comparison purposes, we also include results for QG2 c (the under-resolved numerical simulation without any 
411
We start by investigating the sensitivity of the AD-TF model with respect to the parameter α. results are similar for all the values of α. In conclusion, the value α = 0.25 appears to be optimal, since it yields the 417 best results at the 32 2 resolution in Table 6 and Fig. 15 . We note, however, that the values α = 0.15 and α = 0.35 yield 418 similar results. We also note that, for low values of α, the AD-TF model performs better than QG2 c at all resolutions.
419
For higher values of α, the AD-TF model performs better than QG2 c at the lowest resolution, but its accuracy starts 420 to degrade at higher resolutions.
421
Next, we investigate the sensitivity of the AD-TF model with respect to the order N. To this end, in Table 7 , we 422 fix the parameter α = 0.25 and the grid resolution 32 2 , and present the time-averaged L 2 norm of the error of the streamfunction, ψ 1 and ψ 2 , and potential vorticity in the two layers, q 1 and q 2 , for varying orders N in the 424 AD-TF model. These results are also compared graphically in Fig. 16 . We note that, at this coarse resolution, the 425 AD-TF model performs better than QG2 c for all values of N. Based on the results in Table 7 and Fig. 16 , we conclude 
439
We start by performing a sensitivity study with respect to the model parameter λ and the order N in the AD- 
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442
to quantify the results of the AD-DF model, we compute the error norms with respect to the DNS results having a 443 resolution of 512 2 . In both DNS and QG2 c computations, the subfilter-scale term is set to zero: S * 1 = S * 2 = 0. in the two layers, q 1 and q 2 , for varying grid resolutions, N x × N y , and varying Helmholtz length, λ. These results
447
are also compared graphically in Fig. 17 . Table 8 the value λ = 0.6h appears to be optimal, since it yields the best results at the 32 2 resolution in Table 8 and Fig. 17 .
451
We also note that, for the values λ = 0.4h and λ = 0.6h, the AD-DF model performs better than (or similar to) QG2 c 452 at all resolutions. For the values λ = 0.8h and λ = 1.0h, however, the AD-DF model is more accurate than QG2 it models some of the subgrid-scale effects. At higher resolutions, however, the subgrid-scale effects become less 457 important. In this case, the dissipation introduced by the DF should also decrease. This explains why, at higher 458 resolutions, the lower values of λ yield better results than the higher values of λ.
459
Next, we investigate the sensitivity of the AD-DF model with respect to the order N. To this end, in Table 9 , we 460 fix the filtering parameter at λ = 0.6h and the grid resolution at 32 2 , and present the time-averaged L 2 norm of the 461 error of the streamfunction, ψ 1 and ψ 2 , and potential vorticity in the two layers, q 1 and q 2 , for varying orders
462
N in the AD-DF model. These results are also compared graphically in Fig. 18 . Based on the results in Table 9 and The above sensitivity study clearly shows that, for a fixed value of the EV coefficient ν, the AD-DF model can
469
provide an accurate approximation of the mean flow field on a mesh that is significantly coarser than that used in 
473
As mentioned in the introduction, the origin and modeling of the EV coefficient ν in the QG models is a thorny 474 issue (the "elephant in the room"). Indeed, Table 10 for different values of ν, α, and λ. The long time integrations are performed by using a coarse parameters α and β in the AD-TF and AD-DF models, respectively. Furthermore, the results in Table 10 show that 525 the kinetic energy level predicted by the DNS for a given value of ν can be predicted by the AD-TF and AD-DF 526 models with a lower value of ν when the model parameters α and β are appropriately chosen. Thus, as expected (see 527 the transfer functions in Fig. 1 and Fig. 2) , the AD-TF and AD-DF models do provide numerical dissipation to the 528 system. We note, however, that using the DF and TF without using the AD procedure does not provide a significant 529 amount of numerical dissipation. Indeed, running an under-resolved numerical simulation with ν = 0 m 2 s −1 and using 530 the DF to smooth out the potential vorticity and streamfunction values after each time-step yielded inaccurate results.
531
Finally, we emphasize that the numerical results in Table 10 should not interpreted as an argument for the superiority 532 of the AD-LES models over standard EV models. Instead, they simply show that the same kinetic energy level can 533 be predicted in two different ways: by adjusting the eddy viscosity coefficient or by adjusting the parameters α and β 534 in the AD-TF and AD-DF models. For completeness, in Table 11 we repeat the same numerical experiments as those 535 displayed in Table 10 , but for a moderate resolution of 128 2 . The same qualitative conclusions as those above can be 536 drawn, except that the difference between DNS and QG2 c in Table 11 is smaller due to the fairly well resolved Munk 537 scales at this resolution. DF on the QG2 model was presented. The two models also dramatically decreased the computational cost of the 546 corresponding high-resolution numerical simulation, by using a mesh significantly coarser than the Munk scale. We 547 emphasize that the AD procedure plays an essential role in the success of the AD-LES modeling strategy. Indeed, the 548 numerical dissipation added to the system. In fact, our numerical results showed that the AD-TF and AD-DF models 551 can be employed successfully on meshes that are significantly coarser than the Munk scale and with an eddy viscosity 552 coefficient that is dramatically lower than that used in the original two-layer quasigeostrophic equations by tuning the 553 free parameters α and λ appropriately. We emphasize that the tuning of the AD-LES model parameters is essential 554 in obtaining accurate results. We also note that this paper does not claim the superiority of the AD-LES method 555 over other eddy viscosity type closure approaches since the underlying quasigeostrophic equations utilize an intrinsic 556 eddy viscosity coefficient to account for large scale dissipation. With this in mind, we also highlight that assessments 557 and evaluations of various turbulence closure models for large eddy simulations of realistic oceanic basins are highly 558 desirable, a topic we intend to further investigate in a future study.
559
Jiang, S., Jin, F., Ghil, M., 1995. Multiple equilibria, periodic, and aperiodic solutions in a wind-driven, double-gyre, shallow-water model. J. Phys.
