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Abstract. We consider in this work the asymptotics of a Maxwell field in Schwarzschild and Kerr
spacetimes. In any subextremal Kerr spacetime, we show energy and pointwise decay estimates
for all components under an assumption of a basic energy and Morawetz estimate for spin ±1
components. If restricted to slowly rotating Kerr, we utilize the basic energy and Morawetz
estimates proven in an earlier work to further improve these decay estimates such that the total
power of decay for all components of Maxwell field is −7/2. In the end, depending on if the
Newman–Penrose constant vanishes or not, we prove almost sharp Price’s law decay τ−5+ (or
τ−4+) for Maxwell field and τ−ℓ−4+ (or τ−ℓ−3+) for any ℓ mode of the field towards a static
solution on a Schwarzschild background. All estimates are uniform in the exterior of the black
hole.
1. Introduction
In this paper, we prove decay estimates for Maxwell field, a real two-form Fαβ satisfying the
Maxwell equations
∇αFαβ = 0 ∇[γFαβ] = 0, (1.1)
in the exterior of a subextremal Kerr black hole.
1.1. Foliation of Kerr spacetimes. The metrics of the subextremal Kerr family of spacetimes
(M, gM,a) (|a| < M), when written in Boyer-Lindquist (B-L) coordinates (t, r, θ, φ) [14], take the
form of
gM,a =−
(
1− 2MrΣ
)
dt2 − 2Mar sin2 θΣ (dtdφ+ dφdt)
+ Σ∆dr
2 +Σdθ2 + sin
2 θ
Σ
[
(r2 + a2)2 − a2∆sin2 θ]dφ2, (1.2)
where M and a are the mass and angular momentum per mass of the black hole and the functions
∆ = ∆(r) = r2 − 2Mr + a2 and Σ = Σ(r, θ) = r2 + a2 cos2 θ. The Schwarzschild metric [61] is
obtained by setting a = 0 in (1.2). The two roots r+ = M +
√
M2 − a2 and r− = M −
√
M2 − a2
of function ∆ correspond to the locations of event horizon H and Cauchy horizon, respectively. The
domain of outer communication (DOC) of a Kerr black hole is denoted as
D = {(t, r, θ, φ) ∈ R× (r+,∞)× S2}. (1.3)
In the context, we also use a phrase “a slowly rotating Kerr spacetime” which should be referred to
as the DOC of a Kerr spacetime with |a|/M ≪ 1 sufficiently small.
Let µ = µ(r) = ∆r2+a2 . Define additionally a tortoise coordinate r
∗ by
dr∗ = µ−1dr, r∗(3M) = 0. (1.4)
The B-L coordinate system is convenient when expressing the form of the Kerr metric, but the
metric shows a “singularity” in the coefficients in this coordinate system. To justify this is not a real
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singularity, one shall use a different coordinate system–the ingoing Eddington–Finkelstein coordinate
system (v, r, θ, φ˜)–which is regular at future event horizon H+ and is defined by
dv = dt+ dr∗,
dφ˜ = dφ+ a(r2 + a2)−1dr∗,
r = r,
θ = θ.
(1.5)
To foliate the DOC, let h = h(r) be as in [3, Equation (1.7)] and define a hyperboloidal time function
τ = v − h. (1.6)
We call (τ, ρ = r, θ, φ˜) the hyperboloidal coordinates. Let τ0 ≥ 1, and define for any τ0 ≤ τ1 < τ2,
Στ1 = {(τ, ρ, θ, φ˜)|τ = τ1} ∩ D, Ωτ1,τ2 =
⋃
τ∈[τ1,τ2]
Στ , (1.7a)
I+τ1,τ2 = limc→∞{ρ = c} ∩Ωτ1,τ2 , H
+
τ1,τ2 = Ωτ1,τ2 ∩H+. (1.7b)
We fix τ0 by requiring v ≥ M on Στ0 such that v ≥ c(τ + ρ) in D0,∞. As discussed in [3], the level
sets of the time function τ are strictly spacelike with
c(M)r−2 ≤ −g(∇τ,∇τ) ≤ C(M)r−2 (1.8)
for two positive universal constants c(M) and C(M), and they cross the future event horizon regu-
larly, and for large r, the level sets of τ are asymptotic to future null infinity I+.
1.2. Maxwell equations in Newman–Penrose formalism. As is shown in [50], one can project
the Maxwell field onto a Kinnersley null tetrad [45] (l, n,m,m) and obtain the Newman–Penrose
components of the Maxwell field
Υ+1 = Fµν l
µmν , Υ0 = Fµν(l
µnν +mµmν), Υ−1 = Fµνmµnν . (1.9)
The Kinnersley tetrad written in B–L coordinates is
lµ = 1∆(r
2 + a2,∆, 0, a),
nµ = 12Σ(r
2 + a2,−∆, 0, a),
mµ = 1√
2κ¯
(
ia sin θ, 0, 1, isin θ
)
, (1.10)
and mµ the complex conjugates of mµ, with κ¯ being the complex conjugate of κ = r − ia cos θ.
Define further spin s = ±1 components
ψ+1 = 2
−1/2∆Υ+1, ψ−1 = 21/2∆−1κ2Υ−1, (1.11)
and the middle component
ψ0 = κ
2Υ0. (1.12)
Denote the regular, future-directed ingoing and outgoing principal null vector fields in B-L coordi-
nates 1
Y , 2Σ∆ n
µ∂µ =
(r2+a2)∂t+a∂φ
∆ − ∂r, V , ∆r2+a2 lµ∂µ =
(r2+a2)∂t+a∂φ
r2+a2 +
∆
r2+a2 ∂r. (1.13)
The full system of Maxwell equations can be written in a form of first-order differential system:
√
2κ¯mµ∂µψ0 = 2κ
2Y
(
κ−1ψ+1
)
, (1.14a)
√
2κmµ∂µψ0 = 2κ
2 r2+a2
∆ V
(
κ−1∆ψ−1
)
, (1.14b)
r2+a2
κ2 V ψ0 = 2
(
∂θ − isin θ∂φ − ia sin θ∂t + cot θ
) (
κ−1ψ+1
)
, (1.14c)
Y ψ0 = 2κ
2
(
∂θ +
i
sin θ∂φ + ia sin θ∂t + cot θ
) (
κ−1ψ−1
)
. (1.14d)
1The operator V here is ∆
r2+a2
times the operator V in [50].
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Since the Kinnersley tetrad has singularity at H+, we can use instead a regular Hawking–Hartle
tetrad as in [50], with the same mµ, l˜µ = ∆2Σ l
µ and n˜µ = 2Σ∆ n
µ, to define regular N–P components
Υ˜i which are 
Υ˜+1(Fαβ) = Fµν l˜
µmν = ∆2ΣΥ+1 =
1
2Σψ+1,
Υ˜0(Fαβ) = Fµν(l˜
µn˜ν +mµmν) = Υ0 = κ
−2ψ0,
Υ˜−1(Fαβ) = Fµνmµn˜ν = 2Σ∆ Υ−1 =
2Σ
κ2 ψ−1.
(1.15)
We consider in this work only regular Maxwell fields in the sense that all the regular N–P components
are smooth in the hyperboloidal coordinates in the DOC of the Kerr spacetime.
1.3. TME and BEAM estimates for spin ±1 components. It is remarkable that Teukolsky
found in [68] that the spin s = ±1 components satisfy a decoupled, separable wave equation–the
Teukolsky Master Equation (TME)–which in B–L coordinates takes the form of
−
[
(r2+a2)2
∆ − a2 sin2 θ
]
∂2ψ[s]
∂t2 − 4Mar∆
∂2ψ[s]
∂t∂φ −
[
a2
∆ − 1sin2 θ
]
∂2ψ[s]
∂φ2
+∆s ∂∂r
(
∆−s+1 ∂ψ[s]∂r
)
+ 1sin θ
∂
∂θ
(
sin θ
∂ψ[s]
∂θ
)
+ 2s
[
a(r−M)
∆ +
i cos θ
sin2 θ
]
∂ψ[s]
∂φ
+ 2s
[
M(r2−a2)
∆ − r − ia cos θ
]
∂ψ[s]
∂t − (s2 cot2 θ + s)ψ[s] = 0. (1.16)
Note that these N–P scalars satisfy the TME differ with the ones used in [66] by a rescaling of
2−s/2∆s, and the reason we use these scalars lies in the fact that they are both regular at H+ from
(1.15). This TME serves as a starting point in obtaining estimates for the spin ±1 components,
from which the full Maxwell field can then be recovered from system (1.14).
A robust way of proving decay estimates for a wave equation is to first show a certain type of
weak decay estimates, known as a Morawetz estimate. A uniform boundedness of a non-degenerate
energy and such a Morawetz estimate are useful as precursors in proving stronger decay estimates.
It is shown in our earlier work [50] that such estimates hold true for spin ±1 components on slowly
rotating Kerr backgrounds, and we call such estimates in this paper “basic energy and Morawetz
estimates (BEAM estimates).” For convenience of later discussions, we shall introduce a few notations
before restating these BEAM estimates.
Definition 1.1. Define d2µ = sin θdθ ∧ dφ˜, and define the reference volume forms
d3µ = dρ ∧ d2µ, (1.17a)
d4µ = dτ ∧ d3µ. (1.17b)
Given a 1-form ν, let d3µν denote a Leray 3-form such that ν ∧ d3µν = d4µ.
Note that these are convenient reference volume forms in calculations and in stating the estimates,
but not the volume element of DOC or the induced volume form on a 3-dimensional hypersurface.
Definition 1.2. Let a multi-index a be an ordered set a = (a1, a2, . . . , am) with all ai ∈ {1, . . . , n},
m,n ∈ Z+ and let X = {X1, X2, . . . , Xn} be a set of spin-weighted operators. Define |a| = m and
define Xa = Xa1Xa2 · · ·Xam . Let ϕ be a spin-weighted scalar, and define its pointwise norm of order
k, k ∈ N, as
|ϕ|m,X =
√ ∑
|a|≤m
|Xaϕ|2. (1.18)
Definition 1.3. Let ϕ be a spin weight s scalar. Let the spherical edth operators ð˚ and ð˚′ be as
defined in B–L coordinates by
ð˚ϕ =
1√
2
∂θϕ+
i√
2
csc θ∂φϕ− s√
2
cot θϕ, (1.19a)
ð˚′ϕ =
1√
2
∂θϕ− i√
2
csc θ∂φϕ+
s√
2
cot θϕ. (1.19b)
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Define first order differential operators
Y(·) =
√
r2 + a2Y (
√
r2 + a2·), V(·) =
√
r2 + a2V (
√
r2 + a2·). (1.20)
Define two Killing vector fields
Lξ = ∂τ , Lη = ∂φ˜. (1.21)
Define a set of operators
B = {Y, V, r−1ð˚, r−1ð˚′,Lη} (1.22a)
adapted to the Hawking–Hartle tetrad, and its rescaled one
B˜ = {rY, rV, ð˚, ð˚′}. (1.22b)
Define a set of operators
D = {Y, rV, ð˚, ð˚′} (1.22c)
adapted to both the hyperboloidal foliation and the set of commutators. Additionally, define a set
of rescaled spherical edth operators
S = {r−1ð˚, r−1ð˚′}. (1.22d)
Now we are able to define energy norms and (spacetime) Morawetz norms.
Definition 1.4. Let ϕ be a spin-weighted scalar and let k ∈ N and γ ∈ R. Let Ω be a 4-dimensional
subspace of the DOC and let Σ be a 3-dimensional space that can be parameterized by (ρ, θ, φ˜).
Define
‖ϕ‖2Wkγ (Ω) =
∫
Ω
rγ |ϕ|2k,Dd4µ, (1.23a)
‖ϕ‖2Wkγ (Σ) =
∫
Σ
rγ |ϕ|2k,Dd3µ, (1.23b)
‖ϕ‖2Wkγ (S2(r)) =
∫
S2
rγ |ϕ|2k,Sd2µ. (1.23c)
For convenience of stating the BEAM estimates for spin ±1 components and the main theorems,
we define a few scalars.
Definition 1.5. For any i ∈ Z+, define
ψ
(0)
−1 = ψ−1, ψ
(i)
−1 = V iψ(0)−1 (1.24a)
and their radiation fields
Ψ
(0)
−1 =
√
r2 + a2ψ
(0)
−1 , Ψ
(i)
−1 =
√
r2 + a2ψ
(i)
−1, (1.24b)
and define the radiation field of ψ+1
Ψ+1 =
√
r2 + a2ψ+1. (1.24c)
Let us in the end define two initial energies of spin ±1 components respectively, both of which
are crucial in stating the results about the asymptotics of the Maxwell field.
Definition 1.6. Let 3 ≤ k ∈ Z+. Define on Στ0 an initial energy of spin +1 component
IkΣτ0 ,+1
= ‖Ψ+1‖Wk−2(Στ0 ) + ‖rVΨ+1‖Wk−10 (Στ0 ), (1.25a)
and an initial energy of spin −1 component
IkΣτ0 ,−1 =
∑
i=0,1,2
‖Ψ(i)−1‖Wk−i−2 (Στ0 ) + ‖rV Ψ
(2)
−1‖Wk−30 (Στ0 ). (1.25b)
The BEAM estimates for spin ±1 components proven in [50] on slowly rotating Kerr backgrounds
are as follows.
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Theorem 1.7. In the DOC of a slowly rotating Kerr spacetime (M, g = gM,a), given any 0 <
δ < 1/2 and any 2 ≤ k ∈ N+, there exist universal constants ε0 = ε0(M) and C = C(M, ε0, δ, k)
such that for all |a|/M ≤ ε0 and any solution Fαβ to the Maxwell equations (1.1), one has BEAM
estimates in the region Ωτ1,τ2 for any τ0 ≤ τ1 < τ2:∑
i=0,1
∑
|a|≤k−2
(
‖BaV iψ−1‖W 10 (Στ2 ) + ‖B
aV iψ−1‖W 0−1(Ωτ1,τ2 ) + ‖B
aB˜(V iψ−1)‖W 0−1(Ωτ1,τ2∩{r≥4M})
)
≤ C
∑
i=0,1
∑
|a|≤k−2
‖BaV iψ−1‖W 10 (Στ1 ), (1.26a)∑
|a|≤k−2
(
‖Ba(r−δψ+1)‖W 10 (Στ2 ) + ‖B
aY ψ+1‖W 10 (Στ2 )
)
+
∑
|a|≤k−2
(
‖Ba(r−δψ+1)‖W 0−1(Ωτ1,τ2 ) + ‖B
aY ψ+1‖W 0
−1−δ(Ωτ1,τ2 )
+ ‖BaB˜(r−δψ+1)‖W 0−1(Ωτ1,τ2 ) + ‖B
aB˜(Y ψ+1)‖W 0−1(Ωτ1,τ2∩{r≥4M})
)
≤ C
∑
|a|≤k−2
(
‖Ba(r−δψ+1)‖W 10 (Στ1 ) + ‖B
aY ψ+1‖W 10 (Στ1 )
)
. (1.26b)
1.4. Two conditions for spin ±1 components. Such BEAM estimates in Theorem 1.7 are only
available for slowly rotating Kerr spacetimes, but are not proven yet for an arbitrary subextremal
Kerr spacetime. However, from the experience of proving BEAM estimates for scalar field on subex-
tremal Kerr backgrounds in [24], these estimates for spin ±1 components of Maxwell field are ex-
pected to be extended to full subextremal Kerr backgrounds if combined with a mode stability result
on the real axis in full subextremal Kerr spacetimes which in turn has been shown in [7, 18]; hence,
we are inspired to put forward a BEAM condition:
Definition 1.8. (BEAM condition to order k). Let 2 ≤ k ∈ N+. Let M > 0 and a (|a| < M)
be given. The spin ±1 components satisfy “BEAM condition to order k” if there exists a constant
0 < δ < 1/2 and a constant C = C(M,a, δ, k) such that the BEAM estimates (1.26) hold true in
the DOC of a Kerr spacetime (M, gM,a).
Combined with other tools, BEAM estimates can be used to show decay estimates for the energy,
from which pointwise behaviours of the field then follow. The late-time asymptotics are relevant
to many problems like the black hole (in)stability and Strong Cosmic Censorship, and there is a
heuristic Price’s law [58, 59, 35] which predicts the sharp upper and lower bounds of the tails of
spin fields on a Schwarzschild background. A novel idea in [9], which proves almost Price’s law for
scalar field in Reissner–Nordström spacetimes, is to show a weighted basic energy has stronger decay
rate than the ones which are obtained in former works, and this stronger energy decay enables the
authors to prove in a subsequent work [8] the sharp upper and lower bounds for the scalar field.
Although the methodology therein requires the background to be spherically symmetric and treats
only the simplest model–the equation of scalar field, it can in principal be generalized to other spin
fields on Kerr backgrounds. A first natural question would be what the analogous basic energy is
for higher spin fields in Kerr spacetimes. We propose an appropriate notion of such an basic energy
for each spin ±1 component as follows.
Definition 1.9. Let k ∈ Z+, let j ∈ N and let p ≥ 0. Define the basic energies with weight p for
spin ±1 components on Στ
BE
k,j,p
τ,+1 = ‖LjξΨ+1‖Wk−2(Στ ) + ‖rV L
j
ξΨ+1‖Wk−1p−2 (Στ ), (1.27)
BE
k,j,p
τ,−1 =
∑
i=0,1
(
‖LjξΨ(i)−1‖Wk−i−2 (Στ ) + ‖rV L
j
ξΨ
(i)
−1‖Wk−i−1p−2 (Στ )
)
. (1.28)
On the other hand, while it is routine to obtain pointwise decay from the energy decay for scalar
field, it is non-trivial to do so for higher spin fields. We are thus interested in the problem that what
(almost) sharp pointwise asymptotics can be achieved given a certain amount of decay of this basic
energy; hence, this naturally introduces a condition of decay rate for such basic energies.
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Definition 1.10. (Basic energy γ-decay condition). Let γ ≥ 1 and let k ∈ Z+. The spin +1
and −1 components are called to satisfy “basic energy γ-decay condition” on a subextremal Kerr
background (M, gM,a) if for any j ∈ N, there exist constants D±1 = D±1(M,a, k, j) such that for
any p ∈ [0, 1],
BE
k,j,p
τ,+1 ≤ D+1τ−γ+p−2j (1.29a)
BE
k,j,p
τ,−1 ≤ D−1τ−γ−2+p−2j , (1.29b)
respectively.
1.5. Main theorems. We are now ready to state the main results of this work. The first result
is to use the rp method initiated in [22] and follow the approach in the part of treating spin ±2
components of linearized gravity in [3] to prove that the BEAM condition implies τ−2 decay for the
basic energy, i.e. basic energy 2-decay condition, for each of spin ±1 components.
Theorem 1.11. (BEAM condition implies basic energy 2-decay condition). Given the
BEAM condition to order k0 with k0 suitably large, there exists a constant j0 = j0(k0) and a constant
k′(j) such that for any 0 ≤ j ≤ j0, the basic energy 2-decay condition is satisfied for both spin ±1
components with k ≤ k0− k′(j), D+1 = CIk0Στ0 ,+1 and D−1 = CI
k0
Στ0 ,−1 for some C = C(M,a, k0, j).
Remark 1.12. As discussed above, such a BEAM condition is currently only valid for slowly
rotating Kerr backgrounds. However, from the experience of extending a BEAM estimate of scalar
field from slowly rotating Kerr to full subextremal Kerr, it is enough to combine the techniques of
proving BEAM estimates for spin ±1 components in slowly rotating Kerr spacetimes with a mode
stability result for spin s = ±1 TME in any subextremal Kerr spacetime to justify this BEAM
condition on any subextremal Kerr background.
The second main result is to see what the asymptotics of all components of Maxwell field are by
assuming basic energy γ-decay condition. We shall need the following definition.
Definition 1.13. Let ⋆F be the Hodge dual of the Maxwell field F. Define the electronic and
magnetic charges of a Maxwell field by
qE =
1
4π
∫
S2(τ,ρ)
⋆F, qB =
1
4π
∫
S2(τ,ρ)
F. (1.30)
These two charges are constants at each sphere S2(τ, ρ) and can be calculated from the initial
data. See also Lemma 4.8.
Theorem 1.14. (Basic energy γ-decay condition implies pointwise decay for the full
Maxwell field). Let j ∈ N, and let the basic energy γ-decay condition with a γ ≥ 1, a suitably large
k and D±1 = D±1(M,a, k, j) be satisfied for spin ±1 components in a subextremal Kerr spacetime
(M, gM,a). For any ε ∈ (0, 1/2), there exist universal constants ε0 = ε0(M) > 0, C = C(ε) and
k′ > 0 such that for all |a| ≤ ε0,
(1) for spin ±1 components,
|LjξΥ˜+1|k−k′,D ≤ C × (D+1 +D−1)
1
2 v−3τ−
γ−1
2 +ε−j max{r−ε, τ−ε}, (1.31a)
|LjξΥ˜−1|k−k′,D ≤ C × (D−1)
1
2 v−1τ−
γ+3
2 +ε−j max{r−ε, τ−ε}; (1.31b)
(2) for the middle component, there exists a stationary function Υ˜sta0 defined at every point (τ, ρ)
by Υ˜sta0 = κ
−2(qE + iqB) such that
|Ljξ(Υ˜0 − Υ˜sta0 ))|k−k′,D ≤ C × (D+1 +D−1)
1
2 v−2τ−
γ+1
2 +ε−j max{r−ε, τ−ε}. (1.32)
On the other hand, there exist universal constants C and k′ > 0 such that in the exterior region
{ρ ≥ τ} of any subextremal Kerr spacetime, the above estimates (1.31) and (1.32) are valid for ε = 0
and a universal constant C, and moreover, (D+1 +D−1)
1
2 can be replaced by (D+1)
1
2 in (1.31a).
As an application, since the BEAM condition is shown in Theorem 1.7 on slowly rotating Kerr
backgrounds, the above two theorems together prove the following asmptotics for the Maxwell field
on slowly rotating Kerr backgrounds.
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Theorem 1.15. (Decay estimates for Maxwell field on slowly rotating and subextremal
Kerr backgrounds). Consider a Maxwell field in the DOC of a subextremal Kerr spacetime
(M, g = gM,a). Let j ∈ N and let k0 ∈ N+ be suitably large.
(1) For any ε ∈ (0, 1/2), there exist universal constants ε0 = ε0(M) > 0, k′(j) > 0 and
C = C(M, j, ε, k0) such that for all |a| ≤ ε0, the estimates in Theorem 1.14 hold true with
k = k0 − k′(j), γ = 2, D+1 = CIk0Στ0 ,+1 and D−1 = CI
k0
Στ0 ,−1.
(2) There exist universal constants ε0 = ε0(M) > 0, k′(j) > 0 and C = C(M, j, k0) such that
for all |a| ≤ ε0, the estimates in Theorem 1.14 hold true in the exterior region {ρ ≥ τ} with
ε = 0, k = k0 − k′(j), γ = 2, D+1 = CIk0Στ0 ,+1 and D−1 = CI
k0
Στ0 ,−1.
(3) Assume the BEAM condition holds for spin ±1 component, then there exist universal con-
stants k′(j) > 0 and C = C(M,a, j, k0) such that the estimates in Theorem 1.14 hold true
in the exterior region {ρ ≥ τ} with ε = 0, k = k0 − k′(j), γ = 2, D+1 = CIk0Στ0 ,+1 and
D−1 = CIk0Στ0 ,−1.
Remark 1.16. We have actually shown the peeling properties for spin ±1 components in slowly
rotating Kerr spacetimes, and also in any subextremal Kerr spacetime but under the BEAM condi-
tion. We also show the scalars Υ˜+1, Υ˜0−Υ˜sta0 and Υ˜−1 have decay v−2−sτ−3/2+s+ε/2max{r−ε, τ−ε}
where s is the spin weight, and the total power of decay is −7/2.
As can be seen in the pointwise decay estimates in Theorems 1.14 and 1.15, there is a τ−ε
loss in the stationary region on Kerr backgrounds. This can be removed in Schwarzschild case, and
moreover, we can prove basic energy γ-decay condition for larger γ from which pointwise asymptotics
close to Price’s law can be achieved.
Definition 1.17. Let ℓ0 ≥ 1, and let k ≥ ℓ0 be arbitrary. Let Φ˜(ℓ0−1)+1 and Φ˜(ℓ0+1)−1 be defined as in
Definition 5.3. Define on Στ0 an energy of spin +1 component
I
ℓ0,k,α
Στ0 ,+1
=
ℓ0−1∑
i=0
‖(r2V )iΨ+1‖2Wk−i−2 (Στ0 ) + ‖r
2V Φ˜
(ℓ0−1)
+1 ‖2Wk−ℓ0α (Στ0∩{ρ≥3M}), (1.33a)
and an energy of spin −1 component
I
ℓ0,k,α
Στ0 ,−1 =
ℓ0+1∑
i=0
‖(r2V )iΨ−1‖2Wk+2−i−2 (Στ0 ) + ‖r
2V Φ˜
(ℓ0+1)
−1 ‖2Wk−ℓ0α (Στ0∩{ρ≥3M}). (1.33b)
Theorem 1.18. (Almost Price’s law for Maxwell field on Schwarzschild). Consider a
Maxwell field on a Schwarzschild spacetime. Let N–P constants Q(i)−1, i ∈ Z+, be defined as in
Definition 5.6. Let ε ∈ (0, 1/2) be arbitrary and let j ∈ N. Assume the spin ±1 components are
supported on ℓ ≥ ℓ0 modes2 for ℓ0 ≥ 1.
(1) If the ℓ0-th N–P constant Q
(ℓ0)
−1 of ℓ = ℓ0 mode does not vanish, then the basic energy γ-decay
condition with γ = 2ℓ0 + 1 − ε holds for the spin ±1 components, and there exist universal
constants C = C(ε, j, k, ℓ0) and k′(j, ℓ0) > 0 such that
• for spin ±1 components,
|LjξΥ˜+1|k−k′(j,ℓ0),D ≤ C × (Iℓ0,k,−1−εΣτ0 ,+1 + I
ℓ0,k,−1−ε
Στ0 ,−1 )
1
2 v−3τ−
2ℓ0−ε
2 −j , (1.34a)
|LjξΥ˜−1|k−k′(j,ℓ0),D ≤ C × (Iℓ0,k,−1−εΣτ0 ,−1 )
1
2 v−1τ−
2ℓ0+4−ε
2 −j; (1.34b)
• for the middle component, there exists a stationary function Υ˜sta0 defined at every point
(τ, ρ) by Υ˜sta0 = r
−2(qE + iqB) such that
|Ljξ(Υ˜0 − Υ˜sta0 ))|k−k′(j,ℓ0),D ≤ C × (Iℓ0,k,−1−εΣτ0 ,+1 + I
ℓ0,k,−1−ε
Στ0 ,−1 )
1
2 v−2τ−
2ℓ0+2−ε
2 −j . (1.35)
That is, the scalars Υ˜+1, Υ˜0 − Υ˜sta0 and Υ˜−1 have decay v−2−sτ−1+s−ℓ0+ε/2 where s is the
spin weight.
2See Section 2.3 for mode decompositions.
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(2) Instead, if the ℓ0-th N–P constant Q
(ℓ0)
−1 of ℓ = ℓ0 mode vanishes, then the basic energy
γ-decay condition with γ = 2ℓ0 + 3 − ε holds for the spin ±1 components, and the above
pointwise decay rates of Υ˜+1, Υ˜0− Υ˜sta0 and Υ˜−1 hold by decreasing the power of τ by 1 and
replacing the initial energy Iℓ0,k,−1−εΣτ0 ,+1 and I
ℓ0,k,−1−ε
Στ0 ,−1 by I
ℓ0,k,1−ε
Στ0 ,+1
and Iℓ0,k,1−εΣτ0 ,−1 , respectively.
That is, the scalars Υ˜+1, Υ˜0 − Υ˜sta0 and Υ˜−1 have decay v−2−sτ−2+s−ℓ0+ε/2 where s is the
spin weight.
Remark 1.19. The components of Maxwell field have homogeneity in the total rate of the pointwise
decay, and the total power of decay is −ℓ0− 4+ or −ℓ0− 3+ depending on if the ℓ0-th N–P constant
Q
(ℓ0)
−1 of ℓ = ℓ0 mode vanishes or not. In particular, we show that the Maxwell field approaches a static
solution in a uniform v−1τ−4− decay if the data are compactly supported or decay sufficiently fast
towards spatial infinity on an initial future Cauchy surface terminating at spatial infinity. Compared
to the Price’s law predicted in [58, 59, 35, 32], there is only an ε loss of time decay, and hence this
is an almost sharp upper bound for the decay estimate of Maxwell field on Schwarzschild.
In the stationary region where r is finite, the Price’s law suggests τ−2ℓ0−3 or τ−2ℓ0−2 pointwise
asymptotics depending on if the ℓ0-th N–P constant Q
(ℓ0)
−1 of ℓ = ℓ0 mode vanishes or not, and our
results do not imply almost Price’s law in this compact region for ℓ0 ≥ 2 modes.
Remark 1.20. There are currently many works aiming at proving Price’s law for integer-spin fields
on various backgrounds. See Section 1.6 below for explicit references. We would like to point out that
the current best results for Maxwell field as we know are τ−4 decay obtained in [26] on Schwarzschild
and in [54] on a class of stationary asymptotically flat backgrounds under an assumption of an energy
and Morawetz estimate, that is, one less power of decay than Price’s law.
Remark 1.21. The proof going from Theorem 1.15 to this theorem is in the spirit of [9], and in
view of the work [8] in which Price’s law for scalar field on Reissner-Nordström is obtained, the
N-P constants found here will be crucial in proving the Price’s law and characterizing the precise
leading asymptotics of Maxwell field on Schwarzschild. The approach here for Schwarzschild can be
extended to slowly rotating Kerr backgrounds to yield almost Price’s law for Υ˜+1, Υ˜0 − Υ˜sta0 and
Υ˜−1. This will be demonstrated elsewhere.
1.6. Related results. There is a large amount of literature in wave equations in asymptotically
flat spacetimes. Pioneering works on wave equations in Minkowski include [55, 46, 16, 17, 47] and
references therein.
Boundedness of scalar field on Schwarzschild was first proven by Wald and Kay–Wald [70, 44].
Blue–Soffer [11, 13] and Dafermos–Rodnianski [21] obtained integral local energy decay and pointwise
decay estimates using a Morawetz type multiplier. Finster–Kamran–Smoller–Yau [28] obtained
some partial results towards the decay of scalar field on Kerr and Dafermos–Rodnianski [23] showed
the first uniform boundedness result in slowly rotating Kerr spacetimes. Integrated local energy
decay estimates are extended to slowly rotating Kerr by Andersson–Blue [4] and Tataru–Tohaneanu
[65], and further to subextremal Kerr by Dafermos–Rodnianski–Shlapentokh-Rothman [24] using a
generalization [62] by Shlapentokh-Rothman of the classic mode stability result [71] by Whiting.
In all these works for scalar field on Kerr, the separability of the wave equation or the complete
integrability of the geodesic flow found by Carter [15] is of crucial importance. The asymptotics
for scalar field on these backgrounds are improved by Schlue [60] and Moschidis [56]. Strichartz
estimates are shown in [52, 69]. In all these works, the decay rate is at most v−1τ−1/2.
Decay behaviours for Maxwell field outsider a Schwarzschild black hole were first obtained by
Blue [12] where the author started with the Fackerell–Ipser equation [27] satisfied by the middle
component, while Pasqualotto [57] proved decay estimates for Maxwell field on a Schwarzschild
spacetime starting from the TME of spin ±1 components. Sterbenz and Tataru [63] also proved
integrated local energy decay estimates for Maxwell field but in more general spherically symmetric
stationary spacetimes. Turning to the Maxwell field outsider a slowly rotating Kerr black hole,
Andersson–Blue [5] proved energy and Morawetz estimates for both the fisrt-order Maxwell system
and the Fackerel-Ipser wave equation for the middle component, and Ma [50] proved similar estimates
by treating only the TME satisfied by spin ±1 components. We note also the work [2] by Andersson–
Bäckdahl–Blue where a conserved energy current is obtained in Schwarzschild after contracting a
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superenergy tensor with a Killing vector ∂t, and Gudapati constructed in [33, 34] a conserved,
positive definite energy for axially symmetric Maxwell field on Kerr and Kerr-de Sitter backgrounds.
The tails of integer-spin fields on Schwarzschild are analyzed by Price in [58, 59] and later by
Gundlach–Price–Pullin [35], and these heuristic asymptotics are called Price’s law. In particular,
they also discussed the tails of a fixed ℓ mode. Generalizations of ℓ-dependent Price’s law to Kerr
spacetimes are discussed in [32]. In these works, they suggest that for any fixed ℓ mode of integer spin
fields in a subextremal Kerr spacetime, it falls off as τ−2ℓ−3 at any finite radius as r→∞ provided
the initial data decay sufficiently fast (or have compact support) on an initial future Cauchy surface
terminating at spatial infinity. Donninger–Schlag–Soffer first proved in [25] τ−2ℓ−2 decay for scalar
field on Schwarzschild and then obtained in [26] τ−3, τ−4 and t−6 for scalar field, Maxwell field and
gravitational perturbations on Schwarzschild, respectively. Tataru [64] proved τ−3 decay for scalar
field on a class of stationary asymptotically flat backgrounds under an assumption that an energy
and Morawetz estimate holds, and subsequently, Metcalfe–Tataru–Tohaneanu extended this result
and obtained τ−3 decay for scalar field in [53] and τ−4 decay for Maxwell field [54] in a class of non-
stationary asymptotically flat spacetimes under a similar assumption. Angelopoulos–Aretakis–Gajic
proved in [9] an almost Price’s law for scalar field on a class of spherically symmetric, stationary
spacetimes including Schwarzschild and subextremal Reissner–Nordström spacetimes, and further
obtained in [8] the precise t−3 leading order term in the asymptotic profiles for the first time. For
the radiation field, apart from the τ−2 leading term, they are able to calculate in [10] the subleading
τ−3 log τ term. More recently, Angelopoulos–Aretakis–Gajic announced a result saying that the
leading order term of ℓ mode of scalar field on a subextremal Reissner–Nordström background can
be expressed explicitly, hence justifying the Price’s law, and Hintz [37] computed the τ−3 leading
order term for the scalar field on both Schwarzschild and subextremal Kerr spacetimes and obtained
τ−2ℓ−3 upper bound for a fixed ℓ mode on Schwarzschild.
Linear stability of Schwarzschild spacetimes is shown by Dafermos–Holzegel–Rodnianski [20] and
Hung–Keller–Wang [41] and, more recently, by Hung [39, 40] and Johnson [43] in a harmonic gauge,
while linear stability of any subextremal Reissner–Nordström spacetime is proven by Giorgi [30, 31].
The energy estimates and decay estimates for linearized gravity on Schwarzschild are also obtained
by Andersson–Blue–Wang [6].
Energy estimate and integrated local energy estimate for TME of spin±2 components of linearized
gravity are obtained by Ma [51] and Dafermos–Holzegel–Rodnianski [19]. In order to generalize these
estimates to full subextremal range of Kerr spacetimes, a crucial ingredient, i.e., a generalization of
Whiting’s mode stability result, has been proven by Andersson–Ma–Paganini–Whiting [7] and da
Costa [18]. Note also the work [29] by Finster–Smoller which discusses the stability problem for each
azimuthal mode solution to spin ±2 TME. The linear stability for slowly rotating Kerr spacetimes
are proven by Andersson–Bäckdahl–Blue–Ma [3] and Häfner–Hintz–Vasy [36].
Lindblad–Tohaneanu [48, 49] obtained a global existence result for a quasilinear wave equation
on Schwarzschild and Kerr backgrounds. In the end, we mention two nonlinear stability results by
Klainerman–Szeftel [42] for Schwarzschild under polarized axisymmetry and by Hintz–Vasy [38] for
slowly rotating Kerr-de Sitter.
Acknowledgment. The author would like to thank the co-authors Lars Andersson, Thomas Bäck-
dahl and Pieter Blue in an earlier joint work for helpful discussions and valuable insights which
inspire this current work. The author acknowledges the support by the ERC grant ERC-2016 CoG
725589 EPGR, as well as the hospitality of Institut Mittag-Leffler in the fall semester 2019 where
part of the work was done.
2. General conventions and basic estimates
2.1. Conventions. N is denoted as the natural number set {0, 1, . . .}, and Z+ the positive integer
set. Denote ℜ(·) as the real part.
We denote a universal constant by C. If it depends on a set of parameters P, we denote it by
C(P). We use regularity parameters, generally denoted by k, and k′ which is a universal constant.
Also, k′(P) means a regularity constant depending on the parameters in the set P.
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We say F1 . F2 if there exists a universal constant C such that F1 ≤ CF2. Similarly for F1 & F2.
If both F1 . F2 and F1 & F2 hold, we say F1 ∼ F2.
Let P be a set of parameters. We say F1 .P F2 if there exists a universal constant C(P) such
that F1 ≤ C(P)F2. Similarly for F1 &P F2. If both F1 .P F2 and F1 &P F2 hold, then we say
F1 ∼P F2.
For any α ∈ N, we say a function f(r, θ, φ˜) is O(r−α) if it is a sum of two smooth functions
f1(θ, φ˜)r
−α and f2(r, θ, φ˜) satisfying that for any j ∈ N, |(∂r)jf2| ≤ Cjr−α−1−j . Therefore, in
particular, if f is O(1), then |∂rf | ≤ Cr−2.
Let χ1 be a standard smooth cutoff function which is decreasing, 1 on (−∞, 0), and 0 on (1,∞),
and let χ = χ1((R0−r)/M) with R0 suitably large and to be fixed in the proof. So χ = 1 for r ≥ R0
and vanishes identically for r ≤ R0 −M .
2.2. Further definitions. Following [3], we define a wave operator acting on a spin weight s scalar.
Definition 2.1. Define a spin-weighted wave operator
̂S s = − (r2 + a2)Y V + 2˚ð˚ð′ + 2aLξLη + a2 sin2 θL2ξ − 2ias cos θLξ
+
2ar
r2 + a2
Lη − s2 2Mr
3 + a2r2 − 4a2Mr + a4
(r2 + a2)2
. (2.1)
Remark 2.2. This is the same as [3, Equation (2.36)] except for a sign difference because of the
signature convention difference in the metric. Compared with the wave operator Ls in [50, Equation
(1.32)], we have for any spin weight s scalar ϕ that
̂S s(
√
r2 + a2ϕ) =
√
r2 + a2
(
Ls +
s2(r4 − 2Mr3 + 6a2Mr − a4)
(r2 + a2)2
− s
)
ϕ. (2.2)
Definition 2.3. Let τ2 > τ1 ≥ τ0 and let r2 > r1 ≥ r+. Define
Σr1τ1 = Στ1 ∩ {r ≥ r1}, Ωr1τ1,τ2 = Ωτ1,τ2 ∩ {r ≥ r1}, (2.3a)
Σr1,r2τ1 = Στ1 ∩ {r1 ≤ r ≤ r2}, Ωr1,r2τ1,τ2 = Ωτ1,τ2 ∩ {r1 ≤ r ≤ r2}, (2.3b)
Σ≤r1τ1 = Στ1 ∩ {r+ ≤ r ≤ r1}, Ω≤r1τ1,τ2 = Ωτ1,τ2 ∩ {r+ ≤ r ≤ r1}. (2.3c)
2.3. Decomposition into modes for spin weight s scalars. For any spin weight s scalar ϕ, we
can decompose it into modes ϕ =
∞∑
ℓ0=|s|
ϕℓ=ℓ0 , with each mode ϕℓ=ℓ0 =
ℓ0∑
m=−ℓ0
ϕmℓ0(τ, ρ)Y
s
mℓ0
(cos θ)eimφ˜.
Here,
{
Y smℓ(cos θ)e
imφ˜
}
m,ℓ
are the eigenfunctions, called as "spin-weighted spherical harmonics", of
a self-adjoint operator 2˚ð˚ð′ on L2(sin θdθ), form a complete orthonormal basis on L2(sin θdθdφ˜) and
have eigenvalues −Λℓ = −(ℓ+ s)(ℓ − s+ 1) defined by
2˚ð˚ð′(Y smℓ(cos θ)e
imφ˜) = −ΛℓY smℓ(cos θ)eimφ˜. (2.4)
In particular,
2˚ð˚ð′ϕℓ=ℓ0 = − (ℓ0 + s)(ℓ0 − s+ 1)ϕℓ=ℓ0 , 2˚ð′˚ðϕℓ=ℓ0 = − (ℓ0 − s)(ℓ0 + s+ 1)ϕℓ=ℓ0 . (2.5)
2.4. Simple estimates. The following simple Hardy’s inequality will be useful.
Lemma 2.4. Let ϕ be a spin weight s scalar. Then for any r′ > r+,∫ r′
r+
|ϕ|2dr .
∫ r′
r+
µ2r2|∂rϕ|2dr + (r′ − r+)|ϕ(r′)|2. (2.6)
In particular, if lim
r→∞
r|ϕ|2 = 0, then∫ ∞
r+
|ϕ|2dr .
∫ ∞
r+
µ2r2|∂rϕ|2dr. (2.7)
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Proof. It follows easily by integrating the following equation
∂r((r − r+)|ϕ|2) = |ϕ|2 + 2(r − r+)ℜ(ϕ¯∂rϕ) (2.8)
from r+ to r
′ and applying Cauchy-Schwarz to the last product term. 
We will also use the following standard Hardy’s inequality, cf. [3, Lemma 4.30].
Lemma 2.5 (One-dimensional Hardy estimates). Let α ∈ R \ {0} and h : [r0, r1] → R be a C1
function.
(1) If rα0 |h(r0)|2 ≤ D0 and α < 0, then
−2α−1rα1 |h(r1)|2 +
∫ r1
r0
rα−1|h(r)|2dr ≤ 4
α2
∫ r1
r0
rα+1|∂rh(r)|2dr − 2α−1D0. (2.9a)
(2) If rα1 |h(r1)|2 ≤ D0 and α > 0, then
2α−1rα0 |h(r0)|2 +
∫ r1
r0
rα−1|h(r)|2dr ≤ 4
α2
∫ r1
r0
rα+1|∂rh(r)|2dr + 2α−1D0. (2.9b)
Recall the following Sobolev-type estimates from [3, Lemmas 4.32, 4.33].
Lemma 2.6. Let ϕ be a spin weight s scalar. Then
sup
Στ
|ϕ|2 .s ‖ϕ‖2W 3−1(Στ ). (2.10)
If α ∈ (0, 1], then
sup
Στ
|ϕ|2 .s,α (‖ϕ‖2W 3−2(Στ ) + ‖rV ϕ‖
2
W 2−1−α(Στ )
)
1
2 (‖ϕ‖2W 3−2(Στ ) + ‖rV ϕ‖
2
W 2−1+α(Στ )
)
1
2 . (2.11)
If lim
τ→∞|r
−1ϕ| = 0 pointwise in (ρ, θ, φ˜), then
|r−1ϕ|2 .s ‖ϕ‖W 3−1(Dτ,∞)‖Lξϕ‖W 3−1(Dτ,∞). (2.12)
Proposition 2.7. (1) Let ϕ be a spin weight s scalar and be supported on ℓ ≥ ℓ0 modes. Then∫
S2
(
|˚ð′ϕ|2 − (ℓ0 + s)(ℓ0 − s+ 1)
2
|ϕ|2
)
d2µ
=
∫
S2
(
|˚ðϕ|2 − (ℓ0 − s)(ℓ0 + s+ 1)
2
|ϕ|2
)
d2µ ≥ 0. (2.13)
In particular, let ϕ be an arbitrary spin weight s scalar, then∫
S2
(
|˚ð′ϕ|2 − s+ |s|
2
|ϕ|2
)
d2µ =
∫
S2
(
|˚ðϕ|2 − |s| − s
2
|ϕ|2
)
d2µ ≥ 0. (2.14)
(2) Let m ∈ Z+ and let a multiindex a (|a| = m) be given. Let D∂φ = D ∪ {∂φ}. Then
[V,Da] =
∑
|a1|≤m−1
fa1D
a1
∂φ
V +
∑
|a2|≤m
ha2D
a2
∂φ
, (2.15)
where for each a1 and a2, fa1 = O(1) and ha2 = O(r
−2).
Proof. A proof of point 1 can be found in [3, Lemma 4.25] together with the fact that ð˚˚ð′ = ð˚′˚ð− s.
As to point 2, we consider first m = 1. This is manifest since [V, ð˚] = 0, [V, ð˚′] = 0, [V, rV ] =
∆
r2+a2V , and
[V, Y ] =
−4ar
(r2 + a2)2
∂φ − 2M(r
2 − a2)
(r2 + a2)2
Y = aO(r−3)∂φ +MO(r−2)Y. (2.16)
The general m ∈ Z+ cases follow by induction and the following fact: For any X1, X2 lying in the
span of D∂φ with O(1) coefficients, by direct calculations, there exists a vector field X3 also lying in
the span of D∂φ with O(1) coefficients such that [r
−2X1, X2] = r−2X3. 
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2.5. A general rp estimate for a spin-weighted wave equation. We present an rp estimate
for a spin-weighted wave equation with a source term.
Definition 2.8. (1) Define a few sets of operators acting on spin weight s scalars
D1 = {Lξ, ð˚, ð˚′, rV }, (2.17a)
D2 =
{ {Lξ, ð˚, rV }, if s > 0;
{Lξ, ð˚′, rV }, if s ≤ 0, (2.17b)
XI+ = {Lξ, ð˚, ð˚′}, (2.17c)
X˜I+ =
{ {Lξ, ð˚}, if s > 0;
{Lξ, ð˚′}, if s ≤ 0.
(2.17d)
Define scri fluxes for any τ2 > τ1
‖ϕ‖2
Fk(I+τ1,τ2 )
=
∫
I+τ1,τ2
|Lξϕ|2k−1,D1dτd2µ, (2.18a)
‖ϕ‖2
Wk(I+τ1,τ2 )
=
∫
I+τ1,τ2
|XI+ϕ|2k−1,D1dτd2µ, (2.18b)
‖ϕ‖2
W˜k(I+τ1,τ2 )
=
∫
I+τ1,τ2
|X˜I+ϕ|2k−1,D2dτd2µ. (2.18c)
(2) Define a Teukolsky angular operator
T = 2˚ð˚ð′ + a2 sin2 θL2ξ − 2ias cosθLξ, (2.19)
and a spherical operator
S = T|a=0 = 2˚ð˚ð′. (2.20)
Define sets of operators
K1 = {Y, rV }, K2 = {Lξ,T, rV }, (2.21)
and for n = (n1, n2, n3) with |n| = n1 + n2 + 2n3,
Kn2 = {Ln1ξ (rV )n2Tn3}. (2.22)
Define a norm square in a 4-dimensional subspace of the DOC as in Definition 1.4
‖ϕ‖2
Wˆkγ (Ω)
=
∑
|a|+2b=k
∫
Ω
rγ |Ka1Sbϕ|2d4µ. (2.23)
Similarly, one can define ‖ϕ‖2
Wˆkγ (Σ)
on a 3-dimensional space.
Proposition 2.9. Let k ∈ N, |s| ≤ 23, and p ∈ [0, 2]. Let δ ∈ (0, 1/2) be arbitrary. Let ϕ and
ϑ = ϑ(ϕ) be spin weight s scalars satisfying
̂S sϕ− bV V ϕ− bφLηϕ− b0ϕ = ϑ. (2.24)
Let bV , bφ and b0 be smooth real functions of r such that
(1) ∃bV,−1 ≥ 0 such that bV = bV,−1r +O(1),
(2) bφ = O(r
−1), and
(3) ∃b0,0 ∈ R such that b0 = b0,0 +O(r−1) and b0,0 + s+ |s| ≥ 0.
Then there are constants Rˆ0 = Rˆ0(p, b0, bφ, bV ), c = c(p, Rˆ0, b0, bφ, bV ) and C = C(p, Rˆ0, b0, bφ, bV )
such that for all R0 ≥ Rˆ0 and τ2 > τ1 ≥ τ0,
3Although only the Maxwell field (s = ±1) is considered in this work, this proposition applies to general half
integer spin weight s which corresponds to the extreme components of different spin fields.
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(1) for p ∈ (0, 2),
‖rV ϕ‖2
Wkp−2(Σ
R0
τ2
)
+ ‖ϕ‖2
Wk+1−2 (Σ
R0
τ2
)
+ ‖ϕ‖2
Wk+1p−3 (Ω
R0
τ1,τ2
)
+ ‖Y ϕ‖2
Wk
−1−δ(Ω
R0
τ1,τ2
)
+ ‖ϕ‖2
Fk+1(I+τ1,τ2 )
≤ C
(
‖rV ϕ‖2
Wkp−2(Σ
R0−M
τ1
)
+ ‖ϕ‖2
Wk+1−2 (Σ
R0−M
τ1
)
+ ‖ϕ‖2
Wk+10 (Σ
R0−M,R0
τ2
)
+ ‖ϕ‖2
Wk+10 (Ω
R0−M,R0
τ1,τ2
)
+ ‖ϑ‖2
Wkp−3(Ω
R0−M
τ1,τ2
)
)
; (2.25)
(2) for p = 2 and b0,0 + s+ |s| > 0,
c
(
‖rV ϕ‖2
Wk0 (Σ
R0
τ2
)
+ ‖ϕ‖2
Wk+1−2 (Σ
R0
τ2
)
+ ‖ϕ‖2
Wk+1
−1−δ(Ω
R0
τ1,τ2
)
+ ‖rV ϕ‖2
Wk−1(Ω
R0
τ1,τ2
)
+ ‖ϕ‖2
Wk+1(I+τ1,τ2 )
)
≤ C
(
‖rV ϕ‖2
Wk0 (Σ
R0−M
τ1
)
+ ‖ϕ‖2
Wk+1−2 (Σ
R0−M
τ1
)
+ ‖ϕ‖2
Wk+10 (Σ
R0−M,R0
τ2
)
+ ‖ϕ‖2
Wk+10 (Ω
R0−M,R0
τ1,τ2
)
+ ‖ϑ‖2
Wk
−1−δ(Ω
R0−M
τ1,τ2
)
)
+ Ca2
∫ τ2
τ1
τ1+δ‖Lξϕ‖2Wk+1−2 (ΣR0τ )dτ −
∑
|a|≤k
∫
Ω
R0
τ1,τ2
ℜ
(
V Da1ϕD
a
1ϑ
)
d4µ. (2.26)
(3) for p = 2 and b0,0 + s+ |s| = 0,
c
(
‖rV ϕ‖2
Wk0 (Σ
R0
τ2
)
+ ‖ϕ‖2
Wk+1−2 (Σ
R0
τ2
)
+ ‖ϕ‖2
Wk+1
−1−δ(Ω
R0
τ1,τ2
)
+ ‖rV ϕ‖2
Wk−1(Ω
R0
τ1,τ2
)
+ ‖ϕ‖2
W˜k+1(I+τ1,τ2 )
)
≤ C
(
‖rV ϕ‖2
Wk0 (Σ
R0−M
τ1
)
+ ‖ϕ‖2
Wk+1−2 (Σ
R0−M
τ1
)
+ ‖ϕ‖2
Wk+10 (Σ
R0−M,R0
τ2
)
+ ‖ϕ‖2
Wk+10 (Ω
R0−M,R0
τ1,τ2
)
+ ‖ϑ‖2
Wk
−1−δ(Ω
R0−M
τ1,τ2
)
)
+ Ca2
∫ τ2
τ1
τ1+δ‖Lξϕ‖2Wk+1−2 (ΣR0τ )dτ −
∑
|a|≤k
∫
Ω
R0
τ1,τ2
ℜ
(
V Da2ϕD
a
2ϑ
)
d4µ. (2.27)
Proof. The case p ∈ (0, 2) has been proven in [3, Lemmas 5.5 and 5.6]. Note that as discussed in
Remark 2.2, there is a sign difference between the operator ̂S in this work with the one in [3], and
this is responsible for the sign change in some terms in (2.24).
For p = 2 and b0,0 + s + |s| > 0, we consider only k = 0 case, since k ∈ Z+ case can be shown
following the same argument in [3, Lemma 5.6] by commuting the wave equation with D1. Define
c0 = s
2 2Mr3+a2r2+4a2Mr+a4
(r2+a2)2 , then c0 = O(r
−1). Equation (2.24) can be expanded utilizing equation
(2.1) as
ϑ = − (r2 + a2)Y V ϕ+ (2˚ð˚ð′ + s+ |s|)ϕ− bV,−1rV ϕ− (b0,0 + s+ |s|)ϕ
+ 2aLξLηϕ+ a2 sin2 θL2ξϕ− 2ias cos θLξϕ
− (bV − rbV,−1)V ϕ+
(
2ar
r2+a2 − bφ
)Lηϕ− (b0 − b0,0 + c0)ϕ. (2.28)
We multiply equation (2.28) by −2χ2V ϕ, take the real part, and obtain
− 4ℜ(˚ð(˚ð′ϕχ2V ϕ)) + V (χ2(2|˚ð′ϕ|2 − (s+ |s|)ϕ2 + (b0,0 + s+ |s|)|ϕ|2))
+ Y ((r2 + a2)χ2|V ϕ|2) + (∂r(χ2(r2 + a2)) + 2χ2rbV,−1)|V ϕ|2
− 2∆r2+a2 ∂r(|χ|2)(|˚ð′ϕ|2 + b0,0|ϕ|2)− Fϕ = −2χ2ℜ(V ϕϑ), (2.29)
where Fϕ = 2χ
2ℜ(V ϕ× last two lines of (2.28)). By integrating (2.29) over Ωτ1,τ2 with the volume
element d4µ and from point 1 of Proposition 2.7, one finds the integrals of the first two lines in
(2.29) give positive contribution of c(‖rV ϕ‖2
W 00 (Σ
R0
τ2
)
+ ‖rV ϕ‖2
W 0−1(Ω
R0
τ1,τ2
)
), the integral of the first
term in the third line is supported in r ∈ [R0 − M,R0], and an application of Cauchy-Schwarz
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implies the integrals of all the sub-terms in Fϕ coming from the last line of (2.28) are bounded by
C
(‖rV ϕ‖2
W 0−2(Ω
R0−M
τ1,τ2
)
+ ‖ϕ‖2
W 1−2(Ω
R0−M
τ1,τ2
)
)
. The integral of the remaining sub-terms in Fϕ equals∫
Ωτ1,τ2
(−4χ2ℜ(V ϕia cos θLξϕ) + 4aχ2ℜ(V ϕLξLηϕ) + 2a2 sin2 θχ2ℜ(V ϕL2ξϕ)) d4µ (2.30)
We separate this integral domain into ΩR0−M,R0τ1,τ2 and Ω
R0
τ1,τ2, and find the integral over Ω
R0−M,R0
τ1,τ2
are easily seen to be bounded by the RHS of (2.27), while for the integrals over ΩR0τ1,τ2 we apply
Cauchy-Schwarz to bound them by
ε
∫ τ2
τ1
1
τ1+δ
∫
Σ
R0
τ
|rV ϕ|2d4µ+ Ca
2
ε
∫ τ2
τ1
τ1+δ
∫
Σ
R0
τ
r−2
(|Lξϕ|2 + |L2ξϕ|2 + |LξLηϕ|2) d4µ
. ε sup
τ∈[τ1,τ2]
∫
Σ
R0
τ
|rV ϕ|2d3µ+ a
2
ε
∫ τ2
τ1
τ1+δ
∫
Σ
R0
τ
r−2
(|Lξϕ|2 + |L2ξϕ|2 + |LξLηϕ|2) d4µ. (2.31)
By taking ε small enough, the first term above is absorbed by the LHS of the integral of (2.29).
Adding additionally a sufficiently large multiple of the estimate (2.25) with p = 2− δ to the integral
form of (2.29) such that one can absorb C
(‖rV ϕ‖2
W 0−2(Ω
R0
τ1,τ2
)
+ ‖ϕ‖2
W 1−2(Ω
R0
τ1,τ2
)
)
, the estimate (2.26)
is proved.
For p = 2 and b0,0 + s+ |s| = 0, we consider k = 0 case first. The way of arguing is the same as
the case p = 2 and b0,0 + s+ |s| > 0 and the integral (2.30) can be similarly treated. The estimate
(2.27) is thus proved.
For p = 2, b0,0 + s + |s| = 0 and general k ≥ 1 case, it is enough to treat s ≤ 0 case, the s > 0
being analogous. We shall prove below that
c
∑
|a|≤k
(
‖rV Xaϕ‖2
W 00 (Σ
R0
τ2
)
+ ‖XaD2ϕ‖2W 0−2(ΣR0τ2 ) + ‖rV X
aϕ‖2
W 0−1(Ω
R0
τ1,τ2
)
+ ‖XaD1ϕ‖2W 0
−1−δ(Ω
R0
τ1,τ2
)
)
≤ C
∑
|a|≤k
(
‖rV Xaϕ‖2
W 00 (Σ
R0
τ1
)
+ ‖XaD2ϕ‖2W 0−2(ΣR0τ1 ) + ‖X
aϑ‖2
W 0
−1−δ(Ω
R0−M
τ1,τ2
)
+ ‖XaD1ϕ‖2W 00 (ΩR0−M,R0τ1,τ2 ) +
∑
τ∈{τ1,τ2}
‖XaD1ϕ‖2W 00 (ΣR0−M,R0τ )
)
+ Ca2
∫ τ2
τ1
τ1+δ‖Lξϕ‖2Wk+1−2 (ΣR0τ )dτ
−
∑
|a|≤k
∫
Ω
R0
τ1,τ2
ℜ
(
VXaϕXaϑ
)
d4µ (2.32)
for X = D2. Tthe estimate (2.27) then clearly follows from point 1 of Proposition 2.7 and an
inequality from the Hardy’s inequality (2.9)
‖ϕ‖2
Wk+1−2 (Σ
R0
τ2
)
.k,s
∑
1≤|a|≤k+1
‖Da2ϕ‖2W 0−2(ΣR0τ2 ) + ‖ϕ‖
2
W 0−2(Σ
R0−M,R0
τ2
)
. (2.33)
Let X1 = {Lξ} and X2 = {Lξ, ð˚′}. We divide the proof into four steps. First, the case X = X1
manifestly holds true since the Killing vector Lξ commutes with the wave equation. Second, consider
X = X2. Commuting equation (2.24) with ð˚
′ gives a wave equation of ð˚′ϕ in the form of (2.24) but
with
bV,˚ð′ = bV , bφ,˚ð′ = bφ, b0,˚ð′ = b0 − 2(s− 1),
ϑ
ð˚′
, ϑ(˚ð′ϕ) = ð˚′ϑ+
1√
2
(
∂θ(a
2 sin2 θ)L2ξϕ− ∂θ(2ias cos θ)Lξϕ
)
. (2.34)
All the assumptions are satisfied, and in particular, it holds that b0,˚ð′,0+(s−1)+|s−1|= b0,0−2s+2 =
−2(s − 1) > 0 such that the estimate (2.26) can be applied to ð˚′ϕ. We are thus left to estimate
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∫
Ω
R0−M
τ1,τ2
−2χ2ℜ(V ð˚′ϕϑ
ð˚′
)d4µ, which is bounded by∫
Ω
R0−M
τ1,τ2
−2χ2ℜ(V ð˚′ϕ˚ð′ϑ)d4µ+ C|a|
∫
Ω
R0−M
τ1,τ2
(∣∣∣V ð˚′ϕL2ξϑ∣∣∣+ ∣∣∣V ð˚′ϕLξϑ∣∣∣)d4µ. (2.35)
The second integral can be similarly estimated as (2.31), and this proves the estimate (2.27) in
the case that X = X2 with only one angular derivative. One can increase the number of angular
derivative by iterating the above steps. Third, consider the case X = D2 with at most one rV
derivative. We commute equation (2.24) with rV and obtain
bV,rV = bV +
2(r2+a2)
r , bφ,rV = bφ − 4arr2+a2 , b0,rV = b0 + 1,
ϑrV , ϑ(rV ϕ) = rV ϑ− (r
2−a2)(∆−2Mr)
r2+a2 Y V ϕ− r∆2(r2+a2)∂r(bφ + cφ)Lηϕ
−
(
r∆
2(r2+a2)∂r(r
−1bV ) + 4Mrr2+a2 − 2r
2+a2
r2
)
rV ϕ− r∆2(r2+a2)∂r(b0 + c0)ϕ. (2.36)
Note that all the assumptions are satisfied as well and, moreover, b0,rV + s + |s| > 0. By isolat-
ing Y V ϕ from the wave equation (2.28), one can rewrite it as a weighted sum with O(1) coeffi-
cients of terms ð˚˚ð′ϕ, rV ϕ, aLξLηϕ, a2L2ξϕ, aLξϕ, r−1Lηϕ and r−1ϕ, hence ϑrV − rV ϑ is also
a weighted sum of those terms with O(1) coefficients. One can then expand the integral term
− ∑
|a|≤k−1
∫
Ω
R0
τ1,τ2
ℜ(V Xa(rV ϕ)XaϑrV )d4µ into a sum of sub-integrals of the above mentioned terms
to achieve bounds. The sub-integrals from aLξLηϕ, aLξϕ and a2L2ξϕ can be bounded as (2.31), the
sub-integrals from r−1Lηϕ, rV ϕ and r−1ϕ can be easily bounded by Cauchy-Schwarz and applying
the estimates from the second step, and the remaining sub-integral from ð˚˚ð′ϕ is manifestly bounded
after integration by parts in V and ð˚. This then closes the proof in the case X = D2 with at most
one rV derivative. Fourth, consider the general case X = D2. In view of the third step, this requires
to commute rV more times, and it follows from iterating the discussions in the third step. 
In the case that the scalar ϕ is supported on ℓ ≥ ℓ0 modes, one can modify the assumptions in
Proposition 2.9 and obtain the following statements.
Proposition 2.10. Let ℓ0 ≥ |s|, and let ϕ be a spin weight s scalar supported on ℓ ≥ ℓ0 modes. Let
the same assumptions in Proposition 2.9 hold true except that the third assumption is replaced by an
assumption that there exists b0,0 ∈ R such that b0 = b0,0+MO(r−1) and b0,0+(ℓ0+s)(ℓ0−s+1) ≥ 0.
Then,
(1) the estimate (2.25) holds;
(2) the estimate (2.26) is valid for p = 2 and b0,0 + (ℓ0 + s)(ℓ0 − s+ 1) > 0;
(3) for p = 2, b0,0 + (ℓ0 + s)(ℓ0 − s+ 1) = 0, and k an even, non-negative integer,
c
(
‖rV ϕ‖2
Wk0 (Σ
R0
τ2
)
+ ‖ϕ‖2
Wk+1−2 (Σ
R0
τ2
)
+ ‖ϕ‖2
Wk+1
−1−δ(Ω
R0
τ1,τ2
)
+ ‖rV ϕ‖2
Wk−1(Ω
R0
τ1,τ2
)
)
≤ C
(
‖rV ϕ‖2
Wk0 (Σ
R0−M
τ1
)
+ ‖ϕ‖2
Wk+1−2 (Σ
R0−M
τ1
)
+ ‖ϕ‖2
Wk+1−2 (Σ
R0−M,R0
τ2
)
+ ‖ϕ‖2
Wk+10 (Ω
R0−M,R0
τ1,τ2
)
+ ‖ϑ‖2
Wk
−1−δ(Ω
R0−M
τ1,τ2
)
)
+ Ca2
∫ τ2
τ1
τ1+δ‖Lξϕ‖2Wk+1−2 (ΣR0τ )dτ
−
∑
|n|≤k
∫
Ω
R0
τ1,τ2
ℜ
(
VKn2ϕK
n
2ϑ
)
d4µ. (2.37)
Proof. The entire proof is similar to the one in Proposition 2.9, and we only give necessary remarks.
In the case of Point 1 where p ∈ (0, 2), recall that in the proof of [3, Lemmas 5.5 and 5.6], one
of the main facts used is that the eigenvalues of the operator 2˚ð˚ð′ + s+ |s| acting on spin weight s
scalar ϕ are non-positive. This enables one to obtain non-negative contribution of both the energy
at ΣR0τ2 and the integral on Ω
R0
τ1,τ2 after utilizing the multiplier and integrating over Ωτ1,τ2 . Assume
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the scalar ϕ is supported on ℓ ≥ ℓ0 modes, and in order to prove Point 1, it suffices to show the
eigenvalues of the operator 2˚ð˚ð′ + (ℓ0 + s)(ℓ0 − s + 1) are non-positive, a fact which follows from
(2.13).
In the case of Point 2, the eigenvalues of the operator 2˚ð˚ð′ + (ℓ0 + s)(ℓ0 − s + 1) are strictly
negative, hence the same way of arguing as in Point 2 of Proposition 2.9 applies and yields the
desired estimate.
In the case of Point 3, the k = 0 case of inequality (2.37) is straightforward. To show k = 2 case,
one finds first this estimate holds for Lξϕ, L2ξϕ and Tϕ since the Killing vector or tensors Lξ, L2ξ
and T commute with the wave equation. By commuting with rV , one obtains the functions bV,rV
bφ,rV , b0,rV and ϑrV as in (2.36). This then falls into the case in Point 2, and the estimate (2.26)
applies to rV ϕ. The way of estimating the error terms arising from ϑrV is exactly the same as the
one in the discussions below equation (2.36). Based on this, it is manifest that one can commute
further with Lξ to obtain estimates for Lξ(rV ). One can also achieve estimates for ð˚′(rV ) since as
can be seen from (2.34), commuting ð˚′ with the equation of rV ϕ only introduces a new error term of
1√
2
(
∂θ(a
2 sin2 θ)L2ξ(rV ϕ)− ∂θ(2ias cos θ)Lξ(rV ϕ)
)
which can be bounded by the above estimates.
Moreover, repeating the discussions of commuting rV , we obtain the estimate for (rV )2ϕ. These
together prove the k = 2 case. Iterating the above discussions yields the general case where k is an
even, non-negative integer. 
3. BEAM condition implies basic energy 2-decay condition
Theorem 1.11, which says BEAM condition implies basic energy 2-decay condition in a subex-
tremal Kerr spacetime, is proven for both spin ±1 components in this section. It follows from
Propositions 3.7 and 3.13 below.
3.1. Spin +1 component.
Lemma 3.1. Let
Φ+1 = ∆
−1(r2 + a2)Ψ+1. (3.1)
It satisfies a wave equation
̂S +1Φ+1 =
2(r3−3Mr2+a2r+a2M)
∆ V Φ+1 − 4arr2+a2LηΦ+1
+
(
− 2 + 10Mr3+2a2r2−22a2Mr+2a4(r2+a2)2 + a
4(M2−a2)
∆(r2+a2)2
)
Φ+1. (3.2)
Remark 3.2. One can relate this scalar with φ0+1 in [50] by Φ+1 = ∆
−1(r2 + a2)5/2φ0+1.
Proof. By taking δ = 0 in [50, Equation (3.10)], one finds φ`0+1 defined therein is equal to (r
2 +
a2)−1/2Φ+1 and the equation [50, (3.10)] reduces to(
Σ✷g +
2i cos θ
sin2 θ
Lη − cot2 θ + 1− 2ia cos θLξ + 4arr2+a2 ∂φ
)
((r2 + a2)−1/2Φ+1)
= 2(r
3−3Mr2+a2r+a2M)
∆(r2+a2)1/2
V Φ+1 +
(
10Mr3+2a2r2−14a2Mr+2a4
(r2+a2)5/2
+ a
4(M2−a2)
∆(r2+a2)5/2
)
Φ+1.
Expanding the wave operator gives
0 = (2˚ð˚ð′ + 2)Φ+1 − (r2 + a2)Y V Φ+1 − 2(r
3−3Mr2+a2r+a2M)
∆ VΦ+1
− 2ia cos θLξΦ+1 + 2aLξLηΦ+1 + a2 sin2 θL2ξΦ+1
+ 6arr2+a2LηΦ+1 −
(
12Mr3+3a2r2−18a2Mr+3a4
(r2+a2)2 +
a4(M2−a2)
∆(r2+a2)2
)
Φ+1. (3.3)
The statement then follows from (2.1). 
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3.1.1. rp estimates for rescaled spin +1 component. Recall that the BEAM condition for spin +1
component is assumed.
Definition 3.3. Define for convenience that
EkΣτ (Ψ+1) =
∑
|a|≤k−2
(
‖Ba(r−δψ+1)‖W 10 (Στ ) + ‖B
aY ψ+1‖W 10 (Στ )
)
. (3.4)
Define F (k, p, τ,Ψ+1) as follows
4
F (k, p, τ,Ψ+1) = 0, for p ∈ [−1, 0), (3.5a)
F (k, p, τ,Ψ+1) = ‖rVΨ+1‖2Wk−3p−2 (Στ ) + (1− δ(p))‖Ψ+1‖
2
Wk−2−2 (Στ )
+ δ(p)‖Ψ+1‖2Wk−2
−2−δ(Στ )
+ EkΣτ (Ψ+1), for p ∈ [0, 2), (3.5b)
F (k, 2, τ,Ψ+1) = ‖rVΨ+1‖2Wk−10 (Στ ) + ‖Ψ+1‖
2
Wk−2(Στ )
. (3.5c)
We shall now prove global rp estimates for spin +1 component.
Proposition 3.4. Let δ > 0 and let k ≥ 3. Let δ(x) be a function which equals 1 at x = 0 and
vanishes elsewhere. Then for any τ2 > τ1 ≥ τ0 and p ∈ [0, 2),
F (k, p, τ2,Ψ+1) + ‖Ψ+1‖2Wk−3p−3 (Ωτ1,τ2) ≤ CF (k, p, τ1,Ψ+1). (3.6)
Proof. We consider only k = 0 case, as the proof for k ≥ 1 case is the same. We put equation (3.2)
into the form of (2.24) and find bV,−1 = 2 > 0, bφ = O(r−1) and b0,0 + 1 + 1 = 0, therefore all
assumptions in Proposition 2.9 are satisfied and the source term is ϑ(Ψ+1) = 0. This implies that
there are constants Rˆ0 = Rˆ0(p) and C = C(p, Rˆ0) such that for all R0 ≥ Rˆ0, τ2 > τ1 ≥ τ0 and
p ∈ (0, 2),
‖rVΨ+1‖2W 0p−2(ΣR0τ2 ) + ‖Ψ+1‖
2
W 1−2(Σ
R0
τ2
)
+ ‖Ψ+1‖2W 1p−3(ΩR0τ1,τ2 ) + ‖YΨ+1‖
2
W 0
−1−δ(Ω
R0
τ1,τ2
)
≤ C
(
‖rVΨ+1‖2W 0p−2(ΣR0−Mτ1 ) + ‖Ψ+1‖
2
W 1−2(Σ
R0−M
τ1
)
+ ‖Ψ+1‖2W 10 (ΩR0−M,R0τ1,τ2 )
)
. (3.7)
The estimate (3.6) for p ∈ (0, 2) then follows by adding the BEAM estimates (1.26b) to the above
estimate. To show the estimate (3.6) for p = 0, one needs to go back to the proof of Proposition
2.9. Similarly to the p = 2 case, we multiply equation (2.28) by −2χ2(r2 + a2)−1VΨ+1, take the
real part and arrive at
− 4ℜ(˚ð(˚ð′Ψ+1χ2(r2 + a2)−1VΨ+1)) + Y (χ2|VΨ+1|2)
+ V (χ2(r2 + a2)−1(2|˚ð′Ψ+1|2 − (s+ |s|)|Ψ+1|2 + (b0,0 + s+ |s|)|Ψ+1|2))
+ (∂r(χ
2) + 2χ2r(r2 + a2)−1bV,−1)|VΨ+1|2
− 2∆r2+a2 ∂r(|χ|2(r2 + a2)−1)(|˚ð′Ψ+1|2 + b0,0|Ψ+1|2)− F p=0+1 = 0, (3.8)
where F p=0+1 equals the real part of 2χ
2(r2 + a2)−1VΨ+1 times the last two lines of (2.28) but
with ϕ = Ψ+1. By integrating (3.8) over Ωτ1,τ2 with the volume form d
4µ and from the fact that
bV,−1 > 0, one finds the integral of the third line gives positive contribution of c‖rVΨ+1‖2
W 0−3(Ω
R0
τ1,τ2
)
.
By an application of the Cauchy-Schwarz inequality,∫
Ωτ1,τ2
F p=0+1 d
4µ . ‖rV Ψ+1‖2W 1−4(ΩR0−Mτ1,τ2 ) + ‖LηΨ+1‖
2
W 0−4(Ω
R0−M
τ1,τ2
)
+ ‖Ψ+1‖2W 0−4(ΩR0−Mτ1,τ2 ) +
∑
|a|≤1
‖BaB˜(r−δψ+1)‖W 0−1(ΩR0−Mτ1,τ2 ). (3.9)
4This corresponds to F (i, α, t) in [3, Lemma 5.2]. We make these corresponding changes since i is the regularity,
α is the p weight, and t is the time function.
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Adding a large multiple of BEAM estimate (1.26b) to the integral form of (3.8), one finds the RHS
of (3.9) can all be absorbed by taking R0 large enough, and we are thus led to
‖rVΨ+1‖2W 0−2(Στ2 ) + ‖Ψ+1‖
2
W 1
−2−2δ(Στ2 )
+ E3Στ2 (Ψ+1)
+ ‖rV Ψ+1‖2W 0−3(Ωτ1,τ2 ) + ‖Ψ+1‖
2
W 0
−3−2δ(Ωτ1 ,τ2)
. ‖rVΨ+1‖2W 0−2(Στ1 ) + ‖Ψ+1‖
2
W 1
−2−2δ(Στ1 )
+ E3Στ1 (Ψ+1). (3.10)
An application of [3, Lemma 4.30, point (1)] allows the LHS to further bound over ‖Ψ+1‖2W 0−2(Στ2 )+
‖Ψ+1‖2W 0−3(Ωτ1,τ2 ). In the end, making a rescaling 2δ 7→ δ closes the proof. 
3.1.2. Basic energy 2-decay condition for spin +1 component. We are now ready to prove the basic
energy 2-decay condition for spin +1 component. The rp estimates proven above can be interpreted
as an inequality saying that for all p ∈ [−1, 2) and τ2 > τ1 ≥ τ0,
F (k, p, τ2,Ψ+1) +
∫ τ2
τ1
F (k − 3, p− 1, τ,Ψ+1)dτ . F (k, 5/3, τ1,Ψ+1). (3.11)
Proposition 3.5. Let j ∈ N and let k ≥ 6j+4. Assume the BEAM condition to order k is satisfied
for spin +1 component, then for any p ∈ [0, 5/3] and any τ ≥ τ0,
F (k − 8j − 6, p, τ,LjξΨ+1) . τ−
5
3 (1+j)+pF (k, 5/3, τ0,Ψ+1). (3.12)
Proof. An application of [3, Lemma 5.2] then implies for any p ∈ [0, 5/3],
F (k − 6, p, τ,Ψ+1) . τ−5/3+pF (k, 2, τ0,Ψ+1). (3.13)
This proves (3.19) in the case of j = 0. To show the general j case, we prove it by induction.
Assume it holds true for j, and we consider j + 1 case. One can utilize equation (3.3) and use
the replacement Y = r
2+a2
∆
(
2Lξ + 2ar2+a2Lη − V
)
away from horizon to rewrite r2V LξΨ+1 as a
weighted sum of (rV )2Ψ+1, ð˚˚ð
′Ψ+1, L2ξΨ+1, LξLηΨ+1, rVΨ+1, r−1Lη(rV )Ψ+1, r−1LηΨ+1, LξΨ+1
and r−1Ψ+1 all with O(1) coefficients. Therefore,
F (k − 8− 8j, 5/3, τ,Lj+1ξ Ψ+1)
= ‖rV Lj+1ξ Ψ+1‖2Wk−8−8j
5/3−2
(Στ )
+ ‖Lj+1ξ Ψ+1‖2Wk−7−8j−2 (Στ ) + E
k−5−8j
Στ
(Lj+1ξ Ψ+1)
. ‖r2V Lξ(LjξΨ+1)‖2Wk−8−8j
−7/3
(Στ )
+ ‖Lj+1ξ Ψ+1‖2Wk−7−8j−2 (Στ ) + E
k−4−8j
Στ
(LjξΨ+1)
. ‖LjξΨ+1‖2Wk−6−8j−2 (Στ ) + E
k−4−8j
Στ
(LjξΨ+1) . F (k − 6− 8j, 0, τ,LjξΨ+1)
. τ−
5
3 (1+j)F (k, 5/3, τ0,Ψ+1). (3.14)
Since Lξ is a symmetry operator for the TME, the estimate (3.11) is still valid if we replace Ψ+1 by
Lj+1ξ Ψ+1. Again, an application of [3, Lemma 5.2] then implies for any p ∈ [0, 5/3],
F (k − 8(j + 1)− 6, p, τ,Lj+1ξ Ψ+1) . τ−5/3+pF (k − 8(j + 1), 5/3, τ/2,Lj+1ξ Ψ+1)
. τ−
5
3− 53 (j+1)+pF (k, 5/3, τ0,LjξΨ+1), (3.15)
as claimed. 
Proposition 3.6. Let δ > 0 and let k ≥ 3. There are constants Rˆ0 = Rˆ0(p), C = C(p, Rˆ0) and
k′ ≥ 0 such that for all R0 ≥ Rˆ0 and τ2 > τ1 ≥ τ0,
F (k, 2, τ2,Ψ+1) +
∫ τ2
τ1
F (k − 2, 1, τ,Ψ+1)dτ . F (k + k′, 2, τ1,Ψ+1). (3.16)
Moreover, the above estimate holds true if replacing Ψ+1 by LjξΨ+1 for any j ∈ Z+.
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Proof. From Proposition 2.9, there are constants Rˆ0 = Rˆ0(p) and C = C(p, Rˆ0) such that for all
R0 ≥ Rˆ0 and τ2 > τ1 ≥ τ0,
‖rVΨ+1‖2W 0k (ΣR0τ2 ) + ‖D2Ψ+1‖
2
Wk−2(Σ
R0
τ2
)
+ ‖Ψ+1‖2Wk+1
−1−δ(Ω
R0
τ1,τ2
)
+ ‖rVΨ+1‖2Wk−1(ΩR0τ1,τ2 )
≤ C
(
‖rVΨ+1‖2Wk0 (ΣR0−Mτ1 ) + ‖D2Ψ+1‖
2
Wk−2(Σ
R0−M
τ1
)
+ ‖Ψ+1‖2Wk+10 (ΩR0−M,R0τ1,τ2 )
+
∑
τ∈{τ1,τ2}
‖Ψ+1‖2Wk+10 (ΣR0−M,R0τ ) +
∫ τ2
τ1
τ1+δ‖LξΨ+1‖2Wk+1−2 (ΣR0τ )dτ
)
. (3.17)
Adding the BEAM estimates (1.26b) to the above gives
‖rVΨ+1‖2Wk0 (Στ2 ) + ‖Ψ+1‖
2
Wk+1−2 (Στ2 )
+ ‖Ψ+1‖2Wk
−1−δ(Ωτ1,τ2 )
+ ‖rVΨ+1‖2Wk−1−1 (Ωτ1,τ2 ) + E
k+3
Στ2
(Ψ+1)
≤ C
(
‖rV Ψ+1‖2Wk0 (Στ1 ) + ‖Ψ+1‖
2
Wk+1−2 (Στ1 )
+ Ek+3Στ1
(Ψ+1) +
∫ τ2
τ1
τ1+δ‖LξΨ+1‖2Wk+1−2 (ΣR0τ )dτ
)
.
(3.18)
From Proposition 3.5, the last line of (3.18) is bounded by ‖rVΨ+1‖2
Wk+k
′
0 (Στ1 )
+‖Ψ+1‖2
Wk+k
′+1
−2 (Στ1 )
for some k′ ≥ 0. The estimate (3.16) for p = 2 then follows. 
The basic energy 2-decay condition follows from the following result.
Proposition 3.7. Let j ∈ N and let k suitably large. Assume the BEAM condition to order k is
satisfied for spin +1 component, then there is a constant k′(j) such that for any p ∈ [0, 2] and any
τ ≥ τ0,
F (k − k′(j), p, τ,LjξΨ+1) . τ−2−2j+pF (k, 2, τ/2,Ψ+1) . τ−2−2j+pF (k, 2, τ0,Ψ+1). (3.19)
Proof. The estimate (3.11) for p ∈ [0, 2) and the estimate (3.16) for p = 2 together imply that for
any p ∈ [0, 2],
F (k − 4, p, τ,Ψ+1) . τ−2+pF (k + 2k′, 2, τ0,Ψ+1). (3.20)
This proves the estimate (3.19) for j = 0. To show general j ≥ 0 cases, one uses an induction for
j ≥ 0. The same way of arguing in the proof of Proposition 3.5 applies here after replacing 5/3 by
2 and j-dependent constants by k′(j), eventually proving the estimate (3.19). 
3.2. Spin −1 component.
Definition 3.8. Define the operators5
Vˆ =
r2 + a2
∆
V, Vˆ = (r2 + a2)Vˆ , (3.21)
and define scalars
Φ
(0)
−1 = ∆/(r
2 + a2)Ψ−1, (3.22a)
Φ
(i)
−1 = Vˆ iΦ(0)−1, for i = 1, 2, (3.22b)
φ
(i)
−1 = (r
2 + a2)−1/2Φ(i)−1, for i = 0, 1, 2. (3.22c)
Remark 3.9. The scalars φ
(i)
−1 here are the same as the scalars φ
i
−1 in [50] for i = 0, 1.
We derive the wave system for these variables, which is an extended system of [50, Equations
(1.31)].
Lemma 3.10. The scalars defined as in Definition 3.8 satisfy a wave system
̂S −1Φ
(0)
−1 = − 2(r
3−3Mr2+a2r+a2M)
(r2+a2)2 Φ
(1)
−1 +
2(r4−Mr3+a2r2+3a2Mr)
(r2+a2)2 Φ
(0)
−1 +
4ar
r2+a2 ∂φΦ
(0)
−1, (3.23a)
̂S −1Φ
(1)
−1 =
2(r4−Mr3+a2r2+3a2Mr)
(r2+a2)2 Φ
(1)
−1 +
2a2(r3−3Mr2+a2r+a2M)
(r2+a2)2 Φ
(0)
−1 − 2a(r
2−a2)
r2+a2 ∂φΦ
(0)
−1, (3.23b)
5The operator Vˆ in this work is the same as the operator V in [50].
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̂S −1Φ
(2)
−1 =
2(r3−3Mr2+a2r+a2M)
∆ V Φ
(2)
−1 +
10Mr3+2a2r2−22a2Mr+2a4
(r2+a2)2 Φ
(2)
−1 − 8arr2+a2 ∂φΦ
(2)
−1
+ 4a
2(r3−3Mr2+a2r+a2M)
(r2+a2)2 Φ
(1)
−1
− 2ar2r2+a2 ∂φΦ
(1)
−1 + (r
2 + a2)∂r
(
2a2(r3−3Mr2+a2r+a2M)
(r2+a2)2
)
Φ
(0)
−1
− (r2 + a2)∂r
(
2a(r2−a2)
r2+a2
)
∂φΦ
(0)
−1. (3.23c)
Proof. The first two subequations are manifest from [50, Equations (1.31)] in view of Remarks 2.2
and 3.9. We apply operator Vˆ to equation (3.23b), and from the commutation relation [50, (A.1)],
Remark 2.2 and Definition 2.1, one obtains a wave equation of Φ
(2)
−1:
0 = 2˚ð˚ð′Φ(2)−1 − (r2 + a2)Y V Φ(2)−1 − 2(r
3−3Mr2+a2r+a2M)
∆ V Φ
(2)
−1
+ 2ia cos θ∂tΦ
(2)
−1 +
10ar
r2+a2 ∂φΦ
(2)
−1 +
(
2a∂2tφ + a
2 sin2 θ∂2tt
)
Φ
(2)
−1
− 12Mr3+3a2r2−18a2Mr+3a4(r2+a2)2 Φ
(2)
−1
− 4a2(r3−3Mr2+a2r+a2M)(r2+a2)2 Φ
(1)
−1 − (r2 + a2)∂r
(
2a2(r3−3Mr2+a2r+a2M)
(r2+a2)2
)
Φ
(0)
−1
+ 2ar
2
r2+a2 ∂φΦ
(1)
−1 + (r
2 + a2)∂r
(
2a(r2−a2)
r2+a2
)
∂φΦ
(0)
−1. (3.24)
This is the expanded form of (3.23c) in view of equation (2.1). 
3.2.1. rp estimates for extended spin −1 system.
Proposition 3.11. Let Q1 = {0, 1} and Q2 = {0, 1, 2}, and define l(i) = max(0, i − 1). Assume
the BEAM condition to order k + 2 for spin −1 component is satisfied, then for any j ∈ {1, 2},
• for p ∈ (0, 2),∑
i∈Qj
(
‖rVΨ(i)−1‖2Wk−l(i)p−2 (Στ2 ) + ‖Ψ
(i)
−1‖2Wk+1−l(i)−2 (Στ2 )
+ ‖Ψ(i)−1‖2Wk−l(i)p−3 (Ωτ1,τ2) + ‖YΨ
(i)
−1‖2Wk−1−l(i)
−1−δ (Ωτ1,τ2 )
)
.
∑
i∈Qj
(
‖rVΨ(i)−1‖2Wk−l(i)p−2 (Στ1 ) + ‖Ψ
(i)
−1‖2Wk+1−l(i)−2 (Στ1 )
)
; (3.25)
• for p = 2,∑
i∈Q1
(
‖rV Ψ(i)−1‖2Wk0 (Στ2 ) + ‖Ψ
(i)
−1‖2Wk+1−2 (Στ2 )
+ ‖Ψ(i)−1‖2Wk
−1−δ(Ωτ1,τ2 )
+ ‖rVΨ(i)−1‖2Wk−1−1 (Ωτ1,τ2 )
)
.
∑
i∈Q1
(
‖rVΨ(i)−1‖2Wk−l(i)0 (Στ1 ) + ‖Ψ
(i)
−1‖2Wk+1−l(i)−2 (Στ1 ) + a
2
∫ τ2
τ1
τ1+δ‖LξΨ(i)−1‖2Wk+1−2 (ΣR0τ )dτ
)
;
(3.26)
• for p = 2,∑
i∈Q2
(
‖rVΨ(i)−1‖2Wk−l(i)0 (Στ2 ) + ‖Ψ
(i)
−1‖2Wk+1−l(i)−2 (Στ2 )
+ ‖Ψ(i)−1‖2Wk−l(i)
−1−δ (Ωτ1,τ2 )
+ ‖rVΨ(i)−1‖2Wk−1−l(i)−1 (Ωτ1,τ2 )
)
.
∑
i∈Q2
(
‖rVΨ(i)−1‖2Wk−l(i)0 (Στ1 ) + ‖Ψ
(i)
−1‖2Wk+1−l(i)−2 (Στ1 )
)
+ a2
∫ τ2
τ1
τ1+δ
( ∑
i∈Q2
‖LξΨ(i)−1‖2Wk+1−l(i)−2 (Στ ) + ‖Ψ
(1)
−1‖2Wk−2(Στ ) + ‖Ψ
(0)
−1‖2Wk−2(Στ )
)
dτ. (3.27)
Proof. We put each subequation in system (3.23) into the form of (2.24) and find
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(1) bV,−1(Φ
(0)
−1) = bV,−1(Φ
(1)
−1) = 0, bV,−1(Φ
(2)
−1) = 2 ≥ 0,
(2) bφ(Φ
(i)
−1) = MO(r
−1) for all i ∈ {0, 1, 2},
(3) b0,0(Φ
(0)
−1) = b0,0(Φ
(1)
−1) = 2 > 0 and b0,0(Φ
(2)
−1) = 0.
All the assumptions in Proposition 2.9 are satisfied and the source terms are
ϑ(Φ
(0)
−1) = − 2(r
3−3Mr2+a2r+a2M)
(r2+a2)2 Φ
(1)
−1 = O(r
−1)Φ(1)−1, (3.28a)
ϑ(Φ
(1)
−1) =
2a2(r3−3Mr2+a2r+a2M)
(r2+a2)2 Φ
(0)
−1 − 2a(r
2−a2)
r2+a2 ∂φΦ
(0)
−1
= − 2a∂φΦ(0)−1 + a2O(r−1)Φ(0)−1 + a3O(r−2)∂φΦ(0)−1, (3.28b)
ϑ(Φ
(2)
−1) =
4a2(r3−3Mr2+a2r+a2M)
(r2+a2)2 Φ
(1)
−1 − (r2 + a2)∂r
(
2a(r2−a2)
r2+a2
)
∂φΦ
(0)
−1
− 2ar2r2+a2 ∂φΦ
(1)
−1 + (r
2 + a2)∂r
(
2a2(r3−3Mr2+a2r+a2M)
(r2+a2)2
)
Φ
(0)
−1
= − 2a∂φΦ(1)−1 − 2a2Φ(0)−1 + a3O(r−2)∂φΦ(1)−1
+ a2O(r−1)Φ(1)−1 + a
3O(r−1)∂φΦ
(0)
−1 +Ma
2O(r−1)Φ(0)−1. (3.28c)
We first show rp estimates near infinity: For p ∈ (0, 2),∑
i∈Qj
(
‖rV Φ(i)−1‖2Wk−l(i)p−2 (ΣR0τ2 ) + ‖Φ
(i)
−1‖2Wk+1−l(i)−2 (ΣR0τ2 )
+ ‖Φ(i)−1‖2Wk+1−l(i)p−3 (ΩR0τ1,τ2 ) + ‖YΦ
(i)
−1‖2Wk−l(i)
−1−δ (Ω
R0
τ1,τ2
)
)
.
∑
i∈Qj
(
‖rV Φ(i)−1‖2Wk−l(i)p−2 (ΣR0−Mτ1 ) + ‖Φ
(i)
−1‖2Wk+1−l(i)−2 (ΣR0−Mτ1 )
+ ‖Φ(i)−1‖2Wk+1−l(i)0 (ΩR0−M,R0τ1,τ2 ) + ‖Φ
(i)
−1‖2Wk+1−l(i)0 (ΣR0−M,R0τ2 )
)
, (3.29a)
and for p = 2,∑
i∈Q1
(
‖rV Φ(i)−1‖2Wk0 (ΣR0τ2 ) + ‖Φ
(i)
−1‖2Wk+1−2 (ΣR0τ2 )
+ ‖Φ(i)−1‖2Wk+1
−1−δ(Ω
R0
τ1 ,τ2
)
+ ‖rV Φ(i)−1‖2Wk−1(ΩR0τ1,τ2)
)
.
∑
i∈Q1
(
‖rV Φ(i)−1‖2Wk0 (ΣR0−Mτ1 ) + ‖Φ
(i)
−1‖2Wk+1−2 (ΣR0−Mτ1 )
+ ‖Φ(i)−1‖2Wk+10 (ΩR0−M,R0τ1,τ2 ) + ‖Φ
(i)
−1‖2Wk+10 (ΣR0−M,R0τ2 )
+ a2
∫ τ2
τ1
τ1+δ‖LξΦ(i)−1‖2Wk+1−2 (ΣR0τ )dτ
)
, (3.29b)∑
i∈Q2
(
‖rV Φ(i)−1‖2Wk−l(i)0 (ΣR0τ2 ) + ‖Φ
(i)
−1‖2Wk+1−l(i)
−1−δ (Ω
R0
τ1,τ2
)
+ ‖rV Φ(i)−1‖2Wk−l(i)−1 (ΩR0τ1,τ2 )
)
+
∑
i=0,1
‖Ψ(i)−1‖2Wk+1−2 (ΣR0τ2 ) + ‖D2Ψ
(2)
−1‖2Wk−1−2 (ΣR0τ2 )
.
∑
i=0,1
‖Ψ(i)−1‖2Wk+1−2 (ΣR0−Mτ1 ) + ‖D2Ψ
(i)
−1‖2Wk−1−2 (ΣR0−Mτ1 )
+
∑
i∈Q2
(
‖rV Φ(i)−1‖2Wk−l(i)0 (ΣR0τ1 ) + ‖Φ
(i)
−1‖2Wk+1−l(i)0 (ΩR0−M,R0τ1,τ2 ) + ‖Φ
(i)
−1‖2Wk+1−l(i)0 (ΣR0−M,R0τ2 )
)
+ a2
∫ τ2
τ1
τ1+δ
( ∑
i∈Q2
‖LξΨ(i)−1‖2Wk+1−l(i)−2 (ΣR0τ ) + ‖Ψ
(1)
−1‖2Wk+1−2 (ΣR0τ ) + ‖Ψ
(0)
−1‖2Wk+1−2 (ΣR0τ )
)
dτ.
(3.29c)
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To prove these rp estimates near infinity, we shall apply the estimates in Proposition 2.9 to each
subequation of system (3.23) and estimate the terms involving the source terms. For p ∈ (0, 2),
‖ϑ(Φ(0)−1)‖2Wkp−3(ΩR0−Mτ1,τ2 ) . R
−2
0 ‖Φ(1)−1‖2Wkp−3(ΩR0−Mτ1,τ2 ), (3.30a)
‖ϑ(Φ(1)−1)‖2Wkp−3(ΩR0−Mτ1,τ2 ) . ‖Φ
(0)
−1‖2Wk+1p−3 (ΩR0−Mτ1,τ2 ), (3.30b)
‖ϑ(Φ(2)−1)‖2Wk−1p−3 (ΩR0−Mτ1,τ2 ) .
∑
i=0,1
‖Φ(i)−1‖2Wkp−3(ΩR0−Mτ1,τ2 ). (3.30c)
Define for i = 0, 1 that I(Φ
(i)
−1) = −
∑
|a|≤k
∫
Ω
R0
τ1 ,τ2
ℜ
(
V Da1Φ
(i)
−1D
a
1ϑ(Φ
(i)
−1)
)
d4µ, and define I(Φ
(2)
−1) =
− ∑
|a|≤k−1
∫
Ω
R0
τ1,τ2
ℜ
(
VDa2Φ
(2)
−1D
a
2ϑ(Φ
(2)
−1)
)
d4µ. For p = 2, we have
I(Φ
(0)
−1) ≤ Cε‖rV Φ(0)−1‖2Wk−1(ΩR0τ1,τ2 ) + Cε
−1R−10 ‖Φ(1)−1‖2Wk−2(ΩR0τ1,τ2 ), (3.31a)
I(Φ
(1)
−1) ≤ C‖Φ(0)−1‖2Wk+1−3 (ΩR0τ1,τ2 ) + 2a
∑
|a|≤k
∫
Ω
R0
τ1,τ2
ℜ
(
V Da1Φ
(1)
−1D
a
1∂φΦ
(0)
−1
)
d4µ, (3.31b)
I(Φ
(2)
−1) ≤ C
∑
i=0,1
‖Φ(i)−1‖2Wk−3(ΩR0τ1,τ2 ) + 2a
∑
|a|≤k−1
∫
Ω
R0
τ1,τ2
ℜ
(
V Da2Φ
(2)
−1D
a
2∂φΦ
(1)
−1
)
d4µ
+ 2a2
∑
|a|≤k−1
∫
Ω
R0
τ1,τ2
ℜ
(
V Da2Φ
(2)
−1D
a
2Φ
(0)
−1
)
d4µ. (3.31c)
Denote the last term in (3.31b) by I1(Φ
(1)
−1) and the last two terms in (3.31c) by I1(Φ
(2)
−1), respectively.
For the term I1(Φ
(1)
−1), we perform integration by parts in V , use the estimate in point 2 of Proposition
2.7 to commute V with Da, rewrite ∂φV Φ
(0)
−1 =
∆
(r2+a2)2 ∂φΦ
(1)
−1 by Definition 3.8, then perform an
integration by parts in ∂φ, and finally use the Cauchy-Schwarz inequality, arriving at
I1(Φ
(1)
−1) ≤ Cε
(
‖Φ(1)−1‖2Wk+10 (I+τ1,τ2) + ‖Φ
(1)
−1‖2Wk+1−2 (ΣR0τ2 ) + ‖Φ
(1)
−1‖2Wk+1(I+τ1,τ2 )
)
+ Cε−1
(
‖Φ(0)−1‖2Wk+10 (I+τ1,τ2 ) + ‖Φ
(0)
−1‖2Wk+1−2 (ΣR0τ2 ) + ‖Φ
(0)
−1‖2Wk+1(I+τ1,τ2 )
)
+ CR−1+δ0
(
‖Φ(0)−1‖2Wk+1
−1−δ(Ω
R0
τ1,τ2
)
+ ‖Φ(1)−1‖2Wk+1
−1−δ(Ω
R0
τ1,τ2
)
)
. (3.32a)
A simple application of the Cauchy-Schwarz inequality yields
I1(Φ
(2)
−1) . R
−1+δ
0
∑
i=0,1,2
‖Φ(i)−1‖2Wk
−1−δ
(Ω
R0
τ1,τ2
)
+ ε
∫ τ2
τ1
1
τ1+δ
‖rV Φ(2)−1‖2Wk−10 (ΣR0τ )dτ
+
a2
ε
∫ τ2
τ1
τ1+δ
(
‖Φ(0)−1‖2Wk−2(ΣR0τ ) + ‖Φ
(1)
−1‖2Wk−2(ΣR0τ )
)
dτ
. ε sup
τ∈[τ1,τ2]
‖rV Φ(2)−1‖2Wk−10 (ΣR0τ ) +R
−1+δ
0
∑
i=0,1,2
‖Φ(i)−1‖2Wk
−1−δ(Ω
R0
τ1,τ2
)
+
a2
ε
∫ τ2
τ1
τ1+δ
(
‖Φ(0)−1‖2Wk−2(ΣR0τ ) + ‖Φ
(1)
−1‖2Wk−2(ΣR0τ )
)
dτ. (3.32b)
Consider first the system of equations (3.23a) and (3.23b). For p ∈ (0, 2), one applies Proposition
2.9 to each equation and uses the first two estimates of (3.30) for the source term. By adding
a sufficiently large amount of the estimate for Φ
(0)
−1 to the estimate of Φ
(1)
−1 and then taking Rˆ0
sufficiently large, one can absorb the error terms arising from the source terms and obtain the
estimate (3.29a). Turn to p = 2. We apply the estimate (2.26) of Proposition 2.9 to both of the
equations (3.23a) and (3.23b) and fix ε small enough by requiring the terms with ε coefficient on
the RHS of (3.31a) and (3.32a) to be absorbed. In the next step, one adds an A0 multiple of the
estimate (2.26) for ϕ = Φ
(0)
−1 to the estimate (2.26) for ϕ = Φ
(1)
−1 to obtain a new estimate and
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requires A0 ≫ ε−1 such that the terms with ε−1 coefficient on the RHS of (3.32a) is absorbed. In
the end, one chooses Rˆ0 sufficiently large such that for any R0 ≥ Rˆ0, the remaining terms on the
RHS of (3.31a) and (3.32a) are absorbed by the LHS of this new estimate, which then finishes the
proof of (3.29b).
Consider next the full system (3.23). For p ∈ (0, 2), the estimate (2.25) can be applied to
ϕ = Φ
(2)
−1, and from the estimate (3.30c) for the source term and the already proven estimate (3.29a)
for Φ
(0)
−1 and Φ
(1)
−1, the estimate (3.29a) for j = 2 manifestly holds. Similarly, for p = 2, one applies
the estimate (2.27) to ϕ = Φ
(2)
−1. Given that the estimate (3.29b) has been proven and from the
estimates (3.30c), (3.31c) and (3.32b), the estimate (3.29c) follows easily.
After adding the BEAM estimates to (3.29a), (3.29b) and (3.29c), respectively, and in view of
the fact that for any τ ,∑
i=0,1,2
‖rVΨ(i)−1‖2Wk−l(i)0 (Στ ) +
∑
i=0,1
‖Ψ(i)−1‖2Wk+1−2 (Στ ) + ‖D2Ψ
(2)
−1‖2Wk−1−2 (Στ )
∼
∑
i=0,1,2
(
‖rVΨ(i)−1‖2Wk−l(i)0 (Στ ) + ‖Ψ
(i)
−1‖2Wk+1−l(i)−2 (Στ )
)
, (3.33)
the estimates (3.25), (3.26) and (3.27) then follow. 
3.2.2. Basic energy 2-decay condition for spin −1 component.
Definition 3.12. Define
F (2)(k, p, τ,Ψ−1) = 0, for p ∈ [−1, 0), (3.34a)
F (2)(k, p, τ,Ψ−1) =
∑
i=0,1,2
(
‖rV Ψ(i)−1‖2Wk−2−l(i)p−2 (Στ ) + ‖Ψ
(i)
−1‖2Wk−1−l(i)−2 (Στ )
)
, for p ∈ [0, 2], (3.34b)
and define
F (1)(k, p, τ,Ψ−1) = 0, for p ∈ [−1, 0), (3.35a)
F (1)(k, p, τ,Ψ−1) =
∑
i=0,1
(
‖rVΨ(i)−1‖2Wk−2p−2 (Στ ) + ‖Ψ
(i)
−1‖2Wk−1−2 (Στ )
)
, for p ∈ [0, 2]. (3.35b)
Proposition 3.13. Let j ∈ N and let k ∈ N. Define l(i) = max(0, i − 1). Assume the BEAM
condition to order k+2 for spin −1 component is satisfied for spin −1 component, then there exists
a constant k′(j) such that for any p ∈ [0, 2] and any τ ≥ τ0,∑
i=0,1
(
‖rV LjξΨ(i)−1‖2Wk−k′(j)+1p−2 (Στ ) + ‖L
j
ξΨ
(i)
−1‖2Wk−k′(j)+2−2 (Στ )
)
+
∑
i=0,1
(
‖rV LjξΨ(i)−1‖2Wk−k′(j)p−3 (Ωτ,∞) + ‖L
j
ξΨ
(i)
−1‖2Wk−k′(j)+1−2 (Ωτ,∞)
)
. τ−4−2j+p
∑
i=0,1,2
(
‖rVΨ(i)−1‖2Wk−l(i)0 (Στ0 ) + ‖Ψ
(i)
−1‖2Wk+1−l(i)−2 (Στ0 )
)
. (3.36)
Proof. The rp estimates (3.25) for the set Q1 then implies for any p ∈ [0, 2),
F (1)(k, p, τ2,Ψ−1) +
∫ τ2
τ1
F (1)(k − 1, p− 1, τ,Ψ−1)dτ . F (1)(k, p, τ1,Ψ−1). (3.37)
Note that p = 0 case follows from the BEAM estimates. An application of [3, Lemma 5.2] then gives
for any p ∈ [0, 5/3],
F (1)(k − 2, p, τ,Ψ−1) . τ−5/3+pF (1)(k, 5/3, τ/2,Ψ−1). (3.38)
Similarly to the spin +1 component, we can obtain better energy decay for Lξ derivative. One can
utilize equation (3.23a) and the definition of the spin-weighted wave operator ̂S s in (2.1) and use the
replacement Y = r
2+a2
∆
(
2Lξ+ 2ar2+a2Lη −V
)
away from horizon to rewrite r2V LξΨ(0)−1 as a weighted
sum with O(1) coefficients of r−1LηΨ(0)−1 and terms of the form X2X1Ψ(0)−1 with X1, X2 ∈ D ∪ {1}.
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There is a similar expansion for each of r2VΨ
(i)
−1, but involving also the Ψ
(i′)
−1 with i
′ < i. These
together give
F (1)(k, 5/3, τ,LξΨ−1) . F (1)(k, 2, τ,LξΨ−1) . F (1)(k + 1, 0, τ,Ψ−1). (3.39)
Therefore, for all p ∈ [0, 5/3],
F (1)(k − 2− 5, p, τ,LξΨ−1)
. τ−5/3+pF (1)(k − 5, 5/3, τ/2,LξΨ−1)
. τ−5/3+pF (1)(k − 4, 0, τ/2,Ψ−1)
. τ−10/3+pF (1)(k − 2, 5/3, τ/4,Ψ−1). (3.40)
We can then use this to estimate the last term in (3.26) for p = 2 by τ
−4/3+δ
1 F
(1)(k+k′, 5/3, τ1/4,Ψ−1)
for some k′ > 0. One thus concludes that for any p ∈ [0, 2],
F (1)(k, p, τ2,Ψ−1) +
∫ τ2
τ1
F (1)(k − 1, p− 1, τ,Ψ−1)dτ . F (1)(k + k′, p, τ1,Ψ−1), (3.41)
and
F (1)(k, p, τ,LjξΨ−1) . τ−2+p−2jF (1)(k + k′(j), 2, τ/2,Ψ−1), (3.42)
where the proof for general j cases is the same as the one of spin +1 component.
The rp estimate (3.25) for the set Q2 implies for p ∈ (0, 2),
F (2)(k, p, τ2,Ψ−1) +
∫ τ2
τ1
F (2)(k − 1, p− 1, τ,Ψ−1)dτ . F (2)(k, p, τ1,Ψ−1). (3.43)
An application of [3, Lemma 5.2] then gives for any p ∈ [1, 5/3],
F (2)(k − 1, p, τ,Ψ−1) . τ−5/3+pF (2)(k, 5/3, τ0,Ψ−1). (3.44)
We go back to the estimate (3.25) with p = 1, j = 2, τ1 = τ and τ2 = 2τ , then an application of the
mean-value principle suggests that there exists a τ ′ ∈ [τ, 2τ ] such that∑
i=0,1,2
‖Ψ(i)−1‖2Wk−2−l(i)−2 (Στ′ ) . τ
−1F (2)(k, 1, τ,Ψ−1) . τ−5/3F (2)(k + 1, 5/3, τ0,Ψ−1). (3.45)
From the definitions of Ψ
(i)
−1 in (1.24b), one has for any τ ≥ τ0,∑
i=0,1
(
‖rVΨ(i)−1‖2Wk−30 (Στ ) + ‖Ψ
(i)
−1‖2Wk−2−2 (Στ )
)
∼
∑
i=0,1,2
‖Ψ(i)−1‖2Wk−2−l(i)−2 (Στ ). (3.46)
The estimate (3.42) hence implies that for any p ∈ [0, 2],
F (1)(k, p, τ,LjξΨ−1) . τ−11/3+p−2jF (2)(k + k′(j), 5/3, τ/2,Ψ−1)
. τ−11/3+p−2jF (2)(k + k′(j), 5/3, τ0,Ψ−1). (3.47)
Similarly, we can obtain better energy decay for Lξ derivative. One achieves
F (2)(k − 3j, 5/3, τ,LξΨ−1) . F (2)(k + 1− 3j, 0, τ,Ψ−1). (3.48)
Therefore, for all p ∈ [1, 5/3],
F (2)(k − 2− ω(p)− 3, p, τ,LξΨ−1)
. τ−5/3+pF (2)(k − 5, 5/3, τ/2,LξΨ−1)
. τ−5/3+pF (2)(k − 4, 0, τ/2,Ψ−1)
. τ−10/3+pF (2)(k − 2, 5/3, τ/4,Ψ−1) . τ−10/3+pF (2)(k − 2, 5/3, τ0,Ψ−1). (3.49)
This implies there exists a constant k′ > 0 such that∫ τ2
τ1
τ1+δ
( ∑
i=0,1,2
‖LξΨ(i)−1‖2Wk−2(Στ ) + ‖Ψ
(1)
−1‖2Wk−2(Στ ) + ‖Ψ
(0)
−1‖2Wk−2(Στ )
)
dτ
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. τ−4/3+δ1 F
(2)(k + k′, 5/3, τ1/2,Ψ−1). (3.50)
Thus, together with the estimate (3.43) for p ∈ (0, 2), we have for p ∈ (0, 2] that
F (2)(k, p, τ2,Ψ−1) +
∫ τ2
τ1
F (2)(k − 1, p− 1, τ,Ψ−1)dτ . F (2)(k + k′, p, τ1,Ψ−1). (3.51)
This estimate also holds for p = 0 from the estimate (3.54) with p = 2 and the relation that
F (1)(k, 2, τ,Ψ−1) ∼ F (2)(k, 0, τ,Ψ−1). (3.52)
Following the same argument above, one has
F (1)(k, 2, τ,Ψ−1) . F (2)(k, 0, τ,Ψ−1) . τ−2F (2)(k + k′, 2, τ2,Ψ−1). (3.53)
The rp estimates in Proposition 3.11 for the set Q1 then implies
F (1)(k, p, τ2,Ψ−1) +
∫ τ2
τ1
F (1)(k − 1, p− 1, τ,Ψ−1)dτ . F (1)(k, p, τ1,Ψ−1). (3.54)
Combining this estimate with (3.42) then proves the desired estimate (3.36). 
4. Basic energy γ-decay condition implies pointwise decay
In this section, we prove Theorem 1.14 which is to obtain pointwise asymptotics for spin ±1 com-
ponents and the middle component in a subextremal Kerr spacetime (M, gM,a) under the assumption
that the basic energy γ-decay condition with γ ≥ 1, a suitably large k and D±1 = D±1(M,a, k, j)
holds for spin ±1 components. This basic energy γ-decay condition is assumed throughout this
section.
4.1. Decay for spin ±1 components in a subextremal Kerr spacetime. We are ready to
prove weak pointwise decay for spin ±1 components.
Proposition 4.1. There exists a constant k′(j) such that the following estimates hold for spin +1
and −1 components assuming the basic energy γ-decay condition for these two components respec-
tively:
|Ljξψ+1|k−k′,D . (D+1)
1
2 v−1τ−(γ−1)/2−j , (4.1a)
|Ljξψ−1|k−k′,D . (D−1)
1
2 v−1τ−(γ+1)/2−j max{r−1, τ−1}. (4.1b)
In particular, the peeling properties are shown, and we obtain τ−(γ−1)/2 and τ−(γ+3)/2 pointwise
decay for the radiation fields rψ+1 and rψ−1, respectively.
Proof. By the basic energy γ-decay condition, the estimate (2.10) gives
|LjξΨ+1|k−k′,D . (D+1)
1
2 τ−(γ−1)/2−j , (4.2a)
the estimate (2.11) with α = 1/2 gives
|Ljξ(r−1/2Ψ+1)|k−k′,D . (D+1)
1
2 τ−γ/2−j , (4.2b)
and the estimate (2.12) implies
|Ljξψ+1|k−k′,D . (D+1)
1
2 τ−(γ+1)/2−j . (4.2c)
Combining the above three estimates together proves the estimate (4.1a).
The same argument as treating spin +1 component applies to spin −1 component and gives and
any i ∈ {0, 1},
|LjξΨ(i)−1|k−k′,D . (D−1)
1
2 τ−(γ+1)/2−j , (4.3a)
|Ljξ(r−1/2Ψ(i)−1)|k−k′,D . (D−1)
1
2 τ−γ/2−1−j , (4.3b)
|Ljξ(r−1Ψ(i)−1)|k−k′,D . (D−1)
1
2 τ−(γ+3)/2−j . (4.3c)
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One obtains from the above three estimates together that∑
i=0,1
|Ljξψ(i)−1|k−k′,D . (D−1)
1
2 v−1τ−(γ+1)/2−j . (4.4)
Furthermore, the wave equation (3.23a) of Φ
(0)
−1 can be rewritten as
(2˚ð′˚ð+ 2arr2+a2Lη)Ψ−1 = Y Φ
(1)
−1 − (2aLη + a2 sin2 θLξ + 2ia cosθ)LξΨ−1. (4.5)
In the region close to horizon, the estimate (4.1b) follows from (4.4). Consider the region away from
horizon. On the RHS, one can expand Y in terms of r−1rV , Lξ and r−2Lη with O(1) coefficients, and
the remaining terms all have a Lξ derivative, yielding the RHS decays like v−1τ−(γ+1)max{τ−1, r−1}.
The LHS is an elliptic operator on S2, hence these together prove (4.1b). 
4.2. Improved decay for spin ±1 components in slowly rotating Kerr spacetimes. The
pointwise behaviours in Proposition 4.1, however, do not enjoy fast time decay in the interior region
{ρ ≤ τ}, in particular not in finite radius region. We can improve these estimates in the interior
region and obtain better decay results for these components in slowly rotating Kerr spacetimes.
4.2.1. Improved decay of spin −1 component. We start with proving an elliptic-type estimate.
Proposition 4.2. There exists a constant ε0 > 0 such that for all |a|/M ≤ ε0,∫
Στ
(
µ2r2|∂2ρφ(1)−1|2 + r−2 |˚ð′˚ðφ(1)−1|2 + µ|∂ρð˚φ(1)−1|2 + |∂ρφ(1)−1|2
+ µ
(
r4|∂2ρφ(0)−1|2 + |˚ð′˚ðψ(0)−1 |2
)
+ µ2r2|∂ρð˚φ(0)−1|2
)
d3µ
.
∫
Στ
( ∑
i=0,1
(
|Lξ∂ρψ(i)−1|2 + |Lξψ(i)−1|2 + |L2ξψ(i)−1|2 + |LξLηψ(i)−1|2
)
+ r2|Lξ∂ρφ(1)−1|2 +
∑
i=0,1
a2r−2|Lη∂ρψ(i)−1|2
)
d3µ
.
∑
i=0,1
(
‖Lξψ(i)−1‖2W 10 (Στ ) + a
2‖Lη∂ρψ(i)−1‖2W 0−2(Στ )
)
, (4.6)
and for any k ≥ 1, any r′ > r+ and any |a|/M ≤ ε0,∫
Σr′τ
(
µ2r2|∂2ρφ(1)−1|2k−1,D + r−2 |˚ð′˚ðφ(1)−1|2k−1,D + µ|∂ρð˚φ(1)−1|2k−1,D + |∂ρφ(1)−1|2k−1,D
+ µ
(
r4|∂2ρφ(0)−1|2k−1,D + |˚ð′˚ðψ(0)−1 |2k−1,D
)
+ µ2r2|∂ρð˚φ(0)−1|2k−1,D
)
d3µ
.k,r′
∑
i=0,1
(
‖Lξψ(i)−1‖2Wk0 (Στ ) + a
2‖Lη∂ρψ(i)−1‖2Wk−1−2 (Στ )
)
. (4.7)
Proof. Let
K = Lξ + a(r2 + a2)−1Lη. (4.8a)
Let H = 2µ−1+∂rh(r) with h(r) being the function introduced in Section 1.1, then one can express
Y and Vˆ as
Y = − ∂ρ + (2µ−1 −H)Lξ, Vˆ = ∂ρ +HK + a(2µ−1 −H)(r2 + a2)−1Lη. (4.8b)
By the choice of the hyperboloidal coordinates, there exist positive constants c0 and c1 such that
lim
r→∞
r2H = c0, and |H − 2µ−1 − c1| . µ as r → r+. (4.9)
Defining further H˜ = 2µ−1 −H = −∂rh(r), one can expand −(r2 + a2)Y V ϕ as
− (r2 + a2)Y V ϕ
= − (r2 + a2)(−∂ρ + H˜Lξ)
(
µ
(
∂ρ +HK + H˜
a
r2 + a2
Lη
)
ϕ
)
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= (r2 + a2)∂ρ(µ∂ρϕ)− µ(r2 + a2)H˜Lξ∂ρϕ+ (r2 + a2)∂ρ(µH)Lξϕ
+ (r2 + a2)∂ρ
( aµH
r2 + a2
)
Lηϕ+ µH(r2 + a2)Lξ∂ρϕ+ aµHLη∂ρϕ
− µ(r2 + a2)HH˜LξKϕ+ aµH˜Lη∂ρϕ+ (r2 + a2)∂ρ
( aµH˜
r2 + a2
)
Lηϕ
− aµH˜2LξLηϕ
= (r2 + a2)∂ρ(µ∂ρϕ)− µ(r2 + a2)H˜Lξ∂ρϕ+ (r2 + a2)∂ρ(µH)Lξϕ
+ µH(r2 + a2)Lξ∂ρϕ− µ(r2 + a2)HH˜LξKϕ− aµH˜2LξLηϕ
+ (r2 + a2)∂ρ(2a(r
2 + a2)−1)Lηϕ+ 2aLη∂ρϕ
= (r2 + a2)∂ρ(µ∂ρϕ) + 2(r
2 + a2)(µH − 1)Lξ∂ρϕ+ (r2 + a2)H(µH − 2)L2ξϕ
+ 2aµ−1(µH − 2)LξLηϕ++(r2 + a2)∂ρ(µH)Lξϕ
− 4ar
r2 + a2
Lηϕ+ 2aLη∂ρϕ. (4.10)
The field equations (3.23a) and (3.23b) for Φ
(i)
−1 (i = 0, 1) become
2˚ð′˚ðΦ(0)−1 + (r
2 + a2)∂ρ(µ∂ρ)Φ
(0)
−1 +
a2∆
(r2+a2)2Φ
(0)
−1
− 4arr2+a2LηΦ
(0)
−1 +
2(r3−3Mr2+a2r+a2M)
(r2+a2)2 Φ
(1)
−1
= H(0)(Φ
(0)
−1), (4.11a)
2˚ð′˚ðΦ(1)−1 + (r
2 + a2)∂ρ(µ∂ρ)Φ
(1)
−1 +
a2∆
(r2+a2)2Φ
(1)
−1
− 2a2(r3−3Mr2+a2r+a2M)(r2+a2)2 Φ
(0)
−1 +
2a(r2−a2)
r2+a2 LηΦ
(0)
−1
= H(1)(Φ
(1)
−1), (4.11b)
where for i ∈ {0, 1},
H(i)(Φ
(i)
−1) = − 2a(1 + µ−1(µH − 2))LξLηΦ(i)−1 − 2(r2 + a2)(µH − 1)Lξ∂ρΦ(i)−1
− ((r2 + a2)H(µH − 2) + a2 sin2 θ)L2ξΦ(i)−1
− (2ia cos θ + (r2 + a2)∂r(µH))LξΦ(i)−1
− 2a(r2 + a2) 12Lη((r2 + a2)− 12 ∂ρΦ(i)−1). (4.12)
Equation (4.11a) can further be written as
2˚ð′˚ðΦ(0)−1 + µ∂ρ((r
2 + a2)∂ρ)Φ
(0)
−1 +
a2µ
r2+a2Φ
(0)
−1 = H˜
(0)(Φ
(0)
−1), (4.13)
where
H˜(0)(Φ
(0)
−1) = − 2a(1 + µ−1(µH − 2))LξLηΦ(0)−1 − 2(r2 + a2)(µH − 1)Lξ∂ρΦ(0)−1
− ((r2 + a2)H(µH − 2) + a2 sin2 θ)L2ξΦ(0)−1
− (2ia cos θ + µ∂ρ((r2 + a2)H))LξΦ(0)−1
− 2aµ(r2 + a2) 12Lη∂ρ
(
(r2 + a2)−
1
2µ−1Φ(0)−1
)
. (4.14)
Multiplying (4.13) and (4.11b) by −µ−1(r2 + a2)−1Φ(0)−1 and −(r2 + a2)−2Φ(1)−1 respectively, taking
the real part, integrating over Στ and using integration by parts, we arrive at∫
Στ
(
2µ−1(r2 + a2)−1 |˚ðΦ(0)−1|2 − ∂ρ
(
∂ρΦ
(0)
−1Φ
(0)
−1
)
− 2rr2+a2ℜ
(
∂ρΦ
(0)
−1Φ
(0)
−1
)
+ |∂ρΦ(0)−1|2 − a
2
(r2+a2)2 |Φ
(0)
−1|2
)
d3µ
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=∫
Στ
−µ−1(r2 + a2)−1ℜ(Φ(0)−1H˜(0)(Φ(0)−1))d3µ, (4.15a)∫
Στ
(
2(r2 + a2)−2 |˚ðΦ(1)−1|2 − ∂ρ
(
µ(r2 + a2)−1∂ρΦ
(1)
−1Φ
(1)
−1
)
− 2rµ(r2+a2)2ℜ
(
∂ρΦ
(1)
−1Φ
(1)
−1
)
+ µ(r2 + a2)−1|∂ρΦ(1)−1|2 − a
2∆
(r2+a2)4 |Φ
(1)
−1|2
+ 2a
2(r3−3Mr2+a2r+a2M)
(r2+a2)4 ℜ
(
Φ
(1)
−1Φ
(0)
−1
)− 2a(r2−a2)(r2+a2)3 Φ(1)−1LηΦ(0)−1)d3µ
=
∫
Στ
−(r2 + a2)−2ℜ(Φ(1)−1H(1)(Φ(1)−1))d3µ. (4.15b)
The integral of the total ∂ρ-derivative terms vanish from Proposition 4.1, and from Proposition 2.7,
the LHS of (4.15a) is thus larger than or equal to
1
4
∫
Στ
(
µ−1(r2 + a2)−1 |˚ðΦ(0)−1|2 + |∂ρΦ(0)−1|2
)
d3µ, (4.16)
which then implies ∫
Στ
(
2µ−1(r2 + a2)−1 |˚ðΦ(0)−1|2 + 2|∂ρΦ(0)−1|2
)
d3µ
≤
∫
Στ
−8µ−1(r2 + a2)−1ℜ(Φ(0)−1H˜(0)(Φ(0)−1))d3µ. (4.17)
By adding the estimate (4.17) to (4.15b) and applying Cauchy-Schwarz to the third line of (4.15b),
we arrive at∫
Στ
(
µ−1(r2 + a2)−1 |˚ðΦ(0)−1|2 + |∂ρΦ(0)−1|2 + 18 (r2 + a2)−2 |˚ðΦ
(1)
−1|2 + 18µ(r2 + a2)−1|∂ρΦ
(1)
−1|2
)
d3µ
≤
∫
Στ
ℜ
(
− 8µ−1(r2 + a2)−1Φ(0)−1H˜(0)(Φ(0)−1)− (r2 + a2)−2Φ(1)−1H(1)(Φ(1)−1)
)
d3µ
, G1. (4.18)
Moving the second line of (4.11b) to the RHS, taking a square of each side of equations (4.13) and
(4.11b), multiplying by µ−1(r2+a2)−1 and (r2+a2)−2 respectively, taking the real part, integrating
over Στ and applying Cauchy-Schwarz inequality to the integral terms of H˜
(0)(Φ
(0)
−1) and H
(1)(Φ
(1)
−1),
one arrives at ∫
Στ
(
4µ−1(r2 + a2)−1 |˚ð′˚ðΦ(0)−1|2 + µ(r2 + a2)−1|∂ρ((r2 + a2)∂ρ)Φ(0)−1|2
+ 4(r2 + a2)−1ℜ(∂ρ((r2 + a2)∂ρΦ(0)−1)˚ð′˚ðΦ(0)−1))d3µ
.
∫
Στ
µ−1r−2|H˜(0)(Φ(0)−1)|2d3µ
, G2, (4.19a)∫
Στ
(
4(r2 + a2)−2 |˚ð′˚ðΦ(1)−1|2 + |∂ρ(µ∂ρ)Φ(1)−1|2
+ 4(r2 + a2)−1ℜ(∂ρ(µ∂ρΦ(1)−1)˚ð′˚ðΦ(1)−1))d3µ
.
∫
Στ
(
r−4|H(1)(Φ(1)−1)|2 + a2r−6|Φ(0)−1|2 + a2r−4|LηΦ(0)−1|2
)
d3µ
, G3. (4.19b)
For the third term in each subequation, we integrate by parts and find∫
Στ
4(r2 + a2)−1ℜ
(
∂ρ
(
(r2 + a2)∂ρΦ
(0)
−1
)˚
ð′˚ðΦ(0)−1
)
d3µ
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=∫
Στ
ℜ
(
− ∂ρ
(
4∂ρð˚Φ
(0)
−1ð˚Φ
(0)
−1
)
− 8r(r2 + a2)−1∂ρΦ(0)−1ð˚′˚ðΦ(0)−1 + 4|˚ð∂ρΦ(0)−1|2
)
d3µ, (4.20a)∫
Στ
4(r2 + a2)−1ℜ
(
∂ρ
(
µ∂ρΦ
(1)
−1
)˚
ð′˚ðΦ(1)−1
)
d3µ
=
∫
Στ
ℜ
(
− ∂ρ
(
4(r2 + a2)−1µ∂ρð˚Φ
(1)
−1ð˚Φ
(1)
−1
)
− 8r(r2 + a2)−2µ∂ρΦ(1)−1ð˚′˚ðΦ(1)−1
+ 4(r2 + a2)−1µ|˚ð∂ρΦ(1)−1|2
)
d3µ. (4.20b)
From point 1 of Proposition 2.7,
∫
Στ
4|˚ð∂ρΦ(0)−1|2d3µ ≥
∫
Στ
4|∂ρΦ(0)−1|2d3µ, hence the estimates (4.19)
and (4.20) together imply∫
Στ
r−2
(
4(µ−1 − 1)|˚ð′˚ðΦ(0)−1|2 + µ|∂ρ((r2 + a2)∂ρΦ(0)−1)|2
)
d3µ . G2, (4.21a)∫
Στ
(
4(r2 + a2)−2(1− µ)|˚ð′˚ðΦ(1)−1|2 + |∂ρ(µ∂ρΦ(1)−1)|2
)
d3µ . G3. (4.21b)
Applying Cauchy-Schwarz to the second line of each subequation of (4.19) and taking into account
of the estimates (4.21), these yield∫
Στ
(
µ−1r−2 |˚ð′˚ðΦ(0)−1|2 + µr−2|∂ρ(r2∂ρΦ(0)−1)|2 + |˚ð∂ρΦ(0)−1|2
)
d3µ . G2, (4.22a)∫
Στ
(
r−4 |˚ð′˚ðΦ(1)−1|2 + |∂ρ(µ∂ρΦ(1)−1)|2 + r−2µ|˚ð∂ρΦ(1)−1|2
)
d3µ . G3. (4.22b)
Expand the second term on the LHS of (4.22b)
|∂ρ(µ∂ρ)Φ(1)−1|2 = µ2|∂2ρΦ(1)−1|2 + 2µ∂ρµℜ
(
∂ρΦ
(1)
−1∂
2
ρΦ
(1)
−1
)
+ |∂ρµ|2|∂ρΦ(1)−1|2
= µ2|∂2ρΦ(1)−1|2 + |∂ρµ|2|∂ρΦ(1)−1|2 − ∂ρ(µ∂ρµ)|∂ρΦ(1)−1|2
+ ∂ρ(µ∂ρµ|∂ρΦ(1)−1|2). (4.23)
The integral for the last term vanishes, hence,∫
Στ
µ2|∂2ρΦ(1)−1|2d3µ =
∫
Στ
(
|∂ρ(µ∂ρΦ(1)−1)|2 + µ∂2ρµ|∂ρΦ(1)−1|2
)
d3µ. (4.24)
Since ∂2ρµ < 0, we then have from (4.22b) that∫
Στ
(
µ2|∂2ρΦ(1)−1|2 + r−4 |˚ð′˚ðΦ(1)−1|2 + r−2µ|˚ð∂ρΦ(1)−1|2 + r−2|∂ρΦ(1)−1|2
)
d3µ . G3. (4.25)
The estimate (4.22a) also leads to∫
Στ
(
µr2|∂2ρΦ(0)−1|2 + µ−1r−2 |˚ð′˚ðΦ(0)−1|2 + |˚ð∂ρΦ(0)−1|2
)
d3µ . G2. (4.26)
The integrals of a2(r−4|LηΦ(0)−1|2 + r−6|Φ(0)−1|2) in G3 can be bounded by the LHS of the estimate
(4.18), thus we get∫
Στ
(
µ2|∂2ρΦ(1)−1|2 + |∂ρ(µ∂ρΦ(1)−1)|2 + r−4 |˚ð′˚ðΦ(1)−1|2 + µr−2|∂ρð˚Φ(1)−1|2
+ µ(r2 + a2)|∂2ρΦ(0)−1|2 + µ−1r−2 |˚ð′˚ðΦ(0)−1|2 + |˚ð∂ρΦ(0)−1|2
)
d3µ
.
∫
Στ
(
µ−1r−2|H˜(0)(Φ(0)−1)|2 + r−4|H(1)(Φ(1)−1)|2
)
d3µ, (4.27)
where Cauchy-Schwarz inequality is applied to bound the term G1. One can estimate the integrals
of H˜(0)(Φ
(0)
−1) and H
(1)(Φ
(1)
−1) using the expressions (4.14) and (4.12), and it holds from (4.8b) that
r2|Lξ∂ρΦ(0)−1|2 . r−2
(
|LξΦ(1)−1|2 + |L2ξΨ(0)−1|2 + a2|LξLηΨ(0)−1|2
)
. (4.28)
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Near horizon, it is manifest from (4.28) and (4.9) that
µ−1|2(r2 + a2)(µH − 1)Lξ∂ρΦ(0)−1 + µ∂ρ((r2 + a2)H)LξΦ(0)−1|2
= µ−1|µLξ∂ρ((r2 + a2)HΦ(0)−1) + (r2 + a2)(µH − 2)Lξ∂ρΦ(0)−1|2
. µ
(
|Lξ∂ρΨ(0)−1|2 + |LξΨ(0)−1|2 + |LξΦ(1)−1|2 + |L2ξΨ(0)−1|2 + a2|LξLηΨ(0)−1|2
)
; (4.29)
hence the RHS of (4.27) is bounded by
C
∫
Στ
(
|Lξ∂ρΦ(1)−1|2 + r−4
(|L2ξΦ(1)−1|2 + a2|LξLηΦ(1)−1|2)+ r−2|LξΦ(1)−1|2
+ µr−2
(|Lξ∂ρΨ(0)−1|2 + |L2ξΨ(0)−1|2 + a2|LξLηΨ(0)−1|2 + |LξΨ(0)−1|2)
+ a2r−4|Lη∂ρΦ(1)−1|2 + a2µ|Lη∂ρψ(0)−1 |2
)
d3µ. (4.30)
We thus conclude∫
Στ
(
µ2|∂2ρΦ(1)−1|2 + r−4 |˚ð′˚ðΦ(1)−1|2 + µr−2|∂ρð˚Φ(1)−1|2 + r−2|∂ρΦ(1)−1|2
+ µr2|∂2ρΦ(0)−1|2 + µ−1r−2 |˚ð′˚ðΦ(0)−1|2 + |˚ð∂ρΦ(0)−1|2
)
d3µ
.
∫
Στ
(
|Lξ∂ρΦ(1)−1|2 + r−2
(|L2ξΦ(1)−1|2 + |LξLηΦ(1)−1|2 + |LξΦ(1)−1|2)
+ µr−2
(|Lξ∂ρΨ(0)−1|2 + |L2ξΨ(0)−1|2 + |LξLηΨ(0)−1|2 + |LξΨ(0)−1|2)
+ a2r−4|Lη∂ρΦ(1)−1|2 + a2µ|Lη∂ρψ(0)−1 |2)
)
d3µ. (4.31)
The RHS is bounded using the Hardy’s inequality (2.7) by∫
Στ
( ∑
i=0,1
(
|Lξ∂ρψ(i)−1|2 + |Lξψ(i)−1|2 + |L2ξψ(i)−1|2 + |LξLηψ(i)−1|2
)
+ r2|Lξ∂ρφ(1)−1|2
+ a2r−2|Lη∂ρφ(1)−1|2 + a2r−4|Lηφ(1)−1|2 + a2µ|Lη∂ρψ(0)−1 |2)
)
d3µ. (4.32)
The first term in the second line can be bounded by∫
Στ
a2
r2
|Lη∂ρφ(1)−1|2d3µ .
∫
Στ
a2
r2
(|Lη∂ρψ(1)−1 |2 + |Lη∂ρψ(0)−1 |2 + |Lηψ(0)−1 |2)d3µ
.
∫
Στ
a2
r2
( ∑
i=0,1
|Lη∂ρψ(i)−1|2 + µ|˚ð′˚ðψ(0)−1 |2
)
d3µ, (4.33)
and by taking |a|/M ≤ ε0 sufficiently small, the integral of a2r−2µ|˚ð′˚ðψ(0)−1 |2 + a2r−4|Lηφ(1)−1|2 over
Στ and the integral of a
2µ|Lη∂ρψ(0)−1 |2 away from horizon are absorbed, hence proving the estimate
(4.6).
It is manifest that the estimate (4.7) holds true if we replace D by X = {Lξ,Lη}. Further, we
commute ð˚ and ð˚′ with equations (4.11), put the resulting commutators into the RHS and obtain
H˜(0)(˚ðΦ
(0)
−1) = ð˚(H˜
(0)(Φ
(0)
−1)) +O(1)˚ðΦ
(0)
−1 +O(1)˚ð
′Φ(0)−1 +O(1)LξΦ(0)−1 +O(1)L2ξΦ(0)−1. (4.34)
The terms H˜(0)(˚ð′Φ(0)−1), H
(1)(˚ðΦ
(0)
−1) and H
(1)(˚ð′Φ(0)−1) have a similar expression. By going through
the above discussions, we obtain similar estimates as (4.27), and the integral on the RHS of these
commutators are bounded by the LHS of (4.6). Hence the estimate (4.7) with D replaced by
X = {Lξ,Lη, ð˚, ð˚′} holds. In the end, we commute r∂ρ with equations (4.11) and use the proven
estimates to obtain a bound over the integrals away from horizon of more ∂ρ derivatives acting on
φ
(1)
−1 and φ
(0)
−1. 
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The estimate (4.7) is a degenerate elliptic estimate because of the presence of the factor µ which
degenerates at H+. This degeneracy can be removed by an application of the red-shift estimates of
spin −1 component. To state the red-shift estimates near horizon, let us define a wave operator
Σ✷˜gϕ ,
{
∂r(∆∂r)− ((r
2+a2)∂t+a∂φ)
2
∆
+ 1sin θ
d
dθ
(
sin θ ddθ
)
+
(
∂φ+is cos θ
sin θ + a sin θ∂t
)2}
ϕ, (4.35)
such that Σ✷˜g is the same as the rescaled scalar wave operator Σ✷g, except for (
∂φ
sin θ + is cot θ +
a sin θ∂t)
2 in place of the operator (
∂φ
sin θ + a sin θ∂t)
2 in the expansion of Σ✷g. We shall also define
a different set of operators H = {Y,Lξ,Lη, ð˚, ð˚′}.
Lemma 4.3. Let s 6= 0, and let ϕ be a spin weight s scalar satisfying
Σ✷˜gϕ = ϑ. (4.36)
Let 1 ≤ k ∈ N. Then there exists an ε0 > 0, two constants r+ < r0(ε0,M) < r1(ε0,M) with |r1−r+|
suitably small, and constants Di ≫ 1 for i = 1, . . . , k − 1 such that for all |a|/M ≤ ε0 and any Ci
with C1 = 1 and Ci/Ci+1 ≥ Di,
c
(
‖ϕ‖2
Wk0 (Σ
≤r0
τ2
)
+ ‖ϕ‖2
Wk0 (Ω
≤r0
τ1,τ2
)
)
≤ ‖ϕ‖2
Wk0 (Σ
≤r1
τ1
)
+ ‖ϕ‖2Wk0 (Ωr0,r1τ1,τ2 ) −
k∑
k1=1
Ck1
∑
|a|=k1−1
∫
Ω
≤r1
τ1,τ2
ℜ(HaϑNHaϕ)d4µ. (4.37)
Here, N = f1(r)Y + f2(r)Lξ is a timelike vector field, with f1(r) and f2(r) being two real smooth
functions and satisfying f1, f2 → 1 as r → r+ and f1 = 0, f2 = 1 for r ≥ r1.
Proof. As is shown in [50, Lemma 3.3], there exists ε0 > 0 and such a vector field N such that it
can be used to achieve the following red-shift estimate for all |a|/M ≤ ε0,
c
(
‖ϕ‖2
W 10 (Σ
≤r0
τ2
)
+ ‖ϕ‖2
W 10 (Ω
≤r0
τ1 ,τ2
)
)
≤ −
∫
Ω
≤r1
τ1,τ2
ℜ(ϑNϕ)d4µ+ C
(
‖ϕ‖2
W 10 (Σ
≤r1
τ1
)
+ ‖ϕ‖2W 10 (Ωr0,r1τ1,τ2 )
)
. (4.38)
This proves k = 1 case. For general k ≥ 1 cases, we use a few commutation relations. The Killing
vectors Lξ and Lη commute with the wave equation. It is easy to prove by induction that for any
n ≥ 0, there exists κn ≥ 0 and smooth functions ca,b(θ, r) where b = (b1, b2, b3) such that
[Σ✷˜g, Y
n]ϕ = κnY
n+1ϕ+
∑
|a|+|b|≤n+1,b3 6=n+1
ca,bS
aLb1ξ Lb2η Y b3ϕ, (4.39)
and for any |d| = n, there exists smooth functions ca,x(θ, r) where x = (x1, x2) such that
[Σ✷˜g, S
d]ϕ =
∑
|a|+|x|≤n+1,|a|6=n+1
ca,xS
aLx1η Lx2ξ ϕ. (4.40)
Assume the estimate (4.37) holds for k = k1, we show it is valid for k = k1 +1. First, Lξ commutes
with the wave equation, hence the estimate (4.37) holds true by replacing ϕ by Lξϕ. Second, by
commuting the wave equation with {˚ð, ð˚′}, the commutator in (4.40) can be controlled by the above
estimates. This requires to add a large multiple of the estimate with k = k1 to bound the error
terms arising from the commutator, and this is why we require Ci/Ci+1 to be suitably large. Finally,
we commute with Y and find the last term in the commutation relation (4.39) is already bounded.
Therefore, this proves the estimate (4.37) for k = k1 + 1 and completes the proof by induction. 
We can now apply this estimate and obtain a red-shift estimate of ∂ρψ
(i)
−1 near horizon.
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Proposition 4.4. There exists an ε0 > 0, two constants r+ < r0(ε,M) < r1(ε,M) with |r1 − r+|
suitably small such that for all |a|/M ≤ ε0 and any k ≥ 1,∑
i=0,1
(
‖∂ρψ(i)−1‖2Wk0 (Σ≤r0τ2 ) + ‖Lξψ
(i)
−1‖2Wk0 (Σ≤r0τ2 ) + ‖∂ρψ
(i)
−1‖2Wk0 (Ω≤r0τ1,τ2)
)
.
∑
i=0,1
(
‖∂ρψ(i)−1‖2Wk0 (Σ≤r1τ1 ) + ‖∂ρψ
(i)
−1‖2Wk0 (Ωr0,r1τ1,τ2 ) + ‖ψ
(i)
−1‖2Wk0 (Ωr0,r1τ1,τ2 )
+ ‖Lξψ(i)−1‖2Wk0 (Σ≤r1τ1 ) + a
2‖Lηψ(i)−1‖2Wk0 (Ωr0,r1τ1,τ2 ) + ‖Lξψ
(i)
−1‖2Wk0 (Ω≤r1τ1,τ2 )
)
. (4.41)
Proof. The equation of ψ(0)−1 is (see [50, Equation (4.26)])
Σ✷˜gψ
(0)
−1 = ϑ(ψ
(0)
−1)
=
(
3
2 − 5a
2M
2r(r2+a2)
)
ψ
(0)
−1 +
(
4(r−M)r−5∆
2r Y + rLξ
)
ψ
(0)
−1
− 4ia cos θLξψ(0)−1 + 5r
(
a2Lξ + aLη
)
ψ
(0)
−1 − 52rφ
(1)
−1. (4.42)
Since Σ✷˜g = Ls+4ias cosθLξ + r4−2Mr3+6a2Mr−a4(r2+a2)2 with Ls as defined in [50, Equation (1.32)], one
has from Remark 2.2 that
̂S s(
√
r2 + a2ϕ) =
√
r2 + a2(Σ✷˜g − 4ias cos θLξ − s)ϕ. (4.43)
Together with (3.23b), this gives an equation of φ
(1)
−1
Σ✷˜gφ
(1)
−1 = ϑ(φ
(1)
−1)
= 2(r
4−Mr3+a2r2+3a2Mr)−(r2+a2)2
(r2+a2)2 φ
(1)
−1 − 4ia cos θLξφ(1)−1
+ 2µa
2(r3−3Mr2+a2r+a2M)
(r2+a2)2 ψ
(0)
−1 − 2µa(r
2−a2)
r2+a2 ∂φψ
(0)
−1 . (4.44)
In particular, we observe that 4(r−M)r−5∆2r Y + rLξ is close to a positive multiple of N near horizon.
We commute Lξ with equations (4.42) and (4.44), apply the estimate (4.37) to the gained equations
and find
−
∑
|a|=k1−1
∫
Ω
≤r1
τ1 ,τ2
ℜ
(
Haϑ(Lξψ(0)−1)NHaLξψ(0)−1
)
d4µ
. a2‖Lξψ(0)−1‖2Wk10 (Ω≤r1τ1,τ2 ) + ‖Lξψ
(0)
−1‖2Wk1−10 (Ω≤r1τ1,τ2 ) + ‖Lξφ
(1)
−1‖2Wk1−10 (Ω≤r1τ1,τ2 ), (4.45a)
−
∑
|a|=k1−1
∫
Ω
≤r1
τ1 ,τ2
ℜ
(
Haϑ(Lξφ(1)−1)NHaLξφ(1)−1
)
d4µ
. (ε+ a2)‖Lξφ(1)−1‖2Wk10 (Ω≤r1τ1,τ2 ) + ε
−1
(
a2‖µLξLηψ(0)−1‖2Wk1−10 (Ω≤r1τ1,τ2 )
+ a2‖µLξψ(0)−1‖2Wk1−10 (Ω≤r1τ1,τ2 ) + ‖Lξφ
(1)
−1‖2Wk1−10 (Ω≤r1τ1,τ2 )
)
. (4.45b)
The terms (ε+a2)‖Lξφ(1)−1‖2Wk10 (Ω≤r0τ1,τ2 ) and a
2‖Lξψ(0)−1‖2Wk10 (Ω≤r0τ1,τ2 ) can be absorbed by the LHS of the
estimate (4.37) of Lξφ(1)−1 and of Lξψ(0)−1 respectively by taking ε and |a|/M ≤ ε0 suitably small. Add
a large multiple of the estimate (4.37) of Lξφ(1)−1 to the one of Lξψ(0)−1 and take Ci/Ci+1 sufficiently
large, then for sufficiently small ε0, the last two terms of (4.45a) and the last three terms of (4.45b)
but with integral region Ω≤r0τ1,τ2 can be absorbed. That is, after making such choice of the parameters,
all the terms on the RHS of (4.45) with integral region Ω≤r0τ1,τ2 are absorbed. In conclusion,
‖Lξψ(0)−1‖2Wk0 (Σ≤r0τ2 ) + ‖Lξφ
(1)
−1‖2Wk0 (Σ≤r0τ2 ) + ‖Lξψ
(0)
−1‖2Wk0 (Ω≤r0τ1,τ2 ) + ‖Lξφ
(1)
−1‖2Wk0 (Ω≤r0τ1,τ2 )
. ‖Lξψ(0)−1‖2Wk0 (Σ≤r1τ1 ) + ‖Lξφ
(1)
−1‖2Wk0 (Σ≤r1τ1 ) + ‖Lξψ
(0)
−1‖2Wk0 (Ωr0,r1τ1,τ2 ) + ‖Lξφ
(1)
−1‖2Wk0 (Ωr0,r1τ1,τ2 ). (4.46)
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From the commutation relation [50, Proposition A.1], the commutator of Y and Σ✷˜g is
[Σ✷˜g,Y]ϕ = Y
(
(r2 + a2)∂r
(
∆
(r2+a2)2
)
Yϕ
)
+ 4arr2+a2LηYϕ− 2a
3
r2+a2Lηϕ
−
(
(r2 + a2)(∂rµ) + a
2(r2 + a2)∂r
(
3r2−10Mr+3a2
(r2+a2)2
))
ϕ, (4.47)
which yields
Σ✷˜g(Yϕ) = ϑ(Yϕ) = Yϑ(ϕ) + [Σ✷˜g,Y]ϕ
= Yϑ(ϕ) + (r2 + a2)2∂r
(
∆
(r2+a2)2
)
Y Yϕ
−
√
r2 + a2∂r
(
(r2 + a2)
3
2 ∂r
(
∆
(r2+a2)2
))
Yϕ+ 4arr2+a2LηYϕ
− 2a3r2+a2Lηϕ− (r2 + a2)
(
∂rµ+ a
2∂r
(
3r2−10Mr+3a2
(r2+a2)2
))
ϕ. (4.48)
One can then derive the explicit forms of the wave equations of Yψ(0)−1 and Yφ(1)−1 and apply the
estimate (4.37). Note that the coefficient (r2 + a2)2∂r
(
∆
(r2+a2)2
)
of the term Y Yϕ is negative near
horizon and we rewrite Y Yϕ in terms of NYϕ and LξYϕ, hence,
−
∑
|a|=k1−1
∫
Ω
≤r1
τ1,τ2
ℜ
(
Haϑ(Yψ(0)−1)NHaYψ(0)−1
)
d4µ
. εk1−1‖Yψ(0)−1‖2Wk10 (Ω≤r1τ1,τ2 ) + ε
−1
k1−1
(
‖Yψ(0)−1‖2Wk1−10 (Ω≤r1τ1,τ2 ) + a
2‖LηYψ(0)−1‖2Wk1−10 (Ω≤r1τ1,τ2 )
+ a2‖Lηψ(0)−1‖2Wk1−10 (Ω≤r1τ1,τ2 ) + ‖ψ
(0)
−1‖2Wk1−10 (Ω≤r1τ1,τ2 ) + ‖Lξψ
(0)
−1‖2Wk10 (Ω≤r1τ1,τ2 )
+ ‖Yφ(1)−1‖2Wk1−10 (Ω≤r1τ1,τ2 ) + ‖φ
(1)
−1‖2Wk1−10 (Ω≤r1τ1,τ2 )
)
, (4.49)
−
∑
|a|=k1−1
∫
Ω
≤r1
τ1,τ2
ℜ
(
Haϑ(Yφ(1)−1)NHaYφ(1)−1
)
d4µ
. εk1−1‖Yφ(1)−1‖2Wk10 (Ω≤r1τ1,τ2) + ε
−1
k1−1
(
‖Yφ(1)−1‖2Wk1−10 (Ω≤r1τ1,τ2 ) + a
2‖LηYφ(1)−1‖2Wk1−10 (Ω≤r1τ1,τ2)
+ a2‖Lηφ(1)−1‖2Wk1−10 (Ω≤r1τ1,τ2 ) + ‖φ
(1)
−1‖2Wk1−10 (Ω≤r1τ1,τ2 ) + ‖Lξφ
(1)
−1‖2Wk10 (Ω≤r1τ1,τ2 )
+ a2
∑
i=0,1
(
‖µYLiηψ(0)−1‖2Wk1−10 (Ω≤r1τ1,τ2 ) + ‖L
i
ηψ
(0)
−1‖2Wk1−10 (Ω≤r1τ1,τ2 )
))
. (4.50)
We choose εk1−1 suitably small such that the terms with εk1−1 coefficient on the RHS of (4.49)
and (4.50) but with integral region Ω≤r0τ1,τ2 are absorbed, and add a large multiple of the estimate
(4.37) of ϕ = Yφ(1)−1 to the corresponding estimate (4.37) of ϕ = Yψ(0)−1 and take |a|/M ≤ ε0 suitably
small such that the first term in the second last line and the terms in the last line of both (4.49)
and (4.50) with integrals over Ω
r+,r0
τ1,τ2 are absorbed. Here, we used again the Hardy’s inequality
(2.6). Furthermore, the terms ε−1k1−1a
2‖LηYψ(0)−1‖2Wk1−10 (Ω≤r0τ1,τ2 ) and ε
−1
k1−1a
2‖LηYφ(1)−1‖2Wk1−10 (Ω≤r0τ1,τ2 )
can also be absorbed by taking |a|/M ≤ ε0 sufficiently small. The remaining terms on the RHS of
the estimates (4.49) and (4.50) with integrals over Ω≤r0τ1,τ2 can then be absorbed by taking Ci/Ci+1
sufficiently large. In conclusion, one arrives at∑
ϕ∈{ψ(0)−1,φ(1)−1}
(
‖Yϕ‖2
Wk0 (Σ
≤r0
τ2
)
+ ‖Yϕ‖2
Wk0 (Ω
≤r0
τ1,τ2
)
)
.
∑
ϕ∈{ψ(0)−1,φ(1)−1}
(
‖Yϕ‖2
Wk0 (Σ
≤r1
τ1
)
+ ‖Yϕ‖2
Wk0 (Ω
r0,r1
τ1,τ2
)
+ ‖ϕ‖2
Wk+10 (Ω
r0,r1
τ1,τ2
)
+ a2‖Lηϕ‖2Wk0 (Ωr0,r1τ1,τ2 ) + ‖Lξϕ‖
2
Wk0 (Ω
≤r1
τ1,τ2
)
)
. (4.51)
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Since ∂ρ is a linear combination of Y and Lξ with O(1) coefficients, the Hardy’s inequality (2.6)
implies that for any τ and any r′ > r+,
‖Yϕ‖2
Wk0 (Σ
≤r′
τ )
+ ‖Lξϕ‖2
Wk0 (Σ
≤r′
τ )
∼ ‖Y ϕ‖2
Wk0 (Σ
≤r′
τ )
+ ‖Lξϕ‖2
Wk0 (Σ
≤r′
τ )
∼ ‖∂ρϕ‖2
Wk0 (Σ
≤r′
τ )
+ ‖Lξϕ‖2
Wk0 (Σ
≤r′
τ )
. (4.52)
The estimate (4.41) then follows from adding the two estimates (4.46) and (4.51) together and
making use of (4.52). 
Proposition 4.5. There exists ε0 > 0 and k′ > 0 such that for any |a|/M ≤ ε0 and any τ ≥ τ0,∑
i=0,1
(
‖∂ρLjξψ(i)−1‖2Wk−k′2−2i (Στ ) + ‖L
j
ξψ
(i)
−1‖2Wk−k′−2i (Στ )
)
. D−1τ−4−γ−2j . (4.53)
Proof. We consider only j = 0 case, the j > 0 cases being analogous. We integrate the estimate
(4.7) on τ ∈ [τ1, τ2] and add C0 multiple of the gained inequality to the estimate (4.41), then by
taking C0 large enough and for sufficiently small |a| ≤ a0, the terms a2C0‖Lη∂ρψ(i)−1‖2Wk−1−2 (Ωτ1,τ2 )
and ‖∂ρψ(i)−1‖2Wk0 (Ωr0,r1τ1,τ2 )+‖ψ
(i)
−1‖2Wk0 (Ωr0,r1τ1,τ2 )+a
2‖Lηψ(i)−1‖2Wk0 (Ωr0,r1τ1,τ2 ) are absorbed. Adding furthermore
the estimate (4.7) on Στ2 in yields∑
i=0,1
(
‖∂ρψ(i)−1‖2Wk0 (Στ2 ) + ‖∂ρψ
(i)
−1‖2Wk0 (Ωτ1,τ2 )
)
.
∑
i=0,1
(
‖∂ρψ(i)−1‖2Wk0 (Στ1 ) + ‖Lξψ
(i)
−1‖2Wk0 (Στ2 ) + ‖Lξψ
(i)
−1‖2Wk0 (Στ1 ) + ‖Lξψ
(i)
−1‖2Wk0 (Ωτ1,τ2 )
)
. (4.54)
Note from (3.37) that ∑
i=0,1
‖Lξψ(i)−1‖2Wk0 (Στ2 ) .
∑
i=0,1
‖Lξψ(i)−1‖2Wk0 (Στ1 ). (4.55)
This implies for fkτ (ψ−1) =
∑
i=0,1
(‖∂ρψ(i)−1‖2Wk0 (Στ ) + ‖Lξψ
(i)
−1‖2Wk0 (Στ )),
fkτ2(ψ−1) +
∫ τ2
τ1
fkτ (ψ−1)dτ . f
k
τ1(ψ−1) +
∑
i=0,1
‖Lξψ(i)−1‖2Wk0 (Ωτ1,τ2 ). (4.56)
For the last term, it is bounded by C(τ2 − τ1)
∑
i=0,1
‖Lξψ(i)−1‖2Wk0 (Στ1 ) from the estimate (4.55) and
this is further bounded by both CD−1(τ2 − τ1)fτ0 and CD−1(τ2 − τ1)τ−4−γ1 , hence an application
of [, Lemma 7.4] gives
fk−k
′
τ (ψ−1) . D−1τ
−4−γ . (4.57)
This estimate combined with (4.7) then yields the estimate (4.53). 
In total, we have from Propositions 4.1 and 4.5 that for i = 0, 1,
|Ljξψ(i)−1|k−k′,D . (D−1)
1
2 v−1riτ−(2+γ)/2−j max{τ−1/2, r−1/2}, (4.58)
and in particular in the exterior region {ρ ≥ τ},
|Ljξψ−1|k−k′,D . (D−1)
1
2 v−1τ−(3+γ)/2−j . (4.59)
In the interior region {ρ ≤ τ}, however, this needs to be improved.
The estimate (1.31b) follows from the following statement.
Proposition 4.6. Let δ > 0 and j ∈ N. Then there exist constants ε0 > 0 and k′ such that for all
|a|/M ≤ ε0 and any τ ≥ τ0, we have spacetime integral decay
‖LjξΨ−1‖Wk−k′
−3+2δ(Dτ,∞)
.δ D−1τ−4+2δ−γ−2j , (4.60)
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and pointwise decay
|Ljξψ−1|k−k′,D .δ (D−1)
1
2 v−1τ−
3−2δ+γ+2j
2 max{r−δ, τ−δ}. (4.61)
Proof. Rewrite the wave equation of Φ(0)−1 as
−Y Φ(1)−1 + 2˚ð′˚ðΨ−1 =
(
− 2aLξLη − a2 sin2 θL2ξ − 2ia cos θLξ + 2arr2+a2Lη
)
Ψ−1. (4.62)
With equation (4.8), this becomes
∂ρΦ
(1)
−1 + SΨ−1 = G(Ψ−1), (4.63)
with S = 2˚ð′˚ð and
G(Ψ−1) =
(
− 2aLξLη − a2 sin2 θL2ξ − 2ia cosθLξ
)
Ψ−1 + (2µ−1 −H)LξΦ(1)−1
+ 2arr2+a2LηΨ−1. (4.64)
Taking a square on both sides, multiplying by f2(r2 + a2)−3/2 with real smooth function f = f(r),
and integrating over Στ , one finds∫
Στ
f2(r2 + a2)−
3
2 |G(Ψ−1)|2
=
∫
Στ
f2(r2 + a2)−
3
2
(
|∂ρΦ(1)−1|2 + |SΨ−1|2 + 2ℜ
(
∂ρΦ
(1)
−1SΨ−1
))
. (4.65)
Note that we compress the volume element d3µ in the integral over Στ throughout this proof for
simplicity. Define S
1
2 =
√
2˚ð. The third term on the RHS is∫
Στ
ℜ
(
∂ρ(2f
2(r2 + a2)−
3
2Φ
(1)
−1SΨ−1)− ∂ρ(2f2(r2 + a2)−
3
2µ−1)Φ(1)−1SΦ
(0)
−1
− 2f2(r2 + a2)− 32µ−1Φ(1)−1∂ρSΦ(0)−1
)
, (4.66)
and this gives∫
Στ
f2(r2 + a2)−
3
2 |G(Ψ−1)|2
=
∫
Στ
f2(r2 + a2)−
3
2
(
|∂ρΦ(1)−1|2 + |SΨ−1|2 + 2(r2 + a2)−1µ−1|S
1
2Φ
(1)
−1|2
)
− ∂ρ(2f2(r2 + a2)− 32µ−1)ℜ
(
Φ
(1)
−1SΦ
(0)
−1
)
+ ∂ρ
(
2f2(r2 + a2)−
3
2ℜ(Φ(1)−1SΨ−1))
− 2f2(r2 + a2)− 32µ−1ℜ
(
S
1
2Φ
(1)
−1(µHLξS
1
2Ψ−1 + 2a(r2 + a2)−1LηS 12Ψ−1)
)
. (4.67)
The second line on the RHS is∫
Στ
(
6f2µ−1r(r2 + a2)−
5
2 − 2∂ρ(µ−1f2)(r2 + a2)− 32
)
ℜ
(
SΦ
(0)
−1Φ
(1)
−1
)
, (4.68)
and the first term on the RHS equals∫
Στ
f2(r2 + a2)−
3
2
∣∣∣(r2 + a2)∂ρ((r2 + a2)−1Φ(1)−1)+ 2r(r2 + a2)−1Φ(1)−1∣∣∣2
=
∫
Στ
f2(r2 + a2)
1
2 |∂ρ((r2 + a2)−1Φ(1)−1)|2 + 4f2r2(r2 + a2)−
7
2 |Φ(1)−1|2
− ∂ρ(2f2r(r2 + a2)− 12 )(r2 + a2)−2|Φ(1)−1|2 + ∂ρ
(
2f2r(r2 + a2)−
5
2 |Φ(1)−1|2
)
. (4.69)
Therefore, the first two lines on the RHS of (4.67) are equal to∫
Στ
f2
(r2+a2)
3
2
(
|SΨ−1|2 + 2µ(r2+a2) |S
1
2Φ
(1)
−1|2 + 4r
2
(r2+a2)2 |Φ
(1)
−1|2
)
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+
(
6f2µ−1r(r2 + a2)−
5
2 − 2∂ρ(µ−1f2)(r2 + a2)− 32
)
ℜ
(
SΦ
(0)
−1Φ
(1)
−1
)
− ∂ρ
(
2rf2√
r2+a2
) |Φ(1)−1|2
(r2+a2)2 + f
2(r2 + a2)
1
2
∣∣∣∂ρ( Φ(1)−1r2+a2)∣∣∣2 + ∂ρ( 2f2r|Φ(1)−1|2(r2+a2)5/2 ). (4.70)
In addition,∫
Στ
f2
µ(r2+a2)1/2
|∂ρS 12Φ(0)−1|2
=
∫
Στ
f2
µ(r2+a2)1/2
|∂ρ(rµ)r−1S 12Ψ−1 + rµ∂ρ(r−1S 12Ψ−1)|2
=
∫
Στ
f2
µ(r2+a2)1/2
(∂ρ(rµ))
2r−2|S 12Ψ−1|2 + f
2
µ(r2+a2)1/2
r2µ2|∂ρ(r−1S 12Ψ−1)|2
− ∂ρ
(
f2r∂ρ(rµ)
(r2+a2)1/2
)
r−2|S 12Ψ−1|2 + ∂ρ
(
rf2∂ρ(rµ)
(r2+a2)1/2
r−2|S 12Ψ−1|2
)
. (4.71)
Together with the expression
Φ
(1)
−1 = (r
2 + a2)∂ρΦ
(0)
−1 + (r
2 + a2)(HLξ + 2aµ−1(r2 + a2)−1Lη)Φ(0)−1, (4.72)
we obtain∫
Στ
h2
µ(r2+a2)5/2
|S 12Φ(1)−1|2
=
∫
Στ
h2
µ(r2+a2)1/2
|∂ρS 12Φ(0)−1|2 − h
2
µ(r2+a2)1/2
|(µHLξ + 2a(r2 + a2)−1Lη)S 12Ψ−1|2
+ 2h
2
µ(r2+a2)3/2
ℜ(S 12Φ(1)−1(µHLξ + 2a(r2 + a2)−1Lη)S 12Ψ−1). (4.73)
Choose f2 = µ(r2 + a2)2δ and note that∫
Στ
(r2 + a2)−
1
2+2δ|∂ρS 12Φ(0)−1|2
=
∫
Στ
(r2 + a2)−
1
2+2δ|∂ρ(r1−2δµ)r−1+2δS 12Ψ−1 + r1−2δµ∂ρ(r−1+2δS 12Ψ−1)|2
=
∫
Στ
(r2 + a2)−
1
2+2δ(∂ρ(r
1−2δµ))2r−2+4δ |S 12Ψ−1|2
+ µ
2
(r2+a2)1/2−2δ
r2−4δ|∂ρ(r−1+2δS 12Ψ−1)|2
− ∂ρ
(
µr1−2δ∂ρ(µr
1−2δ)
(r2+a2)1/2−2δ
)
r−2+4δ |S 12Ψ−1|2 + ∂ρ
(
µr−1+2δ∂ρ(r
1−2δµ)
(r2+a2)1/2−2δ
|S 12Ψ−1|2
)
. (4.74)
Since the third line on the RHS of (4.67) is identically zero, equations (4.70), (4.73) and (4.74) yield
the RHS of (4.67) equals the sum of∫
Στ
µ(r2 + a2)
1
2+2δ
∣∣∣∂ρ( Φ(1)−1r2+a2)∣∣∣2 + 1(r2+a2)1/2−2δ r2−4δµ2|∂ρ(r−1+2δS 12Ψ−1)|2
+ ∂ρ
(
2µr|Φ(1)−1|2
(r2+a2)5/2−2δ
)
+ ∂ρ
(
r−1+2δµ∂ρ(r
1−2δµ)
(r2+a2)1/2−2δ
|S 12Ψ−1|2
)
− 1
(r2+a2)1/2−2δ
|(µHLξ + 2a(r2 + a2)−1Lη)S 12Ψ−1|2 (4.75)
and ∫
Στ
µ
(r2+a2)
3
2
−2δ
|SΨ−1 + 2rr2+a2Φ
(1)
−1|2 − ∂ρ
(
2rµ
(r2+a2)1/2−2δ
) |Φ(1)−1|2
(r2+a2)2
+ 1
(r2+a2)5/2−2δ
|S 12Φ(1)−1|2 + (2−8δ)µr(r2+a2)5/2−2δℜ
(
SΨ−1Φ
(1)
−1
)
+
(
(r2 + a2)−
1
2+2δ(∂ρ(r
1−2δµ))2 − ∂ρ
(
µr1−2δ∂ρ(µr
1−2δ)
(r2+a2)1/2−2δ
))
r−2+4δ|S 12Ψ−1|2
≥
∫
Στ
µ
(r2+a2)
3
2
−2δ
|SΨ−1 + 2rr2+a2Φ
(1)
−1|2 + (r
2+a2)2−(1−4δ)r2∆
(r2+a2)9/2−2δ
(|S 12Φ(1)−1|2 − 2|Φ(1)−1|2)
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+ µ(1−4δ)
(r2+a2)7/2−2δ
|rS 12Φ(1)−1 − (r2 + a2)S
1
2Ψ−1|2
+ 8a
2Mr
(r2+a2)9/2−2δ
|Φ(1)−1|2 + 4δµ(1− µ+ µδ)(r2 + a2)−
3
2+2δ|S 12Ψ−1|2
− Ca2
(r2+a2)5/2−2δ
|S 12Ψ−1|2. (4.76)
An application of Hardy’s inequality (2.6) implies that the second last term in (4.76) and the second
term in (4.75) together bound over cδ
∫
Στ
r−3+4δ|S 12Ψ−1|2, hence for sufficiently small |a|/M ≤ ε0,
the last term of (4.76) is absorbed. The total derivative terms vanish identically in view of the
asymptotics, therefore, the RHS of (4.67) is larger than∫
Στ
cδ
(
µr−5+4δ(r2|SΨ−1|2 + r2|∂ρΦ(1)−1|2 + |S
1
2Φ
(1)
−1|2) + µ2r−1+4δ|∂ρS
1
2Ψ−1|2
+ r−5+4δ(|S 12Φ(1)−1|2 − 2|Φ(1)−1|2 + r2|S
1
2Ψ−1|2)
)
+ 8a
2Mr
(r2+a2)9/2−2δ
|Φ(1)−1|2 − 1(r2+a2)1/2−2δ |(µHLξ + 2a(r2 + a2)−1Lη)S
1
2Ψ−1|2. (4.77)
By taking |a|/M ≤ ε0 sufficiently small, the 2arr2+a2LηΨ−1 part in the integral of G(Ψ−1) of the LHS
of (4.67) can be absorbed. In conclusion, we arrive at an estimate∫
Στ
(
µ(r2 + a2)−
3
2+2δ|G(Ψ−1)− 2arr2+a2LηΨ−1|2 + 1(r2+a2)1/2−2δ |(µHLξ + 2a(r2 + a2)−1Lη)S
1
2Ψ−1|2
)
d3µ
= EΣτ (Ψ−1)
&δ
∫
Στ
r−3+4δ
(
µ2|r∂ρS 12Ψ−1|2 + µ(|˚ðS 12Ψ−1|2 + |˚ðS 12Ψ−1|2)
)
. (4.78)
Moreover, the LHS is further bounded by
LHS of (4.78) . a2‖LηS 12Ψ−1‖2W 0
−5+4δ(Στ )
+ ‖LξΨ−1‖2W 1
−3+4δ(Στ )
+ ‖LξΦ(1)−1‖2W 0
−3+4δ(Στ )
(4.79)
From the estimate (4.53), the integral of |LηS 12Ψ−1|2 has τ−4−γ decay while all the other terms
on the LHS of (4.78) have decay τ−5+4δ−γ . To get around this problem, we shall use a red-shift
estimate of ψ−1 to bound it. The governing equation (1.16) of ψ−1 is(
∂r(∆∂r)− ((r
2+a2)Lξ+aLη)2
∆ + a
2 sin2 θL2ξ + 2aLξLη + 2˚ð′˚ð
)
ψ−1
= 2(r −M)Y ψ−1 − (2r + 2ia cos θ)Lξψ−1 − 2ψ−1. (4.80)
Commuting with ð˚ gives(
∂r(∆∂r)− ((r
2+a2)Lξ+aLη)2
∆ + a
2 sin2 θL2ξ + 2aLξLη + 2˚ð′˚ð
)˚
ðψ−1
= (2(r −M)Y − (2r + 2ia cos θ)Lξ + (4s+ 2))˚ðψ−1
+ 2−
1
2 (∂θ(a
2 sin2 θ)L2ξ − 2ia∂θ(cos θ)Lξ)ψ−1. (4.81)
Note that ð˚ψ−1 has spin weight 0, and the operator on the LHS is the same as the expansion of
Σ✷ when acting on spin 0 scalars. One can thus follow [50, Lemma 3.3], apply the same multiplier,
and conclude that there exist constants ε0 > 0, r+ < r0 < r1 and a timelike vector field N =
f1(r)Y + f2(r)Lξ with f1, f2 → 1 as r → r+ such that for all |a|/M ≤ ε0, any k′ ∈ Z+ and
τ2 > τ1 ≥ τ0,
‖˚ðψ−1‖2
Wk
′
0 (Σ
≤r0
τ2
)
+ ‖˚ðψ−1‖2
Wk
′
0 (Ω
≤r0
τ1,τ2
)
. ‖˚ðψ−1‖2Wk′0 (Σ≤r1τ2 ) + ‖˚ðψ−1‖
2
Wk
′
0 (Ω
r0,r1
τ1,τ2
)
+ ‖Lξψ−1‖2Wk′0 (Ω≤r1τ1,τ2 ) + ‖˚ðψ−1‖
2
Wk
′−1
0 (Ω
≤r1
τ1,τ2
)
. (4.82)
We add to this inequality with k′ = 1 the estimate (4.78) with both τ = τ1 and τ = τ2 and a large
multiple of the integral of the estimate (4.78) for τ ∈ [τ1, τ2] and utilize the bound (4.79), then for
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sufficiently small |a|/M ≤ ε0, the terms ‖˚ðψ−1‖2W 10 (Ωr0,r1τ1,τ2 ) and ‖˚ðψ−1‖
2
W 00 (Ω
≤r1
τ1,τ2
)
in (4.82) and the
integral of a2‖LηS 12Ψ−1‖2W 0
−5+4δ(Στ )
are thus all absorbed, leading to
hτ2 +
∫ τ2
τ1
hτdτ .δ hτ1 +
(
‖LξΨ−1‖2W 1
−3+4δ(Στ1 )
+ ‖LξΦ(1)−1‖2W 0
−3+4δ(Στ1 )
)
+
(
‖LξΨ−1‖2W 1
−3+4δ(Ωτ1,τ2 )
+ ‖LξΦ(1)−1‖2W 0
−3+4δ(Ωτ1,τ2)
)
, (4.83)
where
hτ = EΣτ (Ψ−1) + ‖LξS
1
2Ψ−1‖2W 0
−3+4δ(Στ )
+ ‖˚ðΨ−1‖2W 1
−3+4δ(Στ )
& ‖˚ðΨ−1‖2W 1
−3+4δ(Στ )
+ ‖µ∂ρΦ(1)−1‖2W 1
−5+4δ(Στ )
+ ‖µS 12Φ(1)−1‖2W 1
−5+4δ(Στ )
. (4.84)
From equation (4.63), one can freely add ‖∂ρΦ(1)−1‖2W 1
−5+4δ(Στ )
+‖LξΦ(1)−1‖2W 1
−3+4δ(Στ )
to the expression
of hτ such that the estimate (4.83) remains valid. Moreover, one can extract out the following
red-shift estimate for ψ−1
‖ψ−1‖2Wk′0 (Σ≤r0τ2 ) + ‖ψ−1‖
2
Wk
′
0 (Ω
≤r0
τ1,τ2
)
. ‖ψ−1‖2Wk′0 (Σ≤r1τ2 ) + ‖ψ−1‖
2
Wk
′
0 (Ω
r0,r1
τ1,τ2
)
+ ‖Lηψ−1‖2Wk′−10 (Ω≤r1τ1,τ2 )
+ ‖Lξψ−1‖2
Wk
′−1
0 (Ω
≤r1
τ1,τ2
)
+ ‖ψ−1‖2
Wk
′−1
0 (Ω
≤r1
τ1,τ2
)
+ ‖Φ(1)−1‖2Wk′−10 (Ω≤r1τ1,τ2 ). (4.85)
By adding this estimate with k′ = 2 to a large multiple of the inequality (4.83) with hτ being the
sum of the RHS of (4.84) and ‖∂ρΦ(1)−1‖2W 1
−5+4δ(Στ )
+ ‖LξΦ(1)−1‖2W 1
−3+4δ(Στ )
, the last five terms in (4.85)
are absorbed, hence we eventually obtain the estimate (4.83) with instead hτ = ‖Ψ−1‖2W 2
−3+4δ(Στ )
.
It is manifest that one can also commute with Lξ, yielding
‖LjξΨ−1‖2W 2
−3+4δ(Στ2 )
+ ‖LjξΨ−1‖2W 2
−3+4δ(Ωτ1,τ2)
.δ ‖LjξΨ−1‖2W 2
−3+4δ(Στ1 )
+ ‖Lj+1ξ Ψ−1‖2W 1
−1+4δ(Στ1 )
+ ‖Lj+1ξ Ψ−1‖2W 1
−1+4δ(Ωτ1,τ2 )
(4.86)
The last two terms on the RHS have τ−4−γ−2j+4δ1 decay from the energy decay estimate (4.53),
hence a simple application of the mean-value principle gives τ−11 decay for the LHS. One can iterate
this procedure and obtain eventually
‖LjξΨ−1‖2W 2
−3+4δ(Στ )
+ ‖LjξΨ−1‖2W 2
−3+4δ(Dτ,∞) .δ D−1τ
−4−γ−2j+4δ. (4.87)
We next show that the estimate (4.87) holds with the regularity parameter 2 replaced by general
k ≥ 2. Commuting equation (4.63) with any X ∈ D gives
∂ρ
(
(r2 + a2)Vˆ
(
∆
r2+a2XLjξΨ−1
))
+ S(XLjξΨ−1) = G(XLjξΨ−1) +
∑
|a|≤2
faD
aLjξΨ−1 (4.88)
with fa being O(1) functions. By running the argument above again, one achieves the same estimate
as (4.86) but replacing Ψ−1 by XΨ−1 and adding both W 0−3+4δ(Στ1) and W
0
−3+4δ(Ωτ1,τ2) norm
squares of
∑
|a|≤2
faD
aLjξΨ−1 to the RHS. There norm squares are bounded by τ−4−γ−2j+4δ1 from
inequality (4.87). A same argument as proving (4.87) then implies the estimate (4.87) holds with
regularity parameter 2 replaced by 3. One can commute further (4.88) with D and conclude the
estimate for general k ≥ 2, and this proves (4.60). The pointwise decay estimate (4.61) are manifest
from (4.58), the just proved estimate (4.60) and inequality (2.12). 
4.3. Improved decay of spin +1 component. The estimate (1.31a) follows from the following
proposition.
Proposition 4.7. There exists an ε0 > 0 and a k′ > 0 such that for |a|/M ≤ ε0 and any δ ∈ (0, 1/2),
|Ljξ(r−2ψ+1)|k−k′ ,D .δ (D+1 +D−1)
1
2 v−3τ−(γ−1)/2−j+δ max{r−δ, τ−δ}. (4.89)
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Proof. To obtain improved decay for spin +1 component, we utilize one of the Teukolsky-Starobinsky
identities (TSI) [1]:
(
√
2˚ð′ − ia sin θLξ)2(∆−1ψ+1) = Vˆ 2(∆ψ−1). (4.90)
This is the physical space version of the ones first appearing in [67, Equations (3.9) and (3.10)].
Multiplying on both sides by ∆r2+a2 and expanding in terms of V , one obtains
(2(˚ð′)2 − 2
√
2ia sin θLξð˚′ − a2 sin2 θL2ξ)((r2 + a2)−1ψ+1)
= V 2((r2 + a2)ψ−1) + V
(
2M(r2 − a2)
r2 + a2
ψ−1
)
. (4.91)
For convenience, define ψˇ+1 = (r
2 + a2)−1ψ+1 and define
L+1(ψˇ+1) = (2
√
2ia sin θ˚ð′ + a2 sin2 θLξ)ψˇ+1, (4.92a)
L−1(ψ−1) = V 2((r2 + a2)ψ−1) + V
(
2M(r2 − a2)
r2 + a2
ψ−1
)
. (4.92b)
The TSI (4.91) then simplifies to
2(˚ð′)2ψˇ+1 = LξL+1(ψˇ+1) + L−1(ψ−1). (4.93)
Applying j (j ∈ Z+) times Lξ gives
2(˚ð′)2Ljξψˇ+1 = Lj+1ξ L+1(ψˇ+1) + LjξL−1(ψ−1). (4.94)
In view of the pointwise estimates for Lj+1ξ ψ+1 and (rV )iLjξψ−1 (i = 0, 1, 2) and the fact that (˚ð′)2
has a non-trivial kernel when acting on spin +1 scalars, we achieve by integrating over spheres that
for any j ∈ Z+, ∫
S2
|Ljξψˇ+1|2,Sd2µ . v−1τ−(γ+1)/2−j+δ max{r−δ, τ−δ}. (4.95)
Substituting this back to (4.94) enables us to improve the decay estimates to∫
S2
|Ljξψˇ+1|2,Sd2µ . v−1τ−(γ+3)/2−j+δ max{r−δ, τ−δ}. (4.96)
Using a Sobolev imbedding on spheres and combined with the decay estimate (4.1a), we conclude
|Ljξ(r−2ψ+1)| . v−3τ−(γ−1)/2−j+δ max{r−δ, τ−δ}. (4.97)
One can iterate by commuting with D to close the proof. 
4.4. Decay for the middle component. The following lemma is a standard statement and we
take it from [5, Proposition 2]. This is to decompose a Maxwell field into a stationary part and a
radiative part.
Lemma 4.8. For a Maxwell field in a subextremal Kerr spacetime, it can be decomposed into
F = Fsta + Frad, (4.98)
where the part Frad is the radiative or non-charged part of the Maxwell field and the other part Fsta
is the charged stationary Coulomb part, such that
(1) Fsta and Frad are both solutions to the Maxwell equations, and the N-P components of them
satisfy
Υ˜+1(Fsta) = Υ˜−1(Fsta) = 0, Υ˜0(Fsta) = κ−2 (qE + iqB) , (4.99a)
Υ˜+1(Frad) = Υ˜+1(F), Υ˜−1(Frad) = Υ˜−1(F); (4.99b)
(2) The charges qE and qB are constants at each sphere S2(τ, ρ) and can be calculated from the
initial data;
(3) For any closed 2-surface, say S2,
∫
S2
Frad =
∫
S2
⋆
Frad = 0;
(4) LξFsta = 0.
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The point 2 of Theorem 1.14 then follows from the proven estimates above and the proposition
below, and the last statement about the asymptotics in the exterior region {ρ ≥ τ} in Theorem 1.14
follows from Proposition 4.1 and the following proposition.
Proposition 4.9. Let γ ≥ 1, 0 ≤ δ0 ≤ 1/2, j ∈ N and Dk,j ≥ 0 with k suitably large (depending on
j). Assume
|Ljξψ−1|k−k′,D ≤ Dk,jv−1τ−(3+γ)/2+δ0−j max{r−δ0 , τ−δ0}, (4.100a)
|Ljξ(rV (rψ−1))|k−k′ ,D ≤ Dk,jv−1τ−(1+γ)/2+δ0−j max{r−δ0 , τ−δ0}, (4.100b)
|Ljξ(r−2ψ+1)|k−k′,D ≤ Dk,jv−3τ−(γ−1)/2+δ0−j max{r−δ0 , τ−δ0}. (4.100c)
Then there exists a stationary function Υ˜sta0 defined at every point (τ, ρ) by Υ˜
sta
0 = κ
−2(qE + iqB)
and a constant k′ > 0 such that
|Ljξ(Υ˜0 − Υ˜sta0 ))|k−k′,D ≤ Dk,jv−2τ−
γ+1
2 +δ0−j max{r−δ0 , τ−δ0}. (4.101)
Proof. The charges of the radiative part Frad vanish, hence
0 = qE(Frad) + iqB(Frad) =
∫
S2(τ,ρ)
(⋆Frad + iFrad)(∂θ, ∂φ˜)dθdφ˜. (4.102)
By expanding out the above expression in terms of the N-P components, one finds
0 =
∫
S2(τ,ρ)
(
r2 + a2
κ2
ψrad0 +
ia sin θ
κ
(
√
2ΣΥ˜rad+1 −∆ψrad−1 )
)
d2µ. (4.103)
Here, the superscript rad means the quantities are the corresponding components of the radiative
part Frad. Let ψˆ
rad
0 =
r2+a2
κ2 ψ
rad
0 , and decompose it into a sum of the spherically symmetric part
ψˆrad0,s and the non-spherically symmetric part ψˆ
rad
0,n , i.e., ψˆ
rad
0 = ψˆ
rad
0,s + ψˆ
rad
0,n . Therefore,
ψˆrad0,s =
∫
S2(τ,ρ)
−ia sin θ
4πκ
(
√
2ΣΥ˜rad+1 −∆ψrad−1 )d2µ. (4.104)
For the non-spherically symmetric part ψˆrad0,n , one can apply the standard elliptic estimate∫
S2(τ,ρ)
2|ψˆrad0,n |2d2µ ≤
∫
S2(τ,ρ)
2|˚ðψˆrad0,n |2d2µ =
∫
S2(τ,ρ)
2|˚ðψˆrad0 |2d2µ. (4.105)
Plugging in the relation between ψˆrad0 and ψ
rad
0 , one finds
RHS of (4.105) =
∫
S2(τ,ρ)
(
2
r2 + a2
κ2
ð˚ψrad0 + ∂θ(κ
−2(r2 + a2))ψrad0
)2
d2µ. (4.106)
Furthermore, we have∫
S2(τ,ρ)
2|ψˆrad0,n |2 − |∂θ(κ−2(r2 + a2))ψrad0 |2d2µ
=
∫
S2(τ,ρ)
(
2(r2 + a2)2
Σ2
|ψrad0 |2 − |∂θ(κ−2(r2 + a2))ψrad0 |2 − 2|ψˆrad0,s |2
)
d2µ
=
∫
S2(τ,ρ)
(
2(r2 + a2)2
Σ3
(Σ− 2a2 sin2 θ)|ψrad0 |2 − 2|ψˆrad0,s |2
)
d2µ (4.107)
For r ≥ 2M ≥ 2|a|, Σ− 2a2 sin2 θ ≥ 12r2, hence it follows from (4.105)–(4.107) that there exist two
positive constants C1 and C2 such that∫
S2(τ,ρ)
|ψrad0 |2d2µ ≤ C1
∫
S2(τ,ρ)
|˚ðψrad0 |2d2µ− C2
∫
S2(τ,ρ)
|ψˆrad0,s |2d2µ. (4.108)
Given the estimates (4.100), and in view of the fact that Y is a linear combination of r−1rV , Lξ
and r−2Lη with O(1) coefficients when away from horizon and the decay estimate (4.100c), it holds
true that
|LjξY (r−2ψ+1)|k−k′,D ≤ Dk,jv−3τ−(γ−1)/2+δ0−j max{r−1−δ0 , τ−1−δ0}, (4.109)
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We thus obtain from the estimate (4.104) that
r−2|Ljξψˆrad0,s |k−k′,D . Dk,jv−2τ−(γ+1)/2+δ0−j max{r−δ0 , τ−δ0}, (4.110)
from the first two subequations of the Maxwell system (1.14) that
r−2(|Ljξ(κ¯mµ∂µψrad0 )|k−k′ ,D + |Ljξ(κmµ∂µψrad0 )|k−k′,D) . Dk,jv−2τ−(γ+1)/2+δ0−j max{r−δ0 , τ−δ0},
(4.111)
and from the last two subequations of the Maxwell system (1.14) that
r−2(|Y Ljξψrad0 |k−k′,D + |V Ljξψrad0 |k−k′,D) . Dk,jv−2τ−(γ+1)/2+δ0 max{r−δ0 , τ−δ0}. (4.112)
For K defined as in (4.8), there is a relation
∂θ +
r2 + a2 − a2 sin3 θ
r2 + a2
i∂φ
sin θ
= κ¯mµ∂µ − ia sin θK
= κ¯mµ∂µ − 1
2
ia sin θ
(
∆
r2 + a2
Y + V
)
(4.113)
and its complex conjugate. Therefore, the above decay estimates together imply
|˚ð(r−2Ljξψrad0 )|k−k′,D . Dk,jv−2τ−(γ+1)/2+δ0−j max{r−δ0 , τ−δ0}, (4.114)
and this together with the estimates (4.108) and (4.110) yields that for r ≥ 2M ,
r−4
∫
S2(τ,ρ)
|Ljξψrad0 |2k−k′,Dd2µ . Dk,jv−4τ−(γ+1)+2δ0−2j max{r−2δ0 , τ−2δ0}. (4.115)
One can commute with ð˚′ and ð˚ to obtain the same type of estimates∑
|a|≤m
r−4
∫
S2(τ,ρ)
|SaLjξψrad0 |2k−k′,Dd2µ . D2k,jv−4τ−(γ+1)+2δ0−2j max{r−2δ0 , τ−2δ0}. (4.116)
The vector field Lξ commutes with the Maxwell system (1.14), and the decay estimates (4.100) are
valid if replacing ψ+1 and ψ−1 by Ljξψ+1 and Ljξψ−1 and adding extra τ−j decay on the RHS of
each equation; hence for any m, j ∈ N and r ≥ 2M ,∑
|a|≤m
r−4
∫
S2(τ,ρ)
|LjξSaψrad0 |2k−k′,Dd2µ . D2k,jv−4τ−(γ+1)−2j+2δ0 max{r−2δ0 , τ−2δ0}. (4.117)
A standard Sobolev imbedding on sphere then gives for any j ∈ N and r ≥ 2M
|Ljξ(r−2ψrad0 )|k−k′,D . Dk,jv−2τ−(γ+1)/2−j+δ0−j max{r−δ0 , τ−δ0}. (4.118)
For r = ρ′ ∈ [r+, 2M), we integrate from (τ, 2M, θ, φ˜)
|Ljξψrad0 |k−k′,D . Dk,jv−2τ−(γ+1)/2−j+δ0 max{r−δ0 , τ−δ0}+
∫ 2M
ρ′
|Ljξ∂ρψrad0 |k−k′,Ddρ
. Dk,jv
−2τ−(γ+1)/2−j+δ0 max{r−δ0 , τ−δ0}, (4.119)
where in the last step we have used an analogous estimate as (4.112):
r−2(|Y Ljξψrad0 |k−k′,D + |V Ljξψrad0 |k−k′,D) . Dk,jv−2τ−(γ+1)/2−j+δ0 max{r−δ0 , τ−δ0}. (4.120)
In summary, the estimate (4.118) holds for any j ∈ N and r ≥ r+. From Lemma 4.8, we are then
led to
|Ljξ(r−2(ψ0 − (qE + iqB)))|k−k′ ,D ≤ Dk,jv−2τ−(γ+1)/2−j+δ0 max{r−δ0 , τ−δ0}, (4.121)
and this closes the proof. 
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5. Almost Price’s law for Maxwell field on Schwarzschild
In this section, we prove Theorem 1.18 in which almost Price’s law for Maxwell field on a
Schwarzschild background is achieved. Following the discussions in Section 2.3, we decompose spin
±1 components into modes Ψ−1 =
∞∑
ℓ0=1
Ψℓ=ℓ0−1 and Ψ+1 =
∞∑
ℓ0=1
Ψℓ=ℓ0+1 , where Ψ
ℓ=ℓ0
−1 and Ψ
ℓ=ℓ0
+1 are
supported on ℓ = ℓ0. Since the Schwarzschild spacetime is spherically symmetric, one finds each
mode satisfies the Maxwell equations.
On Schwarzschild, the BEAM estimates, basic energy 2-decay condition and the claimed pointwise
asymptotics in Theorems 1.7, 1.11, 1.14 and 1.15 are all satisfied. To obtain better decay estimates
for a fixed mode of Maxwell field on a Schwarzschild background, the rp estimate in Proposition
2.10 needs to be utilized such that the basic energy γ-decay condition holds for larger γ if the field is
supported in larger ℓ modes. Besides, given basic energy γ-decay condition for larger γ, the estimate
in Proposition 5.1 below is useful in removing the δ loss in time decay in Theorem 1.14.
Proposition 5.1. In a Schwarzschild spacetime, the spin −1 component satisfies the following
estimate ∫
Στ
(
µr−5|2Φ(1)−1 + rSΨ−1|2 + µr−5|S
1
2Φ
(1)
−1 − S
1
2Ψ−1|2 + µr|∂ρ(r−2Φ(1)−1)|2
+ 2Mr−6(|S 12Φ(1)−1|2 − 2|Φ(1)−1|2) + µ2r|∂ρ(r−1S
1
2Ψ−1)|2
)
d3µ
=
∫
Στ
(
µr−3|G(Ψ−1)|2 + r−1|µHLξS 12Ψ−1|2
)
d3µ, (5.1)
where G(Ψ−1) = (2µ−1 −H)LξΦ(1)−1 and H = 2µ−1+ ∂rh(r) with h(r) being the function introduced
in Section 1.1.
Proof. Taking a = 0 and f = µ (i.e., taking δ = 0 in (4.75) and (4.76)), equation (4.67) becomes∫
Στ
µr−3|G(Ψ−1)|2d3µ
=
∫
Στ
(
µr|∂ρ(r−2Φ(1)−1)|2 + µ2r|∂ρ(r−1S
1
2Ψ−1)|2 − r−1|µHLξS 12Ψ−1|2
+ µr−5|rSΨ−1 + 2Φ(1)−1|2 − ∂ρ(2µ)r−4|Φ(1)−1|2
+ r−5|S 12Φ(1)−1|2 + 2µr−4ℜ
(
SΨ−1Φ
(1)
−1
)
+ (r−1(∂ρ(rµ))2 − ∂ρ(µ∂ρ(µr)))r−2 |S 12Ψ−1|2
)
d3µ. (5.2)
Equation (5.1) follows after simple calculations. 
Remark 5.2. If the basic energy γ-decay condition holds true for the spin −1 component, then
from Proposition 4.5, the RHS, and hence the LHS of (5.1), decays like τ−5−γ .
We discuss about the Newman–Penrose constants in Section 5.1 and consider in Sections 5.2–5.5 a
fixed ℓ = ℓ0 mode of spin +1 or −1 component of Maxwell field on Schwarzschild, and eventually give
a proof of Theorem 1.18 in Section 5.6. Unless otherwise stated, we will simple drop the superscript
ℓ = ℓ0 in the scalars defined by these spin ±1 components since it is clear from the title of each
subsection which mode we are treating.
5.1. Newman–Penrose constants.
Definition 5.3. For any i ∈ N, let fi,1 = (i+1)(i+2), fi,2 = −2(i+2), gi = 6
i∑
j=0
fj,1 = 2i(i+1)(i+2)
and xi =
gi+1
fi+1,1−fi,1 = (i+ 1)(i+ 3). Define
Φ
(i)
+1 = Vˆ iΦ+1, Φ(i+2)−1 = Vˆ iΦ(2)−1, (5.3)
and
Φ˜
(0)
+1 = Φ
(0)
+1, Φ˜
(i+1)
+1 = Φ
(i+1)
+1 + xiM Φ˜
(i)
+1, (5.4a)
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Φ˜
(2)
−1 = Φ
(2)
−1, Φ˜
(i+3)
−1 = Φ
(i+3)
−1 + xiM Φ˜
(i+2)
−1 . (5.4b)
It is convenient to introduce (u, v, θ, φ) coordinates, where u = (t − r∗)/2 and v = (t + r∗)/2.
Then ∂u = µY and ∂v = V .
Proposition 5.4. Let i ∈ N.
(1) The equation of Φ+1 is
−∂uVˆΦ+1 + (2˚ð˚ð′ + 2)Φ+1 − 4(r − 3M)r−2VˆΦ+1 − 12Mr−1Φ+1 = 0, (5.5)
the equation of Φ(i)+1 is
− ∂uVˆΦ(i)+1 + (2˚ð˚ð′ + fi,1)Φ(i)+1 + fi,2(r − 3M)r−2VˆΦ(i)+1 − 6fi,1Mr−1Φ(i)+1 + giMΦ(i−1)+1 = 0, (5.6)
and the equation of Φ˜(i)+1 is
− ∂uVˆΦ˜(i)+1 + (2˚ð˚ð′ + fi,1)Φ˜(i)+1 + fi,2(r − 3M)r−2VˆΦ˜(i)+1 − 6fi,1Mr−1Φ˜(i)+1 +
i∑
j=0
hi,jΦ
(j)
+1 = 0, (5.7)
with hi,j = O(r−1) for all j ∈ {0, 1, . . . , i}.
(2) The equation of Φ(2)−1 is
−∂uVˆΦ(2)−1 + (2˚ð′˚ð+ 2)Φ(2)−1 − 4(r − 3M)r−2VˆΦ(2)−1 − 12Mr−1Φ(2)−1 = 0, (5.8)
and the equation of Φ(i+2)−1 is
− ∂uVˆΦ(i+2)−1 + (2˚ð′˚ð+ fi,1)Φ(i+2)−1 + fi,2(r − 3M)r−2VˆΦ(i+2)−1 − 6fi,1Mr−1Φ(i+2)−1 + giMΦ(i+1)−1 = 0,
(5.9)
and the equation of Φ˜(i+2)−1 is
− ∂uVˆΦ˜(i+2)−1 + (2˚ð˚ð′ + fi,1)Φ˜(i+2)−1 + fi,2(r − 3M)r−2VˆΦ˜(i+2)−1 − 6fi,1Mr−1Φ˜(i+2)−1 +
i∑
j=0
hi,jΦ
(j+2)
−1 = 0,
(5.10)
with hi,j being the same as the ones in (5.7) and satisfying hi,j = O(r−1) for all j ∈
{0, 1, . . . , i}.
Proof. In Schwarzschild, the wave equation (3.2) simplifies to
−r2Y V Φ+1 + (2˚ð˚ð′ + 2)Φ+1 − 2µ−1(r − 3M)VΦ+1 − 12Mr−1Φ+1 = 0, (5.11)
which is exactly (5.5). By a simple commutation relation
[Vˆ ,−r2Y V ]ϕ = − Vˆ
(
2(r−3M)
r2 Vˆϕ
)
= − 2(r−3M)r2 Vˆ2ϕ+ (2− 12Mr−1)Vˆϕ, (5.12)
one can inductively obtain
− r2Y V Φ(i)+1 + (2˚ð˚ð′ + fi,1)Φ(i)+1 + (fi,2 + 2)(r − 3M)r−2VˆΦ(i)+1 − 6fi,1Mr−1Φ(i)+1 + giMΦ(i−1)+1 = 0,
(5.13)
which proves (5.6) for general i ∈ N. One also finds
− ∂uVˆΦ˜(1)+1 + (2˚ð˚ð′ + f1,1)Φ˜(1)+1 + f1,2(r − 3M)r−2VˆΦ˜(1)+1 − 6fi,1Mr−1Φ˜(1)+1 +
1∑
j=0
h1,jΦ
(j)
+1 = 0,
(5.14)
where h1,0 = −6M(r − 3M)r−2 and h1,1 = 72M2r−1 and both of them are O(r−1) functions.
Equation (5.7) can then be proved by induction.
For spin −1 component, equation (5.8) comes directly from (3.23c). Since equations (5.8) and
(5.5) have the same form, equations (5.9) and (5.10) follow in the same fashion. 
Proposition 5.5. Let i, k ∈ N. Let k′ > 0 be suitably large.
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(i) If ‖Ψ+1‖2
Wk+k
′+2i+2
−2 (Στ0 )
< ∞ and lim
r→∞
i∑
j=0
|(˚ð˚ð′)i−jΦ(j)+1|k,D|Στ0 < ∞, then there is a u-
dependent constant Ci(u) ∈ (0,∞) such that for any τ ≥ τ0, lim
r→∞
i∑
j=0
|(˚ð˚ð′)i−jΦ(j)+1|k,D|Στ <
∞. The same statement holds if one replaces all Φ(j)+1 by Φ˜(j)+1;
(ii) If ‖Ψ+1‖2
Wk+k
′+2i+4
−2 (Στ0 )
<∞ and lim
r→∞
( i∑
j=0
|(˚ð˚ð′)i+1−jΦ(j)+1|k,D|Στ0 + r−α|Φ
(i+1)
+1 |k,D|Στ0
)
<
∞ for some α ∈ [0, 2], then there is a u-dependent constant Ci+1,α(u) ∈ (0,∞) such that for
any τ ≥ τ0, lim
r→∞
( i∑
j=0
|(˚ð˚ð′)i+1−jΦ(j)+1|k,D|Στ +r−α|Φ(i+1)+1 |k,D|Στ
)
<∞. The same statement
holds if one replaces all Φ(j)+1 by Φ˜
(j)
+1 for all j ∈ {0, . . . , i+ 1};
(iii) If
2∑
j=0
‖(r2V )jΨ−1‖2
Wk+k
′+2i+2
−2 (Στ0 )
<∞ and lim
r→∞
i+2∑
j=2
|(˚ð′˚ð)i+2−jΦ(j)−1|k,D|Στ0 <∞, then there
is a u-dependent constant Ci(u) ∈ (0,∞) such that for any τ ≥ τ0, lim
r→∞
i+2∑
j=2
|(˚ð′˚ð)i+2−jΦ(j)−1|k,D|Στ <
∞. The same statement holds if one replaces all Φ(j)−1 by Φ˜(j)−1;
(iv) If
2∑
j=0
‖(r2V )jΨ−1‖2
Wk+k
′+2i+2
−2 (Στ0 )
<∞ and lim
r→∞
( i+3∑
j=2
|(˚ð′˚ð)i+2−jΦ(j)−1|k,D|Στ0+r−α|Φ
(i+3)
−1 |k,D|Στ0
)
<
∞ for some α ∈ [0, 2], then there is a u-dependent constant Ci+1,α(u) ∈ (0,∞) such that for
any τ ≥ τ0, lim
r→∞
( i+2∑
j=2
|(˚ð′˚ð)i+3−jΦ(j)−1|k,D|Στ +r−α|Φ(i+3)−1 |k,D|Στ
)
<∞. The same statement
holds if one replaces all Φ(j)−1 by Φ˜
(j)
−1 for all j ∈ {2, . . . , i+ 3}.
Proof. The proof is similar to the one of [9, Propositions 3.4 and 3.5] and we omit it. 
Definition 5.6. Let i ∈ Z+. Define the i-th N–P constants of spin +1 and −1 components to be
Q
(i)
+1(θ, φ˜) = limρ→∞
VˆΦ˜(i−1)+1 and Q(i)−1(θ, φ˜) = limρ→∞ VˆΦ˜
(i+1)
−1 , respectively.
Remark 5.7. As is shown in Proposition 5.9 below, these N–P constants are independent of u
under very general conditions, hence they are only dependent on θ and φ˜.
Lemma 5.8. On Schwarzschild, it holds true that Q(i)−1 = 2(˚ð
′)2Q(i)+1 for i ∈ Z+. In particular, if
Q
(i)
−1 vanishes, then Q
(i)
+1 vanishes, and vice versa.
Proof. Equation (4.90), one of the Teukolsky-Starobinsky identities, reduces to a simple form
2(˚ð′)2Φ+1 = Φ
(2)
−1. (5.15)
The conclusion then follows manifestly from the fact that the operator (˚ð′)2 has no non-trivial kernel
when acting on spin weight +1 scalar. 
Proposition 5.9. (1) Let the spin ±1 components of Maxwell field be supported on ℓ = 1 mode.
Let k′ > 0 be suitably large.
• Assume ‖Ψ+1‖2Wk′−2(Στ0 ) < ∞ and limr→∞|Φ
(0)
+1|1,D|Στ0 < ∞, then the first N–P constant
Q
(1)
+1 is independent of u;
• Assume
2∑
j=0
‖(r2V )jΨ−1‖2Wk′−2(Στ0 ) < ∞ and limr→∞|Φ
(2)
−1|1,D|Στ0 < ∞, then the first N–P
constant Q(1)−1 is independent of u.
(2) Let the spin ±1 components of Maxwell field be supported on ℓ = ℓ0 (ℓ0 ≥ 2) mode. Let
k′(ℓ0) > 0 be suitably large.
• Assume ‖Ψ+1‖2
W
k′(ℓ0)
−2 (Στ0 )
< ∞ and lim
r→∞
ℓ0−1∑
j=0
|(˚ð˚ð′)ℓ0−1−jΦ(j)+1|1,D|Στ0 < ∞, then the
ℓ0-th N–P constant Q
(ℓ0)
+1 is independent of u;
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• Assume
2∑
j=0
‖(r2V )jΨ−1‖2
W
k′(ℓ0)
−2 (Στ0 )
< ∞ and lim
r→∞
ℓ0+1∑
j=2
|(˚ð′˚ð)ℓ0+1−jΦ(j)−1|1,D|Στ0 < ∞,
then the ℓ0-th N–P constant Q
(ℓ0)
−1 is independent of u.
Proof. If the field is supported on ℓ = 1 mode, then from (5.5) and (5.8), Ψ = Φ+1 or Ψ = Φ
(2)
−1
solves
−∂uVˆΨ− 4(r − 3M)r−2VˆΨ− 12Mr−1Ψ = 0. (5.16)
The results in Proposition 5.5 implies lim
r→∞
∂u(VˆΨ)|Στ = 0 for any τ ≥ τ0. The conclusion follows
from the bounded convergence theorem.
Instead, if the field is supported on ℓ = ℓ0 mode for some ℓ0 ≥ 2, equations (5.7) for Φ˜(ℓ0−1)+1 and
(5.10) for Φ˜
(ℓ0+1)
−1 become
− ∂uVˆΦ˜(ℓ0−1)+1 − 2(ℓ0 + 1)(r − 3M)r−2VˆΦ˜(ℓ0−1)+1 +
ℓ0−1∑
j=0
O(r−1)Φ˜(j)+1 = 0, (5.17)
− ∂uVˆΦ˜(ℓ0+1)−1 − 2(ℓ0 + 1)(r − 3M)r−2VˆΦ˜(ℓ0+1)−1 +
ℓ0+1∑
j=2
O(r−1)Φ˜(j)−1 = 0. (5.18)
One also obtains lim
r→∞
∂u(VˆΦ˜(ℓ0−1)+1 )|Στ = limr→∞ ∂u(VˆΦ˜
(ℓ0+1)
−1 )|Στ = 0 from Proposition 5.5, and by the
same way of arguing, the statement follows. 
Proposition 5.10. Let the spin ±1 components of Maxwell field be supported on an ℓ = ℓ0 mode
with ℓ0 ≥ 1. Let α ∈ [0, 1] be arbitrary and let k ∈ N. Assume the ℓ0-th N–P constant Q(ℓ0)−1 vanishes.
• There exists a k′(ℓ0) > 0 such that if
2∑
j=0
‖(r2V )jΨ−1‖2
W
k+k′(ℓ0)
−2 (Στ0 )
+ lim
r→∞
ℓ0+1∑
j=2
|(˚ð′˚ð)ℓ0+2−jΦ(j)−1|k,D|Στ0+
lim
r→∞
|r1−αVˆΦ˜(ℓ0+1)−1 |k,D|Στ0 < ∞, then there is a constant Cℓ0(u, θ, φ˜) ∈ (0,∞) such that
for any τ ≥ τ0, lim
r→∞
|r1−αVˆΦ˜(ℓ0+1)−1 |k,D|Στ < Cℓ0(u, θ, φ˜). In particular, if α > 0, then
lim
r→∞
|r1−αVˆΦ˜(ℓ0+1)−1 |k,D|Στ is independent of u or τ ;
• There exists a k′(ℓ0) > 0 such that if ‖Ψ+1‖2
W
k+k′(ℓ0)
−2 (Στ0 )
+ lim
r→∞
ℓ0−1∑
j=0
|(˚ð˚ð′)ℓ0−jΦ(j)+1|k,D|Στ0 +
lim
r→∞
r1−α|VˆΦ˜(ℓ0−1)+1 |k,D|Στ0 <∞, then there is a constant Cℓ0(u, θ, φ˜) such that for any τ ≥
τ0, lim
r→∞
|r1−αVˆΦ˜(ℓ0−1)+1 |k,D|Στ < Cℓ0(u, θ, φ˜). In particular, if α > 0, then limr→∞|r
1−αVˆΦ˜(ℓ0−1)+1 |k,D|Στ
is independent of u or τ .
Proof. We show it only for spin +1 component, the proof of spin −1 component being the same.
Consider first the ℓ = ℓ0 mode Ψ
ℓ=ℓ0
+1 . The scalar Φ˜
(ℓ0−1)
+1 satisfies equation (5.17), and hence
performing a rescaling gives
−∂u(r1−αVˆΦ˜(ℓ0−1)+1 ) = O(r−α)VˆΦ˜(ℓ0−1)+1 +
ℓ0−1∑
j=0
O(r−α)Φ˜(j)+1. (5.19)
By Proposition 5.5 and the assumption of vanishing ℓ0-th N–P constant, this yields lim
r→∞
|r1−αVˆΦ˜(ℓ0−1)+1 |k,D|Στ =
0, and one obtains lim
r→∞
∂u(r
1−αVˆΨ)|Στ ) = 0 for any τ ≥ τ0 in the case that α > 0. The conclusion
for α > 0 follows from the bounded convergence theorem. For α = 0, the RHS is bounded by a
u-dependent constant, hence lim
r→∞
|rVˆΦ˜(ℓ0−1)+1 |k,D|Στ < C(u). 
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5.2. ℓ = 1 mode of spin +1 component.
Proposition 5.11. Let j ∈ N and let k suitably large. Let Ψ+1 be supported on ℓ = 1 mode. Let
F (k, p, τ,Ψ+1) for p ∈ [−1, 2] be defined as in Definition 3.5. Define additionally for any p ∈ (2, 5)
that
F (k, p, τ,Ψ+1) = ‖rVΨ+1‖2Wk−1p−2 (Στ ) + ‖Ψ+1‖
2
Wk−2(Στ )
. (5.20)
Then,
(1) if the first N-P constant Q(1)+1 does not vanish, there is a constant k
′(j) such that for any
small δ > 0, any p ∈ [0, 3− δ] and any τ ≥ τ0,
F (k, p, τ,LjξΨ+1) .δ,j,k τ−3+δ−2j+pF (k + k′(j), 3 − δ, τ0,Ψ+1), (5.21)
i.e., the basic energy γ-decay condition with γ = 3− δ holds for spin +1 component;
(2) if the first N-P constant Q(1)+1 vanishes, there is a constant k
′(j) such that for any small
δ > 0, any p ∈ [0, 5− δ] and any τ ≥ τ0,
F (k, p, τ,LjξΨ+1) .δ,j,k τ−5+δ−2j+pF (k + k′(j), 5 − δ, τ0,Ψ+1), (5.22)
i.e., the basic energy γ-decay condition with γ = 5− δ holds for spin +1 component.
Proof. The wave equation (5.5) reads
−r2Y V Φ+1 − 2µ−1(r − 3M)V Φ+1 − 12Mr−1Φ+1 = 0. (5.23)
By multiplying this equation by −2rp−2χ2V Φ+1, taking the real part, and integrating over Ωτ1,τ2
with a measure d4µ,∫
Ωτ1,τ2
(
Y (2rpχ2|V Φ+1|2) + 24Mrp−3χ2ℜ(V Φ+1Φ+1)
((p+ r∂r)χ
2rp−1 + 4rp∆−1(r − 3M))χ2|V Φ+1|2
)
d4µ = 0. (5.24)
For 2 ≤ p < 3, the second line on the LHS is bounded from below by a bulk integral ∫
Ω
R0−M
τ1,τ2
χ2rp−1|V Φ+1|2d4µ,
and one applies an integration by parts to the second term on the LHS to obtain both positive fluxes
and a positive spacetime integral. Adding this to the BEAM estimate gives for any p ∈ [2, 3) and
k ≥ 1
F (k, p, τ2,Ψ+1) +
∫ τ2
τ1
F (k, p− 1, τ,Ψ+1)dτ .p,k F (k + k′, p, τ1,Ψ+1), (5.25)
where the k ≥ 2 cases follow in the same way as in Proposition 2.9 by commuting with the operator
set D2. This gives an extended r
p hierarchy for p ∈ [0, 3). The estimate (5.21) follows easily by
repeating the discussions in Section 3.1.2.
For 3 ≤ p < 4, one can use instead the Cauchy-Schwarz inequality to bound the second term on
the LHS of (5.24) by∣∣∣∣ ∫
Ωτ1 ,τ2
24Mrp−3χ2ℜ(V Φ+1Φ+1)d4µ
∣∣∣∣
. ε
∫
Ω
R0−M
τ1 ,τ2
rp−1χ2|V Φ+1|2d4µ+ ε−1
∫
Ω
R0−M
τ1,τ2
rp−5χ2|Φ+1|2d4µ, (5.26)
and this last term is in turn bounded via the Hardy’s inequality (2.9) by ε−1
( ∫
Ω
R0−M
τ1,τ2
rp−3|∂ρΦ+1|2d4µ+∫
Ω
R0−M,R0
τ1,τ2
rp−5|Φ+1|2d4µ
)
since lim
r→∞
rp−4|Φ+1|2 = 0. This thus yields an extended rp hierarchy for
p ∈ [0, 4), i.e., the estimate (5.25) holds for p ∈ [0, 4). Therefore, there is a constant k′(j) such that
for any small δ > 0, any p ∈ [0, 4− δ] and any τ ≥ 2τ0,
F (k, p, τ,LjξΨ+1) .δ,j,k τ−4+δ−2j+pF (k + k′(j), 4− δ, τ/2,Ψ+1). (5.27)
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Furthermore, we shall extend the hierarchy to p ∈ [0, 5). For 4 ≤ p ≤ 5− δ where δ > 0 is small,
we estimate the second term on the LHS of (5.24) by∣∣∣∣ ∫
Ωτ1,τ2
24Mrp−3χ2Rℜ(V Φ+1Φ+1)d4µ
∣∣∣∣
. ε
∫
Ωτ1,τ2
rpτ−1−δχ2R|V Φ+1|2d4µ+ ε−1
∫
Ωτ1,τ2
rp−6τ1+δχ2R|Φ+1|2d4µ, (5.28)
The first term on the LHS can be absorbed by choosing ε small, and the second term is bounded using
the estimate (5.27) by
∫ τ2
τ1
τ1+δF (1, p − 4, τ,Ψ+1)dτ .δ τ−6+2δ+p1 F (k′, 4 − δ, τ0,Ψ+1). Therefore,
one obtains for any p ∈ [4, 5− δ] and τ2 > τ1 ≥ τ0,
F (k, p, τ2,Ψ+1) +
∫ τ2
τ1
F (k, p− 1, τ,Ψ+1)dτ
.δ,k F (k + k
′, p, τ1,Ψ+1) + τ
−6+2δ+p
1 F (k + k
′, 4− δ, τ1,Ψ+1. (5.29)
This gives for any p ∈ [4, 5− δ] and τ ≥ 4τ0,
F (k, p, τ,Ψ+1) .δ,k τ
−5+δ+pF (k + k′, 5− δ, τ/2,Ψ+1). (5.30)
Together with the discussions for 3 ≤ p < 4, this yields the estimate (5.22). 
5.3. ℓ = ℓ0 mode of spin +1 component with ℓ0 ≥ 2.
Proposition 5.12. Let Ψ+1 be supported on a fixed ℓ = ℓ0 mode with ℓ0 ≥ 2. Let j ∈ N and let
k ≥ ℓ0. Define for any p > 2 that
F (ℓ0−1)(k, p, τ,Ψ+1) = ‖rVΨ+1‖2Wk−10 (Στ ) + ‖Ψ+1‖
2
Wk−2(Στ )
+
ℓ0−2∑
m=1
(
‖rV Φ(m)+1 ‖2Wk−1−m0 (Σ3Mτ ) + ‖Φ
(m)
+1 ‖2Wk−m−2 (Σ3Mτ )
)
+
(
‖rV Φ˜(ℓ0−1)+1 ‖2Wk−ℓ0p−2 (Σ3Mτ ) + ‖Φ
(ℓ0−1)
+1 ‖2Wk+1−ℓ0−2 (Σ3Mτ )
)
, (5.31)
Then,
(1) if the ℓ0-th N-P constant Q
(ℓ0)
+1 does not vanish, there is a constant k
′(j) such that for any
small δ > 0, any p ∈ [0, 2] and any τ ≥ τ0,
F (k, p, τ,LjξΨ+1) .δ,j,ℓ0,k τ−3+δ−2(ℓ0−1)−2j+pF (ℓ0−1)(k + k′(j, ℓ0), 3− δ, τ0,Ψ+1), (5.32)
i.e., the basic energy γ-decay condition holds for spin +1 component for γ = 3−δ+2(ℓ0−1);
(2) if the ℓ0-th N-P constant Q
(ℓ0)
+1 vanishes, there is a constant k
′(j) such that for any small
δ > 0, any p ∈ [0, 2] and any τ ≥ τ0,
F (k, p, τ,LjξΨ+1) .δ,j,ℓ0,k τ−5+δ−2(ℓ0−1)−2j+pF (ℓ0−1)(k + k′(j, ℓ0), 5− δ, τ0,Ψ+1), (5.33)
i.e., the basic energy γ-decay condition holds for spin +1 component for γ = 5−δ+2(ℓ0−1).
Proof. The wave equation (5.5) now takes the form of
−r2Y V Φ+1 − (ℓ0(ℓ0 + 1)− 2)Φ+1 − 2(r − 3M)r−2VˆΦ+1 − 12Mr−1Φ+1 = 0. (5.34)
For any i ∈ N, equation (5.6) simplifies to
− r2Y V Φ(i)+1 − (ℓ0(ℓ0 + 1)− (i+ 1)(i+ 2))Φ(i)+1
− 2(i+ 1)µ−1(r − 3M)V Φ(i)+1 +O(r−1)Φ(i)+1 + O(1)Φ(i−1)+1 = 0. (5.35)
This can be put into the form of (2.24), and one finds as long as i ≤ ℓ0 − 2, the assumptions in
Proposition 2.10 are satisfied with b0,0(Φ
(i)
+1) + ℓ0(ℓ0 + 1) = −(i+ 1)(i+ 2) + ℓ0(ℓ0 + 1) > 0, while if
i = ℓ0− 1, the assumptions in Proposition 2.10 are satisfied with b0,0(Φ(ℓ0−1)+1 ) + ℓ0(ℓ0+1) = 0. The
estimates in Proposition 2.10 then applies, and for any p ∈ (0, 2), the error term arising from the last
two terms on the LHS (5.35) can clearly be bounded by a small portion of the spacetime integral of
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the other terms on the LHS plus the corresponding estimate of Φ
(i−1)
+1 . For any 1 ≤ i ≤ ℓ0 − 1 and
p ∈ [0, 2], let
F (i)(k, p, τ,Ψ+1) = ‖rVΨ+1‖2Wk−10 (Στ ) + ‖Ψ+1‖
2
Wk−2(Στ )
+
i∑
m=1
(
‖rV Φ(m)+1 ‖2Wk−1−mp−2 (Σ3Mτ ) + ‖Φ
(m)
+1 ‖2Wk−m−2 (Σ3Mτ )
)
, (5.36)
and for any 1 ≤ i ≤ ℓ0 − 1 and p ∈ [−1, 0), let F (i)(k, p, τ,Ψ+1) = 0. Then it holds for any
1 ≤ i ≤ ℓ0 − 1, p ∈ [0, 2) and τ2 > τ1 ≥ τ0,
F (i)(k, p, τ2,Ψ+1) +
∫ τ2
τ1
F (i)(k, p− 1, τ,Ψ+1) .p,k F (i)(k + k′, p, τ1,Ψ+1). (5.37)
Together with the fact that for any i ∈ N, F (i)(k, 2, τ,Ψ+1) ∼ F (i+1)(k, 0, τ,Ψ+1), we arrive at for
any p ∈ [0, 2) and any 1 ≤ i ≤ ℓ0 − 1, there exists a constant k′(j, ℓ0 − i) such that
F (i)(k, p, τ1,LjξΨ+1) .δ,j,ℓ0,k τ−2(ℓ0−1−i)−2j−2+p+CδF (ℓ0−1)(k + k′(j, ℓ0 − i), 2− δ, τ0,Ψ+1).
(5.38)
Furthermore, since F (1)(k, 0, τ,LjξΨ+1) ∼ F (k, 2, τ,LjξΨ+1), we obtain from inequality (3.19) that
for any p ∈ [0, 2],
F (k, p, τ,LjξΨ+1) .δ,j,ℓ0,k τ−2(ℓ0−1)−2j−2+p+CδF (ℓ0−1)(k + k′(j, ℓ0), 2− δ, τ0,Ψ+1). (5.39)
We apply now the estimate (2.27) in Proposition 2.10 with p = 2 to equation (5.35) and find the
error term arising from the last two terms on the LHS (5.35) is bounded by a small portion of the
spacetime integral of the LHS, which is thus absorbed, plus an integral∣∣∣∣ ∑
|a|≤k−1−i
∫
Ω
R0
τ1,τ2
V Da2Φ
(i)
+1D
a
2Φ
(i−1)
+1 d
4µ
∣∣∣∣
≤ ε
∫ τ2
τ1
1
τ1+δ
(
‖rV Φ(i)+1‖2Wk−1−i0 (ΣR0τ ) + ‖Φ
(i)
+1‖2Wk−i−2 (ΣR0τ )
)
dτ
+
C
ε
∫ τ2
τ1
τ1+δ‖Φ(i−1)+1 ‖2Wk−2(ΣR0τ )dτ. (5.40)
The first term is absorbed by choosing ε small and the second term is bounded from the estimates
(5.38) and (5.39) by Cτ
−2(ℓ0−i)+Cδ
1 F
(ℓ0−1)(k + k′(ℓ0 − i), 2 − δ, τ0,Ψ+1). Running again the above
discussions, one eventually obtains for any p ∈ [0, 2],
F (k, p, τ,LjξΨ+1) .j,ℓ0,k τ−2(ℓ0−1)−2j−2+pF (ℓ0−1)(k + k′(j, ℓ0), 2, τ0,Ψ+1). (5.41)
Equation (5.7) of Φ˜
(i)
+1 for i = ℓ0 − 1 reads
− r2Y V Φ˜(ℓ0−1)+1 − 2ℓ0(r − 3M)r−2VˆΦ˜(ℓ0−1)+1 +
ℓ0−1∑
j=0
hℓ0−1,jΦ
(j)
+1 = 0, (5.42)
with hℓ0−1,j = O(r
−1) for all j ∈ {0, 1, . . . , ℓ0−1}. By multiplying this equation by−2rp−2χ2V Φ˜(ℓ0−1)+1 ,
taking the real part, and integrating over Ωτ1,τ2 with a measure d
4µ,∫
Ωτ1,τ2
(
Y (2rpχ2|V Φ˜(ℓ0−1)+1 |2) + ((pχ2 + r∂r(χ2))rp−1 + 2ℓ0rp∆−1(r − 3M))χ2|V Φ˜(ℓ0−1)+1 |2
)
d4µ
= −
∫
Ωτ1,τ2
2χ2rp−3
ℓ0−1∑
j=0
rhℓ0−1,jℜ(V Φ˜(ℓ0−1)+1 Φ(j)+1)d4µ. (5.43)
For p ∈ (2, 4), the integral on the RHS is bounded by ∫Ωτ1 ,τ2 (εrp−1χ2R|V Φ˜(ℓ0−1)+1 |2+Cε−1 ℓ0−1∑j=0 rp−5χ2R|Φ(j)+1|2)d4µ.
The ε part is absorbed by the LHS, and the second term is bounded via the Hardy’s inequality (2.9)
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by
Cε−1
ℓ0−1∑
j=0
( ∫
Ω
R0−M
τ1,τ2
rp−3|∂ρΦ(j)+1|2d4µ+
∫
Ω
R0−M,R0
τ1 ,τ2
rp−3|Φ(j)+1|2d4µ
)
. ε−1
ℓ0−1∑
j=0
∫
Ω
R0−M
τ1,τ2
rp−7(|Φ(j)+1|2 + |Y Φ(j)+1|2)d4µ+
∫
Ω
R0−M
τ1,τ2
rp−3|V Φ(ℓ0−1)+1 |2d4µ, (5.44)
where we have used the definition of Φ
(j+1)
+1 to rewrite ∂ρΦ
(j)
+1. One can bound these terms by
F (ℓ0−1)(k, 2, τ1,Ψ+1) using the estimate (5.37) if p ∈ [2, 4), thus, for any p ∈ [2, 4),
F (ℓ0−1)(k, p, τ2,Ψ+1) +
∫ τ2
τ1
F (ℓ0−1)(k − 1, p− 1, τ,Ψ+1)dτ .p,j,k F (ℓ0−1)(k + k′, p, τ1,Ψ+1).
(5.45)
In the case that the ℓ0-th N-P constant Q
(ℓ0)
+1 does not vanish, one can use the above inequality
for p ∈ [2, 3) and the estimate (5.41) and obtain for any δ > 0 and p ∈ [0, 2],
F (k, p, τ,LjξΨ+1) . τ−2(ℓ0−1)−2j−3+δ+pF (ℓ0−1)(k + k′(j, ℓ0), 3− δ, τ0,Ψ+1). (5.46)
This proves inequality (5.32).
In the second case where the ℓ0-th N-P constant Q
(ℓ0)
+1 vanishes, we utilize the estimate (5.45) and
the estimate (5.41) to achieve for any δ > 0, p ∈ [0, 2] and 1 ≤ i ≤ ℓ0 − 1,
F (i)(k, p, τ1,LjξΨ+1) .δ,j,ℓ0,k τ−2(ℓ0−1−i)−2j−4+δ+pF (ℓ0−1)(k + k′(j, ℓ0 − i), 4− δ, τ0,Ψ+1), (5.47a)
F (k, p, τ,LjξΨ+1) .δ,j,ℓ0,k τ−2(ℓ0−1)−2j−2+pF (ℓ0−1)(k + k′(j, ℓ0), 2, τ/2,Ψ+1)
.δ,j,ℓ0,k τ
−2(ℓ0−1)−2j−4+δ+pF (ℓ0−1)(k + k′(j, ℓ0), 4− δ, τ0,Ψ+1). (5.47b)
Consider equation (5.43) for p ∈ [4, 5). The integral on the RHS is bounded by
ε
∫
Ωτ1,τ2
rpτ−1−δχ2R|V Φ˜(ℓ0−1)+1 |2d4µ+ ε−1
ℓ0−1∑
j=0
∫
Ωτ1,τ2
rp−6τ1+δχ2R|Φ(j)+1|2d4µ. (5.48)
The ε part is absorbed by the LHS for small ε, and in view of the estimates (5.47), the ε−1 part is
dominated by ∫ τ2
τ1
τ1+δ
(
F (ℓ0, p− 4, τ,Ψ+1) +
ℓ0−1∑
i=1
F (i)(1, p− 4, τ,Ψ+1)
)
dτ
.δ,j,ℓ0 τ
−6+2δ+p
1 F
(ℓ0−1)(k′(ℓ0), 4− δ, τ0Ψ+1). (5.49)
Similar to the proof of Proposition 5.11, we can thus obtain F (ℓ0−1)(k, 2, τ,Ψ+1) .δ,k τ−3+δF (ℓ0−1)(k+
k′, 5− δ, τ/2,Ψ+1), which together with the estimates (5.47) closes the proof. 
5.4. ℓ = 1 mode of spin −1 component.
Proposition 5.13. Let j ∈ N. Let Ψ−1 be supported on ℓ = 1 mode. Let F (1)(k, p, τ,Ψ−1) and
F (2)(k, p, τ,Ψ−1) for p ∈ [−1, 2] be defined as in Definition 3.12. Define additionally for any p ∈
(2, 5) that
F (2)(k, p, τ,Ψ−1) =
∑
i=0,1
(
‖rVΨ(i)−1‖2Wk0 (Στ ) + ‖Ψ
(i)
−1‖2Wk+1−2 (Στ )
)
+ ‖rV Φ(2)−1‖2Wk−1p−2 (Σ3Mτ ) + ‖Φ
(2)
−1‖2Wk−2(Σ3Mτ ). (5.50)
Then,
(1) if the first N-P constant Q(1)−1 does not vanish, there is a constant k
′(j) such that for any
small δ > 0, any p ∈ [0, 3− δ] and any τ ≥ τ0,
F (2)(k, p, τ,LjξΨ−1) .δ,j,k τ−3+δ−2j+pF (2)(k + k′(j), 3 − δ, τ0,Ψ−1), (5.51a)
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F (1)(k, p, τ,LjξΨ−1) .δ,j,k τ−5+δ−2j+pF (2)(k + k′(j), 3 − δ, τ0,Ψ−1), (5.51b)
i.e., the basic energy γ-decay condition with γ = 3− δ holds for spin −1 component;
(2) if the first N-P constant Q(1)−1 vanishes, there is a constant k
′(j) such that for any small
δ > 0, any p ∈ [0, 5− δ] and any τ ≥ τ0,
F (2)(k, p, τ,LjξΨ−1) .δ,j,k τ−5+δ−2j+pF (2)(k + k′(j), 5 − δ, τ0,Ψ−1), (5.52a)
F (1)(k, p, τ,LjξΨ−1) .δ,j,k τ−7+δ−2j+pF (2)(k + k′(j), 5 − δ, τ0,Ψ−1), (5.52b)
i.e., the basic energy γ-decay condition with γ = 5− δ holds for spin −1 component.
Proof. The system (3.23) of equations reduces to
− r2Y V Φ(0)−1 − 2Φ(0)−1 = − 2(r−3M)r2 Φ
(1)
−1, (5.53a)
− r2Y V Φ(1)−1 − 2Φ(1)−1 = 0, (5.53b)
− r2Y V Φ(2)−1 − 2µ−1(r − 3M)VΦ(2)−1 − 12Mr−1Φ(2)−1 = 0. (5.53c)
The last subequation (5.53c) is exactly of the same form as the equation (5.23). Thus the same
way of arguing as in the proof of Proposition 5.11 applies and yields the decay estimates for
F (2)(k, p, τ,LjξΨ−1). One can further follow the proof in Proposition 3.13 (in particular, the relation
F (2)(k, 0, τ,LjξΨ−1) ∼ F (1)(k, 2, τ,LjξΨ−1) is crucial) and arrive at the estimates for F (1)(k, p, τ,LjξΨ−1).

5.5. ℓ = ℓ0 mode of spin −1 component with ℓ0 ≥ 2.
Proposition 5.14. Let j ∈ N and k ≥ ℓ0.Let F (1)(k, p, τ,Ψ−1) and F (2)(k, p, τ,Ψ−1) for p ∈ [−1, 2]
be defined as in Definition 3.12. Define for any p ≥ 2 that
F (ℓ0+1)(k, p, τ,LjξΨ−1) =
∑
i=0,1
(
‖rVΨ(i)−1‖2Wk0 (Στ ) + ‖Ψ
(i)
−1‖2Wk+1−2 (Στ )
)
+
ℓ0∑
i=2
(
‖rV Φ(i)−1‖2Wk+1−i0 (Σ3Mτ ) + ‖Φ
(i)
−1‖2Wk+2−i−2 (Σ3Mτ )
)
+ ‖rV Φ˜(ℓ0+1)−1 ‖2Wk−ℓ0p−2 (Σ3Mτ ) + ‖Φ
(ℓ0+1)
−1 ‖2Wk−ℓ0+1−2 (Σ3Mτ )
)
. (5.54)
Assume Ψ−1 is supported on a fixed ℓ = ℓ0 mode with ℓ0 ≥ 2. Then,
(1) if the ℓ0-th N–P constant does not vanish, there is a constant k′(j, ℓ0) such that for any small
δ > 0, any p ∈ [0, 3− δ] and any τ ≥ τ0,
F (2)(k, p, τ,LjξΨ−1) .δ,j,k,ℓ0 τ−3+δ−2(ℓ0−1)−2j+pF (ℓ0+1)(k + k′(j, ℓ0), 3− δ, τ0,Ψ−1), (5.55a)
F (1)(k, p, τ,LjξΨ−1) .δ,j,k,ℓ0 τ−5+δ−2(ℓ0−1)−2j+pF (ℓ0+1)(k + k′(j, ℓ0), 3− δ, τ0,Ψ−1), (5.55b)
i.e., the basic energy γ-decay condition holds for spin −1 component for γ = 3−δ+2(ℓ0−1);
(2) if the ℓ0-th N–P constant vanishes, there is a constant k′(j) such that for any small δ > 0,
any p ∈ [0, 5− δ] and any τ ≥ τ0,
F (2)(k, p, τ,LjξΨ−1) .δ,j,k,ℓ0 τ−5+δ−2(ℓ0−1)−2j+pF (ℓ0+1)(k + k′(j, ℓ0), 5− δ, τ0,Ψ−1), (5.56a)
F (1)(k, p, τ,LjξΨ−1) .δ,j,k,ℓ0 τ−7+δ−2(ℓ0−1)−2j+pF (ℓ0+1)(k + k′(j, ℓ0), 5− δ, τ0,Ψ−1), (5.56b)
i.e., the basic energy γ-decay condition holds for spin −1 component for γ = 5−δ+2(ℓ0−1).
Proof. The system (3.23) of equations reduces to
− r2Y V Φ(0)−1 − ℓ0(ℓ0 + 1)Φ(0)−1 = − 2(r−3M)r2 Φ
(1)
−1, (5.57a)
− r2Y V Φ(1)−1 − ℓ0(ℓ0 + 1)Φ(1)−1 = 0, (5.57b)
− r2Y V Φ(2)−1 − (ℓ0(ℓ0 + 1)− 2)Φ(2)−1 − 2µ−1(r − 3M)VΦ(2)−1 − 12Mr−1Φ(2)−1 = 0. (5.57c)
50
Define for p ∈ [0, 2] that
F (ℓ0+1)(k, p, τ,LjξΨ−1) =
∑
i=0,1
(
‖rVΨ(i)−1‖2Wk0 (Στ ) + ‖Ψ
(i)
−1‖2Wk+1−2 (Στ )
)
+
ℓ0+1∑
i=2
(
‖rV Φ(i)−1‖2Wk+1−ip−2 (Σ3Mτ ) + ‖Φ
(i)
−1‖2Wk+2−i−2 (Σ3Mτ )
)
. (5.58)
One finds the last subequation (5.57c) is exactly of the same form as the equation (5.34). Thus
by arguing the same as in the proof of Proposition 5.12, one can show the claimed estimates for
F (2)(k, p, τ,LjξΨ−1). We then go back to the proof in Proposition 3.13 and utilize the relation
F (2)(k, 0, τ,LjξΨ−1) ∼ F (1)(k, 2, τ,LjξΨ−1) to achieve the estimates for F (1)(k, p, τ,LjξΨ−1). 
5.6. Closing the proof of Theorem 1.18.
Proposition 5.15. Consider a Maxwell field in a Schwarzschild spacetime. Let j ∈ N.
(1) Let the basic energy γ-decay condition with a γ ≥ 1, a suitably large k and D+1 = D+1(M,a, k, j)
be satisfied for spin +1 component, then there exists a k′ such that
|Ljξ(r−2ψ+1)|k−k′,D . (D+1)
1
2 v−1r−2τ−(γ−1)/2−j . (5.59)
(2) Let the basic energy γ-decay condition with a γ ≥ 1, a suitably large k and D−1 = D−1(M,a, k, j)
be satisfied for spin −1 component, then there exists a k′(j) such that
|Ljξψ−1|k−k′(j),D . (D−1)
1
2 v−1τ−(3+γ)/2−j . (5.60)
(3) Let the basic energy γ-decay condition with a γ ≥ 1, a suitably large k and D±1 = D±1(M,a, k, j)
be satisfied for spin ±1 components, then there exists a k′(j) such that
|Ljξψ−1|k−k′(j),D . (D−1)
1
2 v−1τ−(3+γ)/2−j , (5.61)
|Ljξ(r−2ψ+1)|k−k′(j),D . (D+1 +D−1)
1
2 v−3τ−(γ−1)/2−j . (5.62)
Proof. The first point has been shown in Section 4.1, and assuming the second point is valid, the
third point is justified in Sections 4.3 and 4.4. Hence, we only need to show the second point about
spin −1 component. Moreover, we consider only the interior region {ρ ≤ τ}, since if in the exterior
region {ρ > τ}, the estimate (5.60) follows from the already proven estimate (4.61).
Consider first ℓ = 1 mode. Equation (5.1) then becomes∫
Στ
(
6µr−5|Φ(1)−1 − rΨ−1|2 + µr|∂ρ(r−2Φ(1)−1)|2 + 2µ2r|∂ρ(r−1Ψ−1)|2
)
d3µ
=
∫
Στ
(
µr−3|G(Ψ−1)|2 + 2r−1|µHLξΨ−1|2
)
d3µ. (5.63)
The wave equation (4.62) takes the form of
Vˆ (µr4Y ψ−1) = 6r3Lξψ−1. (5.64)
This implies in the interior region that
|∂ρ(µr4Y ψ−1)| .δ (D−1) 12 τ−
7+γ
2 +δr3−δ. (5.65)
Integrating from horizon gives
|Y ψ−1| .δ (D−1) 12 τ−
7+γ
2 +δr−δ. (5.66)
This estimate and the estimate (4.61) together show that
|∂ρψ−1| .δ (D−1) 12 τ−
7+γ
2 +δr−δ. (5.67)
Integrating from the point ρ = τ and in view of the fact that |ψ−1(τ, ρ = τ, θ, φ˜)| . (D−1) 12 τ− 5+γ2 ,
one immediately sees that for any ρ ≤ τ ,
|ψ−1(τ, ρ, θ, φ˜)| . (D−1) 12 τ−
5+γ
2 . (5.68)
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Clearly, one can commute with Lξ to obtain
|µ∂ρLjξ(r∂ρψ−1)|+ |∂ρLjξψ−1| .δ (D−1)
1
2 τ−
7+γ
2 +δ−jr−δ, |Ljξψ−1| . (D−1)
1
2 τ−
5+γ
2 −j . (5.69)
We shall show below that |∂ρ(r∂ρLjξψ−1)| .δ (D−1)
1
2 τ−
7+γ
2 +δ−jr−δ . In view of the following com-
mutator for any scalar ϕ
[rY, Vˆ (µr4Y )]ϕ = r4∂r(µ)Y (rY ϕ)− 2r3Lξ(rY ϕ)− 2Vˆ (µr4Y ϕ)
− 2µ2r7∂r(µ−1r3)Y ϕ− r2∂2r (µr3)Y ϕ, (5.70)
commuting equation (5.71) with rY gives
Vˆ (µr4Y (rY ψ−1)) + r4∂r(µ)Y (rY ψ−1)
= 6rY (r3Lξψ−1) + 2r3Lξ(rY ψ−1) + 12r3Lξψ−1
+ 2µ2r7∂r(µ
−1r3)Y ψ−1 + r2∂2r (µr
3)Y ψ−1. (5.71)
This yields ∂ρ(µr
4Y (rY ψ−1))+r4∂r(µ)Y (rY ψ−1) = F (ψ−1)where |F (ψ−1)| .δ (D−1) 12 τ− 7+γ2 +δr3−δ .
For ρ0 finite, one can multiply this equation by µY (rY ψ−1) and integrate over ρ from r+ to ρ0. The
integral involving F (ψ−1) can be bounded via a Cauchy-Schwarz inequality by ε
∫ ρ0
r+
µ|Y (rY ψ−1)|2+
ε−1
∫ ρ0
r+
µ|F (ψ−1)|2 where the first term can be absorbed by the LHS and the second term is bounded
by D−1(τ0 − r+)2τ−7−γ+2δ. This together with (5.69) thus gives for i ∈ {1, 2},
|r−1(r∂ρ)iLjξψ−1| .δ (D−1)
1
2 τ−
7+γ
2 +δ−jr−δ. (5.72)
One can repeat the above discussions by using the commutator (5.70) to show the above estimate
holds for any i ∈ N+, which then proves (5.60) for ℓ = 1 mode.
We next consider ℓ ≥ 2 modes. As discussed in Remark 5.2, the RHS of (5.1) decays like τ−5−γ ,
and the LHS for ℓ ≥ 2 modes is larger than
c
∫
Στ
(
µr−5|S 12Φ(1)−1|2 + 2Mr−6|S
1
2Φ
(1)
−1|2 + µr|∂ρ(r−2Φ(1)−1)|2
+ µr−3|SΨ−1|2 + µ2r|∂ρ(r−1S 12Ψ−1)|2
)
d3µ
&
∫
Στ
(
r−5|S 12Φ(1)−1|2 + µr|∂ρ(r−2Φ(1)−1)|2 + µr−3|SΨ−1|2
+ r−3|S 12Ψ−1|2 + µ2r|∂ρ(r−1S 12Ψ−1)|2
)
d3µ. (5.73)
One can follow the same way of arguing in the proof of Proposition 4.6 and obtain spacetime integral
decay
‖LjξΨ−1‖2Wk−k′−3 (Dτ,∞) . D−1τ
−4−γ−2j , (5.74)
It is then manifest from the estimate (4.58) and inequality (2.12) that
|Ljξψ−1|k−k′,D . (D−1)
1
2 τ−
5+γ
2 −j . (5.75)
Together with (4.1b), this proves (5.60) for ℓ ≥ 2 modes. 
Proof of Theorem 1.18: We consider only the spin +1 component, since the proof for spin −1
component is analogous and the estimates of the middle component then follow from the estimates
of spin ±1 components and Proposition 4.9.
In the case that the ℓ0-th N–P constant Q
(ℓ0)
+1 of the ℓ = ℓ0 mode Ψ
ℓ=ℓ0
+1 does not vanish, then from
Proposition 5.12 the basic energy γ-decay condition with γ = 2ℓ0 + 1 − δ and D+1 = F (ℓ0−1)(k +
k′(j, ℓ0), 3−δ, τ0,Ψ+1) holds for ℓ = ℓ0 mode. For the part Ψℓ≥ℓ0+1+1 which are supported on ℓ ≥ ℓ0+1
modes, one can in fact obtain an rp estimate for Φ
(ℓ0)
+1 for p ∈ [0, 1− δ]. It is clear from the proof in
Proposition 5.12 that they satisfy the basic energy γ-decay condition with γ = 2ℓ0 + 1− δ and
D+1 = ‖Ψ+1‖2
W
k+k′(j,ℓ0)
−2 (Στ0 )
+
ℓ0∑
m=1
‖Φ(m)+1 ‖2Wk+k′(j,ℓ0)−m−2 (Σ3Mτ0 )
+ ‖rV Φ(ℓ0)+1 ‖2Wk+k′(j,ℓ0)−ℓ0−1
−1−δ (Σ
3M
τ )
52
. F (ℓ0−1)(k + k′(j, ℓ0), 3− δ, τ0,Ψ+1). (5.76)
In total, the basic energy γ-decay condition with γ = 2ℓ0+1−δ and D+1 = F (ℓ0−1)(k+k′(j, ℓ0), 3−
δ, τ0,Ψ+1) holds.
In the other case that the ℓ0-th N–P constant Q
(ℓ0)
+1 of the ℓ = ℓ0 mode Ψ
ℓ=ℓ0
+1 vanishes, Proposition
5.12 implies the basic energy γ-decay condition with γ = 2ℓ0 + 3 − δ and D+1 = F (ℓ0−1)(k +
k′(j, ℓ0), 5− δ, τ0,Ψ+1) holds for ℓ = ℓ0 mode. We then turn to ℓ = ℓ0+1 mode, and find from Point
1 of Proposition 5.12 that the basic energy γ-decay condition with γ = 2ℓ0 + 3− δ and
D+1 = ‖Ψ+1‖2
W
k+k′(j,ℓ0)
−2 (Στ0 )
+
ℓ0∑
m=1
‖Φ(m)+1 ‖2Wk+k′(j,ℓ0)−m−2 (Σ3Mτ0 )
+ ‖rV Φ˜(ℓ0)+1 ‖2Wk+k′(j,ℓ0)−ℓ0−11−δ (Σ3Mτ )
. F (ℓ0−1)(k + k′(j, ℓ0), 5− δ, τ0,Ψ+1). (5.77)
Consider in the end Ψℓ≥ℓ0+2+1 . One can achieve an r
p estimate for Φ
(ℓ0+1)
+1 for p ∈ [0, 1− δ], and hence
it satisfies the basic energy γ-decay condition with γ = 2ℓ0 + 3− δ and
D−1 = ‖Ψ+1‖2
W
k+k′(j,ℓ0)
−2 (Στ0 )
+
ℓ0+1∑
m=1
‖Φ(m)+1 ‖2Wk+k′(j,ℓ0)−m−2 (Σ3Mτ0 )
+ ‖rV Φ(ℓ0+1)+1 ‖2Wk+k′(j,ℓ0)−ℓ0−2
−1−δ (Σ
3M
τ )
. F (ℓ0−1)(k + k′(j, ℓ0), 5 − δ, τ0,Ψ+1). (5.78)
In summary, the basic energy γ-decay condition with γ = 2ℓ0 + 3 − δ and D−1 = F (ℓ0−1)(k +
k′(j, ℓ0), 5 − δ, τ0,Ψ+1) holds.
Given the above basic energy γ-decay condition for spin +1 component, then from Point 1 of
Proposition 5.15 and the following relations for β ∈ {0, 2}
F (ℓ0−1)(k + k′(j, ℓ0), 3 + β − δ, τ0,Ψ+1) . Iℓ0,k+k
′(j,ℓ0),−1−δ+β
Στ0 ,+1
, (5.79)
the pointwise decay estimates stated in Theorem 1.18 follow. 
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