Abstract-We study the high-SNR capacity of MIMO Rayleigh block-fading channels in the noncoherent setting where neither transmitter nor receiver has a priori channel state information. We show that when the number of receive antennas is sufficiently large and the temporal correlation within each block is "generic" (in the sense used in the interference-alignment literature), the capacity pre-log is given by T (1 − 1/N ) for T < N , where T denotes the number of transmit antennas and N denotes the block length. A comparison with the widely used constant blockfading channel (where the fading is constant within each block) shows that for a large block length, generic correlation increases the capacity pre-log by a factor of about four.
I. INTRODUCTION
The throughput achievable with multiple-input multiple-output (MIMO) wireless systems is limited by the need to acquire channel state information (CSI) [1] . A fundamental way to assess the corresponding rate penalty is to study capacity in the noncoherent setting where neither the transmitter nor the receiver has a priori CSI.
We consider a MIMO system with T transmit antennas and R receive antennas. In the widely used constant blockfading channel model [2] , the fading process takes on independent realizations across blocks of N channel uses ("blockmemoryless" assumption), and within each block the fading coefficients are constant. Thus, the N -dimensional channel gain vector describing the channel between antennas t and r (hereafter briefly termed "(t, r) channel") within a block is h r,t = s r,t 1 N .
(
Here, 1 N denotes the N -dimensional all-one vector and {s r,t } r∈{1,...,R}, t∈{1,...,T } are independent CN (0, 1) random variables. Unfortunately, even for this simple channel model, a closed-form expression of noncoherent capacity is unavailable. However, an accurate characterization exists for high signalto-noise ratio (SNR) values. In [3] , it was shown that the capacity pre-log (i.e., the asymptotic ratio between capacity and the logarithm of the SNR as the SNR grows large) for the constant block-fading model is given by
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A more detailed high-SNR capacity expansion was obtained in [3] for the case R + T ≤ N ; this expansion was recently extended in [4] to the large-MIMO setting R + T > N . One limitation of the constant block-fading model is that it fails to describe a specific setting where block-fading models are of interest, namely, cyclic-prefix orthogonal frequency division multiplexing (CP-OFDM) systems [5] . In such systems, the channel input-output relation is most conveniently described in the frequency domain; the vector of channel gains h r,t is then equal to the Fourier transform of the discrete-time impulse response of the (t, r) channel. Let us assume that h r,t changes independently across blocks of length N and that
where z r,t is a deterministic vector whose squared inverse Fourier transform equals the power-delay profile of the (t, r) channel and, as before, {s r,t } r∈{1,...,R}, t∈{1,...,T } are independent CN (0, 1) random variables. As the vectors z r,t are related to power-delay profiles, it is reasonable to assume that they are different for different (t, r). Note that the constant blockfading model (1) is a special case of (3) in which the impulse response of each (t, r) channel consists of only a single tap, a case for which the use of OFDM is unnecessary. Contributions: We study the capacity pre-log (hereafter briefly termed "pre-log") of MIMO block-fading channels modeled as in (3) . We show that when the deterministic vectors {z r,t } are generic, 1 the pre-log can be larger than the pre-log in the constant block-fading case as given in (2) . Specifically, we show that for the generic block-fading model (i.e., the model (3) with generic vectors {z r,t }), when T < N and the number of receive antennas is sufficiently large such that R ≥ T (N − 1)/(N − T ), the pre-log is given by
For large N , the highest achievable χ gen (with appropriately chosen T and R) is about four times as large as the highest achievable χ const . As we will demonstrate, this is because under the generic block-fading model, the received signal vectors in the absence of noise span a subspace of higher dimension than under the constant block-fading model.
To establish (4), we derive an upper bound on the pre-log of the model (3). This upper bound matches asymptotically the pre-log lower bound that was recently developed in [7] in a more general setting (the generic block-fading model considered in this paper is a special case of the system model in [7] for correlation rank Q = 1). Thus, the combination of the two bounds establishes the pre-log expression (4) . As the proof in [7] is rather involved, we also illustrate the main ideas of the proof of the lower bound using an example. In this illustration, we present a new method for bounding the change in differential entropy that occurs when a random variable undergoes a finite-to-one mapping; this method significantly simplifies one step in the proof.
Notation: Sets are denoted by calligraphic letters (e.g., I), and |I| denotes the cardinality of I. The indicator function of a set I is denoted by 1 I . We use the notation
Boldface uppercase (lowercase) letters denote matrices (vectors). Sans serif letters denote random quantities, e.g., A is a random matrix, x is a random vector, and s is a random scalar. The superscripts T and H stand for transposition and Hermitian transposition, respectively. The all-zero vector of appropriate size is written as 0, and the M × M identity matrix as I M . The entry in the ith row and jth column of a matrix A is denoted by [A] i,j , and the ith entry of a vector x by [x] i . We denote by diag(x) the diagonal matrix with the entries of x in its main diagonal, and by |A| the modulus of the determinant of a square matrix A. For x ∈ R, we define x max{m ∈ Z | m ≤ x}. We write E[·] for the expectation operator, and x ∼ CN (0, Σ) to indicate that x is a circularly symmetric complex Gaussian random vector with covariance matrix Σ. The Jacobian matrix of a differentiable function φ is denoted by J φ .
II. SYSTEM MODEL For the block-fading channel defined by (3), the input-output relation for a given block of length N is
Here, x t ∈ C N is the signal vector transmitted by the tth transmit antenna; y r ∈ C N is the vector received by the rth receive antenna; s r,t ∼ CN (0, 1) is a random variable describing the (t, r) channel; Z r,t diag(z r,t ), where z r,t is a deterministic vector; w r ∼ CN (0, I N ) is the noise vector at the rth receive antenna; and ρ ∈ R + is the SNR. If Z r,t = I N for all r ∈ [1 : R] and t ∈ [1 : T ], then (5) reduces to the constant blockfading model. We assume that all s r,t and w r are mutually independent and independent across different blocks, and that the vectors x t are independent of all s r,t and w r .
For later use, we define the vectors
We will use the phrase "for a generic correlation" or "for a generic Z" to indicate that a property holds for almost every matrix Z, which means more specifically that the set of all Z for which the property does not hold has Lebesgue measure zero.
III. PRE-LOG CHARACTERIZATION

A. Main Result
Because of the block-memoryless assumption, the coding theorem in [8, Section 7.3] implies that the capacity of the channel (5) is given by
Here, I(x; y) denotes mutual information [9, p. 251 ] and the supremum is taken over all input distributions on C T N that satisfy the average power constraint
The pre-log is then defined as
Our main result is the following theorem.
Theorem 1: Let T < N and R ≥ T (N −1)/(N −T ). For a generic correlation, the pre-log of the channel (5) is given by (4), i.e., χ gen = T (1 − 1/N ).
Proof:
In Section IV, we will show that the pre-log is upperbounded by
, and a generic correlation, this pre-log is achievable as a consequence of the lower bound in [7, Theorem 1].
B. Pre-log Gain
For the constant block-fading model (1), it follows from (2) that the pre-log is maximized for T = R = N/2 , which yields χ const = N 2 /2 /(2N ) ≤ N/4. In contrast, for the generic block-fading model (3) with T < N , it follows from (4) that the pre-log is maximized for T = N − 1 and R = (N − 1)
2 , which results in χ gen = (N − 1) 2 /N . For large N , this is about four times as large as the highest achievable χ const . We will now provide some intuition regarding this prelog gain. For concreteness and simplicity, we consider the case T = 2, R = 3, N = 4.
The pre-log can be interpreted as the number of entries of x ∈ C 8 that can be deduced from a received y ∈ C 12 in the absence of noise, divided by the block length (coherence length) N = 4. In the constant block-fading model, the noiseless received vectorsȳ r = s r,1 x 1 + s r,2 x 2 , r = 1, 2, 3 belong to the two-dimensional subspace spanned by {x 1 , x 2 }. Hence, the received vectorsȳ 1 ,ȳ 2 ,ȳ 3 are linearly dependent, and any two of them contain all the information available about x. From, e.g.,ȳ 1 andȳ 2 , we obtain 2 · 4 equations in the 8 + 4 variables (x, s 1,1 , s 1,2 , s 2,1 , s 2,2 ). Since we do not have control of the variables s r,t , one way to reconstruct x is to fix four of its entries (or, equivalently, to transmit four pilot symbols) to obtain eight equations in eight variables. By solving this system of equations, we obtain four entries of x, which corresponds to a pre-log of 4/4 = 1.
In the generic block-fading model, on the other hand, the noiseless received vectorsȳ r = s r,1 Z r,1 x 1 +s r,2 Z r,2 x 2 , r = 1, 2, 3 can span a three-dimensional subspace. Hence, we obtain a system of 3 · 4 equations in the 8 + 6 variables (x, s 1,1 , s 1,2 ,  s 2,1 , s 2,2 , s 3,1 , s 3,2 ). Fixing two entries of x, we are able to recover the remaining six entries. Hence, the pre-log is 6/4 = 3/2. These arguments suggest that the reason why the generic block-fading model yields a larger pre-log than the constant block-fading model is that the noiseless received vectors span a subspace of C N of higher dimension.
IV. UPPER BOUND
The following upper bound on the pre-log of the channel (5) holds for arbitrary T , R, N , and Z.
Theorem 2: The pre-log of the channel (5) satisfies
Proof: We will show that the pre-log is upper-bounded by T times the pre-log of a constant block-fading single-input multiple-output (SIMO) channel. The result then follows from (2) .
From (5), the input-output relation at time
Consider now T constant block-fading SIMO channels with R receive antennas and SNR equal to Kρ, where K is any finite constant satisfying
We can rewrite (9) using (10) as follows:
where
2 /(KT ) are mutually independent and independent of all x t , s r,t , andw r,t . The additional noise terms [w r ] n ensure that the total noise in (11) has unit variance. The data-processing inequality applied to (11) yields
The right-hand side of (12) can be upper-bounded as follows:
Here, h denotes differential entropy, (a) holds becauseỹ 1 , . . . , y T are conditionally independent given x, (b) follows from (6) (note that C const (Kρ) refers to the capacity of constant blockfading SIMO channels), and (c) follows from (7) and (2) for M = 1. Inserting (13) into (12) and using (6) yields
from which (8) follows via (7).
V. LOWER BOUND
According to [7, Theorem 1], for T < N and R ≥ T (N− 1)/(N−T ), the pre-log of the generic block-fading channel (5) is lower-bounded by χ gen ≥ T (1−1/N ). We will now illustrate the main ideas of the proof of this lower bound and present a new method for bounding the change in differential entropy under a finite-to-one mapping (Lemma 1 in Section VI), which significantly simplifies one of the steps of the proof. For concreteness, we consider the special choice T = 2, R = 3, and N = 4. For this choice,
In the remainder of this paper, we choose the input distribution x ∼ CN (0, I 8 ). Because of (6) and (7), we obtain
Since
we can lower-bound I(x; y) by lower-bounding h(y) and upper-bounding h(y |x). For later use, we note that the inputoutput relation (5) can be written as Finally, using
Next, we will lower-bound h(y). Using (16), we obtain
In Section VI, we will show that h(ȳ) > −∞. Hence, h(y) ≥ 12 log(ρ) + O(1) (note that h(ȳ) does not depend on ρ). Inserting this bound and (18) into (15), we conclude that I(x; y) ≥ 6 log(ρ) + O(1). With (14), this implies χ ≥ 3/2 = T (1 − 1/N ).
VI. PROOF THAT h(ȳ) > −∞
According to (17),ȳ is a function of s and x. We will relate h(ȳ) to h(s, x). To equalize the dimensions-note that y ∈ C 12 and (s
T and
One can think of x P as pilot symbols and of x D as data symbols. The above inequality then becomes
We conclude the proof by showing that h(ȳ x P ) > −∞. This will be done in the following five steps: (i) Relate (s, x D ) tō y via polynomial mappings φ x P . (ii) Show that the Jacobian matrices J φx P (s, x D )are nonsingular almost everywhere (a.e.) for almost all (a.a.) x P . (iii) Show that the mappings φ x P are finite-to-one a.e. for a.a. x P . (iv) Apply a novel result on the change in differential entropy under a finite-to-one mapping to h(ȳ x P ). (v) Bound the terms resulting from this change in differential entropy.
Step (i): We consider the x P -parametrized mappings φ 
(c) Fig. 1 . Three matrices considered in Step (ii). indicates a potentially nonzero entry; indicates a potentially nonzero entry that is set to zero. All the other entries are zero.
