In this paper, we study the existence and uniqueness theorem for solving the generalized operator equation of the form 
Introduction
Let H be a real Hilbert space endowed with a norm ∥ · ∥ and an inner product ⟨·, ·⟩, respectively. Throughout the paper, we denote the set D a closed convex subset of H with nonempty interior D 0 . For a set valued map G from H to H, the set D(G) defined by D(G) = {x ∈ H : Gx ∅} is called the domain of G, the set R(G) defined by R(G) = ∪ x∈H Gx is called the range of G, the set G(G) defined by G(G) = {(x, y) ∈ H × H : x ∈ D(G), y ∈ Gx} is called the graph of G, the set G −1 x defined by G −1 x = {y ∈ H : x ∈ ∪ Gy} is called the inverse image of x ∈ R(G) under G and B r [x] will designate the set {y ∈ H : ∥y − x∥ ≤ r}.
Let us recall some basic definitions. (ii) strongly monotone if ⟨Tx − Ty, x − y⟩ ≥ k 1 ∥x − y∥ 2 , ∀x, y ∈ H and for some k 1 > 0;
(i) monotone if ⟨y 2 − y 1 , x 2 − x 1 ⟩ ≥ 0, ∀x 1 , x 2 ∈ H, y 1 ∈ Gx 1 , y 2 ∈ Gx 2 ;
(ii) maximal monotone if it is monotone and there is no other monotone operator whose graph contains strictly the graph G(G) of G; (iv) strongly monotone if there is some α > 0 such that ⟨y 2 − y 1 , x 2 − x 1 ⟩ ≥ α∥x 1 − x 2 ∥ 2 , ∀x 1 , x 2 ∈ H, y 1 ∈ Gx 1 , y 2 ∈ Gx 2 .
In the sequel, we will regard the statements [x, y] ∈ G, G(x) ∋ y, −y + G(x) ∋ 0 and y ∈ G(x) as synonymous. In [7] , it is given that if G is maximal monotone then G is closed in the sense that
A well-known example (see [7, 8] ) of a maximal monotone operator is the subgradient
The following definition will play a crucial role in the paper.
Definition 1.3. ([2]
) Let C be a nonempty convex subset of a normed space X and T : C → C an operator. The operator P : C → C is said to be S-operator generated by α ∈ (0, 1) and T if
where I is the identity operator.
In this paper, we consider the following problem: Let F : D → H be an operator which is Fréchet differentiable at each point of D 0 and G : H → 2 H a maximal monotone operator. Consider the problem:
where T : D → H is a given operator. Examples of the variational inclusion (1):
(1) If G = ∂ϕ and T = 0, then problem (1) reduces to the following problem: find x ∈ H such that
which is called a nonlinear variational inequality and has been studied by many authors, see, for example, [3, 4, 9] . (2) Let G = ∂δ K and T = 0, where ∂δ K is the indicator function of a nonempty, closed and convex subset K of H defined by
In this case problem (1) reduces to the following problem:
which is the classical variational inequality, see ( [5, 14] ).
The generalized Newton method is given by
where F ′ w denotes the Fréchet derivative of F at the point w ∈ D 0 . Many results on the convergence of the generalized Newton method (2) can be found in [10, 11, 16, 17] .
In Newton method (2), functional value of inverse of derivative is required at each iteration. This bring us a natural question how to modify generalized Newton iteration process (2) , so that the computation of the inverse of derivative at each step in Newton method (2) can be avoided.
In [15] , Uko approximated the solution of (1) for T ≡ 0 by the generalized Newton method
and gave the following theorem for semi-local convergence analysis of (3) to solve the operator equation (1) for T = 0. (c) The following error estimate holds:
where
Recently, Agarwal, O'Regan and Sahu [2] have introduced the S-iteration process (SIP) as follows: Let X be a normed space, C a nonempty convex subset of X and A : D → C an operator. Then, for arbitrary x 0 ∈ C, the S-iteration process is defined by
where {α n } and {β n } are sequences in (0, 1).
In [12] , motivated by S-iteration process, the first author has introduced the normal S-iteration process as follows: Let X be a normed space, C a nonempty convex subset of X and A : C → C an operator. Then, for arbitrary x 0 ∈ C, the normal S-iteration process is defined by
where {α n } be a sequence in (0, 1). Noticing that the normal S-iteration process is applicable for finding solutions of constrained minimization problems and split feasibility problems (see Sahu [12] ).
Following [12, Theorem 3.6], we remark that the normal S-iteration process is faster than the Picard and Mann iteration processes for contraction mappings.
In [13] , following the ideas of normal S-iteration process first author introduced the S-iteration process of Newton-like for a real-valued function f defined on an open interval I as follows: For arbitrary x 0 ∈ I, the S-iteration process of Newton-like is defined by
where {α n } is a sequence of real numbers in (0, 1).
In the present paper, motivated by normal S-iteration process, we introduce the S-iteration processes of Newton-like (7) for finding the solution of operator equation (1) in Hilbert space setting. Algorithm 1.5. Let α ∈ (0, 1). Starting with x 0 ∈ X and after x n ∈ X is defined, we define the next iterate x n+1 as follows:
The purpose of this paper is to prove the semi-local convergence analysis of Algorithms 1.5. The results presented in this paper improve and extend the corresponding results announced by Uko [15, 17] . In the present paper, we obtain further results not contained in the previous papers and it significantly improves the corresponding results of Uko [15, 17] .
Convergence analysis
Before presenting main result, we need the following technical lemmas: 
x, x⟩ ≥ η∥x∥ 2 for some real number η;
for all x 1 , x 2 ∈ H, y 1 ∈ Gx 1 , y 2 ∈ Gx 2 and for some K 0 ≥ 0.
is well defined on D.
Proof. It follows from Lemma 2.1 by taking U = F 
, by monotonicity of G we have
Therefore, we get
For x, y ∈ B r [x 0 ], by monotonicity of G, we have
Consequently, we get
Hence, the operator A is contraction self-operator on B r [x 0 ] with Lipschitz constant γ.
Hence, the S-operator A α generated by α and A is a contraction self-operator on B r [x 0 ] with Lipschitz constant γ(1 − α + αγ).
Now, we are ready to present the semilocal convergence analysis of (8). (c) The following error estimate holds:
where ρ = γ(1 − α + αγ). 
Proof. (a) By definition of S-operator
From inequality (12), we must have either ∥y * −x 0 ∥ ≥ r 1 
Particularly, for α = 0.5, the following table shows that the rate of convergence of the sequence {x n } generated by (8) is faster than the sequence {w n } generated by (3) . In the following figure, graph with red color is corresponding sequence {w n } generated by generalized Newton method (3) and graphs with blue, black and green colors are corresponding the sequence {x n } generated by SIP of generalized Newton-like (8), for α = 0.25, α = 0.5 and α = 0.75, respectively. Clearly, the rate of convergence of the sequence {x n } generated by SIP of generalized Newton-like (8) is always faster than the sequence {w n } generated by generalized Newton method (3). 
