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loop. It is therefore expected that this implementation will be almost as fast as the fixed size transform program. Execution times were tested for three PFA implementations. 1) PFAT-The program described here.
2) PFA-The in-place transform with separate unscrambler from [ 11.
3) PFA2-The in-place, in-order, fixed size transform from [21.
In all three programs, the nested subscripts in the DFT modules were eliminated by equivalencing the elements of the I and IR arrays to integer variables.
Times were measured on a Hewlett-Packard 2108M computer with fast Fortran package using the HP Fortran IV compiler. For comparison, times for-a fast radix-8 FFT [3] are also presented. Results are shown in Table I . This program is only slightly slower than. a fixed size transform; it is also faster than the use of a separate unscrambling pass since the added data transfers are eliminated.
SUMMARY
A revised version of the in-place, in-order prime factor FFT has been described. Speed measurements indicate that this version is faster than the use of a separate unscrambling pass and is close in speed and complexity to a program optimized for a fixed size transform. For variable size transforms, memory requirements are substantially reduced since the separate output array for unscrambling is traded for a much smaller output address array used by the short DFT modules. 
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INTRODUCTION
This correspondence presents the general expressions for the number of real multiplications, additions, and memory arrays for the WFTA, PFA, and MFFT. These results are plotted and tabulated for all permissible WFTA and PFA sequence lengths and compared to MFFT. Based on the assumptions that first, the algorithms are not optimized to match any particular machine architecture, and second, that the number of real operations is the best first-order approximation to an algorithm's efficiency, the optimum Fortran mixed radix DFT may be selected given sequence length N , computer speed (adds and multiplies), and computer memory.
NUMBER OF REAL OPERATIONS AND MEMORY
Winograd's short DFT algorithms were implemented in Fortran [ 11 and require the real operations count shown in Table   I , where Ni is a factor of N , and Mi and Ai are the number of real multiplications and additions, respectively, for the N i factor. The data from Table I An alternative to the WFTA nested structure was developed by Kolba .and Parks [ 31. The PFA converts short DFT's, to circular convolution but instead of "nesting" the short DFT's, the PFA uses the "conventional" DFT decomposition of the N length sequence. The PFA was slightly modified [4] to provide the real operations counts for the PFA short DFT's shown in Table 11. U.S. Government work not protected by U.S. copyright Table 11 .
The PFA memory requirements were determined from the which reflects the special and general transform sections. Using the notation in (7), a general expression for real operations was determined [6] to be
where KMULT and KADD are the real operations associated with computing the trigonometric functions [ 61.
The memory requirements for MFFT are described by Singleton where MAXPF is the maximum prime factor of N , K is the product of square free factors, and M is the maximum number of prime factors.
COMPARISON RESULTS O F EFFICIENT DFT'S Real Operations:
The MFFT, WFTA, and PFA real operations counts are shown in Figs. 1 and 2 . The MFFT results were generated for N factorable by 2, 3,4, and 5. The results for WFTA and PFA were generated for all 59 possible sequence lengths which the algorithms can transform. Fig. 1 demonstrates the relative efficiency of these algorithms to the fixed radix-2 complex transform multiplications count of 2Nlogz N . The WFTA and PFA offer significant improvements in number of real multiplications. Fig. 2 shows that the real addition levels for WFTA and PFA are maintained at the 3Nlog2 N radix-2 FFT level. Both figures demonstrate a savings in real operations by WFTA and PFA over the MFFT.
The tradeoffs between WFTA and PFA are also seen in Figs. 1 and 2. In most cases the WFTA requires fewer multiplications but more additions than PFA. The selection of the most efficient algorithm then becomes dependent on machine speed of real addition versus real multiplication.
Mem0p.y: The memory array locations required by the algorithms are presented in Fig. 3 demonstrating MFFT uses the least memory. These results show the efficient data reordering technique of the MFFT which performs the reordering with little additional memory relative to the sequence length. The WFTA and PFA base their data reordering on the Chinese Remainder Theorem and require an additional two length N arrays for storing the intermediate results. The WFTA uses even more memory than the PFA because of its structure which "nests" multiplications inside all the additions. The 
I. INTRODUCTION
Computer-aided techniques for the design of recursive digital filters are of increasing interest for many applications involving two-dimensional (2-D) signal processing, such as image processing, geophysical, and biomedical data analysis. Many reports in the literature concern the analysis of errors resulting from finite word length in the 1-or 2-D case. However, examples of design of 2-D digital filters with integer coefficients are very rare, even though, in theory, most of the methods currently used in the 1.-D case could be exploited.
The aim of this note is to demonstrate the possibility of designing 2-D digital recursive filters with coefficients of finite word length, and to solve the related integer optimization problem with low computation time. The rpethod we propose i s based on the evaluation of a limited set of constrained minima for the chosen error function, moving from the rounded values of the coefficients found in the "continuous" case. Therefore, the method may not find the optimal finite word length solution, although usually a good suboptimal solution is obtained with a reduced number of iterations.
