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A recent flurry of activity among researchers who study 
circadian clocks has provided several significant ad- 
vances in our knowledge of these daily timekeepers. Fol- 
lowing the identification of new clock components, the es- 
tablishment of new model systems, and more detailed 
information on the potential cogs, the mystery of the circa- 
dian clock may now be “on its knees” (Hall, 1995). The 
successful use of genetic screens is rapidly leading to the 
cloning of clock genes and analysis of the biochemical 
modes of regulation that underlie rhythmic behaviors. 
Circadian clocks are characterized by the persistence 
of daily rhythmic outputs under constant conditions such 
as continuous light (LL) or darkness (DD). What is perhaps 
most striking about these rhythms is the wide range of 
activities that they regulate in a diverse array of organisms 
(Hall, 1995; Loros, 1995; Millar et al., 1995b). Circadian 
clocks are thought to have a significant adaptive advan- 
tage as they provide a means for anticipating dawn and 
dusk, thus coordinating physiological functions with the 
environment. The ubiquity of these clocks ensures that 
experimental advances in any system will have broad 
impact. 
On paper, clocks are thought to be composed of three 
broad operative domains (Figure 1). The core of the clock 
is an oscillator, which generates the approximately 24 hr 
periodicity. The oscillator must in some sense be an auto- 
regulatory feedback loop, which may include several 
checkpoints. Although this oscillator can generate rhyth- 
micity, to be useful to an organism it must respond to 
the environment to allow daily “resetting” and therefore 
maintain its anticipatory function throughout the year. This 
is effected through input signal transduction pathways that 
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primarily transmit information from photoreceptors, al- 
though temperature steps also influence the phase. Obvi- 
ously, a network of output pathways must emanate from 
the clock to control a variety of cellular and physiological 
functions, from gene expression to membrane events and 
behavior. In general, an oscillator component is expected 
to satisfy four basic requirements: it should oscillate in 
activity with the same period as overt rhythms; pegging 
of an oscillator component to any constant activity level 
(high, low, and normal) should cause arrhythmicity; rapid 
changes in the oscillator’s activity should give predictable 
phase shifts of the clock; and signals that shift the phase of 
the overt rhythms should alter the activity of the oscillator 
component within one cycle. These requirements have 
only been recently satisfied by a few of the players. 
Genetic screens in Drosophila and Neurospora have 
identified bonafide oscillator components: period(per) and 
timeless (Cm) in Drosophila and frequency (fro) in Neuros- 
pora (Hall, 1995; Loros, 1995). per and frq have been 
cloned for some time, whereas this has recently been 
achieved for tim (Gekakis et al., 1995; Myers et al., 1995). 
Although TIM has not yet met all the formal requirements 
for an oscillator component, it appears to be a case of 
guilt by association (with PER; see below). Despite some 
hiccups in the characterization of PER function (Hall, 
1995), unraveling the role of this molecule as an oscillator 
component is proceeding rapidly (Hardin and Siwicki, 
1995). The per gene was defined as a locus at which mu- 
tant alleles were recovered that affected period length (i.e., 
the tempo of the clock) and in which the null genotype 
causes arrhythmicity. This has now become the paradigm 
for identifying clock genes in genetic screens. 
Onceperwas cloned, biochemical and genetic analysis 
pointed to its central role in generating temporal informa- 
tion (Hall, 1995). Analysis of per gene expression in fly 
heads showed that the steady-state mRNA levels did in- 
deed cycle, peaking sometime late in the day or early night- 
time. Analysis of the PER mRNA in an arrhythmic mutant 
(peP) showed no cycling, indicating feedback regulation 
Figure 1. The Ins and Outs of Circadian Regu- 
A central oscillator (clock) is generated by neg- 
ative feedback gene regulation. Inputs mediate 
entrainment under natural conditions, while 
outputs regulate cellular events, such as the 
transcription of clock-controlled genes (the 
CCG, CAB, and psbA genes). In Drosophila, 
nuclear transport of PER-TIM dimers may 
serve as a checkpoint, acting as a delay to gain 
a 24 hr period length. 
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of the gene product upon itself and suggesting that per 
cycling might be necessary for clock function. This inter- 
pretation was somewhat complicated by the observation 
that PERO’ mRNA levels were no more than 50% of the 
peak levels of PER’ mRNA in the wild-type background. 
The trivial explanation for this is probably the reduced sta- 
bility of partially translated mRNAs caused by frameshift 
mutations, and it is likely that per transcription actually 
remains high in the null mutant background (cf. with that 
for fro, discussed below). PER protein was also shown to 
cycle, initially by immunohistochemistry (Hall, 1995) and 
finally by Western blotting (Zeng et al., 1994). Importantly, 
it was demonstrated that PER protein lags behind PER 
mRNA by about 4 hr. This time delay is necessary for any 
persistent oscillatory process: the absence of such a delay 
would result in the system rapidly coming to equilibrium. 
Furthermore, such delays are required to “stretch out” the 
period of the oscillator to 24 hr, rather long for the normal 
course of metabolic reactions. So far so good; per expres- 
sion looked as if it constituted a negative feedback loop- 
the core of the clock. The third criterion was somewhat 
satisfied by fusing the per genomic clone to a heat shock 
promoter (HS-PER) and creating “pulses” of PER protein 
by giving heat treatments at different times (Edery et al., 
1994). This arrangement had one major complication: heat 
shock alone also phase shifts the clock in a time-depen- 
dent manner. By directly subtracting the phase response 
of HS-PER to wild type (a leap of faith, given the nonlinear 
relationship of phase responses), it was at least clear that 
HS-PER reset the clock in a different manner from heat 
shock alone in wild-type flies. The ability to phase shift was 
more elegantly demonstrated in Neurospora (see below). 
The second criterion, that constitutive expression of PER 
could cause arrhythmicity, was demonstrated by overex- 
pressing PER (but only at high levels) in the photoreceptor 
cells using a rhodopsin promoter (Zeng et al., 1994). Immu- 
nohistochemistry demonstrated that PER protein cycles in 
wild-type photoreceptors but that endogenous PER mRNA 
and PER protein were arrhythmic in photoreceptors from 
transgenic animals. The animals’ behavior remained 
rhythmic owing to normal per expression in the brain. 
Thus, cyclic expression ofper is necessary for PER protein 
cycling, which appears to be cell autonomous, and is be- 
lieved to be necessary for clock function. 
So if per is really a cog, what makes the clock tick? 
Some intriguing clues are available, not least of which is 
the discovery of a new clock gene, tim. Some of the most 
exciting models for clock function have come from the 
identification of a conserved domain within PER, termed 
PAS, which shares homology to basic-helix-loop-helix 
transcription factors (although the PER protein contains 
no known DNA-binding domain). The PAS domain was 
shown to mediate protein-protein interactions in vitro (Hu- 
ang et al., 1993). Analysis of the perL mutation, an amino 
acid substitution within the PAS domain that lengthens 
behavioral period to 29 hr, showed that this mutation signif- 
icantly weakened PAS-PAS interactions. This was a sig- 
nificant step, as this biochemical link could account for 
the change in the pace of the clock in the mutant. Interest- 
ingly, the perL mutation also lacks the temperature inde- 
pendence exhibited by circadian clocks, such that period 
lengthens in the mutant as temperature increases. To ex- 
plore this relationship further, researchers used the yeast 
two-hybrid system to demonstrate that intermolecular 
PER-PER interactions compete with an intramolecular in- 
teraction between PAS and a conserved C-terminal do- 
main (Huang et al., 1995) that could prevent dimer forma- 
tion. Increasing temperature was shown to enhance both 
types of interactions and could therefore provide a model 
for temperature compensation: if two competing reactions 
have the same temperature coefficient, then the concen- 
tration of PER-PER dimers will be relatively insensitive 
to temperature changes. However, this elegant model may 
have a half-life shorter than that of PER itself, as outlined 
below. 
It appears that part of the delay mechanism in the Dro- 
sophila timing loop occurs at the level of nuclear transloca- 
tion. PER accumulates during the late afternoon and eve- 
ning in the perinuclear region and is then translocated 
rather suddenly near its peak of accumulation in the night 
(Curtin et al., 1995). This indicates the importance of post- 
transcriptional control in circadian regulation. Nuclear 
translocation was further implicated with the arrival of the 
new kid on the block-rim. This mutation was identified 
in extensive screens for autosomal mutations affecting 
circadian function (Sehgal et al., 1994), and the first allele, 
timo7, exhibited a dramatic phenotype: mutant animals 
were behaviorally arrhythmic, as waspergene expression 
in the mutant background. Furthermore, timol was shown 
to prevent nuclear localization of PER-laczfusion proteins 
and to cause a dramatic decrease in PER abundance (Vos- 
shall et al., 1994; Price et al., 1995). Thus, tim appeared 
to be an ideal candidate for a partner of PER. This has 
been demonstrated recently in a dramatic fashion, as tim 
was cloned by two independent methods. The first was 
positional cloning and the identification of candidate cDNAs 
(Myers et al., 1995). The second was the use of the PER 
PAS domain as a bait to fish for interacting proteins (Gek- 
akis et al., 1995). Out of 48 plasmids giving PER-PAS 
interactions, 16 were shown to hybridize to the positionally 
cloned tim cDNAs and to represent six independent fim 
clones. So in one fell swoop, TIM was shown to be an 
interaction partner of PER, at least in yeast. The big sur- 
prise comes from the TIM protein sequence: the inter- 
acting region has no significant homology to the PAS do- 
main; neither does the rest of the protein to anything else. 
As the infamous perL mutation had also been shown to 
exhibit a temperature-sensitive delay in nuclear transloca- 
tion of PER, it made sense to investigate whether perL 
interfered with the PER-TIM interaction. Sureenough, the 
pe&mutated PER exhibited a temperature-sensitive de- 
crease in affinity for TIM, which supports the notion that 
this defective interaction accounts for the effects of perL 
on period length and temperature sensitivity. This study 
has cast a rather dark shadow on the competitive model 
for temperature compensation as these researchers saw 
no effect of adding the C-terminal domain on the PER- 
TIM interaction. This raises the question of the role of 
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PER-PER interactions in vivo, which could potentially 
compete with PER-TIM interactions (Figure 1). The ex- 
pression pattern of T/M mRNA is almost identical to that of 
PER, and T/M mRNA is arrhythmic in theperoT background 
(Sehgal et al., 1995). Thus, fim and per mutants have very 
similar phenotypes, probably because they function as 
a complex. The lack of homology between per or tim in 
Drosophilaand frqin Neurospora, which shareverysimilar 
phenotypes, may only mean that equivalent players have 
not yet been identified, rather than that clocks have 
evolved independently in these organisms. It would ap- 
pear that an important checkpoint in circadian timing is 
the accumulation of a critical concentration of PER-TIM 
multimers, which then enter the nucleus to effect negative 
feedback regulation of their own genes. Future studies 
must look at the effect of light on these components. Inter- 
estingly, LL reduces the level of per in wild type but not 
in tim mutants (Price et al., 1995). Light effects on the 
oscillator have begun to be revealed in Neurospora, as 
described below. 
A likely oscillator component in Neurospora has recently 
passed stringent tests of all four criteria. The frq gene was 
identified by an allelic series of mutations that either alter 
the period of rhythmic sporulation in this filamentous fun- 
gus or, in a frameshift allele frqg, abolish rhythmicity (Lo- 
ros, 1995). The abundance of frq mRNA exhibits a circa- 
dian rhythm, with a peak in the early subjective day (the 
opposite phase to per). Negative feedback of frq protein 
on the abundance of frq mRNA was demonstrated by over- 
expressing frq from an inducible promoter, which greatly 
reduced the abundance of native frq+ mRNA, and by the 
observation that frq mRNA accumulates to higher levels 
in the loss-of-function allele frqg than in frq+ (Aronson et 
al., 1994). The rhythmic expression of frq was shown to 
be necessary for circadian function, as the frqg mutant 
was not rescued by constitutive expression of frq+ mRNA 
over a range of levels. Constitutive expression of ffq+ 
mRNA above a threshold level also caused arrhythmicity 
even in the frq+ strain. Curiously, period length remained 
wild type when frq’ was expressed at levels below this 
threshold. Simple feedback models predict that increasing 
the rate of synthesis of an oscillator component is likely 
to alter period length before causing arrhythmicity; period 
length in Drosophila, for example, exhibits clear depen- 
dence on per dose (Hall, 1995). Future studies of frq pro- 
tein accumulation may explain this peculiarity and may 
also indicate where the delays occur in the Neurospora 
oscillator. 
frq’ strains rendered arrhythmic by constitutive frq ex- 
pression were further shown to resume rhythmic sporula- 
tion at subjective dusk, the phase corresponding to the 
trough of frq mRNA abundance, whenever the inducer 
of constitutive frq expression is removed (Aronson et al., 
1994). This indicated that altering the abundance of frq 
resets the clock to a predictable phase, as follows. The 
negative feedback due to the induced expression of frq 
protein had been shown to repress expression of native 
frq. When constitutive frq expression was relieved and, 
presumably, the frq protein was inactivated, nativefrq tran- 
script could begin to accumulate, starting the cycle from 
the low point of frq. It was not clear, however, how frq 
expression might respond to other known entraining sig- 
nals, such as light pulses. Crosthwaite et al. (1995) have 
recently demonstrated that a brief white light treatment 
causes a dramatic, transient increase in the abundance 
of frq mRNA at all phases of the circadian cycle. A simple 
model predicts how this induction mediates the phase- 
shifting effects of light pulses. Light pulses late in the sub- 
jective night cause phase advances, for example. frq mRNA 
abundance has begun to rise at this phase, and the rapid 
induction of frq by light accelerates this process, advanc- 
ing the oscillator toward the phase of maximal frq mRNA 
abundance. This model was supported by applying a 
translation inhibitor pulse to cultures at the trough of frq 
mRNA abundance. The inhibitor treatment alone did not 
cause a phase shift, consistent with the predicted (mini- 
mal) synthesis rate of frq protein at this phase. Phase shift- 
ing by a light pulse, which is predicted to require frq protein 
synthesis, was completely inhibited. frqmRNA abundance 
(and possibly frq protein abundance) therefore satisfies 
the third and fourth criteria for molecular components of 
the oscillator. 
The canonical criteria make no distinctions among oscil- 
lator components, yet one or more cogs must couple the 
oscillator to the input and output pathways. The frq gene 
is a good candidate for coupling to the input pathway, but 
heuristic constraints on coupling factors have not been 
easy to develop. Clearly, the molecular target of the light 
input pathway in the oscillator must respond to light at least 
as rapidly and as sensitively as the oscillator (assayed by 
the overt rhythm): frq mRNA abundance fulfills both of 
these criteria (Crosthwaite et al., 1995). The components 
of the oscillator are necessarily coupled, however, so that 
all of the cogs might be rapidly affected by light. Cros- 
thwaite et al. (1995) elegantly narrowed the field of poten- 
tial targets by demonstrating that light induction of frq 
mRNA persists in the absence of the negative feedback 
function of frq protein (in the frqg mutant background) and 
also when frq feedback is hyperactive (in strains overex- 
pressing frq’ from the inducible promoter). Frq protein 
feedback is therefore unnecessary for light induction of 
frq mRNA, and the relevant phototransduction pathway 
must meet the oscillator afterthe function of the frq protein. 
If light input affects an oscillator component upstream of 
frq mRNA abundance, the light signal must be very rapidly 
transduced to frq. The target may be pinpointed by testing 
whetherthe immediate effectorsof frq light regulation also 
satisfy the first two criteria for oscillator membership. If 
they do not, frq is indeed distinguished among oscillator 
components by being a primary target of light input. 
Interactions between phototransduction pathways and 
the circadian clock probably occur at several levels. Circa- 
dian rhythms in second messengers, on which other signal 
transduction pathways depend, may provide a novel mecha- 
nism for widespread rhythmic control. Johnson et al. 
(1995) have demonstrated a circadian rhythm in the biolu- 
minescence of transgenic plants containing the calcium- 
dependent photoprotein aequorin. The aequorin apopro- 
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tein is constitutively expressed from a plant viral promoter 
in tobacco or Arabidopsis seedlings and reconstituted with 
coelenterazine substrate. The total aequorin activity in ex- 
tracts do not exhibit a clear rhythm, suggesting that the 
approximately 2-fold rhythmic amplitude of biolumines- 
cence reflects the availability of calcium to aequorin. The 
implications of such a calcium rhythm for signal transduc- 
tion in plants could be profound, as calcium is thought to 
participate in signaling from many receptors, including the 
red-light photoreceptor phytochrome. 
Reporter genes encoding bioluminescent luciferase 
markers had previously been fused to circadian-regulated 
promoter fragments to provide noninvasive molecular 
markers for clock mutant screens. Batteries of mutants 
have been identified in the cyanobacterium Synechococ- 
cus (containing a psbA:/uxAB marker; Kondo et al., 1994) 
and the higher plant Arabidopsis thaliana (carrying a CAB: 
/UC marker; Millar et al., 1995a). These collections include 
both long period and short period phenotypes, in addition 
to low amplitude isolates. The challenge for these screen- 
ing projects is now to determine the number of genes rep- 
resented among the rhythm mutants, particularly in the 
cyanobacterium, in which the small genome may already 
have been saturated with clock mutations. If the mutations 
are clustered in a few loci, as they are in Neurospora and 
Drosophila, some may be represented by both long period 
and short period alleles, suggesting that these will be the 
next candidate oscillator molecules. Their DNA sequences 
may reveal the clear interspecific homologies that are lack- 
ing between per and frq, confirming the suspicion that the 
circadian clock is evolutionarily ancient. 
The CAB/UC reporter system has also been used to 
identify one of the photoreceptors of the circadian input 
pathway in Arabidopsis. Ambient light quality and fluence 
rate have profound effects on the period of circadian 
rhythms in many species. Millar et al. (1995b) showed that 
the period of the CAB:/uc luminescence rhythm was 
lengthened to about 30 hr in DD from close to 24 hr in 
white light. Either red or blue light was sufficient to confer 
short periods, similar to those in white light. Period short- 
ening by red light was impaired in the phytochrome- 
deficient mutant hyl, indicating that one or more of the 
phytochrome family mediates this response. Period short- 
ening by blue light, in contrast, was slightly more effective 
in hyl, indicating that a blue light receptor other than phy- 
tochrome mediates period shortening by blue light and 
suggesting that phytochrome may antagonize this path- 
way. hyl is a chromophore biosynthetic mutant that proba- 
bly affects all five forms of phytochrome in Arabidopsis. 
The effects of specific members of the phytochrome 
multigene family can now be investigated using mutations 
in the phytochrome apoprotein genes. We expect that phy- 
tochromeswill also turn out to be involved in phase shifting 
by brief light pulses, as described above for frq. Both light 
pulses and intervals of continuous light probably contrib- 
ute to entrainment in nature; in the laboratory, both treat- 
ments provide assays for the circadian input pathways, 
and both may reveal the mechanisms of interaction be- 
tween light and the circadian clock. 
In summary, the emergence of molecular details for 
clock components and of how their activity is influenced 
by the environment sets the stage for cracking the mecha- 
nism of biological clocks. The circadian field has finally 
managed to cut to the chase. 
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