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Abstract
Collective decision-making is ubiquitous when observing the behavior of intelligent
agents, including humans. However, there are inconsistencies in our theoretical un-
derstanding of whether there is a collective advantage from interacting with group
members of varying levels of competence in solving problems of varying complexity.
Moreover, most existing experiments have relied on highly stylized tasks, reducing
the generality of their results. The present study narrows the gap between ex-
perimental control and realistic settings, reporting the results from an analysis of
collective problem-solving in the context of a real-world citizen science task envi-
ronment in which individuals with manipulated differences in task-relevant training
collaborated on the Wildcam Gorongosa task, hosted by The Zooniverse. We find
that dyads gradually improve in performance but do not experience a collective
benefit compared to individuals in most situations; rather, the cost of team coor-
dination to efficiency and speed is consistently larger than the leverage of having a
partner, even if they are expertly trained. It is only in terms of accuracy in the most
complex tasks that having an additional expert significantly improves performance
upon that of non-experts. Our findings have important theoretical and applied im-
plications for collective problem-solving: to improve efficiency, one could prioritize
providing task-relevant training and relying on trained experts working alone over
interaction and to improve accuracy, one could target the expertise of selectively
trained individuals.
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Introduction
Intelligent agents, be they natural or artificial, often interact with others to tackle
complex problems. In collective systems, agents are able to combine their own
knowledge about their environment (personal information) with information ac-
quired through interaction (social information) [1]. As a result, “collective minds”
are more the rule than the exception [2]. In the animal kingdom, notable examples
include flocks of birds, schools of fish, and colonies of eusocial insects [3], such as
honey bees choosing a suitable nesting site [4]. Similarly, in the artificial realm, even
simple agents such as the Internet bots may be part of sophisticated exchanges [5].
Humans are no exception; decisions made by interacting individuals are omnipresent
in socioeconomic life, occurring in households, classrooms and, increasingly, via on-
line networks including crowdsourcing sites, creating new interaction dynamics [6].
Yet, in spite of the prevalence and diversity of examples, the phenomenon of col-
lective human decision-making is fundamentally related to a single concern: given
differences in personal information and tasks that vary in complexity, when and how
should individuals act together in order to improve outcomes and when should they
work alone?
Substantively, past work tends to build on one of two main observations: (1)
judgment feats achieved by large groups and crowds consisting of distributed in-
dividuals through pooling of personal information, often via simple averaging—
referred to as the “wisdom of the crowd” [7, 8]—and (2) achievements by smaller
collaborating groups and pairs, traditionally studied within the broader topic of
group decision-making [9] but more recently revived under the rubric of “collective
intelligence” [10]. Whilst both of these two terms have been redefined over the
years and are often employed interchangeably in recent research combining studies
of small and large groups [11, 12], they can be considered separate in so far as col-
lective intelligence is primarily concerned with the process outcomes of interaction
[13], going beyond the mere statistical aggregation of personal information. In this
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respect, established theories from social psychology, economics, and organizational
behavior offer competing claims as to whether collaboration benefits or hinders per-
formance. The division of labor and worker specialization theories state that group
work provides a comparative advantage [14], however, psychological mechanisms
such as conformity bias [15], polarization [16], and social loafing [17] are said to
reduce collective performance because individuals may act on irrelevant social infor-
mation or fall prey to herding [18]. Thus, when generalized to real-world decisions,
in which all these discordant factors may occur in concert, theoretical perspectives
fail to adequately stipulate if, and under what conditions, “two heads are better
than one” or “too many cooks spoil the broth”.
Empirically, prior work also offers conflicting advice on the performance advan-
tage of collective decision-making. In recent times, studies have reached divergent
conclusions on the importance of (i) diversity, in terms of individual team member
attributes [19, 20]; (ii) group size and structure [21, 22, 23]; (iii) incentive schemes
[24]; (iv) the nature of the task, also referred to as the “task context” (used hence-
forth) or “task environment” [25]; and, perhaps most contentiously, (v) the role
of social influence, that is, whether interacting with others undermines [26, 27]
or improves [28, 29] collective performance. With respect to pairs of individuals
or “dyads”—the most elementary social unit [30] and focus of this paper—related
experimental studies have discovered that additional biases may be at play when
individuals interact. Dyad members can suffer from an egocentric preference for
personal information and fail to reap collective benefits by not listening to their
expert counterparts [31, 32]. Similarly, pairs may underperform due to people’s
tendency to give equal weight to others’ opinions [33]. A result emerging from the
cognitive science literature is that individuals experience a collective benefit only
when dyad members have similar levels of expertise, as this ensures members ac-
curately convey the confidence of their guess and the dyad can reliably choose the
best strategy [34, 35]. Crucially, such studies typically provide participants with
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immediate feedback, alongside treating collective benefit as a static event. However,
this fails to take into account that actual human pairs often have to perform tasks
under uncertainty, whilst simultaneously benefitting from continued individual and
social learning [36].
Notably, in many studies of collective decision-making, the benefits of social
influence have so far been primarily limited to numeric judgment tasks [37, 38],
e.g. number line estimation. Yet, it remains unclear whether the findings easily
translate to discrete choice estimates, also known as classification tasks—such as
yes/no decisions, or selecting a number of options among multiple alternatives. In
other words, there is a further need to consider how the effect of collective decision-
making not only varies as a function of time [39] but also depends on the task context
[25].
The present study is novel in that it narrows the gap between experimental
control and realistic settings by examining collective decision-making in the context
of an established citizen science task—something that has not hitherto been tried
for large-scale image classification platforms. As such, it advances a “solution-
oriented” approach [40] that not only aims to extend our understanding of the
citizen science task under study, but directly seeks to address a common scenario
faced by senior researchers or general managers: assessing whether or not to rely on
a qualified expert or a pair of inexperienced team members for solving various tasks
effectively; and if so, whether to provide additional selective training to one or more
members. Based on the observation that critical agent characteristics, particularly
the relevance of prior personal knowledge, are not randomly distributed, we directly
operationalize differences in the extent of task-relevant training between interacting
individuals—in contrast to studies which have relied on proxies for fixed differences
in decision experience and ability [38].
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Study Design
Focusing on dyadic interaction, this study tests the hypothesis that task complexity
[41], as well as the distribution of agent characteristics, specifically, variation in
the levels of task-relevant training, are central to the development of—and benefits
provided by—collective intelligence. To this end, we rely on a novel two-phase
experiment developed to examine collective problem-solving in the context of citizen
science, a form of crowdsourcing whereby volunteering amateurs or nonprofessional
scientists collaborate with experts on scientific research [42]. In the experiment,
participants classified pictures taken by motion-detecting camera traps in Gorongosa
National Park in Mozambique as part of a wildlife conservation effort (the trail
cameras are designed to automatically take a photo when an animal moves in front of
them). We instructed participants, physically present in the lab, to use the Wildcam
Gorongosa site, hosted by The Zooniverse1, the world’s largest online platform for
citizen science [43]. To increase the generality of the findings, the exact number
and sequence of images is not controlled at the individual level, as is the case in
many prior studies that have employed abstract, stylized tasks. Rather, to reflect
the real-world nature of the tasks used in the experiment, we ensured participants
classified images in a manner consistent with the experience of volunteering citizens
visiting the Wildcam Gorongosa site.
The Wildcam Gorongosa task
Prior work has demonstrated that object recognition is a complex task that re-
quires context-dependent knowledge and various facets of our visual intelligence
[44]; hence, citizen scientists primarily carry out tasks for which human-based anal-
ysis often still exceeds that of machine intelligence [45]. In the present case, the
Wildcam Gorongosa task is considered suitable for the purposes of analysis for the
following two reasons. First, it has high ecological validity: as part of an established
1https://www.zooniverse.org/projects/zooniverse/wildcam-gorongosa
5
crowdsourcing platform, a type of “human-machine network” characteristic of our
hyper-connected era [46], the site has engaged over 40,000 volunteers to date [47].
Given the abundance of situations in everyday life where immediate outcomes are
difficult, sometimes even impossible, to establish, the task can also be generealized
to other contexts in that no feedback was provided to participants (i.e., they clas-
sified images without knowing the outcome of their decisions). Second, identifying
various features in camera trap wildlife images is sufficiently difficult [48] that it
offers the possibility of collaborative benefits, especially when dyad members have
received similar training for identifying particular features.
For each image, participants in the experiment were tasked with (1) detecting the
presence of the animal(s), (2) identifying the species type, (3) counting how many
animals there are, (4) identifying the behaviors exhibited, specifically, identifying
whether the animal(s) is (a) standing, (b) resting, (c) moving, (d) eating, or (e)
interacting (multiple behaviors may be selected), and (5) recognizing whether any
young are present. The 52 possible species options include a ‘Nothing here’ button
but no ‘I don’t know’ option (see Fig. 1A for example images and Supplementary
Material, Figs. S1–S4 for further examples and screenshots of the online platform
and instructions). Although we still lack a formal language of task complexity, the
extent of general versus specific knowledge required to perform a task as defined
by [41] can be considered a useful indicator of the complexity of the task, e.g.,
detecting an animal in the image (‘low complexity’) versus identifying the species
(‘high complexity’).
Experimental Procedure
The experiment was divided into a training and a testing stage (T1 and T2). For T1,
participants were randomly assigned to two different training conditions, ‘General’
and ‘Targeted’, and asked to individually classify a sequence of approximately 50
images, where the content of the images was varied between conditions. T1 was
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Figure 1: Experimental design. (A) Examples of the experimental task and
illustration of the difference between the set of images seen in the general versus the
targeted training condition. Instances of images classified in the testing stage are
also provided. (B) Example of the interface participants used to classify images of
wildlife taken by trail cameras. (C) Sequential schema of events in the Experiment.
In the training stage T1 every participant classified images individually. In the
testing stage T2, participants were additionally assigned to either an individual or
dyad condition. Wildcam Gorongosa imagery is reprinted under a CC BY 4.0 license
with permission.
designed to provide selective training to participants in the Targeted treatment
condition. The set of images seen by these participants (Targeted set) thus consisted
of pictures sharing specific features, sampled from a predetermined subset of all the
images available to classify on Wildcam Gorongosa. Specifically, the Targeted set
was restricted to pictures containing antelope species: bushbuck, duiker, impala,
kudu, nyala, oribi, reedbuck, and waterbuck. These animals were chosen as they
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look visually similar, share a number of morphological features, and exhibit similar
behaviors, thus making them relatively harder to distinguish [48]. For the General
condition, pictures shared less specific features and were instead sampled from a
much broader predetermined subset containing a more diverse set of animals other
than the ones mentioned above which are easier to distinguish, including baboons,
warthogs, and lions, among many others (see Supplementary Material, Sec. S2.3.1
for details). The analysis presented below confirms the effectiveness of this treatment
in producing significant differences between different groups.
For T2, participants were further randomly assigned to either a ‘Solo’ or ‘Dyad’
condition, with participants in the dyad condition having to jointly classify images;
one of the dyad members was randomly assigned to input the decisions on behalf
of the pair. When taking into account the level of training, this resulted in 2
individual testing conditions, ‘General Solo’ and ‘Targeted Solo’, and 3 dyad testing
conditions, ‘General Dyad’, ‘Targeted Dyad’, and ‘Mixed Dyad’. T2 was designed to
assess the effect of differences in task-relevant training as well as the effect of working
alone versus collectively. The set of images seen by all participants, regardless of
testing condition, thus consisted of pictures sampled from the Targeted set (see
Supplementary Material, Sec. S2.3.2 for details). Fig. 1C illustrates the overall
experimental design.
To measure performance, three metrics were computed for every individual or
dyad i: pace, defined as the number of images classified by i per minute (referred to
as volume when considering the absolute number); accuracy, defined as the number
of correct guesses made by i as a proportion of volume; and efficiency, defined as the
number of correct guesses made by i per minute. These metrics are chosen as they
have been widely used as measures of performance in decision science [49]. Except for
pace, which is an aggregate measure—and thus the same across tasks—accuracy and
efficiency were computed separately for the five tasks (see Supplementary Material,
Sec. S3.2 for details).
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Results
Focusing first on the effect of training on performance across the different tasks of
varying complexity (e.g., detecting an animal versus guessing the correct species),
we conduct a sliding window analysis to assess the difference in performance changes
over time (see Materials and Methods for details). Fig. 2 depicts the results, show-
ing average change in efficiency across each of the five Wildcam Gorongosa tasks
during the training (T1) and testing stage (T2) for participants in the General Solo
(Fig. 2A) and Targeted Solo (Fig. 2B) groups. Relative differences in learning rates
and performance changes indicate that individual performance is mediated both by
level of training received and the complexity of the task [50, 51, 25].
Individuals in the General Solo group continuously improve across each task dur-
ing T1, becoming most efficient during the last third of training, as the benefits of
general training gradually subside, before experiencing a sharp decline during the
first phase of testing (Fig. 2A). Although they are able to recover by the end of T2
with respect to animal detection, count, and behavior—tasks of lower complexity—
the consistency of the decline across tasks indicates that individuals with general
training are initially less efficient when confronted with new task stimuli. In con-
trast, individuals in the Targeted Solo group continuously improve upon their T1
performance throughout the course of T2, experiencing greater relative gains in ef-
ficiency compared to General Solo for each time window (Fig. 2B), suggesting that
targeted training provides consistent accumulative performance benefits.
The greater relative performance gains achieved by Targeted Solo compared to
General Solo in T2 across all tasks clearly demonstrates the effectiveness of providing
individuals with task-relevant training, whilst also validating the approach taken
herein to analyze performance across tasks without changing the fundamental task
context. In line with prior work assessing classification complexity using similar
tasks [48], this trend is most evident in the case of the presence of young and
species identification task, that is, tasks of high complexity (see also Supplementary
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Figure 2: Individual training effectiveness. Performance changes in terms of
average change in efficiency across each of the five Wildcam Gorongosa tasks during
the training (T1) and testing stage (T2) for General Solo (A), individuals who re-
ceived general training during T1, and Targeted Solo (B), individuals who received
selective training. Error bars indicate one standard error of the mean.
Material, Fig. S6). Importantly, variation in efficiency across the different tasks
opens up the question of whether performance differences are primarily the result of
improvements in overall pace or task-specific accuracy, whilst also making it valid to
consider how the nature of the task not only moderates the effectiveness of training,
but also influences the effect of collaborating with others.
Individual versus collective decision-making outcomes
Turning to the main findings, a sliding window analysis was conducted to assess how
performance developed over time for participants working solo and in dyads, taking
into account differences in training level. To identify the primary source of potential
differences, performance is now measured in terms of overall pace (irrespective of
task), as well as accuracy and efficiency across each task.
Fig. 3A-B depicts the results for pace, indicating that all participants improved
over the course of T2, in terms of classifying images faster. More strikingly, however,
the figure shows that dyads suffer a significant decline in their pace during the start of
the testing phase—across training conditions and regardless of dyadic composition—
whereas among the two solo groups only General Solo individuals, who are now
assigned to a more difficult task in the test phase compared to their training phase,
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Figure 3: Individual and collective outcomes. Performance differences between
individuals and dyads over the course of T2 in terms of average change in pace
(A-B), alongside average change in accuracy (C-D) and efficiency (E-F) for the
species identification task, considered the most complex. General Solo individuals
are compared to General Dyads and Mixed Dyads (left panels) and Targeted Solo
individuals are compared to Targeted Dyads and Mixed Dyads (right panels). The
performance changes of Mixed Dyads are computed by using the initial T1 perfor-
mance of the dyad member with the same training as the individual in the respective
solo condition as the ‘natural benchmark’ (see Materials and Methods for details).
Error bars indicate one standard error of the mean.
show a decline in pace; they again recover towards the end of T2. Statistical tests
of the differences in performance during the last third of the testing stage provide
further evidence that participants in the solo conditions significantly outperform
participants in the respective dyad conditions (p < 0.05 for pairwise comparisons;
see Supplementary Material, Sec. S3.3).
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Moving on to differences in task-specific performance, Fig. 3C-F shows changes
in accuracy and efficiency for the species identification, considered the most com-
plex task. Individuals and dyads with general training unsurprisingly experienced a
12% and 13% reduction in accuracy during the first interval of T2, respectively, be-
fore gradually improving over time (Fig. 3C); however, General Dyads experienced
no interaction benefit. Yet, pairing an individual with general training and an in-
dividual with targeted training stems this decline: Mixed Dyads outperform both
General Solo (p=0.036) and General Dyads (p=0.018)—indicating that participants
with general training can improve upon their expected individual performance by
collaborating with a selectively trained partner who can supply task-specific exper-
tise.
Targeted Solo individuals meanwhile experienced a significantly greater average
improvement in accuracy during the last interval of T2 (40%; Fig. 3D) compared to
Targeted Dyads (24%; p=0.003), but not compared to Mixed Dyads (29%; p=0.141);
as a result, they appear to consistently achieve the greatest efficiency (Fig. 3F). In
contrast, whilst General Solo achieved greater efficiency compared to General Dyads
as a result of increased speed (Fig. 3A; p=0.018), the marginal difference between
General Solo and Mixed Dyads (Fig. 3E; p=0.557) implies that individuals without
selective training experience a speed advantage when working alone but derive an
accuracy benefit when collaborating with a selectively trained teammate (see also
Supplementary Material, Fig. S8 which shows that using the smallest window length
does not significantly change any of the reported findings).
Surprisingly, across all other tasks, there was no clear indication of significant or
consistent differences between individual and dyads in terms of accuracy, as shown
in Fig. 4. When comparing changes in accuracy between General Solo and the re-
spective dyad conditions for the presence of young task, considered to be of medium
complexity (Fig. 4G), a similar pattern can nevertheless be observed to changes in
accuracy across the species identification task; notably, individuals and dyads both
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fail to experience any accuracy improvements. Moreover, when comparing Targeted
Solo and the respective dyads conditions (Fig. 4H), Targeted Dyads appear to ex-
perience the greatest improvements in accuracy during the first two intervals of
T2. However, the slight variations suggest that tasks of low complexity may be too
simplistic for practically relevant performance differences to emerge.
Taken together, these results provide mixed support for previous findings, demon-
strating the contingent benefits of collective decision-making. The stepwise perfor-
mance improvements experienced by dyads in terms of pace and accuracy for the
species identification task are consistent with prior studies showing that collective
performance increases gradually for complex tasks in the absence of feedback [52, 51].
Although the observation that dyads do not experience an overall collective benefit
across tasks goes against prior results that indicate an interaction benefit in the
context of low-level visual enumeration and numeric estimation problems [53, 54],
this finding is nevertheless in line with literature that has found no pair advantage
when the task context consists of general knowledge-based tests involving discrete
choice decisions [55, 56]. This underscores the extent to which performance greatly
depends on the task context. Notably, whilst some previous studies have suggested
that individuals outperform dyads due to faster skill acquisition [57], the greater
accuracy gains achieved by Mixed Dyads when compared to General Dyads and
General Solo for the species identification task (Fig. 4C) shows that, at least for
complex tasks, this may further depend on the level of task-relevant training among
dyad members.
More generally, the above results show that task-relevant training, particu-
larly targeted training, provides significant performance improvements, regardless
of working individually or in a pair. Importantly, the lack of substantial changes in
accuracy experienced by General Solo and Targeted Solo across the majority of tasks
depicted in Fig. 4 suggests that observed differences in efficiency between the indi-
vidual training groups (as shown in Fig. 2) are principally a reflection of differences
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Figure 4: Individual and dyadic outcomes across tasks of medium and low
complexity. Performance differences between individuals and dyads in terms of
average change in accuracy for the remaining tasks across General conditions (left
panels) and Targeted conditions (right panels). Error bars indicate one standard
error of the mean.
in speed. In other words, for simpler tasks, individuals consistently classify images
correctly, regardless of training, yet selective training still improves productivity.
This is in line with computational simulations of individual and social learning in
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the context of visual search tasks, which have shown that, in non-complex environ-
ments, all strategies find the optimum; differences only occur for the time needed to
converge to this optimum [58].
Discussion
Some prior research has shown that interacting dyads experience an all round collec-
tive benefit [59, 60], whilst other work has shown that pairs do not experience any
accuracy gains from collaboration [55]. In the face of these contradictory results, this
paper stresses that existing experiments and theories of collective decision-making,
such as the “confidence matching” model stating that only pairs similar in skill or
social sensitivity experience a collective benefit [34], do not adequately stipulate if,
and under what conditions, dyads will outperform individuals. Therefore, the imme-
diate contribution of this study is to demonstrate that in the context of a real-world
task context, namely, Zooniverse’s Wildcam Gorongosa citizen science project, the
heads of two experts, understood here as individuals with targeted training, are not
always better than one. Rather, one expert is more efficient than two experts or
a mixed ability dyad, indicating that the cost of team coordination to efficiency is
consistently larger than the leverage of having a partner—even if that partner is also
specially trained for the task at hand. Moreover, we also show that a non-expert,
an individual with basic training, works faster than a dyad, even if one of the dyad
members is an expert, thereby suggesting that individuals exert less effort when
working in a pair. However, when it comes to accuracy in the most complex task,
having one expert in a dyad significantly improves performance compared to that
of individual non-experts or dyads of non-experts.
Returning to the situation posited at the outset of the general manager deciding
whether or not to rely on a qualified expert or a pair of untrained team members
for solving various tasks effectively, the results of the present study would suggest
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that, at least for complex classification tasks, overall performance can be maximized
by relying on a pool of expertly trained individuals working alone. Similarly, if the
speed at which the problem needs to be completed is key, it is also best to rely on
individuals working alone. Yet, if accuracy carries more practical importance than
productivity, such as when the problem constitutes a single complex task, and it
is not possible to provide specialized training, then recruiting experts and building
mixed ability teams may be most effective. In other words, providing specialized
individual training to all or at least some workers and relying on group work only
when accuracy matters may be the most effective strategy, whilst relying on a dyad
of trained experts will likely represent a waste of resources, as it does not provide
any additional performance gains. Taken together, these results both complement
prior findings [55, 52] and provide new insights, highlighting that the extent of
training received by an individual, the complexity of the task at hand, and the
desired performance outcome are all critical factors that need to be accounted for
when weighing up the benefits of collective decision-making.
Despite the fact that collective decision-making has been studied extensively
[61, 62], prior studies have relied mostly on artificial or comparatively simple tasks
(e.g. number line or dot estimation), which do not reflect the nature of human
interaction in daily life nor account for the uncertainty and limited task-relevant
knowledge that individuals often posses (see Supplementary Material, Fig. S9A,
which demonstrates that, in the present case, 86% of participants had close to none,
basic, or average zoology knowledge and 0% had any expertise). The Wildcam
Gorongosa task studied here, however, is not only an established citizen science
challenge engaging thousands of participants but a task that shares significant fea-
tures with other forms of online collaboration and information processing activities
more broadly, given it requires both perceptual ability and general knowledge. Thus,
it can be expected that the present results can be generalized to similar environments
where collaboration may be substituted or complemented with specialized training
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to improve outcomes. Moreover, the finding that individuals and dyads with similar
training do not perform significantly differently suggests that the pair advantage
observed in highly controlled experimental studies employing one-dimensional tasks
may be less observable in many multi-dimensional contexts. Yet, given some re-
maining shortcomings, this study also provides building blocks for future research
that can help resolve some of the gaps in our understanding of the relationship
between task complexity and the performance benefits experienced by interacting
individuals.
An obvious limitation of this study is the fact that only one type of task context
was studied. Nevertheless, by focusing on a class of real-world problems and advo-
cating for a “solution-oriented” approach [40], we hope that our approach will inspire
further research in computational social science on decision-making using externally
valid domain-general tasks. Moreover, we note that the use of a preexisting citizen
science task resulted in a significant proportion of participants reporting an interest
in contributing further to citizen science, independent from working alone or in a
dyad (see Supplementary Material, Fig. S10 which shows that 68% of participants
reported it as either somewhat or extremely likely that they would contribute to
citizen science in the long term), thereby additionally demonstrating the potential
of using real-world tasks to engage participants as well as advance our understand-
ing of collective performance on complex problems. Going forward, we welcome
recent calls for the field to take greater inspiration from animal research [63] and
for researchers to consider how technologies and machines affect human interaction
in online collaborative tasks [64] as additional avenues of research to explore and
further advance our collective knowledge of collective intelligence.
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Materials and Methods
This study was reviewed and approved by the Oxford Internet Institute’s Depart-
mental Research Ethics Committee (DREC) on behalf of the Social Sciences and
Humanities Inter-Divisional Research Ethics Committee (IDREC) in accordance
with the procedures laid down by the University of Oxford for ethical approval of
all research involving human participants. Participants (n = 195) were recruited
from the general public via the Nuffield Centre for Experimental Social Science (see
Supplementary Material, Sec. S2).
Zooniverse Answers
As all images seen by participants have already been evaluated on the Zooniverse
website, Zooniverse estimation data was used to assess performance. These data
consist of the aggregated guesses of citizen scientists who used the platform prior to
when the experiment was conducted. Whilst volunteer estimates have consistently
been found to agree with expert-verified wildlife images [65], it is noted that the
ground truth data could still be missing correct attributes that only experts could
identify. However, it is by definition impossible for any participant to have performed
better than the citizen scientist-provided estimates; hence, we refer to these data as
the ‘ground truth’ throughout (see Supplementary Material, Sec. S3.1 for details on
the content of the ground truth).
Sliding Window Analysis
To conduct a sliding window analysis, T1 and T2 were separately split into three
equally spaced and non overlapping intervals (of length 10 and 15 minutes, respec-
tively). The average change in performance was then estimated separately for each
window by computing the difference in performance compared to the performance
of the respective individual(s) in the first window of T1, which can be thought of
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as the natural baseline prior to training. In comparing individuals to dyads, two
benchmarks are used: (a) a “non-interacting nominal dyad”, defined as the average
of the initial performance of both dyad members working individually (the sum is
used for volume and efficiency, as these are additive processes), and, in the case of
Mixed Dyads, (b) a “comparably trained individual”, defined as the average initial
performance of the dyad member with the same level of training as the individual in
the respective solo condition (multiplied by two when considering volume and effi-
ciency). Thus, by benchmarking change in performance against initial performance
we can more precisely estimate whether individual training, interaction, or both,
provide performance gains, and how this changes across tasks and over time.
Statistical Tests
All statistical tests were two-tailed and non-parametric alternatives were planned
if the data strongly violated normality assumptions. For omnibus tests, the signif-
icance of mean differences between groups were analyzed via post hoc tests. Effect
size values were interpreted in simple and standardized terms, according to [66],
when no previously reported values are available for comparison [67]. Details of the
statistical tests are in Supplementary Material, Sec. S3.3.
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The Gorongosa Lab educational platform is hosted by The Zooniverse (zooni-
verse.org), an open web-based platform for large scale citizen science research projects
[43]. All pictures shown are by Wildcam Gorongosa licensed under CC BY 4.0. The
survey responses were recorded using the Qualtrics software [68].
S2 Details of Experimental Setup
S2.1 Wildcam Gorongosa Classification Task
For the experiment, participants were asked to solve citizen science classification
tasks using the Wildcam Gorongosa platform, first individually during a Training
stage, T1, and then potentially in a dyad with another participant during a Testing
stage, T2 (i.e., based on whether the participant is assigned to an individual or dyad
condition). Citizen science is a form of crowdsourced e-Research whereby volun-
teering amateurs or nonprofessional scientists collaborate with experts on scientific
research [69]. These so-called ‘citizen scientists’ primarily carry out tasks for which
human-based analysis often still exceeds that of machine intelligence [45]. In the
context of Zooniverse, these simple intelligence tasks include transcription, annota-
tion, and drawing, among others [70]. In the present case, participant(s) were tasked
with recognizing animals in pictures taken by camera traps in Mozambique’s Goron-
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gosa National Park set up to document the recovery of wildlife populations (the trail
cameras are designed to automatically take a photo when an animal moves in front
of them). The tasks participants had to perform are thus real-world problems which
constitute an important part of both wildlife research and conservation—Wildcam
Gorongosa has engaged over 40,000 volunteers to date [47] and is actively used in
classroom settings in the life and environmental sciences [71]. Whilst object recogni-
tion more broadly is considered a complex task which relies on different components
and is consequently a subject of intensive research in vision science, artificial intel-
ligence, and human-machine collaboration [72, 73, 44].
For each image, participants in the experiment were tasked with (1) detecting
the presence of the animal(s), (2) identifying the species type, (3) counting how
many animals there are, (4) identifying the behaviors exhibited, specifically, identi-
fying whether the animal(s) is (a) standing, (b) resting, (b) moving, (c) eating, or
(d) interacting behavior (multiple behaviors may be selected), and (5) recognizing
whether any young are present. The 52 possible species options include a ‘Nothing
here’ option and four ‘group’ categories: human, bird (other), reptiles, and rodents.
Whilst all images participants saw were classified by citizen scientists as contain-
ing animals, the ‘Nothing here’ button allowed participants to still classify images
if they failed to detect any visible animals. The option ‘human’ is meant to indi-
cate any human activity, such as the presence of vehicles. Some images contained
more than one species (see Sect. S3.1); however, for the species identification task
participants could only identify one instead of multiple species (i.e., single-label clas-
sification). Similarly, options for the animal count (binned as 1, 2, 3, 4, 5, 6, 7, 8,
9, 10, 11-50, and 51+ individuals) and detecting young task (options are Yes/No)
are also instances of single-label classification. Nevertheless, classifying behavior
can be considered an instance of a multi-label classification task as multiple behav-
ioral attributes can be selected, consequently this task was evaluated differently to
the others (see Sect. S3.2). Participants were able to filter potential species by
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morphological characteristics, such as body body shape (see Fig. S4).
The pictures seen by participants have already been classified on the Zooniverse
website, each one having been classified by at least 25 citizen scientists. All classifi-
cations made by citizen scientists for the same picture are aggregated into the most
likely answer in order to provide a ‘correct’ label for each of the tasks described
[47]. When aggregated this way, the accuracy of citizen scientist-provided labels is
on par with labels provided by expert zoologists [65]; hence these labels are used in
the experiment as the ‘ground truth’ to evaluate the decisions of participants (see
also Study Design in the main text). For example images and the interface for the
classification task that is undertaken by individuals and dyads, see Figs. S1-S2.
Figure: S1: The Wildcam Gorongosa interface. The primary interface (A) asks
users to first detect and identify the type of species in the picture, filters (B) then
help users identify the number of individuals present, recognize whether any young
are present, and identify the behaviors exhibited.
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Figure: S2: Example images. Shown are four images seen by participants in
the experiment. Various factors make classifying the images difficult. Detecting
and counting the number of animals may be considered tasks of ‘lower complexity’
compared to identifying whether any young are present alongside identifying the
behaviors, and identifying the species.
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S2.2 Screenshots of the Instructions
Figure: S3: Experiment instructions. The Wildcam Gorongosa platform pro-
vides users with brief instructions on how to use the interface to classify images.
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Figure: S4: Experiment instructions. Users can only classify an image once.
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S2.3 Experimental Design
The experiment was conducted at the University of Oxford. Participants were re-
cruited from the general public through the Nuffield Centre for Experimental Social
Science (CESS). All participants (n = 195) provided explicit consent to participate
in the experiment and were 18 years of age or older (M = 28.6, SD = 12.2). The
experiment was divided into a Training stage, T1, and a Testing stage, T2. In each
stage of the experiment, participants first read instructions and could start classify-
ing images only after they had clicked through on each of the instruction slides (see
Sect. 2.3 for screenshots and examples of the instructions given to participants).
Participants were in a single room, each facing a large screen; participants working
in a dyad were sat in front of a single monitor.
Two independent variables were manipulated, namely, type of training received
during the training stage (‘General’ vs. ‘Targeted’) and grouping condition for the
testing stage (‘Solo’ vs. ‘Dyad’). Participants in the dyad condition were assigned
to form an equal number of ‘General Dyad’ (where both received general training),
‘Targeted Dyad’ (where both received targeted training), and ‘Mixed Dyad’ groups
(where only one participant received targeted training). As with allocation to either
Targeted or General training condition for T1, participants were randomly allocated
to one of the solo or dyad conditions for T2. Participants had 30 minutes to complete
the T1 and 45 minutes to complete T2. During T2, participants working in a dyad did
not know each other before the experiment. At the end of testing, participants in-
dividually completed an exit survey which asked questions about their demographic
background, previous experience and future intentions regarding citizen science, as
well as experience of the experiment, discussed below. Participants were paid £18
upon successfully completing both the training and testing stage.
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S2.3.1 Design of the Training Stage
The training stage was designed to give all participants a better understanding of
the interface and tasks, as well as provide selective practice to participants in the
Targeted treatment condition (n = 97) in preparation for the testing stage. The
set of images seen by participants in the Targeted training condition (Targeted set)
thus consisted of 50 predetermined pictures of animals that are also included in the
Testing stage. In contrast, for participants in the General training condition (n =
98), the set of images (General set) consisted of 50 predetermined pictures of animals
that are different from the animals included in the Testing stage. In both training
conditions, if participants classified more than 50 images in the time allotted they
were able to continue classifying images that were sampled from either the General
set or Targeted set, depending on their training treatment condition. Importantly,
the exact sequence of images seen by each participant was not artificially controlled.
Rather, to strengthen external validity, participants classified images in a way similar
to citizen scientist volunteers using the Wildcam Gorongosa site specifically and the
Zooniverse platform more broadly.
For the Targeted set, images were restricted to those containing one or more
of the following antelope species: bushbuck, duiker, impala, kudu, nyala, oribi,
reedbuck, and waterbuck. These animals were chosen as they look similar to each
other, share a number of morphological features, and exhibit similar behaviors,
thus making them relatively harder to distinguish and ensuring greater variation in
classification performance across the various tasks (see Fig. S5). For the General
set, images were restricted to those containing: baboon, bird (other), caracal, civet,
genet, hyena, jackal, lion (cub), lion (female), lion (male), mongoose, serval, warthog,
wild dog, wildcat. At the time of the experiment, there were 14,333 and 20,568 such
pictures on Wildcam Gorongosa, respectively. Given that images may contain more
than one species and as such be classified more than once by citizen scientists (see
Sect. S3.1), a small proportion of the images seen by participants in the targeted
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Figure: S5: Differences in training stage performance. Shown is performance
in terms of efficiency, number of correct classifications made, during the training
stage for each task. Data is combined across individuals for both the Targeted and
General training condition. Across all tasks, participants in the Targeted condition
on average classified less images correctly thereby helping to validate the increased
relative difficulty of classifying images in the Targeted set.
condition (3.8%) also contained baboons, civets, and warthogs, i.e. non-antelope
species. Similarly, a small minority of the images (12.4%) seen by participants in
the general condition included species belonging to the list of antelope species listed
above.
S2.3.2 Design of the Testing Stage
After completing the training stage, participants were randomly allocated to one
of two additional conditions for the testing stage: Solo vs. Dyad. Specifically, a
participant who was assigned to a Solo condition for the testing stage and had been
assigned to the General training treatment is referred to as ‘General Solo’ (n = 25),
whilst a participant who was assigned to the Targeted training treatment is referred
to as ‘Targeted Solo’ (n = 26). Similarly, participants in the dyad condition were
assigned to form roughly equal numbers of General Dyads (n = 24), Targeted Dyads
(n = 25), and Mixed Dyads (n = 23). The set of possible images participants
subsequently had to classify was restricted to the same set of pictures as contained
in the Targeted set. Moreover, the exact sequence of images seen by participants
was again not controlled. Aside from improving external validity, this helped to
increase internal validity by ensuring any observed performance differences in the
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Figure: S6: Task complexity mediates performance at the Wildcam Goron-
gosa classification task. Data is combined across all solo and dyad grouping con-
ditions for the testing stage. The more ‘complex’ the task, the greater the reduction
in average accuracy (A) and average efficiency (B). The difference in experienced
difficulty between the task with the lowest and highest complexity is very large:
the average accuracy score dropped by nearly 50%. Error bars indicate the 95%
confidence intervals.
testing stage are robust to slight variations in the set of images seen by participants.
In contrast to the training stage, participants were instructed to classify as many
images correctly as they could for the testing stage (i.e., there was no predetermined
minimum requirement of 50 images). Crucially, participants in a dyad condition
had to agree on a joint decision for each image for each of the 5 tasks; one of the
participants in the dyad was assigned to input the decisions using a single interface.
Given all participants had to classify images from the same set of images, whether in
a solo or dyad condition, data generated in the testing stage was in turn analyzed in
order to address the main research questions of the study. As outlined in the main
text, the first objective is to understand, in the context of a citizen science task,
whether and under what conditions, if any, do dyads perform better than individuals.
Specifically, whether dyads perform better than comparable individuals with similar
levels of training; and whether dyads perform worse than comparable individuals
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when training is dissimilar (i.e. when individuals worked in a Mixed Dyad) but
better when training is similar. A further aim is to understand how this varies
with the ‘complexity’ of the task. In other words, whether dyads perform worse
than comparable individuals at tasks of ‘low complexity’ but better at tasks of ‘high
complexity’. Although a formal definition of task complexity is not adopted, as
discussed in the main text (see Study Design), Figure S6 shows how performance,
measured in terms of efficiency and accuracy (see Sect. S3.2), varied as a function
of complexity; broadly understood as the level of specialist knowledge needed for
the task at hand [41]. Across all solo and dyad grouping conditions, higher task
complexity resulted in lower average efficiency and accuracy, thereby helping to
validate the approach taken to analyze performance.
After all individuals/dyads finished classifying images for the testing stage, they
were asked to individually complete a 5-minute exit survey. Below are the 17
multiple-choice questions for which each participant was asked to provide self-
reported answers:
1. Age
2. Gender
3. Ethnicity
• Bangladeshi, Indian, or Pakistani
• Black, African, or Caribbean
• Other Asian background
• White British or Irish
• Other white background
• Other
4. How well do you know the English language?
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• I sometimes find it difficult to understand others or express myself
• I am fluent
• I am a native speaker
5. What is/was your subject specialization in school?
• Applied sciences (agricultural sciences, computer science, engineering and
technology, medicine and health sciences)
• Arts (performing, visual arts)
• Humanities (geography, history, languages and literature, philosophy)
• Sciences (biology, chemistry, earth and space sciences, mathematics, physics)
• Social sciences (economics, law, political science, psychology, sociology)
• Vocational area (construction, building services, education, accounting,
hairdressing, and similar)
6. What is the highest educational or vocational qualification that you have or
that you will receive if you complete your current degree program?
• Secondary school up to 16
• Secondary school/sixth form college up to 18 with A levels or equivalent
• Other college qualification e.g. BTEC, City & Guilds
• University degree or degree level equivalent
• Postgraduate degree
7. Which of the following best describes your current working status?
• Retired
• Student
• Working
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• Unemployed, disabled, homemaker, or other
8. How would you evaluate your knowledge in the field of zoology before this
experiment?
• Close to none (1) — Expert or equivalent (5)
9. What was your experience with citizen science before this experiment?
• I have never heard of citizen science (1) — I have contributed regularly
(4)
10. Please indicate the extent to which you agree with the statement ’I see myself
as someone who is talkative’:
• Strongly agree (1) — Strongly disagree (5)
11. Please indicate the extent to which you agree with the statement ’I see myself
as someone who is full of energy’:
• Strongly agree (1) — Strongly disagree (5)
12. Please indicate the extent to which you agree with the statement ’I see myself
as someone who generates a lot of enthusiasm’:
• Strongly agree (1) — Strongly disagree (5)
13. Please indicate the extent to which you agree with the statement ’I see myself
as someone who has an assertive personality’:
• Strongly agree (1) — Strongly disagree (5)
14. Please indicate the extent to which you agree with the statement ’I see myself
as someone who is outgoing and social’:
• Strongly agree (1) — Strongly disagree (5)
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15. How useful did you find the first part of the experiment (the training)?
• Not at all useful (1) — Extremely useful (5)
16. How difficult did you find the second part of the experiment (the testing)?
• Extremely easy (1) — Extremely difficult (5)
17. How much did you enjoy participating in this experiment?
• None at all (1) — A great deal (5)
18. How much did you learn by participating in this experiment?
• None at all (1) — A great deal (5)
19. How likely are you to volunteer and contribute to a citizen science project in
the next few days?
• Extremely unlikely (1) — Extremely likely (5)
20. How likely are you to volunteer and contribute to a citizen science project ever
again?
• Extremely unlikely (1) — Extremely likely (5)
In addition to the above questions, participants who worked in a dyad during the
testing stage were asked to provide self-reported answers to the following two ques-
tions:
1. How would you evaluate the other participant’s knowledge of the animals?
• They had worse knowledge than me (1) — They had better knowledge
than me (3)
2. How would you evaluate the other participant’s contribution to the submitted
classifications?
• They contributed less than me (1) – They contributed more than me (1)
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S3 Details of Analysis
S3.1 Zooniverse Data
The aggregated citizen scientist-provided labels for each image downloaded from
The Zooniverse are used to evaluate the decisions of participants in the experiment.
Specifically, these labels are used as the ground truth to evaluate participants on
each of the 5 tasks discussed in Section 2 (see also Study Design) for each image.
The aggregated classifications provide a single label for each of the tasks.
For the task of species identification, a small percentage of the unique images
seen by participants in the experiment (3.8%) were labeled as containing multiple
species (i.e., ‘multi-species images’). Consequently, the ground truth dataset con-
tains multiple species entries (i.e., correct answers) for these images. After manually
inspecting these images and determining that the distribution of participants who
classified multi-species images was evenly split across both training conditions for
the training stage and all grouping conditions for the testing stage, a policy of ac-
cepting multiple answers was universally adopted in analyzing the data generated
by participants. For example, if an image was labelled as containing both nyala(s)
and baboon(s) in the ground truth dataset (as is the case for Fig. S2B), both these
labels were considered correct when evaluating a participant’s decision.
As mentioned in Sect. S2.1, for the behavior task, the ground truth dataset also
contains labels for five additional behavioral attributes: standing, resting, moving,
eating, interacting. Citizen science identifications for behavior are not always as
accurate as they are for species and animal numbers [47]. As a result, the data
downloaded from The Zooniverse are not aggregated in the same way. For each
additional attribute, the data show the ratio of citizen scientists who selected that
attribute for the animals in the photo. Because the attributes are not mutually
exclusive, multiple behaviors may be present (especially in cases with multiple indi-
vidual animals)—this was the case for nearly all of the images seen by participants
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Figure: S7: Shown are two images seen by participants in the (A) targeted training
(B) and testing stage. Below each image are the aggregated citizen scientists’-
provided classifications for the species and animal count task, as well as the propor-
tions of citizen scientists’ classifications for each behavioral attribute.
in the experiment (99%). For example, both ‘eating’ and ‘standing’ may be selected
by 25% of all citizen scientists who labeled the same picture (as is the case for the
image shown in Fig. S7A). Given participants in the experiment only had the option
to indicate the presence of each attribute using a dichotomous scale, i.e. selecting
the behavior for yes or leaving it blank for no (see Fig. S1), participant’s decisions
were compared to the proportional scores by treating both as vectors in a multidi-
mensional space and calculating the cosine of the angle between them, as discussed
in the following section.
It is further noted that the ground truth data could still be missing correct
attributes that only experts could identify [48], hence the label ‘ground truth’ is
used with care; however, it is by definition impossible for any participant to have
performed better than the citizen scientist-provided classifications. Moreover, given
that the aggregated citizen scientist-provided classifications provide a single clas-
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sification for 96.2% of images seen by participants in the experiment, the label is
deemed appropriate and hence used throughout.
S3.2 Performance Metrics
As described in the main text, three measures of performance were calculated.
Specifically, performance was measured for both the training and testing stage in
three ways:
• Volume: defined as the total number of images classified made by an individual
or dyad i (referred to as pace when considering images classified per minute)
• Accuracy : defined as the number of correct classifications made by individual
or dyad i as a proportion of volume
• Efficiency : defined as the average number of correct classifications made by
individual or dyad i per unit of time
Except for volume, which is an aggregate measure of performance, accuracy and
efficiency were computed separately for each task. In more detail, these metrics
were computed as follows. For each image classified by individual or dyad i, a
classification was counted as correct in the context of the animal detection task if the
species label x did not match the label ‘Nothing here’. For the species identification
and young present task, a classification was counted as correct if the label x selected
by i matched the label in the ground truth dataset y. For the animal count task,
a classification was counted as correct using the sum of relative difference dr where
the absolute difference between the number x selected by i and the answer y in the
ground truth dataset is divided by the maximum absolute value of the two numbers
and subtracted from 1:
dr = 1− |x− y|
max(x, y)
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where dr takes on a value between 0 and 1 and has the effect of penalizing par-
ticipants the further away their classification estimate is from the correct value.
Although participants have the option to choose a value from the classification in-
terface list [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11-50, and 51+ individuals], as discussed
in Section S2.1, the values ‘11-50’ and ‘51+’ are recorded as the numbers 25 and
75, respectively, when downloaded from the Wildcam Gorongosa platform. Finally,
for the behavior task, a participant’s decisions xj across each of the 5 behavioral
attributes discussed in Sect. S2.1 for an image were collectively compared to the
citizen scientist-provided proportional scores yj by treating both as vectors in a
multidimensional space and computing the inner product of the same vectors nor-
malized to both have length 1. This is defined to equal the cosine of the angle
between each vector pair which can be used as a measure of similarity between two
vectors sim(x, y):
sim(x, y) =
x · y
|x||y|
where x and y are the vectors for a participant’s decisions xj and proportional scores
yj for a single image. In the present case, each vector pair is given a similarity score
between 0 (full dissimilarity) and 1 (full similarity).
S3.3 Statistical Analysis
To statistically qualify the results presented graphically in the main text (see Re-
sults), we used analysis of variance (ANOVA) to analyze differences in performance
during the last third of the testing stage; when the benefits of interaction can best
be separated from additional effects, i.e., improvements in coordination. All statis-
tical tests were two-tailed and non-parametric alternatives were planned if the data
strongly violated normality assumptions. The significance of mean differences be-
tween groups were in turn analyzed via post hoc tests. Python code for the analysis
is provided as a supplementary file in the same repository as the replication data.
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S3.3.1 Analysis of Average Change in Pace
A one-way ANOVA showed a main effect of grouping condition when comparing
General Solo, General Dyad and Mixed Dyad on pace (Fig. 3A) during the last
third of the testing stage (F (2, 71), = 6.637, p = 0.002, η2p = 0.158). Post hoc
comparisons indicated that average change in pace during the last interval was
indeed higher for General Solo (M=0.97, SD=0.72) compared to General Dyads
(M=-0.41, SD=1.51, p=0.001) and Mixed Dyads (M=0.01, SD=1.62, p=0.03),
but did not differ significantly between Mixed Dyads and General Dyads (p=0.506).
Further, a one-way ANOVA showed a main effect of grouping condition when
comparing Targeted Solo, Targeted Dyad, and Mixed Dyad (F (2, 71), = 7.962, p
= 0.003, η2p = 0.144). Post hoc comparisons indicated that average change in pace
during the last interval was higher for Targeted Solo (M=1.65, SD=1.04) compared
to Targeted Dyads (M=-0.82, SD=0.95, p=0.002) and Mixed Dyads (M=0.57,
SD=1.39, p=0.036), but did not differ significantly between Mixed Dyads and Tar-
geted Dyads (p=0.714).
S3.3.2 Analysis of Average Change in Accuracy for the Species Identi-
fication Task
Results of a one-way ANOVA on the effect of grouping condition (General Solo,
General Dyad, Mixed Dyad) on average accuracy in the species task for the last
third of the testing stage shows a significant main effect (F (2, 71), = 4.611, p
= 0.013, η2p = 0.115); post hoc comparisons further indicate that improvement in
accuracy was indeed higher for Mixed Dyads (M=0.18, SD=0.27) than for General
Dyads (M=-0.02, SD=0.16, p=0.018) and General Solo (p=0.036), but did not differ
significantly between General Dyads and General Solo (M=0,SD=0.32, p=0.900).
Similarly, a one-way ANOVA on the effect of grouping condition (Targeted Solo,
Targeted Dyad, Mixed Dyad) on average accuracy in the species task for the last
third of testing stage also shows a significant main effect of grouping condition (F (2,
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70), = 3.524, p = 0.034, η2p = 0.091); post hoc comparisons show that improvement
in efficiency was greater for Targeted Solo (M=0.41, SD=0.22) than for Targeted
Dyads (M=0.24, SD=0.18, p=0.003), but did not significantly differ between Tar-
geted Solo and Mixed Dyads (M=0.29, SD=0.24, p=0.141) nor between Mixed
Dyads and Targeted Dyads (p=0.721).
S3.3.3 Analysis of Average Change in Efficiency for the Species Identi-
fication Task
A one-way ANOVA on the effect of grouping condition (General Solo, General Dyad,
Mixed Dyad) on average efficiency in the species task for the last third of testing
stage also shows a significant main effect of grouping condition (F (2, 71), = 3.795,
p = 0.027, η2p = 0.097); post hoc comparisons show that improvement in efficiency
was greater for General Solo (M=0.56, SD=0.57) than for General Dyads (M=-
0.26, SD=1.05, p=0.018), but did not significantly differ between General Solo and
Mixed Dyads (M=0.27, SD=1.24, p=0.557) nor between Mixed Dyads and General
Dyads (p=0.188).
Finally, a one-way ANOVA showed that grouping condition (Targeted Solo, Tar-
geted Dyad, Mixed Dyad) has a marginally significant effect on average efficiency for
the last third of testing (F (2, 71), = 1.889, p = 0.159, η2p = 0.051). This latter sta-
tistical result is best interpreted within the context of Fig. 3F, which, as discussed
in the main text, suggests that Targeted Solo participants did experience greater
efficiency improvements, particularly for the first interval of T2 [74].
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Figure: S8: Sliding window analysis using a window with length 5 minutes (equal
to 1/6 of total time for T1 and 1/9 of total time for T2) shows that (A) observed
differences between General Solo, Mixed Dyads, and General Dyads in terms of
average change in pace do not significantly differ when decreasing the size of the
window; (B) the same can be observed when comparing Targeted Solo, Mixed Dyads,
and Targeted Dyads. Error bars represent one standard error of the mean.
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Figure: S9: Proportion of self-reported answers to Q8 and Q9 of the exit survey
completed after T2. No participants reported having expertise in zoology (A); 40%
reported having close to no knowledge, 25% reported having basic knowledge, 21%
reported having average knowledge, and only 14% reported having above average
knowledge. 70% of participants reported never having heard of citizen science (B),
16% had heard of citizen science but not been involved, 12% had been involved on a
few occasions, and only 2% had contributed regularly (equivalent to one participant).
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Figure: S10: Proportion of self-reported answers to Q19 and Q20 of the exit survey
broken down by whether participants worked in one of the Solo or Dyad conditions
during T2. Taken together, 43% of participants who worked in a dyad and 44% of
those who worked individually reported it as either somewhat or extremely likely
that they would contribute to citizen science in the short term (A); whilst 68% and
68% reported it as either somewhat or extremely likely that they would contribute
in the long term, respectively (B).
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