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Vecteurs distributions H-invariants de
repre´sentations induites, pour un espace syme´trique
re´ductif p-adique G/H .
Philippe Blanc, Patrick Delorme
de´die´ a` Alain Guichardet
English title: H-fixed distribution vectors of induced representations, for a reductive
symmetric space G/H
Re´sume´: Soit G le groupe des points sur F d’un groupe re´ductif line´aire de´fini sur F,
un corps local non archime´dien de caracte´ristique 0. Soit σ une involution rationnelle de
ce groupe alge´brique de´finie sur F et soit H le groupe des points sur F d’un sous-groupe
ouvert, de´fini sur F, du groupe des points fixes de σ. Nous construisons des familles
de vecteurs H-invariants dans le dual de se´ries principales ge´ne´ralise´es, en utilisant
l’homologie des groupes. Des re´sultats de A.G.Helminck, S.P.Wang et A.G.Helminck,
G.F.Helminck sur la structure des espaces syme´triques re´ductifs p-adiques sont aussi
essentiels.
Summary:
Let G be the group of F-points of a linear reductive group defined over F, a non
archimedean local field of characteristic zero. Let σ be a rational involution of this
group defined over F and let H be the group of F-points of an open subgroup, defined
over F, of the group of fixed points by σ. We built rational families of H-fixed vec-
tors in the dual of generalized principal series, using homology of groups. Results of
A.G.Helminck, S.P.Wang and A.G.Helminck, G.F.Helminck on the structure of p-adic
reductive symmetric spaces are also essential.
0 Introduction
Soit G le groupe des points sur F d’un groupe line´aire alge´brique re´ductif G, de´fini
sur F, un corps local non archime´dien de caracte´ristique 0. Soit σ une involution de
ce groupe alge´brique G, de´finie sur F, H le groupe des points sur F d’un sous-groupe
ouvert, de´fini sur F, du groupe des points fixes de σ. Cet article est destine´ a` de´buter
l’analyse harmonique sur l’espace syme´trique re´ductif G/H , en analogie avec celle sur
les espaces syme´triques re´els (cf. [D] pour un survey sur ce sujet).
La preme`re e´tape que nous franchissons ici est la construction de familles de formes
line´aires H-invariantes sur des se´ries principales ge´ne´ralise´es . Cette e´tape a e´te´ franchie
dans le cas re´el dans [BrD], a` l’aide de la the´orie des D-modules.
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L’outil principal est ici l’homologie lisse (voir plus bas).
Notre construction se limite a` celle de sous groupes paraboliques particuliers dits σ-
sous-groupes paraboliques. C’est l’expe´rience du cas re´el qui conduit a` cette restriction:
dans ce cas ces familles de repre´sentations suffisent a` de´crire la partie continue de la
formule de Plancherel pour l’espace syme´trique. Un travail en cours d’e´laboration de
Nathalie Lagier pre´cisera le roˆle joue´ par les σ-sous-groupes paraboliques dans l’e´tude
des repre´sentations admissibles de G qui sont H-sphe´riques i.e. qui posse`dent une forme
line´aire non nulle H-invariante. On notera, pour se fixer les ide´es, que si G n’admet
pas de σ-sous-groupe parabolique diffe´rent de G alors toutes les composantes isotropes
de G sont contenues dans H ([HW], Lemme 4.5).
Il faut remarquer que notre approche est diffe´rente de celle de [Hi], [HiSat], [O] qui
de´terminent, pour certains cas, toutes les repre´sentations irre´ductibles ayant un vecteur
non nul invariant par un bon sous-groupe compact maximal et une forme line´aire non
nulle H-invariante, et obtiennent une formule de Plancherel, ou bien de l’approche de
[OS] qui cherchent toutes les repre´sentations unitaires, irre´ductibles de GL2n, ayant une
forme line´aire non nulle invariante sous le groupe symplectique. Dans [O] notamment
les fonctions sphe´riques sont explicite´es a` l’aide de polynoˆmes de Macdonald, alors
que dans [OS], on utilise des the´ore`mes sur les pe´riodes des formes automorphes. En
particulier, nous ne cherchons pas a` expliciter comple`tement les ze´ros et les poˆles des
familles construites.
On note RatG le groupe des caracte`res rationnels de G de´finis sur F et aG =
HomZ(RatG,R) et on note HG : G → aG, l’application qui, a` g ∈ G, associe
l’application χ 7→ |χ(g)|F. Alors a
∗
G = RatG ⊗Z R et on dispose d’une application
surjective de (a∗G)C dans l’ensemble X(G) des caracte`res non ramifie´s de G, qui a` χ⊗ s
associe le caracte`re g 7−→ |χ(g)|s
F
.
L’involution σ agit sur aG et a
∗
G. On note aG,σ (resp. a
σ
G) l’ensemble des e´le´ments de
aG antiinvariants (resp. invariants) par σ. Alors aG = aG,σ ⊕ a
σ
G et a
∗
G,σ s’identifie a`
un sous-espace de a∗G. On note X(G)σ l’image de (a
∗
G,σ)C par l’application pre´ce´dente.
Elle posse`de une structure de varie´te´ alge´brique comme quotient d’un espace vectoriel
par un re´seau.
On introduit des notations similaires pour les sous-groupes de Le´vi σ-stables de G. On
conside`re un sous-groupe parabolique P de G tel que σ(P ) soit e´gal a` l’oppose´ de P
relativement a` un tore de´ploye´ maximal, A0, contenu dans P et σ-stable. On dit que
P est un σ-sous-groupe parabolique. On note M le sous-groupe de Le´vi σ-stable de P ,
qui est e´gal a` P ∩ σ(P ), et U son radical unipotent. On note A un tore de´ploye´ du
centre de M , maximal pour la proprie´te´ d’eˆtre contenu dans {x ∈ G| σ(x) = x−1}.
Alors a∗M,σ s’identifie a` a
∗ = RatA ⊗Z R. On note X = X(M)σ et B l’alge`bre des
fonctions re´gulie`res sur X .
Soit (δ, Vδ) une repre´sentation lisse de M irre´ductible, ou simplement admissible de
type fini, qu’on prolonge a` P en la prenant triviale sur U . On introduit pour χ ∈ X , la
repre´sentation δχ = δ⊗χ de M . On de´finit e´galement une structure de (M,B)-module
sur Vδ ⊗ B en faisant agir B par multiplication sur le deuxie`me facteur et m ∈ M par
le produit tensoriel de δ(m) avec la multiplication par l’e´le´ment bm de B de´fini par:
bm(χ) = χ(m), χ ∈ X .
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Soit encore:
δB(m)(v ⊗ b) = (δ(m)v)⊗ bmb
On e´tend l’action de M a` P en la prenant triviale sur U . On notera δ• a` la place de δχ
ou bien δB.
On conside`re indGPVδ• l’ensemble des ϕ : G→ Vδ• qui sont invariantes a` gauche par
un sous-groupe compact ouvert et telles que
ϕ(gmu) = δ•(m
−1)ϕ(g), g ∈ G,m ∈M,u ∈ U
On le note aussi I•. Le groupe G agit sur I• par la repre´sentation re´gulie`re gauche. De
plus B agit naturellement sur IB.
L’objet de cet article est de de´terminer les familles de vecteurs H-invariants dans le
dual de Iχ de´pendant, en un certain sens ( voir plus bas), de fac¸on polynomiale de χ.
Une remarque fondamentale pour notre travail est le fait que si V est un module
lisse, l’espace des e´le´ments H-invariants du dual de V , V ∗H , est e´gal a` H0(H, V )
∗,
ou` H0(H, V ) est le quotient de V par le sous-espace engendre´ par les vecteurs gv − v
ou` g de´crit H et v de´crit V .
Dans la premie`re partie de l’article, on e´tudie les foncteurs d’homologie lisse en degre´
supe´rieur. On les introduit graˆce aux re´solutions projectives dans la cate´gorie des mod-
ules lisses. Une se´rie de proprie´te´s sont brie`vement e´tablies(voir aussi [BlBr], [Cas] et
aussi [BoWal], [G] pour la cohomologie continue) notamment le lemme de Shapiro, une
utilisation des sous-groupes distingue´s ferme´s qui sont union de sous-groupes compacts,
la re´solution standard, le complexe de chaines inhomoge`nes. On e´tablit qu’une action
naturelle du centre de G sur le complexe des chaines inhomoge`nes induit une action
triviale sur l’homologie.
Tous ces re´sultats sont utilise´s dans la preuve du The´ore`me principal.
Hypothe`se simplificatrice, pour l’introduction seulement: On suppose que HP
est la seule (H,P )-double classe ouverte dans G.
The´ore`me principal :
(i) On note Jχ = {ϕ ∈ Iχ|ϕ est a` support contenu dans HP} qui est un sous-H-module
lisse. Alors H0(H, Jχ) est naturellement isomorphe a` H0(M ∩H, Vδ).
(ii) Il existe un polynome q ∈ B, non nul tel que pour tout χ ∈ X ve´rifiant q(χ) 6= 0,
l’injection naturelle de Jχ dans Iχ de´termine un isomorphisme:
H0(H, Jχ) ≃ H0(H, Iχ)
(iii) Passant aux duaux dans (i) et (ii), si χ ∈ X et q(χ) 6= 0, on dispose d’un isomor-
phisme:
V ∗M∩Hδ → I
∗H
χ
qu’on note:
η 7→ j(P, δ, χ, η)
On peut re´aliser les Iχ dans un espace fixe I, par restriction des fonctions de G a` un
sous-groupe compact maximal K. Alors le polynoˆme q peut eˆtre choisi de telle sorte que
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pour tout η ∈ V ∗M∩Hδ et ϕ ∈ I, χ 7→ q(χ) < j(P, δ, χ, η), ϕ >, χ ∈ X, soit un e´le´ment
de B, i.e une fonction re´gulie`re sur X.
Donnons une ide´e de la de´monstration de ce the´ore`me.
On commence par e´tudier Iχ comme H-module. D’abord il existe un nombre fini de
(H,P )-doubles classes HxP et on note Ω un ensemble, qui contient e, de repre´sentants
de celles-ci. On introduit des ouverts O0 = HP ⊂ O1 ⊂ ... ⊂ On = G de sorte que
Oi+1\Oi = Hxi+1P puis on note Ii = {ϕ ∈ Iχ|suppϕ ⊂ Oi} de sorte que I0 = Jχ et
{0} ⊂ I0 ⊂ I1... ⊂ In. On montre (voir aussi [BZ], The´ore`me 5.2) que:
Ii/Ii−1 ≃ ind
H
H∩xiPx
−1
i
δxi
χ|H∩xiPx
−1
i
pour i = 0, ..., n, ou` δxiχ est la repre´sentation de xiPx
−1
i dans V de´finie par:
δxiχ (xipx
−1
i ) = δχ(p), p ∈ P
Ici les fonctions de l’espace de l’induite sont a` support compact modulo le sous groupe
induisant et sont invariantes a` gauche par un sous-groupe compact ouvert de H .
En particulier:
Jχ ≃ ind
H
H∩P (Vδχ)
Graˆce au lemme de Shapiro, H0(H, Jχ) = H0(H ∩P, Vδχ). Mais H ∩P = H ∩M car P
est un σ-sous-groupe parabolique de G et χ ∈ X(M)σ est trivial sur M ∩H . D’ou` le
point (i) du The´ore`me.
Maintenant on choisit x = xi avec i > 0. On pose: P
′ = xPx−1, δ′ = δx, χ′ = χx,
M ′ = xMx−1 etc.
On veut calculer H∗(H, Ii/Ii−1). D’apre`s le Lemme de Shapiro, cet espace est isomorphe
a` H∗(H ∩ P
′, Vδ′
χ′
).
Soit V ′ = (M ′ ∩ σ(U ′))(U ′ ∩ σ(P ′)). Alors V ′ ∩ (M ′ ∩ σ(M ′)) = {e} et V ′ est un sous-
groupe unipotent distingue´ dans H ∩ P ′. Comme V ′ ∩H est un sous-groupe distingue´
de P ′ ∩ H = ((M ′ ∩ σ(M ′) ∩ H)(V ′ ∩ H), qui est de plus la re´union de sous-groupes
compacts, les proprie´te´s de l’homologie lisse montrent que:
H∗(H ∩ P
′, Vδ′
χ′
) = H∗(H ∩M
′, H0(V
′ ∩H, Vδ′)χ′)
Ici l’indice χ′ indique, dans le second membre, la tensorisation par le caracte`re χ′|H∩M′ .
On note que l’action de V ′ sur Vδ′
χ′
ne de´pend pas de χ′, car χ′, e´tendu a` P ′ en le
prenant trivial sur U ′, est trivial sur V ′ puisque celui-ci est re´union de sous-groupes
compacts ouverts.
On a P ′ ∩ σ(P ′) = (M ′ ∩ σ(M ′))V ′. Un argument qui est une adaptation au cas p-
adique d’une ide´e de [CarD], montre alors que H0(V
′ ∩H, Vδ′) ≃ H0(M
′ ∩ σ(U ′), Vδ′).
Finalement on a:
H∗(H, Ii/Ii−1) ≃ H∗(H ∩M
′, H0(M
′ ∩ σ(U ′), Vδ′)χ′)
MaisM ′∩σ(U ′) est le radical unipotent du sous-groupe parabolique deM ′, M ′∩σ(P ′),
de sous-groupe de Le´vi M ′ ∩ σ(M ′).
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Donc H0(M
′ ∩ σ(U ′), Vδ′) est un M
′ ∩ σ(M ′)-module admissible de type fini. Ceci
implique qu’il existe des caracte`res χ1, ..., χp du centre Z
′ de M ′ ∩ σ(M ′) tels que pour
tout z ∈ Z, (z−χ1(z))...(z−χp(z)) agisse trivialement sur celui-ci. Mais on peut trouver
un e´le´ment z0 de Z
′ ∩ H tel que l’application bz0 : X
′ → C, donne´e par χ′ 7→ χ′(z0),
ne soit pas constante. Alors, tenant compte du fait que l’action de z0, qui est dans le
centre de H ∩M ′ = H ∩M ′ ∩ σ(M ′), sur H∗(M ∩H,H0(M ∩ σ(U
′), Vδ′)χ) est triviale,
on voit facilement que si q′(χ) = (1 − χ1(z0)χ
′(z0))...(1 − χp(z0)χ
′(z0)) est non nul, l’
homologie ci-dessus est nulle, donc aussi H∗(H, Ii/Ii−1).
Un argument de longue suite exacte donne le point (ii) du The´ore`me, en utilisant pour
q le produit des q′ lorsque i varie dans {1, ..., n}.
Pour e´tablir les proprie´te´s de rationalite´ de (iii), on reprend l’e´tude ci-dessus en rem-
placant δχ par δB.
Les racines du plus grand tore de´ploye´ du centre de M , AM , dans l’alge`bre de Lie de
P s’identifient a` des e´le´me´nts de a∗M , dont on note ρP la demi-somme compte´e avec les
mutiplicite´s.
On note C(G,P, δ∗, χ) l’espace des fonctions ψ sur G, a` valeur dans le dual V ∗δ de Vδ,
telles que:
Pour tout v ∈ Vδ, g 7→< ψ(g), v > est continue et :
ψ(gmu) = e−2ρP (HM (m))χ(m)δ∗(m−1)ψ(g), g ∈ G,m ∈M,u ∈ U
(0.1)
Le groupe G agit par repre´sentation re´gulie`re gauche sur cet espace.
Si ψ ∈ C(G,P, δ∗, χ) et ϕ ∈ Iχ, on note < ψ, ϕ >=
∫
K
< ψ(k), ϕ(k) > dk qui de´finit
un crochet de dualite´ G-invariant sur ces espaces. Ceci permet d’identifier C(G,P, δ∗, χ)
a` un sous-espace de I∗δχ .
On introduit une application ε(G,P, δ, χ, η): G→ Vδ∗ , caracte´rise´e par la proprie´te´ de
covariance (0.1), nulle en dehors de HP , H-invariante a` gauche et valant η en e.
On introduit enfin une fonction ‖ ‖ sur G/H et M/M ∩H.
The´ore`me :
Soit η ∈ V ∗M∩Hδ et r ∈ R tel que pour tout v ∈ Vδ, l’application de M/M ∩H dans C:
m(M ∩H) 7→< δ∗(m)η, v >
soit borne´e par un multiple de ‖m(M ∩H)‖r.
Alors il existe ν0 ∈ a
∗
M,σ ⊂ a
∗
M , P -dominant, tel que pour tout χ ∈ X avec Reχ−2ρP−ν0
strictement dominant par rapport aux racines de AM dans l’alge`bre de Lie de P , la
fonction ε(G,P, δ, χ, η) est un e´le´ment de C(G,P, δ∗, χ).
L’e´le´ment de I∗χ correspondant a` ε(G,P, δ, χ, η) est e´gal a` j(P, δ, χ, η).
On remarquera que si P est un σ-sous-groupe parabolique minimal, tout η ∈ V ∗M∩Hδ
ve´rifie la condition du the´ore`me. Des re´sultats re´cents de Nathalie Lagier indiquent
qu’il doit en eˆtre ainsi meˆme si P n’est pas minimal, au moins si δ est unitaire.
On notera que lorsque G = G1×G1 et σ est l’involution qui e´change les facteurs, notre
article donne une nouvelle approche des inte´grales d’entrelacement (cf.[BrD] pour le cas
re´el).
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Il est important de noter que les re´sultats de A.G. Helminck et S.P. Wang [HWan],
et A.G. Helminck et G.F. Helminck [HH], sur la structure des espaces syme´triques p-
adiques sont a` la base de ce travail. Il faut e´galement dire que la page web de A. G.
Helminck annonce, dans un rapport, un travail avec G.F. Helminck sur le meˆme sujet
que celui traite´ dans cet article.
Nous espe´rons que nos re´sultats seront comple´mentaires et que notre me´thode, a` savoir
l’utilisation de l’homologie lisse, pourra eˆtre utile dans d’autres situations.
Remerciements:
Nous remercions Jean-Pierre Labesse pour avoir re´pondu a` de nombreuses questions
pendant l’e´laboration de ce travail.
1 Homologie lisse de l-groupes
1.1 Modules projectifs
On appelle l-groupe, un groupe localement compact, G, de´nombrable a` l’infini, qui
admet une base de voisinages de l’e´le´ment neutre forme´e de sous-groupes ouverts com-
pacts. On notera dg une mesure de Haar a` gauche sur G. On note C∞c (G) l’espace
des fonctions localement constantes a` support compact, a` valeurs complexes. On note
M(G) la cate´gorie des G-modules lisses, i.e. des repre´sentations de G dans un espace
vectoriel complexe dont tout vecteur est fixe´ par un sous-groupe compact ouvert. On
voit facilement que C∞c (G) muni de l’action re´gulie`re droite, (resp. gauche), est un
G-module lisse. Appliquant ce re´sultat a` Gn, puis plongeant G diagonalement dans Gn,
on voit que C∞c (G
n) muni de l’action re´gulie`re gauche L, (resp. droite R), de G (ou` G
agit diagonalement sur Gn) est un G-module lisse. Nous redonnons ici une preuve d’un
re´sultat de [Cas], The´ore`me A.4, qui est la version p-adique d’un re´sultat de [Bl] pour
les groupes de Lie.
Lemme 1 Le module C∞c (G
n+1) muni de l’action re´gulie`re droite est projectif dans
M(G).
De´monstration:
On fixe ϕ ∈ C∞c (G
n+1) tel que
∫
Gn+1
ϕ(x)dx = 1. Si g, x ∈ Gn+1, f ∈ C∞c (G
n+1), on
de´finit:
fg(x) = f(x)ϕ(xg) (1.1)
Alors fg est e´le´ment de C
∞
c (G
n+1). Par un calcul imme´diat on voit que:
Rhfh−1g = (Rhf)g (1.2)
Soit P : U → V → 0 un morphisme surjectif de G-modules lisses et F : C∞c (G
n+1)→ V
un morphisme de G-modules. Soit S une section line´aire de la surjection P : U → V
On de´finit:
F (f) :=
∫
Gn+1
g0Sg0
−1F (fg)dg, f ∈ C
∞
c (G
n+1)
Ici g = (g0, ..., gn).
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On va ve´rifier que F est un morphisme de G-modules entre C∞c (G
n+1) et U tel que
P ◦ F = F .
Soit f ∈ C∞c (G
n+1). Alors:
P (F (f)) =
∫
Gn+1
P (g0Sg
−1
0 F (fg))dg
Mais Pg0 = g0P et PS = IdV . Donc:
P ◦ F (f) =
∫
Gn+1
F (fg)dg
Mais ∫
Gn+1
F (fg)dg = F (
∫
Gn+1
fgdg)
car l’inte´gration est en fait une somme finie. De plus∫
Gn+1
fg(x)dg =
∫
Gn+1
f(x)ϕ(xg)dg = f(x)
Il en re´sulte que PF (f) = F (f). Il faut maintenant voir que F est un G-morphisme.
Graˆce a` (1.2), on voit que pour h = (h0, ...h0) ∈ G
n+1 avec h0 ∈ G:
F (Rhf) =
∫
Gn+1
g0Sg
−1
0 F (Rhfh−1g)dg
On effectue le changement de variable g′ = h−1g, qui implique que g0 = h0g
′
0 et l’on
trouve
F (Rhf) =
∫
Gn+1
h0g0Sg
−1
0 F (fg)dg = h0F (f)
Il re´sulte de ce qui pre´ce`de que si V est un G-module lisse, C∞c (G)⊗V est projectif
pour l’action re´gulie`re droite sur le premier facteur. Remarquons que l’on peut rem-
placer l’action re´gulie`re droite par l’action re´gulie`re gauche sur C∞c (G) car l’application
f → f∨ ou` f∨(g) = f(g−1) entrelace ces deux actions. Montrons que:
L’application de C∞c (G)⊗ V dans V de´finie par:
f ⊗ v →
∫
G
f(g)gvdg
est un morphisme surjectif de G-modules lisses pour le produit tensoriel
de la repre´sentation re´gulie`re gauche sur C∞c (G) avec la repre´sentation
triviale sur V
(1.3)
Il est surjectif car, si v est fixe´ par K, on prend f = 1K/vol(K), ou` 1K est l’indicatrice
de K et f ⊗ v a pour image v. Comme Lhf ⊗ v a pour image
∫
G
f(h−1g)gvdg, on fait
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le changement de variable g′ = h−1g pour voir que c’est un G-morphisme. DoncM(G)
a suffisamment de projectifs et:
Tout V ∈ M(G) admet une re´solution projective par des modules du type
C∞c (G)⊗W , ou` G agit par produit tensoriel de la repre´sentation re´gulie`re
gauche avec la repre´sentation triviale sur W .
(1.4)
Mais on dispose d’une autre action de G sur C∞c (G) ⊗ V : le produit tensoriel des
actions sur C∞c (G) et sur V . On remarque que C
∞
c (G)⊗ V est e´gal a` C
∞
c (G, V ). Plus
ge´ne´ralement G agit sur C∞c (G
n+1, V ) par:
(g.f)(g0, ..., gn) = gf(g
−1g0, ..., g
−1gn), f ∈ C
∞
c (G
n+1, V ), g, g0, ..., gn ∈ G (1.5)
Notons que C∞c (G
n+1, V ) est isomorphe au G-module C∞c (G
n+1)⊗ V ou` G agit par la
repre´sentation re´gulie`re gauche de manie`re diagonale sur le premier facteur et triviale-
ment sur le second, l’isomorphisme e´tant donne´ par:
f 7→ f˜ ou` f˜(g0, ..., gn) = g
−1
0 f(g0, ..., gn), f ∈ C
∞
c (G
n+1, V ) (1.6)
Notons que l’inverse de cet isomorphisme est donne´ par:
f → f̂ , f ∈ C∞c (G
n+1, V ) avec : f̂(g0, ..., gn) = g0f(g0, ..., gn) (1.7)
car on a:
˜(gf)(x) = x−10 (gf)(x) = (x
−1
0 g)f(g
−1x) = (gx0)
−1f(g−1x) = f˜(g−1x) (1.8)
Donc les modules C∞c (G
n+1, V ) sont projectifs.
1.2 Homologie lisse, re´solution standard et complexe de
chaines inhomoge`nes
De´finition 1 Pour un module lisse V , on de´finit VG = JG(V ), l’espace des coinvari-
ants, comme le quotient de V par l’espace vectoriel engendre´ par les gv−v, g ∈ G, v ∈ V .
Alors JG est un foncteur exact a` droite. On de´finit alors l’homologie lisse de V ,
H∗(G, V ), comme e´tant l’homologie du complexe:
· · · → JG(P1)→ JG(P0)→ 0
qui est obtenu par application du foncteur JG a` une re´solution projective de V
· · · → P2 → P1 → P0 → V → 0
Par des arguments classiques (cf e.g. [CartE], Ch V, §3 ), H∗(G, V ) ne de´pend pas
de la re´solution projective choisie. De plus, H0(G, V ) est canoniquement isomorphe a`
JG(V ).
En particulier on dispose de la re´solution standard de V (cf. e.g. [G], Ch. I, Equation
(12.2), pour le cas des groupes discrets):
8
Lemme 2 On conside`re la suite
· · · → C∞c (G
n+2, V )
δn−→C∞c (G
n+1, V )
δn−1
−→· · ·
δ0−→C∞c (G, V )
η
−→V → 0 (1.9)
ou`:
(δnf)(g0, ..., gn) =
n+1∑
i=o
(−1)i
∫
G
f(g0, ..., gi−1, g, gi, ..., gn)dg (1.10)
Ici:
η(f) =
∫
G
f(g)dg, sif ∈ C∞c (G, V ) (1.11)
et l’action sur C∞c (G
n+1, V ) est celle de´finie en (1.5). C’est une re´solution projective
de V , dite re´solution standard.
De´monstration:
Pour voir que la suite (1.9) est exacte, on montre que pour chaque sous-groupe ouvert
compact, la suite:
→ C∞c ((K\G)
n+2, V K)
δn−→C∞c ((K\G)
n+1, V K)→ · · ·C∞c (K\G, V
K)
η
−→V K → 0
(1.12)
est exacte. Pour cela on introduit:
σn : C
∞
c ((K\G)
n, V K)→ C∞c ((K\G)
n+1, V K)
(σnf)(g0, ..., gn) = (1K(g0)/vol(K))f(g1, ..., gn)
avec (g0, ..., gn) ∈ G
n+1 et f ∈ C∞c ((K\G)
n, V K)
(1.13)
Alors σn est une homotopie contractante comme on le ve´rifie aise´ment, car on a:
ησ0 = IdVK
et
δnσn+1 + σnδn−1 = IdC∞c ((K\G)n+1,VK)
puisque, pour f ∈ C∞c ((K\G)
n+1, V K):
(δnσn+1f)(g0, ..., gn) = (δn((1K/volK)⊗ f))(g0, ..., gn)
= f(g0, ...gn)− (1K(g0)/vol(K))⊗ (δn−1f)(g1, ..., gn)
soit encore:
(δnσn+1f)(g0, ..., gn) = f(g0, ..., gn)− ((σnδn−1)(f))(g0, ..., gn)
qui est l’e´galite´ voulue. Comme tout f ∈ C∞c (G
n+1, V ) est e´le´ment de
C∞c ((K/G)
n+1, V K) pour K sous-groupe compact ouvert assez petit, l’existence de
l’homotopie contractante σn prouve l’exactitude du complexe (1.9). Ainsi, tenant
compte du Lemme 1 et de (1.5), (1.9) est une re´solution projective de V .
Donc Hn(G, V ) est le n-ie`me groupe d’homologie du complexe:
· · ·
δ′1−→H0(G,C
∞
c (G
2, V ))
δ′0−→H0(G,C
∞
c (G, V ))→ 0 (1.14)
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ou` δ′n est de´duit de δn par passage aux coinvariants.
De´finissons:
Tn : C
∞
c (G
n+1, V )→ C∞c (G
n, V )
par
(Tn(f))(g1, ..., gn) =
∫
G
g−1f(g, gg1, ..., gg1...gn)dg
(1.15)
Lemme 3 Alors Tn est surjectif et Ker Tn est engendre´ par les e´le´ments de la forme
g.f − f , ou` on utilise les notations de (1.5).
Avant de proce´der a` la de´monstration du Lemme 3, e´tablissons un autre Lemme.
Lemme 4 (i) Soit ϕ ∈ C∞c (G,W ) ou` W est un espace vectoriel. Alors si:∫
G
ϕ(g)dg = 0
ϕ est une combinaison line´aire d ’e´le´ments de la forme Lgψ−ψ, ψ ∈ C
∞
c (G,W ), g ∈ G.
(ii) L’application de C∞c (G,W ) dans W donne´e par l’inte´gration sur G par rapport a`
dg passe au quotient en un isomorphisme entre H0(G,C
∞
c (G,W )) et W .
De´monstration:
(i) Comme C∞c (G,W ) = C
∞
c (G) ⊗W , et que ϕ ∈ C
∞
c (G,W ) ne prend qu’un nombre
fini de valeurs, on se rame`ne au cas ou` W est de dimension finie, puis, en prenant une
base de W , au cas ou` W est de dimension 1, i.e. C∞c (G,W ) = C
∞
c (G), ce que l’on
suppose dans la suite. Soit donc ϕ comme dans l’e´nonce´.
Alors ϕ est invariante a` droite par un sous-groupe compact ouvert assez petit.
Donc
ϕ =
n∑
i=1
λi1xiK
ou` 1xK est l’ indicatrice de xK.
La condition sur ϕ montre que
∑n
i=1 λi = 0. Donc:
ϕ =
n∑
i=1
λi(1xiK − 1K) =
n∑
i=1
λi(Lxi1K − 1K)
ce qui ache`ve de prouver (i).
Prouvons (ii). L’application est injective d’apre`s (i) et surjective d’apre`s (1.3).
Corollaire 1 Soit W une repre´sentation lisse de G. On fait agir G sur C∞c (G,W ) par
la repre´sentation
(g, ϕ)→ (g.ϕ)
en posant:
(g.ϕ)(x) := gϕ(g−1x), g, x ∈ G
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Si: ∫
G
g−1ϕ(g)dg = 0
alors ϕ est combinaison line´aire de fonctions de la forme g.ψ − ψ ou` ψ ∈ C∞c (G,W ).
De´monstration du Lemme 3:
D’abord, un simple changement de variable montre queKerTn contient les combinaisons
line´aires de fonctions du type g.f − f . Soit f ∈ Ker Tn. On applique le corollaire a` f
regarde´e comme e´le´ment de C∞c (G,C
∞
c (G
n, V )), ou` l’on fait agirG surW := C∞c (G
n, V )
par:
(g ⋄ h)(g1, ..., gn) := gh(g
−1g1, ..., g
−1gn), h ∈ C
∞
c (G
n, V )
Alors f est combinaison line´aire de fonctions de la forme: g ∗F −F , ou` F ∈ C∞c (G,W ),
g ∈ G et:
(g ∗ F )(x) := (g ⋄ F )(g−1x), x ∈ G
Alors, identifiant F a` un e´le´ment de C∞c (G
n+1, V ):
(g ∗ F )(g0, ..., gn) = gF (g
−1g0, g
−1g1, ..., g
−1gn)
i.e., avec les notations de (1.5):
g ∗ F = g.F
Ce qui pre´ce`de ache`ve la de´termination du noyau de Tn.
En utilisant (1.3), on voit de meˆme que si on pose:
(T˜nf)(g1, ...gn) =
∫
G
g−1f(g, gg1, ..., ggn)dg
l’image de T˜n est e´gale a` W = C
∞
c (G
n, V ). Montrons que cela implique que l’image de
Tn est aussi e´gale a` C
∞
c (G
n, V ).
Si F ∈ C∞c (G
n, V ), on de´finit:
H(x1, ...xn) = F (x1, x
−1
1 x2, ..., x
−1
n−1xn), x1, ..., xn ∈ G
donc H ∈ C∞c (G
n, V ). De plus
F (g1, ...gn) = H(g1, g1g2, ..., g1...gn), g1, ..., gn ∈ G (1.16)
D’apre`s ce qui pre´ce`de, il existe f ∈ C∞c (G
n+1, V ) tel que T˜nf = F . Alors, tenant
compte de (1.16) et (1.15), on voit que ceci implique que Tnf = F et ceci montre que
Tn est surjective.
D’apre`s le Lemme 3, H0(G,C
∞
c (G
n+1, V )) est isomorphe par Tn a` C
∞
c (G
n, V )). Un
calcul direct montre que:
dn(Tn+1(f)) = Tn(δn(f)), f ∈ C
∞
c (G
n+2, V ) (1.17)
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ou` pour tout n ≥ 1 et f ∈ C∞c (G
n+1, V )
(dnf)(g1, ..., gn) =
∫
G
g−1f(g, g1, ..., gn)dg+
n∑
i=1
(−1)i
∫
G
f(g1, ..., gi−1, g, g
−1gi, gi+1, ..., gn1)dg+(−1)
n+1
∫
G
f(g1, ..., gn, g)dg
et
d0f =
∫
G
g−1f(g)dg −
∫
G
f(g)dg, f ∈ C∞c (G, V )
(1.18)
Donc
Proposition 1 La diffe´rentielle δ′n transporte´e par ces isomorphisme est e´gale a` dn et
l’homologie lisse de V s’identifie a` l’homologie du complexe, dit complexe de chaines
inhomoge`nes:
· · · → C∞c (G
n+1, V )
dn−→C∞c (G
n, V )
dn−1
−→· · ·
d0−→V → 0 (1.19)
1.3 Action de G sur H∗(G, V )
Pour tout g ∈ G on de´finit un automorphisme Rg de C
∞
c (G
n+1, V ) muni de la structure
de G-module de´fini en (1.5). L’ope´rateur Rg correspond a` l’action re´gulie`re droite de
la diagonale i.e.:
(Rgf)(g0, ..., gn) = f(g0g, ..., gng), f ∈ C
∞
c (G
n+1, V )
On ve´rifie sans peine que, si ∆G(g) = 1, ou` ∆G est la fonction modulaire de G, Rg
est un automorphisme de G-modules de la re´solution standard de V , en comple´tant les
fle`ches Rg par l’identite´ de V . Donc il est homotope a` l’automorphisme identite´, par une
homotopie forme´e de morphismes de G-modules (cf. e.g., [G] Chapitre I, Proposition
2.2). Cette homotopie de´termine une homotopie du complexe d’espaces vectoriels (1.14)
dont la cohomologie est l’homologie lisse. Donc le morphisme Rg induit l’identite´ sur
l’homologie lisse de V .
Proposition 2 Pour tout g ∈ G tel que ∆G(g) = 1 et tout f ∈ C
∞
c (G
n, V ) on note:
(R˜gf)(g0, ..., gn) = gf(g
−1g0g, g
−1g1g, ..., g
−1gng)
(i) Cette formule de´finit un automorphisme R˜g du complexe des chaines inhomoge`nes
(1.19), homotope a` l’identite´.
(ii) En particulier si f est un e´le´ment du noyau de dn, Zn(G, V ), alors R˜gf − f est
e´le´ment de l’image de dn+1, Bn(G, V ).
De´monstration:
Un calcul imme´diat montre que R˜g, est le transporte´ de Rg par Tn, au scalaire multi-
plicatif ∆G(g) pre`s.
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Corollaire 2 Si z ∈ Z(G) est tel que z− IdV est inversible, Hn(G, V ) = {0} pour tout
n ∈ N.
De´monstration:
En effet, si f ∈ Zn(G, V ), on vient de voir que R˜zf − f ∈ Bn(G, V ). Mais ((R˜z −
Id)f)(g1, ...gn) = (z − IdV )f(g1, ...gn). Il est alors facile de voir que f ∈ Bn(G, V ),
puisque (z − IdV )
−1 pre´serve Bn(G, V ). Donc Hn(G, V ) = {0}.
1.4 Longue suite exacte d’homologie
Le lemme suivant est standard.
Proposition 3 Soit 0→ V
i
−→W
p
−→V/W → 0, une suite exacte courte de G-modules
lisses. Alors notons i∗ : H∗(G, V )→ H∗(G,W ) ( resp. p∗ : H∗(G,W )→ H∗(G, V/W ))
les morphismes en homologie de´duits de i et p. Pour n ∈ N∗, il existe des morphismes
canoniques cn : Hn(G, V/W )→ Hn−1(G, V ) tels que l’on ait la suite exacte longue:
· · ·Hn+1(G, V/W )
cn+1
−→Hn(G, V )
in−→Hn(G,W )
pn
−→Hn(G, V/W )
cn−→· · ·
p0
−→H0(G, V/W )→ 0
1.5 Homologie lisse et sous-groupes distingue´s
Lemme 5 (i) Si le l-groupe G est une re´union de sous-groupes compacts, le foncteur
H0(G, .) est un foncteur exact sur M(G).
(ii) De plus Hi(G, V ) = 0 pour tout i > 0 et tout V objet de M(G).
De´monstration:
(i) est classique et (ii) re´sulte de (i) et de la de´finition de l’homologie lisse.
Proposition 4 Soit G un l-groupe, H un sous-groupe ferme´ et distingue´ de G qui est
re´union de sous-groupes compacts ( donc unimodulaire). Alors si V est un G-module
lisse, H0(H, V ) est un G/H-module lisse et H∗(G, V ) est naturellement isomorphe a`
H∗(G/H,H0(H, V )).
De´monstration:
L’assertion sur H0(H, V ) est claire. D’apre`s (1.4), le G-module lisse V admet une
re´solution projective: · · · → Pn → Pn−1 → · · · → P0 → V → 0, telle que pour tout n,
Pn soit de la forme C
∞
c (G)⊗Wn ou` G agit par le produit tensoriel de la repre´sentaion
re´gulie`re gauche sur C∞c (G) avec la repre´sentation triviale sur Wn. Alors H0(H,Pn) ≃
H0(H,C
∞
c (G))⊗Wn comme G/H-module. Mais H0(H,C
∞
c (H)) ≃ C, d’apre`s le Lemme
4. Tenant compte de l’isomorphisme du Lemme 13 pour les actions re´gulie`res gauches,
on en de´duit que H0(H,C
∞
c (G)) s’identifie a` C
∞
c (H \G) ( = C
∞
c (G/H) puisque H est
distingue´ dans G). On ve´rifie facilement que c’est un isomorphisme de G/H-modules.
Il en re´sulte que H0(H,Pn) est un G/H-module lisse projectif. Des Lemmes 1 et 5
applique´s a` H , on de´duit que:
· · · → H0(H,Pn)→ · · · → H0(H,P0)→ H0(H, V )→ 0
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est une re´solution projective du G/H-module lisse H0(H, V ).
Donc H∗(G/H,H0(H, V )) est l’homologie du complexe:
· · · → H0(G/H,H0(H,Pn))→ · · · → H0(G/H,H0(H,P0))→ 0
Mais il est clair que pour tout G-module lisse W , H0(G/H,H0(H,W )) s’identifie a`
H0(G,W ). Alors le complexe dont l’homologie donne H∗(G/H,H0(H,W )) s’identifie a`
celui dont l’homologie donne H∗(G, V ). D’ou` la Proposition.
1.6 Repre´sentations induites comme espaces d’homologie
Soit H un sous-groupe ferme´ du l-groupe G, et (V, π) une repre´sentation lisse de H . On
note indGHπ la repre´sentation re´gulie`re gauche de G dans l’espace ind
G
HV des fonctions ϕ
de G dans V , invariantes a` gauche par un sous-groupe compact ouvert de G, a` support
compact modulo H , et telles que:
ϕ(gh) = π(h)−1ϕ(g), g ∈ G, h ∈ H
C’est une repre´sentation lisse de G.
Proposition 5 : Si f ∈ C∞c (G) et v ∈ V , on de´finit:
i(f ⊗ v)(g) =
∫
H
f(gh)π(h)vdh, g ∈ G
Ici dh est une mesure de Haar a` gauche sur H.
(i) Alors i(f ⊗ v) ∈ indGHV et i se prolonge en un morphisme line´aire de G-modules
entre C∞c (G)⊗V , muni du produit tensoriel de la repre´sentation re´gulie`re gauche de G
avec la repre´sentation triviale sur V , et (indGHV, ind
G
Hπ), note´ i ou iG,pi.
(ii) Cette application est surjective.
(iii) Son noyau est e´gal a` l’espace engendre´ par les ((Rh ⊗ π(h)∆
−1
H (h))ϕ)− ϕ, h ∈ H,
ϕ ∈ indGHV ou` R est la repre´sentation re´gulie`re droite de G sur C
∞
c (G) et ∆H est la
fonction modulaire de H. Celle-ci est caracte´rise´e par∫
H
f(hh0)dh = ∆H(h0)
∫
H
f(h)dh pour h0 ∈ H. (1.20)
(iv) Par passage au quotient i de´finit un isomorphisme naturel entre les G-
modulesH0(H,C
∞
c (G) ⊗ V ) et (ind
G
HV, ind
G
Hπ), ou` C
∞
c (G) ⊗ V est muni du produit
tensoriel de l’action re´gulie`re droite de H avec ∆Hπ. Ici G agit sur H0(H,C
∞
c (G)⊗V )
par passage au quotient du produit tensoriel L⊗Id de la repre´sentation re´gulie`re gauche
sur C∞c (G) avec la repre´sentation triviale sur V .
(v) Si U est un ouvert H-invariant a` droite, on notera (indGHV )(U) ou C
∞
c (U, π) l’espace
forme´ des ϕ ∈ indGHV tels que le support de ϕ est contenu dans U . Alors C
∞
c (U, π) est
l’image de C∞c (U)⊗ V par i.
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De´monstration:
(i) re´sulte d’un simple changement de variable.
(ii) On va montrer (v) qui implique (ii). Soit ϕ ∈ C∞c (U, π). Alors ϕ est invariante a`
gauche par un sous-groupe ouvert compact K, donc de support de la forme
⋃
x∈X KxH .
Les KxH sont ouverts car K est ouvert.
Le support de ϕ e´tant compact modulo H , ϕ est nulle en dehors de la re´union
⋃
jKxjH ,
pour un nombre fini de xj , ou` l’union est disjointe et contenue dans U . On note
vj = ϕ(xj). Les proprie´te´s d’invariance a` gauche de ϕ par K et de covariance a` droite
sous H montrent que vj est invariant par x
−1
j Kxj ∩H .
L’inte´grale
∫
H
1xj−1Kxj∩H(h)dh est non nulle car x
−1
j Kxj ∩ H est ouvert dans H . On
note cj son inverse. Nous affirmons que:
ϕ = i(Σjcj(fj ⊗ vj)), ou` fj = 1Kxj
En effet les deux membres ont les meˆmes proprie´te´s d’invariance a` gauche sous K et
de covariance a` droite sous H . Ils sont nuls en dehors de
⋃
jKxjH , et sont de´termine´s
par leur valeurs en les xj . Or la valeur en xj du second membre est e´gale a`
cj
∫
H
1Kxj(xjh)π(h)vjdh = cj
∫
H
1xj−1Kxj∩H(h)π(h)vjdh = vj
comme de´sire´. Ceci ache`ve de prouver (v) et (ii).
Prouvons (iii). On va se ramener a` de´terminer le noyau de iG,pi dans le cas ou` G = H .
En effet, d’apre`s l’appendice, Lemme 13, pour l’action re´gulie`re droite de H , C∞c (G)
est isomorphe a` C∞c (G/H) ⊗ C
∞
c (H) ou` H agit par la repre´sentation re´gulie`re droite
sur le deuxie`me facteur et trivialement sur le premier. Notons s une section continue
de la projection G → G/H (cf. [M]). De meˆme, on a un isomorphisme T d’espaces
vectoriels entre C∞c (G/H)⊗ ind
H
HV et ind
G
HV , de´fini par:
T (ψ ⊗ f)(s(x)h) = ψ(x)f(h), ψ ∈ C∞c (G/H), f ∈ ind
H
HV, x ∈ G/H, h ∈ H
d’inverse:
(T−1(ϕ)(x, h) = ϕ(s(x)h), x ∈ G/H, h ∈ H, ϕ ∈ indGHV
Dans ces isomorphismes iG,pi s’identifie a` idC∞c (G/H) ⊗ iH,pi. La de´termination du noyau
de i = iG,pi, se re´duit donc bien a` celle de iH,pi. On suppose de´sormais que G = H et
l’on note ∆ au lieu de ∆H .
Soit f ∈ iG,pi. Alors ∫
G
π(g)f(g)dg = 0
Mais ∆(g)dg est une mesure de Haar invariante a` droite sur G, note´e drg.
Donc ∫
G
π(g)∆(g)−1f(g)drg = 0
On applique a` la fonction sous le signe somme le Lemme 4 (ou pluˆtot sa version a`
”droite”). Alors
π(g)∆(g)−1f(g) = Σni=1(Rxiϕi)(g)− ϕi(g), g ∈ G
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ou` ϕi ∈ C
∞
c (G, V ) et xi ∈ G.
On pose, pour g ∈ G, ψi(g) = π(g)
−1∆(g)ϕi(g), de sorte que ϕi(g) = π(g)∆(g)
−1ψi(g).
Alors
f(g) = Σni=1(π(g)
−1∆(g)π(gxi)∆(gxi)
−1ψi(gxi)− ψi(g), g ∈ G
D’ou`
f = Σni=1π(xi)∆(xi)
−1Rxiψi − ψi
comme de´sire´.
1.7 Lemme de Shapiro en homologie lisse
Lemme 6 Si (π, V ) est un G-module lisse, H0(G, ind
G
HV ) est naturellement isomorphe
a` H0(H, V ). Si T : V → V
′ est un morphisme de H-modules, l’application entre
H0(G, ind
G
HV ) et H0(G, ind
G
HV
′), de´duite de l’application entre H0(H, V ) et H0(H, V
′)
par les isomorphismes ci-dessus, est e´gale a` l’application de´duite du morphisme induit,
indT , entre indGHV et ind
G
HV
′, par passage au quotient.
De´monstration:
En effet il re´sulte de la Proposition 5 (iv) que:
indGHV ≃ H0(H,C
∞
c (G)⊗ V )
ou` C∞c (G) ⊗ V est muni du produit tensoriel de l’action re´gulie`re droite de H avec
∆−1H π. Cette action commute avec l’action re´gulie`re gauche de G. Donc:
H0(G, ind
G
HV ) ≃ H0(G×H,C
∞
c (G)⊗ V )
qui est aussi isomorphe a` H0(H,H0(G,C
∞
c (G)⊗ V )). Mais tenant compte du Lemme
4, on a finalement:
H0(G, ind
G
HV ) ≃ H0(H, V )
ou` H agit sur V par π. L’assertion sur les morphismes est imme´diate en suivant les
isomorphismes pre´ce´dents.
Proposition 6 (Lemme de Shapiro pour l’homologie lisse)
Soit V un H-module lisse. Alors H∗(G, ind
G
HV ) est naturellement isomorphe a`
H∗(H, V ).
De´but de la de´monstration de la Proposition 6
Soit:
un−→Pn · · ·
u0−→P0 → V → 0
une re´solution projective du H-module lisse V par des modules projectifs du type
C∞c (H)⊗Wn, ou` H agit par la repre´sentation re´gulie`re gauche sur C
∞
c (H).
Alors indGH(Pn) est un G-module lisse projectif isomorphe a` C
∞
c (G) ⊗Wn d’apre`s le
Lemme suivant.
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Lemme 7 Soit W un espace vectoriel. Le G-module indGHC
∞
c (H) induit du H-module
C∞c (H) pour l’action re´gulie`re gauche de H est isomorphe a` Cc
∞(G) muni de l’action
re´gulie`re gauche de G.
De´monstration:
Clairement: indH{e}C = C
∞
c (H), ou` C est le H-module trivial et C
∞
c (H) est muni de
l’action re´gulie`re gauche. Utilisant l’induction par e´tages, qui s’e´tablit facilement, on
en de´duit le lemme.
Fin de la de´monstration de la Proposition 6
Donc
· · ·
ind un−→ indGHPn · · · → ind
G
HPn−1 · · ·
ind u0−→ indGHP0 → ind
G
HV → 0
est une re´solution projective du G-module lisse indGHV .
L’homologie lisse H∗(G, ind
G
HV ) est naturellement isomorphe, d’apre`s le Lemme 6, a`
l’homologie du complexe:
· · · → H0(H,Pn)→ · · · → H0(H,P0)→ 0
D’ou` l’isomorphisme voulu.
1.8 Filtration d’une repre´sentation induite
On suppose maintenant que P et H sont deux sous-groupes ferme´s d’un l-groupe G
de´nombrable a` l’infini et que G n’admet qu’un nombre fini de (H,P )-doubles classes.
Utilisant l’action de H × P sur G, H agissant a` gauche et P a` droite, on de´duit de
l’Appendice , Lemme 12, qu’il existe des ouverts:
U0 = ∅ ⊂ U1 · · · ⊂ Un = G
tels que pour i ≥ 0, Ui \ Ui−1 soit une double classe HxiP ouverte dans G \ Ui−1.
Proposition 7 Soit (δ, V ) une repre´sentation lisse de P . On note:
Ii = {ϕ ∈ ind
G
PV | le support de ϕ est contenu dans Ui}
Alors Ii est H-invariant et la repre´sentation de H dans Ii/Ii−1 est isomorphe a`
indH
H∩xiPx
−1
i
δxi
|H∩xiPx
−1
i
, ou` δxi est la repre´sentation de xiPx
−1
i dans V de´finie par:
δxi(xipx
−1
i ) = δ(p), p ∈ P
De´monstration:
En utilisant l’isomorphisme naturel de indGP δ et ind
G
xiPxi−1
δxi, on se rame`ne a` de´montrer
l’assertion sur Ii/Ii−1 dans le cas ou` xi est l’e´le´ment neutre de G, ce que l’on fait dans
la suite. On notera I au lieu de Ii, J au lieu de Ii−1, U au lieu de Ui, U
′ au lieu de Ui−1.
On associe a` f ∈ I sa restriction a` H , rH(f). Montrons que ϕ := rH(f) est un e´le´ment
de l’espace indHH∩P δ|H∩P .
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La seule chose qui n’est pas imme´diate est que le support de ϕ est compact modulo
H ∩ P . Le support de ϕ est e´gal a` Suppf ∩H .
Soit (hn) une suite dans Suppϕ. Il faut trouver (xn) suite dans H ∩ P telle que (hnxn)
ait une sous-suite convergente. Comme Suppf est compact modulo P , il existe une
suite (pn) dans P telle que (hnpn) admette une sous-suite convergente.
Notons H ×H∩P P le quotient de H × P par H ∩ P , agissant a` droite sur le premier
facteur et a` gauche sur le second. D’apre`s l’Appendice, Lemme 12, applique´ a` l’action de
H×P sur G, l’application produit H×P → HP passe au quotient en un isomorphisme
topologique de H ×H∩P P sur HP .
Il en re´sulte qu’il existe une suite (xn) dand H∩P telle que (hnxn) et (x
−1
n pn) admettent
des sous-suites convergentes. Ceci ache`ve de prouver la compacite´ du support de rH(f)
modulo H ∩ P et donc que rH(f) est e´le´ment de l’espace ind
H
H∩P δ|H∩P .
Le reste de la de´monstration consiste a` montrer que rH est surjective, de noyau J .
Soit f ∈ Ker rH . Cela signifie que f est nulle sur H donc sur HP . Elle est donc a`
support dans U \HP = U ′, i.e. f ∈ J . Il reste seulement a` prouver la surjectivite´.
On note r la restriction des e´le´ments de C∞c (U)⊗ V a` C
∞
c (HP )⊗ V qui est surjective
car HP = U \ U ′ est ferme´ dans U .
On dispose d’une application iP,δ de C
∞
c (Ui)⊗ V dans Ii qui est surjective, (cf. Propo-
sition 5).
Enfin on de´finit une application jH,δ de C
∞
c (HP ) ⊗ V dans l’espace de ind
H
H∩P δ|H∩P ,
en posant:
(jH,δ(f))(h) =
∫
P
δ(p)f(hp)dp, f ∈ C∞c (HP )⊗ V, h ∈ H
ou` dp est une mesure de Haar a` gauche surP (la meˆme que celle utilise´e dans la de´finition
de iP,δ).
Alors on a:
jH,δ ◦ r = rH ◦ iH,δ (1.21)
Tenant compte de l’isomorphisme topologique entre H ×H∩P P et HP , on voit qu’on a
une fle`che surjective iH,P de C
∞
c (H)⊗ C
∞
c (P )⊗ V dans C
∞
c (HP )⊗ V , donne´e par:
iH,P (ϕ⊗ ψ ⊗ v)(hp) =
∫
H∩P
ϕ(hx)ψ(x−1p)dx
ou` dx est une mesure de Haar a` gauche sur H ∩ P .
Pour prouver la surjectivite´ de rH , tenant compte de celle de r et de (1.21), il suffit de
de´montrer la surjectivite´ de la compose´e:
k := jH,δ ◦ iH,P
La de´finition de k comporte deux inte´grations successives. D’apre`s le The´ore`me de
Fubini, on peut intervertir l’ordre des inte´grations (les fonctions conside´re´es sont a`
support compact). On trouve ainsi, pour ϕ ∈ C∞c (H), ψ ∈ C
∞
c (P ) et v ∈ V
(k(ϕ⊗ ψ ⊗ v))(h) =
∫
H∩P
(
∫
P
ϕ(hx)ψ(x−1p)δ(p)vdp)dx
18
On change alors p en x−1p et on tient compte de l’invariance a` gauche de la mesure dp:
(k(ϕ⊗ ψ ⊗ v)(h) =
∫
H∩P
ϕ(hx)δ(x)(
∫
P
ψ(p)δ(p)vdp)dx
On prend pour ψ l’indicatrice d’un sous-groupe compact ouvert de P , laissant fixe v,
divise´e par le volume de ce sous-groupe.
Alors:
k(ϕ⊗ ψ ⊗ v) = iH,δ|H∩P (ϕ⊗ v)
Tenant compte de la Proposition 5, ceci ache`ve de montrer la surjectivite´ de k. Ceci
ache`ve la preuve de la Proposition.
2 Vecteurs distributionsH-invariants de repre´sentations
induites
2.1 Groupes re´ductifs, notations
On va utiliser largement des notations et conventions de [Wald]. Soit F un corps local
non archime´dien, de caracte´ristique 0, de corps re´siduel Fq. On conside`re divers groupes
alge´briques de´finis sur F, et on utilisera des abus de terminologie du type suivant: ”soit
A un tore de´ploye´ ” signifiera ” soit A le groupe des points sur F d’un tore de´fini et
de´ploye´ sur F ”. Soit G un groupe line´aire alge´brique re´ductif et connexe. On fixe
un sous-tore A0 de G, de´ploye´ et maximal pour cette proprie´te´, dont le centralisateur
est note´ M0. Si P est un sous-groupe parabolique contenant A0, il posse`de un unique
sous-groupe de Le´vi contenant A0, note´M (note´ aussi MP ). Son radical unipotent sera
note´ U ou UP . Si H est un groupe alge´brique, on note Rat(H) le groupe des caracte`res
rationnels de H de´finis sur F. Si E est un espace vectoriel , on note E∗ son dual. S’il
est de plus re´el, on note EC son complexifie´. On note AG le plus grand tore de´ploye´
dans le centre de G.
On note aG = HomZ(Rat(G),R). La restriction des caracte`res rationnels de G a` AG
induit un isomorphisme:
Rat(G)⊗Z R ≃ Rat(AG)⊗Z R (2.1)
On dispose de l’application canonique, HG : G→ aG de´finie par:
e<HG(x),χ> = |χ(x)|F, x ∈ G, χ ∈ Rat(G) (2.2)
ou` |.|F est la valuation normalise´e de F. Le noyau de HG, qui est note´ G
1, est
l’intersection des noyaux des caracte`res de G de la forme |χ|F, χ ∈ Rat(G). On notera
X(G) = Hom(G/G1,C∗). On a des notations similaires pour les sous-groupes de Le´vi.
Si P est un sous-groupe parabolique contenant A, on notera aP = aMP , HP = HMP .
On note a0 = aM0 , H0 = HM0 . On note aG,F, resp. a˜G,F l’image de G, resp. AG,
par HG. Alors G/G
1 est un re´seau isomorphe a` aG,F. Soit M un sous-groupe de
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Le´vi contenant A0. Les inclusions: AG ⊂ AM ⊂ M ⊂ G, de´terminent un morphisme
surjectif aM,F → aG,F, resp. un morphisme injectif a˜G,F → a˜M,F, qui se prolonge de
manie`re unique en une application line´aire surjective entre aM et aG, resp. injective
entre aG et aM . La deuxie`me application permet d’identifier aG a` un sous-espace de aM
et le noyau de la premie`re, aGM , ve´rifie ;
aM = a
G
M ⊕ aG (2.3)
Il y a une surjection:
(a∗G)C → X(G)→ 1 (2.4)
qui est de´finie comme suit. En utilisant la de´finition de aG, en remplac¸ant G par AG,
graˆce a` (2.1), on associe a` χ ⊗ s, le caracte`re g 7→ |χ(g)|s. Le noyau est un re´seau
et ceci de´finit sur X(G) une structure de varie´te´ alge´brique complexe pour laquelle
X(G) ≃ C∗d, ou` d = dimRaG. Pour χ ∈ X(G), soit ν ∈ a
∗
G,C un e´le´ment se projetant
sur χ par l’application (2.4). La partie re´elle Re ν ∈ a∗G est inde´pendante du choix de
ν. Nous la noterons Reχ. Si χ ∈ Hom(G,C∗) est continu, le caracte`re |χ| appartient a`
X(G). On pose Reχ = Re |χ|. De meˆme, si χ ∈ Hom(AG,C
∗) est continu, le caracte`re
|χ| se prolonge de fac¸on unique en un e´le´ment de X(G) a` valeurs dans R∗+, que l’on
note encore |χ| et on pose Re χ = Re |χ|.
On de´finit Im X(G) := {χ ∈ X(G)|Re χ = 0} l’ensemble des e´le´ments unitaires de
X(G).
De l’isomorphisme naturel (2.1) on de´duit aise´ment l’e´galite´:
A1G = AG ∩G
1 (2.5)
On voit facilement que A1G est le plus grand sous-groupe compact de AG. On note
X∗(G) l’ensemble des sous-groupes a` un parame`tre de AG. C’est un re´seau. On fixe
une fois pour toute une uniformisante. On note alors Λ(G), l’image de X∗(G) dans G
par l’application ” e´valuation en l’uniformisante”, qui est un re´seau isomorphe a` X∗(G)
par cette e´valuation. En effet, tout e´le´ment de X∗(G) est de´termine´ par sa valeur sur
une uniformisante ̟: en e´crivant AG comme un produit de tores de´ploye´s de dimension
1, on se rame`ne a` une assertion sur les sous groupes a` un parame`tre d’un tore de´ploye´
de dimension 1, qui est claire. Pour tout e´le´ment non trivial de Λ(G), il existe un
caracte`re non ramifie´ re´el de AG non e´gal a` 1 sur celui-ci: on se rame`ne imme´diatement
aux tores de´ploye´s de dimension 1. Ce caracte`re non ramifie´ de AG ce prolonge en un
caracte`re non ramifie´ de G, d’apre`s ce qui pre´ce`de. Appliquant ceci aux sous-groupes
de Levi, on a:
Pour tout e´le´ment non trivial de Λ(AM), il existe χ ∈ X(M) diffe´rent de
1 sur cet e´le´ment.
(2.6)
Soit A est un tore de´ploye´ de G, et λ ∈ Λ(A). On note Pλ le sous-groupe parabolique
contenant A pour lequel les racines α de A dans l’alge`bre de Lie de Pλ ve´rifient |α(λ)|F
est supe´rieur ou e´gal a` 1. Alors on a:
Pλ = {g ∈ G|(λ
−ngλn)n∈N est borne´e} = {g ∈ G|(λ
−ngλn)n∈N converge} (2.7)
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Alors:
Mλ := {g ∈ G|λ
−1gλ = g} est le sous-groupe de Le´vi de Pλ contenant A. (2.8)
et
Uλ := {g ∈ G|(λ
−ngλn)n∈N converge vers e} est le radical unipotent de Pλ. (2.9)
Si A est un tore de´ploye´ maximal, tout sous-groupe parabolique de G contenant A est
de cette forme.
Soit σ une involution, de´finie sur F, du groupe alge´brique dont G est le groupe des
points sur F. Soit H le groupe des points sur F d’un sous-groupe ouvert, de´fini sur F,
du groupe des points fixes de σ.
On suppose maintenant que P est un sous-groupe parabolique quelconque de G. Alors
(cf. [HWan], Lemme 2.4) il contient un tore de´ploye´ maximal de G, A, qui est σ-stable.
Donc P = Pλ, pour un e´le´ment λ de Λ(A). Alors si g ∈ Pλ, g = mu avec m ∈ Mλ,
u ∈ Uλ et m = limn→+∞λ
−ngλn. Enfin montrons que:
Si (gn) est une suite dans Pλ qui converge vers g, (λ
−ngnλ
n) tend vers la
limite de (λ−ngλn)
(2.10)
En effet, on se re´duit facilement a` (gn), suite dans U . Mais, par re´duction a` GL(n),
graˆce a` la line´arite´ de G, on voit que:
Si X est une partie borne´e de U et (xn) une suite dans X , alors (λ
−nxnλ
n)
tend vers e
(2.11)
Ceci implique (2.10).
2.2 Intersection d’un sous-groupe parabolique avec H
On suppose maintenant que P est un sous-groupe parabolique. Alors P contient un tore
de´ploye´ maximal de G, A, qui est σ-stable (cf. [HWan], Lemme 2.4), et P est de la forme
Pλ pour un λ ∈ Λ(A). On note M := Mλ, U := Uλ, µ := λσ(λ) = σ(λ)λ, Q := Pµ, V
son radical unipotent, qu’on e´vitera de confondre avec l’espace d’une repre´sentation, et
L := Mµ.
Proposition 8 :
(i) On a:
P ∩ σ(P ) = (M ∩ σ(M))V ′
ou`
V ′ = (P ∩ σ(P )) ∩ V
De plus V ′ est distingue´ dans P ∩ σ(P ) et V ′ ∩ (M ∩ σ(M)) = {e}.
(ii) On a:
V ′ = (M ∩ σ(U))(U ∩ σ(P ))
U ∩ σ(P ) = (U ∩ σ(M))(U ∩ σ(U))
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ou` U ∩ σ(P ) est distingue´ dans V ′ et U ∩ σ(U) est distingue´ dans U ∩ σ(P ).
(iii) On a:
P ∩H = (M ∩ σ(M) ∩H)(V ′ ∩H)
ou` V ′ ∩H est distingue´ dans P ∩H.
(iv) Pour tout x ∈M ∩ σ(U), il existe h ∈ H ∩ V ′ et y ∈ U ∩ σ(P ) tels que x = hy.
De´monstration:
(i) Soit g ∈ P ∩ σ(P ). Alors la suite (λ−ngλn) est borne´e. De plus comme σ(A) = A
on a λ ∈ σ(P ). Donc (λ−ngλn) est une suite borne´e dans σ(P ). Il en re´sulte facilement
que (σ(λ)pλ−ngλnσ(λ)p)n,p∈N est un ensemble borne´ dans σ(P ). En particulier, (gn) =
(σ(λ)−nλ−ngλnσ(λ)n) est borne´e et g est e´le´ment de Q = LV . Donc g = lv avec l ∈ L,
v ∈ V , ou` l est la limite de la suite (gn). Comme λ ∈ A, σ(λ) ∈ P ∩ σ(P ). Mais
(λ−ngλn) converge dans P ∩ σ(P ), en particulier dans σ(P ), vers m ∈M .
Alors d’apre`s (2.10), (gn) converge dans σ(P ) vers la meˆme limite que (σ(λ)
−nmσ(λ)n),
qui est e´le´ment de σ(M). Donc l ∈ σ(M) et par raison de syme´trie, l ∈ M ∩ σ(M) ⊂
P ∩ σ(M). Alors v ∈ P ∩ σ(P ) ∩ V = V ′. On a donc bien:
P ∩ σ(P ) = (M ∩ σ(M))V ′
Maintenant M ∩ σ(M) ⊂ L et V ′ ⊂ V , donc leur intersection est re´duite a` un e´le´ment.
Enfin P ∩ σ(P ) est contenu dans Q, V ′ est contenu dans V qui est distingue´ dans Q.
Donc V ′ est distingue´ dans P ∩ σ(P ).
Soit x ∈ V ′ ⊂ P ∩ σ(P ). On e´crit x = mu, avec m ∈ M , u ∈ U . Ici m est la limite de
(λ−nxλn) qui est une suite dans P ∩ σ(P ) (car λ ∈ P ∩ σ(P ) puisque σ(A) = A), donc
dans P . Il re´sulte de (2.10) que la limite de (σ(λ)−nλ−nxλnσ(λ)n) est e´gale a` la limite
de (σ(λ)−nmσ(λ)n). Comme x ∈ V , cette limite est e, donc m ∈ σ(U). Finalement
m ∈ M ∩ σ(U). Par ailleurs A, donc aussi λ et σ(λ) normalisent Q et V , donc aussi
V ′. Ainsi, la limite m est e´le´ment de V ′, donc u aussi. En particulier u ∈ σ(P ), et
finalement u ∈ U ∩ σ(P ).
Ceci prouve l’inclusion V ′ ⊂ (M ∩ σ(U))(U ∩ σ(P )). L’inclusion inverse est e´vidente.
Ceci prouve la premie`re e´galite´ de (ii).
Maintenant soit u ∈ U ∩σ(P ). On e´crit x = m′u′ avec m′ ∈ σ(M), u′ ∈ σ(U). Alors m′
est la limite de (σ(λ)−nxσ(λ)n). Comme x ∈ U , (λ−nxλn) tend vers e. Une application
re´pe´te´e de (2.10), montre que:
limn(λ
−nm′λn) = limn(λ
−nσ(λ)−nxσ(λ)nλn) = limn(σ(λ)
−neσ(λ)n) = e
Donc m′ ∈ U ∩ σ(M).
On montre de meˆme que u′ ∈ U ∩ σ(U). Donc: U ∩ σ(P ) ⊂ (U ∩ σ(M))(U ∩ σ(U)).
L’inclusion inverse est e´vidente et ceci ache`ve de prouver la deuxie`me e´galite´ de (ii).
Comme σ(U) est distingue´ dans σ(P ), P ∩ σ(U) est distingue´ dans V ′ ⊂ P ∩ σ(P ). On
a donc prouve´ (ii).
Montrons (iii). Comme σ(µ) = µ, Q est σ-stable et σ(V ) = V .
Soit alors p ∈ P ∩ H . On e´crit, graˆce a` (i), p = mv avec m ∈ M ∩ σ(M), v ∈ V ′ =
V ∩ P ∩ σ(P ). Alors p = σ(m)σ(v) avec σ(m) ∈M ∩ σ(M), σ(v) ∈ V ′.
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Mais ces deux de´compositions doivent coincider: σ(m) = m et σ(v) = v.
D’ou` l’on de´duit l’e´galite´ de (iii).
Le fait que V ′ ∩H est distingue´ dans P ∩H re´sulte de (ii) et de l’e´galite´:
P ∩H = σ(P ) ∩H . Ceci ache`ve de prouver (iii).
(iv) Notons m l’alge`bre de Lie deM , σ(u) l’alge`bre de Lie de σ(U). Le groupe L∩σ(U)
est un groupe alge´brique unipotent, de meˆme que V ′. Son application exponentielle est
donc de´finie et surjective.
Soit x ∈ M ∩ σ(U) ⊂ V ′. Alors x = exp(X) avec X ∈ m ∩ σ(u). Alors X+σ(X) est
e´le´ment de l’alge`bre de Lie de V ′. On note h = exp(X + σ(X)), c’est un e´le´ment de
V ′ ∩H . Alors h et x ont la meˆme projection dans V ′/(U ∩ σ(P )) ≃M ∩ σ(U) a` savoir:
exp(X). Donc x = hg avec g ∈ U ∩ σ(P ). Ceci ache`ve la preuve de la proposition.
2.3 H ∩ P -homologie lisse
Soit X une sous-varie´te´ de X(M), la varie´te´ des caracte`res non ramifie´s de M . On
note BX , l’alge`bre des fonctions a` valeurs complexes sur X engendre´e par les fonctions
bm, m ∈ M , ou` bm(χ) = χ(m), pour χ ∈ X . On la notera souvent B au lieu de BX .
Alors si (δ, Vδ) est un M-module lisse, VδB = Vδ ⊗ B est un (M,B)-module pour la
repre´sentation lisse δB, de M , de´finie par:
δB(m)(v ⊗ b) = δ(m)v ⊗ bmb, b ∈ B,m ∈M (2.12)
et B agissant par multiplication sur le deuxie`me facteur. On e´tend cette action de M
a` P en faisant agir U trivialement.
Lemme 8 Avec les notations ci-dessus, H∗(P ∩H, VδB) est un B-module naturellement
isomorphe a` H∗(M ∩ H,H0(M ∩ σ(U), Vδ)B). Ici H0(M ∩ σ(U), Vδ) est muni d’une
structure naturelle de M ∩ σ(M)-module, car M ∩ σ(U) est le radical unipotent du
sous-groupe parabolique de M , M ∩ σ(P ), de sous-groupe de Le´vi M ∩ σ(M).
De´monstration:
Le groupe P ∩H admet pour sous-groupe distingue´ V ′∩H , avec M ∩H pour quotient.
De plus V ′, donc aussi V ′ ∩M , est re´union de sous-groupes compacts, comme sous-
groupe ferme´ du radical unipotent V de Q. Donc (cf. Proposition 4), H∗(P ∩H, VδB ) est
isomorphe a` H∗(M∩H,H0(V
′∩H, VδB)). On ve´rifie aise´ment que c’est un isomorphisme
de B-modules.
Il s’agit donc d’e´tudier H0(V
′∩H, VδB). On va de´montrer que pour toute repre´sentation
lisse (δ, Vδ) de M , e´tendue a` P en faisant agir U trivialement, la surjection naturelle de
H0(V
′ ∩H, Vδ) dans H0(V
′, Vδ) est un isomorphisme.
Il suffit pour cela de prouver la surjectivite´ de l’application transpose´e:
H0(V
′, Vδ)
∗ → H0(V
′ ∩H, Vδ)
∗
Mais, il est clair que H0(V
′ ∩H, Vδ)
∗ est e´gal a` HomV ′∩H(Vδ,C)
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Soit T ∈ HomV ′∩H(Vδ,C) et soit x ∈M ∩ σ(U). D’apre`s la Proposition 8 (v), on a:
x = hy pour un h ∈ H ∩ V ′ et un y ∈ U ∩ σ(P ) (2.13)
Si v ∈ Vδ, on a:
T (δ(x)v) = T (δ(hy)v)
et finalement:
T (δ(x)v) = T (v)
car δ(y)v = v puisque y ∈ U et T (δ(h)v) = T (v) car T ∈ HomH∩V ′(Vδ,C).
Par ailleurs si x ∈ U ∩σ(P ), δ(x)v = v et, graˆce a` la Proposition 8 (ii), on a finalement
T ∈ HomV ′(Vδ,C). Ceci prouve l’isomorphisme voulu.
L’isomorphisme H0(V
′ ∩ H, δB) ≃ H0(V
′, δB) est clairement un isomorphisme de B-
modules. Mais comme les caracte`res non ramifie´s de M sont triviaux sur le groupe
unipotent M ∩ σ(U), M ∩ σ(U) agit sur VδB = Vδ ⊗ B par δ sur le premier facteur et
trivialement sur le second. Finalement on a un isomorphisme de B-modules:
H0(M ∩ σ(U), VδB) ≃ H0(M ∩ σ(U), Vδ)⊗ B
Par ailleursH0(M∩σ(U), Vδ) de meˆme que H0(M∩σ(U), VδB ) est unM∩σ(M)-module,
puisque M ∩ σ(M) est un sous-groupe de Le´vi du sous-groupe parabolique M ∩ σ(P )
de M . Alors l’isomorphisme ci-dessus de´termine un isomorphisme de (M ∩ σ(M), B)-
modules entre:
H0(M ∩ σ(U), VδB) ≃ H0(M ∩ σ(U), Vδ)B
Ceci ache`ve la preuve du Lemme.
Proposition 9 On suppose que Vδ est un M-module lisse admissible de type fini, que
X contient le caracte`re trivial deM , qu’il existe z0 e´le´ment de l’intersection du centre de
M ∩σ(M) avec H et qu’il existe χ ∈ X tels que χ(z0) 6= 1. Alors il existe q ∈ B = BX ,
non constant, produit d’e´le´ments de la forme 1− cbz0 , c ∈ C
∗, tel que, pour tout p ∈ N,
le B-module: Hp(H ∩M,H0(M ∩ σ(U), Vδ)B) soit annule´ par q.
De´monstration:
Le M ∩ σ(M)-module, H0(M ∩ σ(U), Vδ) est admissible de type fini. Donc il existe des
caracte`res χ1, ..., χn du centre Z de M ∩ σ(M) tels que pour tout z ∈ Z, l’action de
(z − χ1(z))(z − χ2(z))...(z − χn(z)) soit nulle. En utilisant l’e´galite´:
(z − χ(z)bz)(v ⊗ b) = ((z − χ(z))v)⊗ b, v ∈ Vδ, b ∈ B
on voit que: (z−χ1(z)bz)...(z−χn(z)bz) agit trivialement sur le (M ∩σ(M), B)-module
(H0(M ∩ σ(U), Vδ))B, donc aussi sur l’homologie lisse, H∗(M ∩H,H0(M ∩ σ(U), Vδ)B).
Mais, d’apre`s le Corollaire 2 (cf. Proposition 2) , pour tout cycle ϕ, z0ϕ est cohomologue
a` ϕ car z0 est e´le´ment du centre de M ∩H . On en de´duit que l’e´le´ment q de B de´fini
par:
q := (1− χ1(z0)bz0)...(1− χn(z0)bz0) ∈ B
annuleH∗(M∩H,H0(M∩σ(U), Vδ)B), doncH∗(P∩H, VδB) d’apre`s le Lemme pre´ce´dent.
Alors q a les proprie´te´s voulues.
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2.4 (H,P )-doubles classes
Un tore de´ploye´ de G, A∅ contenu dans {g ∈ G|σ(g) = g
−1} et de dimension maximale,
sera dit tore σ-de´ploye´ maximal,( (σ,F)-torus dans [HWan]). On appelle σ-sous groupe
parabolique de G tout sous-groupe, P , de la forme Pλ, pour un λ ∈ Λ(A∅), ou` A∅ est
un tore σ-de´ploye´ maximal. Alors σ(P ) = Pλ−1 est oppose´ a` P relativement a` A∅.
Enfin HP est ouvert: en effet les alge`bres de Lie de P et σ(P ), p et σ(p) ont pour
somme l’alge`bre de Lie g de G.
Soit x ∈ g. On a x = y+ z avec y ∈ p, z ∈ σ(p). Donc x = y′+h avec y′ = y−σ(z) ∈ p
et h = z + σ(z) ∈ h.
Donc g = h + p ce qui implique que HP contient un voisinage de e, l’e´le´ment neutre.
Finalement HP est bien ouvert.
D’apre`s [HWan], Proposition 6.15, si P0 est un sous-groupe parabolique minimal de G,
le nombre de (H,P0)-doubles classes est fini, donc aussi le nombre de (H,P )-doubles
classes.
Par ailleurs, d’apre`s [HH], The´ore`me 2.9 (i), P contient un σ-sous-groupe parabolique
minimal P∅ contenant A∅. Le groupe A∅ est l’unique tore σ-de´ploye´ maximal du sous-
groupe de Le´vi σ-stable de P∅, P∅ ∩ σ(P∅).
On note (Ai)i∈I , un ensemble de repre´sentants des classes de H-conjugaison des tores
σ-de´ploye´s maximaux de G. On suppose que cet ensemble contient A∅. Les Ai sont
tous conjugue´s sous G, d’apre`s la Proposition 1.16 de[HH].
On choisit, pour tout i, un xi ∈ G, avec xiA∅x
−1
i = Ai en prenant x∅ = e. On note
Pi l’ensemble des σ-sous-groupes paraboliques minimaux contenant Ai, qui est fini (cf.
[HH], Proposition 2.7).
Les e´le´ments de Pi sont tous conjugue´s entre eux par un e´le´ment du normalisateur de
Ai ( cf. l.c.). Comme les Ai sont conjugue´s entre eux, tous les e´le´ments de Pi sont
conjugue´s sous G a` P∅ et Pi := xi P∅ x
−1
i .
On note Mi le centralisateur dans G de Ai. Si L est un sous-groupe de G, on note
WL(Ai) le quotient du normalisateur dans L de Ai par son centralisateur. On note
W (Ai) au lieu de WG(Ai).
On note Wi, ou W
G
i , un ensemble de repre´sentants dans NG(A∅) de WHi(A∅) \W (A∅)
ou` Hi = x
−1
i Hxi. On note W
G =
⋃
i∈I{xix|x ∈ W
G
i }. Alors (cf. [HH], The´ore`me 3.1):
WG forme un ensemble de repre´sentants des (H,P∅)-doubles classes ou-
vertes dans G.
(2.14)
En particulier, comme l’ensemble des (H,P∅)-doubles classes est fini (cf. [HWan], Corol-
laire 6.16), on voit que I est fini.
Soit P un σ-sous-groupe parabolique contenant P∅. On note M le sous-groupe de Levi
de P contenant A∅. On note WM,i ouW
G
M,i un ensemble de repre´sentants dans NG(A∅)
des doubles classes WHi(A∅) \W (A∅)/WM(A∅) contenant l’e´le´ment neutre e.
Lemme 9 Toute (H,P )-double classe ouverte de G est de la forme HyP ou` y est un
e´le´ment de:
WGM =
⋃
i∈I
{xix|x ∈ W
G
M,i}
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En particulier toute (H,P )-double classe ouverte est de la forme HyP ou` P y:= yPy−1
est un σ-sous-groupe parabolique de G. On notera W
G
M un ensemble de repre´sentants
des (H,P )-doubles classes ouvertes, contenant e, et contenu dans WGM .
De´monstration:
Soit y = xix avec x ∈ W
M
i . Alors HxixP∅ est ouvert d’apre`s ce qui pre´ce`de. Donc
HyP est ouvert..
Re´ciproquement si Ω est une (H,P )-double classe ouverte, elle contient une (H,P∅)
double classe ouverte (cf e.g. Appendice, Lemme 12 ), donc de la forme HxixP avec
y ∈ NG(A∅) d’apre`s (2.14). Comme HxiyP = HhxiymP pour h ∈ H , m ∈ M , il en
re´sulte que Ω = HxixP pour un x ∈ WMi .
Soit P un sous-groupe parabolique σ-stable de G. On note A (resp AM) le plus grand
tore σ-de´ploye´ (resp. tore de´ploye´) du centre du sous-groupe de Levi σ-stable de P ,
M = P ∩ σ(P ). Si x ∈ G et E est une partie de G, on note Ex := xEx−1.
On note X(M)σ l’ensemble des caracte`res non ramifie´s deM antiinvariants par σ. C’est
un sous-groupe alge´brique du groupe alge´brique de´fini sur C, X(M), des caracte`res non
ramifie´s de M . On note X (resp. XR) l’ensemble des caracte`res non ramifie´s de M
qui sont l’image par l’application de (2.4) (pour M au lieu de G), de l’ensemble des
e´le´ments de (a∗M)C (resp. a
∗
M) anti-invariants par σ ( qui laisse invariant AM donc aussi
aM). Alors X est la composante connexe de l’e´le´ment neutre du sous-groupe alge´bique
X(M)σ de X(M). L’alge`bre BX est l’alge`bre des fonctions re´gulie`res sur ce groupe
alge´brique connexe, qui est donc une varie´te´ irre´ductible. Cette alge`bre est donc sans
diviseur de ze´ro. On la note de´sormais B.
On note Xx
R
(resp. Xx ) l’ensemble des caracte`res non ramifie´s de Mx obtenus par
transport de structure de M a` Mx, via la conjugaison par x, des e´le´ments de XR (resp.
X).
On note A0 un tore de´ploye´ maximal σ-stable contenu dans P et contenant A.
Lemme 10 Avec les notations pre´ce´dentes, soit Ω une (H,P )-double classe. Alors:
(i) Ω = HxP pour un x tel que Ax0 soit un tore de´ploye´ maximal et σ-stable contenu
dans P x.
(ii) Soit λ un e´le´ment de Λ(Ax) ⊂ Λ(Ax0) tel que P
x = Pλ. On note µ = λσ(λ). C’est
un e´le´ment du centre de Mx ∩ σ(Mx). Supposons que Ω ne soit pas ouverte.
Alors il existe χ ∈ Xx
R
tel que χ(µ) 6= 1.
De´monstration:
Ecrivons Ω = HyP . D’apre`s [HWan], Lemme 2.4, P ′ := yPy−1 contient A′0 un tore
de´ploye´ maximal stable par σ. SoitM ′ le sous-groupe de Le´vi de P ′ contenant A′0. Alors
yMy−1 et M ′ sont des sous-groupes de Le´vi de P ′, donc conjugue´s par un e´le´ment p′ de
P ′. On peut meˆme se ramener au cas ou` p′ conjugue les tores de´ploye´s maximaux de P ′,
yA0y
−1 et A′0. On pose x = p
′y. Alors xA0x
−1 = A′0 et HxP = HyP car p
′ ∈ yPy−1.
Ceci prouve (i).
Montrons (ii). Comme Ω = HxP n’ est pas ouvert, HP x n’est pas ouvert. Comme
P x = Pλ on n’a pas σ(λ) = λ
−1, sinon σ(Pλ) serait un σ-sous-groupe parabolique de G
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et HPλ serait ouvert. Donc µ est diffe´rent de e. Raisonnons par l’absurde et supposons
l’assertion du Lemme fausse.
Alors, par transport de structure, tout e´le´ment de X est trivial sur x−1λxx−1σ(λ)x.
Mais x−1λx ∈ Λ(A) et x−1σ(λ)x ∈ Λ(A0). Le re´seau Λ(A0) s’identifie graˆce a`
l’application (2.2) ( pour G = A0) a` un sous-re´seau dans a0.
Notant a∅( resp. a
σ
0 ) l’espace des e´le´ments antiinvarants (resp. invariants) de σ dans
a0, Λ(A∅) s’identifie a` un sous-re´seau de a∅.
Graˆce a` (2.3), aM s’identifie a` un sous-espace de a0 et a0 = a
M
0 ⊕ aM .
Soit a := a∅ ∩ aM et soit a
σ
M l’espace des points fixes de aM sous σ. Alors aM = a
σ
M ⊕ a
et Λ(A) s’identifie a` un sous-re´seau de a.
Il est facile de voir qu’un e´le´ment Λ(A0) ⊂ a0 est trivial sur tous les e´le´ments de X si
et seulement si sa projection sur a paralle`lement a` aσM ⊕ a
M
0 est nulle. Notons pa cette
projection. Comme l’assertion de (ii) est suppose´e fausse, ce qui pre´ce`de montre que:
pa(x
−1λx) = −pa(x
−1σ(λ)x)
et comme x−1λx ∈ a, on a:
x−1λx = −pa(x
−1σ(λ)x) (2.15)
On munit a0 d’un produit scalaire invariant par le groupe de Weyl W (A0). On le prend
meˆme invariant par le groupe des automorphismes du syste`me de racines Σ(A0) de A0
dans l’alge`bre de Lie de G. En particulier le produit scalaire est σ-invariant. Alors la
projection pa est une projection orthogonale. Mais x
−1λx et σ(x−1)σ(λ)σ(x) sont de
meˆme norme et:
x−1σ(λ)x = x−1σ(x)(σ(x−1)σ(λ)σ(x))σ(x)−1x
Donc x−1σ(λ)x et σ(x−1)σ(λ)σ(x) sont conjugue´s par x−1σ(x) qui normalise A0 car A
x
0
est σ-invariant. Ces deux e´le´ments de a0 sont donc de meˆme norme, e´gale a` celle de
x−1λx, d’apre`s les proprie´te´s d’invariance de la norme.
Comme pa est une projection orthogonale, on de´duit de (2.15) que:
pa(x
−1σ(λ)x) = x−1σ(λ)x
et
x−1λx = −x−1σ(λ)x
dans a0.
Ce qui conduit a`: λσ(λ) = e. Une contradiction qui ache`ve de prouver le Lemme.
On conserve les notations du Lemme pre´ce´dent. Soit (δ, Vδ) un repre´sentation de M .
On de´finit le (M,B)-module (δB, VδB) comme en (2.12).
On notera Bx l’alge`bre des fonctions surXx de´duite de B par transport de structure, via
la conjugaison par x. Alors ((δB)
x, V(δB)x) a une structure naturelle de (P
x, Bx)-module
e´quivalente par transport de structure a` ((δx)Bx , V(δx)Bx ).
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Lemme 11 Avec les notations ci-dessus, on suppose que HxP n’est pas ouverte.
Alors il existe q ∈ B, non constant, produit de facteurs de la forme 1−cbm, c ∈ C
∗, m ∈
M , tel que la multiplication par q annule le B-module H∗(H, ind
H
Px∩H(δB)
x
|Px∩H).
De´monstration:
En appliquant le Lemme de Shapiro (cf. Proposition 6 ) et le Lemme 8 on voit que le
B-module H∗(H, ind
H
Px∩H(δB)
x) s’identifie a` H∗(M
x ∩ σ(U), V(δB)x).
Alors, par transport de structure, le Lemme re´sulte de la Proposition 9 applique´ a` P x
et avec z0 = µ, car (δB)
x s’identifie naturellement a` (δx)Bx .
2.5 H-homologie et (H,P )-doubles classes ouvertes
On note O, la re´union des (H,P )-doubles classes ouvertes dans G et on de´finit:
JB = {ϕ ∈ IB|suppϕ ⊂ O}
ou` IB = ind
G
PVδB . C’est un sous-(H,B)-module de IB.
On suppose de´sormais que δ est admissible de type fini.
The´ore`me 1 (i) Il existe q ∈ B, non nul, produit d’e´le´ments 1− cbm, c ∈ C
∗, m ∈M ,
qui annule le B-module H∗(H, IB/JB).
(ii) On fixe un ensemble W
G
M de repre´sentants des (H,P )-doubles classes ouvertes
comme dans le Lemme 9. Alors:
H∗(H, JB) =
⊕
x∈W
G
M
H∗(M
x ∩H, δx)⊗C B
En particulier H∗(H, JB) est un B-module libre.
(iii) Si ξ ∈ HomB(H0(H, JB), B), il existe un unique ξ˜ ∈ HomB(H0(H, IB), B), tel
que:
ξ˜(i(ψ)) = qξ(ψ), ψ ∈ H0(H, JB)
ou` i est le morphismeH0(H, JB)→ H0(H, IB), de´duit de l’injection canonique JB → IB.
De´monstration:
(i) Le H-module IB/JB admet, d’apre`s la Proposition 7, une filtration telle que l’on
peut appliquer le Lemme 11 a` ses sous-quotients. La longue suite exacte d’homologie
permet de conclure que le produit des e´le´ments de B, de´termine´s par l’application de
ce Lemme a` chacun des sous-quotients, annule H∗(H, IB/JB).
(ii) Notons, pour x ∈ W
G
M , J
x
B = {ϕ ∈ IB|suppϕ ⊂ HxP}, alors:
JB =
⊕
x∈W
G
M
JxB
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Mais, d’apre`s la Proposition 7, JxB est isomorphe comme (H,B)-module a`
indHH∩Px(δB)
x
|H∩Px. Donc, d’apre`s le Lemme de Shapiro:
H∗(H, J
x
B) ≃ H∗(H ∩M
x, V(δB)x)
et ceci comme B-module. Mais d’apre`s la de´finition deW
G
M (cf. Lemme 9), si x ∈ W
G
M :
xAx−1 ⊂ {g ∈ G|σ(g) = g−1}
et c’est un tore σ-de´ploye´ maximal du centre de Mx. Alors si x ∈ W
G
M , P
x est un σ-
sous-groupe parabolique et Mx est σ-stable, donc e´gal au sous-groupe de Le´vi σ-stable
de P x. Les e´le´ments de X se transportent par x en des caracte`res non ramifie´s de Mx,
triviaux sur H∩Mx. Il en re´sulte que comme (H∩Mx, B)-module, V(δB)x est isomorphe
a` Vδx ⊗ B ou` H ∩M
x n’agit que sur le premier facteur et B que sur le second. (ii) en
re´sulte imme´diatement.
Prouvons (iii). On dispose de la suite exacte de B-modules:
H1(H, IB/JB)
c
−→H0(H, JB)
i
−→H0(H, IB)
p
−→H0(H, IB/JB)→ 0 (2.16)
qui est donne´e par la longue suite exacte d’homologie. Ici i est donne´ par passage au
quotient de l’injection naturelle JB → IB, et p par passage au quotient de la projection
naturelle IB → IB/JB.
Soit ϕ ∈ H0(H, IB). Alors qϕ a une image nulle dans H0(H, IB/JB), d’apre`s (i). Donc
qϕ est dans l’image par i de H0(H, JB), d’apre`s (2.16), i.e.:
qϕ = i(ψ) pour un ψ ∈ H0(H, JB) (2.17)
Montrons que ψ est unique. En effet si: i(ψ) = i(ψ′) = qϕ, alors ψ − ψ′ est dans
le noyau de i, donc dans l’image de c, i.e.: ψ − ψ′ = c(η) pour η ∈ H1(H, IB/JB).
D’apre`s (i), η est annule´ par la multiplication par q. Donc qη est nul ainsi que c(qη) =
q(ψ − ψ′) ∈ H0(H, JB). Mais d’apre`s (ii), H0(H, JB) est un B-module libre. Donc
ψ − ψ′ = 0 comme de´sire´.
On pose alors:
ξ˜(ϕ) := ξ(ψ) pour ϕ ∈ H0(H, IB), ou` ψ est l’unique e´le´ment de H0(H, JB)
tel que i(ψ) = qϕ
(2.18)
Calculons maintenant ξ˜(i(ψ)) pour ψ ∈ H0(H, JB). Comme qi(ψ) = i(qψ), on a:
ξ˜(i(ψ)) = ξ(qψ) = qξ(ψ)
comme de´sire´.
Si un autre ξ˜′ ve´rifiait (iii), alors ξ˜− ξ˜′ serait nul sur i(H0(H, IB)) qui est e´gal a` Ker(p).
D’apre`s (i), ce noyau contient qH0(H, IB). Donc:
(ξ˜ − ξ˜′)(qϕ) = q(ξ˜ − ξ˜′)(ϕ) = 0, ϕ ∈ H0(H, IB)
Comme l’alge`bre B est sans diviseur de 0 ( voir apre`s le Lemme 9), (ξ˜− ξ˜′)(ϕ) ∈ B est
nul pour tout ϕ ∈ H0(H, IB) comme de´sire´.
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2.6 Localisation du The´ore`me 1
Soit K un sous-groupe compact maximal de G qui est le fixateur d’un point spe´cial de
l’appartement associe´ a` A0 dans l’immeuble de G.
On note I l’espace de indKK∩P δ|K∩P . Alors la restriction des fonctions a` K de´termine un
isomorphisme de K-modules entre l’espace Iχ de πχ := ind
G
P (δ ⊗ χ), χ ∈ X(M) (resp.
IB de πB := ind
G
P δB) et I (resp. I ⊗ B). On note πχ (resp πB) la repre´sentation de
G sur I (resp. I ⊗ B) de´duite de πχ ( resp πB ) par transport de structure via cet
isomorphisme.
Si ϕ ∈ I et χ ∈ X(M), on note ϕχ l’e´le´ment de l’espace Iχ correspondant a` ϕ par cet
isomorphisme.
On note ϕB l’e´le´ment de l’espace IB de ind
G
P δB dont la restriction a`K est ϕ⊗1B ∈ I⊗B,
ou` 1B est l’unite´ de B. On note evχ l’e´valuation en χ des e´le´ments de B et Jχ son
noyau. Alors
ϕχ = evχ(ϕB)
ou` on a note´ evχ(ϕB) au lieu de (idVδ ⊗ evχ)(ϕB). Il en re´sulte que:
Pour tout ϕ ∈ I et g ∈ G, χ 7→ πχ(g)ϕ est un e´le´ment de I ⊗ B e´gal a`
πB(g)(ϕ⊗ 1B).
(2.19)
Pour tout B-module M on note M(χ) = M/JχM sur lequel tout e´le´ment b ∈ B agit
par b(χ). Alors on a facilement:
l’application evχ entre IB = ind
G
PVδB et ind
G
PVδ⊗χ passe au quotient en un
isomorphisme entre (indGPVδB)(χ) et ind
G
PVδ⊗χ,
(2.20)
ce qui se voit aise´ment dans la re´alisation compacte.
On note Jχ = {ϕ ∈ Iχ|Suppϕ ∈ O}
The´ore`me 2 (i) Pour tout χ ∈ X, n ∈ N, on a un isomorphisme line´aire naturel:
Hn(H, Jχ) ≃ ⊕x∈WGM
Hn(M
x ∩H, Vδx)
(ii) Faisant n = 0 dans (i) et passant au dual, on en de´duit un isomorphisme naturel:
J∗Hχ ≃ Vδ ou` Vδ := ⊕x∈WGM
(V ∗δx)
Mx∩H
Celui-ci associe a` η ∈ V ∗δx
Mx∩H (i.e η ∈ V ∗δ
M∩x−1Hx), ξ(P, δ, χ, η) ∈ J∗χ de´fini par
ξ(P, δ, χ, η)(ϕ) =
∫
H/Mx∩H
< ϕ(hx), η > dh˙, ϕ ∈ Jχ
(iii) Avec les notations du The´ore`me 1, soit χ ∈ X avec q(χ) 6= 0. Notons iχ l’injection
naturelle de Jχ dans Iχ. Celle-ci passe au quotient en un isomorphisme note´ encore
iχ :H0(H, Jχ)→˜H0(H, Iχ) dont la transpose´e de´termine un isomorphisme: I
∗
χ
H → J∗χ
H
donne´ par la restriction, rχ, des formes line´aires de Iχ a` Jχ.
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On notera pour η ∈ Vδ, j(P, δ, χ, η) l’e´le´ment de I
∗
χ
H correspondant a` ξ(P, δ, χ, η) dans
cet isomorphisme.
(iv) On note j(P, δ, χ, η) l’e´le´ment de I∗ de´duit de j(P, δ, χ, η) par transport de structure
a` l’aide de rχ. Alors, pour tout ϕ ∈ I, l’application: χ 7→ q(χ) < j¯(P, δ, χ, η), ϕ >
de´finie sur l’ensemble des χ ∈ X tels que q(χ) 6= 0 admet un prolongement re´gulier a`
X tout entier (i.e. se prolonge en un e´le´ment de B).
On dira que χ 7→ qj¯(P, δ, χ, η) est une famille polynomiale de formes line´aires sur Iδ.
De´monstration:
(i) se prouve comme la partie (ii) du The´ore`me 1.
(ii) re´sulte de l’explicitation des isomorphismes.
Prouvons (iii). Montrons la surjectivite´ de rχ. Soit θ ∈ J
∗H
χ . D’apre`s l’isomorphisme
du The´ore`me 1 (ii), il existe ξ ∈ HomB(H0(H, JB), B) tel que ξ passe au quotient en
un e´le´ment de:
HomC(H0(H, JB)(χ), B(χ)) ≃ HomC(H0(H, Jχ),C) ≃ J
∗H
χ
e´gal a` θ. Alors utilisant l’e´le´ment ξ˜ de HomB(H0(H, IB), B) donne´ par le The´ore`me 1
(iii) et localisant en χ comme ci-dessus, on trouve θ˜ ∈ I∗Hχ tel que:
θ˜(ψ) = q(χ)θ(ψ), ψ ∈ Jχ
Alors si q(χ) 6= 0, q(χ)−1θ˜ ∈ I∗Hχ a pour image θ par rχ. Donc rχ est bien surjective.
Montrons maintenant que rχ est injective. Soit θ˜ ∈ Ker rχ. Alors θ˜ s’identifie a` un
e´le´ment de:
(Iχ/Jχ)
∗H ≃ H0(H, Iχ/Jχ)
∗
Comme (IB/JχIB)/(JB/JχJB) ≃ IB/(JB+JχIB), on a un isomorphisme deH-modules:
Iχ/Jχ ≃ (IB/JB)(χ)
Donc H0(H, Iχ/Jχ) ≃ H0(H, (IB/JB)(χ)). Mais on ve´rifie facilement que pour tout
(H,B)-module lisse, V , on a :
(H0(H, V ))(χ) ≃ H0(H, V(χ)) (2.21)
Donc
H0(H, Iχ/Jχ) = H0(H, IB/JB)(χ)
Mais la multiplication par q annule IB/JB donc aussi H0(H, IB/JB). Comme q(χ) 6= 0,
on en de´duit que H0(H, IB/JB)(χ) = {0} et l’isomorphisme pre´ce´dent implique que
H0(H, Iχ/Jχ)
∗ est re´duit a` {0}. Donc θ˜ = 0 et rχ est bien injective.
Prouvons (iv). Soit η ∈ Vδ. D’apre`s le the´ore`me 1 (ii), HomB(H0(H, JB), B) s’identifie
naturellement a` Vδ. On note ξ l’e´le´ment de HomB(H0(H, JB), B) correspondant a` η par
cet isomorphisme et ξ˜ l’e´le´ment de HomB(H0(H, IB), B) de´termine´ par le The´ore`me 1
(iii).
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L’e´le´ment ξ˜ de HomB(H0(H, IB), B) de´termine, a` l’aide de la projection naturelle IB →
H0(H, IB) et de l’isomorphisme de B-modules, de´crit plus haut, entre IB et I ⊗ B, un
e´le´ment ξ¯ de HomB(Iδ ⊗ B,B).
Les constructions (cf. la preuve de la surjectivite´ de rχ dans (iii)) montrent que, lorsque
q(χ) est non nul:
< q(χ)j¯(P, δ, χ, η), ϕ >= (ξ¯(ϕ⊗ 1B))(χ)
Alors (iv) re´sulte du fait que ξ¯(ϕ⊗ 1B) ∈ B.
2.7 Repre´sentations rationnelles H-sphe´riques
Les deux faits suivants montrent comment des questions d’invariance par un sous-groupe
se rame`nent a` des questions d’invariance par une sous-alge`bre de Lie. On note G un
groupe alge´brique de´fini sur un corps alge´briquement clos k, de caracte´ristique ze´ro.
Alors (cf. [Hu2], 13.1):
Soit (π, V ) une repre´sentation rationnelle de dimension finie de G et W un sous-espace
vectoriel de V . On note encore π la repre´sentation de l’alge`bre de Lie g de G dans
V . Alors le sous-groupe H := {g ∈ G|π(g)W ⊂ W} est un sous-groupe ferme´ de G,
admettant h := {X ∈ g|π(X)W ⊂W} comme alge`bre de Lie.
De plus (cf. [Hu2], 13.2)):
Si H est un sous groupe ferme´ de G, posse´dant la meˆme alge`bre de Lie que G, alors
H = G.
Nous utiliserons ces re´sultats pour la cloˆture alge´brique de F. Nous utiliserons e´galement
les proprie´te´s des repre´sentations de plus haut poids de dimension finie pour les alge`bres
de Lie semi-simples sur cette cloˆture alge´brique (cf. [Hu1], ch. VI).
Soit P∅ un σ-sous-groupe parabolique minimal de G, M∅ = P∅∩ σ(P∅) le sous-groupe
de Le´vi σ-stable de P∅, A∅ le plus grand tore σ-de´ploye´ du centre de M∅ qui est un tore
σ-de´ploye´ maximal. On fixe A0 un tore de´ploye´ maximal contenant A∅, i.e. un tore
de´ploye´ maximal de M∅ et σ-stable.
On remarque qu’alors σ agit naturellement sur a0 et que a∅ s’identifie au sous-espace
des e´le´ments antiinvariants de a0. On note P0 un sous-groupe parabolique minimal de
G contenu dans P∅ et contenant A0. On note P un σ-sous-groupe parabolique de G
contenant P∅ et M son sous-groupe de Le´vi σ-stable. On note U0 (resp. U∅, resp. U) le
radical unipotent de P0 ( resp. P∅, resp. P ). On note AG,σ le plus grand tore σ-de´ploye´
de AG et a
σ
G (resp. aG,σ ) l’ensemble des points fixes ( resp. antiinvariants ) de aG sous
σ.
On note pσ la projection de aG sur aG,σ paralle`lement a` a
σ
G et HG,σ la compose´e pσ ◦HG.
Alors, remarquant que tout caracte`re rationnel de G tel que χσ = χ−1 ve´rifie χ2 = χχ−σ,
on e´tablit imme´diatement que:
Le noyau G1σ de HG,σ est e´gal a` l’intersection des noyaux des caracte`res |χ|F
ou` χ de´crit l’ensemble des caracte`res rationnels de G tels que χσ = χ−1.
(2.22)
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Nous appelerons dans cet article repre´sentation de plus haut poids Λ, Λ ∈ Rat(M0),
une repre´sentation rationnelle de G, de´finie sur F dans un espace vectoriel sur F de
dimension finie, (non ne´cessairement irre´ducible) posse´dant un vecteur non nul vΛ, dit
de plus haut poids Λ, de poids Λ et invariant par U0 et se transformant par Λ sous M0,
et telle que les poids de A0 dans cette repre´sentation, identifie´s a` des e´le´ments de a
∗
0
soient e´gaux a` la diffe´rence de la forme line´aire correspondant a` Λ avec une somme a`
coefficients entiers positifs, de racines de A0 dans l’alge`bre de Lie de U0.
Par passage a` la cloˆture alge´brique et a` l’alge`bre de Lie (voir le de´but du paragraphe)
on voit qu’une repre´sentation irre´ductible de plus haut poids Λ, si elle existe, est unique
a` isomorphisme pre`s. De meˆme on voit qu’une repre´sentation rationnelle de dimension
finie est irre´ductible de plus haut poids Λ, si et seulement si elle est engendre´e par un
vecteur de plus haut poids Λ.
On remarque, par passage a` l’alge`bre de Lie, que si Λ ∈ Rat(M0) est le plus
haut poids d’une repre´sentation irre´ductible rationnelle de G et Λ ∈ a∗G,
alors cette repre´sentation est un caracte`re rationnel de G.
Si, de plus, Λ ∈ a∗G,σ, ce caracte`re, χΛ, ve´rifie χΛ ◦ σ = χ
−1
Λ .
(2.23)
Soit Λ ∈ Rat(M0) tel que Λ ∈ a
∗
M , i.e. tel qu’il soit nul sur a
M
M0
.
Pour une repre´sentation irre´ductible de plus haut poids Λ ( si elle existe), (πΛ, VΛ), on
note
e∗Λ,H ∈ (VΛ ⊗ V
∗
Λ )
∗ ≃ V ∗Λ ⊗ VΛ ≃ EndV Λ
l’e´le´ment correspondant a` l’identite´ de VΛ.
Alors e∗Λ,H =
∑m
i=1 e
∗
i ⊗ ei ou` (ei) est une base de VΛ et (e
∗
i ) la base duale. On note
v∗Λ un e´le´ment de V
∗
Λ de poids Λ
−1 sous M0 et ve´rifiant < v
∗
Λ, vΛ >= 1. Celui-ci est
unique. La droite Fv∗Λ est invariante par le sous-groupe parabolique oppose´ a` P0, P
opp
0 ,
relativement a` A0.
Alors, d’apre`s (2.23) applique´ a` M au lieu de G, on voit que Fv∗Λ est invariante par M ,
car Λ ∈ a∗M . Donc cette droite est aussi invariante par le sous-groupe engendre´ par
M et P opp0 , qui est e´gal au sous-groupe parabolique oppose´ a` P , relativement a` A0.
Mais celui-ci est e´gal a` σ(P ) puisque P est un σ-sous-groupe parabolique contenant P∅.
Alors v∗Λ est un vecteur de plus haut poids Λ
−1 ◦ σ pour la repre´sentation irre´ductible
π∗Λ ◦ σ. En prenant e1 = vΛ et les autres ei dans le noyau de v
∗
Λ, on a e
∗
1 = v
∗
Λ et on voit
que:
< e∗Λ,H , v˜Λ >= 1, avec v˜Λ = vΛ ⊗ v
∗
Λ
Par ailleurs e∗Λ,H est invariant sous G par π
∗
Λ ⊗ πΛ, donc par H sous π
∗
Λ ⊗ (πΛ ◦ σ). On
notera:
Λ˜ := Λ(Λ−1 ◦ σ), (πΛ˜, VΛ˜) := (πΛ ⊗ (π
∗
Λ ◦ σ), VΛ ⊗ V
∗
Λ )
Une inspection des poids montre que l’espace de poids Λ˜ de VΛ˜ sous M0 est de
dimension 1, et la repre´sentation πΛ˜,qui n’est pas ne´cessairement irre´ductible, est de
plus haut poids Λ˜.
(πΛ˜,VΛ˜) est une repre´sentation de plus haut poids Λ˜, avec un vecteur de
plus haut poids Λ˜, vΛ˜ et un vecteur H-invariant dans (VΛ˜)
∗ pour (πΛ˜)
∗,
e˜∗Λ,H ve´rifiant < e˜
∗
Λ,H , vΛ˜ >= 1
(2.24)
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Un e´le´ment de a∗0 antiinvariant par σ est un e´le´ment de a∅
∗ par la maximalite´ de a∅.
On note Σ(G,A0) (resp. Σ(P0, A0) ou Σ(P0)) l’ensemble des racines de A0 dans l’alge`bre
de Lie de G, (resp. P ). On note ∆(P0) l’ensemble des racines simples de Σ(P0). Si Θ
est une partie de ∆(P0), on note < Θ > le sous-syste`me de Σ(P0) engendre´ par Θ et
P<Θ> le sous-groupe parabolique de P0 pour lequel Σ(P0)∪ < Θ > est l’ensemble des
racines de A0 dans l’alge`bre de Lie de PΘ. On de´finit Θ∅,Θ ⊂ ∆(P0) par les e´galite´s:
P∅ = P<Θ∅>, P = P<Θ>
On e´crit
∆(P0) = {α1, . . . , αk},∆(P0) \Θ∅ = {α1, . . . , αl},∆(P0) \Θ = {α1, . . . , αm},
de sorte que k ≥ l ≥ m.
On note δ1, ..., δk ∈ a
∗
0 les poids fondamentaux. Ils sont nuls sur aG, et pour i = 1, . . . , m,
δi ∈ a
∗
M .
Proposition 10 (i) Il existe des entiers n1, ..., nk ∈ N
∗ tels que niδi corresponde a` un
plus haut poids Λi d’une repre´sentation rationnelle (πi, Vi) de G.
(ii) Avec les notations pre´ce´dentes, on note V˜i au lieu de VΛ˜i, π˜i au lieu de πΛ˜i,...
Pour i = 1, ..., m, la droite Fv˜i est invariante par M et v˜i est invariant par M
1
σ .
On notera
δ˜i := δi − δi ◦ σ
De´monstration:
La partie (i) de la proposition re´sulte de la the´orie des repre´sentations rationnelles de G
(cf. [BoT],proposition 12.13). Passons a` (ii). Soit i ∈ {1, ..., m}. Alors v˜i engendre une
repre´sentation de M de plus haut poids niδ˜i qui est un e´le´ment de a
∗
M car i ∈ {1, ..., m}
et meˆme de a∗M,σ, auquel on peut appliquer (2.23).
Remarque 1 (i) Un argument utilisant les puissances tensorielles montre que les mul-
tiples entiers non nuls des ni ve´rifient les meˆmes proprie´te´s.
(ii) Ecrivant a0 = a
σ
0 ⊕ a∅, on a δ˜i ∈ a
∗
∅ pour i = 1, ..., l. De plus e´crivant a∅ =
(aM0 ∩ a∅) ⊕ aM,σ, on a δ˜i ∈ a
∗
M,σ pour i = 1, ..., m avec δ˜i nul sur aG,σ. De plus
l’ensemble {δ˜i|i = 1, ..., m} engendre (aM,σ/aG,σ)
∗. On suppose la nume´rotation choisie
de sorte que (δ˜1, ..., δ˜m′) forme une base de a
∗
M,σ avec m
′ ≤ m.
Proposition 11 (i) Soit i ∈ {m+1, ..., l}, i.e. αi ∈ Θ\Θ∅. Il existe un entier ni tel que
niδi (resp niδi
M , qui est l’e´le´ment de a∗0 e´gal a` niδi sur a
M
0 et nul sur aM), corresponde
a` un plus haut poids Λi (resp Λ
M
i ) d’une repre´sentation rationelle de G (resp. de M).
Les multiples entiers des ni ve´rifient les meˆmes proprie´te´s. Noter que δ
M
i est un poids
fondamental pour le syste`me de racines < Θ > et (Λi)(Λ
M
i )
−1 de´termine, graˆce a` (2.33),
un caracte`re rationnel Λi,M de M , qui correspond a` niδi|aM ∈ a
∗
M .
(ii) Le vecteur vΛi engendre sous M une repre´sentation irre´ductible de plus haut poids
Λi note´e V
M
i contenue dans Vi. Alors V˜
M
i := V
M
i ⊗(V
M
i )
∗ s’idenditifie a` un sous espace
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de V˜i, qui est stable par π˜i|M . Cette repre´sentation s’identifie au produit tensoriel du
caracte`re rationnel Λ˜i,M := Λi,M(Λ
−1
i,M ◦ σ) de M avec la repre´sentation irre´ductible de
M , V˜ Mi , associe´e a` Λ
M
i par la construction (2.24).
La restriction de e˜∗i,H a` V˜
M
i de´termine un vecteur non nul, H ∩ M-invariant, qui
s’identifie au vecteur 1⊗ e˜∗i,M∩H .
De´monstration:
(i) re´sulte de la Proposition et de la Remarque pre´ce´dentes.
(ii) est imme´diat.
2.8 Proprie´te´s de l’adhe´rence des (H,P )-doubles classes ou-
vertes
On choisit les entiers ni comme dans les Propositions pre´ce´dentes.
Pour i = 1, ..., m, on de´finit:
εi(g) = | < π˜i(g)v˜i, e˜
∗
i,H > |F, g ∈ G
On note ε =
∏m′
i=1 εi.
Proposition 12 (i) L’ouvert de G, HP , est contenu dans {g ∈ G|ε(g) 6= 0}.
(ii) Soit HP l’adhe´rence de HP dans G. Alors HP\HP est contenu dans {g ∈
G|ε(g) = 0}.
(iii) Si la suite (gn) = (hnmnun), avec hn ∈ H,mn ∈ M,un ∈ U , converge vers
un e´le´ment de HP\HP et ν ∈ a∗M,σ est strictement P -dominant, alors la suite
(eν(HM,σ(mn))) tend vers ze´ro.
De´monstration:
Elle est analogue a` celle du Lemme 4 de [BrD]. Nous allons expliquer les modifications
ne´ce´ssaires.
D’abord si g = hmu avec h ∈ H , m ∈M , u ∈ U , ε(g) est e´gal a`:
m′∏
i=1
| < π˜i(m)v˜i, e˜
∗
i,H > |F
qui est non nul d’apre`s la Proposition 10 (ii). Ceci ache`ve de prouver (i).
Montrons (ii). On conside`re une suite (gn) dans HP convergeant vers g ∈ HP \
HP . On e´crit gn = hnmnun avec hn ∈ H,mn ∈ M,un ∈ U . On va montrer que
l’image dans aM,σ/aG,σ de la suite (HM,σ(mn)), par la projection canonique, n’est pas
borne´e. La projection de (HM,σ(mn)) sur aG,σ paralle`lement a` a
G ∩ aM,σ est e´gale a`
(HG,σ(gn)), car HG,σ(hn) = 0 et HG,σ(un) = HG(un) = 0. C’est une suite dans un
re´seau, qui est convergente d’apre`s l’hypothe`se sur (gn). Quitte a` extraire une sous-
suite on peut supposer que cette suite est constante, ce que l’on fait. Il faut de´montrer
que (HM,σ(mn)) n’est pas borne´e.
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Supposons (HM,σ(mn)) borne´e. Comme HM,σ prend ses valeurs dans un sous-groupe
discret de aM,σ, quitte a` extraire une sous-suite on peut supposer que HM,σ(mn) est
constant. Quitte a` multiplier, a` droite, (gn) par un e´le´ment deM convenable, on dispose
d’une suite (gn) convergeant vers g ∈ HP\HP avec gn = hnmnun et HM,σ(mn) = 0,
i.e. mn ∈M
1
σ .
En utilisant la Proposition 10 (ii), on voit que:
π˜i(mn)v˜i = v˜i, n ∈ N, i = 1, ..., m
′
Par ailleurs (σ(gn)
−1gn) converge. Donc, posant un = σ(un)
−1 ∈ U , ou` U = σ(U), on a
(un(σ(m
−1
n )mnun) qui converge.
On montre un analogue du Lemme 5 de [BrD] qui permet de voir que un converge de
meˆme que un. Il en va donc de meˆme de σ(mn)
−1mn.
Notons Gσ (resp. Mσ) le groupe des points fixes de σ dans G (resp. M).
L’application de Mσ\M dans M , Mσm 7→ σ(m)−1m, est un home´omorphisme de
Mσ\M sur son image. Ceci re´sulte du Lemme 12 de l’ Appendice, applique´ a` l’action
par conjugaison tordue de M sur M−σ = {m ∈M |σ(m) = m−1}:
m.x = mxσ(m)−1, m, x ∈M
En effet M n’a qu’un nombre fini d’orbites dans M−σ (cf. [R]).
On en de´duit que (Mσmn) converge, ce qui veut dire qu’il existe une suite (m
′
n) dans
Mσ telle que (m′nmn) converge. MaisM
σ/(M ∩H) est fini. Donc, quitte a` extraire une
sous-suite, on peut trouver (h′n), suite dans M ∩H , telle que (h
′
nmn) converge dans M .
On e´crit alors gn = hnh
′
n
−1h′nmnun i.e. gn = h
′′
nm
′′
nun avec h
′′
n = hnh
′
n
−1, m′′n = h
′
nmn.
Alors (m′′n) converge dans M de meˆme que (un) dans U donc aussi (h
′′
n) dans H . Mais
alors on aurait g ∈ HP . Une contradiction qui montre que l’image de (HM,σ(mn)) dans
aM,σ/aG,σ est non borne´e. Mais pour i = 1, ..., m
′:
εi(gn) = e
niδ˜i(HM,σ(mn))
et (εi(gn)) converge vers εi(g). Si pour tout i = 1, ..., m
′, (εi(gn)) convergeait vers
une limite non nulle, on en de´duirait que (HM,σ(mn)) serait borne´e modulo aG,σ, car
(δ˜1, ..., δ˜m′) est une base de (aM,σ/aG,σ)
∗. Donc l’un des εi(g) est nul, comme de´sire´.
(iii) re´sulte de la preuve de (ii).
Si i ∈ {1, ..., l}, on fixe une base de Vi forme´e de vecteurs poids sous A0, ce qui permet
de de´finir une norme sur Vi en prenant le maximum des valuations des coordonne´es
dans cette base. Puis on en de´duit une norme sur V˜ ∗i = EndVi, en prenant le maximum
des valuations des coefficients de la matrice dans cette base.
On pose, pour g ∈ G:
‖gH‖i = ‖π˜
∗
i (g)e˜
∗
i,H‖, i = 1, ..., l
‖gH‖0 = e
‖HG,σ(g)‖
(2.25)
ou` l’on a muni aG,σ de la norme provenant du produit scalaire sur a0.
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On de´finit:
‖gH‖ =
l∏
i=o
‖gH‖i, g ∈ G (2.26)
Remarque 2 On remarque que π˜∗i (g)e˜
∗
i,H est e´gal a` πi(g
σg−1) et ‖gH‖i est la norme
de l’ope´rateur πi(g
σg−1) associe´e a` la norme introduite ci-dessus sur Vi.
On de´finit de manie`re similaire une application m → ‖m(M ∩ H)‖ pour m ∈ M , en
utilisant les repre´sentations rationnelles de M associe´es aux niδ˜
M
i , i ∈ {m+1, ..., l} (cf.
Proposition 11).
Proposition 13 : Il existe ν0 ∈ a
∗
M,σ, P -dominant, tel que pour toute suite (gn) dans
HP , convergeant vers un e´le´ment g de HP \ HP , on ait la proprie´te´ suivante:
Ecrivant gn = hnmnun avec hn ∈ H,mn ∈ M,un ∈ U , il existe C > 0 tel que la suite
‖m−1n (M ∩H)‖ soit borne´e par Ce
−ν0(HM,σ(mn)).
De´monstration:
On choisit i ∈ {m + 1, ..., l} i.e. αi ∈ Θ et une base de V˜
M
i , (v˜i,j), construite a` partir
d’une base de vecteurs poids sous A0 de V
M
i . On pose:
εi,j(g) := | < π˜i(g)v˜i,j, e˜
∗
i,H > |F, g ∈ G
Alors ((εi,j)(gn)) est borne´e car elle converge vers ((εi,j)(g)). De plus, graˆce a` la Propo-
sition 11 (ii), on voit que:
εi,j(gn) = |Λ˜i,M(mn)|F| < (π˜
M
i )(mn)v˜ij , e˜
∗
i,M∩H > |F = e
niδ˜i(HM,σ(mn))| < (π˜Mi )(mn)v˜ij, e˜
∗
i,M∩H > |F
En passant au sup sur j et en posant ν˜i = niδ˜i|aM,σ , on trouve:
Supjεi,j(gn) = e
ν˜i(HM,σ(mn))‖m−1n (M ∩H)‖i, i = m+ 1, . . . , l
On de´duit de ce qui pre´ce`de que:∏l
i=m+1 ‖m
−1
n (M ∩ H)‖i est borne´e par un multiple de∏l
i=m+1 e
−ν˜i(HM,σ(mn)) pour i = m+ 1, . . . , l
(2.27)
Par ailleurs, pour i = 1, ..., m′, (εi(gn)) est borne´e.
Mais εi(gn) = e
ni δ˜i(HM,σ(mn)), donc, pour i = 1, ..., m′, (niδ˜i(HM,σ(mn))) est borne´e
supe´rieurement de sorte que:
Pour i = 1, ..., m′, (e|niδ˜i(HM,σ(mn)|) est borne´e par un multiple de
(e−niδ˜i(HM,σ(mn)).
(2.28)
Revenant a` la de´finition de ‖m(M ∩H)‖0, on voit qu’il existe c > 0 tel que:
‖m(M ∩H)‖0 ≤ e
(c
P
i=1,...,m′ |niδ˜i(HM,σ(m))|)+‖HG,σ (m)‖, m ∈ M
On notera ν˜0 =
∑m′
i=1 cniδi et ν0 = ν˜0 +
∑l
i=m+1 ν˜i. Alors d’apre`s (2.28) et (2.27) et
le fait que (HG,σ(mn)) = (HG,σ(gn)) est borne´e, on voit que ν0, ve´rifie les proprie´te´s
voulues.
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2.9 Une autre pre´sentation des fonctions j
Les racines de AM dans l’alge`bre de Lie de G s’identifie a` des e´le´ments de a
∗
M . Soit ρP
la demi-somme des racines de AM dans l’alge`bre de Lie de U (ou P ), compte´es avec les
multiplicite´s.
On note C(G,P,−2ρP ) l’espace des fonctions continues, f : G→ C, telles que:
f(gmu) = e−2ρP (HM (m))f(g), g ∈ G,m ∈M,u ∈ U
Alors:
Si f ∈ C(G,P,−2ρP ), la restriction de f a` K est invariante a` droite par
K ∩P et la forme line´aire sur C(G,P,−2ρP ): f →
∫
K/K∩P
f(k(K ∩P ))dk˙
est invariante par translation a` gauche par les e´le´ments de G.
(2.29)
Soit C(G,P, δ∗, χ) l’espace des fonctions ψ : G → V ∗δ , ou` V
∗
δ est le dual alge´brique de
Vδ, qui sont faiblement continues i.e. telles que pour tout v ∈ Vδ, g 7→< ψ(g), v > est
continue sur G et telles que
ψ(gmu) = e−2ρP (HM (m))χ(m)δ∗(m)−1ψ(g) (2.30)
Remarque 3 Le facteur 2 dans 2ρP tient compte du fait que nous avons choisi
l’induction non normalise´e.
Alors si ψ ∈ C(G,P, δ∗, χ) et ϕ ∈ Iχ = ind
G
PVδ⊗χ, l’application g 7→< ψ(g), ϕ(g) > est
continue sur G, car ϕ est localement constante, et c’est un e´le´ment de C(G,P,−2ρP ).
On pose:
< ψ, ϕ >=
∫
K/K∩P
< ψ(k), ϕ(k) > dk˙
Ceci de´finit un crochet de dualite´ G-invariant entre C(G,P, δ∗, χ) et Iχ qui permet de
regarder C(G,P, δ∗, χ) comme un sous-espace de I∗χ.
The´ore`me 3 Soit (δ, Vδ) une repre´sentation admissible de type fini M , η ∈ V
∗M∩H
δ et
r ∈ R tels que:
Pour tout v ∈ Vδ, il existe C > 0 tels que:
| < mη, v > | ≤ C‖m(M ∩H)‖r, m ∈ M
Soit ν0 comme dans la Proposition 13. Soit χ ∈ X(M)σ et ve´rifiant Reχ − 2ρP − rν0
strictement P -dominant.
On de´finit une application ε(G,P, δ, χ, η) de G dans V ∗δ par:
ε(G,P, δ, χ, η)(hmu) = e−2ρP (HM (m))χ(m)δ∗(m−1)η, h ∈ H,m ∈M,u ∈ U
ε(G,P, δ, χ, η)(g) = 0 si g /∈ HP
(i) Alors ε(G,P, δ, χ, η) est un e´le´ment de C(G,P, δ∗, χ), H-invariant a` gauche.
(ii) Soit q ∈ B comme dans le The´ore`me 1 (i). On suppose que χ ve´rifie les hypothe`ses
de (i) et que q(χ) est non nul.
L’e´le´ment de I∗Hχ correspondant a` l’e´le´ment ε(G,P, δ, χ, η) de C(G,P, δ
∗, χ), est e´gal a`
j(P, δ, χ, η).
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De´monstration:
La partie (i) est une conse´quence imme´diate des proprie´te´s de η, de la Proposition 12
(iii) et de la Proposition 13.
Prouvons (ii). On a l’analogue de la formule du Lemme 1.3 de [Ol] pour les groupes
p-adiques (c.f. l.c., The´ore`me 7.1 ) qui implique:
Soit f une fonction continue sur K/K ∩ P nulle en dehors de (HP ) ∩K,
alors, pour une normalisation convenable des mesures:∫
K/K∩P
f(k(K ∩ P ))dk˙ =
∫
H/H∩M
f(k(h)(K ∩ P ))e−2ρP (HM (h))dh˙
ou` l’on a e´crit h = k(h)p avec k(h) ∈ K et p ∈ P . La classe de k(h)
modulo K ∩ P est bien de´finie. De plus ρP e´tant antiinvariante par σ,
h 7→ ρP (HM(h)) est invariante a` droite par H ∩ P = H ∩M .
(2.31)
Si f ∈ C(G,P,−2ρP ), sa restriction a` K est K ∩ P invariante et on a:
f(h) = f(k(h)(K ∩ P ))e−2ρP (HM (h)), h ∈ H
De plus la restriction de f a` H est H ∩M-invariante.
Alors il re´sulte de ce qui pre´ce`de que:
Pour f ∈ C(G,P,−2ρP ) nulle en dehors de HP , on a:∫
K/K∩P
f(k(K ∩ P ))dk˙ =
∫
H/H∩M
f(h)dh˙
(2.32)
Soit ϕ ∈ Iχ avec χ comme dans (ii). La de´finition de ε(G,P, δ, χ, η) et son invariance a`
droite par H , jointe a` l’e´quation pre´ce´dente montre que:∫
K/K∩P
< ε(G,P, δ, χ, η)(k(K ∩ P )), ϕ(k(K ∩ P )) > dk˙ =
∫
H/H∩M
< η, ϕ(h) > dh˙
(2.33)
Ceci implique en particulier que la restriction de l’e´le´ment εχ de I
∗H
χ a` Jχ, correspondant
a` ε(G,P, δ, χ, η) est e´gal, avec les notations du The´ore`me 2 (ii), a` ξ(P, δ, χ, η) ∈ J∗Hχ .
Alors, d’apre`s le The´ore`me 2 (iii), cet e´le´ment est e´gal a` j(P, δ, χ, η).
Remarque 4 Si P est e´gal a` P∅ la condition sur η est toujours satisfaite car d’apre`s
[HWan], Lemme 4.5 ( cf. aussi [HH], et Lemme 1.9), M∅/M∅ ∩H est compact modulo
le centre de M∅. De plus, si A0 est un tore de´ploye´ maximal de M∅, il est σ-stable et
A∅ est l’unique tore σ-de´ploye´ maximal de M∅ (cf. l.c.). Tenant compte de [HH], 1.3,
on en de´duit que M∅/M∅ ∩H est compact modulo A∅.
Des re´sultats re´cents de Nathalie Lagier, indiquent que, pour n’importe quel σ-sous-
groupe parabolique, la condition sur η est toujours satisfaite, au moins si δ est unitaire.
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3 Appendice: Rappels sur les l-groupes
Lemme 12 (i) Soit G un l-groupe, X un l-espace, i.e. un espace topologique avec une
base d’ouverts forme´e d’ensembles compacts. On suppose que X est muni d’une action
continue de G, i.e. que l’application G×X → X est continue, que G n’a qu’un nombre
fini d’orbites dans X et que G est de´nombrable a` l’infini. Alors:
(i) Il existe une orbite ouverte.
(ii) Il existe des ouverts G-invariants, U0 = ∅ ⊂ U1 . . . ⊂ Un = X, ou` pour i ≥ 0,
Ui+1 \Ui est une G-orbite. En particulier les orbites sont localement ferme´es, donc sont
des l-espaces, i.e. admettent une base de voisinages ouverts et compacts.
(iii) Si X1 est une orbite Gx1 et H est le stabilisateur de x1, alors H est un sous groupe
ferme´ de G et l’application: G/H → X1 donne´e par gH → gx1 est un home´omorphisme.
De´monstration:
Prouvons (i). Soit x1, . . . , xp des repre´sentants des orbites sous G dans X , qui est fini
par hypothe`se. Soit (Kn) un ensemble de´nombrable d’ouverts compacts recouvrant G.
Si X =
⋃
i,nKnxi, les Knxi sont compacts donc ferme´s. D’apre`s le the´ore`me de Baire,
l’un de ces ensembles, Knxi, est d’inte´rieur non vide, donc Gxi est ouvert dans X .
Prouvons (ii). On construit Ui par re´currence sur i. On prend pour Ui une orbite
ouverte et pour Ui+1 la re´union de Ui et d’une orbite ouverte dans X \ Ui.
Prouvons (iii). L’application p : G/H → X1 est clairement continue et bijective. Il
reste a` voir que cette application est ouverte. En utilisant les translations, il suffit
pour cela de voir que tout voisinage de eH dans G/H s’envoie sur un voisinage de x1
dans X1. Tout voisinage ouvert compact V de eH dans G/H contient l’image par la
projection naturelle de G dans G/H , d’un sous groupe ouvert compact K. Montrons
que G =
⋃
n∈N gnK pour une suite (gn) d’e´le´ments de G. En effet G =
⋃
nKn et
chaque Kn e´tant compact, il est recouvert par un nombre fini d’ensembles de la forme
gK. Alors les (gnKx1)n∈N sont ferme´s et recouvrent X1. Donc, toujours par le the´ore`me
de Baire, l’un d’eux, gnKx1, est d’inte´rieur non vide. La translation x → g
−1
n x e´tant
un homome´orphisme, on en de´duit que Kx1 est d’inte´rieur non vide. Quitte a` utiliser
encore une translation, par un e´le´ment de K cette fois, on voit que Kx1 contient un
voisinage de x1. Ainsi p(V ) contient un voisinage de x1 comme de´sire´. Ceci ache`ve de
prouver (iii).
Rappelons un re´sultat de [M] ( Corollaire 2):
Soit G un l-groupe, H un sous-groupe ferme´, le fibre´ principal: G→ G/H
est trivial, i.e. il existe une section continue s : G/H → G de p.
(3.34)
Lemme 13 L’application line´aire T : C∞c (G/H) ⊗ C
∞
c (H) → C
∞
c (G), de´finie par:
(T (ψ ⊗ η))(s(x)h) = ψ(x)η(h), est un entrelacement bijectif entre le produit tensoriel
de la repre´sentation triviale de H sur C∞c (G/H) avec la repre´sentation re´gulie`re droite
sur C∞c (H) et la repre´sentation re´gulie`re droite de H sur C
∞
c (G). De plus l’inverse
de T , T−1 est donne´ par: (T−1ϕ)(x, h) = ϕ(s(x)h). On a un re´sultat analogue pour
l’action re´gulie`re gauche.
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De´monstration:
D’abord T est bien a` valeurs dans C∞c (G), car, pour un l-espace X , un e´le´ment de
C∞c (X) est exactement une application continue sur X prenant un nombre fini de
valeurs et a` support compact. De meˆme on voit que si ϕ ∈ C∞c (G), l’application:
((x, h) 7→ ϕ(s(x)h), est e´le´ment de C∞c (G/H × H)
∼= C∞c (G/H) ⊗ C
∞
c (H), que l’on
note T ′ϕ. Clairement T et T ′ sont des applicatons inverses l’une de l’autre. D’autre
part T a` la proprie´te´ d’entrelacement voulue. D’ou` le Lemme.
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