Reconstructing dense, volumetric models of real-world 3D scenes is important for many tasks, but capturing large scenes can take significant time, and the risk of transient changes to the scene goes up as the capture time increases. These are good reasons to want instead to capture several smaller sub-scenes that can be joined to make the whole scene. Achieving this has traditionally been difficult: joining sub-scenes that may never have been viewed from the same angle requires a high-quality relocaliser that can cope with novel poses, and tracking drift in each sub-scene can prevent them from being joined to make a consistent overall scene. Recent advances in mobile hardware, however, have significantly improved our ability to capture medium-sized sub-scenes with little to no tracking drift. Moreover, highquality regression forest-based relocalisers have recently been made more practical by the introduction of a method to allow them to be trained and used online. In this paper, we leverage these advances to present what to our knowledge is the first system to allow multiple users to collaborate interactively to reconstruct dense, voxel-based models of whole buildings. Using our system, an entire house or lab can be captured and reconstructed in under half an hour using only consumer-grade hardware.
Introduction
Reconstructing dense, volumetric models of real-world 3D scenes is an important task in computer vision and robotics, with applications in content creation for films, games and augmented reality [23] , cultural heritage preservation [48] and building information modelling [32] . Since the seminal KinectFusion work of Newcombe et al. [33] , which demonstrated real-time voxel-based reconstruction of a desk-sized scene in real time using only a consumer-grade RGB-D sensor, huge progress has been made in increasing the size of scene we are able to reconstruct [34, 36, 37] and in com- * S. Golodetz, T. Cavallari and N. Lord assert joint first authorship. Figure 1 : A globally consistent collaborative reconstruction of a three-storey house, as produced by our approach. The reconstruction involved relocalising 6 separate sequences from the Priory subset of our dataset.
pensating for tracking drift [17, 46, 47, 24, 14] . However, even with the most sophisticated voxel-based approaches [24, 14] , capturing the data needed to reconstruct a large scene (e.g. a whole building) can take significant time and planning, and require considerable concentration on the part of the user. Moreover, the risk of transient changes to the scene (e.g. people moving around) goes up as the capture time increases, corrupting the model and forcing the user to restart the capture. There are thus good reasons to want to split the capture into several shorter sequences, which can be captured either over multiple sessions or in parallel (by multiple users) and then joined to make the whole scene.
Achieving this has traditionally been difficult: joining the sub-scenes requires the ability to accurately determine the relative transformations between them (the camera relo- calisation problem), even though the areas in which they overlap may never have been viewed from the same angles, and tracking drift in each sub-scene can prevent them from being joined to make a consistent overall scene. Recent advances in mobile hardware, however, such as the introduction of augmented reality smartphones that estimate their pose using visual-inertial odometry, have significantly improved our ability to capture medium-sized subscenes with little to no drift. Moreover, in RGB-D relocalisation, keyframe-based relocalisers such as random ferns [20] , which were previously widely used for relocalisation in a single-user context but were unable to relocalise from novel poses, have recently been giving way to high-quality regression-based methods such as SCoRe forests [43, 45] , driven by recent work [2] that showed how they could be trained and used online. Unlike keyframe-based methods, such approaches have been shown to be much better suited to relocalisation from novel poses, which is critical when aligning sub-scenes captured from different angles.
In this paper, we leverage these advances to present what to our knowledge is the first system to allow multiple users to collaborate interactively to reconstruct dense, voxel-based models of whole buildings. Unlike previous multi-agent mapping approaches, our approach is able to reconstruct detailed, globally consistent dense models. Using our system, an entire house or lab can be captured and reconstructed in under half an hour using only consumergrade hardware (see §4.5). We have integrated our approach into the open-source SemanticPaint framework [22, 21] , making it easy for existing SemanticPaint and InfiniTAM [37] users to benefit from our work, and constructed a new dataset of sub-scenes to validate our approach, and we make both our code and this dataset available online. Figures 1  and 2 show reconstructions produced by our approach.
Related Work
Although previous work on multi-agent mapping has not focused on dense reconstruction, multi-agent mapping itself has a rich research history in computer vision and robotics, and several good surveys exist [40, 41] . Existing approaches can be divided into two main categories:
(i) Decentralised approaches eschew the use of a central server and instead produce a local map of the scene on each agent, often transmitting these local maps between agents when they meet to share knowledge of parts of the scene that individual agents have not yet visited. For example, Cunningham et al. [12] proposed an approach called DDF-SAM, in which each robot produces a landmark-based map and shares compressed, timestamped versions of it with neighbouring robots. This was extended by [13] , which registered landmark-based maps together using an approach based on Delaunay triangulation and RANSAC. The same lab later proposed DDF-SAM 2.0 [11] , which avoids repeated and expensive recreation of the combined neighbourhood map through the use of 'anti-factors'. Cieslewski et al. [8] presented a sophisticated decentralised collaborative mapping back-end based on distributed version control. Choudhary et al. [6] described an approach that performs decentralised mapping using object-based maps, decreasing the bandwidth required for map sharing, but depending on the existence of pre-trained objects in the scene. Most recently, Cieslewski et al. [7] aimed to minimise the bandwidth each robot uses for inter-agent relocalisation by first establishing which other robots have relevant information, and then only communicating with the best robot found. Decentralised approaches have numerous applications, including search and rescue [30] , agricultural robotics [4] , planetary exploration [1] and underwater mapping [35, 44] , but because of the limited computing power that tends to be available on mobile agents, most existing approaches target robustness to unreliable network connections and mechanical failures, rather than reconstructing detailed scene geometry, limiting their usefulness for tasks like building information modelling or cultural heritage preservation.
(ii) Centralised approaches, by contrast, can take advantage of the computing power provided by one or more central servers and their ability to communicate with all agents at once to produce detailed, globally consistent maps. For example, Chebrolu et al. [3] described a semi-dense approach based on LSD-SLAM [15] Figure 3 : The architecture of our system. Individual agents (whether local or remote) track their poses and feed posed RGB-D frames to the mapping server. A separate mapping component is instantiated for each agent, which reconstructs a voxel scene and trains a local relocaliser. Separately, the candidate relocalisation selector repeatedly selects a pose from one of the agents' trajectories for relocalisation against another scene. The inter-agent relocaliser uses the scene renderer to render synthetic RGB and depth images of the corresponding scene from the selected pose, and passes them to the local relocaliser of the target scene. If a relocalisation succeeds (and is verified, see §3.3.1), a sample of the relative transform between the two scenes is recorded. The relative transform samples for each scene pair are clustered for robustness (see §3.3.2). Whenever the cluster to which a sample is added is sufficiently large, we construct a pose graph by blending the relative poses in the largest clusters, and trigger a pose graph optimisation. The optimised poses are then used for rendering the overall scene.
clients produced pose-graph maps of keyframes that were sent to a central server for optimisation. Riazuelo et al.
[39] described a cloud-based distributed visual SLAM system inspired by PTAM [26] . Their clients performed tracking only, with the more expensive mapping steps being performed in the cloud. Mohanarajah et al. [31] described another cloud-based approach based on the authors' Rapyuta robotics platform. The client robots estimated their local poses by running dense, keyframe-based visual odometry on RGB-D images from a PrimeSense camera. The keyframes were then centrally optimised using g 2 o [27]. Forster et al. [19] demonstrated centralised, keyframe-based collaborative mapping from micro aerial vehicles (MAVs), each equipped with a monocular camera and an IMU. More recently, Schmuck and Chli [42] have shown how to incorporate server-to-client feedback into a multi-UAV collaborative approach, allowing agents to share information.
A few approaches do not fit cleanly into either category. Reid et al. [38] described a distributed approach in which multiple autonomous ground robots were controlled from a centralised ground control station (GCS), but were able to operate independently for a while if the connection to the GCS failed. McDonald et al. [29] described a stereo approach in which a single agent reconstructed a scene over multiple sessions, effectively collaborating with itself over time. Chen et al. [5] described an approach that is initially peer-to-peer, with each robot building a pose graph independently, storing its sensor data, and exchanging information with other robots on rendezvous, but later client-server, with the robots transferring their pose graphs and sensor data to a central server for pose graph optimisation and the building of a coloured point cloud map. Fankhauser et al. [16] described an approach that allowed an Asctec Firefly hexacopter and a quadrupedal ground robot to work together to help the ground robot to navigate safely. Whilst no fixedposition central server was used, the ground robot had significant computing power and effectively played the role of a server, performing bundle adjustment on data received from the hexacopter to maintain a globally consistent map.
Our Approach
Since we target scenarios such as building information modelling, where hardware failure is a minor concern, we adopt a centralised approach with a number of lightweight mobile clients and a powerful central server (e.g. a laptop or desktop with one or more high-end GPUs): see Figure 3 . Each client estimates accurate local poses for a sequence of RGB-D frames (see §3.1) and transmits both the frames and the poses to the central server (see §3.2). The server constructs a sub-scene and trains a relocaliser for each client, and relocalises the sub-scenes from different clients against each other to establish a consistent global map (see §3.3).
Our system can run in either interactive or batch mode. In batch mode, all of the sub-scenes are sent across to the server (or simply read directly from disk) before any relocalisation is performed. In interactive mode, the server will start relocalising clients against each other immediately, and new clients can join on the fly to contribute to the map.
Local Tracking (Client-Side)
As mentioned above, each client in our system must estimate accurate local poses for a sequence of RGB-D frames and then transmit both the frames and the poses to the central server. This is non-trivial, since traditional pose estimation approaches, particularly those based purely on visual tracking, have tended to be subject to significant tracking drift, particularly at larger scales. For collaborative mapping, a common solution has been for clients to simply transmit inaccurate local poses and rely on the server to perform global optimisation (e.g. pose graph optimisation between keyframes [38, 5, 31] or bundle adjustment [3, 18, 42] ) to achieve a globally consistent map (the optimised poses can then be sent back to the clients if desired [3, 31, 42] ). However, (i) such global optimisations do not scale well, limiting the overall size of map that can be constructed, and (ii) the local poses on the clients are only corrected as global optimisations on the server finish, meaning that for much of the time they cannot be fully trusted.
In our system, we instead leverage recent developments in consumer-grade augmented reality hardware to place the burden of accurate local pose estimation on the clients, freeing the server to focus on reconstructing a dense global map in real time. In particular, we use a straightforward client that captures the RGB-D images and poses provided by the hardware (based on visual-inertial odometry) and transmits them to the server (see §3.2). This important choice allows us to significantly simplify the design of the server (see §3.
3) and reduce server-side memory consumption, making it possible to support more agents and larger global maps.
RGB-D Frame Transmission (Client → Server)
We use TCP between each client and the server to guarantee in-order delivery of RGB-D frames. To minimise the network bandwidth clients use, we only transmit frames that were tracked successfully, and we compress the depth images in PNG format (lossless) and the RGB images in JPG format (lossy). Moreover, to maintain a smooth, interactive user experience on the client, we transmit messages containing the frames (and their accompanying poses) to the server on a separate thread, which iteratively reads a frame message from a pooled queue of reusable messages, compresses it and sends it to the server. 1 The main thread writes uncompressed frame messages into this queue based on the current input. We discard messages that would overflow the queue (e.g. when the network is too slow to keep up with the client) to maintain interactivity and bound client memory usage; the way in which this interacts with our compression strategy is evaluated in the supplementary material.
At the server end, each client has a handler (running on a separate thread) that maintains a pooled queue of uncompressed frame messages. When a compressed frame message arrives, it is immediately uncompressed and pushed onto the queue (as on the client, we discard messages that would overflow the queue). On the main thread, we run a mapping component for each client (see §3.3), which reads RGB-D frames and their accompanying poses from its client's queue as necessary and creates a local map.
Global Mapping (Server-Side)
The server has two jobs: (i) constructing a sub-scene and training a relocaliser for each client, and (ii) determining the relative transforms between these sub-scenes to establish a global coordinate system. To achieve the first, a separate mapping component for each client (i) runs the opensource InfiniTAM reconstruction engine [36, 37] on incoming (posed) RGB-D frames to construct a voxel-based map, and (ii) trains a regression forest-based relocaliser for the sub-scene online as per Cavallari et al. [2] . To achieve the second, the server attempts to relocalise synthetic images of one agent's sub-scene using another agent's relocaliser to find estimates of the relative transform between the subscenes (see §3.3.1). These samples are clustered in transformation space to help suppress outliers, and a pose graph is constructed and optimised in the background to further refine the relative transforms between the sub-scenes (see §3.3.2). This optimisation is inspired by the single-agent sub-mapping approach of Kähler et al. [24] , which showed how to build globally consistent voxel-based models by dividing a scene into small sub-scenes and optimising the relative poses between them. However, we construct a pose graph where each agent is represented by a single node, and the edges denote the relative transforms between different agents' sub-scenes. This differs from [24] , where all sub-scenes came from one agent and no relocalisation was needed to establish the transforms between them.
Inter-Agent Relocalisation
To maintain a smooth, interactive experience on the server, we attempt relocalisations between the sub-scenes of different clients on a separate thread and (if available) a separate GPU. The way in which relocalisation attempts are scheduled depends on the mode in which the server is running.
In batch mode, relocalisations are attempted only once all of the client sub-scenes have been fully created, at which point they are attempted as quickly as possible (i.e. a new relocalisation attempt is scheduled as soon as the previous attempt finishes). In interactive mode, we relocalise whilst the client sub-scenes are still being reconstructed, but at most once every 20 frames: this is because relocalisers cannot be trained online and used simultaneously, so there is a need to space out relocalisation attempts to allow sufficient time in between attempts for the relocalisers to be trained.
To schedule an attempt, we first randomly generate a list of 10 candidate relocalisations. Each candidate k = (a, f ), where f = (b, i), denotes an attempt to relocalise frame i of scene b in scene a's coordinate system. To balance different pairs of scenes, which may have been reconstructed from varying numbers of frames, we first uniformly sample an (a, b) scene pair from the set of all scene pairs, and then uniformly sample a frame index i from scene b. Each generated candidate k = (a, (b, i)) is then scored via
In this, φ new aims to give a boost to candidates that might connect new nodes to the pose graph, defined as 1 if one of the sub-scenes a and b already has an optimised global pose and the other does not, and 0 otherwise. φ conf penalises candidates that can only add a relative transform sample between a pair of sub-scenes that are already confidently relocalised with respect to each other:
Here, N = 2 is an empirically-chosen threshold on the number of relocalisations needed before we become confident that the relative transform between a pair of sub-scenes is correct. φ homog penalises candidates whose frame i has a local pose in scene b that is too close to (within 5cm / 5
• of) one that has already been tried against scene a; we use a penalty of 5 for poses that are too close, and 0 otherwise. Having scored the candidates, we schedule a relocalisation attempt for a candidate k = (a, f ) with maximum score, where f = (b, i). This will proceed as shown in Figure 4 . Let fTs denote the pose of frame f in the coordinate system of a sub-scene s. First, we render synthetic RGB and depth raycasts of sub-scene b from the known pose fTb , which we will callC f b andD f b . Then, we try to relocalise them using sub-scene a's relocaliser to obtain an estimated pose fTa for f in a's coordinate system. To verify this estimated pose, we first render a synthetic depth raycastD f a of sub-scene a from fTa , and compute a masked absolute depth difference image ∆D betweenD
where x ranges over Ω, the domain ofD
We then compute µ = ( x∈Ω ∆D(x))/|Ω|, and add a relative transform sample aT
fTb between a and b iff µ < 5 (corresponding to 5cm). The effectiveness of this verification step is evaluated in §4.2.
Inter-Agent Pose Optimisation
We incrementally cluster the relative transform samples { aT f b } we add for each pair of sub-scenes (a, b) prior to performing pose graph optimisation to suppress the effect of outliers on the final result. After adding each sample, we look to see if the cluster to which the sample has just been added now has ≥ N samples (i.e. the sample has contributed to a confident relative transform): if so, it is worthwhile to run pose graph optimisation, since the pose graph we construct may have changed since the last run. To construct the pose graph, we first compute a binary relation R(a, b) between sub-scenes such that R(a, b) is true iff the largest cluster between a and b has size ≥ N (i.e. there is a confident relative transform between a and b). Next, we compute the reflexive, transitive closure R * of this relation, such that R * (a, b) is true iff there is a chain (possibly empty) of confident relative transforms between a and b. Finally, we denote the scene corresponding to the first agent as the primary scene, and add to the pose graph a node for each scene that is confidently connected to the primary scene by R * . To determine the edges to add to the graph, we filter a list containing each pair of sub-scenes for pairs (i) whose largest cluster has size ≥ N , and (ii) such that both sub-scenes are confidently connected to the primary scene. For each surviving pair of sub-scenes (a, b), we then blend the relative transform samples { aT f b } in the largest cluster using dual quaternion blending [25] to form an overall estimate aTb of the relative transform from b to a, and add an edge to the graph. By adding only one edge for each scene pair, we keep the pose graph we are optimising small, allowing the optimisation to be run repeatedly in the background to optimise the overall map.
The goal of optimising a pose graph G is to find an optimised global pose gTa for each scene a for which there is a node in G. To perform the optimisation, we use the approach of Kähler et al. [24] , as implemented in the opensource InfiniTAM reconstruction engine [36, 37] . This uses To relocalise the scene of an agent b against that of another agent a, we first choose an arbitrary frame from b's trajectory and render synthetic RGB and depth raycasts of b's scene from the frame's pose. Then, we try to relocalise them using a's relocaliser, which either fails, or produces an estimated pose for the frame in a's coordinate system. If a pose is proposed, we verify it by rendering a synthetic depth raycast of a's scene from the proposed pose and comparing it to the synthetic depth raycast of b's scene. We accept the pose iff the two depth raycasts are sufficiently similar (see §3.3.1).
Levenberg-Marquardt to minimise the error function
where v(T ) = (q(T ), t(T )) denotes the concatenation of q(T ), the three imaginary components of a quaternion representing the rotational part of T , and t(T ), the translational part of T . Implicitly, this optimisation is trying to achieve gT −1 a gTb = aTb for every a and b, i.e. to ensure that the optimised global poses of all the scenes are consistent with the estimated relative poses between them.
Experiments
We perform both quantitative and qualitative experiments to evaluate our approach. In §4.1, we evaluate the quality of a reconstruction we obtain with our collaborative approach by comparing a variety of measurements made on a combined mesh of the scene with ground-truth measurements made with a laser range finder in the real world. In §4.2, we evaluate the effectiveness of our depth differencebased verification approach (see §3.3.1), showing that our verifier is able to prune large numbers of incorrect relative transforms between the sub-scenes whilst rejecting practically no correct transforms. In §4.3, we demonstrate the scalability of our approach, showing that by using synthetic images for relocalisation and discarding data from the relocalisers we use when it is no longer needed, we can support up to 11 agents on a high-end PC. In §4.4, we evaluate our strategy of using synthetic scene raycasts for relocalisation rather than real images from the original sequences, by testing both approaches on the standard 7-Scenes relocalisation dataset of Shotton et al. [43] . Finally, in §4.5, we time how long our approach takes to produce consistent reconstructions for four different subsets of our dataset. The supplementary material contains further analysis.
Reconstruction Quality
To demonstrate our ability to achieve high-quality collaborative reconstructions, we combined 4 sequences from the Flat subset of our dataset to reconstruct a combined map of a two-bedroom flat (see Figure 5 ). Since a ground-truth reconstruction of the flat was not available (and we did not have access to a LIDAR scanner with which to obtain one), we validated our reconstruction by comparing a variety of measurements made on our combined map with groundtruth measurements made with a laser range finder (a Bosch Professional GLM 40) in the real world. To achieve this, we first converted the voxel-based maps of the sub-scenes produced by InfiniTAM [36, 37] into mesh-based maps using Marching Cubes [28] . We then applied the relative transforms we had estimated between the sub-scenes during the relocalisation process to these meshes to transform them into a common coordinate system. Finally, we imported the transformed meshes into MeshLab [9] , and used its pointto-point measurement tool to make our measurements. As shown in Figure 5 , we found that the measurements on our Figure 5 : An example of the high-quality reconstructions we can achieve using our collaborative approach. We joined the 4 Flat sequences from our dataset to make a combined map of a two-bedroom flat. The purple lines show the measurements we performed both using a laser range finder and on a combined mesh of our model to validate our approach (the ordering of the numbers is range finder then mesh).
reconstructed model were consistently within 5cm of the ground truth, indicating that we are able to achieve reconstructions that correspond relatively well to real-world geometry. Further examples, this time showing collaborative reconstructions of multi-storey houses and a large research lab, can be found in the supplementary material.
Effectiveness of Depth Difference Verification
As mentioned in §3.3.1, we verify each proposed interagent relocalisation of a sub-scene b against a sub-scene a by rendering a synthetic depth image of scene a from the proposed pose and comparing it to the synthetic depth image from scene b that was passed to the relocaliser, masking out pixels that do not have a valid depth in both images. To evaluate the effectiveness of this approach, we first took 8 pairs of sequences {a, b} from our dataset that we were able to successfully relocalise with respect to each other during the normal operation of our approach, and recorded the relative transform between them as the 'ground truth' transform for later use. We then attempted to relocalise every frame from scene b using the relocaliser of scene a, and vice-versa. Next, for each frame for which the relocaliser proposed a relative transform, we ran our verification step on the proposed transform, thereby classifying it as either Verified or Rejected. We then compared the proposed transform to the 'ground truth' transform, classifying it as Correct if it was Figure 6 : The GPU memory we use during a collaborative reconstruction of the 6 Priory sequences from our dataset.
within 5
• and 5cm of the ground truth, and as Incorrect otherwise. Finally, we counted Verified/Correct transforms as true positives (TP), Verified/Incorrect transforms as false positives (FP), and similarly for the true negatives (TN) and false negatives (FN), as shown in Table 1 .
Our results show that our verifier has an extremely high average recall rate (99.2%), meaning that it largely manages to avoid rejecting correct transforms. It also has a reasonably good average specificity (75.9%), meaning that it is fairly good at pruning the number of incorrect transforms we need to deal with. However, a fairly large number of incorrect transforms still manage to pass the verification stage: as mentioned in §3.3.2, these are dealt with later by clustering the transforms and only making use of the transforms from the largest cluster. The additional effects of this clustering step are shown in the supplementary material.
Scalability (Batch Mode)
To evaluate the scalability of our approach, we perform separate experiments for the batch and interactive modes of our system, since they target slightly different applications. The interactive experiment is in the supplementary material.
Our batch mode experiment focuses on the server's GPU memory usage as the number of agents increases. To evaluate this, we performed a collaborative reconstruction of the 6 Priory sequences from our dataset (these represent a threestory house: see the supplementary material). To maximise the number of agents we were able to handle, we added new sub-scenes to the server one at a time and deleted the training data used by each sub-scene's relocaliser once it had been fully trained: this limited the maximum memory used by the relocalisers, leaving us bounded primarily by the size of the reconstructed voxel scenes. Figure 6 shows that the final GPU memory we use for each forest-based relocaliser [2] is < 500MB, meaning that we can potentially handle around 24 relocalisers on a 12GB GPU such as an NVIDIA Titan X (the actual number may be slightly less than this due to driver overhead). Moreover, since the relocalisers we use have the same structure for each scene [2] , they could potentially be merged to produce a global relocaliser and reduce memory usage still further. The memory used by the voxel scenes is currently the bottleneck preventing the scal- Table 1 : Evaluating the effectiveness of the depth difference verification we perform on proposed relocalisations between pairs of sub-scenes (see §4.2). We attempt to relocalise every frame of each sub-scene against the other using [2] , and record the number of frames that we were able to relocalise, together with statistics on how many correct/incorrect relocalisations were verified/rejected by the verifier.
ing of our approach to more agents: currently, each scene takes up just over 1GB of memory, limiting us to around 11 agents on a Titan X (assuming the relocalisers are stored on a secondary GPU). To scale further, we could reduce the memory used by meshing each scene with Marching Cubes [28] and discarding the voxel maps.
Relocalisation from Synthetic Images
As per §3.3.1, we relocalise the scenes of different agents against each other using synthetic images, rather than the real RGB-D frames originally captured by the agents. This avoids the prohibitive memory cost of storing all RGB-D frames acquired by each agent in RAM (easily hundreds of MBs per agent). However, we might expect using synthetic images to lower relocalisation performance, since we train the relocalisers for each scene using the real input frames.
To verify that this is not a problem, we compared the results we are able to obtain using synthetic images to results obtained using the approach of Cavallari et al. [2] with real images on the standard 7-Scenes dataset [43] . Unlike [2] , who used at most 10 modes in each leaf of their regression forests, we used at most 50 modes, since we found that this gave better results (in both cases). To test our synthetic approach, we first reconstructed each 7-Scenes sequence from the real training images as normal, then rendered synthetic frames from the testing poses, rather than using the testing images in the dataset. As Table 2 shows, our results using synthetic images were at least as good as, and in most cases actually higher than, the results using the real images, verifying that using synthetic images does not decrease relocalisation performance in practice. This is likely due to the fact that by rendering synthetic images from the reconstructed scene, we implicitly remove noise from the frames to be relocalised, improving pose estimation accuracy.
Timings
To evaluate how long it takes to produce consistent reconstructions using our approach, we computed the aver- Table 3 : The times taken to collaboratively reconstruct four different subsets of our dataset (see §4.5).
age times taken to collaboratively reconstruct four different subsets of our dataset (see Table 3 ). We computed the time taken to capture the sequences in each subset as 1 5 times the length of the longest sequence, assuming parallel capturing at 5Hz. The average mapping time is the time taken to relocalise the agents against each other and compute optimised global poses for their maps. To account for the random selection of frames to relocalise, we globally mapped each subset 5 times and reported the average time in the table. The average total time is from the start of the capturing process to the output of a globally consistent map: this was under half an hour for all subsets we tested.
Conclusion
In this paper, we have shown how to collaboratively reconstruct dense, volumetric models of 3D scenes using multiple agents. Existing collaborative mapping approaches have traditionally suffered from an inability to trust the local poses produced by their mobile agents, forcing them to perform costly global optimisations (e.g. on a server) to ensure a consistent map, and limiting their ability to perform dense, volumetric mapping collaboratively.
By leveraging recent mobile hardware advances to construct rigid local sub-scenes that do not need further refinement, and joining them using a state-of-the-art regressionbased relocaliser, we avoid expensive global optimisations, opting only to refine the relative poses between individual agents' overall maps. Our system allows multiple users to collaboratively reconstruct consistent dense models of entire buildings in under half an hour using only consumergrade hardware, making it easier than ever before for users to capture detailed 3D scene models at scale.
SUPPLEMENTARY MATERIALS A. Our Dataset
Our dataset comprises 4 different subsets -Flat, House, Priory and Lab -each containing a number of different sequences that can be successfully relocalised against each other. The name of each sequence is prefixed with a simple identifier indicating the subset to which it belongs: f/ for Flat, h/ for House, p/ for Priory and l/ for Lab. Basic information about the sequences in each subset, their frame counts and capture times can be found in Table 4 . Illustrations of the sequences and how they fit together to make the combined scenes are shown in Figures 7 to 10.
Each sequence was captured at 5Hz using an Asus ZenFone AR augmented reality smartphone, which produces depth images at a resolution of 224 × 172, and colour images at a resolution of 1920 × 1080. To improve the speed at which we were able to load sequences from disk, we resized the colour images down to 480 × 270 (i.e. 25% size) to produce the collaborative reconstructions we show in the paper, but we nevertheless provide both the original and resized images as part of the dataset. We also provide the calibration parameters for the depth and colour sensors, the 6D poses for both sensors at each frame, and the optimised global pose produced for each sequence when running our approach on all of the sequences in each subset. Finally, we provide a pre-built mesh of each sequence, pre-transformed by its optimised global pose to allow the sequences from each subset to be loaded into MeshLab [9] or CloudCompare [10] with a common coordinate system.
B. Additional Experiments
In this section, we describe some additional experiments that we performed to evaluate our method. In §B.1, we evaluate the extent to which our approach of incrementally clustering the relative transform samples between different pairs of sub-scenes is able to remove outliers and find consistent relocalisations between the sub-scenes. In §B.2, we evaluate the scalability of our approach for interactive collaborative reconstruction. Finally, in §B.3, we evaluate the impact of frame compression on the final reconstruction quality we are able to achieve on the server. We show that with compression enabled, we can maintain real-time mapping whilst discarding fewer frames, allowing us to reconstruct higherquality models. Table 4 : The sequences in each subset of our dataset.
B.1. Effectiveness of Relative Transform Clustering
As described in §3.3.2 of the main paper, we incrementally cluster the relative transform samples { aT f b } we add for each pair of sub-scenes (a, b) prior to performing pose graph optimisation to suppress the effect of outliers on the final result. This is achieved by checking each new relative transform sample to see if there is an existing cluster to which it can be added (we specify that this is possible iff it is within 20
• and 10cm of any existing relative transform in the cluster). If so, we add the sample to the first such cluster we find; if not, we create a new cluster for it.
To evaluate the effectiveness of this approach, we took the same 8 pairs of sequences {a, b} we used to evaluate our depth difference verifier in §4.2 of the main paper, and again relocalised every frame from scene b using the relocaliser of scene a, and vice-versa. We then counted the number of relative transform samples that were added during this process, and examined the clusters into which they had been collected. In particular, we compared the size of the largest cluster in each case (i.e. the largest 'correct' cluster) with the size of the largest cluster whose blended transform (obtained by blending all of the relative transforms in the cluster using dual quaternion blending [25] ) was not within 20
• and 10cm of the blended transform of the correct cluster. We refer to this latter cluster as the largest 'incorrect' cluster. The difference between these two sizes gave us a measure of the safety margin of our approach in each case, i.e. the number of consistent erroneous samples that would need to have been added to the largest incorrect cluster to cause it to have been chosen instead of the correct cluster.
As our results in Table 5 show, for most pairs of scenes the size of the correct cluster was significantly larger than the size of the largest incorrect cluster, indicating that in practice we are very likely to accumulate ≥ N samples from the correct cluster and become confident about it long before we accumulate ≥ N samples from an incorrect cluster. For two pairs of scenes (f/bathroom2study & f/study2sittingroom, and h/hall2frontbedroom & h/mainbedroom2studio), the safety margins were much lower than in the other cases. However, in both cases, the pairs of scenes in question have comparatively low overlap (see the green and yellow sequences in both Figures 7 and 8) . Moreover, whilst the blended transforms of the correct cluster and the largest incorrect cluster in each case were not within 20
• and 10cm of each other, a manual inspection of the relevant transforms showed that they were still comparatively close (within 50
• and 50cm), meaning that the safety margin before hitting a cluster with a grossly incorrect blended transform is in practice somewhat higher in each case.
B.2. Scalability (Interactive Mode)
To evaluate the scalability of our approach in interactive mode, we time a collaborative reconstruction involving a server and three different clients: (i) a desktop using a Kinect camera and a relocaliser based on random ferns [20] , connected to the server over a wired network, (ii) a laptop using an Orbbec Astra S camera and a regression forest relocaliser [2] , connected to the server over WiFi, and (iii) a local process on the same machine as the server that reads posed RGB-D frames from disk.
The frame processing times on the server and each client over the course of this experiment, together with a detailed description of what is happening at each stage during the process, are shown in Figure 11 . As might be expected, the time taken per frame on each client is unaffected by the number of other agents connected to the server, allowing local reconstruction to remain interactive even when many clients are connected. Moreover, the time taken per frame on the server increases by only a small amount for each additional agent added, allowing the server user to continue to view the collaborative reconstruction interactively from different angles even when multiple different clients are connected. With a large number of clients connected, the Table 5 : Evaluating the extent to which our approach of incrementally clustering the relative transform samples between different pairs of sub-scenes is able to remove outliers and find consistent relocalisations between the sub-scenes. We attempt to relocalise every frame of each sub-scene against the other using [2] , and record the total number of samples that were added (equal to the number of relocalised frames that passed depth difference verification), and the sizes of the correct cluster and the largest incorrect cluster produced by our method in each case (together with the percentages of the samples added these sizes represent). The safety margin for each scene pair refers to the number of consistent erroneous samples that would need to have been added to the largest incorrect cluster to cause it to have been chosen instead of the correct cluster.
server currently becomes less interactive because the mapping components for each client are being run sequentially: this is something we plan to mitigate in the future by running all of the mapping components in parallel.
B.3. Frame Compression
To demonstrate the impact that compressing the RGB-D frames we transmit over the network has on the final reconstruction quality on the server, we used CloudCompare [10] to compare a locally-reconstructed reference model of an office with two reconstructions performed from frame Figure 11 : An experiment showing how the frame processing times on the server and each of three individual clients change over the course of a collaborative reconstruction using our system. Note that we smooth these times over a 100-frame window to make the graph slightly easier to read. Prior to the start of the experiment, the server allocates a mapping component for the first client and waits for it to connect. The experiment starts when the first client (a desktop using a Kinect camera and a relocaliser based on random ferns [20] ) connects to the server over a wired network. Reconstruction begins when the client starts sending RGB-D frames to the server. Subsequently, a second client (a laptop using an Orbbec Astra S camera and a regression forest relocaliser [2] ) connects to the server over WiFi. This causes the server to allocate a mapping component for the second client and start reconstructing a local scene based on the RGB-D frames that it sends across. In parallel, the server starts trying to relocalise the local scenes of the two clients against each other on a separate thread. Around half way through the experiment, the tracking on the second client fails, triggering a local relocalisation that causes a spike in processing time on the client. Towards the end of the experiment, a third client (this time a local one on the same machine as the server that reads posed RGB-D frames from disk) connects, and the server again allocates a mapping component for it. The processing time on this client is lower because it does not need to perform camera tracking. At this point, the server is trying to relocalise all three local scenes against each other. Finally, all three clients disconnect, and reconstruction stops. However, inter-agent relocalisation continues on the server until a consistent reconstruction is achieved, and the server continues rendering all three local scenes to allow the user to visualise what is happening. data sent over a WiFi connection, one with frame compression disabled and the other with it enabled (see Figure 12) . We measured the bandwidth of this WiFi connection to be roughly 8 Mbits/s, which is less than the roughly 25 Mbits/s that we needed to transmit the same sequence in compressed form without loss over a wired connection, and much less than the roughly 250 Mbits/s that would have been needed to transmit the sequence without loss uncompressed. In other words, with compression enabled, we are able to transmit around 1 in 3 of the frames in the sequence over WiFi whilst maintaining real-time rates; without compression, this drops to more than 1 in 30. As Figure 12 shows, this has a significant effect on the resulting reconstruction quality: with compression disabled (b), we lose some parts of the map completely and have a higher error rate across the map as a whole; with compression enabled (c), we manage to reconstruct more or less the entire map, and the error rate is greatly reduced.
C. Additional Implementation Details
In this section, we describe some implementation details that might be relevant for anyone wanting to reimplement our approach, namely the inner workings of the pooled queue data structure mentioned in §3.2 of the main paper, and the way in which we can render a global map of all of the sub-scenes we have reconstructed. These details can be skipped by more casual readers. Figure 12 : An example showing the impact of frame compression on the reconstruction quality we are able to achieve on the server whilst maintaining real-time frame rates by discarding some frames: (a) a locally-reconstructed reference model of an office; (b) the differences between the reference model and a model reconstructed from the frames that we managed to transmit without using compression; (c) the differences between the reference model and a model reconstructed from the frames that we managed to transmit with compression. The comparisons were made using CloudCompare [10] . The errors range from blue = 0cm to red ≥ 5cm (or missing). With compression enabled, we are forced to discard far fewer frames, allowing us to achieve a much lower error rate with respect to the reference model.
C.1. Pooled Queue Data Structure
A pooled queue is a data structure that pairs a normal queue Q of objects of type T with a pool P of reusable T objects, with the underlying goal of minimising memory reallocations for performance reasons. Normal queues conventionally support the following range of operations: empty checks whether the queue is empty, peek gets the object (if any) at the front of the queue, pop removes the object (if any) at the front of the queue, push adds an object to the back of the queue, and size gets the number of objects on the queue. Pooled queues support the same range of operations, but their implementations of push and pop are necessarily complicated by interactions with the pool.
The pop operation is the more straightforward of the two: this simply removes the object (if any) at the front of the queue and returns it to the pool (with appropriate synchronisation in a multi-threaded context).
The push operation is more complicated, and we divide it into two parts: begin push and end push. The begin push operation first checks whether a reusable object is currently available from the pool. If so, it removes it from the pool and returns a push handler encapsulating the object to the caller. The caller then modifies the object, after which the push handler calls end push to actually push the object onto the queue. If a reusable object is not available from the pool when begin push is called, we have a range of options, which are available as policies in our implementation: (i) discard the object we are trying to push onto the queue, (ii) grow the pool by allocating a new object that can then be reused, (iii) remove a random element from the queue and return it to the pool so that it can be reused, or (iv) wait for another thread to pop an object from the queue and return it to the pool. In practice, we found the discard strategy to work best for our approach: growing the pool has the disadvantage that the memory usage can grow without bound over time, waiting makes the client and/or server (as the case may be) less interactive, and removing a random element from the queue functions much like discarding but with different frames.
C.2. Global Map Rendering
To render a global map of all of the sub-scenes we have reconstructed from a global pose T g ∈ SE 3 , we first compute (for each agent a) the corresponding local pose T a in a's local coordinate system:
Using the standard raycasting approach for a voxel-based scene [37] , we then render synthetic colour and depth images (at 1280×960 resolution) for each agent from the local pose we have computed for it, which we call C a and D a respectively. Finally, we set the colour of each pixel in the output image O based on per-pixel depth testing between the agents, i.e.
O(x) = C a * (x), where a * = argmin
where x ranges over the domain of O.
