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1. INTRODUCCIO´N
En la actual era postgeno´mica, el estudio de
las interacciones existentes entre proteı´nas re-
sulta una pieza clave en la compresio´n de los
complejos mecanismos moleculares presentes
en los procesos biolo´gicos. Es sabido que la
informacio´n acerca de interacciones proteı´na-
proteı´na mejora el entendimiento sobre ciertas
enfermedades, ası´ como tambie´n puede ofrecer
nuevas perspectivas para el desarrollo de tra-
tamientos especı´ficos. Sin embargo, gran parte
del conocimiento sobre estas interacciones mu-
chas veces permanece oculto en la inmensa can-
tidad de artı´culos cientı´ficos, reportes te´cnicos y
dema´s trabajos cientı´ficos que dı´a a dı´a son pu-
blicados. Asimismo, el nu´mero creciente de re-
vistas especializadas en Biologı´a Computacio-
nal, ma´s su naturaleza interdisciplinaria que ha-
ce viable la publicacio´n de resultados en foros
muy diversos (tales como medicina, biologı´a,
fı´sica o informa´tica), tornan au´n ma´s difı´cil esta
tarea de extraccio´n y curacio´n de nuevo conoci-
miento biolo´gico. Para tomar una dimensio´n de
este problema, basta con mencionar que tan so-
lo la base de datos MEDLINE [16], fuertemente
empleada en Biologı´a Computacional, contiene
alrededor de 19 millones de citas. Por otra par-
te, las publicaciones cientı´ficas son una de las
principales fuentes que los curadores de bases
de datos utilizan para sus anotaciones manuales,
por lo que gran parte de la informacio´n funcio-
nal contenida en las bases de datos biolo´gicas
ha sido extraı´da directa o indirectamente de es-
tas publicaciones.
Estas razones motivaron a que durante los u´lti-
mos an˜os hayan surgido distintos enfoques de
minerı´a de texto para extraer de forma sistema-
tizada este conocimiento subyacente en la lite-
ratura cientı´fica [8, 5, 19]. La relevancia de la
minerı´a de texto en los dominios de la biologı´a
y la medicina se ve reflejada en varias compe-
tencias, tales como la “Knowledge Discovery
and Data Mining (KDD) Challenge Cup” [18],
la “Text Retrieval Conference (TREC) Geno-
mics” [10] o las diferentes ediciones de “Cri-
tical Assessment of Information Extraction sys-
tems in Biology (BioCreative)” [11, 13]. La ta-
rea de automatizar la interpretacio´n y explora-
cio´n de esta clase de publicaciones cientı´ficas
no es computacionalmente sencilla. A la inhe-
rente complejidad del lenguaje natural, se su-
man otros problemas especı´ficos del a´mbito de
Bioinforma´tica, tales como la ambigu¨edad en
los nombres de los genes de las eucariotas [4],
y la existencia de distintos sistemas de notacio´n
[15]. Debido a estas cuestiones, se ha tornado
necesario descomponer esta tarea en varios sub-
problemas [20], a fin de lograr una metodologı´a
de minerı´a de texto que sea tan eficaz como efi-
ciente.
En este contexto, un primer paso hacia la de-
finicio´n de un me´todo exitoso para la recons-
truccio´n de redes de interaccio´n entre proteı´nas
estarı´a dado por la correcta identificacio´n de los
artı´culos cientı´ficos que son relevantes para es-
te to´pico. De este modo, se reducirı´a el uni-
verso de artı´culos a explorar en las fases si-
guientes. Una alternativa para abordar esta ta-
rea es la propuesta por Abi-Haidar et al. [2008],
quienes adaptaron una te´cnica de deteccio´n de
correo basura al problema de identificar pu-
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blicaciones relativas a la interaccio´n de pro-
teı´nas. Este clasificador utiliza un nu´mero re-
ducido de caracterı´sticas y una superficie de de-
cisio´n lineal. Para el problema en cuestio´n, es-
ta te´cnica ha demostrado ser tanto o ma´s efec-
tiva que otras te´cnicas conocidas, tales como
Ma´quina de Vectores de Soporte (SVM) [6] y
me´todos basados en la aplicacio´n de Ana´lisis
de Sema´ntica Latente (LSA) [7]. Otras te´cni-
cas que han tenido un buen desempen˜o en es-
tas tareas han utilizado SVM como clasificador,
considerando adema´s la identificacio´n de carac-
terı´sticas especiales a trave´s del uso de onto-
logı´as o nomenclaturas [14].
En esta lı´nea de investigacio´n proponemos di-
sen˜ar, implementar y evaluar una infraestructu-
ra inteligente, combinando distintas herramien-
tas computacionales para clasificacio´n de docu-
mentos. A partir de un conjunto de documentos
previamente clasificados, el sistema inteligente
utiliza: un mo´dulo de clustering para identificar
los posibles subto´picos dentro del conjunto de
documentos, un mo´dulo evolutivo para determi-
nar la importancia global de las palabras y un
mo´dulo de clasificacio´n que utiliza dicha infor-
macio´n para inferir la clase a la que pertenece
un nuevo documento. Particularmente, se pro-
pone el uso del sistema para un problema im-
portante en el a´rea de bioinforma´tica: detectar
si un documento trata sobre interaccio´n entre
proteı´nas, el cual puede verse como un caso par-
ticular del problema de clasificacio´n.
2. LI´NEA DE INVESTIGACIO´N
PROPUESTA
Nuestro objetivo es identificar las palabras
ma´s relevantes para los documentos que tratan
de interacciones entre proteı´nas, una vez iden-
tificadas estas palabras proponemos entrenar un
clasificador para que sea capaz de inferir si un
nuevo documento corresponde al to´pico de in-
teraccio´n entre proteı´nas. Con el fin de alcanzar
esta meta, comenzamos dividiendo en subto´pi-
cos un conjunto inicial de documentos previa-
mente identificados como documentos pertene-
cientes al to´pico de interaccio´n entre proteı´nas.
Cada subto´pico identificado en esta divisio´n es
utilizado por el mo´dulo evolutivo para determi-
nar la importancia de las palabras. Finalmente,
un mecanismo clasificador es entrenado utili-
zando: el corpus inicial de documentos y la in-
formacio´n de relevancia inferida por el mo´dulo
evolutivo.
2.1. Esquema General del Sistema
La figura 1 muestra un esquema general del
sistema propuesto, donde se destacan los si-
guientes componentes:
• Modelo inicial del corpus: contiene una re-
presentacio´n de todos los documentos conte-
nidos en el corpus destinado al entrenamien-
to del sistema. Estos documentos han sido
previamente clasificados en las clases de in-
tere´s.
• Mo´dulo de clustering: analiza el modelo
inicial del conjunto de documentos previa-
mente clasificados con el fin de identificar
subto´picos.
• Mo´dulo evolutivo: para cada subto´pico
identificado se genera una poblacio´n inicial
de consultas, la cual evoluciona guiada por
una funcio´n de aptitud utilizando los opera-
dores gene´ticos de seleccio´n, recombinacio´n
y mutacio´n. Durante esta evolucio´n, se man-
tiene un banco de mutacio´n que es enriqueci-
do con las nuevas palabras que se van encon-
trando en los documentos recuperados por
las consultas. Las consultas de la poblacio´n
final son utilizadas para determinar la impor-
tancia de las palabras.
• Modelo de ponderacio´n ajustado: es un
nuevo modelo del corpus de documentos uti-
lizado para entrenamiento, ajustado segu´n la
importancia inferida por el mo´dulo evoluti-
vo.
• Mo´dulo clasificador: es un sistema de cla-
sificacio´n de documentos que utiliza el mo-
delo de ponderacio´n ajustado para la fase de
entrenamiento. La porcio´n del corpus reser-
vada para testeo en la etapa inicial es usada
para analizar el desempen˜o de la arquitectu-
ra.
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Figura 1: Arquitectura del sistema
2.2. Mo´dulo de clustering
Dada la posibilidad de encontrarnos ante una
gran cantidad de material en el corpus inicial,
la arquitectura incorpora el mo´dulo de clusteri-
ng, el cual es capaz de realizar un refinamiento
previo sobre los documentos con el fin de mejo-
rar la precisio´n del mo´dulo evolutivo. Es natural
pensar que dentro de un conjunto grande de do-
cumentos relacionados con determinado to´pico
convivan a su vez subto´picos ma´s pequen˜os. La
finalidad del mo´dulo de clustering es identificar
posibles subto´picos y generar una nueva estruc-
tura para que el algoritmo evolutivo (EA) pueda
ser ejecutado sobre cada subto´pico.
Existen diferentes formas de denominar a los
grupos identificados al realizar una tarea de
clustering, por ejemplo, se llaman exclusivos
aquellos en los que cada ı´tem se corresponde
con un u´nico grupo, solapados son aquellos en
los que una instancia puede pertenecer a va-
rios grupos, los probabilı´sticos son aquellos en
los que cada elemento pertenece a cada grupo
con cierta probabilidad y jera´rquicos son grupos
organizados bajo una estructura de jerarquı´as.
La eleccio´n entre las posibilidades menciona-
das depende de los mecanismos que subyacen
bajo el feno´meno de clustering y por razones
pra´cticas usualmente es impuesta por las herra-
mientas de clustering disponibles. En esta etapa
de la arquitectura se proyecta aprovechar las fa-
cilidades provistas en el entorno Weka [9]. Este
paquete contiene una coleccio´n de herramientas
para visualizacio´n y ana´lisis de datos, entre las
cuales se encuentran algunas herramientas pa-
ra clustering que utilizan algoritmos basados en
distancia (para clasificacio´n exclusiva y clasifi-
cacio´n jera´rquica) y algoritmos basados en mo-
delos estadı´sticos (para clustering probabilı´sti-
co).
2.3. Mo´dulo evolutivo
Utiliza algoritmos evolutivos mono- o multi-
objetivo dependiendo de las medidas de apti-
tud requeridas para evolucionar una poblacio´n
consultas. El ciclo evolutivo comienza con una
poblacio´n de consultas compuestas por palabras
extraı´das de uno o ma´s documentos pertenecien-
tes al to´pico actual. Las consultas se evalu´an
de acuerdo a la calidad de los resultados recu-
perados a partir de cada una de ellas. A medi-
da que las generaciones avancen, predominara´n
las consultas asociadas a los mejores resulta-
dos. Adema´s, los operadores gene´ticos combi-
nan y alteran continuamente estas consultas de
maneras novedosas, generando soluciones cada
vez ma´s refinadas. Este ciclo evolutivo se eje-
cuta para cada uno de los subto´picos encontra-
dos por el mecanismo de clustering, permitiendo
que las posibles diferentes regiones del corpus
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sean representadas por diferentes conjuntos de
palabras.
Poblacio´n y Representacio´n de Cromosomas.
Cada cromosoma se representa como una se-
cuencia de palabras, donde cada palabra corres-
ponde a un gen que puede ser manipulado por
los operadores gene´ticos. La poblacio´n es ini-
cializada con un nu´mero fijo de consultas gene-
radas a partir de palabras seleccionadas aleato-
riamente del to´pico actual.
Evaluacio´n de los individuos. Se pueden utili-
zar distintas funciones de aptitud y distintos es-
quemas evolutivos. Por ejemplo, se podrı´an uti-
lizar las me´tricas de precisio´n y cobertura den-
tro de un esquema Pareto o dentro de un esque-
ma agregativo que combine ambas funciones en
una u´nica fo´rmula. En el segundo caso se pue-
den utilizar distintas me´tricas conocidas en el
a´rea de recuperacio´n de informacio´n, tal como
la media armo´nica ponderada de precisio´n y co-
bertura F1 [17].
Operadores Gene´ticos. Cada nueva generacio´n
se obtiene luego de aplicar probabilı´sticamen-
te los operadores de seleccio´n, recombinacio´n y
mutacio´n sobre las consultas de la poblacio´n ac-
tual:
• Seleccio´n. Se genera una nueva poblacio´n se-
leccionando probabilı´sticamente las consul-
tas de mayor calidad. La probabilidad de que
una consulta q sea seleccionada es propor-
cional a su propia su aptitud F(q) e inversa-
mente proporcional a la aptitud de las otras
consultas en la poblacio´n actual.
• Cruzamiento. Algunas de las consultas selec-
cionadas son incluidas en la siguiente gene-
racio´n tal como son, mientras que otras son
cruzadas para crear nuevas consultas. La re-
combinacio´n de un par de consultas se lleva
a cabo copiando palabras de cada uno de los
padres en los descendientes.
• Mutacio´n. Son pequen˜os cambios aleatorios
en las consultas que consisten en reemplazar
una palabra tqi seleccionada al azar por otra
palabra tpj . Esta u´ltima se obtiene del banco
de mutacio´n que describimos a continuacio´n.
Banco de Mutacio´n. Para cada subto´pico, el
banco de mutacio´n es un conjunto de pala-
bras compuesto inicialmente por palabras pro-
venientes de uno o ma´s documentos pertene-
cientes al subto´pico. A medida que el siste-
ma recupera resultados relevantes para dicho
subto´pico, las palabras que aparecen en los
documentos devueltos por el buscador se ira´n
agregando al banco de mutacio´n. Este procedi-
miento da al EA la posibilidad de generar con-
sultas con palabras nuevas, permitiendo ası´ una
exploracio´n ma´s amplia del espacio de bu´sque-
da.
2.4. Mo´dulo clasificador
Finalmente, en base a la informacio´n de rele-
vancia brindada por el modelo ajustado del cor-
pus, un sistema de clasificacio´n identificara´ si
cada documento trata de interaccio´n proteı´na-
proteı´na o no. En esta u´ltima fase, se espera
utilizar el modelo de ponderacio´n ajustado pa-
ra entrenar al clasificador, mientras que la por-
cio´n del corpus reservada inicialmente nos per-
mitira´ evaluar el desempen˜o global del sistema
y compararlo con otros me´todos. Durante esta
etapa se proyecta utilizar el paquete de clasi-
ficacio´n brindado por el entorno Weka, el cual
contiene una variedad de algoritmos de clasifi-
cacio´n entre los cuales se encuentran un grupo
de algoritmos basados en estadı´stica bayesiana,
un grupo de algoritmos basados en a´rboles de
decisio´n, un grupo de algoritmos basados en re-
glas de decisio´n y otros clasificadores basados
en regresio´n lineal por cuadrados mı´nimos, re-
gresio´n logı´stica y regresio´n por k-vecinos.
3. COLECCIONES DE DATOS Y
EVALUACIONES
Como conjunto de entrenamiento planeamos
utilizar una coleccio´n de resu´menes de artı´culos
cientı´ficos indexados por PubMed. Cada artı´cu-
lo que forma parte del conjunto de entrena-
miento se encuentra etiquetado como relevan-
te o irrelevante para el to´pico interaccio´n pro-
teı´na-proteı´na. Estos artı´culos han sido cura-
dos de acuerdo a los esta´ndares IntAct [12] y
MINT [3]. Por otra parte utilizaremos un con-
junto de testeo consistente de resu´menes de
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artı´culos no etiquetados. Este conjunto de da-
tos fue utilizado en la competencia BioCreati-
ve II [13]. Para determinar la eficacia de los
me´todos propuestos planeamos utilizar me´tri-
cas cla´sicas de evaluacio´n de clasificadores ta-
les como precisio´n, cobertura, F-score y a´rea
bajo la curva ROC.
4. CONCLUSIONES
Las te´cnicas propuestas aquı´ pueden ser uti-
lizadas en la implementacio´n de diferentes
aplicaciones para clasificacio´n de documen-
tos. Te´cnicas basadas en algoritmos evolutivos
multi-objetivo han sido utilizadas con e´xito en
problemas de recuperacio´n de informacio´n [2],
anticipando que las tareas de identificacio´n de
subto´picos propuestas en estas lı´neas de inves-
tigacio´n contribuira´n a mejorar la calidad de los
clasificadores resultantes.
REFERENCIAS
[1] A. Abi-Haidar, J. Kaur, A. Maguitman, P. Radi-
vojac, A. Rechtsteiner, K. Verspoor, Z. Wang, and
L. Rocha. Uncovering protein interaction in abs-
tracts and text using a novel linear model and word
proximity networks. Genome Biology, 9(Suppl
2):S11, 2008.
[2] R. L. Cecchini, C. M. Lorenzetti, A. G. Maguitman,
and N. B. Brignole. Multi-objective evolutionary
algorithms for context-based search. Journal of the
American Society for Information Science and Te-
chnology, -:In press, 2010.
[3] A. Chatr-Aryamontri, A. Ceol, L. M. Palazzi,
G. Nardelli, M. V. Schneider, L. Castagnoli, and
G. Cesareni. MINT: the Molecular INTeraction da-
tabase. Nucleic Acids Research, 35:D572–D574,
January 2007.
[4] L. Chen, H. Liu, and C. Friedman. Gene name am-
biguity of eukaryotic nomenclatures. Bioinforma-
tics, 21(2):248–256, 2005.
[5] J.-H. Chiang, H.-C. Yu, and H.-J. Hsu. GIS: a bio-
medical text-mining system for gene information
discovery. Bioinformatics, 20(1):120–121, 2004.
[6] N. Cristianini and J. Shawe-Taylor. An introduction
to support Vector Machines: and other kernel-based
learning methods. Cambridge University Press,
New York, NY, USA, 2000.
[7] S. C. Deerwester, S. T. Dumais, T. K. Landauer,
G. W. Furnas, and R. A. Harshman. Indexing by
Latent Semantic Analysis. Journal of the Ameri-
can Society of Information Science, 41(6):391–407,
1990.
[8] I. Donaldson, J. Martin, B. de Bruijn, C. Wolting,
V. Lay, B. Tuekam, S. Zhang, B. Baskin, et al. Pre-
bind and textomy - mining the biomedical literature
for protein-protein interactions using a support vec-
tor machine. BMC Bioinformatics, 4(1):11, 2003.
[9] E. Frank, M. A. Hall, G. Holmes, R. Kirkby,
B. Pfahringer, I. H. Witten, and L. Trigg. WEKA
- a machine learning workbench for data mining. In
The Data Mining and Knowledge Discovery Hand-
book, pages 1305–1314. Springer, 2005.
[10] W. Hersh, A. M. Cohen, P. Roberts, and H. K. Re-
kapalli. TREC 2006 genomics track overview. In
TREC Notebook. NIST, 2006.
[11] L. Hirschman, A. S. Yeh, C. Blaschke, and A. Va-
lencia. Overview of BioCreAtIvE: critical assess-
ment of information extraction for biology. BMC
Bioinformatics, 6(S1):S1, May 2005.
[12] S. Kerrien, Y. Alam-faruque, B. Ar, I. Bancarz,
A. Bridge, C. Derow, E. Dimmer, M. Feuermann,
A. Friedrichsen, R. Huntley, et al. Intact–open sour-
ce resource for molecular interaction data. Nucleic
Acids Research, 35:561–565, 2007.
[13] M. Krallinger, F. Leitner, C. Rodriguez-Penagos,
and A. Valencia. Overview of the protein-protein
interaction annotation extraction task of BioCreati-
ve II. Genome Biology, 9(2):S4, 2008.
[14] M. Krallinger, R. Malik, and A. Valencia. Text mi-
ning and protein annotations: the construction and
use of protein description sentences. Genome In-
formatics, 17:121–130, 2006.
[15] U. Leser and J. Hakenberg. What makes a gene na-
me? Named entity recognition in the biomedical li-
terature. Briefings in Bioinformatics, 6(4):357–369,
January 2005.
[16] Pubmed. http://www.ncbi.nlm.nih.gov/pubmed/.
[17] C. J. v. Rijsbergen. Information Retrieval. Butter-
worth - Heinemann, Newton, MA, USA, 1979.
[18] A. S. Yeh, L. Hirschman, and A. A. Morgan. Eva-
luation of text data mining for database curation:
lessons learned from the KDD Challenge Cup. Bio-
informatics, 19(S1):i331–i339, 2003.
[19] D. Zhou, Y. He, and C. K. Kwoh. Extracting
Protein-Protein Interactions from MEDLINE using
the Hidden Vector State model. International Jour-
nal of Bioinformatics Research and Applications,
4(1):64–80, 2008.
[20] D. Zhou, Y. He, and C. K. Kwoh. From Biomedical
Literature to Knowledge: Mining Protein-Protein
Interactions. In Computational Intelligence in Bio-
medicine and Bioinformatics, volume 151 of Stu-
dies in Computational Intelligence, pages 397–421.
Springer, Berlin / Heidelberg, 2008.
                      57WICC 2010 - XII Workshop de Investigadores en Ciencias de la Computación
