Given an integer dimension K and a simple, undirected graph G with positive edge weights, the Distance Geometry Problem (DGP) aims to find a realization function mapping each vertex to a coordinate in R K such that the distance between pairs of vertex coordinates is equal to the corresponding edge weights in G. The so-called discretization assumptions reduce the search space of the realization to a finite discrete one which can be explored via the branch-and-prune (BP) algorithm. Given a discretization vertex order in G, the BP algorithm constructs a binary tree where the nodes at a layer provide all possible coordinates of the vertex corresponding to that layer. The focus of this paper is finding optimal BP trees for a class of Discretizable DGPs. More specifically, we aim to find a discretization vertex order in G that yields a BP tree with the least number of branches. We propose an integer programming formulation and three constraint programming formulations that all significantly outperform the state-of-the-art cutting plane algorithm for this problem. Moreover, motivated by the difficulty in solving instances with a large and low density input graph, we develop two hybrid decomposition algorithms, strengthened by a set of valid inequalities, which further improve the solvability of the problem.
Introduction
Distance Geometry is the study of problems where we wish to determine positions in geometric space of points while preserving some known distances between the points [8, 14] . It has wide application areas, including astronomy, where we position stars relative to each other, robotics, where the distances are arm lengths and we are trying to determine a set of positions within reach of a robot [8, 10, 14] . In molecular geometry, Nuclear Magnetic Resonance spectroscopy is used to image molecules, usually proteins, in two dimensions, but finding their three dimensional structure is key for determining their functional properties. In this case, we are positioning the atoms in three-dimensional Euclidean space [8] . In wireless sensor localization, the network has components with fixed positions, such as routers, and we wish to determine the positions of mobile wireless sensors, such as smartphones [10] . A new variant of the Distance Geometry Problem (DGP), namely dynamical DGP, has stemmed from applications such as air traffic control, crowd simulation, multi-robot formation, and human motion retargeting, all of which involve a temporal aspect [12, 15] . Other applications include statics and graph rigidity, graph drawing, and clock synchronization [8, 10, 14] .
The DGP can always be represented on a graph where the vertices are the points we would like to position and weighted edges represent known distances between pairs of points. In addition to the input graph, DGP takes as input an integer K, the dimension of R into which the graph is positioned. Formally, we give the definition of [8] .
Definition 1 (Distance Geometry Problem). Given, an integer K > 0 and a simple, undirected graph G = (V, E) with edge weights w : E → (0, ∞), find a function x : V → R K such that for all {u, v} ∈ E:
x(u) − x(v) = w(u, v).
The function x is called a realization for G or an embedding of G. If G is not connected, determining if it has a realization is equivalent to determining if its connected components have a realization so we assume G is connected [1] . We remark that for this paper, the norm in Definition 1 is the Euclidean norm, however it can be any metric. We mention as well the interval DGP, where in Definition 1, the norm x(u) − x(v) belongs to a given interval of weights, instead of being equal to a particular one [4, 9] .
The DGP is N P-Complete for K = 1 and N P-Hard for K > 1 [17] , and solution methods include nonlinear programming, semi-definite programming, and the geometric build-up methods [10, 12, 14] . In the special case where the distance between all pairs of vertices in G are known, that is G is complete, and we assume they yield a realization in R K , this realization can be found by solving a series of linear equations [8] .
Example 1. Consider embedding the complete graph in Figure 1a in R 2 . We begin by assuming without loss of generality the positions of v 0 , v 1 , v 2 are fixed in R 2 . Since clearly we can find positions that satisfy the edge weights. Without loss of generality let x(v 0 ) = (0, 0), x(v 1 ) = (2, 2), and x(v 2 ) = (5, 0). We will use the coordinates of v 0 , v 1 , v 2 to construct a system of equations which we can solve to find the coordinates of vertex v 3 . Each equation defines a circle in R 2 , where v i is the centre for i ∈ {0, 1, 2}, and the weight on the right-hand side is the radius of the circle. Thus the position of v 3 is limited to the intersection of the three circles. In most applications, the instance is not a complete graph. The distance between some pairs of vertices is not available, and so this procedure does not apply. In such a case we would like to make use of combinatorial methods to solve the DGP, thus we must establish conditions under which the solution space of the DGP can be discretized. If we assume that there exists a solution to the DGP, the solution set is either finite or uncountable modulo translations, and rotations [8, 10] . The solution to the system of equations in Example 1 is now the intersection of a line segment and a circle [7, 8, 10, 12] . We obtain a parametrized equation (line segment) instead of a linear system in the last step of the procedure since we have a dimension larger than the number equations, and to solve it we must use one of the original equations (a circle in the example, or a sphere in general).
The solution set is finite under the following conditions [7, 8, 10, 12, 13 ]:
(i) There is a realization for K vertices of the instance, and
(ii) Every other vertex, v ∈ V, has edges {v, i}, {v, j}, {v, l} ∈ E, where the positions of i, j, l ∈ V have already been fixed, so that we will be able to fix a position for v.
These assumptions mean if the positions of K vertices is fixed, the (K + 1) th vertex has at most two possible positions in relation to the previously fixed vertices, since we are solving a quadratic equation, the (K + 2) th vertex has at most four possible positions relative to the previous vertices, and so on, so that the last vertex to be placed has 2 |V|−K possible positions. Thus this search space induces a binary tree structure where each layer of the tree enumerates all possible positions for a fixed vertex, as seen in Figure 2 , where a realization is a path in the tree from the root to a leaf [12] . If there are more edges in the graph than those that satisfy (i) and (ii), it is possible to Figure 2 : A binary search tree for Discretizable DGP with 5 vertices and K = 3. The positions of K vertices is fixed, the fourth vertex has two possible coordinates, and the fifth vertex has four possible coordinates relative to the others.
prune positions for a vertex from the solution space. This leads to the notion of the branch-andprune (BP) algorithm, which enumerates the possible positions of vertices one-by-one and prunes a branch whenever there is an extra edge between the current vertex and previous vertices that is incompatible with the position [8, 10, 12] . We can think of an optimal BP search tree as the smallest search tree for a given instance [4] . In fact, (i) and (ii) are satisfied, and the solution space is finite only if there exists a total order on the vertices satisfying the following definition [7, 8, 10, 12] :
Definition 2 (Discretizable DGP). Given, an integer K > 0, and a simple, unweighted, undirected graph G = (V, E), G is an instance of Discretizable DGP if there exists a total order on V,
is a clique and the volume of the simplex formed by the realizations of {v
where G[V ] is the subgraph of G induced by V ⊆ V and a clique is a complete subgraph. We define an adjacent predecessor of a vertex v ∈ V as u ∈ V with {u, v} ∈ E such that u precedes v in the order. The focus of this paper is finding optimal BP trees for a class of such Discretizable DGPs (DDGPs), namely the Discretization Vertex Ordering Problem (DVOP) 1 . We will present the DVOP in detail in Section 2, following the convention of [7] , which distinguishes DVOP from DDGP and establishes the DVOP as a total order that does not verify the simplex-related conditions, (ii) (b), of the DDGP definition. The DDGP is N P-Hard, and the DVOP is N P-Complete [7, 8, 10] . However, if K is fixed, there exists a greedy algorithm to solve DVOP, given all possible initial cliques. Thus DVOP with fixed K is polynomial [7, 10] .
The rest of the paper is organized as follows. In Section 2, we present the DVOP, and explain in detail the problem of finding an optimal discretization order, MIN DOUBLE. We also review two existing integer programming (IP) formulations, and a branch-and-cut procedure from the literature.
In Section 3, we introduce a novel IP formulation and three novel constraint programming (CP) formulations for MIN DOUBLE. In Section 4, we present two hybrid IP-CP decomposition algorithms, as well as some valid inequalities for the problem. Finally, in Section 5, we present a computational study which compares all the proposed solution methods.
We note that an overview of our paper, namely the models/methods from the literature as well as our proposed models/methods are provided in Table 3 of Appendix C.
Preliminaries

Notation
All sets are denoted calligraphically. Let G = (V, E) be an undirected graph, where V is the set of vertices and E is the set of edges. The adjaceny matrix of G is denoted by A, i.e., A v,u = 1 if and only if edge {u, v} ∈ E. We define a directed graph
We adopt the convention of denoting an undirected edge, {u, v}, and a directed arc, (u, v) . Denote the neighbourhood of a vertex v as N (v), i.e., N (v) = {u ∈ V : {u, v} ∈ E}, thus v / ∈ N (v) and the degree of v as
, where C forms a path where the first node is the same as the last node. We define an adjacent predecessor of a vertex v ∈ V as u ∈ V with {u, v} ∈ E such that u precedes v in a vertex order.
For a, b ∈ Z + , a ≤ b, we introduce the notation [a] = {0, 1, . . . , a−1} and [a, b] = {a, a+1, . . . , b}.
We use I(·) as the indicator function, which evaluates to 1 if the boolean expression it operates on is true and 0 if it is false. Indices follow these conventions: indices start at 0, so that the possible positions of a vertex order are [|V|] . We let |V| = n, and use |V| in relation to vertices and n in relation to ranks of a vertex order.
Problem Definition
The Discretization Vertex Order Problem (DVOP) [7] is the search for a total order of the vertices of a simple, connected, undirected graph G, given an integer dimension K, that satisfies the following:
(i) the first K vertices in the order form a clique in the input graph, G, and (ii) the following vertices each have at least K adjacent vertices in G as predecessors in the order.
We refer to a total order that satisfies (i) and (ii) as a DVOP order, in this case we say the instance (G, K) is feasible, otherwise it is infeasible.
In order to characterize the DVOP we introduce a general function which we call rank(·),
thus rank(·) maps from a set of vertices to a set of ranks. Let R LO be the set of rank(·) that give a linear ordering, i.e., rank(·) is bijective [3] . Let R DV OP ⊆ R LO be the set of rank(·) that give a linear ordering and satisfies (i) and (ii). We say rank(·) characterizes a DVOP order if rank(·) ∈ R DV OP . Note that (ii) implies that the vertex at rank K must be adjacent to all the vertices at ranks [K − 1]. Combined with (i) this implies that the first K + 1 vertices in the DVOP order induce a clique in G, we call this clique the first or initial clique. Formally, we have:
is a clique, and
Example 2. Figure 3 shows a graph for which
That is for some rank(·) ∈ R DV OP : rank(v 0 ) = 0, rank(v 1 ) = 1, rank(v 2 ) = 2 and so on. We can see the vertices v 0 , and v 1 are adjacent and thus form a 2-clique, the vertices v 2 , v 3 , and v 4 each have two adjacent predecessors and v 5 has four adjacent predecessors in the order. Note that the first K + 1 vertices in the order, namely v 0 , v 1 , v 2 , form a clique since again the vertex at position K must be adjacent to the K previous vertices. However, there is no DVOP order for the K = 3 case for the graph in Figure 3 , since v 4 is not in a 4-clique and cannot have 3 adjacent predecessors since it only has 2 neighbours in G.
Recall, from Section 1, the solution space of DDGPs can be represented as a binary tree structure that may be searched using the branch and prune (BP) algorithm. Here the vertex order dictates the manner in which we search over the continuous R K space to find a solution to the DGP. Given a DVOP order, the BP algorithm solves the DDGP by fixing the coordinates of the first K vertices in the order and enumerating the possible realizations of the remaining vertices (e.g., see Figure  2 ). In the BP search tree, branching on a vertex with exactly K predecessors in the order yields at most two child nodes which are called double vertices. Otherwise if the vertex has more than K predecessors it has at most one child in the BP tree and is a single vertex [16] . In order to characterize the notion of a double vertex we define function which we call double(·) as double : V → {0, 1} and double(v) = 1, if v has exactly K adjacent predecessors in the order 0, otherwise
The number of double vertices can be used as a measure of the size of the BP tree and defined by the recursion,
where nodes(r) is the number of nodes at level r of the BP tree [16] . Notice that because each level of the tree gives all positions of a single vertex in the order, the levels of the tree are equivalent to the positions of the order. The maximum number of nodes in the BP tree is
that is, the sum of nodes(·) over all positions [16] . Note that we say the maximum number of nodes in the BP tree, not the number of nodes, since G may have some extra edges that allow us to prune positions and reduce the number of nodes in the BP tree.
Given this measure of BP tree size, Omer and Gonçalves [16] defined two optimization problems: MIN DOUBLE and MIN NODES, both of which try to find an optimal DVOP order but under different objective functions. MIN DOUBLE seeks to minimize the number of nodes which are doubles, while MIN NODES seeks to minimize the maximum number of nodes in the BP tree and thus requires both a minimum number of double vertices and to fix the positions of these vertices as close to the end of the order as possible so as to have the smallest effect on tree size, due to doubling the number of nodes. Figure 3 . Example 3. The order previously given for the graph in Figure 3 , Figure 4a shows the BP tree for the first order, with three doubles, it has at most 17 nodes in total. Recall, that each node of the BP tree is a possible coordinate position for that vertex in R K . Figure 4b shows the BP tree for the second order, with two doubles, and at most 9 nodes almost half as many as the BP tree of first order. We also note that the tree in Figure 4a has width 8, whereas the tree in Figure 4b has width 2. Thus fewer doubles reduced the size of the BP tree but with respect to the width and the number of nodes, giving a clear motivation to solve the aforementioned optimization problems.
The general framework for MIN DOUBLE is
Constraints (1c) can be simplified since at optimality the objective will ensure there are the fewest doubles possible, thus we need only to enforce that v has at least K + 1 adjacent predecessors if it is not a double. Otherwise, we need to enforce that v has a least K adjacent predecessors. Thus, we use in the remainder of this paper the following reduced version of (1):
Note that constraints (2c) imply that every vertex v with rank(v) ≥ K has at least K adjacent predecessors since double(v) ∈ {0, 1}. Moreover, if v also has ≤ K, i.e., = K, adjacent predecessors, then constraints (2c) makes it a double. Otherwise, constraint (2c) for v becomes redundant, so the value of double(v) can be either 0 or 1. But due to the objective, which is minimizing the number of doubles, we will have double(v) = 0, which is what is desired by definition of double(·).
We are able to extend the general formulation for MIN DOUBLE to one for MIN NODES by simply changing the objective function to
since the number of nodes in the tree, nodes(rank(v)), at each rank follows by definition from whether the vertex at that position in the order is a double or not, double(v).
Furthermore, we consider the multi-objective case of minimizing both the number of doubles and the maximum number of nodes. We define the multi-objective problem as follows.
Example 4. Consider the graph in Figure 3 . For this example, the multi-objective problem has 180 feasible (DVOP) solutions in the decision space, which yield the set of five images in the objective space as shown in Figure 5 . Its Pareto frontier consists of the square point. Figure 3 , where the non-dominated point is marked with a square.
The next result shows that the MIN NODES − MIN DOUBLE multi-objective problem has a feasible ideal point, whose proof is provided in Appendix A. It is also easy to show that there are in fact no weakly non-dominated points with the same MIN DOUBLE objective value as in the non-dominated (ideal) point.
For the remainder of this paper, we study solution methods to MIN DOUBLE, but these methods can be easily extended to MIN NODES.
Existing Mathematical Models
Prior to this work, Omer and Gonçalves [16] present two IP formulations and one branch-andcut procedure for MIN DOUBLE. These are summarized below, while full details can be found in Appendix B.
• The cycles formulation (CYCLES): They introduce three sets of binary variables to indicate precedence between vertices, the double vertices, and the initial clique, respectively. The constraints break 2-cycles and 3-cycles in the precedence variables, select the first clique, and link precedence and the initial clique variables to the doubles.
• The rank formulation (RANKS): They replace the cycle breaking constraints in (CYCLES) with an adaptation of the Miller-Tucker-Zemlin [11] formulation for the travelling salesman problem, for which they introduce n rank variables, and link the precedence variables with the ranks.
• Cycle cut generation (CCG): They break cycles in the precedence variables iteratively within a branch-and-cut algorithm.
3 Mathematical Models
Integer Programming Formulation
Our first IP formulation extends the DVOP formulation presented by Lavor et al. [7] to incorporate constraints for MIN DOUBLE. Define binary variables x vr = 1 if the vertex v ∈ V is at rank r ∈ [n−1], 0 otherwise; y r = 1 if the vertex at position r ∈ [n − 1] is a double, 0 otherwise. It is also possible to define this variable with respect to the vertex index v ∈ V as in the existing IP formulations. We also introduce binary indicator variables z vr for all v ∈ V, r ∈ [n − 1] to express logical constraints. Then, the formulation follows as:
Constraints (4b) and (4c) ensure that there is a bijection from the vertices to the ranks, that is each vertex has exactly one rank and vice versa. Constraints (4d) ensure that we have an initial clique of size K + 1, since each vertex in the clique will be adjacent to all its predecessors. Constraints (4e) ensure that each vertex after the initial clique has at least K adjacent predecessors. Constraints (4f) fixes the first K positions to be single vertices, as by definition they cannot be doubles. Similarly, constraint (4g) fixes position K to be a double, since we have an initial clique of size K + 1, which implies that the (K + 1) th vertex will always be adjacent to exactly K vertices and thus is always double. Constraints (4h) and (4i) link the x vr and y v variables, where we want to enforce that if vertex v is a non-double, then for any rank r, either v is not in position r or it has at least K + 1 adjacent predecessors, that is
which is equivalent to
The left-hand-side can be rewritten giving
We then use the indicator variable z vr taking the value of 1 if the left-hand-side of the inequality holds to rewrite the implication as constraints (4h) and (4i). Finally, constraints (4j), (4k), and (4l) give binary domains for the decision variables. For any feasible solution to (IP)
characterizes the order, while
provides the information about which ranks have double vertices.
Constraint Programming Formulations
The effectiveness of Constraint Programming (CP) for solving permutation-based problems can be leveraged to solve MIN DOUBLE. We present three CP formulations for MIN DOUBLE.
We begin with a natural translation of (IP) into CP to define the primal CP formulation. Define integer variables r v denoting the rank of vertex v ∈ V.
(CP RANK ) : min
s.t. AllDifferent(r 0 , r 1 , ..., r n−1 ) (5b)
and {i, j} / ∈ E (5c)
Objective (5a) minimizes the number of vertices which are double and adds one for the vertex in position K which is always a double, by definition. Constraint (5b) is the CP global constraint AllDifferent, which forces every variable in the set to have a unique value, because this constraint acts on n variables, all of which have the same domain which also has n values, (6b) ensures that each vertex and rank map one to one. Constraints (5c) constrain that we have an initial clique of size K +1, by having only pairs of vertices which are adjacent in the first K +1 ranks. Logical constraints (5d) ensure that all vertices with ranks outside the initial clique have K adjacent predecessors if they are double and at least K + 1 adjacent predecessors otherwise. These constraints use CP cardinality clause constraints, which specify a particular number of boolean variables must be true. However, constraints (5d) do not use boolean variables directly, instead each (r u ≤ r v − 1) is a predicate taking a boolean value. Finally, constraints (5e) and (5f) enforce the variable domains. The function which characterizes the order for (CP RANK ) is
and the double function is
The second CP formulation for MIN DOUBLE is the dual formulation to (5). We define integer variables v r equal to the vertex index at rank r ∈ [n − 1]. As such, the value of these dual variables are equivalent to the primal variables in (5) [18] .
Objective (6a) minimizes the number of ranks with double variables. Constraint (6b) enforces the one to one mapping of ranks to vertices. Constraints (6c) ensure that we have an initial clique of size K + 1 by forcing all vertices in the first K + 1 ranks to all be pairwise adjacent. These constraints use the so-called element constraints, which allow the use of variables as array indices in CP. Constraints (6d) force all vertices in ranks greater than K to have at least K adjacent predecessors if the are double and at least K + 1 adjacent predecessors if they are not. Constraints (6e) and (6c) are the same as constraints (4f) and (4g) which allow fixing of the variables whose double values are known. Finally, (6g) and (6h) give the variable domains.
characterizes the DVOP order and the double function is
The third CP formulation uses both primal and dual variables and constraints, creating one larger combined formulation which can leverage redundant constraints to make stronger inferences in the CP search.
(CP COMBINED ) : min
Objective (7a) minimizes the number of ranks which have double vertices. Constraint (7b) channels the primal and dual variables by enforcing the relationship (r i = j) ≡ (v j = i). This inverse constraint allows for the elimination of the AllDifferent constraints because the domains of both types of variables are the same. Constraints (7h) do not include the double variables as we have chosen to index the doubles in the natural way using ranks instead of vertices. All the other constraints are as previously defined in formulations (5) and (6) . For (CP COMBINED ), both
characterize the DVOP order, while
is the double function.
Hybrid Decomposition Approaches and Valid Inequalities 4.1 A Naive Decomposition
We present a decomposition of (CP VERTEX ), where the master problem will be solved using IP. The master problem, (MP1), provided in (8a), fixes which positions of the order have double vertices. As such, since the double variables are rank-indexed we are able to fix the values of K + 1 variables (which is not possible with vertex-indexed double variables).
(MP1) : min
Given a feasible solution to the master problem,ŷ, the subproblem then tries to build a DVOP order with doubles in the correct location.
A feasible subproblem means we have found an optimal solution since (MP1) will give the smallest number of doubles and (SP1) ensures that there is in fact an order with this number of doubles. If (SP1) is infeasible, that means there is no order with theŷ sequence and we must cut off the candidateŷ solution.
The simplest cut for (MP1) is a no-good cut which will force it to choose a different position for at least one double vertex or single vertex:
However, as this cut eliminates only theŷ solution, it is very weak. Fortunately, this naive decomposition exactly fits into the definition of combinatorial Benders decomposition [2] , since we have one set of constraints in the extensive form (CP VERTEX ), namely (6d) that links the y and r variables, and there is exactly one y in each of the constraints. If (SP1) is infeasible we can solve for an irreducible infeasible subsystem (IIS), let IIS ⊆ [K + 1, n − 1], and pass the following cut to (MP1) instead of the no-good cut:
The full procedure for the cutting plane algorithm of the naive decomposition can be found in Algorithm 1.
Algorithm 1: Naive Decomposition
Input: (G, K) 1 optimal := false 2 while not optimal do 
Valid Inequalities
Analysis of the preliminary computational results showed that the doubles in an order were likely to be close to the first clique, which is logical as K is small compared to the number of vertices in the order and these are the vertices with the least predecessors. The valid inequalities obtained via the procedure in Algorithm 2 are the result of analyzing the structure of graphs with various double sequences. Given an instance (G, K) and the set of cliques, K, in G, Algorithm 2 attempts to find structures for which positions K + 1, K + 2, and K + 3 in the order can be non-doubles. We next explain the procedure in Algorithm 2, step by step.
The algorithm begins by checking if there is a clique of size K + 2 in G. If such a clique does not exist, the vertex at position K + 1 must be a double since we are unable to extended the initial (K + 1)-clique to a (K + 2)-clique. Thus the vertex at position K + 1 cannot be adjacent to all K + 1 of its predecessors and must have exactly K predecessors instead. In this case we obtain y K+1 = 1 as a valid inequality. As seen in Figure 6a , if the dashed edge does not exists, there is no (K + 2)-clique, so the initial clique can be v 0 , v 1 , v 2 , v 3 and v 4 is a double or the initial clique can be v 1 , v 2 , v 3 , v 4 and v 0 is double, thus the vertex at position K + 1 is always a double.
If y K+1 has been fixed to be a double, we search further for a structure in the graph that would allow position K + 2 to be a non-double. On line 5, we consider all possible graph sub-structures which can fill positions 0 to K + 1 in the order. Since there is no (K + 2)-clique, these structures are two (K + 1)-cliques, whose intersection is exactly K vertices, as seen in Figure 6b , one clique is the initial clique and the second contains the vertex at position K + 1 and its K adjacent predecessors. We would like to extend these structures by another vertex which is adjacent to at least K + 1 of the vertices in the structure. If such a vertex exists then we have a candidate structure for which position K + 2 can be a non-double, if no such candidate is found, we know y K+2 is a double, this is the case in Figure 6c , where we have three cliques (K + 1)-cliques, whose intersection is exactly K vertices but no (K + 2)-clique as a substructure. Finally if we have at least one candidate we try to extend it in the same manner as before by looking for a vertex which could be a non-double in position K + 3, if one exits we cannot say anything about the whether position K + 3 has a double. However, if no such structure exists, we can add the valid inequality y K+2 + y K+3 ≥ 1 (line 22), since we know positions K + 2 and K + 3 are not both non-double.
If there is a (K + 2)-clique (line 25), it is possible for position K + 1 to be a non-double, so we similarly search for a vertex which can extend one of the (K + 2)-cliques so that the vertex is a non-double. If no such vertex exists, we know positions K + 1 and K + 2 are not both non-double, so we can add the valid inequality y K+1 + y K+2 ≥ 1 (line 34). Finally, if we have one such vertex clique candidate, we can try to extend it a final time to find a structure which would allow all three positions, K + 1, K + 2, and K + 3, to be non-doubles. If we are unable to find such a candidate structure, we add the valid inequality y K+1 + y K+2 + y K+3 ≥ 1 (line 44) since we must have at least one double vertex in these positions.
We are also able to fix the double value of positions starting from the end of the order. We remark that if there is no vertex with degree exactly K, then the last position in the order cannot be a double because it must have at least K + 1 adjacent predecessors. Similarly, if there is no vertex with degree greater than or equal to K + 1, positions n − 1 and n − 2 cannot be doubles because the vertex with smallest degree has at least K + 2 neighbours so in the best case if it is in position n − 1, it has K + 2 adjacent predecessors, and if it is in position n − 2, it has at least K + 1 adjacent predecessors. We extend this notion to a general rule based on the minimum degree of a vertex in the input graph.
Variable Fixing Rule 1. Given, (G, K), let m be the minimum degree of v ∈ V,
Preliminary computational results show that the performance of the naive decomposition is weak. The master problem solves in less than a second, and using combinatorial Benders, we were able to observe that the problem converges in relatively few iterations, however finding an IIS requires a considerable amount of time. Thus this naive decomposition approach is unbalanced, it has a very weak master problem and a very strong subproblem. This motivates the next decomposition approach. We remark, however, that the addition of valid inequalities and variable fixing strengthens the naive decomposition significantly.
A Witness-based Decomposition and an Extended Formulation
Ideally, our decomposition would be more balanced; the master problem would make decisions about the doubles but also about some aspects of the vertex ordering. However, since our current problem space only has two types of decisions, namely the order and the doubles, we are unable to decompose any further. Thus, to help improve the decomposition we add more decisions. First, we allow the problem to reason directly about which vertices will be in the initial clique. We would also like to add some decisions that restrict the space of vertex orders but is less restrictive than the linear ordering constraints used in (16) , to do so we introduce the idea of a witness. We say a vertex u witnesses vertex v in a given DVOP order if u supports the validity of the position of v. More specifically, the witnesses of v are a minimal set of adjacent predecessors of v so that each double vertex has exactly K witnesses, and each non-double vertex has exactly K +1 witnesses. We also make the convention that all the vertices of the initial (K + 1)-clique witness each other and all of their neighbours. The latter means that if a vertex, v, outside the initial clique is adjacent to a vertex u inside the initial clique, then u will always be a witness to v.
For example, when K = 2, the graph in Figure 7a In our new decomposition, the master problem decides which vertices are doubles and which are in the initial clique, as well as an appropriate number of witnesses for each vertex. The subproblem then looks for an order that respects the clique and witness solutions. For the master problem, in addition to double variables, y v , we introduce binary variables κ v = 1 if vertex v ∈ V is in the initial (K + 1)-clique, and w vu = 1 ∀ v ∈ V, u ∈ N (v) if v uses u as a witness, i.e., if u is a witness for v. The κ fix the vertices in the initial clique, and the w enforce the required number of witnesses for each vertex, depending on y. This formulation incorporates some of the ideas from linear ordering seen in [16] , however instead of defining (|V| 2 -many) precedence variables between pairs of vertices, we have (2|E|-many) witness variables which are defined only on the edges of the graph. Considering the fact that MIN DOUBLE is more challenging to solve for instances with a low density input graph, the saving in the number of precedence variables through witness variables can be quite significant. The new master problem is defined below:
Constraint (11b) ensures that exactly K + 1 vertices are selected for the initial (K + 1)-clique and constraints (11c) ensure if two vertices are not adjacent, they cannot both be in the initial clique. Constraints (11d) ensure a vertex will always be witnessed by its neighbours in the initial clique. Constraints (11e) link the double variables, the clique variables and the witness variables. If a vertex v is a double, y v = 1, and outside the initial clique, κ v = 0, it must have K witnesses over all its neighbours, given by the first and second terms of the right-hand-side. If v is not a double, y v = 0, but still outside the initial clique, κ v = 0, the number of witnesses it requires is K + 1, since all but the first term cancel. If v is in the initial clique, κ v = 1 it must be witnessed by all other vertices in the initial clique, by (11d), which has size K + 1 so v has K witnesses, implying y v = 0. Finally, objective function (11a) minimizes the number of doubles vertices but also accounts for the linking constraint setting the vertex in position K to be a non-double when it is always a double by adding 1 to the objective. The subproblem can be any rank(·) as long as it is properly linked to the master problem variables. We use (CP RANK ) constraints in the subproblem. Given a master problem candidate solution (κ,ŵ,ŷ), the subproblem looks for a consistent DVOP order: (SP2) :AllDifferent(r 0 , r 1 , ..., r n−1 ) (12a)
Constraints (12a) and (12d) ensure there is a linear order. Constraints (12b) force all those vertices which have been chosen to be in the initial clique to take a rank in [K] , and since there are K + 1 vertices selected in the clique all these positions will be filled. Note that the actual order of the clique does not matter, as we are merely looking for the existence of an order and any permutation of the initial clique will give a valid DVOP order. Constraints (12c) ensure that for all vertices outside the initial clique, if a vertex u witnesses vertex v, then u cannot come after v in the order as otherwise it would not be a valid witness. Given a feasible master problem solution (κ,ŵ,ŷ), if (SP2) is feasible, we say that there exists a subproblem feasible solution, or a rank(·), respecting (κ,ŵ). Similarly, if there exists a subproblem solution satisfying (12a), (12b), and (12d), but not necessarily (12c), we say that there exists a subproblem solution, or a rank(·), respectingκ.
If the master problem solution does not lead to a subproblem feasible solution respecting it, thus a feasible DVOP, we would like to cut it off. To develop such cuts, we consider the possible "sources of infeasibility" in a master problem solution (κ,ŵ,ŷ). Clearly, sinceŷ does not appear in our subproblem it is not a source of infeasibility. Theŵ, assumingκ v = 0 for the vertices in question may lead to an infeasible solution due to the logical constraints (12c), which ensure the proper ranks of the vertices, contradicting with the constraints (12a) and (12d) which ensure a linear order. As we will show later, this will indeed arise when the given master problem solution has "cycles on the w". For example, recall the graph in As intuitively explained above, we can think of infeasibilities caused byŵ as cycles. Formally, let − → G = (V, A) be the directed graph equivalent of G = (V, E), where A = {(i, j), (j, i) : ∀ {i, j} ∈ E} where (i, j) denotes a directed arc from i to j. If vertex u witnesses vertex v, i.e.,ŵ vu = 1, this is equivalent to the arc (v, u) being selected in − → G , as in the solid arcs in the witness graph in Figure  7b . So, if vertex u witnesses vertex v, and v witnesses u, i.e.,ŵ vu =ŵ uv = 1, we have selected (v, u) and (u, v), which forms a 2-cycle in − → G . We define cycles in w as C = (V C , A C ), where C is a cycle subgraph of − → G and let C denote the set of all cycles in − → G . The only other potential source of subproblem infeasibility in a master problem solution (κ,ŵ,ŷ) is theκ vector. However, we will next prove that the cycles in w are indeed the only source of infeasibility. In that regard, the first observation is thatκ provides a feasible initial (K + 1)-clique for a DVOP order that the subproblem is searching for, which is stated in the following lemma. This is illustrated by the solid arcs in Figure 8 . Lemma 1. If (κ,ŵ,ŷ) is feasible to (MP2) then there existsr ∈ Z |V| such that (12a), (12b), and (12d) are satisfied at (κ,r).
Proof. LetV 1 = {v ∈ V :κ v = 1} andV 0 = {v ∈ V :κ v = 0}. Note that |V 1 | = K + 1 and |V 0 | = |V| − (K + 1) due to (11b) and (11g 
Then, it is easy to confirm that (12a), (12b), and (12d) hold at (κ,r). The next result shows that in a master feasibleŵ solution, every vertex in the initial clique is witnessed only by vertices in the initial clique, i.e., there cannot be the dotted back-edges illustrated in Figure 8 .
Proof. Given (κ,ŵ,ŷ) feasible to (MP2), let v ∈ V withκ v = 1, that is v has been selected for the initial clique. By constraints (11b), (11c), and (11d) and the binary domain of w,ŵ vi = 1 for all i ∈ V, such that v = i andκ i = 1, i.e., v is witnessed at least by K other vertices in the first clique. By constraint (11e), we have
Thus, v is witnessed by exactly K vertices, and those are exactly the other vertices in the initial clique. As such,ŵ vu = 0 ∀ {v, u} ∈ E withκ v = 1,κ u = 0 as required. Lemma 2 implies that there is no cycle inŵ including vertices both from inside and outside of the first (K + 1)-clique described byκ since completing such a cycle would require the use of a back-edge from the initial clique to outside.
Given a master problem solution (κ,ŵ,ŷ), as there always exists a feasible initial (K + 1)-clique by Lemma 1, if the subproblem is infeasible, the issue is failing to build the rest of the order. As mentioned before, a reason could be the existence of a cycle in theŵ solution. Due to Corollary 1, such a cycle can only occur outside of the initial clique. We propose the following inequality to remove such infeasibilities caused by a cycle C = (V C , A C ) in the w,
where ι is any (e.g., the smallest) index of a vertex in V C . When there is a cycle C with |V C | > K +1 we have the classical cycle breaking cut. However, if |V C | ≤ K + 1 it is possible we have detected a cycle in the initial (K + 1)-clique, which is valid. In this case, we need to lift the classical cycle breaking into the (κ, w)-space to be valid for the master problem, which is accomplished by adding κ ι to the right-hand-side of the cut, so that if the cycle is in the initial clique, κ ι = 1 and the inequality is redundant. By Corollary 1, κ ι is only 1 if the cycle is in the initial clique, and otherwise the cycle breaking inequality will hold. The following lemma formalizes the validity of the proposed cuts.
Lemma 3. The inequality (13) is valid for {(κ, w) : ∃ y, r s.t. (κ, w, y) is feasible to (MP2) and r respects (κ, w)}.
Proof. We consider the following cases:
• Case 1: If |V C | > K + 1,ŵ ij = 1 for all (i, j) ∈ A C . By Lemma 2 we knowκ v = 0 for all v ∈ V C . So we are outside the initial clique and would like to break cycles of any length, and the cut reduces to the standard cycle breaking inequality.
• Case 2: If |V C | ≤ K + 1 and κ ι = 1 the inequality is redundant and thus valid since we only want to break cycles outside the initial clique. If |V C | ≤ K + 1 and κ ι = 0 then the cycle is not in the initial clique and we would like to break it, and again the inequality is the standard cycle breaking inequality.
In order to prove (MP2) and the inequalities (13) for all C ∈ C are sufficient to prove a solution is optimal to MIN DOUBLE, we introduce the extended formulation obtained by combining (MP2) and (SP2).
(EF) : min
AllDifferent(r 0 , r 1 , ..., r n−1 ) (14f)
Let EF denote the feasible region of (EF). Finally, we will show that (MP2) and the cycle breaking cuts (13) for all C ∈ C are sufficient to prove optimality.
Theorem 2. If (κ,ŵ,ŷ) is feasible to (MP2) and (13) for all C ∈ C, then (κ,ŵ,ŷ) ∈ proj κ,w,y (EF), i.e., there existsr such that (κ,ŵ,ŷ,r) ∈ EF.
Proof. By induction on p ∈ N with K ≤ p ≤ n − • Case 1: If there is a q such that
we have an order with p + 1 where q is the (p + 1) th vertex in the order. So we assume no such vertex exists.
• Case 2: Since all q need at least K witnesses and we force each vertex to be witnessed by all its neighbours in the initial clique, there is no q with all its witnesses in the initial clique. Thus every q has at least one witness in the set of q vertices or in v K+1 , v K+2 , . . . , v p , however not all q can have such witnesses in the q vertices or there will be a cycle. So there exists aŵ q j v i = 1, that is a q j that is witnessed by some v i ∈ {v K+2 , v K+3 , . . . , v p }. Without loss of generality, let such a vertex be q 1 , soŵ q 1 v i = 1, but it must haveŵ q 1 q j = 1 otherwise it would fall into Case 1. Without loss of generality, let q 2 witness q 1 , soŵ q 2 q 1 = 0. If q 2 has all witnesses in v, we have a DVOP where q 2 is the (p + 1) th vertex in the order. So we assume q 2 has a witness in q, say q 3 , if q 3 has all witnesses in v, we have a DVOP where q 3 is the (p + 1) th vertex in the order. So we assume q 3 has a witness in q, say q 4 , and so on. Otherwise, anyŵ q i q j = 0 ∀ j < i, in the worst case q i = q n−p so it must have all witnesses in v. Thus we have a vertex by which we can extend the DVOP order.
We provide a valid inequality for (EF) which by Theorem 2 is also valid for the decomposition.
Proposition 1. For any v ∈ V, the inequality y v ≤ 1 − κ v is valid for (EF).
Proof. Without loss of generality, we fix v ∈ V. If κ v = 0, the inequality is redundant, since y v is binary. If κ v = 1, we would like y v = 0, since a vertex in the initial clique is not a double. By constraint (14e), when κ v = 1, v will have y v + K witnesses. Thus, since we are minimizing the number of doubles, the objective function will force y v = 0. Meaning we have y v = 0 when κ v = 1, and so the inequality holds.
As the inequalities (13) for all C ∈ C are sufficient for proving optimality, we would like to generate them in a cutting plane fashion using (SP2) instead of adding all the cycle breaking inequalities to (MP2) initially. The procedure used to solve the witnessed-based hybrid decomposition is shown in a cutting plane fashion in Algorithm 3 for ease of presentation, however in practice it is implemented as a branch-and-cut algorithm. We note that if the subproblem is infeasible, we generate a cycle C inŵ, but do not specify the method. As previous stated, the cycle generation can be via a combinatorial Benders procedure wherein we solve an IIS to find the cut. However, we may also use the methods of [16] , where we search for a topological ordering ofŵ. Using the methods in [19] , we search for a topological order using depth-first search, the search returns a topological order only if the graph ofŵ is acyclic. If there is no order, we can find a cycle in the digraph since there will be some pair of vertices u, v in the order withŵ vu = 1 and and such that the search returns r v ≤ r u which is a contradiction. In this case, (v, u) is in the cycle, with the remaining arcs found on the shortest path from u to v.
Computational Results
In this section we present a computational study which compares the mathematical models presented in Sections 3 and 4, as well as the existing models from the literature. We first review the data used in the experiments, then the experimental set up, and finally we outline and discuss the results. Full results tables can be found in Appendix D.
Instances
Our data set consists of two kinds of graph instances which are used to test the performance of the mathematical models; random instances and synthetic instances.
Random Instances
The test data set consisting of randomly generated graphs, with n ∈ {20, 25, 30, 35} and expected edge density (measured as D = 2|E| n(n−1) ) in {0.3, 0.4, 0.5}. We generate three graph instances for each n, density combination using the dense gnm random graph() method in the NetworkX Python package [6] . This package selects a graph uniformly at random from the set of all graphs with n nodes and m edges. The number of doubles for these instances ranged from 1 to 14, with an average of 2 doubles per instance. A summary of the random instances can be seen in Table 1 . Of these instances, only three were infeasible for DVOP with K = 3, we left these instances in the test set to ensure our algorithms can also detect infeasible DVOP instances if necessary, however do not include them in the performance profiles. 
Synthetic Instances
Synthetic instances for MIN DOUBLE were created to simulate the sparsest possible graph instances that would still have a DVOP order. Given K, a number of doubles, and a noise factor, a synthetic instance is constructed by first building a (K + 1)-clique. We then randomly select vertices outside the initial clique to be doubles, next we add edges to between vertices ensuring that the doubles and non doubles have the appropriate number of predecessors in the order. Finally, we add in some noise edges. Notice that the addition of the extra edges may cause there to be less double vertices, however there will always be at least one double vertex by definition. We generate synthetic instances with K = 3 and fix n ∈ {25, 30, 35}, the number of doubles in ∈ { 0.1 × n , 0.1 × n + 1, 0.1 × n + 2}, and a noise factor in {0.1, 0.15, 0.2}. For each n, doubles, noise triple we generate a minimal graph as described above, where the number of extra edges added is n × noise . Table 2 summarizes the synthetic instances. We remark that the synthetic instances are always feasible. 
Experimental Setup
Implementation Details
IPs are solved using IBM ILOG CPLEX version 12.8.0 and CPs are solved using IBM ILOG CP Optimizer version 12.8.0, which we implemented in C++. All experiments were run on MacOS with 16GB RAM and a 2.3 GHz Intel Core i5 processor, using a single thread. We used the lazy constraint callback function to implement the branch-and-cut procedures. Also, we provided the greedy solutions of [16] to warm start all the algorithms for random instances (see Appendix B.4). We used K = 3 for all experiments and set the time limit to 1000 seconds.
Computational Results and Discussion
We begin by comparing the performance of selected formulations on the random instances. The performance profile in Figure 9 shows that many of the methods have similar performance. Overall, (CP VERTEX ), (CP COMBINED ), and the naive decomposition with valid inequalities perform the best, although they are only able to solve 30 of the 33 feasible instances within the time limit. We remark that (CCG) is only able to solve one of the random instances, and all the formulations of this work outperform those the literature by both time and number of instances solved. The three existing formulations from the literature (CYCLES), (RANKS), and (CCG) are all outperformed by (IP), as seen in Table 4 . (IP) is able to solve more than half of the instances with D = 0.4 and D = 0.5 in less than a second. However, solving instances with D = 0.3 is more difficult for (IP) as the time limit is reached on 4 of these instances, and the time to a solution exceeds 100 seconds on 4 others. We remark that (CCG) is only able to solve 4 out of 36 instances, three of which are infeasible, and hits the time limit on all others. When (CCG) reaches the time limit on instances with n ≥ 30 it has applied at least 100, 000 cycle separation cuts. Similarly, (CYCLES) is only able to solve 5 instances, three of which are infeasible, and (RANKS) solves 4 instances, three of which are infeasible. Both (CYCLES) and (RANKS) hit the time limit at the root node. We conclude that of the existing approaches, (CCG) performs the best on this test set, as it is able to search beyond the root node.
The CP formulations have better performance than all of the IP formulations. They are compared in Table 5 . (CP RANK ) performs best on instances with D = 0.4 or D = 0.5, solving most in a fraction of a second. However, if (CP RANK ) cannot solve an instance almost immediately, it cannot solve it in the time limit. As (CP RANK ) solves only 20 instances in total, we deem its performance worse overall than that of (CP VERTEX ) and (CP COMBINED ). As n increases, (CP VERTEX ) is able to solve instances with D = 0.4 and D = 0.5 in a fraction of a second, however, it takes significantly longer to solve instances with D = 0.3 reaching the time limit for 3 of these lowest density instances. The (CP COMBINED ) reaches the time limit when solving 3 instances all of which have D = 0.3, but for all other instances with n ≥ 25 and D = 0.4 or D = 0.5 the solution times are competitive. Finally, we compare the extended formulation (EF) which is also a CP, it is outperformed by the other CPs on all but 2 instances and hits the time limit on 12 instances. We conclude that (CP VERTEX ) and (CP COMBINED ) have the best performance of the CP approaches.
To show the strength of the valid inequalities and variable fixing for the naive decomposition, we compare the naive decomposition with and without these enhancements and the best performing witness-based decomposition in Figure 10 . We were able to detect at least one valid inequality and apply variable fixing for all random instances. The results in Table 6 show that the naive decomposition reaches the time limit on the same 6 instances with or without the addition of the valid inequalities. We also remark that the naive decomposition with valid inequalities has fewer cuts, and because the majority of the time to find a solution is spent finding an IIS to generate cuts, the naive decomposition with valid inequalities is faster than without.
We consider a variety of options with which to solve the witness-based decomposition, first we note that because we would like to break cycles in w, we can add cycle breaking constraints to (EF) before beginning the search. In Table 7 we compare the witness-based decomposition using an IIS with no cycle breaking in (EF), breaking only 2-cycles, and breaking both 2 and 3-cycles. Of these the best performance is from breaking both 2 and 3-cycles which we also implement with the cycle separation. We add the valid inequality from Proposition 1 to all formulations. Naturally, finding an IIS is slower than separating a cycle using depth-first search, our results indicate that the cycle separation is several orders of magnitude faster than finding an IIS (these negligible times have been omitted from Table 7 ). In terms of the number of cuts, neither the IIS nor the cycle separation version dominates, but the cycle separation version is able to solve 3 more instances than the IIS version within the time limit. We also remark that the cycle separation version has the fastest solution time on 20 instances. Figure 11 gives the solution times for the best performing methods on the synthetic instances, as well as the best method from the literature, (CCG). We observe that for synthetic instances the witness-based decomposition with cycle separation outperforms the other formulations both in speed and in terms of the number of instances solved. Figure 11 : Solution times of the best performing models on random instances. Table 9 shows the results for synthetic instances. For this test set, (CCG) never passes the root, and reaches the time limit on 17 instances. It struggles in particular when the number of nodes increases, as it only solves 4 instances with n ≥ 30. The two CP formulations (CP VERTEX ) and (CP COMBINED ), have very similar performance, reaching the time limit on 18 instances; those with both a large number of nodes and of double vertices. On synthetic instances, the naive decomposition with valid inequalities reaches the time limit on the most instances, 20 in total. This decomposition is however, faster than the witness-based decomposition on instances that they both solve. The naive decomposition stays at the root node for all instances, although not shown in Table 9 , they are hitting the time limit while trying to find an IIS to generate a cut. Finally, the witness-based decomposition is the best performing overall, it is the fastest to a solution on all the instances but those solved by the naive decomposition. However, unlike the naive decomposition the witness-based decomposition is able to solve all the synthetic instances within the time limit.
Conclusion
We propose the first CP formulations and hybrid decomposition methods for MIN DOUBLE as well as a novel IP. We provide the first valid inequalities for MIN DOUBLE and use polyhedral theory to prove the correctness of the witness-based decomposition.
Our computational results show (CP VERTEX ), (CP COMBINED ), and the naive decomposition with valid inequalities perform best on random instances, but still struggle with the lowest density instances in this data set. For synthetic instances, we observe that the witness-based decomposition has superior performance to all other formulations. We conclude that the hardest instances to solve are those with density 0.3, however all new formulations of this work outperform those of the literature. The computational complexity of MIN DOUBLE and MIN NODES is still open, is left as a future work.
A Proof of Theorem 1
We prove that the Pareto frontier of the MIN NODES − MIN DOUBLE multi-objective problem (3) consists of a single non-dominated point.
Given an instance (G, K), let z * D be the optimal objective value for MIN DOUBLE, let z * N be the optimal objective value for MIN NODES. Let z * DN be the optimal objective value of the following single objective problem:
. Also, given any valid character for a DVOP, rank(·), let z DN (rank(·)) denote its objective value. We show z * DN ≤ z * D and z * DN ≤ z * N , which implies that the MIN NODES−MIN DOUBLE frontier has a single non-dominated point.
We first prove z * DN ≤ z * D . Let rank D (·) be an optimal solution of MIN DOUBLE. As it is also feasible to the multi-objective problem, we get
where the strict inequality holds because (i) λ v∈V nodes(rank(v)) ≤ 1 since the total number of nodes in a binary tree with n layers is 2 n+1 − 1 and this is always an upper bound on the number of nodes in the BP tree, and (ii) (1 − λ)z * D < z * D since 0 < 1 − λ < 1. Similarly, we prove z * DN ≤ z * N . Let rank N (·) be an optimal solution of MIN NODES. As it is also feasible to the multi-objective problem, we get
since z * N is always greater than the number of doubles in any order.
B Details of the Existing Models
Prior to this work, Omer and Gonçalves [16] present two IP formulations and one branch-and-cut procedure for MIN DOUBLE.
B.1 The cycles IP
Define binary precedence variables p ij = 1 if and only if vertex i ∈ V precedes vertex j ∈ V in the order, double variables y v = 1 if and only if vertex v ∈ V is double or is in the first clique, and the initial clique selection variables κ c = 1 if and only if clique c ∈ K K , the set of all possible K-cliques, is the initial clique. Let R c i be the rank from [1, K] of vertex i in clique c. Then, MIN DOUBLE can be formulated as follows:
Objective (15a) minimizes the number of double vertices in the order, the constant term is due to (15e) and will be explained shortly. Constraints (15b), (15c) are the usual linear ordering constraints used to break cycles of size 2 and 3 [5] and sufficient to determine a vertex ordering [3] . Constraint (15d) ensures we choose exactly one initial K-clique in the order. Constraints (15e) are logical constraints which enforce the appropriate number of adjacent predecessors for double or non-double vertices. Fixing a vertex i ∈ V, {i,j}∈E p ji gives the number of adjacent predecessors of i. If i is not in the chosen initial clique, the second left hand side summation is eliminated, and i has exactly K adjacent predecessors if it is a double and, y i = 1 and otherwise it has at least K + 1, as mentioned in the discussion of (2c). If vertex i is inside the selected initial clique, the second left hand side summation becomes (K − R c i + 1) and rearranging the terms gives that i has R c i − y i adjacent predecessors. Since each vertex in the initial clique must be adjacent to all the others in the clique and, i is the (R c i ) th vertex in the clique, i must have R c i − 1 adjacent predecessors, meaning y i = 1 for all i in the chosen initial clique. In order to be consistent across all formulations, we subtract these K doubles from the objective (15a), since by definition the vertices in the first clique are not double. Finally, constraints (15f), (15g), (15h) give binary domains for all the decision variables.
For (CYCLES) we have
B.2 The rank IP
Define integer variables r i ∈ [n − 1] for the rank of vertex i ∈ V in the order.
(RANKS) : min
Objective function (16a) and constraints (16c), (16d), (16e), (16f), and (16g) are as in (15) . Constraints (16b) ensure that if vertex i precedes vertex j, then the rank of i is strictly less than the rank of j. Constraints (16h) enforce the domain of the rank variables to be one rank for each vertex in the order. Thus, constraints (16b) and (16h) replace the cycle breaking constraints in (CYCLES). For any feasible solution to (RANKS) we have rank(v) = r v , and double(v) = y v .
B.3 Cycle Constraint Generation (CCG)
The cutting-plane version of (CCG) is given in Algorithm 4 for ease of exposition, but has been implemented in a branch-and-cut fashion. Algorithm 4 takes as input integer q ≥ 2, it begins by generating all cycles of size ≤ q, C q . A master problem MP is then created with the objective (16a) , constraints (16c), (16d), and cycle breaking constraints which will break all cycles in C q . It then passes the master problem solution to a function which will detect if there is cycle inp. If the cycle is found, we can add a cycle cut to MP, otherwise we have an optimal solution and are done. We denote the set of cycles of a graph as C, where a cycle C ∈ C has vertex set V C and edge set E C , i.e., C = (V C , E C ). Omer and Gonçalves [16] show that Cycle Cut Generation outperforms both IP formulations. Nevertheless, we will compare our formulations against all three of their approaches for completeness.
B.4 Warm Start
Omer and Gonçalves [16] give an algorithm for identifying upper bounds on the number of doubles in an instance. We provide this algorithm as we use it to find upper bounds on our random instances and pass them to our formulations before starting the solve. Algorithm 5 proceeds in a greedy fashion over all potential initial cliques and returns the DVOP order with the smallest number of doubles, over those it finds.
Algorithm 5: Greedy algorithm for feasible solutions to MIN DOUBLE [16] 
while k < n − 1 do We provide the following tables:
• Table 4 compares the IP formulations, including the newly proposed formulation (IP), as well as the existing formulations from the literature the cycle cut generation procedure (CCG), the cycles formulation (CYCLES), and the ranks formulation (RANKS) on random instances.
• Table 5 compares the four novel CP formulations (CP VERTEX ), (CP RANK ), (CP COMBINED ), and (EF) on random instances.
• Table 6 compares the naive decomposition with and without the valid inequalities.
• Table 7 compares the witness-based decomposition under different options, initializing (MP2) with 2-and 3-cycle breaking, and generating cuts using an IIS or the cycle separator.
• Table 8 compares the best performing formulations from the previous tables, namely (CCG), (CP VERTEX ), (CP COMBINED ), the naive decomposition with valid inequalities, and the witnessbased decomposition with 2-cycle breaking and 3-cycle breaking added to (MP2) and using cycle separator.
• Table 9 compares the best performing formulations on synthetic instances.
For the random instances, we have:
• "n" ∈ {20, 25, 30, 35}: The number of vertices in the input graph.
• "D"∈ {0.3, 0.4, 0.5}: The edge density of the input graph.
• "Inst.": The assigned instance number from {1, 2, 3} for each (n, D) combination.
• "Obj": Optimal objective value of the instance; +∞ if it is not solved by any method.
For the synthetic instances, we have:
• "Doubles" ∈ { 0.1 × n , 0.1 × n + 1, 0.1 × n + 2}: The upper bound on the number of doubles in the input graph, there may be less depending on the noise edges.
• "Noise" : The number of extra edges added to the input graph.
We also have:
• "Time": Solution time in seconds if the instance is solved in the given time limit, "TL" if the instance hit the time limit.
• "IIS Time": The time require for the conflict refiner in CP Optimizer to find an IIS.
• "BB Nodes": The number of branch-and-bound nodes explored (for the IP formulations); exact if it is less than one thousand, lower bound rounded to the closest million otherwise where a single decimal point is used up to between one million for a better accuracy.
• "Ch.Pts.": The number of choice points (for the CP formulations); the number convention is the same as the "BB Nodes".
• " # Cuts": The number of cuts added in the branch-and-cut procedure. 
