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Preface
Raw data of any form conveys no information unless it is processed in some intelligent way. Knowing
the most important phrases of textual documents can provide a condensed representation of them
which can considerably ease their processing. However, the manual determination of the sets of
important phrases for every single document in a large collection of documents is a tedious and
expensive task and it often requires expert knowledge. Natural language processing techniques
– mostly relying onmachine learning – can fortunately help the automatic generation of keyphrases
for documents.
In this thesis, various models for the extraction of keyphrases from textual documents of various
genres and languages are presented, and their potential end-application utilization is demonstrated
in the form of a document visualization system. Although most of the earlier studies focused on
the domain of scientific papers, we will introduce models for the extraction of keyphrases in two
languages (i.e. English and Hungarian) and from various genres including scientific publications,
news articles and product reviews as well.
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Chapter 1
Introduction
“Essentially, all models are wrong, but some are useful.”
George E. P. Box
The pace at which data is generated nowadays – and often made available for on-line access to
almost everyone – has encouraged the introduction and application of intelligent and automated
ways to process data. According to the report [42] published in 2012 on the predicted size and the
future growth of the digital universe, it has most likely exceeded 3 Zetabytes by now and it will
reach 40 Zb (i.e. 40 billion terabytes) in 2020. This expectation nicely illustrates the rapid growth
of data constantly being produced.
Data items today are generated by an extremely wide audience and range – including geoloca-
tional, acceleration measurement data – mostly due to smart devices. All the diverse and immense
data that is continuously being produced is often referred as big data nowadays. This new scale of
data not only called for the creation of novel, distributed techniques with respect their storage (see
Hadoop Distributed File System [100] for example), but in their processing as well (see MapReduce
[30]). An interesting expectation owing to the Yahoo! spin-off (called Hortonworks) is that more
than half of all the world’s data will be processed by Apache Hadoop by the end of 20151.
Despite the abundant appearance of novel types of data, it is still extensively produced in the
good-old textual format. These textual data items may take many forms, ranging from (micro)blog
and forum posts to news portal entries and scientific literature. Documents originating from the
different genres can differ greatly – in their length, writing style, degree of structure in them, and
so on. However, what they all have in common is that large quantities of them are accessible and
that their detailed processing is practically impossible without machine-augmented methods.
As the amount of digitally available textual data continues to grow exponentially, the need for
1https://twitter.com/williammcknight/status/251001949804167170
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automated techniques to process and retrieve information from them becomes increasingly impor-
tant. One effective way of representing the main contents of documents is by describing them in
the form of keyphrases. In this thesis, various models for the extraction of keyphrases from textual
documents of various genres and languages are presented and also their end-application utilization
is demonstrated.
The characteristic of keyphrases for describing and summarizing the contents of documents in
a compressed form makes them very appealing for several natural language processing tasks. They
can be extremely useful in the categorization, summarization and retrieval of textual documents.
Analyzing the relative importance of keyphrases over time offers the possibility of performing trend
detection, and the aggregation of document-level keyphrases to provide keyphrases for multiple
documents can be utilized in intelligent visualization tools, as will be demonstrated later on.
Despite their potential utility, most of the documents are not supplied with keyphrases and their
manual assignment to documents is time-consuming and costly, hence methods for their automated
generation are desirable. For this reason, the extraction of keyphrases from documents has gained
academic interest recently.
Although most of the previous studies have focused on the domain of scientific papers, this thesis
will introduce models for the extraction of keyphrases in two languages (i.e. English and Hungarian)
and from various genres including those of news articles and product reviews.
1.1 Keyphrase generation
Variants of the task of automatic keyphrase generation can be formalized in multiple ways. Generally
speaking, we would like to find a function k which determines a set of useful keyphrases Ki to
document di, i.e. k(di) = Ki. We can think of set Di which contains all the possible subsequences
of tokens, i.e. n-grams of arbitrary lengths, that are present in document di.
Let the set Ci consist of the candidate phrases (e.g. n-grams retrievable from a document up
to a certain length) belonging to document di. In practice, the relation Ci ⊆ Di always holds.
Furthermore, let K∗i be the set of gold standard keyphrases of document di. This set can be
obtained from various sources, i.e. gold standard keyphrases might be regarded as those which were
assigned to a document by its authors or by some of its readers (see e.g. [55]). Gold standard
keyphrases – although possibly being less reliable – might even be derived from social tagging sites,
such as CiteULike.org, as was done in [79].
As a final notation during the formal discussion of keyphrase generating techniques, let I be
a set of index terms, the members of which are regarded a priori as phrases with the possibly to
act as keyphrases on some document domain (e.g. scientific articles taken from the field of game
theory). In the absence of any prior knowledge about the possible keyphrases, we can simply define
a non-informative set of index terms by defining I =
⋃
j∈N
Σj , i.e. the infinite set consisting of all the
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possible character sequences of the alphabet Σ.
Imposing certain conditions on Ki – being the set of keyphrases returned for document di by
mapping k – different approaches of automatic keyphrase generation can be distinguished:
• Keyphrase assignment: In this setting Ki ⊆
⋃
j 6=i
K∗j , meaning that the keyphrases assigned
to a document are such that they are known to be gold standard keyphrases with respect some
other document. Note that this approach does not require keyphrases returned for a document
to be actually present in it, i.e. even Di ∩Ki = ∅ might hold. Approaches of this kind might
be referred as keyphrase recommendation systems.
• Keyphrase indexing: In this setting Ki ⊆ Ci ∩ I, meaning that the keyphrases proposed for
document di should be present in it and be a member of some predefined list of index terms
as well.
• Keyphrase extraction: In this setting Ki ⊆ Ci, the only difference being to keyphrase
indexing is that here the existence of some predefined list of index terms is not assumed (or
equivalently, a non-informative, infinite list of index terms is assumed).
After formally defining keyphrase generation paradigms, we will briefly describe them. We should
add that keyphrase indexing and keyphrase extraction differ only in the informativeness of the set
of index terms, hence they will be discussed together.
1.1.1 Keyphrase assignment
Keyphrase assignment or tag recommendation systems including AutoTag [81] and TagAssist [101]
rely mainly on previously tagged corpora. The key idea behind these approaches is that upon assign-
ing tags to documents, the tags of the most similar documents are applied. AutoTag, the pioneering
work of tag recommendation, applies standard information retrieval metrics to find similar docu-
ments and chooses tags from the most similar ones based on frequency information. Participants of
past ECML PKDD tag recommendation challenges also built their systems on document-similarity-
based approaches (see [36, 107]).
Such methods, however, have the disadvantage of exploiting tags assigned by humans that are
often inappropriate (e.g. users often assign ineffective tags to articles such as “to read ”) or inconsis-
tent with other parts of the document set due to their highly specialized nature. Moreover, these
approaches cannot really adapt to the dynamics of topics, as they cannot introduce new tags. This
is because they operate on a predefined set of tags that were previously assigned to at least one
document. Another drawback of these methods is that they are heavily domain dependent, meaning
that every time we wish to use them on some new document set, vast amounts of labeled documents
from the same genre are required.
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1.1.2 Keyphrase indexing and extraction
As mentioned in the formal definition of keyphrase indexing and keyphrase extraction methods, the
former require the generated keyphrases to be present on an informative list of possible keyphrases,
while the latter does not impose such a requirement on the extracted keyphrases. The KEA++
framework [78] is the keyphrase indexing variant of the keyphrase extraction system KEA [119],
meaning that the keyphrases returned for a document not only need to be present in the document,
but have to be included in a domain-dependent thesaurus as well. The use of a thesaurus might
prevent ill-formed phrases from being handled as keyphrases, but it can also rule out otherwise correct
keyphrases from the returned set of phrases simply due to the incompleteness of the thesaurus. Also,
thesauri for some topics are not necessarily easy to access.
As the existence of domain-dependent thesauri cannot be guaranteed and their generation can
be expensive, throughout this thesis we will not rely on them and only focus on keyphrase extraction
tasks instead.
1.1.3 Evaluation
As noted in [125], the evaluation of keyphrase generating systems most often occurs by
1. relying on the manual evaluation of keyphrases performed by human judges, or
2. applying some in vivo (i.e. application-oriented) evaluation, or
3. performing automated, in vitro experiments on the set of predicted keyphrases.
During a manual evaluation, human judges have to decide which of the predicted keyphrases
are suitable for describing the main contents of a document (i.e. which ones would they accept as
a keyphrase for a particular document). Although this kind of evaluation is expected to accurately
reflect the real-world utility of the predicted keyphrases, it can rarely be employed due to the tedious
and expensive nature of the work required.
When application-oriented evaluation is employed, we measure the usefulness of a keyphrase-
extraction module by evaluating a complex application, which relies on the automatic keyphrase
extraction system, the performance of which we are interested in. The performance of different
keyphrase extraction submodules can be seen by evaluating entire pipelines using different sub-
modules for generating keyphrases. The drawback of an evaluation like this is that the performance
scores do not simply reflect the quality of the submodule we are interested in, but rather the entire
pipeline of applications. Also, keyphrases which help some end-application to achieve better scores
are not necessarily those that human judges would always find better.
Automatic evaluation seeks to qualify the predicted keyphrases by comparing them to some gold
standard reference set of keyphrases of the test documents. Gold standard keyphrases generally
originate from two sources: they might be those determined by the author(s) of the documents or
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they might be assigned to the document by its independent readers. The different sources of gold
standard keyphrases are often referred to as author,- and reader-defined gold standard keyphrases.
Combined gold standard sets are also employed, which is simply the union of the two kinds of sets.
The quality of Ki, being the keyphrases determined by some automated method for document
di, is characterized by comparing it with the corresponding set of gold standard keyphrases, K∗i .
Based on the interaction of these sets for each document i, we can define the values
• true positive: TPi = |Ki ∩K∗i |,
• false positive: FPi = |Ki \K∗i | and
• false negative: FNi = |K∗i \Ki|.
These scores can then be combined to get the document-level precision(Pi) and recall(Ri) scores,
i.e.
Pi =
TPi
TPi + FPi
and
Ri =
TPi
TPi + FNi
.
Assuming that a test set consists of N documents, the overall precision and recall scores can
be defined by either relying on the aggregation of document-level TPi, FPi and FNi values or by
averaging the document-level Pi and Ri scores. The former strategy is referred to as micro-averaging,
while the latter is called macro-averaging, which can be formulated in the following way:
Pmicro =
N∑
i=1
TPi
N∑
i=1
TPi+FPi
, Pmacro = 1N
N∑
i=1
Pi
Rmicro =
N∑
i=1
TPi
N∑
i=1
TPi+FNi
, Rmacro = 1N
N∑
i=1
Ri.
Next, test set-level precision and recall values are combined into an F-score by calculating the
harmonic mean of the two values, i.e. F = 2∗P∗RP+R . Depending on which precision and recall values
are used during the calculation of the previous ratio, micro,-or macro-F-scores can be calculated.
Unless stated otherwise, throughout this thesis we will follow the practice of reporting F-scores in
their micro-averaged form.
As mentioned above, manual evaluation is not a real alternative for the evaluation of keyphrase
extraction due to the amount of human effort required. Furthermore, as end-application-based
evaluation can be biased by factors other than the quality of the predicted keyphrases, we chose
automatic evaluation as our primary evaluation technique. But we should mention that in Chapter
5, we also report results based on human evaluation (performed on the subsets of our test corpora),
and the results in Chapter 6 – focusing on the possible applications of keyphrase extraction – can
be regarded as an end-application evaluation of our keyphrase extraction models.
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Issues with automatic evaluation
As automatic evaluation is our main evaluation criterion, we shall discuss some of its characteristics,
including some of its shortcomings. Here, we list the potential issues for the automatic evaluation
of keyphrase extraction systems and we shall provide domain-specific examples to illustrate these
issues later on.
Automatic evaluation – relying on simple set operations over Ki and K∗i – has weak capabilities
of handling the morphological and lexical variability of phrases having the same meaning. One can
easily think of a situation where an automated system treats a phrase as a keyphrase that is not
among the set of gold standard keyphrases, but in fact is in synonymy or hyponymy/hypernymy
relations with some element of the set of gold standard keyphrases. In such a situation, automatic
evaluation relying on strict evaluation (i.e. exact string matching) would account for one false positive
and one false negative, instead of counting for one true positive, if semantic equivalences were taken
into account (e.g. by human inspection).
Calculating the intersection and difference between sets Ki and K∗i based on approximate string
matching (like that done in [25, 125]) can weaken this characteristic of automatic evaluation. How-
ever, by doing so we would risk regarding predicted phrases as true positives even in such cases where
they should be regarded as false positives. To avoid this, we demanded that the string representation
of a predicted keyphrase match exactly a gold standard keyphrase in order to be accepted as a true
positive.
The strong requirement on exact string matching makes the evaluation prone to severely un-
derestimating the potential real-world usefulness of predicted keyphrases as the false negative rate
would most likely be lower if human evaluation was employed.
Despite its tendency to underestimate the quality of keyphrases, scores calculated by automatic
evaluation tend to strongly correlate with those of human evaluation. This suggests that even
though the scores obtained during automatic evaluation are expected to be lower than what a
human evaluation would produce, the relative differences among the scores of different keyphrase
extraction systems should resemble those of a human evaluation.
1.2 Structure of the dissertation
In Chapter 2, we provide an introduction to machine learning and its connection with natural
language processing. The remainder of the dissertation is comprised of two main parts. The first
part deals with the generation of keyphrases from textual documents of various genres and languages
and the second part illustrates how the outputs of these models can be utilized in applications.
In Chapter 3, we introduce the problem of retrieving keyphrases from documents originating
from news articles, a genre being more heterogeneous from both topical and stylistic perspectives
compared to scientific publications – which is the most common domain for performing keyphrase
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Chapter
Venue Year 3 4 5 6
SEMEVAL 2010 [8] •
RANLP 2011 [84] •
NLE 2014 2014 •
ECAI 2010 [38] •
IJCNLP 2011 [6] •
RANLP 2011 [12] •
WASSA 2012 [11] •
CICLing 2013 [10] •
IJCNLP 2013 [9] •
Table 1.1: The relation between the thesis topics and the corresponding publications
extraction. Another special point of this chapter is that it describes the extraction of keyphrases
from documents written in Hungarian.
In Chapter 4, we describe a machine learning-based feature rich keyphrase extraction framework
for the standard setting of keyphrase extraction from English scientific documents. The novel features
presented in this part of the thesis are designed to capture the semantic orientation of keyphrases
by means of linguistic analysis and external knowledge sources as well.
In Chapter 5, we introduce the task of extracting keyphrases from yet another quite dissimilar
genre, namely opinionated utterances from product review sites. Here, we validate our assump-
tion that pro and con phrases assigned to product reviews function similar to keyphrases of non-
opinionated documents. Furthermore, we propose useful extensions to general keyphrase extraction
models to achieve better performance measures on this specialized, opinion mining-related keyphrase
extraction task.
In Chapter 6, we focus on the utilization of the outputs of the keyphrase extraction mod-
els described in the previous chapters. The possible applications described here are a technique
for assigning sets of keyphrases to document subcorpora (in contrast to single documents) and a
keyphrase-based corpus visualization approach.
In Table 1.1, we list the author’s key publications related to this thesis. For a full list of the
author’s publications, please visit http://www.inf.u-szeged.hu/~berendg/?pp=publ.
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Chapter 2
Machine Learning and Natural
Language Processing
In this chapter, we would like to discuss some of the machine learning techniques and concepts that
are related to this thesis, and explain their connection with tasks of natural language processing,
one special subtask of which is keyphrase extraction.
Machine learning is a very broad term that refers to the study of systems that can learn from
data. Machine learning can be basically separated into two types, namely supervised learning
and unsupervised learning. The whole area of machine learning has an extensive literature
[15, 33, 47, 82, 83], but here, we will focus on those essential parts of it that relate to this thesis. In
the following, the two main branches of machine learning and its subfields will be introduced briefly,
focusing on techniques that will be applied later on.
2.1 Supervised machine learning
In supervised learning the goal is to learn a mapping from input vector x to output y. Supervised
approaches use a training set of the form D = {(xi, yi)}Ni=1, which is a set of labeled feature vector-
training label pairs of cardinality N .
In the common notation xi denotes the ith training sample, which is a vector of feature values
– mostly characterized by (real) numbers – representing that particular datum object. Here, we will
assume that the training set consist of N instances, each instance being described by m features
(not counting the target variable). We shall note that feature values are sometimes also referred as
descriptive or attribute values.
yi corresponds to the response variable that encodes the expected answer when seeing a given
datum xi. In principle, there is no restriction on what yi might be; it can take (real) value, or some
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discrete (i.e. nominal or categorical) value (often encoded by numbers as well). The former case
of predicting continuous values is called regression within supervised learning, whereas predicting
discrete outcomes is a matter of classification. Predicting housing prices on a continuum scale
can be thought of as a typical problem of regression, whereas deciding on the credibility of a loan
applicant can be typically thought of as a classification task. The response value, reflecting the state
of nature of the classification instances, is sometimes also referred to as the output variable or
target variable.
Classification can be further divided into special cases depending on the total number of possible
outcomes: we can distinguish binary classification – when the task is to decide whether or not an
instance belongs to some particular category – from multi-class or multinomial classification
when there are three or more classes an instance can belong to. Sometimes the states of nature,
i.e. the class labels of a classification instance are not mutually exclusive, in which case yis are most
easily interpreted as sets instead of simple categorical values. The latter case is called multi-label
classification, not to be confused with multi-class classification. Note that the state of nature
assigned to an observation can be of any complexity: one can image lists or graphs that are treated
as target observations.
Existing solutions for keyphrase extraction most often treat it as a binary classification task,
where the aim is the decide whether a candidate phrase extracted from a document belongs to the
class of proper or an improper keyphrases.
2.1.1 Maximum Entropy Modeling
Maximum Entropy (ME) modeling can be used for the task of classification, and there exist several
descriptions of it from a natural language processing perspective. Among others, articles [13, 52]
provide a thorough discussion of this approach.
Maximum entropy modeling can be regarded as the discriminative counterpart of the genera-
tive Naïve Bayes classification framework. The two techniques differ conceptually, as the parameters
of the generative model – unlike those for discriminative models – are estimated in such a way as
to maximize the (log)likelihood of the entire training dataset, i.e. that of the observation of both
the indicator and target features at the same time. As this approach seeks to maximize the feature
realizations and class labels jointly, generative models are often referred to as joint classifiers.
Discriminative classifiers, however, have a different objective, namely to maximize the conditional
(log)likelihood of the observation of the class labels on the training dataset conditioned on the
corresponding feature vectors, i.e. log
N∏
i=1
p(yi|xi). This is why discriminative models are also called
conditional models.
The conceptual differences are depicted in Figure 2.1 and Figure 2.2 in the form of graphical
models which include model dependency relations among descriptive and target variables in the form
of a Bayes’ net. As is common with Bayes’ nets, nodes represent random variables (the shaded ones
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Figure 2.1: Bayes networks of the generative Naïve Bayes and the discriminative Maximum Entropy
classifiers
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Figure 2.2: Plate notations of the generative Naïve Bayes and the discriminative Maximum Entropy
classifiers
being observable, the unshaded ones being latent or directly unobservable) and directed edges among
nodes denote probabilistic dependencies among the variables. Figure 2.2 differs from Figure 2.1 in
that it uses the plate notation, which is a more compact representation, since the numbers of the
variables in the plates get a multiplicative factor, as indicated on the plates. For more complex
graphical models, this kind of notation is often more convenient than the verbose one.
The basic idea behind Maximum Entropy modeling is to find p∗(y|x) out of the possible distri-
butions of the class labels conditioned over the observable variables that has the highest conditional
entropy, yet matches our empirical expectations of the feature counts based on the training data.
These criteria together say that the aim is to find a model which is consistent with our training data
with respect the feature count observations, but still includes as much uncertainty as possible via
the maximization of conditional entropy, which has the form
H(y|x) = −
∑
(x,y)∈X×Y
p(x, y) log p(y|x) = Ep(x,y)[− log p(y|x)].
These desiderata can be incorporated into a constrained optimization problem that can be solved
using Lagrange multipliers. The corresponding Lagrange function is then
Λ(p(y|x), ~λ) = H(y|x) +
m∑
i=1
λi(E(fi)− Eˆ(fi)) + λi+1
(∑
y∈Y
p(y|x)− 1
)
,
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where E(fi) and Eˆ(fi) correspond to the expected value and the empirical distribution of the ith
feature function out of m features. The first m constraints (i.e. one for each feature) simply state
that the empirical and expected feature counts of the proposed model should match (i.e. it should
be consistent with the training data) and the last constraint requires that the proposed conditional
distribution be a valid distribution that sums to one.
Calculating the partial derivative of the Lagrange function yields
∂Λ(p(y|x), ~λ)
∂p(y|x) = −pˆ(x)(1 + log p(y|x)) +
m∑
i=1
λipˆ(x)fi(x, y) + λm+1, (2.1)
where pˆ(x) denotes the empirical feature distribution determined based on some training data.
The report in [58] contains a detailed derivation of how equating Equation 2.1 to zero implies
the model formulation
p∗(y|x) = 1
Z(x)
exp
( m∑
i=1
λifi(x, y)
)
,
Z(x) being called the partition function, which ensures that we define a real probability distribution
so then if we sum over y ∈ Y we get 1. This partition function has the form
Z(x) =
∑
y∈Y
exp
( m∑
i=1
λifi(x, y)
)
.
Note that Maximum Entropy modeling can be also thought of as an extension of regression for
the task of classification. An alternative derivation from this perspective leads to a log-linear model,
for which reason it is sometimes referred to as logistic regression. In Chapter 6 of [52], there is
a derivation of the same model formulation from this perspective. This derivation assumes that the
log odds of an instance belonging to some class is a linear function of the feature vector with some
weight vector ~λ. That is,
log
p(y = 1|x)
1− p(y = 1|x) =
~λᵀ~x.
Note that algorithms which generalize the idea of maximum entropy classification for structured
objects (e.g. linear sequences) may be more suitable for structured prediction tasks. Such algorithms
include conditional random fields (CRF) [60] and Maximum Entropy Markov Models (MEMM). One
example task where these algorithms could be preferable is Part-Of-Speech (POS) tagging, where
one intends to determine the POS-tags of the individual tokens of some natural language sentence.
Regularization
If we were satisfied with being able to reconstruct the target values of the training data there would
be no need for machine learning at all as dictionary-lookup-based solutions would be able to achieve
100% performance on previously seen data (if we disregard memory consumption-related problems
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that might arise when employing such an approach). However, as the main objective of inductive
learning is to build models that are capable of predicting the target value for unseen data, special
machinery needs to be employed.
The bias-variance trade-off is the reason why models that are otherwise highly accurate on
some training data could perform poorly on test data. Due to this trade-off, one can increase
classification accuracy on training data at the expense of increasing the model complexity. Doing so,
however, contains the risk that our model would become highly specific towards the training data and
prevent its capability of generalizing well. Unfortunately, classification performance on previously
unseen test instances degrades severely if the model has a low capability of generalization. The
phenomenon of finding a model that is highly specific towards the training data – at the expense of
sacrificing generalization capability – is called overfitting.
The overall goal is thus to find the kind of models that are able to generalize patterns from
training samples and also work accurately when they have to classify some previously unseen test
data. This technique involves an extra component in the objective function (besides accounting
for the cost of misclassified instances) to be optimized, namely the complexity of the model. This
idea employs the minimum description length (MDL) criterion, meaning that “smaller” or less
complex hypotheses should be preferred over the “larger” hypotheses. A way of avoiding problems
that could arise from the incompleteness of the training sample is to employ regularization or
smoothing, which penalizes hypotheses based on their extents of complexity.
With the help of regularization we are able to incorporate into the model our prior beliefs about
the most likely values of the λi model parameters. These prior beliefs often assert that the parameter
values have a zero mean. Parameter estimation which takes into account not only the data we have
access to, but also the credibility of the model parameters with respect to our prior beliefs is called
maximum a posteriori (MAP) parameter estimation. In contrast, parameter estimation that
ignores prior beliefs and relies only on the observed training data is called maximum likelihood
(ML) estimation. We should mention here that in the theoretical limit, i.e. when one has access to
an infinite number of training samples, ML and MAP estimations produce the same results.
The above-mentioned notions are usually accompanied by terms “priors” and “MAP estima-
tion” in the Bayesian language, whereas terms like (L2 norm-based) “regularization” better suit the
viewpoint of frequentist statisticians. Besides the regularization based on L2 norm, different regular-
ization techniques exist, including the L1 norm-based LASSO technique. Due to the characteristics
of the different distances applied during regularization, different effects can be produced. While
regularization on the basis of L1 norm favors sparse models, models regularized via the L2-norm
favor a “general” shortness of the weight vector, regardless of the proportion of 0 components in it.
For instance, upon the determination of the optimal weight vector of a logistic regression classifier
which relies on the L2-regularized negative log likelihood function of the training data, optimization
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is of the form
min
λ
N∑
i=1
log (1 + exp(−yiλᵀxi)) + α ‖ λ ‖22 .
Here, the parameter α controls the amount of regularization. Setting α = 0 yields the original un-
regularized logistic regression objective function, while increasing the value of α affects how severely
“large” models get penalized during the optimization.
Parameter estimation of the maximum entropy models discussed in this thesis was performed
using the MALLET framework [77], employing L1 regularization. Using L1 regularization essentially
neutralized the presence of less useful and potentially redundant features in the representation of
keyphrase candidates.
Conditional sequence models were applied during the automatic linguistic analysis of textual
documents when carrying out POS tagging and Named Entity recognition. The MEMM tagger
[110] included in Stanford CoreNLP was used during the preprocessing of English texts. Stanford
CoreNLP was also used to perform other linguistic analysis tasks, i.e. tokenization, lemmatization
and syntactic parsing [57].
2.2 Unsupervised machine learning
The second main branch of machine learning is called descriptive or unsupervised learning.
Here, no target variables are given during training time; instead input data is only given in the form
of D = {xi}Ni=1, and the goal is to find useful and interesting patterns in the data. This is sometimes
called knowledge discovery and algorithms used in this area are often called undirected (as yis
cannot guide the algorithms to find patterns). The present classification of unsupervised learning
tasks follows that in [83]. This thesis relates to unsupervised learning via Chapter 6, as it employs
clustering and the detection of latent factors, techniques introduced below.
2.2.1 Clustering
Clustering is the process of grouping data points based on their similarities. For example, we might
want to group words that share some common semantic or syntactic behavior, as it was done by
Brown et al. [22].
Clustering approaches can be further characterized as hard or soft clustering techniques.
The basic difference between the two is that hard clustering algorithms assign each data point to
exactly one group of points, whereas soft clustering allows data to be assigned to more than one
clusters simultaneously. Latent Dirichlet Allocation (LDA) [17] for instance can be interpreted as a
soft clustering technique, as it treats documents and words as distributions over topics they might
belong to.
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Figure 2.3: Plate notation of principal component analysis
When performing clustering in the absence of labeled data, the general framework of Expecta-
tion Maximization [31] is often employed. It makes it possible to perform maximum likelihood
parameter estimation even if we only have access to incomplete data. Its general machinery can be
related to the well-known Jensen’s inequality, which ensures that the incomplete (log)likelihood
of the input data never decreases during the iterative estimation of the model parameters.
2.2.2 Determining latent factors
Discovering latent factors can be helpful when data instances have a high dimensionality. Determin-
ing latent factors gives us the benefit of representing data in some advantageous manner in a lower
dimensional subspace. Depending on how we define these advantageous representations, we will have
various algorithms, including principal component analysis (PCA), independent component analysis
(ICA), singular value decomposition (SVD) and categorical correlation analysis (CCA).
One well-known algorithm for determining latent factors is PCA. Figure 2.3 represents PCA as
a graphical model with its plate diagram. From the model formulation we can see that the value
of y – being an observable variable – is assumed to be dependent on three independent factors: the
N -dimensional variable, x, some general noise τ (possibly deriving from measurement) and most
importantly, some hidden M -dimensional (M << N) “cause” z, which influences the data y. The
task here is to determine this M -dimensional explanation of the data.
The main goal of PCA is to represent the original data in some lower dimensional subspace in
such a way that the variance of the data is preserved as much as possible. The optimal projection
of the data can be found by solving a constrained optimization problem. Doing so, we get that
the projection should be performed by the transformation determined by the matrix which consists
of the first k eigenvectors (corresponding to the largest eigenvalues) of the scatter (or covariance)
matrix of the data. In Chapter 6 (where we demonstrate the possible applications of keyphrase
extraction), we also relied on this technique.
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2.3 Special machine learning tasks
Building a supervised model for classification tasks in the absence of abundant labeled training data
will most likely result in a classifier which performs poorly on unseen test data. When the amount
of labeled data is insufficient for supervised learning, the simplest solution is to collect additional
labeled data. However, this approach is often unsuitable, as the collection of training data can be
very expensive and time consuming.
Alternative solutions exist if we wish to avoid the tedious task of additional labeling. Semi-
supervised learning and domain adaptation are two such alternatives that are discussed next.
2.3.1 Semi-supervised learning
The general goal of semi-supervised learning is the same as that of supervised learning, i.e. to
build a model capable of predicting some target variable of unseen test data based on their predictive
variables. The main difference is, however, that while the true values of the target variables of every
training datum is known during supervised learning (disregarding some possible noise of the labels),
semi-supervised algorithms have access only to N ′ < N (usually N ′  N) target values out of the
total N training examples. Semi-supervised learning can thus be interpreted as a combination of
supervised and unsupervised learning, meaning that the target values of the training instances are
only partially observable.
2.3.2 Domain adaptation
Another way of overcoming the possible shortage of labeled training instances is to rely on domain
adaptation techniques. Suppose we have a small amount of labeled training data for a specific task
(target domain), but ew have a vast amount of labeled training data for another – not exactly the
same, but somehow analogous – task (source domain). The idea here is that the performance on
the target domain can be improved by transferring and incorporating knowledge from the source
domain where the absence of labeled data does not cause a problem.
Imagine that we want to build a model that is capable of deciding whether a patient is suffering
from a recently discovered (thus ill-documented) disease. Due to the ill-documented nature of
the disease, we can assume that ample amount of training examples – for building some reliably
performing model – is not available. However, if we have access to vast amounts of patient records
suffering from some different, yet similar disease, we can use these samples to build our model for
predicting whether someone is suffering from the former, poorly documented disease.
To put it more formally, in the case of domain adaptation, we are given two sets of instances,
DS ∈ RmS and DT ∈ RmT during the training phase, DS and DT being data of the source and
target domains, respectively. Note that data belonging to the different domains are not necessarily
represented by the same sets of features. Furthermore, |DS |  |DT | also typically holds for the
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sizes of the two distinct domains. Under these circumstances, the task is then to transfer some
valuable knowledge from the source domain in order to improve classification performance on the
target domain.
2.4 Natural language processing
Being an interdisciplinary field that lies in the intersection of artificial intelligence, machine learning,
statistics and linguistics, the aim of natural language processing (NLP for short) is to make
natural language utterances processable by machines. Keyphrase extraction – which seeks to identify
important phrases in unstructured textual documents – thus also belongs to the tasks of NLP.
Keyphrase extraction – and NLP tasks in general – can greatly profit from the machine learning
techniques briefly described above. Here, we enumerate those important NLP tasks that are also
related to keyphrase extraction. Comprehensive descriptions on these (and further) NLP tasks can
be found in the literature on this area, including [52, 63, 70, 71].
2.4.1 Text classification
Text classification clearly illustrates the connection between machine learning and NLP as it is a
classification problem where data instances to be classified come in the form of textual documents.
The common example of text classification is the categorization of e-mail massages as either spam
or non-spam (also called ham). This kind of task is a clear example of binary classification, whereas
classification performed on the benchmark dataset of Reuters news articles [62] belongs the area of
multi-class classification, since the task here is to label documents using several categories.
A common approach for classifying documents is to take all the n-grams (consecutive tokens) of
some text as features and perform the classification based on them. It is obvious that keyphrases
can also serve as features for representing documents because they can be regarded as exactly those
phrases which characterize the main contents of documents in a condensed form. One possible
advantage of doing so is that we can keep the most important aspects of a document (again by
definition), yet characterize documents with several orders of magnitude less features, which can
help us to overcome issues such as the much dreaded curse of dimensionality, being extensively
discussed in the machine learning literature (see e.g. [15, 33, 47, 82, 83]).
2.4.2 Information Retrieval
A detailed description of information retrieval (IR for short) and the techniques applied in this
area can be found in various resources, including [63, 71]. The most typical task of IE is that given
a (possibly large) set of documents, we need to find those relevant documents that are capable of
meeting certain information needs.
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As document collections often contain unstructured and textual data, this task has a clear con-
nection with NLP, since effective information retrieval systems must be prepared to handle linguistic
phenomena such as inflexion – not only during the so-called indexing of the documents, but also
during the processing of the user queries. Question answering can also be viewed as a related
area, since in order to automatically find answers to some question, we first need to determine the
set of relevant documents.
Typical tasks of information retrieval include the effective indexing of documents, finding the
latent semantic factors underlying the data – a task outlined in Section 2.2.2 – e.g. with Latent
Semantic Analysis (LSA) [61] and being able to effectively search in the (possibly semantically)
indexed document set. Search engines like Google, Yahoo!, Bing, Baidu and Yandex are typical
applications of this area.
As an alternative indexing strategy (in contrast to exhaustive indexing), we might decide to index
documents just for their keyphrases. Such an approach and its possible utilization will be described
in Chapter 6.
2.4.3 Summarization
The central application of summarization is to produce shortened versions of documents, i.e. their
summaries. These summaries may be based on single documents or multiple documents at a time.
One key approach employed in this task is to extract core sentences from documents, (see e.g. [95]).
Such solutions can be augmented if the keyphrases of the documents are known, as the core sentences
of a document are most likely those that contain especially relevant phrases for the document.
Representing a document by its set of most important keyphrases can also be interpreted as providing
a summary for it.
Chapter 3
Keyphrase Generation from Newswire
The aim of this chapter is to introduce an automated approach capable of assigning keyphrases to
news articles. This problem can be interpreted as a specialized keyphrase generation task, where
the determination of keyphrases is not exclusively restricted to such phrases that are present in
the documents [72]. These keyphrases can be useful in organizing, retrieving and linking different
news contents. In this chapter, we introduce our automatic keyphrase generation solution, especially
designed for on-line news archives.
3.1 Motivation
In February 2009, the Hungarian news portal Origo introduced the manual assignment of keyphrases
of their newly created contents. Here, we will list the major benefits and results, the utilization of
keyphrases produced for the news site Origo, alongside with the special characteristics of the task
which need to be taken care of when we wish to build a system which automatically performs the
assignment of keyphrases to news articles.
The so-called channel pages provide a proxy for accessing articles that are related to each other
by their contents. In fact, channel pages can be viewed as a realization of a multi-label classification
of news articles into several categories. Such channel pages used to exist prior to the utilization of
keyphrases, but these were created by the editors of the news portal. This resulted in the fact that
only a very general-level topic hierarchy of broad and heterogeneous topics (including channels such
as “Sports”, “Homeland ” or “Business”) was maintained. With the utilization of keyphrases, a more
detailed hierarchy of channels could be realized.
Generally speaking, assigning keyphrases to news contents involves the possibility of creating a
number of channel pages that focus exclusively on a topic determined by some keyphrase. With
the help of keyphrase-augmented channel pages, articles sharing a common keyphrase like “financial
crisis” can be displayed next to each other. Obviously, channel pages can be created based on the
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results of some Boolean operations, performed on multiple keyphrases, e.g. a channel page might
only contain the kind of articles to which the keyphrases “financial crisis AND Hungary” are both
assigned.
Note that similar queries can be formulated with standard information retrieval techniques,
without relying on keyphrases (see the term indexing in [71]). However, performing queries based on
(the composition of) keyphrases assures certain benefits due to the fact that ordinary index terms
and keyphrases differ from each other in certain important aspects:
1. index terms are all the terms that are present in a document, irrespective of their relevance to
a document, whereas keyphrases are only those terms that are relevant for the main topics of
a document,
2. index terms are derived from the analyzed document itself, whereas keyphrases can also be
such ones that are not present in a document.
The thematic range defined by a regular (i.e. not relying on keyphrases) channel structure is obvi-
ously very limited; with such channels only large and rather heterogeneous user segments (e.g. users
interested in sports rather than users interested in Eastern European football scandals) can be cre-
ated for behavioral targeting. The analysis of user habits can also be performed on a much finer
grade, once keyphrases have been assigned to news articles.
One of the benefits of employing keyphrases is that it can also support targeted contextual
advertisements. Provided that advertisements are also assigned key concepts to (possibly by the
advertisers themselves), advertisements can be published in a highly relevant context by simply
measuring the content of overlap between the key concepts of advertisements and news articles.
In parallel with the introduction of the assignment of keyphrases to news articles, a contextual
advertising system was under development at Origo Ltd., which produced outstanding preliminary
test results: for contextually published ads, the click-through-rates (being the ratio of how many
times an advertisement is displayed and clicked on) increased by a factor of 10 for advertisements
published on a contextual basis.
Keyphrases can also be useful for the linking of multi-modal contents. For example, videos
can be recommended for news articles and articles can be also recommended for videos. These
recommendations are straightforward if each type of content is assigned with keyphrases. Keyphrase
extraction can also be applied for the transcripts of video speech and for the caption of images.
We should add that with the introduction of manually assigning keyphrases to the news articles,
Origo could only partially enjoy the benefits previously described, as no tags were assigned to the
news articles that were created before February 2009 (i.e. since the manual assignment of keyphrases
to news contents is employed). As the manual assignment of keyphrases to the entire news archive
would be a laborious task, means to automatize it was much desired.
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Scientific publications of some research field – being the primary targets of standard keyphrase
generation tasks – are more homogeneous than news articles from various aspects, including their
topical diversity, writing style and structure. The typical heterogeneity of news articles pose certain
difficulties when it comes to the generation of keyphrases from documents of this genre. These
characteristics lead to the need for special approaches during the treatment of the task. Next, we
will introduce our framework for the automatic generation of keyphrases to news articles.
3.2 Keyphrase Generation Framework
Our main approach sought to find the best set of keyphrases for the articles in the news archive. It
consisted of three steps, namely
1. extracting a set of keyphrase candidates from the newswire documents, based on their linguistic
analysis
2. extending the set of keyphrase candidates by exploiting semantic knowledge derived from
Wikipedia
3. reducing the size of the extended set of keyphrase candidates via their ranking.
3.2.1 Generation of keyphrase candidates
As a first step, key concepts being present in the articles were gathered as a set of candidate
keyphrases. Expressions that might behave as key concepts were defined as the names of people,
locations and organizations – often playing central roles in news articles – and noun phrases.
Named Entity Recognition and lemmatization
We treated the standard classes of Named Entities (NE) (i.e. organization (ORG), person (PER),
location (LOC) and miscellaneous (MISC)) as one possible source of keyphrase candidates as such
phrases often play decisive roles in news articles. We trained Conditional Random Fields (CRF) [60]
sequence classifiers that utilized the rich feature set for Hungarian NE Recognition [106] (NER for
short) in order to determine NEs within the articles.
As the domain of news collections usually covers a wide spectrum, we trained different CRF
classifiers to cope with the differences across domains in the task of NER. We were able build topic-
specific NER models, as articles were assigned the meta-data relating to the thematic channels they
belonged to. More information about this meta-data (i.e. the so-called channels) can be found below
in Section 3.3.1.
During the extraction of NEs from the articles, the NER model corresponding to the channel
information of the articles was employed. We applied a topic-ignorant NER model for those articles,
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the topics of which was not among the topics that we built topic-sensitive NER models for. The
topic-ignorant NER model was simply trained on all the annotated sentences being merged together,
irrespective of their topics.
Since the NER models only identified the possibly affixed running text occurrences of named
entities, we had to bring them to a normalized form before treating them as proper keyphrase
candidates. When normalizing NEs, we followed a two-step strategy, including the lemmatization
of NEs and the resolution of abbreviations.
In morphologically rich languages like Hungarian, nouns (including NEs) can have hundreds of
different forms owing to grammatical number, possession marking and grammatical cases. When
looking for the lemmas of NEs, the word form being investigated is deprived of all of the suffices
it may bear. However, there are some NEs that end in an apparent suffices (such as ’McDonald’s’
or ’Phillips’ in English). The difficulty of proper name lemmatization lies in the fact that – unlike
common nouns – NEs cannot be listed exhaustively, due to their diversity and steadily increasing
number.
The heuristic assumption that we employed during the lemmatization of NEs was that the lemmas
of NEs have higher relative frequencies compared to their affixed forms. Hence, in order to be able
to select the appropriate lemma for each NE phrase, we applied the following strategy: endings that
seemed to be possible suffices were removed from the NEs; then the frequency of all possible lemmas
in the news archive was counted and a decision was made based on these frequencies, employing
rules learned from previous NE lemmatization experiments [37]. Next, we performed abbreviation
resolution in order to avoid synonymous entities to be regarded as keyphrase candidates (e.g. by
regarding both the NEs “United Nations” and “UN ” as keyphrase candidates).
Extraction and derivation of noun phrases
Apart from Named Entities, common nouns and noun phrases (NPs) can often serve as useful key-
phrases. We first attempted to extract all the NP chunks from sentences by relying on a constituent
parser for Hungarian [1]. The constituent tree-based approach for the extraction of NPs proved to
be considerably slow, and the noun phrases that we were able to define with the help of simple rules,
based on the less resource-intensive morphologic analysis of the sentences, were of similar quality.
For the above reasons, we treated noun phrases as those tokens and sequences of tokens that con-
sisted of some (possibly zero) adjectives, followed by at least one noun, i.e. matched the POS-pattern
defined as ADJ* NOUN+ (the * and the + symbols referring to the Kleene star and plus operators,
respectively). A morphologic analysis of the sentences was conducted by the transformation-based
learning (TBL) POS tagger [59] that was trained on the Szeged Treebank.
Apart from extracting noun phrases that were present in the news articles themselves, we also
tried to generate NPs from verb phrases (e.g. “the bank was robbed ” → “bank robbery”), adjectives
(e.g. “Italian” → “Italy”) and other NPs (e.g. “the price of oil ” → “oil price”). A handful of
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linguistically motivated transformation rules were applied during the generation of NPs.
To compensate for the possible shortcomings of the previous approaches concerning their recall
scores, gazetteers containing entities and possible topic identifiers were compiled from Wikipedia.
The phrases being present in the gazetteers were automatically treated as keyphrase candidates
if they were found in some new article. The gazetteer contained all the titles of the Hungarian
Wikipedia articles and the contents of all those Wikipedia articles, the titles of which started with
the expression “List of ” (e.g. “List of African dishes”).
Ranking of the keyphrase candidates
Keyphrase candidates were extracted from the articles in the manner described above. Afterwards,
we needed a way to rank these candidate terms and assign the highest ranked keyphrases to the
individual articles, according to the expectations of Origo. These expectations were defined in their
keyphrase assignment manual (see Section 3.3.1 for details). In order to perform a ranking of the
candidates, we relied on their structural traits; for example if they were present in the headline of
an article or were formatted as a bold or italic. Each structural trait was assigned an importance
weight, which was then incorporated in the calculation of the relevance of the candidates. The
relevance metric that we employed was a parameterized generalization of the tfidf measure, having
the form
tfidf(keyphrase) =
(
∑
type λtype ∗ tf(keyphrase, type))α
df(keyphrase)β
,
where tf(keyphrase, type) refers to the keyphrase frequency of keyphrase as a given type (e.g. bold),
df(keyphrase) is the number of documents, for which keyphrase is treated as a candidate, and the
values of α, β and λ are hyperparameters to be optimized.
In order to find the optimal values for the parameters α, β and λ, we those articles which had
keyphrases manually assigned to them by their authors (for more details on these documents see
Section 3.3.1 which introduces the dataset we had access to). The values for these hyperparameters
were determined such that those candidates should be ranked high which were also assigned to the
articles by human indexers. We performed a grid search to determine the values of these parameters.
The weights obtained by the grid search implied that the most important parts of the articles, where
manually assigned keyphrases tend to be located, are the titles, headings, captions of images and
the texts formatted in italics.
3.2.2 Keyphrase assignment based on Wikipedia
Phrases that can be derived from the documents themselves form only a part of the appropriate
keyphrases, as there is a non-negligible set of keyphrases that do not occur explicitly in the docu-
ments. For example, an article dealing with the “economic crisis” may not contain the expression
itself at all, but words, such as “bankruptcy” and “recession”, being present in the document might
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imply the appropriateness of that keyphrase. Such examples suggest that the pure extraction of
keyphrases based on the contents of the documents might not always be sufficient, as the required
keyphrases might not actually be present in the articles themselves. We will refer to keyphrases that
are assigned to articles in such a manner as abstract keyphrases and the process of (automatically)
determining abstract keyphrases to documents as (abstract) keyphrase assignment.
Our modules responsible for the assignment of the so-called abstract keyphrases, receive the set
of keyphrase candidates extracted from the news articles themselves (as described in Section 3.2.1)
and return a set of keyphrases, potentially behaving as proper abstract keyphrases for the news
articles in question. Next, we will present those mechanisms that were responsible for generating
the potential set of abstract keyphrases, given a set of non-abstract keyphrase candidates.
As a first step, the assignment of our keyphrase candidates to Wikipedia articles was carried out.
We assigned a keyphrase candidate to some Wikipedia article, if the normalized title of the article
was the same as the keyphrase candidate. When a keyphrase candidate was ambiguous (i.e. it had a
disambiguation page on Wikipedia), we did not choose any of the Wikipedia articles possibly related
to it, as we wanted to avoid improper assignment of keyphrase candidates to Wikipedia articles.
Then, five different abstract keyphrase assignment methods, based on the recognized Wikipedia
articles, were applied. These methods made use of both the textual contents and the rich link
structure of Wikipedia. Next, we will present the five Wikipedia-based approaches one by one.
Consideration of redirect pages
The structure of Wikipedia enables the same contents to be accessed under different article names.
For example, if we search for the term “United States” or “Americans”, we get the same results.
The pages responsible for redirection (redirect pages) can be utilized to find synonyms (e.g. “United
States of America” - “United States”), create associations (e.g. “American” - “United States”) and
resolve acronyms (e.g. “USA” - “United States”). Based on these, we can determine a canonical rep-
resentation of concepts, which has the benefit of increasing the cohesion of the keyphrases extracted
at the corpus-level. In order to do so, we replaced those keyphrase candidates that were involved
in a redirect relation. The (potentially abstract) phrase such a keyphrase candidate was replaced to
was the title of the Wikipedia article its redirect relation pointed to.
Extraction of definitions
Owing to the encyclopedic nature of Wikipedia, articles usually start with a definition of the concept
they describe. In order to extract definitions, we first determined the sentence which was the most
likely to contain valuable definitions. In our approach, we treated the first sentence which also
contains the title of the Wikipedia article as the one which might define the subject of the Wikipedia
article. For a Wikipedia article which did not have its title written down in it, we selected its very
first sentence as the one which might contain a definitional sentence.
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Entity Definitional sentence Definition stump
Gottlob Frege
Friedrich Ludwig Gottlob Frege, German mathema-
tician, logician, philosopher, the founder and researcher
of modern mathematical logic and analytical philosophy.
Mathematics
German
Philosophy
Pál Erdős Pál Erdős was one of the most outstanding mathema-ticians of the 20th century and the member of MTA. Mathematics
The Sopranos The Sopranos is an American TV-series, the creatorand producer of which is David Chase.
American TV-series
TV-series
producer
Table 3.1: Example definitional sentences and definition stumps derived from Wikipedia
Based on the above-described procedure, we extracted definitions for those keyphrase candidates
that had some Wikipedia articles assigned to them. When more keyphrase candidates of a news
article shared a common nominal phrase in their definitions, that nominal phrase was treated as an
abstract keyphrase for the news article containing the keyphrase candidates.
This kind of definition generation was capable of defining hyponimous IS-A-kind of relations
between keyphrase candidates and concepts. For instance, we could infer predicates such as The
Sopranos is an American TV series. Suppose that an article from the news archive was assigned
multiple keyphrase candidates that were also defined as being American TV-series. In such a case, we
could regard this as an indication that the particular news article was strongly related to American
TV series.
Exploiting the above observations, we extracted all the possible nominal definition stumps from
the definitional sentences that we derived from Wikipedia articles. These definition stumps acted
then as abstract keyphrase candidates. During the extraction of these definitional nominal phrases,
we relied on morphosyntactic rules (e.g. we selected the noun occurring next to the first mention of
the title of a Wikipedia article as a possible definition phrase). Next, definition stumps were regarded
correct either if all the tokens constituting the nominal phrase or the entire phrase itself could be
mapped to some Wikipedia article. This criterion served the purpose of increasing the precision of
the definition stumps generated. Table 3.1 contains examples for both definitional sentences and
nominal structures that were derived as abstract keyphrase candidates for various entities.
Utilizing the link structure
We also examined the possibility of assigning abstract keyphrases by exploiting the rich link structure
of Wikipedia. Here, we employed the following three metrics:
1. we looked for those Wikipedia articles which frequently co-occurred on Wikipedia with some
keyphrase candidate in the form of anchor texts (referred to as the Co-occurrence method in
our evaluations),
2. we examined those Wikipedia articles that were frequently referred by such Wikipedia articles
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that were assigned to the set of the keyphrase candidates of news documents (referred to as
the Outgoing links method in our evaluations),
3. we also looked for the titles of Wikipedia articles, the contents of which showed substantial
overlaps with the sets of keyphrase candidates derived from news articles (referred to as the
Article relatedness method in our evaluations).
In the case of examining co-occurrences, we looked for the titles of those Wikipedia articles that
were frequently co-mentioned as an anchor text on Wikipedia with some keyphrase candidate. This
metric was utilized in such cases where the Wikipedia article corresponding to a keyphrase candidate
had at least 10 but no more than 150 occurrences on Wikipedia in the form of a hyperlink. We did
this because those articles that were referred fewer than 10 times seemed to be of low relevance,
while those referred more than 150 times were too general.
For articles falling in the above-mentioned range (with respect their mentions as links), we looked
for those Wikipedia articles that were accompanying their mentions as a link in at least 50% of the
cases. As for an illustrative example, since the co-occurrence measure for rally racer “Sébastian
Loeb” and “rally world championship” turned out to be 0.7073, the latter term was also applied as
an abstract keyphrase for those news articles for which “Sébastian Loeb” was extracted as a keyphrase
candidate. Note that from an associational rule mining point of view, we could rephrase the aim of
the co-occurrence method as finding such association rules which had keyphrase aspirants on their
left-hand side with an absolute support between 10 and 150 and a confidence score exceeding 0.5.
When examining outgoing links, we looked for Wikipedia articles that could be considered as
relevant to a set of keyphrase candidates. We took every Wikipedia article that were referred
by reliable outgoing links from those Wikipedia articles that were corresponding to some set of
keyphrase candidates of a news article. We treated an outgoing link of an article as reliable if the
article referred by it contained a back-reference to the referrer article, or if at least 25% of the links
of a referring article pointed to the same article, and the number of the links was more than 3.
At the document level, a Wikipedia article considered reliable and its title was used as an abstract
keyphrase if it was regarded as a reliable link for more than one Wikipedia article associated with
the keyphrase candidates of some news article. For example in the case of an article which contained
both “BUX ” and “Stock Exchange of Budapest” as candidates, the use of the abstract keyphrase
“economy of Hungary” was inferred, due to the fact that Wikipedia articles associated with the
former two terms contain reliable outgoing links to the latter Wikipedia article.
As a third way of generating abstract keyphrases, we inspected the outgoing links of Wikipedia
articles. This submodule chose the titles of those Wikipedia articles for which the outgoing links
showed a substantial overlap withW , the a set of keyphase candidates with Wikipedia articles being
assigned to them. The relatedness score calculated for a particular Wikipedia article dj was obtained
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automatic manual
Start date 5/12/1998 15/2/2009
End date 14/2/2009 22/10/2009
Number of articles 366,937 28,055
Number of keyphrases created 66,843 15,726
Number of new articles created (daily average) 93 110
Number of new keyphrases (daily average) 17 45
Average number of keyphrases per article 4.98 3.42
Average length of keyphrases used (tokens) 1.45 1.48
Table 3.2: Statistics of the manual and automatic keyphrase assignment
using the formula
ArticleRelatedness(dj ,W ) =
|W ∩ o(dj)|
|o(dj)|
∑
ti∈W
tfidf(ti, dj)
|W | ,
where o(dj) is the number of outgoing links from article dj . The first term of the formula penalizes
Wikipedia articles acting as hubs, i.e. containing a large collection of links to other pages. We
introduced this penalty term as those Wikipedia articles acting as hubs have a bigger chance of
containing a substantial amount of the elements of some W (simply due to the excessive number of
links such pages contain), nevertheless, such hub pages are also less valuable, due to the presumable
generality of the concept they describe. The second part of the formula is then the average of the
tfidf scores of the elements in W with respect dj . The bigger this term is, the more relevant terms
fromW are contained in the Wikipedia article dj in the form of links. In the end, we treated the title
of a Wikipedia article dj as an abstract keyphrase, if the inequality ArticleRelatedness(dj ,W ) > 0.3
determined via a development set held.
3.2.3 The final set of keyphrases
After extracting keyphrase candidates from the articles and extending them with abstract keyphra-
ses, the average number of keyphrase candidates per document was 17.3. This value was substantially
higher than required, i.e. 5 keyphrases per article. Hence there was a need for filtering the sets of
keyphrases assigned to the articles. The selection was performed based on the ranking of the key-
phrase candidates as described in Section 3.2.1. Note, however, that the parametrized tf-idf score
could not be calculated for abstract keyphrase candidates, as the formula involves the within-article
frequency of the keyphrases (which is 0 for abstract keyphrases by definition). For this reason, ab-
stract keyphrase candidates were sorted based on their overall frequency in the news archive and the
number of times they were proposed as being abstract keyphrases. As can be seen from Table 3.2,
the post-processing had the effect of reducing the average size of the set of keyphrases per document
to the desired value.
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Channel name Number of documents Size (%)
Sports 72,018 18.91
Homeland 57,012 14.97
Abroad 49,689 13.05
Business 49,662 13.04
Technology 19,274 5.06
Entertainment 15,626 4.10
Cars 12,933 3.40
Other 117,578 27.47
Total 380,859 100.00
Table 3.3: Frequency statistics of the largest topmost-level channels
3.3 Experiments and discussion
Here, we give a detailed description of both the news archive dataset and the keyphrase assignment
manual that the employees of Origo provided for us. Following that, we report our experiments
aiming at the evaluation of our automatic keyphrase assignment system.
3.3.1 Dataset
Origo is one of the most visited news portal in Hungary, reaching about 45% of all the Internet users
in the country. The site was launched in December 1998 and over 380,000 articles were published by
the end of 2009, making Origo admittedly the owner of one of the largest and most diverse digital
news archives in Hungary. As a typical general interest portal, Origo covers a very wide spectrum
of topics and themes. Journalists at Origo started assigning keyphrases manually to their published
contents from February 2009.
As we mentioned earlier, articles were organized into so-called channels. These channels were
created by the employees of Origo and their role was to mark the main topic of the articles being
assigned to them, such as Sports or Technology. The channels were divided into smaller subchannels,
forming a hierarchic taxonomy in this way. During our experiments, we relied only on the topmost
level of this hierarchic taxonomy, the most frequent channels of which are listed in Table 3.3. We
should add that the channels were prone to changes over time: new (sub)channels could evolve over
time, and some could even disappear. The reason why we relied just on the topmost level of the
hierarchy was that this part of the taxonomy was more or less constant over the years.
As previously indicated in Section 3.2.1, we trained topic-specific NER models for the most
common topics (i.e. channels) in the news archive. All together there were more than 20 top-level
channels defined in the news archive, some of which had just a few articles assigned to them. For
this reason, we decided to collect and annotate articles belonging to the most important channels in
order to make the training of channel specific NER models possible. We decided to train channel-
specific NER models for the six largest channels besides the channel Business (as we already had
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Channel name #NEs #NEs per 100 tokens avg. token length of NEs
Sports 15,500 8.76 1.46
Homeland 1,995 4.63 1.62
Abroad 3,295 5.07 1.41
Technology 4,488 4.08 1.68
Entertainment 7,669 6.47 1.80
Cars 9,519 4.77 1.45
Merged 42,466 5.95 1.54
Table 3.4: Statistics of the NER training corpora
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Figure 3.1: Relative frequencies of NE-types in the NER training corpora
a reliable NER model available on the business domain). A detailed distribution of the sizes of the
top-level channels is given in Table 3.3.
During the annotation of the articles that we sampled from the six largest channels, we found
that named entities originating from different topics behave fundamentally differently, as we had
supposed. Various statistics on the distribution of NEs in different channels can be seen in Table 3.4
and Figue 3.1. From Figure 3.1, we can see how different the distribution of NEs among the different
channels actually is. Table 3.4 and Figue 3.1 also contain information on the merged training data,
which were derived from the union of the channel-specific training data.
Keyphrase assignment manual
The principles on how Origo employees should perform keyphrase assignment are summarized in
a guideline. During the design of our system, we had access to this document and our goal was
to produce the kind of automated keyphrase assignment system which strictly confirmed with the
principles stated in this document.
The guideline defined four types of keyphrases, namely topic, person, organization and location.
We needed to assign at least one keyphrase of type topic for each article. The guideline also stated
that only entities that play a decisively important role in some article should be chosen as keyphrases.
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The guideline included the best practice with respect to what should be applied as a keyphrase
(by providing typical examples), and what should be avoided (e.g. slang, metaphors, paraphrases,
verbs, adjectives and pronouns). The document also defined the ideal number of keyphrases for
different journalistic genres and made clear what kind of expressions were too general or too specific
to act as a keyphrase. The guideline also offered advice on
1. how to avoid collisions with keyphrases which would have the same surface forms, but multiple
different meanings (e.g. to use keyphrases such as “László Kovács the politician” and “László
Kovács the boxer ” instead of using the single keyphrase “László Kovács”) and
2. how to avoid the creation of multiple keyphrases for the same meaning (e.g.to use consis-
tently one of the keyphrases H1N1, Swine Flu or Influenza A virus, instead of applying them
simultaneously).
The editorial system suggests keyphrases to the employees by auto-completion, but users are free
to use previously unused keyphrases. Suggested keyphrases are based both on existing keyphrases
and on the Comprehensive Hungarian Thesaurus [114] containing 21 thousand items. Suggested
keyphrases have the main benefit of keeping the whole set of keyphrases on the portal consistent, as
both conceptual divergences (exploiting synonyms from the thesaurus) and spelling variants can be
avoided. Suggesting keyphrases, however, can have a detrimental side-effect as users might want to
quickly pass their duties and accept keyphrases suggested by the system, without really deciding on
the appropriateness of the auto-suggested keyphrases.
3.3.2 Evaluation
We decided to apply the state-of-the-art keyphrase extraction system, KEA[119] as an alternative
automated approach to perform the assignment of keyphrases to the news articles in the archive.
As the framework was originally intended to handle documents written in English, we made it able
to handle features being specific to Hungarian. KEA was then finally trained on the subset of
the archive which had keyphrases assigned to them by their authors (i.e. that were created after
15/2/2009), serving as gold standard keyphrase assignments. The framework obtained this way
served as our baseline solution for the keyphrase assignment task.
In order to provide quantitative performance scores for the baseline system and our proposed
solution, 725 articles were randomly selected from the news archive. The automatically defined sets
of keyphrases by both systems were then inspected by employees of Origo Ltd. The scoring schema
employed during the manual evaluation of the test articles was established by the employees of
Origo prior to the human evaluation they performed. Due tp the scoring schema each automatically
generated keyphrase needed to be assigned either a (positive) reward or a (negative) punishment
score. Table 3.5 contains the results achieved by our framework and that of KEA, the latter being
our baseline.
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Figure 3.2: Distribution of the types of manually and automatically assigned keyphrases
Method Precision Recall F-score
Baseline 22.64 54.86 32.05
Proposed 59.42 91.26 71.92
Table 3.5: Results achieved by the automatic keyphrase generation systems
Apart from the performance at individual keyphrases level, we were also interested in the quality
of the automatically determined keyphrases at the document level. In order to derive article-level
decisions on the sets of keyphrases determined for the news article in the test set, the keyphrase-level
scores were added up for each document. When the overall score for an article was positive, it was
interpreted as the overall quality of the set of keyphrases being satisfactory. Using this evaluation
metric on the randomly selected 725 articles, our system produced acceptable sets of keyphrases for
75.44% of the test documents, incontrast to 19.03% for KEA.
We also analyzed some of the characteristics of the keyphrases assigned manually by the content
creators and our automated approach. These statistics are summarized in Table 3.2 and Figure 3.2.
Figure 3.2 shows for instance that the distributions of the keyphrase types for the automatically
generated keyphrases and the manually assigned keyphrases matched each other closely.
As regards the evaluation of the abstract keyphrase assignment submodule, we also performed a
human evaluation. For these experiments, two linguists were hired to decide on the appropriateness
of each keyphrases assigned to the news articles. 600-600 news articles were chosen for evaluation,
out of which 100 were the same for both annotators; resulting in a total of 1,100 documents for
the evaluation. The original authors of these articles assigned 1,114 abstract keyphrases to them.
The abstract keyphrase assignment procedure enhanced by Wikipedia produced all together 5,014
assignment of 2,028 distinct abstract keyphrases for the test documents.
The procedure of evaluation was as follows: annotators had to examine each abstract keyphrase
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Method Abstract keyphrases induced Precision
Redirections 1,155 72.38
Definitions 1,471 28.14
Co-occurrence 1,998 34.88
Outgoing links 558 40.68
Article relatedness 551 16.33
Overall 5,733 39.49
Table 3.6: Results achieved by different abstract keyphrase assignment heuristics
Precision Recall F-score
Annotator #1 39.33 10.57 16.66
Annotator #2 38.48 10.77 16.83
Aggregated 38.91 10.67 16.75
Table 3.7: Results achieved by abstract keyphrase assignment enhanced by Wikipedia
assigned to an article, and decide whether it was an acceptable keyphrase with respect to the content
of the document (precision), taking the keyphrase assignment manual of Origo into account as well.
At the same time, they had to decide whether the abstract keyphrases automatically assigned to
the documents were able to semantically cover the meaning of one or more abstract keyphrases that
were assigned manually by the editors of Origo (recall). The precision scores along with the number
of abstract keyphrases generated by each method are present in Table 3.6.
The overall performance scores for the two independent annotators and the aggregation of their
decisions on the quality of the abstract keyphrases are reported in Table 3.7. F-scores combine the
precision of automatic abstract keyphrases and the extent to which abstract keyphrases were able to
cover the abstract keyphases manually assigned to the test documents. These results are satisfactory,
if we take into account the fact that coverage was compared to the keyphrases manually assigned
by the employees of Origo, who had (as human beings) access to a full sense repository and not just
Wikipedia (where only 20.76% of the manually assigned abstract keyphrases had a corresponding
Wikipedia article).
3.4 Related work
The fact that there has been a handful of research aiming at the processing of news data clearly
indicates the importance of the task described in this chapter. Here, we list the most related studies
to ours.
Grineva et al. [43] proposed an unsupervised approach, utilizing Wikipedia and the modularity
maximizing graph partitioning algorithm of Newman and Girvan [87]. In their approach, a semantic
graph was constructed, the nodes of which were terms and the weighted edges between them were
reflected the strength of the semantic relatedness between them. Keyphrases were then derived from
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the communities, i.e. the partitions of that graph. During their evaluation, they experimented with
noisy and multi-theme documents (such as blog and news contents), and they reported an F-score
of 40.3 on news documents in English.
Neto et al. [86] introduced their media monitoring solution which was a pipeline of several
processing modules, capable of keeping track of broadcast news streams. In their study, they handled
several languages, i.e. English, Spanish and Portuguese (both European and Brazilian). This system
differed from ours as it handled audio data and its transcriptions, while the data that we processed
was originally written by journalists.
Marujo et al. [73] demonstrated the applicability of the processing of broadcast news by building a
keyphrase cloud generation system from the extracted keyphrases. In their later study, Marujo et al.
[74] also introduced their topical keyphrase extraction framework, which relied on crowdsourcing for
the collection of topical keyphrases. In their other study, Marujo et al. [75] realized the importance
of Named Entities as we did, and they introduced their solution for the extraction of Named-Events
(as they called it) from news documents, again by relying on crowdsourcing.
In their study, Marujo et al. [76] proposed the filtering of news documents. They showed how the
performance of the supervised keyphrase extraction framework called Maui [79] could be improved
when certain sentences of the news articles were filtered prior to keyphrase extraction.
Others, like Ding et al. [32] employed binary integer programming in the extraction of keyphrases
from news articles and Wan and Xiao [117] utilized the neighborhood information residing in the
similar documents for extraction of keyphrases from newswire. Besides using their framework on
scientific literature, Bougouin et al. [19] also experimented with their unsupervised graph-based
keyphrase extraction system on news articles derived from the French version of WikiNews. On that
dataset, they reported an F-score of 35.6.
Not related to the processing of news documents, experiments have been conducted for extracting
definitions and various semantic relations between entities based on Wikipedia. These lines of
research relate to ours, as we used similar approaches to provide solutions for the assignment of
abstract keyphrases to news articles. Ye et al. [122] used Wikipedia to derive definitions by relying
on positional information and the contents of the infoboxes of the Wikipedia articles. Other studies
also attempted to derive valuable information, taxonomies and ontologies with the help of Wikipedia,
see e.g. [93, 103, 120].
3.5 Summary of the thesis results
In this chapter, the author introduced a novel framework for the automatic assignment of keyphrases
to news articles. Related to his publication [38], the author regards the following as his main
contributions to the research topic:
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1. Ranking procedure for selecting the most likely keyphrases of news articles A
parametrized generalization of the tf− idf score was introduced which was able to rank higher those
keyphrase candidates that human indexers would select for the news articles. The metric takes into
consideration positional traits and characteristics related to the formatting of keyphrase candidates
when deciding on their relative importance among the set of candidate phrases. These features
turned out to be useful when deciding on the importance of keyphrases of newswire documents.
2. Assignment of abstract keyphrases based on definitions derived from Wikipedia
The proposed procedure to retrieve definitions from Wikipedia is capable of defining hypernymous
relations between entities. Relying on the knowledge extracted from Wikipedia that way, an efficient
method for assigning abstract tags to documents was suggested as well.
3. Assignment of abstract keyphrases based on the link structure of Wikipedia Methods
for exploring further semantic relations between entities were also introduced. These methods were
incorporating the knowledge encoded in the link structure of Wikipedia. Not only association rules
were generated from the links of concepts which frequently co-occurred on Wikipedia, but the
outgoing links of Wikipedia articles were also utilized during the generation of abstract keyphrases.
Relying on these ideas, it became possible to assign useful abstract keyphrases to documents.
Chapter 4
Keyphrase Extraction from Scientific
Documents
In this chapter, we present a feature rich keyphrase extraction framework for the processing of
scientific documents. Due to our quantitative analysis, the proposed model performs competitively
or even better than other state-of-the-art approaches.
The nature of the approach applied in this chapter differs fundamentally from the one presented
in Chapter 3 for multiple reasons. Firstly, we introduce a model here that deals with documents
written in a different language (English instead of Hungarian) and which belong to a different domain
(scientific literature instead of newswire text). Also in this chapter, we aim at the task of keyphrase
extraction (not performing keyphrase assignment), meaning that we do not intend to determine
such keyphrases that are not present in a document (which we referred to as abstract keyphrases in
Chapter 3). Another difference is that in Chapter 3, we had access to a large and heterogeneous set
of documents, whereas we will rely on relatively small (training and test) sets of documents from a
well-defined topical scope throughout this chapter. Because of this, here we focus on the design of
supervised models for the extraction of keyphrases.
4.1 Motivation
Becoming familiar with a research field or just simply keeping up with the current results can be
very challenging for experienced researchers as well due to the ever increasing amount of scientific
literature available. As an illustration, the approximation in [16] says that in the year 2006 alone
the number of scientific publications exceeded 1.6 million. Another approximation described in [51]
says that the cumulated number of publications exceeded 50 million in 2009. Most of the similar
studies agree that the average rate of increase in the number of journals ranges between 3% and
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3.26%, which implies that the number of journals is expected to double every 22-24 years.
The extensive volume of scientific publications clearly motivates the usage of keyphrases for their
easier retrieval. Even though there are journals and conferences which require authors to assign
keyphrases to their publications, not all papers are accompanied with such valuable sets of phrases.
Furthermore, different people might find different keyphrases appropriate for the same document.
Thus automatic induction of keyphrases – based on personalized keyphrase extraction models – can
still be a reasonable choice for documents with an existing set of author assigned keyphrases.
4.2 Keyphrase Extraction Framework
Here, we shall introduce a supervised machine learning approach for the extraction of keyphrases
from scientific publications. In our framework, keyphrase candidates were extracted from the articles
and those being present among the set of gold standard keyphrases were regarded as positive training
examples. Using the notation defined in Section 1.1, the set of candidate phrases for document i,
Ci is partitioned into two disjoint sets, C+i = Ci ∩K∗i and C−i = Ci \ C+i , the former representing
positive training examples, and the latter consisting of negative (i.e. improper) keyphrase candidates.
Maximum Entropy modeling was employed and the top-n keyphrase candidates with the highest
posterior probability values of belonging to the class of gold standard keyphrases by the classifier
were treated as keyphrases for a test document. Next, we will be describe how keyphrase candidates
and the feature space representing them were constructed.
4.2.1 Generation of keyphrase candidates
One important aspect in keyphrase extraction is the way keyphrase candidates are selected and
represented. As a high imbalance usually exists among the number of potentially extracted n-grams
and the actual number of genuine keyphrases in a text, keyphrase candidates should be filtered
instead of using any successive n-grams.
In our definition, keyphrase candidates were the n-grams that were not longer than 5 tokens and
started and ended with a non-stopword token having one of the POS-tags of noun, adjective or verb.
Phrases that fulfilled the above-mentioned criteria might still be discarded, due to their positional
characteristics, i.e. a phrase was not treated as a keyphrase candidate if all of its occurrences were
located in the References part of an article. It allowed us to prevent such phrases from becoming
candidates which only had presences as part of some references.
Once we had generated the keyphrase candidates, they had to be converted to their normalized
form. The normalization of an n-gram consisted of lowercasing and Porter-stemming each of the
lemmatised forms of its tokens, then putting these stems into alphabetical order (while omitting
the stems of stopword tokens). With this kind of representation, it was then possible to handle two
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orthographically different, but semantically equivalent phrases, such as diffusion of innovation and
Innovation diffusion in the same way, i.e. innov diffus.
4.2.2 Filtering of the candidate set
As mentioned previously, the number of potentially extracted phrases might exceed by orders of mag-
nitude the number of genuine keyphrases that could be extracted from a given document. Treating
keyphrase extraction as a supervised learning task and not paying enough attention to the selection of
keyphrase candidates might result in gold standard keyphrases being underrepresented both during
training and testing phase, which might affect adversely the automatic identification of keyphrases.
A possible way of overcoming this problem is to restrict the extraction of keyphrase candidates,
i.e. filter them in such a way that as many genuine keyphrases as possible are turned into classification
instances, while ruling out as many improper sequences of words as possible. The methods listed
here contain stopword-based restrictions and the utilization of WordNet to incorporate semantic
knowledge. The effects caused by our candidate phrase restricting policies are presented below.
Introducing stopword rules
Our initial definition of keyphrase candidates, (i.e. those n-grams which both start and end with
either a noun, adjective or verb) did not say anything about the tokens with indices n − 1 ≥ i ≥ 2
for n-grams of 5 ≥ n ≥ 3. This restriction includes the elimination of those keyphrase candidates
that were highly unlikely to serve as a gold standard keyphrase based on how often they contained
stopwords.
The assumption here was that members of the gold standard keyphrases for a particular document
tend to occur in it such that they have at least one occurrence without including any stopwords.
As an illustrative example, the previously mentioned normalized form, innov diffus was discarded
from the set of candidate phrases of a document if all of its occurrences had the form diffusion of
innovation (i.e. containing the stopword of in all of its occurrences). However, if the normalized
phrase had at least one single occurrence as innovation diffusion, then the normalized form was not
discarded and became a keyphrase candidate.
With the help of this filtering process, normalized n-grams that were unlikely to act as keyphrases
could be excluded from the set of candidate phrases, as it happened with the classification instance
basi method, being the normalized form of the n-gram basis of the method.
Incorporating WordNet knowledge
Experiments were also carried out using WordNet [39] in order to provide an alternative way to
normalize phrases. In this setting, the normalized form of a single token was determined by first
searching for all its synsets (in the case of verbs, these were those noun synsets that were derived from
38 CHAPTER 4. KEYPHRASE EXTRACTION FROM SCIENTIFIC DOCUMENTS
Filtering
Stopword WordNet Instances Positive instances Negative instances
false false 404,967 2,017 402,950
false true 398,272 2,166 396,106
true false 223,614 1,949 221,665
true true 217,956 2,095 215,861
Table 4.1: The effects of filtering steps on the number of positive and negative training samples on
the SemEval dataset [55]
the synsets of the verbal word forms). Next, instead of Porter-stemming the lemma of an original
token, its most frequent word form was stemmed. The most frequent word forms were determined
based on the estimated frequencies of WordNet for all the word forms among the synsets belonging
to the original token (or their noun derivative synsets in the case of verbs). In this way, two word
forms that originally would have been stemmed differently, such as optimize and optimum, could be
stemmed to the same root forms. Another advantage of this procedure is that it is able to handle
semantic similarity to some extent due to the fact that a word form is treated as if it were the most
frequent word form among its synsets (e.g. the word form task is treated as if it were the word form
job).
The effects of the previously mentioned filtering steps on the number of positive and negative
training samples are summarized in Table 4.1. As we can be seen, the number of training instances
nearly halved, without effectively modifying the number of positive training instances (in fact, when
utilizing WordNet their number can also increase, due to its phrase normalization capabilities).
This suggests that the proposed filtering technique is able to almost exhaustively rule out only those
keyphrase candidates that were originally negative examples for being keyphrases.
4.2.3 Feature representation
To provide a baseline for our solution, we implemented the basic feature set of KEA [119] as it is
one of the most cited publicly available tools for supervised keyphrase extraction. We did not use
the KEA framework itself, as we employed a different strategy for generating keyphrase candidates,
but rather reimplemented its basic features in our system. These features are the tf-idf score and
relative first occurrence (i.e. the quotient of the first token position of a certain keyphrase candidate
and the number of tokens in the document which contains it).
Our baseline solution also incorporated the use of standard deviation (expressed in the start
token positions) of keyphrase candidates, which is also an optional feature in the KEA framework.
This feature takes on smaller values if a keyphrase candidate is mentioned only at some specific
section of a document and takes higher values when a keyphrase candidate is mentioned repeatedly
at various points of a document. Phrases that are more important and might serve as a keyphrase
tend to be used repeatedly, e.g. in the introduction and the conclusion parts as well.
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Normalized candidate Wikipedia article Example Wikipedia category
result Results
1989 albums
Pet Shop Boys albums
Epic Records albums
distribut hash table Distributed hash table Distributed data-storageFile sharing
Table 4.2: Example categories the Wikipedia articles assigned to normalized candidate phrases
belong to
Wikipedia-derived features
Wikipedia arguably provides a deep insight into human knowledge, which suggests that it could be
used in the determination of keyphrases of scientific documents.
Utilizing Wikipedia categories One set of features was designed to make use of the taxonomy-
forming category hierarchy of Wikipedia, indicating which articles belong to which (sub)categories.
Candidate phrases were described by binary features indicating which categories the Wikipedia
articles having the same normalized article title belong to. In the case a candidate phrase could not
be aligned to any of the Wikipedia articles, none of the Wikipedia category structure-based features
activated for that particular instance. Otherwise, those features fired that corresponded to the
normalized nominal parts of the Wikipedia categories their aligned Wikipedia articles belonged to.
The normalization of the Wikipedia category names was the same as that of keyphrase candidates
(see Section 4.2.1). This way, approximately 10,000 new features were introduced. Note that when
the normalization of the category names was not performed, three times as many features were
introduced which could cause data sparsity issues for the model. Table 4.2 contains examples of
features that were induced based on the category hierarchy of Wikipedia for two candidate phrases;
the first one being more likely to act as a keyphrase than the other one.
Utilizing multiword expressions (MWEs) from Wikipedia Multiword expressions are lexi-
cal items that can be decomposed into single words and display idiosyncratic features [97], in other
words, they are lexical items that contain spaces.
The fact that multiword expressions often turn out to be keyphrases implies that knowing which
phrases are MWEs in a given text can be exploited in the determination of keyphrases. However,
we should add that the two tasks (i.e. finding the MWEs and the keyphrases of documents) should
be treated differently, since not all multiword expressions necessarily behave as keyphrases in every
context (e.g. although the phrase research group is definitely an MWE, when it is present only in
the affiliations part of a scientific paper, it should not normally be selected as a keyphrase).
To be able to decide which phrases might function as MWEs, a wide list of possible MWEs
were collected from Wikipedia (using its 07-01-2011 dump): all the formatted (i.e. bold or italic)
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and anchor texts of links from Wikipedia that was at least two tokens in length, starting with low-
ercase letters and contained only English characters or some punctuation, were collected. Having
constructed that extensive list consisting of approximately 680,000 entries, an alignment of its ele-
ments and the corpus was carried out (taking into account linguistic alternations as well), treating
those n-grams as genuine MWEs that started and ended with tokens of either a noun or adjective
POS-tag and had no other (possibly zero) tokens in between them that were tagged as either a noun,
adjective, preposition or possessive ending.
When deciding on the MWE-related features of a keyphrase candidate, we decided whether it
• was annotated by the automatic process (based on the MWE list extracted from Wikipedia
and the POS-sequence of a candidate phrase, e.g. maximal social welfare ratio) as complete
MWE,
• could be assembled from two MWEs of the list (e.g. resource allocation problems, where resource
allocation and allocation problems were on the list separately, but not as one phrase),
• could be a superstring of at least one MWE (e.g. general analysis remains, due to the presence
of general analysis on the list of MWEs).
Linguistic and orthographic features
As some POS-patterns are more characteristic of keyphrases, the authors of [50, 88] also proposed
to derive features from the POS-tags of keyphrase candidates. Features generated by the POS-tags
belonging to the tokens of different orthographic occurrences of a normalized phrase were applied
in our study as well. Entire POS-tag sequences seem to be more informative compared to the
simple indication of the presence of POS-tags in an n-gram, but it is also true that taking all the
combinations of POS-sequences as a separate feature might invoke data sparsity issues.
To overcome this problem, we decided to add positional information to the POS-features derived
from the individual tokens an n-gram consisted of. Features of POS-tags that were assigned to a
token being itself a 1-token long keyphrase candidate, at the beginning, at the end and inside an
n-gram, got a prefix of S-, B-, E- and I-, respectively. For instance, the phrase dynamic/JJ seman-
tics/NN induces the features B-JJ, E-NN to fire, whereas the 1-token-long phrase semantics/NN
induces the feature S-NN to do so. This way, POS-features were expected to contain probably less
information, but to behave better with respect to dimensionality. In order to see the differences be-
tween the two approaches, both sequential and non-sequential POS-tagging feature representations
were implemented and evaluated within the framework.
A set of binary features was implemented that was related to the orthography and semantics of
keyphrase candidates, as Named Entities usually both have special orthographic characteristics and
special semantic roles in their content. The position of NEs within candidate phrases was reflected
in these features in a similar way as it was achieved for POS-tags: separate features were created to
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indicate whether an n-gram contained a certain type of NE-class located at the beginning (B), inside
(I ) or at the end (E ) of a keyphrase candidate. A special symbol for single token (S ) keyphrases
candidates was also reserved. For instance, the phrase Nash had the feature S-PER set to true,
while Nash equilibrium had the feature B-PER set as true (and S-PER as false, naturally).
Keyphrases often have other special orthographic characteristics, e.g. it is the case with UDDI
(being an acronym of the technical term Universal Description Discovery and Integration). Owing
to the fact that not just the normalized, but the original forms of the candidate phrases were also
stored in our representation, it was possible to construct two features for this. The first feature was
responsible for character runs (i.e. more than 2 of the same consecutive characters), and another
is responsible for strange capitalization (i.e. the presence of uppercase characters besides the initial
one). The I-, O-, B-, S- prefixes were applied here as well, just like that for the Named Entity and
POS features. Together with the NE-related features, these features formed those which are referred
here to as Orthography features.
4.3 Experiments and discussion
In order to conduct experiments, we used two benchmark datasets to evaluate the quality of the
keyphrases extracted from scientific documents. In the following, we will elaborate on these datasets,
then we will present our experimental results achieved using them.
4.3.1 Datasets
During our experiments we used the dataset of the SemEval shared task on keyphrase extraction
[55] and the Inspec dataset [50]. Here, we will introduce these datasets briefly.
SemEval shared task dataset
The primary dataset we used to test the effectiveness of our approach was the dataset of the SemEval-
2 shared task on keyphrase extraction [55]. This dataset is a subset of the ACM Digital Library and
consists of 244 scientific papers of length ranging from 6 to 8 pages taken from four different research
areas (i.e. Distributed Systems, Information Search and Retrieval, Distributed Artificial Intelligence
– Multiagent Systems, Social and Behavioral Sciences – Economics).
The set of documents was split into a training set of 144 documents and a test set of 100
documents by the organizers of the shared task. Sets of gold standard keyphrases assigned by both
the readers and the authors of the publications in the dataset were included, which permitted the
use of supervised learning. As the primary ranking criterion in the shared task was based on the
evaluation against the reader-assigned keyphrases, we treated those phrases as the gold standard set
of keyphrases during the training phase of our models. Other evaluations when the keyphrases were
identified as the union of the author and reader-assigned phrases of the documents were also carried
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out. We shall refer to the latter type of gold standard annotation as the combined one. We should
also add that there was often a substantial overlap between author and reader-assigned keyphrases.
Inspec dataset
The other keyphrase extraction dataset we used for the evaluation of our approach is a subset of
the Inspec database. It was originally created for the experiments described in [50] and it consists
of 2,000 scientific abstracts with both controlled and uncontrolled sets of keyphrases identified by
professional indexers. The elements of the controlled set of keyphrases are required to be present in
a thesaurus of index terms, whereas uncontrolled keyphrases were terms freely assigned to articles
by the indexers. The document collection was split into a training set of 1,000 abstracts and
the development and test set each consisted of 500 abstracts. As we wanted to see the general
applicability of our proposed model – which was primarily intended to perform well on the SemEval
dataset – we simply discarded the development set and trained a model with the same settings as
we did for the SemEval dataset. Following the evaluation strategy most often employed in previous
studies including [50, 65, 66, 80], we also used the uncontrolled keyphrases for evaluation purposes
(as only 18% of the controlled keyphrases were present in the abstracts, as opposed to more than
76% for the uncontrolled terms).
As Hasan and Ng [46] also pointed it out, different authors using the Inspec dataset calculated
the recall of their systems differently, which makes the direct comparison of their performance scores
problematic. The permissive evaluation – employed in [50, 65] for instance – requires only those
gold standard phrases to be predicted by a system to achieve a perfect recall that can be found
within the abstracts. A more restrictive evaluation, employed in [46, 80] for instance, does not take
into consideration whether the gold standard keyphrases can be found in the abstracts; when a gold
standard keyphrase is not returned by a system, it is counted as a false negative decision in all
circumstances. In most cases, it is clear what kind of evaluations the authors of previous studies
employed, as they either stated it explicitly, or it could be inferred from their results. There are
some unfortunate cases, however, where it is not entirely clear which criterion the authors chose to
report their results.
For the above-mentioned reasons, we regard our results based on the official evaluation script
and relying on the standard benchmark dataset of the SemEval shared task more suitable for the
comparison of the performances of different approaches. The other reason why we regard performing
comparisons on the SemEval dataset more favorable is that it contains full documents as opposed to
the Inspec dataset, which consists of scientific abstracts. This can be important, as several previous
studies suggested [19, 46, 66] that systems performing well on the extraction of keyphrases from
short documents often suffer from a substantial loss in performance when they need to extract key-
phrases from long documents. Nevertheless, results on the Inspec dataset might provide interesting
additional insights into the performance of our framework.
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Method P@5 R@5 F@5 P@10 R@10 F@10 P@15 R@15 F@15
Baseline (BL) 14.8 6.2 8.7 10.0 8.3 9.1 8.2 10.2 9.1
BL+MWE 18.0 7.5 10.6 14.3 11.9 13.0 10.9 13.5 12.1
BL+WikiCategory 23.2 9.6 13.6 18.5 15.4 16.8 15.7 19.6 17.5
BL+Orthography 28.0 11.6 16.4 21.3 17.7 19.3 16.9 21.1 18.8
BL+POS 26.6 11.1 15.6 22.7 18.9 20.6 18.8 23.4 20.9
Table 4.3: Results obtained by adding one extra feature to our baseline feature set at a time,
evaluated against reader-assigned keyphrases of the SemEval dataset
Method P@5 R@5 F@5 P@10 R@10 F@10 P@15 R@15 F@15
Baseline (BL) 19.2 6.6 9.8 13.4 9.1 10.9 10.9 11.1 11.0
BL+MWE 23.4 8.0 11.9 17.7 12.1 14.4 13.4 13.7 13.6
BL+WikiCategory 31.4 10.7 16.0 24.4 16.6 19.8 20.4 20.9 20.6
BL+Orthography 35.6 12.1 18.1 26.5 18.1 21.5 21.3 21.8 21.6
BL+POS 33.2 11.3 16.9 27.8 19.0 22.5 23.1 23.6 23.3
Table 4.4: Results obtained by adding one extra feature to our baseline feature set at a time,
evaluated against combined keyphrases of the SemEval dataset
We should also add that although the appropriateness of both the permissive and the restrictive
evaluations can be argued, we consider the latter kind of evaluation to be more appropriate, as
this way only those systems that return all the keyphrases determined by a professional indexer
(irrespective of whether the gold standard keyphrases are present in the documents) can be awarded
with a perfect recall score. For this reason, we report our results using the restrictive evaluation
schema and we also explicitly indicate in Table 4.8 the kind of evaluation that was employed by the
authors of other papers.
4.3.2 Evaluation
Next, we detail the results obtained by our models on the two datesets introduced previously.
Unless stated otherwise, results will be reported in the form of precision, recall and F-score values
(abbreviated as P, R and F, respectively), as introduced in Section 1.1.3.
Evaluation on the SemEval dataset
We built our baseline model based on the feature set of KEA and added one feature at a time to
learn their contribution to the overall performance. The effects of extending the baseline feature set
with features described in Section 4.2.3 are illustrated in Table 4.3 and 4.4 for the evaluation on the
SemEval dataset against the reader-assigned and combined gold standard keyphrases, respectively.
Our models that used one additional kind of feature consistently beat all of the baseline performance
scores with a large margin for all the evaluation scenarios. Nevertheless all of the proposed features
proved their usefulness, it was important to see their joint effect on the overall performance.
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Method P@5 R@5 F@5 P@10 R@10 F@10 P@15 R@15 F@15
Merged 31.6 13.1 18.5 24.5 20.4 22.2 19.5 24.3 21.6
MergedBIES 31.2 13.0 18.3 23.9 19.9 21.7 19.9 24.8 22.0
MergedBIES+CF 32.4 13.5 19.0 23.8 19.8 21.6 20.0 24.9 22.2
Table 4.5: Effect of the use of the non-sequential features and candidate selection against the reader-
assigned gold annotation on the SemEval dataset
Method P@5 R@5 F@5 P@10 R@10 F@10 P@15 R@15 F@15
Merged 39.0 13.3 19.8 30.4 20.7 24.7 24.4 25.0 24.7
MergedBIES 39.2 13.4 19.9 30.2 20.6 24.5 24.9 25.4 25.2
MergedBIES+CF 40.6 13.9 20.7 30.2 20.6 24.5 24.9 25.4 25.2
Table 4.6: Effect of the use of the non-sequential features and candidate selection against the com-
bined gold annotation on the SemEval dataset
The results of our classifier can be seen in the first lines of Table 4.5 and 4.6 when combining all
the features into a single model and evaluating it on the SemEval dataset against reader-assigned
and combined gold standard keyphrases, respectively. In these tables Merged refers to the fact that
these models merged all the previously described features into a single model. Examining these
results, we can see that the gains of the different views of the candidates were able to add up and
produce an even better performance.
Merging all the feature templates resulted in a feature set that consisted of more than 30,000
elements. One of the reasons for this was the use of entire POS and named entity tag sequences
as features and the other was the usage of the Wikipedia categories. Feature counts on that (and
even much bigger) scales are not irregular in natural language processing tasks, but if we add that
we had positive training instances on the scale of 2,000, the need for a reduction in the number of
features can be argued.
In order to empirically test our hypothesis on data sparsity when using a rich feature set, we
replaced features which encoded entire sequences of tags by a series of per token position-label pairs,
as described in Section 4.2.3. The second rows (marked with the BIES subscript) in Table 4.5
and 4.6 list the results obtained when non-sequential tag features were applied instead of sequential
ones. Using non-sequential features not only reduced the dimensionality of the feature space, but
it also slightly improved the quality of the keyphrases which were returned as the best 15 phrases.
As the main ranking criterion of the systems participating at the shared task was based on the
performance of their top-15-ranked keyphrases, this kind of feature representation was employed in
our subsequent experiments.
Next, the effects of the candidate filtering (CF for short), as described in Section 4.2.2, were
examined. Candidate filtering lessened the effect of the overly dominant nature of the non-proper
training instances. As a result of applying the proposed techniques, over 45% of the training instances
were discarded (see Table 4.1), but the quality of the keyphrases extracted remained at the same
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Reader Combined Author
Method @5 @10 @15 @5 @10 @15 @5 @10 @15
HUMB 17.8 22.5 23.5 19.8 26.0 27.5 23.9 22.2 19.3
MergedBIES+CF 19.0 21.6 22.2 20.7 24.5 25.2 23.9 20.0 16.6
WINGNUS 18.0 21.4 22.0 20.5 24.7 25.2 21.0 18.2 14.8
Maui 14.7 16.4 16.1 17.8 20.4 20.6 23.0 19.8 16.2
Table 4.7: F-scores achieved on the SemEval dataset by our final model and top-ranked shared task
participants
level or even increased,as can be seen in the third rows of Table 4.5 and 4.6.
As regards comparative results with the performance of other shared task participants, our system
performed as well as any of them when evaluated for the top-5 keyphrases, and it was only the system
HUMB [67] – which used extra training data besides the corpus provided by the organizers – that
achieved better performance scores against all the three (i.e. reader, combined and author) gold
standard sets for the top-10 keyphrases (see Table 4.7). Our system ranked second – again behind
HUMB – for evaluations against the top-15 keyphrases. The paper describing HUMB reports that
their combined test set performance evaluated for the top-15 keyphrases improved by 7.4% due to
the additional training data they used.
Looking at the results of WINGNUS and Maui systems, it is interesting to note that WINGNUS
tends to perform better on evaluations against the reader-assigned keyphrases, while its relative
performance degrades severely on evaluations against author keyphrases and the opposite holds for
Maui. The performance of our system, however, seems to exhibit a more robust performance over
different evaluation settings.
The official ranking of the shared task was based on the top-15-ranked keyphrases. However,
as both the median and the mode of the number of gold standard keyphrases on the test set were
below 15 – i.e. they were 11 and 3 for reader and author-assigned keyphrases, respectively – we think
that evaluations performed at some lower threshold are more relevant when judging the utility of
keyphrase extraction systems on this dataset.
The following example demonstrates the strictness of the evaluation applied in the shared task
for one of the test set documents – entitled Trading Networks with Price-Setting Agents – as the
official scorer returned a document-level F-score of value 0 for the predicted set of Porter-stemmed
keyphrases, being trader, nash equilibrium, game theori, price, network format, buyer, seller, market
microstructur, agent, trade, posit profit, price-set agent, bid, mechan design, subgam perfect nash
equilibrium.
For the above document, the expected set of combined (i.e. reader or author) Porter-stemmed
phrases were: algorithm game theori, market, trade network, interact of buyer and seller, initi endow
of monei, bid price, perfect competit, benefit, maximum and minimum amount, econom and financ,
strateg behavior of trader, complementari slack, monopoli, trade network.
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Method Evaluation P R F
Hulth [50] permissive 0.252 0.517 0.339
MergedBIES+CF restrictive 0.281 0.430 0.340
TextRank [80] restrictive 0.312 0.431 0.362
KeyCluster [65] permissive 0.350 0.660 0.457
Table 4.8: Results for previously published systems and our model on the Inspec dataset
Inspecting the title or the set of gold standard phrases of the document, the predicted keyphrases
– in contrast to the document-level F-score they account for – are arguably not entirely useless.
Missed phrases in the gold standard set were often super-phrases of some predicted phrase or
vice versa, e.g. algorithm game theori and game theori or market and market microstructure. There
were also phrases in the gold standard set, the meaning of which could be composed from distinct
elements of the predicted set, such as bid price versus bid and price.
Evaluation on the Inspec dataset
The results achieved by our method on the Inspec dataset along with the performance scores of
previously published approaches on the same dataset can be found in Table 4.8 and 4.9. Table 4.8
also explicitly states what kind of calculation (i.e. permissive or restrictive) was employed in the
previous studies during the calculation of their recall scores. It can be seen that our approach
performs competitively with previously published results on that dataset. We should add that
approaches on the Inspec dataset tend to achieve high results more easily, as abstracts are typically
short, which results in a larger proportion of the candidate terms being useful than those on the
scenario where keyphrases need to be extracted from complete documents. This assumption is in
accordance with the observations of others, e.g. [19, 46]. Bougouin et al. [19] re-implemented the
TextRank algorithm and evaluated its performance on the SemEval dataset against the combined
set of author and reader-assigned keyphrases, which resulted in an F-score of 5.6. Out of the 19
participants of the shared task, 18 achieved better results than this.
Only the KeyCluster approach – based on the clustering of keyphrase candidates as described
in [65] – seems to be superior to all other existing frameworks on the Inspec dataset. We should
remark, however, that these results were obtained via the permissive calculation of the recall values.
Obviously, if the authors reported their evaluation in the more restrictive manner, their results
would be somewhat lower (yet better than other approaches, but with a much narrower margin) –
as also pointed out by Hasan and Ng [46]. Another concern for the KeyCluster algorithm is that its
authors reported their best performances, when they chose the number of clusters, m, as a function
of the keyphrase candidates, n, as either m = 23n or m =
4
5n when performing hierarchical clustering
and spectral clustering, respectively. This suggests that it might not be the clustering that is really
beneficial in that approach, but the candidate generation step preceding it, as the best results were
obtained when the number of clusters were not chosen to be considerably smaller compared to the
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Method P@5 R@5 F@5 Bpref MRR
Topical PageRank [66] 0.354 0.183 0.242 0.274 0.583
MergedBIES+CF 0.381 0.194 0.257 0.326 0.657
Table 4.9: Comparison of our results with those of the Topical PageRank approach on the Inspec
dataset
extracted number of candidate terms. Due to the shortness of the documents in the Inspec dataset,
i.e. 136.3 tokens per document on average as reported in [19], this approach could produce effective
results. However, the performance of this approach is likely to degrade severely if it was evaluated
on the SemEval dataset that consists of documents having an average length of 5179.6 tokens per
document, as also reported in [19].
Indeed, the authors of KeyCluster algorithm reported in their other study [66] that the clustering-
based method performed poorly on long articles (not originating from the SemEval dataset). In
their paper, they claimed that the Topical PageRank (TPR) algorithm was better at handling
longer documents as well. For this reason, we compared their results reported on the Inspec dataset
with the performance of our system. The effectiveness of the TPR algorithm was characterized
by two additional measures besides precision, recall and the F-score, namely the binary preference
measure [23] and the mean reciprocal rank [115]. These measures not only take into consideration
the proportion of the correctly determined keyphrases at some given threshold, but also account for
the quality of the ranking of keyphrases. The binary preference measure (Bpref) measure can be
calculated by the formula
Bpref =
1
R
∑
r
1− |n ranked higher than r|
R
,
for a document with R relevant keyphrases, r being a relevant keyphrase of the document and n is
a member of the first R nonrelevant keyphrases that were returned by a system. Mean-reciprocal
rank (MRR) evaluates the quality of the extracted keyphrases by looking at the positions of the
first correctly extracted keyphrases for each document in the test collection. MRR is calculated as
follows
MRR =
1
|D|
∑
d∈D
1
rankd
,
where D is the set of test documents and rankd denotes the rank of the first extracted keyphrase
that is also present in the set of gold standard keyphrases for document d ∈ D. Our results and
those of TPR can be found in Table 4.9, from which we can see that our approach consistently
outperformed the TPR algorithm on all the evaluation metrics.
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4.4 Related work
Here, we present the most common approaches used for keyphrase extraction and also give an
overview on previous attempts to exploit extra-document information in keyphrase extraction. Meth-
ods applied by top-ranked shared task participants will also be introduced here for purposes of
comparison.
Supervised and unsupervised solutions
GenEx [111] was one of the first systems to treat keyphrase extraction as a supervised learning task.
It was a combination of the Genitor genetic algorithm and the module Extractor for extracting the
keyphrases. Genitor was used in order to maximize the performance of Extractor by tuning the
weights of 12 features that described keyphrase candidates. Hulth [50] pointed out in her study how
incorporating linguistic knowledge could improve the performance of keyphrase extraction.
The statistics-driven approach in [109] used multiple language models to rank phrases based on
their pointwise Kullback-Leibler divergence. This approach favored those phrases that received high
probability values from a higher order in-domain (called the foreground) language model as opposed
to some unigram out-of-domain (called the background) language model, which criterion resulted
in that highly ranked phrases were of sufficient phraseness and informativeness. This approach
was intended to overcome the shortcomings of the binomial log-likelihood ratio test employed by
Dunning [34] in order to find frequent collocations in text. One possible drawback of such methods
is, however, that the quality of the collocations identified can vary greatly due to different choices
of the background language model.
Mihalcea and Tarau [80] introduced TextRank, which adapts the idea of the PageRank [90]
algorithm to the extraction of important keyphrases and sentences from documents. This approach
inspired many further studies, including [19, 66]. The authors of these papers introduced various
unsupervised methods that incorporated the simulation of random walks performed on the co-
occurrence graphs built from keyphrase candidates. The unsupervised framework presented in [65]
was also based on co-occurrences, but its authors chose a clustering approach rather than a random
walk-based one.
The Topical PageRank (TPR) approach [66] first determines a set of latent topics based on some
document collection, then handles documents as mixtures of those topics relying on Latent Dirich-
let Allocation (LDA) topic modeling [17]. Then the topic-aware rankings of candidate terms are
composed upon the determination of the keyphrases of a document with a certain topic distribution.
These approaches tend to perform well on the extraction of keyphrases from short passage texts
(e.g. from scientific abstracts), but, as reported in several previous studies [19, 46, 66], their perfor-
mance scores severely degrade when they are utilized for the extraction of keyphrases from longer
texts (e.g. full scientific papers). Our evaluation results presented in Section 4.3 suggest that our
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proposed solution has the advantage of performing more consistently and competitively than other
state-of-the-art systems, irrespective of the document length from which keyphrases are extracted.
Generation of keyphrase candidates
Existing systems can also be distinguished on the basis of the generation of keyphrase candidates.
One way of carrying out candidate phrase extraction is the completely uncontrolled way, which
means that essentially any successive tokens – except for those starting or ending with stopwords or
punctuation – are treated as potential keyphrases, as was done in KEA [119]. Different candidate
phrase generating strategies are summarized in the article by Kim and Kan [54], which covers both
aspects of candidate selection and feature engineering for the extraction of keyphrases from scientific
articles.
Other systems may require phrase candidates to satisfy certain requirements – e.g. to be part of
a noun phrase, as was the case in the study by Barker and Cornacchia [5]. You et al. [124] used
the so-called core word expansion algorithm, which first finds a set of core words and the final set
of candidate phrases are generated from these seed phrases. They claimed that their method might
reduce the candidate set by about 75%.
The KEA++ system [78], however, uses a controlled indexing strategy, meaning that candidate
phrases are retrieved with the help of a domain-dependent thesaurus. The use of a thesaurus can
be viewed as a way of incorporating extra-textual information into keyphrase extraction and its use
prevents many ill-formed phrases from being handled as keyphrases. Having its advantages, this kind
of approach may also exclude genuine keyphrases from the set of candidate terms and the availability
of a topic-dependent thesauri is not necessarily the case for arbitrary domains. Domain dependent
thesauri can be replaced by relying on Wikipedia instead, as was done in [118], but despite its wide
coverage, the possibility of the exclusion of proper keyphrases cannot be ruled out.
Handling semantic relatedness
One of the key issues that need to be addressed in keyphrase extraction is that of recognizing semantic
relatedness among terms. The classic approaches are based on an analysis of term-document co-
occurrence, involving e.g. Latent Semantic Indexing [61] or metrics derived from the path between
the concepts of some taxonomy, usually from the hypernym tree of Wordnets, as in [96]. The articles
of [24, 92] contain a detailed description of WordNet-related semantic relatedness measures. These
approaches, however, might suffer from the lack of desirable coverage of the taxonomies that they
employ.
Extra-textual information to augment the consistency of phrases extracted from documents was
used in the form of Web queries by Turney [113]. Some other articles like [69] incorporate citations-
derived information into their models to improve their results.
50 CHAPTER 4. KEYPHRASE EXTRACTION FROM SCIENTIFIC DOCUMENTS
Wikipedia was widely used earlier in tasks that attempted to determine semantic relatedness
among concepts, e.g. [41, 85, 102, 123]. Our proposed approach is related to these earlier studies
by the fact that we employ the category hierarchy of Wikipedia concepts as an external source of
information to enhance the quality of keyphrase extraction.
The approach applied in this thesis belongs to those supervised keyphrase extraction approaches,
which use various ways (without relying on any thesaurus) to control the set of keyphrase candidates.
Semantic knowledge was also incorporated into our system by relying on both Wikipedia and Word-
Net. We showed – by exploiting its category structure – that the semantic knowledge incorporated
in Wikipedia can be utilized without the need to build massive indices on all its textual contents.
Description of top-performing and related participant systems
As we also participated in the SemEval shared task, here we will introduce some of the participating
team’s approaches which were either top-performing or had some relatedness to our framework. A
complete description of the 19 participating systems can be found in the overview paper of the shared
task [56]. To the best of our knowledge, the results achieved by the best-performing shared task
participants still act as an upper-bound for the performance scores reported in more recent articles
which apply the same dataset and scoring strategy of the shared task, like [19, 121]. For this reason,
comparative results will be reported with respect systems that participated in the shared task.
The approach employed in Maui [79] arguably lies the closest to ours as it retrieves various
metrics from Wikipedia to use them as features describing the keyphraseness of candidate phrases.
One clear distinction between the two approaches is that while Maui uses all the textual contents of
Wikipedia (e.g. upon calculating the probability of finding some keyphrase candidate as an anchor
text), we only rely on its category hierarchy. The approach applied by Maui needs a massive index
of textual occurrences from a Wikipedia dump – something that our approach does not require, still
being able to outperform it.
Some of the top-ranked shared task participants, like HUMB [67] and WINGNUS [89] crawled
the original PDF articles and processed them – instead of relying on the plain text versions provided
by the organizers – which gave them the chance to examine the logical structure of documents more
precisely. Despite the fact that our approach did not enjoy such benefits, it performed competitively
with these systems and a possible line of future research might be to use a combination of semantical
and structural features derived from documents.
HUMB not only used Wikipedia as an external resource, but also GRISP [68] – being a large-
scale terminological database derived from multiple resources – as a mean for discriminating between
proper and improper keyphrases. Some of the Wikipedia-based features that were originally intro-
duced in Maui were employed in that work as well.
One of the key problems which have to be addressed in keyphrase extraction is that of recog-
nizing semantic relatedness between potential phrases and the documents in which they occur. The
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classic approaches for this are co-occurrence-based measures, e.g. Latent Semantic Indexing-based
approaches such as that of [61] and metrics derived from the path between the concepts of some
taxonomy, usually from the hypernym tree of Wordnets, like in [96].
Relatedness calculated from co-occurrences may be noisy, while the coverage of taxonomies is
generally low. To overcome these disadvantages, studies have suggested the usage of the semi-
structured Wikipedia as the source of semantic relatedness information. WikiRelate! [102] used the
redirect and disambiguation pages and the category hierarchy of Wikipedia.
4.5 Summary of thesis results
In this chapter, the author described his contributions to the task of keyphrase extraction from
scientific documents. Related to his publications [7, 8, 84], the author regards the following as his
main contributions to the research topic:
1. Extending the existing keyphrase candidate filtering techniques Novel ways of pre-
venting false positive keyphrase candidates from becoming classification instances were introduced
based on the utilization of WordNet and lexical patterns. By ruling out keyphrase candidates which
are unlikely to act as a keyphrases, the underrepresented nature of keyphrases during training can be
reduced. Being able to prevent certain phrases from becoming keyphrase candidates is also beneficial
when making predictions, as certain false positive keyphrase candidates can be guaranteed not to
be erroneously predicted as keyphrases.
2. Introducing condensed representations for sequential features An alternative way for
representing features encoding sequences of observations was proposed. The new features had the
advantage of being able to encode a similar amount of useful information that would otherwise have
been stored in sequential feature, but using a smaller number of them.
3. Utilizing of extra-textual information for representing keyphrase candidates Fea-
tures involving extra-textual information were derived from Wikipedia in multiple ways that do not
require all the enormously big textual content of Wikipedia to be indexed, as the proposed features
are purely derived from the links and other formatted textual parts of Wikipedia. Wikipedia was
used for the generation of MWE-related features and as a way of describing keyphrase candidates
by their semantic categories retrieved from the category structure of Wikipedia.
While Wikipedia-derived features gained significant improvements over baseline solutions, the
filtering of keyphrase candidates and the condensed representation of sequential features made it
possible to reduce the number of training instances and model features, thus avoiding problems
related to data sparsity and the curse of dimensionality.
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The effectiveness of the contributions to the task was shown on the dataset of the shared task
of SemEval-2, which aimed the extraction of keyphrases from scientific documents. The model
proposed in this thesis always outperforms or closely matches the results that have been previously
reported under various evaluation criteria on this dataset in other studies. SZTERGAK [8], being
the author’s predecessor framework actually, which participated in the SemEval-2 shared task [55],
was ranked 3rd out of 19 participating teams in the official evaluation campaign carried out by the
shared task organizers.
Chapter 5
Opinion Phrase Extraction
There has been a constant growth in the amount of user-generated on-line contents, including those
published on reviews sites like epinions.com. Monitoring these kinds of sources has became a valu-
able source of information for companies, which might help them to plan their marketing strategies.
Analyses of the utterances of users on blogs and review sites – where they usually express their
opinions about various issues – can clearly serve as the basis of marketing strategies, but their enor-
mous size calls for the need of automatic approaches. The goal of opinion mining is to identify users’
opinions towards some target entity, based on some textual data that they wrote. In this chapter, we
introduce a keyphrase extraction-based approach for the extraction of key argument phrases which
make the opinion holder feel negative or positive towards a particular product.
5.1 Motivation
There has been a growing interest in the NLP treatment of subjectivity and sentiment analysis,
see e.g. [3, 64, 91, 108], and the task of keyphrase extraction – as described in previous chapters
– has also received significant academic interest. Product reviews serve as perfect targets for the
combination of the above-mentioned research areas as the opinion phrases of product reviews can
be interpreted analogously to “regular” keyphrases of textual documents, i.e. they are those phrases
which play a decisive role within the document they are included. The fact that some review portals
allow users to leave a set of pro and con phrases – just like scientific or newswire publications are
often accompanied by sets of keyphrases – underlines the resemblance between opinion phrases and
scientific keyphrases. However, pros and cons given by reviewers are often inappropriate (e.g. “none”
for pros and “everything” for cons) or totally absent. These phrases are neither exclusive most of
the times, i.e. some important aspects are mentioned in the review that are not covered in the pros
and cons part of a review or vice versa. Owing to these phenomena, the automatic generation of
opinion phrases can be a useful way of analyzing product and service reviews.
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Despite the somewhat common nature of opinion phrases of reviews and keyphrases of scientific
articles, methods that work on the well-studied field of scientific keyphrase extraction are not nec-
essarily directly applicable successfully to the extraction of opinion phrases from product reviews.
On the one hand, although proper phrases have their decisive role in both types of genres, opinion
phrases are those that form the sentiments of the opinion holder, whereas in the case of scientific
keyphrases they should be such phrases that summarize well the content of a document. Note the
difference between opinion phrases and those which summarize well the contents of a document,
i.e. one can frequently use such phrases in a review that does not have much importance in the
opinion-forming aspect, whereas in the case of scientific documents frequently used phrases tend
more to be proper keyphrases. For these reasons, when designing our model, we paid special at-
tention on incorporating such features, bridging the gap which arise from the domain differences of
scientific literature and product reviewing.
5.2 Keyphrase Extraction Framework
The basic principles of the framework employed in this chapter resembles those described in Chap-
ter 4, which means that in order to extract opinion phrases from reviews, we used supervised machine
learning techniques. Candidate terms were similarly extracted from the reviews and those present
in the gold standard set of pros and cons were treated as positive examples during the training and
evaluation phases. Maximum Entropy classifiers were trained with different feature sets and the
keyphrase candidates with the highest a posteriori probabilities were selected as keyphrases for the
product reviews in the test collection.
5.2.1 Generation of keyphrase candidates
As also mentioned in Chapter 4, filtering of the candidate phrases retrieved from documents can be a
useful preprocessing step in keyphrase extraction. This may be beneficial as the number of n-grams
that might be extracted and that of genuine keyphrases out of them is often highly imbalanced in
documents.
Most of the criteria for treating a successive n-gram as a potential keyphrase were the same
as those described earlier in Section 4.2.1, i.e. the length and the extent to which stopwords were
included among the occurrences of a normalized keyphrase candidate were taken into account. The
only filtering criterion not employed here, which was discussed in Section 4.2.1 imposed restrictions
based on the within-document position of candidate phrases, i.e. keyphrase candidates only being
present among the references of a publication were discarded. The reason for not applying any
similar restriction when keyphrase candidates were extracted from product reviews is due to the fact
that the structure of product reviews is more flexible compared to that of scientific publications,
resulting in the fact that sensible restrictions that hold generally enough for the within-document
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positions of opinion phrase candidates cannot be drawn easily.
As a consequence, normalization of the candidate phrases was performed, which was intended to
bring orthographically different, yet semantically equivalent occurrences to some common form. The
normalization of the candidate phrases was carried out in an analogous way as it was described in
Section 4.2.2, which included the lowercasing, Porter-stemming of the lemmas of the constituents of
a candidate phrase, followed by the alphabetical reordering of the remaining tokens and the omission
of stopwords. With this kind of representation it was then possible to handle two phrases, such as
‘screen is tiny ’ and ‘TINY screen’ in the same way.
Experiments involving the extra normalization step, based on the utilization of WordNet – in the
very same manner as introduced in Section 4.2.2 – was employed during the extraction of opinion
phrases as well. This made it possible to handle two originally differently stemmed word forms, such
as decide and decision to be handled by the same normalized form.
Next, candidate terms were handled at the review level instead of the occurrence level. This
meant that the normalized forms of keyphrase candidates were classified based on their overall
behavior over a review, instead of classifying their individual occurrences within the review.
5.2.2 Feature representation
Our feature set was constructed to represent review-level keyphrase candidates. The feature space
incorporates features calculated on the basis of the normalized phrases themselves, but more impor-
tantly, owing to the mapping between the normalized phrase forms and their original occurrences,
it was possible to add new contextual orthographic and syntactic features as well.
Next, we will describe the features applied for characterizing opinion phrase candidates. For the
sake of completeness, the full set of features – some elements of which overlap with those introduced
in Section 4.2.3 – will be described here.
The features also presented in Section 4.2.3 are briefly introduced and illustrated by some domain-
specific examples. More importantly, we shall focus on those task-specific features (such as those
which rely on SentiWordNet) that were specially designed for the novel task of opinion phrase
extraction. To make the non-redundant features clearly distinguishable from those being introduced
earlier, those features that were uniquely applied for the task of opinion phrase extraction are marked
by asterisks.
Standard Features
Since we assumed that the underlying principles of extracting opinionated phrases were analogous
to that of extracting standard (mostly scientific) keyphrases, features of the standard setting were
applied in this task as well. The most common ones, introduced by KEA [119] are the Tf-idf value
and the relative position of the first occurrence of a candidate phrase within a document. Phrase
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length is also a common feature, which was defined here as the number of non-stopword tokens an
opinion phrase candidate consisted of.
Linguistic and orthographic features
POS tags-derived features Since certain POS-tags tend to be more frequent than others for
genuine keyphrases, features generated by POS-tags belonging to the occurrences of a normalized
phrase were applied. To overcome the issue of introducing a new feature for every possible POS-
tag sequence, the solution proposed earlier in Section 4.2.3 was employed here as well, i.e. the S-,
B-, E- and I- prefixes were used to indicate the within-phrase position of POS-tags. For instance,
the phrase cheap/JJ phone/NN made the features B-JJ and E-NN to fire, however, the one-token
phrase cheap/JJ resulted in the activation of the single feature S-JJ.
Orthography-related features Opinionated phrases often behave specially from an orthographic
perspective, e.g. in the case of so slooow or CHEAP. Owing to the fact that the running text forms
of the normalized phrase candidates were stored in our representation, it was possible to construct
features for these phenomena. One of them is responsible for character runs* (i.e. more than 2 of
the same consecutive characters), and another is responsible for strange capitalization (i.e. the
presence of uppercase characters besides the initial one). The identification of Named Entities
(NEs) is closely related to the orthographic behavior of the tokens, which was also taken into
consideration during the feature representation. Features indicated the presence of an NE (with its
standard 4-way CoNLL-style category – i.e. person, location, organization or miscellaneous – as well)
for opinion phrase candidates. The S-,B-,E-,I- within-phrase locational clues were incorporated into
these features as well.
Character suffices* Features generated from the character suffixes of the individual tokens of
the occurrences of a normalized keyphrase candidate were also employed. Character suffix features
also incorporated positional information, similar to POS features. The suffixes themselves came
from the last 2 and 3 characters of the tokens constructing an n-gram. For instance, the features
induced by (and thus assigned with true value) for the phrase cheap phone are {B-eap, B-ap, E-one,
E-ne}.
Syntax-dependent features* We introduced features that exploited the syntactic context of a
candidate with parse trees. For an n-gram with respect to all the sentences it was contained in
a given document, this feature stored the average and the minimum depths of those NP-rooted
trees that contained the whole n-gram as its yield. These features are intended to express the “noun
phraseness” of the phrase.
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World knowledge-based features
Features relying on the external resources of Wikipedia and SentiWordNet were also exploited by
our model, which proved to be useful as world knowledge could be incorporated by relying on them.
Wikipedia-based features Wikipedia was used to incorporate semantic features from its cate-
gory hierarchy in a similar way as it was introduced in Section 4.2.3. In the case of a candidate
phrase, all the nominal parts of the normalized titles of Wikipedia categories for its related Wi-
kipedia articles were added as separate binary features to the feature space. The normalization of
the Wikipedia category names was performed in the same way as that of keyphrase candidates. For
instance, given the candidate phrase ‘service quality ’ the feature wiki_control_qual was set to true
as the Wikipedia article entitled Service quality was assigned to the Wikipedia category, named
Quality control.
Multiword expressions Features related to the presence of multiword expressions for the
opinion phrase candidates were employed in a similar way to that described in Section 4.2.3.
To demonstrate the added value of MWEs in the task of opinion phrase extraction, binary
features were introduced here as well to indicate whether a certain n-gram (1) was an MWE in its
full length, (2) could be built up from more MWEs, or just simply (3) was the superstring of at
least one MWE from the list. Example candidates for these categories include phrases ease of use,
mobile internet access (which can be assembled from phrases mobile internet and internet access)
and send text messages (due to the presence of text message on our list of expressions).
SentiWordNet-based features* A more sophisticated surface-based feature used external in-
formation as well on the individual tokens of a phrase. It relied on the sentiment scores of
SentiWordNet [2], a publicly available database that contains a subset of the synsets of the Prince-
ton WordNet with positivity, negativity and neutrality scores assigned to each one, depending on the
use of its sentiment orientation (which can be regarded as the probability of a phrase belonging to
a synset being mentioned in a positive, negative or neutral context). These scores were utilized for
the calculation of the sentiment orientations of each token of a keyphrase candidate. Surface-based
features calculated on the basis of SentiWordNet measured the maximal positivity and negativity
and subjectivity scores of the individual tokens and the total sum over all the tokens of a keyphrase
candidate.
Sentence-based features were also defined based on SentiWordNet as it was also used to check for
the presence of indicator terms within the sentences containing a candidate phrase. Those word
forms were gathered from SentiWordNet for which the sum of the average positivity and negativity
sentiments scores among all its synsets were above 0.5 (i.e. the ones that are more likely to have
some kind of polarity). Binary features were then assigned to a candidate phrase reflecting which
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polarity-indicating words did they co-occurred with.
SentiWordNet was also used to define features that describe keyphrase candidates from the
perspective of the whole document, not just their local context. A sentiment score was assigned to
each sentence – derived from the sentiment scores of the individual tokens comprising them. Then
the mean and the deviation of these per-sentence sentiment scores were calculated and assigned
to opinion phrase candidates. The mean of the sentiment scores yielded a general score on the
sentiment orientation of the sentences containing a candidate phrase, while higher values for
the deviation was intended to capture cases where a reviewer writes both factual (i.e. uses few
opinionated words) and non-factual (i.e. uses more emotional phrases and opinions) sentences about
a product.
Document and corpus-level features
Among document-level features, the standard deviation of the positions (normalized by the
document length) was computed. Higher values of the standard deviation in the position means
that the reviewer repeats some phrase at different points of the review, which might indicate that
this phrase is of greater importance for them.
As verbs are often decisive in expressing the sentiment polarity towards the noun phrases they
accompany (e.g. “I adore its fancy screen.” versus “I bought this phone one year ago.”), a set of
features was applied to assess indicator verbs*. Features were introduced for verbs co-occurring
with candidate expressions at least 100 times in the training corpus. For each verb-candidate phrase
pair, the minimum height of the constituency subtree, which had both the verb and the candidate
phrase in its yield (the verb preceding the candidate phrase) was determined. The feature value
assigned to features representing these verb-candidate phrase relations were simply taken as the
reciprocal of this syntactic distance. This way, the feature value was scaled between 0 and 1. (Note
that for those verbs which never co-occurred with some candidate phrase in any constituency tree,
the syntactic distance value was defined to be infinity, the limit value of the reciprocal of which is
0.)
Associating such a value with a candidate can be helpful, especially when we are trying to extract
opinion phrases from the same domain to the training corpus, since the same kind of products tend
to have similar and frequently used argument phrases to express sentiments.
5.3 Experiments and discussion
To see the effectiveness of the proposed features on different domains, datasets consisting of reviews of
mobile phones and movies were created. We used standard keyphrase extraction evaluation metrics
and baselines to evaluate our pros and cons extractor system.
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Mobiles Movies
Number of reviews 2009 1962
Average sentence/review 31.9 29.8
Average tokens/sentence 16.1 17.0
Average keyphrases/review 4.7 3.2
Average keyphrase candidates/review 130.38 135.89
Median of sentence number 20 20
Median of token number 14 15
Minimum sentences per review 6 5
Minimum tokens per sentence 1 1
Maximum sentences per review 319 372
Maximum tokens per sentence 199 127
Table 5.1: Statistics on the size of the corpora
5.3.1 Dataset
We crawled reviews from epinions.com on two different product domains, namely mobile phones
and movies. For both domains, 2,000 reviews were collected along with 50 and 75 reviews to measure
inter-annotator agreement. The dataset is available at http://rgai.inf.u-szeged.hu/proCon.
Due to the fact that reviewers are often non-native English speakers, this corpus is quite noisy
(similar to other user-generated contents) as run-on sentences and improper grammar are frequently
used. The list of pros and cons that reviewers assigned to their posts was also inconsistent in the sense
that some reviewers used full sentences to express their opinions in the pro and con section of their
review, which was used by others mostly to provide a list of few token-long phrases, which served as
a summary of their review (such as cheap price or clumsy buttons). Even if some user entered a list,
the segmentation of its elements was marked in various ways among reviews (e.g. comma, semicolon,
ampersand or the and token) and even differed sometimes within the very same review. There were
many general or uninformative pros and cons (like none or everything as a pro phrase) as well.
In order to have a consistent gold-standard annotation for training and evaluation, we refined
the pros and cons of the reviews in the corpora. An automatic segmentation method split the list of
pros and cons along the most frequent separator characters. This kind of segmentation of pro and
con lists into pro and con phrases was then checked by two human annotators, who made corrections
in 7.5% of the reviews. Then the human annotators also marked the general pros and cons (11.1%
of the pro and con phrases) and the reviews which were left without any meaningful keyphrase were
discarded.
Next, the filtered pros and cons were refined to be tag-like keyphrases. For instance, instead
of the clause “even I found the phones menus to be confusing”, we would like to have the phrase
“confusing phone menu”. Refinement was carried out both manually and semi-automatically, relying
on hand-crafted transformation rules. These hand-crafted rules relied on a grammatical analysis
(i.e. POS tags and parse trees) of the original pro and con text fragments, and proved to be domain
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Mobiles Movies
Annotator-Annotator 85.7 78.0
Annotator-Automated 59.3 48.6
Table 5.2: Inter-annotator agreements expressed as F-score
independent (i.e. the same transformations were applicable for the mobile phone and the movie
keyphrases). The manual refinement was carried out by two annotators and their inter-annotator
agreement was measured using 50 mobile phones reviews and 75 movie reviews. In the two datasets
41.5% and 53.7% of the segmented keyphrases were modified by the transformation rule-based and
the manual refinement procedures, respectively.
In order to investigate inter-annotator agreement, one of the annotator’s decisions were regarded
as correct and the F-score of the other annotator’s decisions was calculated for the reviews refined
by both of the annotators. As for the evaluation of the automatic phrase refinement procedure, we
followed the same strategy, except that there it was possible to perform the previous calculations
over the whole dataset (not just based on those overlapping reviews which were refined by both of
the annotators). Table 5.1 shows the basic statistics concerning the size of the resulting corpora
after the manual refinement steps and Table 5.2 lists the agreement rates on the refinement of the
phrases of author-entered pros and cons.
From the inter-annotator agreement results, it can be seen that the domain of movies was more
difficult for annotators as well. However, substantial agreement was reached among human annota-
tors and the automatic procedure.
5.3.2 Evaluation
We conducted several experiments to learn the effectiveness of the proposed model under various
circumstances. Firstly, we performed the standard automatic evaluation of the predicted sets of
keyphrases, based on strict string matching to the set of gold standard opinion phrases. Secondly, a
set of experiments was conducted involving human evaluation, as our error analysis suggested that
the automatic evaluation – not being able to handle semantic similarities in certain cases – might
severely underestimate the real usefulness of the predicted phrases. Next, experiments assuming
the lack of abundant amount of training data were conducted, in the from of performing domain
adaptation experiments.
Automatic evaluation
During our automatic evaluation a predicted keyphrase was only accepted as a true positive one if it
exactly matched the standardized form of one of the gold standard keyphrases. The results reported
here were obtained by performing 5-fold cross validation over the domains.
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Method P@5 R@5 F@5 P@10 R@10 F@10 P@15 R@15 F@15
KEA 1.7 1.8 1.8 1.4 3.0 1.9 1.4 4.5 2.1
Baseline (BL) 2.6 2.8 2.7 2.6 5.5 3.5 2.6 8.2 3.9
BaselineWN 2.7 2.9 2.8 2.7 5.8 3.7 2.7 8.7 4.1
Table 5.3: Baseline results using a strict evaluation on the domain of mobile phones
Method P@5 R@5 F@5 P@10 R@10 F@10 P@15 R@15 F@15
BLWN 2.7 2.9 2.8 2.7 5.8 3.7 2.7 8.7 4.1
BLWN+Indicator Verbs 3.1 3.4 3.3§ 2.9 6.2 3.9 2.8 9.1 4.3
BLWN+Length 3.2 3.4 3.3§ 3.1 6.6 4.2† 2.9 9.3 4.4
BLWN+MWE 4.7 5.0 4.9‡ 3.8 8.0 5.1‡ 3.4 10.8 5.1‡
BLWN+POS 4.6 4.9 4.7‡ 4.2 9.0 5.8‡ 3.9 12.6 6.0‡
BLWN+SentiWordNet 6.0 6.4 6.2‡ 4.9 10.4 6.7‡ 4.3 13.6 6.5‡
BLWN+Standard Dev. 3.9 4.2 4.1‡ 3.8 8.1 5.2‡ 3.5 11.2 5.3‡
BLWN+Orthography 3.2 3.4 3.3§ 3.1 6.7 4.3† 2.9 9.5 4.5
BLWN+Suffix 11.5 12.2 11.8‡ 8.6 18.2 11.7‡ 6.9 22.0 10.5‡
BLWN+Syntax 3.5 3.7 3.6‡ 3.0 6.4 4.1 2.8 9.1 4.3
BLWN+WikiCategory 11.9 12.7 12.3‡ 8.1 17.4 11.1‡ 6.3 20.1 9.6‡
Merged 14.8 15.7 15.3‡ 10.4 22.0 14.1‡ 8.0 25.4 12.2‡
Table 5.4: Results of the strict evaluation on the domain of mobile phones. Symbols §, † and ‡
indicate a significant improvement on the BLWN system at confidence levels of 0.1, 0.05 and 0.01,
respectively
As we treated the mining of pros and cons as a supervised keyphrase extraction task, we made
the KEA framework [119] our baseline system, as this is one of the most cited, publicly available
automatic keyphrase extraction systems. However, we should mention that because opinion candi-
dates were defined in a slightly different way by our system and KEA, the two architectures might
operate on different classification instances, for which reason alternative baselines were provided.
We defined a simple baseline solution, referred to as Baseline (BL for short) which followed the
exact same strategy for identifying candidate phrases as our system did, but used the standard
features of KEA. These features are the tf-idf scores and the relative first occurrences of keyphrase
candidates. This alternative baseline provided a mean for validating the usefulness of the proposed
approach for candidate phrase extraction, as it differed from KEA only in its strategy for defining
candidate phrases.
Another baseline system called BaselineWN (BLWN for short) was created to see the added value
of the WordNet-based candidate normalization, without incorporating any novel features into our
model. Thus, the only difference among the latter two baseline systems was that the previous
baseline did not apply the WordNet-based normalization of phrase candidates, whereas BaselineWN
did it so.
Comparing the performance scores in Table 5.3 and 5.5 validates the choices of both the alter-
native extraction of candidate phrases from documents (as opposed to KEA) and the employment
62 CHAPTER 5. OPINION PHRASE EXTRACTION
Method P@5 R@5 F@5 P@10 R@10 F@10 P@15 R@15 F@15
KEA 1.2 1.9 1.5 1.0 3.1 1.5 0.9 4.3 1.5
Baseline (BL) 1.6 2.5 2.0 1.5 4.9 2.3 1.6 7.4 2.6
BLWN 1.7 2.8 2.1 1.7 5.4 2.6 1.7 8.2 2.9
Table 5.5: Baseline results using a strict evaluation on the domain of movies
Method P@5 R@5 F@5 P@10 R@10 F@10 P@15 R@15 F@15
BLWN 1.7 2.8 2.1 1.7 5.4 2.6 1.7 8.2 2.9
BLWN+Indicator Verbs 2.4 3.7 2.9† 2.0 6.3 3.0§ 1.9 8.8 3.1
BLWN+Length 2.1 3.3 2.6 2.0 6.4 3.1§ 2.0 9.1 3.2§
BLWN+MWE 2.3 3.6 2.8† 2.0 6.3 3.1† 1.9 9.1 3.2§
BLWN+POS 2.9 4.6 3.6‡ 2.8 8.7 4.2‡ 2.5 11.7 4.1‡
BLWN+SentiWordNet 3.7 6.0 4.6‡ 3.1 9.8 4.7‡ 2.8 13.1 4.6‡
BLWN+Standard Dev. 2.9 4.6 3.6‡ 2.6 8.1 3.9‡ 2.5 11.6 4.1‡
BLWN+Orthography 3.0 4.7 3.7‡ 2.5 7.8 3.8‡ 2.3 10.9 3.8‡
BLWN+Suffix 6.8 10.7 8.3‡ 5.2 16.4 7.9‡ 4.3 20.1 7.1‡
BLWN+Syntax 2.3 3.6 2.8† 2.0 6.1 3.0§ 1.9 9.1 3.2§
BLWN+WikiCategory 8.8 13.9 10.8‡ 6.3 19.8 9.6‡ 4.8 22.5 7.9‡
Merged 10.0 15.8 12.2‡ 7.0 21.9 10.6‡ 5.3 24.6 8.7‡
Table 5.6: Results of the strict evaluation on the domain of movies. Symbols §, † and ‡ indicate a
significant improvement on the BLWN system at confidence levels of 0.1, 0.05 and 0.01, respectively
of WordNet during candidate phrase normalization. For this reason, all our models that we exper-
imented with subsequently were an extension of the baseline approach BaselineWN, i.e. the system
which uses both the candidate set filtering and the WordNet-based normalization steps.
Next, a set of experiments was carried out to see the added values of the individual features.
In order to do so, one feature was added at a time to our BaselineWN model. As we can see from
Table 5.4 and 5.6, all the features were highly effective in the sense that expanding the baseline
feature set by them improved our results. Moreover, as indicated in the tables, these improvements
were statistically significant in the majority of the cases.
The fact that the highest F-scores for keyphrases were achieved when the number of extracted
phrases was close to the average number of pro and con phrases per reviews (i.e. between 4.7 and
3.2 for mobiles and movies, respectively) suggests that our ordering of keyphrase candidates is quite
effective (as once we find the number of keyphrases a document has, performance cannot really
increase any more).
Human evaluation
Our error analysis revealed that false positive predictions were often near misses; that is, they
overlapped (e.g. ring tones versus included ring tones) or were synonymous (e.g. small keys versus
tiny keys) with some phrases in the gold standard keyphrases. The abundance of such cases suggested
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Author Annotator1 Annotator2 Annotator3
Author – 0.415 0.324 0.396
Annotator1 0.601 – 0.679 0.708
Annotator2 0.452 0.696 – 0.713
Annotator3 0.525 0.690 0.685 –
Table 5.7: Inter-annotator agreement among the author’s and annotators’ sets of opinion phrases.
Elements above and below the main diagonal refer to the agreement rates expressed in Dice coefficient
for pro and con phrases, respectively
that a fully automatic evaluation scheme – often applied for the evaluation of scientific keyphrase
extraction tasks – can severely underestimate the real usefulness of opinion phrase extraction models
(see Section 1.1.3).
As for an illustration, our framework – returning phrases including size, small, design, stylish, dis-
play, keyboard, battery feature, function, signal for a particular review, the gold standard annotation
phrases of which were accumulator, sensitivity, compact, sound, menu, language, lightweight –
was not able to capture any true positive phrases when automatic evaluation was applied. However,
the underlined phrases in the response set of our system can definitely be aligned to the bold phrases
of the gold-standard set, implying at partial credit to them.
In order to have more reliable performance scores, we decided to perform a human evaluation. We
selected a 25-element subset of reviews from our dataset (related to the mobile phone Nokia 6610).
Since we had the same findings as [20], i.e. that authors often omit several opinion forming aspects
from their pros and cons listings that they later include in their review, we decided to determine
alternative sets of pros and cons for these reviews.
Three linguists were hired to assign pro and con opinion phrases after reading the selected reviews.
In order not to be biased by the opinion phrases determined by the author of a review, the annotators
were only given the free-text part of the review, i.e. the original Pros and cons and Bottomline
sections were removed. In this way, three different pro and con annotations were produced for each
review. Besides the opinion phrases determined by the readers of the reviews, the pro and con phrases
written by the original author were also at hand. This kind of parallel availability of author-assigned
and reader-determined keyphrases was also present during the evaluation of scientific keyphrases,
making different evaluation criteria applicable.
The extent to which the sets of author-assigned and reader-defined pro and con phrases over-
lapped are reported in terms of Dice coefficients in Table 5.7. Based on the alternative sets of
opinion phrases, three different evaluation scenarios were performed to see the effectiveness of the
final combined model on the 25-review subset of the dataset.
Firstly, annotators compared the automatically extracted phrases with the union of the alterna-
tive sets of opinion phrases. Taking the union of sets obviously causes the cardinality of the set of
gold standard keyphrases to increase. With the bigger number of gold standard keywords, it is more
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Method P@5 R@5 F@5 P@10 R@10 F@10 P@15 R@15 F@15
∪ 72.8 20.6 32.1 66.8 33.5 44.7 63.5 46.9 53.9
∩ 46.4 27.8 34.8 41.6 44.9 43.2 37.1 56.7 44.8
Author 34.4 22.3 27.1 31.6 35.4 33.4 28.8 45.1 35.2
Table 5.8: Results of the human evaluation. ∪, ∩ and Author means when the automatic keyphra-
ses were matched against the union, intersection of the keyphrases of three independent annotators
and the keyphrases of the original author, respectively
probable that predicted keywords occur among them. At the same time, having a larger set of gold
standard tags might affect the recall in a negative way, as more gold standard keyphrases need to
be extracted.
Secondly, annotators compared the predicted phrases against the intersection of the alternative
sets of opinion phrases. This approach is naturally expected to behave in the opposite way – with
respect precision and recall – to the evaluation relying on the union of the alternative sets of opinion
phrases. This setting measures the extent to which the most important aspects, i.e. those that are
present in every alternative sets of keyphrases can be extracted from reviews.
Lastly, annotators had to decide on the correctness of the predicted opinion phrases by compar-
ing them with the original sets of pros and cons, written by the authors of the reviews. Performance
scores achieved when applying the above described three evaluation criteria are presented in Ta-
ble 5.8. These results confirm our assumptions on the precision and recall scores for the different
evaluation criteria and more importantly, the evaluation involving human inspection suggests that
the automatic evaluation indeed severely underestimated the real usefulness of the predicted opinion
phrases.
Opinion phrase extraction versus scientific keyphrase extraction
Comparing the task of extracting keyphrases from scientific publications – discussed in Chapter 4
– with that of product reviews, we can make two remarks. Firstly, the keyphrases of scientific
documents are more universal, i.e. once know that some expression, such as distributed computing,
is a good keyphrase for one scientific document, we can be more confident about it being a proper
keyphrase for other publications within the same domain. However, in the case of reviews, phrases
such as pink color can be easily mentioned in either opinionated and non-opinionated contexts.
Secondly, besides scientific keyphrases being more universal, they are more deterministic in the
sense that there are fewer ways to express good keyphrases, e.g. supposing simulated annealing is
a proper keyphrase for a scientific document, it is unlikely that an automatic system would extract
imitated annealing, whereas in the case of product review the gold standard keyphrases often differ
from their mention in the text (e.g. tiny keys and small buttons).
Besides these differences, another source of false positive test cases during our evaluations was
due to the incompleteness of the opinion aspects entered by the authors, i.e. not all the important
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aspects were necessarily listed among the pros and cons of a review, as described earlier. However,
it is also true that many of the author-entered pro and con phrases were not present within the
contents of a review: only 34,8% and 23,9% of the normalized forms of the gold standard keyphrases
could be matched to some part of the reviews they were assigned to, in the case of mobile phone and
the movie reviews, respectively. Owing to this fact, the best performance that could be imagined
was an F-score of 51.7 and 38.6 for the two domains. These theoretic F-scores could be achieved
by a system that returns all those phrases from the set of gold standard that can be found within
the review, but no false positives otherwise. Note that this kind of hypothetic behavior is highly
optimistic, as such a system would also need to be able to exactly predict the varying number of
opinion phrases to return from review to review (depending on the size of the subset of the gold
standard phrases that belongs to the review).
The above-mentioned examples and the performance scores shown in Table 5.4 and 5.6 – com-
pared to those in Table 4.7, which include the results of the best-performing systems on the shared
task on extracting keyphrases from scientific articles – suggest that opinion phrase extraction is
more difficult compared to scientific keyphrase extraction. This observation being true, we shall see
– from our other experiments involving human insight to the evaluation – that the quality of the
phrases extracted from product reviews is still of practical use.
Domain adaptation
Most of the standard keyphrase extraction systems use supervised learning techniques. As such
they assume the availability of an abundant amount of labeled training data originating from the
same target domain as test instances do. Since labeled data for arbitrary target domains are not
necessarily accessible, domain adaptation techniques (as described in Section 2.3.2) might be applied
in such cases.
Thus we conducted experiments in order to see the applicability of domain adaptation in the
opinion phrase extracting task. Classification instances were characterized by the same combined
feature set as that used in our previously described experiments. The feature space was then extended
based on the feature augmentation technique [29], which employs a simple transformation of the
original feature space in order to improve the classification performance of classifiers under domain
adaptation settings. The results of the domain adaptation experiments were obtained using cross
validation and they are present in Table 5.9 and 5.10, regarding the domains of mobile phones and
movies as target domains, respectively.
Rows marked as Target refer to the kind of evaluation where training instances originated from
the very same target domain as test documents did. This case is thus equivalent to the simple and
idealistic case where standard supervised methods are applied in the presence of abundant training
data samples from the target domain. Our previous experiments involved models that were trained
using this very assumption, so these results are essentially the same as those in Table 5.4 and 5.6
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Method P@5 R@5 F@5 P@10 R@10 F@10 P@15 R@15 F@15
Target 14.8 15.7 15.3 10.4 22.0 14.1 8.0 25.4 12.2
Source 3.5 3.7 3.6 3.6 7.7 4.9 3.6 11.4 5.4
Mixed 11.1 11.8 11.5 8.0 16.9 10.8 11.1 11.8 11.5
Mixed+DA 12.7 13.4 13.0 8.6 18.3 11.7 6.7 21.2 10.2
Table 5.9: Domain adaptation results where the domain of mobile phones is the target domain
Method P@5 R@5 F@5 P@10 R@10 F@10 P@15 R@15 F@15
Target 10.0 15.8 12.2 7.0 21.9 10.6 5.3 24.6 8.7
Source 3.2 5.0 3.9 2.7 8.5 4.1 2.4 11.2 3.9
Mixed 6.5 10.3 8.0 4.6 14.6 7.1 3.7 17.4 6.1
Mixed+DA 7.2 11.3 8.8 5.0 15.8 7.7 4.0 18.6 6.5
Table 5.10: Domain adaptation results where the domain of movies is the target domain
for the two domains.
We also evaluated the performance of those models which had access exclusively to source domain
documents over training, i.e. the Maximum Entropy classifier did not see any evidence from the
target domain during the training phase. These (pessimistic) evaluation settings, assuming the total
absence of target data for training, are present in the rows denoted by Source in Table 5.9 and 5.10.
This setting obviously violates the assumption employed by machine learning algorithms, i.e. that
training and test data samples originate from the same underlying probability distribution. As this
criterion is not met in this case, results are expected to severely decline compared to the performance
of models trained in a standard supervised fashion.
The results in rows Mixed refer to the evaluation when predictions were performed based on
models that were trained on 10% of the target domain and all of the source domain documents.
This means that the training instances were heavily biased towards the source domain as there were
approximately ten times as many source domain training instances available for tuning the model
parameters as target domain instances. During the evaluations denoted by Mixed+DA, the training
and testing sets were defined in the exact same manner as that for the Mixed experiments. The
only difference was that the former model used an augmented feature space, inspired by the results
presented in [29]. This kind of feature augmentation-based domain adaptation is briefly outlined in
Section 5.4.
As expected, the results of intra-domain evaluations (i.e. using the same domains during training
and testing) act as an upper bound for the performance of all the other results, when models were
trained on less target domain data. It is because of the differences in the underlying probability
densities of the source and target domains, which causes training data to become “contaminated”
when source domain instances are added to the small number of target training instances (see rows
Mixed in Table 5.9 and 5.10).
It is also unequivocal from the results of the rows Source of Table 5.9 and 5.10 that training
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a model just on one source domain (without any target domain instances) and evaluating it on a
different target domain will cause a severe drop in performance. Despite the serious decline in the
results with the latter settings, giving a small set of target domain documents (having a size of just
10% of the size of the source domain documents) yields much better results. Lastly, employing the
feature-augmentation technique results in comparable results to the setting when the training phase
had access to all the training instances (see rows marked as Target and Mixed+DA).
5.4 Related work
There have been many studies on opinion mining [64, 91, 108, 112]. Within the area of opinion
mining, our approach relates to previous studies on the extraction of reason for opinions in the
form of opinion phrases. Most of the previous papers treated the task of mining reasons from
product reviews as one of identifying sentences that express the author’s negative or positive feelings,
e.g. [48, 94]. Our approach is clearly distinct from previous opinion mining systems, as we proposed
a keyphrase extraction techniques-inspired solution to extract opinion phrases, instead of recognizing
sentences or clauses that might contain some opinion.
This thesis differs in important aspects even from the frequent pattern mining-based approach of
Hu and Liu [49], as they treated the main task of mining opinion features on the basis of a product
type (i.e. based on a collection of reviews) and not on the level of individual reviews as we did. Even
if an opinion feature phrase is feasible for a given product type, it is not necessary the case that all
of its occurrences in any reviews are accompanied with sentiments expressed towards it (e.g. The
phone comes in red and black colors, where color could be an appropriate product feature).
A similar task to pro and con extraction gathers the key aspects from document sets, which
has also gained interest recently [20, 64, 104]. Existing aspect extraction systems first identify a
number of aspects throughout the whole review set, then they automatically assign items from this
pre-recognized set of aspects to each unseen review. Hence, they work at the corpus level and restrict
themselves to just using a pre-defined number of aspects. Sullivan [104] treated the task as a multi-
label document classification problem and trained binary classifiers for a manually selected set of
aspects. Branavan et al. [20] introduced a generative Bayesian topic model to identify several aspects
at the corpus level and assigned them to reviews. Liu and Seneff [64] extracted phrases similar to
our method, but their goal was to learn sentiment scoring, exploiting adverbs which modify the
identified keyphrases. The approach presented in this thesis differs from the other studies in the
sense that it searches for the reason phrases themselves, review by review, instead of multi-labeling
some aspects.
The work of Kim and Hovy [53] lies probably the closest to ours. They addressed the task of
extracting con and pro sentences, i.e. the sentences on why the reviewers liked or disliked a product.
They also remarked that such pro and con expressions can differ from positive and negative opinion
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expressions as factual sentences can also be reason sentences (e.g. “Video drains battery.”). The main
difference is thus that they extracted sentences, while our target was the extraction of phrases.
Domain adaptation is the other line of research this chapter is related to. As stated earlier,
abundant training examples are not necessarily available from a single domain (product type in the
case of opinion phrase extraction), so domain adaptation techniques might be useful in the detection
of opinion phrases. Given two sets of instances, DS ∈ RmS and DT ∈ RmT , the former standing for
the source domain, the latter being the target domain, with the |DS |  |DT | inequality holding for
the distinct domains.
As a possible solution for domain adaptation, the authors of [28] proposed an approach which
learns three separate models, one for source-specific, target-specific and general information as well.
They also report that the use of EM for the training of the models can be computationally expensive.
Although the feature augmentation technique presented in [29] uses an intuition similar to that of [28]
(i.e. the existence of source-, target specific and general information), it is much simpler as it learns
one model including both source and target domain instances in an extended feature space, instead
of learning three models simultaneously. Here, the original feature space is mapped to a higher-
dimension space, so that source and target domains and general information are incorporated. In
order to achieve this, the mapping ΦS or ΦT is employed to every instance x from the original
feature space, depending on whether the original vector x is representing a source or a target
domain instance, respectively. The two mappings have the form ΦS(x) =< x,x,0 > and ΦT (x) =<
x,0,x >, where 0 is the null vector.
5.5 Summary of thesis results
In this chapter, the author introduced a novel keyphrase extraction approach for the extraction of
pro and con opinion phrases taken from product reviews. Related to his publications [6, 12], the
author regards the following results as his main contributions to the research topic:
1. Extension of standard keyphrase extraction to opinion phrase extraction The hypoth-
esis that the underlying principles of extracting opinion phrases from product reviews are analogous
to those of extracting keyphrases from non-opinionated utterances – such as scientific publications
– was confirmed. The extra-textual information sources, introduced in Chapter 4, for improving the
performance of keyphrase extraction also proved beneficial, implying their domain-independence and
wide-range applicability. Furthermore, successful ways of adapting the standard keyphrase extrac-
tion systems to the specialized task of opinion phrase extraction were also suggested. Our analysis
also revealed that the suggested extensions (such as the incorporation of SentiWordNet) are able to
improve model performances by a statistically significant amount.
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2. Creation of a manually annotated opinion phrase corpus In order to make empirical
verification possible, a new dataset comprising of approximately 4,000 product reviews originating
from different product domains (i.e. mobile phones and movies) was released for public use. A
small (25-element) subset of the mobile phone-domain reviews was assigned multiple reader-assigned
opinion phrases, which permits a detailed analysis of opinion phrase extraction.
3. Applying domain adaptation in opinion phrase extraction Opinion phrase extraction
was investigated from a domain adaptation point of view. Our experiments provided evidence that
satisfactory results can be obtained even in the absence of abundant training data from the target
domain. The basic idea of treating opinion phrases in a similar way to scientific keyphrases raises
the question of whether domain adaptation methods works in the aspect of scientific articles and
product reviews as well. Although these two genres seem to be more different from each other than
two sets of reviews on different product families, we find it as one possible way to extend this work
to thoroughly examine this particular question.
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Chapter 6
Applications of keyphrase extraction
This chapter proposes novel techniques for the task of assigning keyphrases for document subcorpora.
The task of determining keyphrases for a subcorpora differs from the generation of keyphrases for
single documents, i.e. instead of generating keyphrases on a per document basis, keyphrases need to
be determined for multiple documents at a time.
Besides suggesting a solution for the above-mentioned task, we present an empirical validation of
the applicability of the single-document keyphrase extraction techniques introduced earlier by their
integration into a document collection clustering and visualization framework.
6.1 Motivation
As stated earlier in this thesis, keyphrases can support a range of NLP tasks, including information
retrieval and summarization. It can also be argued, however, that when someone searches for some
relevant content in a large document set, simply knowing all the keyphrases at the level of individual
documents might not be helpful on its own. In such situations, the presence of keyphrases at the sub-
corporal level could be useful, making it possible to first perform our search for document subsets.
Keyphrases at the level of subcorpora can also provide a better understanding of the topical relations
of documents within some corpora.
It will be shown throughout this chapter that having access to the single document keyphrases
of some document collection can be utilized to provide keyphrases at sub-corporal levels based
on information theoretic grounds. We will also propose a method that can identify reasonable
(i.e. thematically coherent) subcorpora within a document collection, based on the assumption that
documents with a substantial overlap in their topics will also share important keyphrases.
Determining multi-document keyphrases can also help single-document keyphrase assignment as
well, i.e. the keyphrases extracted for a document subset can be treated as likely proper keyphrases
for all the documents that comprise the document subset. Assuming this ‘topic-aware’ property of
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the multi-document keyphrases, those topically-related keyphrases that are not otherwise present in
some document can be assigned to them.
Furthermore, the clustering and visualization of document sets can be a highly effective and
intuitive technique for knowledge discovery [25, 35]. Assigning keyphrases to a cluster of documents
makes the understanding of and navigation across these documents much easier for humans. This
chapter first proposes an entire framework for identifying thematically coherent document subsets
and assigning multi-document keyphrases to them and finally offers a visualization tool for the easier
processing of document collections.
6.2 Multi-document keyphrase generation
When determining multi-document keyphrases, we will focus on the more frequent and realistic
scenario where keyphrases are not present by default for the documents comprising some corpora.
Standard approaches for this task would be based on a bag-of-words model and apply some infor-
mation theoretical metric to rank the candidate phrases [71]. In our study, instead of employing a
bag-of-words approach, we investigated the possible selection of multi-document keyphrase candi-
dates that rely on single-document keyphrase extraction techniques, such as those that were outlined
in the previous chapters.
For an empirical evaluation, we decided to assign keyphrases for the workshop papers of ACL
Anthology and assess how well they describe the theme of a workshop. As the absolute human
evaluation of keyphrases is highly subjective, we asked four researchers who study computational
linguistics to compare the quality of the keyphrases of the two approaches with each other. As
described at earlier points of the thesis, the automatic evaluation of keyphrases is usually based
on strict string matching, which handles semantically (even closely) related phrases as a mismatch
if their surface forms differ. We experimented with several automatic evaluation methods for the
scientific domain and we shall introduce a procedure for evaluating the multi-document (i.e. workshop
level) keyphrases against the original call for papers of the workshops.
6.2.1 Candidate selection and representation
Similar to the case of single document keyphrase extraction, candidate selection plays a key role in
multi-document keyphrase extraction. Our general multi-document keyphrase extraction framework
first extracts a set of keyphrase candidates, then ranks these candidates on the basis of information
theoretic measures. Supposing that we wish to assign keyphrases to l documents at a time (indexed
from 1 to l), – using the notation applied in Section 1.1– we defined two strategies for the extraction
of multi-document keyphrase candidates, i.e. we treated those phrases as candidates during our
experiments which were members of the set
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• ⋃
i∈{1,...,l}
Ci, i.e. the union of all the keyphrase candidates belonging to the set of l documents
• ⋃
i∈{1,...,l}
Ki, i.e. the union of all the phrases that were regarded as a single-document keyphrase
by our keyphrase extraction model for some of the l documents.
The former approach will be referred as Baseline, and the latter as SDK (referring to the fact
that the candidate phrases were derived from Single-Document Keyphrases). The sets Ci and Ki
were defined in a similar way as that described in Chapter 4. The minor differences are discussed
below.
Improper keyphrases that were easily recognizable even by their surface forms – like those con-
taining non-English characters and those being shorter than 3 characters – were omitted from the
list of single-document candidates. This kind of reduction step favored the baseline system which,
unlike the other approach, did not employ any semantical ranking or pre-selection of the keyphrase
candidates and often treated rare, but topically unrelated tokens as highly discriminative and thus
were worthy of being selected as multi-document keyphrases.
The single-document keyphrase extraction model differed from the one introduced in Chapter 4 in
that it had access to more documents for training its parameters. This time the entire 244-document
dataset (i.e. both the 144-document train and 100-document test subsets) of the SemEval-2 shared
task on scientific keyphrase extraction [55] could be employed for training purposes without the risk of
learning a model which overfits, as we were evaluating our approach on documents that were disjoint
from that dataset. Additional documents from the 211-document NUS Keyphrase Corpus [88] were
also utilized during the training of the parameters of our single-document keyphrase extraction
model.
Relying on one of the multi-document keyphrase candidate generation strategies, our system
ranked each candidates based on their information gain scores [26]. Information gain for a candidate
phrase c, a document set D and DS ⊂ D was calculated by the formula
IG(D,DS , c) = H(pD(DS))−
∑
x∈{Dc− ,Dc+}
|x|
|D|H(px(DS)),
where H is the entropy function, Dc− is the subset of those documents from D which does not
contain c, and Dc+ = D \ Dc− . Entropy measures the uncertainty observable in its argument, i.e.
H(pD(DS)) = |DS ||D| log
(
|D|
|D ∩ DS |
)
+
|D \ DS |
|D| log
(
|D|
|D \ DS |
)
.
Lastly, candidates with the highest information gain scores having a higher relative frequency
within documents in the set DS as opposed to D \ DS were treated as multi-document keyphrases.
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As for the SDK system, we decided to choose the top-15 single-document keyphrases, as false
positive predictions are more prevalent above this threshold. This strategy can result in a maximum
of 15|D(i)S | potential keyphrase candidates for subcorpus D(i)S of cardinality |D(i)S | in the unlikely case
that all the top-ranked keyphrases of the individual documents in D(i)S were distinct. This theoretical
scenario is rather unlikely, especially if the documents in D(i)S are topically related to each other,
which makes it likely that the individual documents comprising D(i)S have at least a few keyphrases
in common.
6.3 Experiments and discussion
Now, we present the dataset that was used in our experiments on multi-document keyphrase extrac-
tion and also the results achieved with the Baseline and SDK systems.
6.3.1 Dataset
The growing academic interest in the analysis and processing of scientific literature is reflected by
the fact that an entire workshop [4] was devoted to it on the 50th anniversary ACL conference. In
that workshop, the authors of [98] introduced the corpus on the previous ACL proceedings, which
served as a basis for our experiments.
As we wished to find a way to assign keyphrases to thematically coherent subgroups of some
document collection, we decided to focus on the part of the ACL Anthology Corpus [98] which
contained ACL workshop papers. The reason we just included workshop papers for our experiments
was due to the fact that conference workshops tend to be inherently homogeneous in their topic
selection; i.e. they tend to focus on some particular, clearly distinguishable area of the larger scientific
community, such as parsing, machine translation or sentiment analysis in the case of NLP-related
workshops.
However, there were workshops that we felt important to remove as their areas of interest were too
broad to handle the papers that were accepted for them as one topically coherent set of documents.
The elimination of workshops from the database included proceedings like those of Empirical Methods
of Natural Language Processing (also known as EMNLP), which used to be listed earlier among
workshops in the ACL Anthology and which has a topic coverage that is too heterogeneous. The
papers suggested for omission were determined by two computational linguistic experts whose inter
annotator agreement in terms of accuracy and κ-coefficient was 94.6% and 0.667, respectively, which
is to be regarded as a substantial agreement. The κ-coefficient measures the extent of agreement
rate between annotators by ruling out the chance agreement between them and is calculated by the
formula κ = P (a)−P (e)1−P (e) , where P (a) is the agreement rate between the annotators and P (e) is the
agreement rate that would be expected by chance.
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Total workshop papers 1946
Total distinct workshops 125
Total workshop papers excluded 411 (21.12%)
Total workshops excluded 15 (8.00%)
Average papers per (non-excluded) workshops 13.95± 8.10
Table 6.1: Statistics of the workshops present in the ACL Anthology Corpus taken from the 6-year
timespan that our experiments focused on
6.3.2 Evaluation
During our experiments, we conducted both human and automated evaluations, the details of which
we will present below.
Human evaluation
Creating an exhaustive list with all the keyphrases that can be accepted for a workshop would
clearly be a difficult (if not impossible) task. In the absence of a reliable list of this kind, automatic
evaluation – whether a suggested keyphrase is a true positive or a false positive – cannot be easily
decided. As domain experts can readily decide if a phrase is related to a topic, we decided to conduct
evaluation based on human inspection as well.
As a result, 4 researchers working in NLP were hired to make decisions about the sets of keyphra-
ses that were generated by the Baseline and the SDK approaches. The annotators were provided
with the sets of keyphrases that were assigned to those workshops of the dataset that were held
between the years 2000 and 2005 (inclusive). The manually evaluated subcorpus consisted of 110
workshops with a total of 1,535 documents from the entire corpus, as can be seen in Table 6.1.
Annotators were given the top-3-ranked keyphrases for each workshop taken from both of the
system outputs and given the name of the workshop in question (e.g. ACL-SIGLEX Workshop
on Deep Lexical Acquisition). The task of the annotators was then to make one of the following
decisions:
• Positive draw or D+ when both sets of keyphrases might be equally helpful in finding a par-
ticular workshop as the keyphrases returned are closely related to the topics of that workshop.
• Negative draw or D− when both sets of keyphrases are of no use; that is, neither of them
would be helpful at all if they were looking for the particular workshop.
• Win when they were confident that the set of keyphrases they were shown first for a particular
workshop was superior in quality to that of the set of keyphrases that was presented to them
afterwards.
The order in which the outputs of the two systems were presented to the annotators was shuﬄed
randomly from workshop to workshop. This way, it was impossible for annotators to systematically
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Accuracy κ-statistic
Annotator1 80 (72.7%) 0.65
Annotator2 91 (82.7%) 0.69
Annotator3 75 (68.2%) 0.48
Annotator4 74 (67.3%) 0.44
Table 6.2: Annotator agreement rates against the final assessment annotation decisions
D+ D− WinSDK WinBL
Annotator1 8 (7.3%) 12 (10.9%) 63 (57.3%) 27 (24.5%)
Annotator2 4 (3.6%) 12 (10.9%) 62 (56.4%) 32 (29.1%)
Annotator3 19 (17.3%) 9 (8.2%) 55 (50.0%) 27 (24.5%)
Annotator4 17 (15.5%) 16 (14.5%) 54 (49.1%) 23 (20.1%)
Final assessment 1 (0.9%) 10 (9.1%) 69 (62.7%) 30 (27.3%)
Automatic evaluation 0 (0.0%) 18 (16.4%) 49 (44.5%) 43 (39.1%)
Table 6.3: The class distribution of the annotation types of the individual annotators and that of
the merged final assessments
favor the output of a particular approach during their decision making process. As a consequence of
this strategy, there was need for an automatic post-processing step on the annotators’ decisions. Dur-
ing this phase, decisions marked as Win were automatically divided into two further subcategories,
namely WinSDK and WinBL, depending on which system was actually favored by the annotator.
In order to create a final assessment, the individual decisions of the annotators were merged by
simply choosing their most frequent decision for each workshop. There were only 9 cases of ties
when trying to decide the majority annotation simply by counting, where final decisions were made
by revisiting those test cases. This way, a final assessment of decisions was made for each of the 110
human-evaluated workshops based on the independent decisions of 4 human expert annotators. The
agreement rates of the four annotators against their combined decisions are listed in Table 6.2, while
Table 6.3 shows the distribution of the annotation decisions for each annotator and the combined
annotation as well. Due to the commonly accepted interpretation of κ-statistics, the annotators’
agreement rates is to be regarded as either moderate or substantial.
As can be seen in Table 6.3, taking the majority vote of the annotators’ decisions was useful in the
sense that decisions became less ambiguous as D+ (i.e. tie annotations) almost entirely vanished. In
the same table we also notice that – based on the final assessment of annotations – multi-document
keyphrases produced by our proposed approach may be regarded as better than those produced by
the baseline method for over 62% of the workshops. Keyphrases assigned to sample workshops by
both the baseline and the SDK methods are shown in Table 6.4, which – in accordance with the
human experts’ decisions – also seem to reflect the superiority of the proposed method over the
baseline approach.
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Intrinsic and Extrinsic Evaluation Measures
for Machine Translation and/or Summarization
fluency machine translation evaluation
automatic scores automatic evaluation
rouge MT evaluation
Multilingual Question Answering
correct answer QA system
answer type question answering
monolingual systems answering system
Information Retrieval with Asian Languages
term frequency information retrieval
retrieval system representative keywords
document frequency semantic indexing
Web as Corpus
web corpus Web as corpus
wacky project search engine
wacky corpus data
Table 6.4: Sample outputs generated by the two approaches for various workshops of the ACL
Anthology Corpus, the baseline keyphrases and the single document-based keyphrases on the left
and right hand sides, respectively
Automated evaluation
Besides human evaluations, an automated evaluation was carried out as well, where experiments
were conducted on the same workshop data as those for the human evaluations, i.e. the ones that
were held between the years 2000 and 2005 (inclusive) and were not judged to be too general in their
topic. In order to measure the quality of the workshop-level keyphrases, the original call for papers
(CFPs) of the workshops were crawled from the Web, the contents of which served as the basis of
comparison for the extracted workshop-level keyphrases.
Using the basic information retrieval techniques described in [71], the quality of each system was
measured in the following way. Two vectors were created for the two approaches, both incorporating
dimensions for the 1-and 2-grams of those phrases that could be regarded as keyphrase candidates
(as described in Section 6.2.1) of the call for papers. For the automatic decision of which systems’
output should be regarded as better for a particular workshop, two meta-document vectors were
created for the two systems, having non-zero entries just for the top-3 keyphrases. These meta-
documents functioned as query vectors and the one which had the greater cosine similarity to the
CFP-based prototype vector of the given workshop was selected.
In order to prioritize via term importance within the documents, a tf-weighting of the phrases
was used. For the workshop-level meta-vectors, the tf term was calculated as the weighted relative
frequency of the candidates across all the documents belonging to the workshop. Expressed in formal
78 CHAPTER 6. APPLICATIONS OF KEYPHRASE EXTRACTION
500 1000 1535 2500 5000
104
105
Documents processed
Lo
ga
ri
th
m
of
di
st
in
ct
w
or
d
fo
rm
s
Baseline SDK
Figure 6.1: The growth in the number of distinct multi-document keyphrase candidate forms as a
function of the documents processed
terms, the baseline method was preferred for a workshop i if
xᵀCFP,ixbaseline,i
‖ xCFP,i ‖‖ xbaseline,i ‖ >
xᵀCFP,ixSDK,i
‖ xCFP,i ‖‖ xSDK,i ‖ .
This way, we favored a baseline approach if its prototype vector had a bigger cosine similarity to
the call-for-paper vector than the prototype vector belonging to the SDK approach had. In this
kind of evaluation, D− decisions were equivalent to the situation where neither of the top-3 ranked
keyphrases intersected the CFP-based prototype vector, thus resulting in a 0 similarity. In the last
row of Table 6.3, we see that this latter kind of evaluation came up more frequently by the automatic
method than by humans, but we should add that a keyphrase that is not present in the CFP of a
workshop is not necessarily worthless for a given workshop. Equal but non-zero similarities would
have yielded D+ annotations for workshops, but this situation never occurred. In the remaining
cases, the WinSDK decision was chosen during the automated evaluation phase.
The method that we proposed – i.e. to rely just on the best-ranked document-level keyphrases and
not on all the keyphrase candidates of the individual documents when performing keyphrase extrac-
tion for multiple documents – has various advantages. The quality of the keyphrases determined this
way is not only superior to the baseline approach based on both human and automatic evaluations,
but the size of the distinct word forms (i.e. the vocabulary) – from which keyphrases of document
subsets are finally selected – is also reduced by several orders of magnitude (see Figure 6.1). The
smaller vocabulary naturally made multi-document keyphrase extraction less resource-intensive and
faster without any loss in the quality of the extracted keyphrases.
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6.4 Keyphrase-based similarity graph built from documents
In order to represent the inter-document relations among documents, a similarity graph structure
was defined that was also used for the fast detection of subcommunities within the corpus. Next,
we will describe the structure of the keyphrase similarity graph of documents.
Keyphrases extracted from the individual papers were used as an input for the construction of
a similarity graph which served as the basis of the visualization framework. Gn,t = (V,En, wt) was
defined as a weighted graph of documents, where En = {(u, v) : v ∈ neigh(u, n) ∨ u ∈ neigh(v, n)}
and neigh(u, n) is a function which returns the set of the n vertices that are closest to vertex u
based on the similarity measure wt.
The similarity measure wt(u, v) assigns a positive similarity score to documents u and v by
comparing the overlap between their top-t keyphrases that best describe them. Values n and t are
thus hyperparameters that can be adjusted in our application to see their effects on the connectedness
of the document graph.
Since pairs of documents can have multiple keyphrases in common, the calculation of their
aggregated similarity scores can be performed in one of several ways (which can be adjusted in the
applet). For a similarity graph Gn,t, the similarity of documents u and v is 0 if the two documents
have no keyphrases in common; otherwise it is aggregated due to one of the following strategies, by
calculating
1. the Jaccard or Dice similarity between them, using the formulae A∩BA∪B and
2|A∩B|
|A|+|B| , respectively,
2. the cosine similarity of the two documents based on their top-t ranked keyphrases,
3.
∑
k∈A∩B
p(k, u)p(k, v),
4. min
k∈A∩B
(p(k, u), p(k, v)),
5. max
k∈A∩B
(p(k, u), p(k, v)),
where sets A and B consist of the top-t ranked keyphrases of documents u and v, respectively
and p(k, u) is the probability that is assigned to the event that phrase k is a proper keyphrase of
document u.
An analysis of document sets can naturally benefit from knowing which documents are related
thematically, so documents sharing similar contents can be grouped together. The assignment
of documents to thematically related subcorpora can be sometimes performed automatically or
semi-automatically, e.g. scientific papers published at the very same workshop can be assumed to
be strongly related to each other. However, documents assigned to differently named workshops
on similar topics (such as Workshop on Computational Approaches to Subjectivity and Sentiment
Analysis and Workshop on Sentiment Analysis where AI meets Psychology) should not really be
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differentiated from each other. For this reason, we experimented with automated ways of partition-
ing the document-similarity graph into thematically related subgraphs by employing a modularity
maximization strategy, which we will introduce next.
6.4.1 Modularity-driven community detection
The community detection algorithm employed to partition the document-similarity graph relies on
the maximization of Newman’s modularity [87], which is a measure that qualifies the appropriateness
of a graph partitioning, and it can be defined by the following formula:
Q =
1
2m
∑
i,j
(
Ai,j − kikj
2m
)
δ(ci, cj),
where the summation is performed over all possible edges (i.e. all pairs of vertices i and j), the value
Ai,j is simply an element of the adjacency matrix representation of the given graph, m is the total
number of edges present, the fraction in the sum is the expected number of edges between nodes i
and j, finally, the function δ is the Kronecker delta, which takes the value 1 if its arguments are in
the same cluster, and 0 otherwise. Intuitively, what modularity measures for a given partitioning of
a graph is the difference between the fraction of intra-community edges and the expected fraction of
intra-community edges in the graph with the same number of vertices and edges, but with its edges
rewired randomly.
Modularity as an objective function to be maximized is appealing for community detection
algorithms, but, it has been shown that its maximization is strongly NP-complete [21]. For this
reason, several methods, ranging from simulated annealing to spectral optimization, as well as greedy
methods have been developed to approximate that partitioning of a graph, which gains the highest
modularity value. For a comprehensive survey on the topic, see the work of Fortunato [40].
Even though spectral optimization tend to yield better results [40], its application is often unfea-
sible for larger graphs. As our intention was to be able to deal with possibly massive data collections,
it was essential to keep the computation requirements relatively low. Blondel et al. [18] introduced
a method which greedily approximates that partitioning of a graph that has the highest modularity.
The proposed iterative method works in a bottom-up manner, starting from the state in which all
the vertices of the graph form a separate community. In the following steps, vertices are moved
into a community in such a way that their replacement should yield the best local increase in the
modularity.
Moving a vertex i to a community C has a two-fold effect: first, node i will produce an increase in
modularity due to its edges that pass within its new community C, but it will also cause modularity
to decrease, as its edges that pass through its previous community by then will no longer contribute
to modularity (because of the Kronecker-delta part in the definition of modularity). The increase in
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modularity when one vertex i is moved to community C can be expressed as:
∆Q =
[∑
in +ki,in
2m
−
(∑
tot +ki
2m
)2]
−
[∑
in
2m
−
(∑
tot
2m
)2
−
(
ki
2m
)2]
,
where
∑
in and
∑
tot are the sums of the weights of the links inside C and incident to C, respectively,
ki and ki,in are the sums of the weights edges involving i and having and endpoint in C, respectively,
andm is the total edge weighted sum of the graph to be partitioned. When decisions have been made
for all the vertices, the communities are collapsed, and treated again as simple vertices of a smaller
graph (with its vertex number equaling that of the previously determined number of communities).
This kind of iteration continues until no more gain in modularity can be obtained. The great
advantage of this procedure is its time-efficiency on general sparse graphs. Furthermore, the proposed
approach can yield a hierarchic community structure of the partitioned graph as the number of
iterations performed can influence the coarseness of the partitioning, which can be utilized in the
automatic detection of topics in a document set.
6.4.2 Visualization of the document graph
Finally, we implemented a visualization framework which integrates all the previously introduced
elements (i.e. the multi-document keyphrase generation submodule and the community detection
algorithm) into an application. In order to graphically display the document-similarity graph, we
used the force-directed layout technique that is part of TouchGraph [99], a publicly available Java
library for visualizing graphs. We extended the functionality of the framework to provide more user
interaction, making users able to
1. filter documents for keyphrases
2. filter documents for some meta-data (such as the publication date or the authors of a paper)
3. assign keyphrases for a manually selected subset of a corpus
4. toggle the display of individual documents or thematically-related subcorpora.
Our application supports two means for the determination of the thematically-related subcorpora
within some corpus. If the user has some reliable a priori knowledge on how documents in a corpus
form subcorpora, this information can be provided for the framework. In the absence of such
knowledge, document communities are automatically detected based on the principles that were
introduced in Section 6.4.
Subsequently, nodes also get colored to indicate which document belongs to which subcorpora.
The framework assigns each subcorpora a color, and nodes get colored based on the assigned color
of the subcorpora they belong to. We wanted a coloring that is capable of reflecting the topical
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similarity among document subgroups, i.e. we wanted the colors assigned to thematically related
subcorpora to be similar. We also wanted the coloring to be efficiently computable as an initialization
step for larger document collections as well. To obtain such a coloring, prototype vectors based on
the single-document keyphrase-based representation of the documents belonging to subcorpora were
created. These prototype vectors were simply taken as the average of those vectors which constituted
a subcorpus. Prototype vectors were projected into a 3-dimensional orthogonal subspace capturing
as much of the variation of the data as possible by relying on principal component analysis (see
Section 2.2.2). The RGB components of the colors assigned to the subcorpora were then determined
by comparing the coordinates of the projected prototype vectors and the unit standard basis vectors
(i.e. the unit vectors co-directional with the x, y, and z axes of a three dimensional Cartesian
coordinate system).
The problem with applying PCA directly to the space of prototype vectors is that it requires the
computation of possibly large covariance matrices and their eigenvalue-eigenvector pairs. Even for
moderately large vocabulary sizes, these calculations can be expensive from a computational point
of view, prohibiting their calculation in real-time applications as a preprocessing step. In order to
decrease the computational needs of this step, a random projection was first performed on the data
matrix consisting of community prototype vectors. There exist both practical [14] and theoretical [27]
results which claim that, under certain conditions, pairwise distances between high-dimensional data
points are not much distorted by random projections into a lower-dimensional subspace. Performing
such a projection thus has the advantage of approximately preserving the distances between data
points and making the computational needs of a PCA performed subsequently less resource-intensive.
Based on the approach introduced in Section 6.2, the framework also determines multi-document
keyphrases for the document subcorpora as these sets of multi-document keyprhases can provide
additional insights for the users. Finally, to illustrate the importance of nodes within the document
graph, the application determines the PageRank [90] values for each vertex. Since the similarity
graph Gn,t was designed to be sparse – influenced by the parameter of maximal neighbors n – these
calculations can be efficiently calculated relying on the use of fast sparse matrix multiplications
during the initialization phase of the application. To overcome the so-called “dead end” and “spider
trap” effects on the calculation of PageRank values of the nodes, a random walk with teleportation
probability β = 0.15 was employed. In the end, the size of the nodes is influenced by their rank
within the graph. A demo of the entire visualization framework can be accessed from the URL
https://www.inf.u-szeged.hu/~berendg/keyphraseViz/.
6.5 Related work
Although the assignment of representative phrases for (sub)sets of documents can be undoubtedly
beneficial, it has been less studied so far compared to the assignment of keyphrases to individual
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documents. The common approach for this task is to rank each n-gram in the document set via
some information theoretic or statistical (e.g. χ2) score. The patent [105] also applies a similar
approach by using partial mutual information for the determination of keyphrases. Our solution
also has an information theoretical basis, but our chief contribution here is that our system exploits
deeper positional, linguistic and semantic information concerning the occurrences of the candidate
phrases via single-document keyphrase extraction techniques.
Perhaps the most closely related work to ours is the CorePhrase algorithm [45], which was
designed to extract keyphrases for document collections relying on a graph structure called Document
Index Graph. Although the authors of [45] also focused on multi-document keyphrase extraction,
they assumed that “keyphrases exist in the text and are not automatically generated”, and that the
algorithm “extracts keyphrases from already clustered documents”. In this thesis, we focused on
the more frequent and realistic case where there are no manually assigned keyphrases available for
the documents, nor the partitioning of the corpus into thematically related subgroups is known in
advance.
Keyphrase extraction when performed on (scientific) documents may also be beneficial for re-
search on (scientific) trend detection, as applied in [44], where the changes in focus, technique and
domain-related expressions of scientific publications in the field of computational linguistics were an-
alyzed over time. Our study follows this line of research as keyphrases describing a cluster (document
set) can provide clues for trend detection.
The graph-based approach to generate extractive summaries from scientific articles in [95] uti-
lized the so-called Citation Summary Network to create extractive summaries of scientific articles.
They employed their approach not only for single documents but for scientific topics, i.e. multiple
documents from the same area as well. Their study differed from ours as they treated the topics
to be summarized and the assignment of documents to those topics as an input for their algorithm,
while our framework did not have access to these information. Also, summaries can be beneficial in
becoming familiar with a topic from a glance, but they can be hardly utilized to reveal the intra-topic
document relations or the relatedness of different topics to each other. Furthermore, as they used
citation analysis, it makes the approach dependent on the availability of citation information, which
makes their application primarily suitable for handling scientific documents. Our approach, how-
ever, only relies on keyphrases, which can be interpreted and automatically determined for genres
different from that of scientific publications as well.
Topic models such as Latent Dirichlet Allocation [17] provide an efficient way to analyze document
sets. In their model, documents are treated as a mixture of topics where each topic has a distribution
over the vocabulary of words. Although topic models are able to reveal general trends and identify
topics based on word usage of documents, they do not really reveal how documents are organized
within each topic and it is also unclear how different topics are related to each other. The generative
framework employed in LDA is also very sensitive to the setting of its hyperparameters [116].
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Eisenstein et al. [35] introduced TopicViz, a Latent Dirichlet Allocation (LDA)-based document
visualization system, which can be interpreted as a visually-aided information retrieval system.
There are two basic differences between their approach and ours. First, they relied on topic models,
whereas we employed graph partitioning in order to automatically determine document subtopics.
Second, in their study they manually identified the topics determined by LDA [17], whereas we
let the automatically detected communities “speak for themselves”, i.e. the most informative sets of
keyphrases of size 3 were determined based on information theoretic grounds. Our proposed method
did not need to know the number of topics to be identified in advance and its time requirements
are also more favorable compared to the training of topic models, i.e. it can be performed on the fly
during the initialization of our application. A further possible advantage of our approach compared
to other LDA-style models is that topic models tend to be trained at the level of single tokens,
whereas our approach can easily extract informative noun phrases and multi-word expressions as it
operates at the level of n-grams.
In scientific document set visualization, citation analysis is often taken into account. The explicit
relations among documents like citations can be naturally included in our graph-based approach as
well (which is not straightforward in LDA-based solutions). However, citation-based methods have
the limitation that they are mostly useful for scientific document sets where citation information is
accessible.
6.6 Summary of thesis results
In this chapter, the author showed how single document keyphrases can be incorporated in various
solutions that are available to alleviate difficulties users encounter when they need to find relevant
contents on some topic. This way, the author gave a complete framework in his dissertation starting
with the generation of keyphrases for documents of various genres, which can be then utilized in the
visualization of corpora. Related to his publications [9, 10], the author regards the following results
as his main contributions to the field:
1. Proposing a method for assigning keyphrases to document subcorpora Empirical
evaluation suggested that the task of multi-document keyphrase extraction could benefit from the
knowledge conveyed by the single-document keyphrases. Keyphrases assigned to thematically-related
document subcorpora by the proposed approach were found to be as useful as the baseline approach
in more than 70% of the test cases.
2. Applying single-document keyphrases-based document representation We showed
that such a representation of documents which relies on single-document keyphrases can be as
expressive as traditional n-gram based representations. Furthermore, storing documents in the
proposed way can reduce the amount of memory needed for storing document collections by several
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orders of magnitude compared to that for standard approaches. The reason is that the overall
vocabulary for a corpus which is based on the keyphrases of the documents which comprise it is
much smaller than the dictionary which contains all the distinct n-grams of the corpus. The radical
reduction in the size of the dictionary also speeds up the calculation of document pair similarities,
hence it can be integrated into real-time applications.
3. Introduction of the keyphrase similarity graph-based clustering and visualization
Using the proposed single-document keyphrases-based document representation and the fast com-
munity detection algorithm (based on the work of Blondel et al. [18]) together allowed us to integrate
all the modules into an efficient corpus visualization framework. We believe that such frameworks
can provide a useful means for knowledge discovery.
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Chapter 7
Summary
7.1 Summary in English
The main goal of this thesis was to demonstrate techniques for the generation of keyphrases extracted
from textual documents of various types, i.e. news articles, scientific documents and product reviews.
The proposed solutions take into account the specificities of the domains and widely rely on extra-
textual world knowledge by utilizing Wikipedia. Here, we briefly summarize the main results of
Chapters 3-6.
7.1.1 Keyphrase Generation from Newswire
In Chapter 3, we demonstrated our system constructed for the assignment of keyphrases for the news
articles comprising the archive of the news portal Origo. This task had special characteristics, as we
not only had to handle the morphological richness of the Hungarian language, but also provide that
the keyphrases assigned to the news articles behave coherently at the level of the entire document
collection (e.g. by providing that they do not contain synonymous expressions). A further specificity
of the task was that we had to take special care of the so-called abstract keyphrases, i.e. keyphrases
that are not otherwise present in the document for which they need to be assigned. Combining our
approaches into a framework, we managed to achieve a document-level precision of 75.44%, which
was well beyond the prior expectations of the employees of Origo. Related to his publication [38],
the author regards the following as his main contributions to the research topic:
• Introduction of a ranking procedure for selecting the most likely keyphrases
• Assigning abstract keyphrases to documents based on definitions derived from Wikipedia
• Various ways of assigning abstract keyphrases to documents based on the link structure of
Wikipedia
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7.1.2 Keyphrase Extraction from Scientific Documents
In Chapter 4, we proposed novel ways of exploiting extra-textual information during the extraction
of keyphrases. Besides these features being useful in the domain of scientific publications – as
Chapter 5 verified it – they tend to be successfully applicable for different domains as well, implying
their wide-range applicability. The proposed method performs competitively with state-of-the-art
systems according to our evaluations performed on multiple datasets. One of the main advantages
of the proposed method is that even though it relies on Wikipedia similar to some other approaches,
it does not require a full index to be created from all the textual contents of Wikipedia, as it relies
only on its category structure. Nevertheless our approach requires less resources, it can still perform
competitively with other methods. Related to his publications [7, 8, 84], the author regards the
following as his main contributions to the research topic:
• Extension of existing keyphrase candidate set filtering techniques
• Introduction of a condensed representations for sequential features
• Utilization of extra-textual information for representing keyphrase candidates
7.1.3 Opinion Phrase Extraction
In Chapter 5, we verified our hypothesis that keyphrase extraction techniques can be employed
to the task of determining important aspects of product reviews, i.e. pro and con expressions.
Besides pointing out the applicability of standard keyphrase extraction approaches for that task,
we suggested a handful of domain-specific features. Incorporating these features into standard
keyphrase extraction frameworks resulted in significant gains in performance. In our experiments,
we also investigated the subjective nature of judging the appropriateness of keyphrases. Domain
differences among product reviews were demonstrated via cross-product experiments within the
domain of product reviews. It was also shown how the severe performance drop in the quality of
the extracted keyphrases in such cases can be lessened by using adaptation methods. Related to his
publications [6, 12], the author regards the following as his main contributions to the research topic:
• Extension of standard keyphrase extraction to opinion phrase extraction
• Creation of a manually annotated opinion phrase corpus
• Verification of the applicability of domain adaptation techniques in opinion phrase extraction
7.1.4 Applications of keyphrase extraction
In Chapter 6, we demonstrated the application possibilities of keyphrase identification approaches.
The chapter proposed a solution for the assignment of keyphrases for subcorpora on the basis of infor-
mation theoretic considerations and the sets of keyphrases determined for the individual documents.
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Furthermore, in that chapter it was also shown how topics can be inferred from document-level
keyphrases and then be visualized based on the overlap between the documents in a text collection.
Related to his publications [9, 10], the author regards the following results as his main contributions
to the field:
• Proposing a method for assigning keyphrases to document subcorpora
• Applying single-document keyphrases-based document representation
• Introducing the keyphrase similarity graph-based clustering and visualization framework
7.2 Summary in Hungarian
A disszertáció elsődleges célja a különböző doménekből (újsághírek, tudományos publikációk, ter-
mékvéleményezések) származó dokumentumok kulcsszavainak automatikus meghatározására alkal-
mas algoritmusok bemutatása. Az egyes domének szövegeinek feldolgozására javasolt eljárások fi-
gyelembe veszik azok sajátosságait, valamint elmondható róluk, hogy nagyban támaszkodnak a
kulcsszavazandó dokumentumon kívülről származó külső információkra. A következőkben rövid be-
mutatásra kerülnek a tézispontok főbb eredményei.
7.2.1 Újsághírek kulcsszavazása
A 3. fejezetben az Origo hírportál szöveges archívumában található dokumentumokhoz történő kulcs-
szavak hozzárendelésére irányuló munkáját mutatja be a szerző. Az itt bemutatott kulcsszavazási
feladat több sajátossággal is rendelkezett. A kulcsszavazó eljárásnak egyrészt tudnia kellett kezelni
a magyar nyelv morfológiai gazdagságából adódó sajátosságokat. Ezen felül külön fontossággal bírt,
hogy a kinyert kulcsszavak ne csupán az egyes dokumentumok leírására legyenek alkalmasak, hanem
a teljes hírarchívum tekintetében is koherensen viselkedjenek (pl. a szinonim jelentésű kulcsszavak
elkerülésével). További jellemzője volt a feladatnak azon ún. absztrakt kulcsszavak kezelésének a
kiemelt fontossága. Az absztrakt kulcsszavak úgy képesek egy-egy dokumentum tartalmának össze-
foglalására, hogy abban nem találhatók meg. A fejezetben bemutatott rendszer kiértékelése alapján
a meghatározott kulcsszavak a dokumentumok 75.44%-ában érték el a kívánatos minőséget, mely
eredmény jelentősen meghaladta az Origo hírportál által támasztott előzetes elvárásokat. Korábbi
publikációja [38] alapján a szerző a tézis legfontosabb saját eredményeinek a következőket tekinti:
• A kulcsszójelöltek rangsorolására létrehozott módszer
• Absztrakt kulcsszavak meghatározása a Wikipédiából kinyert definíciók alapján
• Absztrakt kulcsszavak meghatározása a Wikipédia linkstruktúrája alapján
90 CHAPTER 7. SUMMARY
7.2.2 Tudományos publikációk kulcsszavazása
A 4. fejezetben újszerű szövegen kívüli jellemzőkre támaszkodó kulcsszavazó modelljét mutatta be
a szerző. A bevezetett jellemzők nem csupán a tudományos publikációk doménjén voltak alkalmaz-
hatók, hanem – ahogy azt az 5. fejezetbeli alkalmazásuk mutatta – doménfüggetlen tulajdonsággal
bírtak, ami széleskörű alkalmazhatóságukat vetíti előre. A javasolt modell hasonlóan vagy jobban
teljesített 2 standard benchmark tudományos publikációkat tartalmazó adatbázison is a jelenleg
elérhető kulcsszavazó rendszerekhez képest.
A szerző kulcsszavazási megoldásában dokumentumon kívüli információra is támaszkodott, mely-
nek fő forrása a Wikipédia volt. Korábbi munkákban ugyan találkozhattunk már hasonló elképze-
lésekkel, fontos különbség azonban, hogy míg a szerző kizárólag a Wikipédia kategóriastruktúráját
fölhasználva épített be külső tudást rendszerébe, addig más munkák a Wikipédia összes szöveges
tartalmának feldolgozását és indexelését tették szükségessé, jóval erőforrásigényesebbé téve ezáltal a
hasonló megközelítéseket. Korábbi publikációi [7, 8, 84] alapján a szerző a tézis legfontosabb saját
eredményeinek a következőket tekinti:
• A korábbi kulcsszójelölt-állítási stratégiák kiterjesztése
• Szekvenciákat kódoló jellemzők alternatív reprezentációjának bevezetése
• Szövegen kívüli információk kiaknázása
7.2.3 Véleménykifejezések kinyerése
Az 5. fejezetben igazolást nyert a szerző azon hipotézise, mely szerint a kulcsszókinyerési tech-
nikák adaptálhatók a véleménykifejezések kinyerésére irányuló feladat megoldása során. Mindezek
mellett a szerző a kinyert véleménykifejezések minőségét jelentősen javítani képes doménspecifikus
jellemzőket is bemutatott tézisében. A különböző terméktípusok véleménykifejezéseinek kinye-
résének átjárhatóságát is vizsgálta a szerző, mely során doménadaptációs kísérleteket hajtott végre.
Korábbi publikációi [6, 12] alapján a szerző a tézis legfontosabb saját eredményeinek a következőket
tekinti:
• Standard kulcsszavazási feladat kiterjesztése véleménykifejezések kinyerésére
• Termékvéleményezésekből és a hozzájuk tartozó véleménykifejezésekből álló korpusz létre-
hozása
• Doménadaptációs vizsgálatok a különböző termékcsoportok véleménykifejezéseinek kinyerése
közötti átjárhatóság biztosítására
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7.2.4 Kulcsszókinyerés alkalmazásai
A 6. fejezetben kulcsszókinyerő rendszerének végalkalmazásait ismertette a szerző. A fejezetben
bemutatásra került egy információelméleti alapokon nyugvó módszer dokumentumcsoportok kulcs-
szavainak meghatározására. A fejezet rámutatott arra is, hogy miként lehet korpuszon belüli témákat
detektálni a dokumentumok kulcsszavai közötti átfedés vizsgálata útján, illetve hogy miként lehet ezt
az információt korpuszvizualizáció során fölhasználni. Korábbi publikációi [9, 10] alapján a szerző a
tézis legfontosabb saját eredményeinek a következőket tekinti:
• Dokumentumhalmazok kulcsszavainak meghatározására irányuló eljárás
• Dokumentumok kulcsszóalapú reprezentációjának bevezetése
• Kulcsszóhasonlósági gráf alapján történő klaszterezés és korpuszvizualizáció
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