Academic librarians and data specialists use a variety of approaches to gain insight into how researcher data needs and practices vary by discipline, including surveys, focus groups, and interviews. Some published studies included small numbers of business school faculty and graduate students in their samples, but provided little, if any, insight into variations within the business discipline. Business researchers employ a variety of research designs and data collection methods and engage in quantitative and qualitative data analysis. The purpose of this paper is to provide deeper insight into primary and secondary data use by business graduate students at one Canadian university based on a content analysis of a corpus of 32
Introduction
A bridge is an apt metaphor for the work of an academic liaison librarian, who acts as a boundary spanner between faculty, students, and the Library. Much of this boundary spanning activity is driven by traditional liaison responsibilities including reference service, information literacy instruction, and collection development. As Canadian academic libraries begin to develop new research data management (RDM) services, liaison librarians have been identified as 'crucial intermediaries between the library's services and its researcher community… [who] often have domain-specific expertise and a network of department-specific relationships' (Steeleworthy, 2014, p.7) . Like many of its Canadian peers, Brock University Library has articulated a desire, through its most recent strategic planning exercise, to explore opportunities to support research data management and curation (Brock University Library, 2012) . As the liaison librarian to the Goodman School of Business at Brock University, I was quite familiar with the challenges of working with complex, and often expensive, commercial sources of numeric business data such as Compustat and CRSP (Hong & Lowry, 2007) , but less familiar with the data practices of business scholars who generated primary data as part of the research life cycle. In order to bridge the business data divide, I needed to acquire evidence-based IASSIST Quarterly insight into business researchers in their dual roles as data producers and data consumers.
A key phase in the development of RDM services is the discovery phase, which documents and analyses current researcher data practices that may be shaped by a variety of factors such as discipline, funding source requirements, research team composition, and career stage (Whyte, 2014 ). An independent assessment of the management, business, and finance (MBF) research landscape in Canada, commissioned by the Social Sciences and Humanities Research Council (SSHRC), provides some insight into these factors (Council of Canadian Academies [CCA], 2009a) . The number of business faculty in Canada was estimated at just over 2,900 individuals working at 58 different academic institutions (CCA, 2009a, p. 14) . Business is diverse discipline comprised of many subfields, some of which are more research-intensive than others. A bibliometric analysis of Canadian MBF research output published between 1997 and 2006 found that the accounting subfield represented 14% of business school faculty but produced only 2% of the research output, while the organizational studies and human resources subfield represented 5% of total business school faculty but produced 11% of the research output (CCA, 2009a, p.22 ). An analysis of research grants administered by SSHRC between 2005 and 2008 calculated that just 1.7% of these grants went to MBF research (CCA, 2009a, p. 18) . The Council of Canadian Academies also examined the level of collaborative activity among MBF researchers and found that: (a) 40% of all papers published between 1996 and 2007 were collaborative; and (b), among the top 25 Canadian universities, 45% of collaborative papers had an international co-author. Data management plans are not currently required for SSHRC-funded research, but researchers who collaborate internationally may find themselves subject to data management and sharing policies required by funding agencies in other countries (Corti et al., 2014) .
This study employs content analysis to investigate the research designs and data collection methods found in one form of academic business research output, the master's thesis, in order to discover to what extent graduate student business researchers collect primary data, or rely on access to secondary data sources for their analysis, and to explore variations within and between business subfields. In order to distinguish between the terms research strategy (which was not considered in this study), research design, and research method, the following definitions were considered: 1 A research strategy refers to 'a general orientation to the conduct of social research' (Bryman et al., 2011, p.579) . Commonly cited strategies are qualitative, quantitative, and mixed methods, while other terms used to describe research strategies include strategies of inquiry, traditions of inquiry, or methodologies (Creswell, 2003, p. 13 ). 2 A research design refers to 'a framework for the collection and analysis of data' (Bryman et al., 2011, p. 579) . Examples of research designs described in standard accounting, business, and social science research textbooks include experimental, cross-sectional (survey), fieldwork, case study, and archival (secondary analysis) designs . 3 A research method can be defined as 'simply a technique for collecting data' (Bryman et al., 2011, p. 77 ) such as selfcompletion questionnaires, structured interviewing, focus groups, structured observation, ethnography and participant observation, content analysis, and secondary analysis. For consistency's sake, the term 'data collection method' will be used in this study when discussing research methods.
Reliance on primary data collection has implications for the development of research data management services, while reliance on secondary data has implications for data reference support and collection development planning, particularly due to the high cost, proprietary nature, and complex interfaces of many business data sets. This study sets a baseline measurement for data practices at the master's level of business research, and can be used in future studies to compare current data practices at other career stages, or at other institutions, at the disciplinary or sub disciplinary level of analysis. This paper is structured as follows: section 2 reviews the literature related to methods of discovering researcher data practices; section 3 describes the purpose of the study and the research questions I will be exploring; section 4 describes the study's procedures including the setting, and methods of data collection; section 5 presents the findings of the content analysis; section 6 discusses the implications of the findings for research data management, reference support, and collection development; section 7 discusses the limitations of the study; and the final section presents suggestions for future research
Literature Review

Surveys and Interviews
Academic librarians and data specialists have used a variety of approaches to gain insight into current research data management practices such as case studies (e.g., Key Perspectives, 2010), campus-wide questionnaires (e.g., Parham, Bodnar & Fuchs, 2012) , interviews (e.g., Carlson, 2012) , and focus groups (e.g., McClure et al., 2014) . One study revealed statistically significant differences in research data management practices and attitudes across four research domains (but did not consider discipline-specific distinctions), leading the authors to recommend tailoring data management services using discipline-specific approaches (Akers & Doty, 2013) . Another study attempted to examine differences in research data practices by discipline and by methodology but the findings were of limited generalizability due to the low response rate and a survey instrument which confounded research strategies (e.g., qualitative, quantitative, and mixed methods) with research designs (e.g., experimental, survey, field work), and data collection methods (e.g., oral history, textual analysis) (Weller & Monroe-Gulick, 2014) .
Motivated by research funding agency requirements for data management plans, most studies have focused on the data curation behaviors and attitudes (such as data preservation and data sharing) of science researchers (e.g., Scaramozzino, Ramirez, & McGaughey, 2012) , or if institution-wide, have grouped business scholars with social science or professional schools (e.g., Akers & Doty, 2013) , thus providing little, if any, insight into variations within the business discipline. In the next section, I discuss how deeper insight into a researcher's choice of data collection methods and patterns of secondary data use within a discipline can be acquired by conducting a content analysis of scholarly research publications such as journal articles, theses, and dissertations.
Content Analysis
Content analysis, which is a nonreactive or unobtrusive data collection method, enables researchers to overcome some of the weaknesses of survey research, such as low response rates, sampling errors, or unclear question wording Other content analysis studies explored research trends and practices within specific business subfields (e.g., accounting, logistics and supply chain management), thus providing insight into primary and secondary data use at the sub disciplinary level of analysis. An examination of trends in accounting research over 50 year period found that archival research, defined as 'papers using data from historical market information [such as] stock prices' (Oler, Oler, & Skousen, 2010, p. 668) , has been the dominant research methodology in published accounting papers since the 1980s and comprised more than 60% of all papers published between 2000 and 2007. A review of articles published over a two year span in the Journal of Business Logistics found that 62% of empirically-based studies used primary data from surveys or case studies, while 21% of studies used secondary data methods (Rabinovich & Cheon, 2011) . While logistics and supply chain researchers appear to rely less heavily on secondary sources than do accounting researchers, a broader review of recent research in the logistics and supply chain field identified extensive use of secondary data sources for archival data collection, simulation, content analysis, event studies, and meta-analysis, leading Rabinovich and Cheon to advocate for the extension of traditional secondary data methods to include logistics research.
Several studies conducted by librarians also illustrate the value of the content analysis method in uncovering discipline-specific data practices. Nicholson and Bennett (2009) explored the nature of primary and secondary data use and availability within business ethics research through a content analysis of 48 doctoral dissertations. Their analysis revealed that 51% of the dissertations contained only primary data, 12% relied exclusively on secondary data, and 32% collected both primary and secondary data. A review of primary data collection methods identified four main categories: observations, surveys, experiments, and structured interviews, while a review of the secondary data collected identified a range of data types including numeric datasets, corporate annual reports, government filings and regulatory cases (Nicholson & Bennett, 2009 ). More recently, Williams (2013) analysed the content of 124 journal articles published by 64 faculty members in crop sciences for evidence of data usage and data sharing, in order to identify faculty candidates for data services. An advantage of the bibliographic study (sic) approach was that it revealed a diversity of discipline-specific data practices, but it was time consuming to conduct, because if data sets were used, they were typically not cited in the bibliography, but within the text of the article (Williams, 2013, p. 207) .
In summary, content analysis is an unobtrusive discovery method which can provide insight into the prevalence of various research designs and data collection methods in order to determine patterns of primary and secondary data use within specific disciplines, but few studies have examined variations between or within business subfields. This study attempts to fill that gap by reporting on the findings of an exploratory content analysis study of business master's theses.
Purpose
The purpose of this study was to investigate the research designs and data collection methods of students in a research-based Master of Science in Management (MSCM) program in order to better understand the extent to which these researchers collected and analyzed primary or secondary data. A content analysis of a corpus of 32 master's theses explored differences between and within subfields of business with respect to research designs and data collection methods. In cases where a thesis used secondary data, attempts were made to identify whether the data sources could be considered open data, or commercial data. This study explored the following research questions: Master's theses must be published in the digital repository as a graduation requirement, so this sample represented 100% of the MSCM degrees awarded since the inception of the program. Each thesis was hand coded using a hybrid approach of manifest and latent coding, similar to the approach taken by Nicholson and Bennett (2009) , in order to identify the business subfield, research design, and data collection method employed, and the extent and nature of secondary data use (see Appendix A) . The full text of each thesis was reviewed, with particular attention paid to the title page, acknowledgements, abstract, table of contents, methods, and data sections. Brock University's MSCM program offers five subfields (referred to as areas of specialization): which are (a) accounting, (b) finance, (c) O & ISM, (d) marketing, and (e) organization studies. If the area of specialization was not specifically stated on the title page, a code was assigned based on the topic of the theses, and the home subject area of the student's thesis advisor (who was often cited in the acknowledgements).
Each thesis was coded according to the choice of research design and data collection method and the coding form allowed for the possible use of more than one research design and data collection method, as might be the case in a mixed method research strategy. A core list of research designs and data collection methods was compiled after a review of accounting, business, and social science research methods textbooks (see Appendices B and C).
Finally, each thesis was analyzed for evidence of secondary data use. Each secondary data source was identified by name and by type (i.e., open or commercial / proprietary). Further investigation was required in some cases to determine if a secondary source was a commercial or an open source. Table 1 presents a comparison of the distribution of theses and core faculty by area of specialization. The largest proportion of theses came from the finance area, followed by the marketing area. The proportions for these two areas were larger than one might expect, based on the distribution of core faculty by area of specialization as currently listed on the program's website (Brock University Goodman School of Business, 2015) . Three of the five subject area specializations were under-represented (when compared to the distribution of core faculty) including: accounting, O & ISM, and organization studies. The differences in proportions might be a result of several factors such as the relative newness of the MSCM program, the growth of the program over time, and variations in student interest in each of the specialized streams. According to the Appraisal Brief for the MSCM program (Brock University Faculty of Business, 2005) , at the time the degree program was proposed there were 21 core faculty distributed across four areas of specialization: (a) eight faculty in accounting, (b); five faculty in finance, (c); five faculty in management science, and (d) three faculty in marketing. Given the two year length of the program, and the fact that the organization studies specialization was not added until the 2010-2011 academic year, it is not as surprising to have just two theses completed in organization studies. The 2014-2015 Graduate Calendar notes that the specialized streams may not be offered every year if there is insufficient student interest (Brock University, 2014).
Findings
Distribution of Theses by Area of Specialization
Distribution of Theses by Research Design and Data Collection Method
Three types of research designs were employed in MSCM theses: archival / secondary analysis, survey, and experimental (see Figure  1 ). There were no examples of case study designs, and none of the theses employed more than one research design. The analysis of data collection method use, as shown in Figure 2 , noted three different types of data gathering methods: archival-empirical/ quantitative, questionnaires, and archival-content analysis. Patterns of data collection method use within each type of research design appear in Table 2 . Both examples of theses with experimental designs used questionnaires for data collection, as did all seven of the theses with survey research designs. Of the 23 theses which employed the archival / secondary analysis research design, only one engaged in a qualitative content analysis, while the other 22 engaged in the empirical analysis of quantitative data. None of the theses employed more than one type of method for the collection of data. 
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Distributions of Research Designs and Data Collection Methods by Area of Specialization
The distribution of research designs and data collection methods by area of specialization are presented in Table 3 and Table 4 . The archival /secondary analysis research design was employed at least once within each area of specialization, but was most heavily used within the finance and accounting specializations. Survey designs were employed in four of the five areas of specialization, while experimental designs were used in two of the marketing theses. The marketing area exhibited the widest variety of research designs, while finance used only one type of research design. An analysis of data collection method use by area of specialization revealed widespread use of the archival -empirical/quantitative method, with evidence of use within four of the five areas of specialization.
In order to make sense of the patterns of research design and data collection method use by area of specialization, I also examined the course descriptions for each area of specialization in the MSCM program. Students in all specializations except finance take a two course research methodology sequence which covers topics such as: multivariate statistical techniques, advanced regression analysis, measurement and scaling, survey research and questionnaire design, sampling methods, qualitative research, and structural equation modeling (Brock University, 2014) . Students in the finance specialization take a two course sequence in empirical finance which covers empirical research methods and econometric techniques in investment finance (Brock University, 2014). Students in the accounting stream also take additional courses which cover accounting theory and research methods in behavioural accounting research and market-based research, while the O & ISM specialization includes courses on modeling, data mining, mathematical programming, simulation, and forecasting. Looking again at Table 3 and Table 4 , patterns of use begin to emerge, with finance, accounting, and O & ISM theses favouring archival designs and quantitative analysis methods, while marketing and organization studies theses used a variety of research designs and data collection methods. Insights from a case study of an MSc program in finance in the United Kingdom confirmed that students were exposed to secondary data and regression analysis as the model to follow in their own research (Belghitar & Belghitar, 2010, p.578 ).
Primary and secondary data collection
This study also explored the nature of primary and secondary data collection and use across all areas of specialization, and within each specialization. Table 5 presents the patterns of primary and secondary data collection across all areas of specialization. MSCM theses showed a greater reliance on secondary data sources, less reliance on primary data collection, and no evidence of combining primary and secondary data collection, when compared to the Nicholson and Bennett (2009) analysis of business ethics dissertations. Primary data collection methods were used in four of the five areas of specialization, and secondary data sources were used in all five areas of specialization (see Table 6 ). The Finance area relied exclusively on secondary data sources, as did the majority of Table 3 Research Design Use by Area of Specializa9on, Percentage of Row Totals IASSIST Quarterly accounting and operations and information systems management theses. All the theses which collected primary data relied on some form of a questionnaire for data collection (see Table 4 ). Although not a focus of this study, a latent analysis revealed that a variety of methods were used to collect questionnaire data including printed questionnaires and online software packages (e.g., MediaLab, SurveyMonkey, and Qualtrics). However, in some cases it was not possible to determine if the questionnaires were administered using paper or online instruments.
Secondary sources types used in business research
This study investigated both the nature and types of secondary sources used and revealed that very few theses relied exclusively on open data sources. 28% of theses used commercial data sources exclusively, and 37% of theses used a combination of open and commercial data sources (see Table 5 ). Many theses used multiple secondary data sources, including four theses which used five or more secondary data sources ( 
Discussion
Implications for research data management
Libraries planning research data services may use a life cycle model to describe the real-world activities of their researchers (Carlson, 2014) . The research data lifecycle consists of the following data related activities: discovery and planning, data collection, data processing and analysis, publishing and sharing, long term management, and reusing data (Corti et al., 2014 p. 17) . Viewed through the lens of the research data lifecycle, this study's analysis of business master's theses identified variations between and within business subfields with respect to research design and data collection method use which have implications for the development of research data management services for business researchers.
Over 70% of graduate student business researchers could be categorized as data consumers, while less than 30% could be considered data producers. Archival / secondary analysis research designs were employed at least once within each business subfield, and constituted the majority of theses in the accounting, finance, and operations and information system management subfields. The discovery and acquisition of secondary data sources are crucial real-world activities for these business data consumers. A minority of theses employed survey or experimental research designs and collected research data via questionnaires. Due to the small sample size, clear sub disciplinary patterns could not be found, but the researchers collecting primary data in this study were more likely to be from the marketing subfield. The real-world data activities of these business data producers, such as planning data collection protocols and obtaining informed consent, closely align with social science researchers employing survey or experimental research designs. This segment of researchers could be targeted for future research data management services.
Unlike our counterparts in the United States and the United Kingdom, there is less urgency with respect to developing research data management plans in Canada due to a lack of public funding agency data sharing mandates. The Tri-Agency Open Access Policy on Publication, which applies to peer-reviewed journal publications, was announced on February 27, 2015, but the sharing of publication-related research data is only required by Canadian Institutes of Health Research funding recipients (Tri-Agency, 2015). Barriers to publishing and sharing business data exist due to the • Collected only open data sources 2 (6%)
• Collected only commercial data sources 9 (28%)
• Collected both open and commercial sources 12 (37%)
Theses with both primary and secondary data collec(on 0 (0%)
Number of secondary data sources used Number ( %) (Vlaeminck, 2012 (Vlaeminck, , 2013 .
Implications for reference support and collection development
Liaison librarians and data specialists often provide data reference support to novice researchers such as undergraduate students (Partlo, 2010) . According to the 'Seven Ages of Research' model, master's degree students (who are in the first age of the researcher's lifecycle) are engaged in research for a limited period of time and may not be seeking a career in academia (Bent, Gannon-Leary, & Webb, 2007, p. 85) . Researchers in this early career stage often turn to thesis supervisors for guidance on the research process, academic writing, and information retrieval, to varying degrees of satisfaction (Bent, Gannon-Leary, & Webb, 2007, p. 89) . Librarians serving business schools with research-based master's degree programs with an accounting or finance emphasis, where students are expected to engage in archival quantitative research, may want to direct their energy toward providing higher levels of support for secondary data discovery and extraction, and then promoting this service to faculty and graduate students (e.g., Kellam, 2011) .
Liaison librarians and data specialists who develop data collections to support academic programs in their institutions will need to work closely with disciplinary faculty in accounting, finance, or other subfields that rely heavily on secondary data, to identify key data sources. Thesis and dissertation content analysis can provide much needed evidence of student usage, and strengthen the argument that these databases support the curriculum (e.g., when writing the library or data services support portions of program appraisal briefs or reaccreditation reviews). A content analysis of faculty journal publications can uncover hidden data sources (e.g., owned or licensed by faculty members for use by their own research groups, but not listed on the Library website or a Departmental resources web page), which may be missed by traditional database benchmarking efforts that examine such listings. One must also keep in mind that traditional citation analysis studies which only look at bibliographies (for a review, see Hoffman & Doucette, 2012) , will drastically undercount the use of secondary data sources which are often only cited within the methods sections of dissertations and journal articles. In times of Library materials budget cuts, expensive subscription-based financial datasets with high cost per use may be prime targets for cancellation, but are fundamental to the research process for financial scholars.
Limitations
There were three aspects of this study which limited the generalization of the findings to the broader population of academic business researchers. The first limitation was due to the small sample size which, while representative of 100% of the population of Brock University's MSCM students, did not reflect the sub disciplinary distribution of core faculty supervisors in the MSCM program. The second limitation was due to the focus of the study on only one career stage of researchers. While a graduate student's choice of research designs and data collection methods may mirror the standard protocols within a discipline, the short duration of master's degree programs may limit his or her choices (see Belghitar & Belghitar, 2010, p. 579) , and therefore may not be representative of research designs employed within doctoral theses or studies published by faculty in peer-reviewed journal articles. The third limitation was due to the use of a single coder, rather than multiple coders. However, the results were strengthened by the nature of the coding scheme, which relied primarily on manifest coding, and focused on measuring the frequency of occurrence of each variable . This exploratory study served as a pilot project to test the thesis coding scheme, which could easily be adapted for broader use at other institutions by using a broader list of business subfields, such as the list of 16 subfields employed by the Council of Canadian Academies in their bibliometric analysis (CCA, 2009b, p. 11) .
Conclusion
This study used the content analysis method to provide insight into primary and secondary data use by master's level business students at one institution. The content analysis found variations in the choice of research designs and data collection methods use across the business discipline, as well as variations within business subfields. The results of this exploratory study can serve as a benchmark for future discipline-specific content analysis studies, and the content analysis method can be used to examine variations in data practices within other social science disciplines. The study could be extended to examine business research from multiple academic institutions, multiple career stages (e.g., doctoral students, faculty, and postdoctoral researchers), or a variety of types of research output including doctoral dissertations and peer-reviewed journal articles. The use of multiple coders would allow for the examination of a larger and more representative sample of the broader business research landscape. Given the Canadian Association of Research Libraries' interest in developing a collaborative, networked approach to building a research data management infrastructure (for a discussion see Canadian Association of Research Libraries, 2013), a collaborative approach to conducting future discipline-specific content analysis studies is recommended.
