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Abstract
Line-ends, corners and junctions are important singularities for form analysis, object recognition, depth ordering or motion
processing. In this study, we investigate the extent to which processing the motion of line ends depends on the spatial conﬁguration
of their immediate surround. To that aim, we used two vertical collinear line segments, translating clockwise or anti-clockwise along
a circular path, together with a direction discrimination task. Direction discrimination was measured independently for outer line-
ends––at both segments extremities––and inner line-ends––in between collinear segments––using line segments partially occluded by
invisible masks such that the direction of either inner or outer line-ends motion was restricted to a sinusoidal translation along a
horizontal axis, and thus irrelevant for the motion task. Under these conditions, access to the direction of inner line-ends is longer
and more diﬃcult than it is for outer line-ends. Subsequent experiments show that these eﬀects depend on the degree of collinearity
between line segments. Similar experiments were performed after volunteers took a dose of Lorazepam, a benzodiazepine that facil-
itates the ﬁxation of GABA on GABAA receptors. The results show that the diﬀerences between the processing of inner and outer
line-ends is reduced, suggesting that the eﬀect of the surround is modulated by inhibitory mechanisms. Using a simple model, we
propose that this eﬀect can be explained by a competition between a segmentation process based on surround suppression and con-
tour integration through long-range horizontal connections, at or prior to motion processing stages.
 2004 Elsevier Ltd. All rights reserved.
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Visual objects often occlude one another. As a conse-
quence, singularities (line-ends, T-junctions) exist in the
input image and contours of a single object may be frag-
mented into multiple disconnected segments. Neverthe-
less, the visual system succeeds in recovering contour
continuity and closure of occluded visual objects. This0042-6989/$ - see front matter  2004 Elsevier Ltd. All rights reserved.
doi:10.1016/j.visres.2004.07.033
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Alexandra House, 17 Queen Square, London WC1N 3AR, UK.capability requires that disconnected segments of the
same object are integrated into a single contour (contour
completion and integration, e.g. Kanisza, 1976), while
segments from other objects are segregated to avoid spu-
rious associations (contour segmentation). These proc-
esses have recently been studied using pseudo-aligned
oriented elements, such as line-segments or Gabor
patches, immersed within a background of randomly
oriented, otherwise identical, elements (Braun, 1999;
Field, Hayes, & Hess, 1993; Kapadia, Ito, Gilbert, &
Westheimer, 1995; Kovacs & Julesz, 1993; Pettet,
McKee, & Grzywacz, 1998). With these displays, it
was found that observers easily detect a target path
104 J. Lorenceau et al. / Vision Research 45 (2005) 103–116made of several pseudo-collinear elements, provided
that their arrangement respects joint position and orien-
tation constraints corresponding to criteria of good con-
tinuity (Beaudot & Mullen, 2003; Field et al., 1993;
Hess, Hayes, & Field, 2003; Koﬀka, 1935). These ﬁnd-
ings led to the notion that ‘‘association ﬁelds’’ (Field
et al., 1993) link neighbouring elements with like orien-
tation. Anatomical studies uncovering long-range hori-
zontal connections linking V1 neurons selective to
similar orientation (Gilbert & Wiesel, 1989; Sincich &
Blasdel, 2001) and electrophysiological evidence that
neuronal responses are modulated by the stimulation
of the ‘‘silent’’ regions surrounding the receptive ﬁeld
of cortical neurons (Bringuier, Chavane, Glaeser, &
Fre´gnac, 1998; Kapadia et al., 1995; Knierim & Van
Essen, 1992; see Serie`s, Lorenceau, & Fre´gnac, 2004,
for a review) led to the suggestion that association ﬁelds
reﬂect non-linear interactions through long-range
horizontal connections in primary visual cortex,
although feed-back projections from ‘‘higher’’ areas
could also be involved (Hupe´ et al., 1998; but see Hupe´,
James, Girard, & Bullier, 2001; Stettler, Das, Bennett, &
Gilbert, 2002).
In addition, ample evidence suggests that contour
integration and segmentation rely on the presence, nat-
ure and location of singularities such as line-ends, cor-
ners and junctions (Biederman, 1987; Nakayama &
Shimojo, 1990) that may result from accidental occlu-
sion––extrinsic features––or belong to visual objects––
intrinsic features––(Nakayama & Silverman, 1988;
Shimojo, Silverman, & Nakayama, 1989). The strong
inﬂuence of these features on contour integration has
been probed with static as well as moving displays
(Lorenceau & Shiﬀrar, 1992; Lorenceau, Shiﬀrar, Walls,
& Castet, 1993; Shimojo et al., 1989). Shimojo et al.
(1989) have suggested that extrinsic line-ends were dis-
carded prior to contour linking, whereas intrinsic termi-
nators––belonging to the contour itself and signalling a
‘‘real’’ discontinuity––prevented contour as well as mo-
tion integration. Thus, when presented with occluded
objects, the visual system must not only combine con-
tour fragments to recover objects shape, but must also
be able to determine the existence, nature, and location
of singularities in order to segment contours into distinct
objects. How singularities are processed remains a mat-
ter of debate. The fact that end-stopped or surround-
suppressed cells, whose inhibitory zones shape their
selectivity to line width and line length, (De Angelis,
Freeman, & Ohzawa, 1994; Hubel & Wiesel, 1968; Li
& Li, 1994; Orban, Kato, & Bishop, 1979) has made
them a plausible physiological substrate for the compu-
tation of singularities (Dobbins, Zucker, & Cynader,
1987). This view has gained support at the psychophys-
ical level, as Yu and collaborators (Yu & Essock, 1996;
Yu & Levi, 1998a, 1998b, 1999), characterized end-
stopped ‘‘perceptive’’ ﬁelds that share many featureswith end-stopped neurons, including their cortical ori-
gin, their insensitivity to phase and the selectivity of
their end-zones to spatial frequency and orientation. Re-
cent electrophysiological evidence (Pack, Livingstone,
Duﬀy, & Born, 2003) further indicates that many end-
stopped cells possess the required direction selectivity
to encode the direction of moving singularities (see also
Van Wezel & van der Smagt, 2003).
We sought to examine the dynamics of possible inter-
actions between contour integration and segmentation
by examining the ability of human observers to process
moving singularities––line-ends––embedded in discon-
tinuous collinear contours. In this study, motion discrim-
ination is used as a probe to uncover hypothetical
diﬀerences between the processing of inner and outer
line-ends. We show that discriminating the direction of
line-ends, as measured through response times and error
rates, takes longer and is more diﬃcult for inner line-
ends––located in between contours––as compared to outer
line-ends. In additional experiments, we ﬁnd that this
diﬀerential eﬀect is reduced after an uptake of Loraze-
pam, a benzodiazepine that facilitates the ﬁxation of
GABA on GABAA receptors, suggesting that, in agree-
ment with physiological studies (Sceniak, Ringach, Haw-
ken, & Shapley, 1999; Sillito &Versiani, 1977), inhibitory
mechanisms are involved in line-ends processing. We
propose that these eﬀects result from a dynamic competi-
tion between contour segmentation and integration at, or
prior to, the early stages of motion processing and show
that a simple model implementing a competition between
orientation-dependent facilitation through long-range
connections and short-range inhibition is able to satisfac-
torily simulate the experimental results.2. General method
The experiments described below are designed to test
whether discriminating the direction of unambiguously
moving line-ends depends on the stimulation of their
immediate surround. To that aim, we use moving stimuli
made of two collinear line-segments partially occluded
by rectangular masks rendered invisible by setting their
hue and luminance as those of the background (Fig. 1).
Therefore, line-ends appear as intrinsic singularities
even though they result from occlusion. In the following,
the two segments move at a constant velocity along a
circular path, either clockwise or anti-clockwise, and
observers must discriminate their direction. Four condi-
tions are used:
• In condition 1 (control), no masks are present: thus
the four line-ends––2 for each segment––move clock-
wise or anti-clockwise along a circular path and are
relevant to perform the task (all line-ends condition,
ALE thereafter).
ALE ILE OLE NLE
Fig. 1. Experimental display: Two vertical collinear line segments are
separated by a gap. Invisible masks––having the same hue and
luminance as the background––are positioned so as to cover all (NLE
condition), inner (ILE condition) or outer (OLE condition) segments
line-ends. A control condition with no masks (ALE condition) is also
used. All four conditions are perceptually identical when the segments
are stationary. In the experiments, the two segments translate at a
constant speed along a circular path. Depending on the location of the
masks, line-ends move clockwise or anti-clockwise, or appear to
translate back and forth along a horizontal axis (black arrows).
Observers are required to press a key to indicate the clockwise or anti-
clockwise direction of motion.
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outer line-ends, which therefore appear to oscillate
back and forth along a horizontal axis, while the
unmasked inner line-ends move along a circular path
and are the only relevant cues to perform the task
(inner line-ends condition, ILE thereafter).
• Condition 3 is similar to condition 2 except that a sin-
gle central invisible mask partially covered the line
segments, such that inner line-ends appear to oscillate
back and forth along a horizontal axis, with no rota-
tional component. Only the unmasked outer line-ends
moving along a circular path are relevant for the task
(outer line-ends condition, OLE thereafter).
• Finally, all line-ends are masked in condition 4, pre-
venting any circular motion to be seen (no line-ends
condition, NLE thereafter).
The length of the segments and the positions of the
masks are chosen so that all stimuli are identical when
static (i.e. the distance between inner line-ends and outer
line-ends is identical for all conditions and remains the
same during the motion). Observers are required to indi-
cate their perceived direction of motion, clockwise or
anti-clockwise, in a simple 2AFC procedure and to re-
spond at random when no rotational component is
available in the stimulus. Condition ALE and NLE
are used as baseline conditions, whereas condition ILE
and OLE are test conditions. Except in Experiment 4,
motion lasted until observers key press. Reaction
time––the latency between the motion onset and observ-ers response, RT thereafter––and the error rate in the
direction discrimination task are measured. Key presses
are read after each screen refresh (frame rate: 60Hz),
such that the largest uncertainty in RT measurements
is 16.66ms.
The stimuli displayed on a 1280 · 1024 · 8bit per
pixel, 60Hz monitor are two white vertical line segments
(58.9cd/m2, width: 0.013 of visual angle (dva), length:
0.8dva) presented in central vision against a grey back-
ground (12.6cd/m2). They are vertically oﬀset and sepa-
rated by a gap (0.5dva, except in Experiment 4). To
avoid judgments based on relative motion, no ﬁxation
point is provided, but observers are required to ﬁxate
the centre of the display, i.e. at the gap in between line
segments.
On each trial, one of the four conditions (ALE, ILE,
OLE and NLE), is chosen at random. The two segments
both move in phase either clockwise or anti-clockwise
along a circular path (radius: 0.2dva, frequency:
0.83Hz) until the observers response and then disap-
pear. Observers indicate the direction of motion with
the left/right arrow keys of the computer keyboard.
2.1. Experiment I
Preliminary results indicated that errors in direction
discrimination systematically occurred, despite the fact
that line-ends motion is unambiguous relative to the
task (except in the NLE condition), highly visible and
available for a long period of time, suggesting either that
the task was intrinsically diﬃcult or that observers re-
sponded too quickly, resulting in a speed-accuracy trade
oﬀ. We sought to study the relationships between error
rates and response times in more details by asking
observers, either to respond as fast as possible (ﬁrst
block), or to respond as accurately as possible (second
block). Thus, two blocks of 240 trials––60 trials per con-
dition––one for each task (‘‘fast’’ and ‘‘accurate’’), were
performed in succession, always in the same order. All
observers (n = 13), with normal or corrected to normal
vision, were students in the Department of Psychology.
2.1.1. Results
The error rates and response times for the two tasks
(fast and accurate), averaged across directions and
observers, are plotted in Fig. 2 for the four conditions.
A one-way analysis of variance indicates that the
error rates for the ‘‘fast’’ task are signiﬁcantly higher
than for the ‘‘accurate’’ task (F(1,12) = 16.8; p <
0.005). Although response times for the two blocks or tri-
als are not signiﬁcantly diﬀerent (F(1,12) = 2.4, ns), there
is still a trend for lower RTs in the ‘‘fast’’ task in all con-
ditions. The diﬀerent conditions (ALE, ILE, OLE, NLE)
yield signiﬁcant diﬀerences both for errors (F(3,36) =
62.9; p < 0.001) and response times (F(3,36) = 5.03;
p < 0.001). Comparisons between the two test conditions
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Fig. 2. Results of Experiment 1: Error rates (top) and response times
(bottom) in the direction discrimination task for the diﬀerent condi-
tions. Results for ‘‘fast’’ blocks and ‘‘accurate’’ blocks are shown.
Error bars represent 1 s.d.
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cantly higher (F(1,12) = 24.4; p < 0.005) and that re-
sponse times are signiﬁcantly longer (F(1,12) = 7.8;
p < 0.005) for the ILE condition (inner rotating line-
ends) as compared to the OLE condition (outer rotating
line-ends).
For condition NLE (no rotating line-ends), errors are
close to chance level (50%) as expected from the lack of
motion cues relevant to perform the task. Signiﬁcantly
diﬀerent error rates and response times are found be-
tween the ILE condition and the NLE condition
(F(1,12) = 18.7; p < 0.005 for errors; F(1,12) = 6.4;
p < 0.05 for RTs). Not surprisingly, error rates are also
signiﬁcantly diﬀerent between OLE and NLE conditions
(F(1,12) = 18.3; p < 0.005). The results for the ALE (all
line-ends rotating) and OLE conditions are not signiﬁ-
cantly diﬀerent.
To summarize, the results show higher error rates (by
19%) and longer response times (by about 60ms.) in the
ILE as compared to the OLE conditions. Response
times in the ILE conditions are always longer than in
all other conditions. Although observers were asked to
be as accurate as possible in one of the two blocks of tri-als, they still made numerous errors in the ILE condition
(22.8%), even though the relevant information was
available for an unlimited period of time in the region
of ﬁxation. This diﬀerence is hardly explained by the
uneven distribution of circular and linear motions in
the ILE and OLE conditions, as performance is similar
in the OLE and ALE conditions. The fast response and
low error rate in these two conditions suggest that
observers used the most salient motion information to
respond as quickly as possible. That outer line-ends mo-
tion is similar in these conditions suggests that this
information was more easily available to a decision
process, as compared to inner line-ends. The long RTs
and high error rates in the ILE conditions suggest that
the visibility of inner line-ends direction was reduced,
presumably because the collinear arrangement of the
line segments somehow ‘‘masked’’ their motion, render-
ing the task more diﬃcult in that particular case.
Whether this ‘‘masking’’ eﬀect is related to the speciﬁc
collinear arrangement of the two segments is investi-
gated in the two following experiments where a spatial
oﬀset and an orientation diﬀerence are manipulated, so
as to break collinearity.
2.2. Experiment 2: Spatial oﬀset
This second experiment replicates Experiment 1 with
varying lateral spatial oﬀsets between the upper and
lower segments in order to evaluate the inﬂuence of
the collinearity between the line segments on the eﬀects
reported above. Four spatial oﬀsets are chosen so as
to maintain inner line-ends close to the fovea (0, 0.03,
0.11, 0.21 and 0.32dva). Only the OLE and ILE condi-
tions were tested in this experiment. Observers (n = 13),
diﬀerent from those of Experiment 1, performed the
direction discrimination task in two blocks of trials.
They were required to respond as fast as possible in
the ﬁrst block and to perform as accurately as possible
in the second block. The results––error rates and re-
sponse times––for the two blocks of trials are presented
in Fig. 3, as a function of the spatial oﬀset.2.2.1. Results
As in Experiment 1, observers performed diﬀerently
in the two blocks of trials, but still made numerous er-
rors in the second ‘‘accurate’’ block, despite the lack
of time pressure to perform the task. A one way analysis
of variance again indicates that there are more errors
(F(1,12) = 6.3, p < 0.005), and that response times are
signiﬁcantly longer in the ILE condition than in the
OLE condition (F(1,12) = 5.6; p < 0.05). In addition, re-
sponse times decrease signiﬁcantly with increasing spa-
tial oﬀset between segments (F(4,48) = 3.08, p < 0.05).
Additional comparisons performed on the pooled
‘‘accurate’’ and ‘‘fast’’ data indicate, however, that this
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Fig. 3. Results of Experiment 2: Eﬀect of a horizontal spatial oﬀset between line segments. Error rates in the ‘‘fast’’ (left) and ‘‘accurate’’ (right)
blocks averaged across observers and direction are shown in the top panels as a function of the spatial oﬀset. Responses times are shown in the
bottom panels for the two tasks. Error bars represent 1 s.d.
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decrease signiﬁcantly with increasing spatial oﬀset in
the ILE (F(4,48) = 2.6; p < 0.05) but not in the OLE
condition (F(4,48) = 0.97, ns).
Although the error rate also tends to decrease as the
spatial oﬀset increases, which may reﬂect decreased inter-
actions between segments, this trend does not reach sig-
niﬁcance (F(4,48) = 1.6, ns). At this point, it is not clear
whether this trend is not signiﬁcant due to the small spa-
tial oﬀsets employed, which would suggest that the eﬀect
is not sensitive to small misalignments and does not de-
pend on a highly localized mechanism or whether it is
due to an eﬀect of retinal eccentricity that increases with
spatial oﬀsets, which would suggest a retinal heterogene-
ity of the dynamics of line-ends processing.
2.3. Experiment 3: Relative orientation
To test further the dependence of the eﬀects on seg-
ments alignment, we introduced an orientation diﬀer-
ence (60) between the upper and lower segments while
maintaining the distance between inner line-ends. The
same experimental design as before was used, except
that only the ALE, OLE and ILE conditions were
tested. Two blocks of 240 trials each (one for aligned
vertical segments, one for oblique non-aligned segments)
were performed by ﬁve observers familiar with psycho-
physical testing but unaware of the speciﬁc goals of
the study. Only the ‘‘fast’’ task was used in this
experiment.2.3.1. Results
The percentage of correct responses and the response
times averaged across directions and observers, are pre-
sented in Fig. 4 for the three conditions. The results are
clear cut: ILE, OLE and ALE conditions yields similar
response times and error rates when the relative orien-
tation between segments is 60 F(1,4) = 1.2, ns for error
rate, (F(1,4) = 2.3, ns for RTs) whereas in the 0 condi-
tions, the same results as in Experiment 1 are found,
with the ILE condition yielding longer response times
than the ALE and OLE conditions (F(1,4) = 7.7,
p = 0.05). More speciﬁc comparisons indicate that
RTs are diﬀerent between OLE and ILE conditions
for 0 (F(1,4) = 12.47, p < 0.05) but not for 60
(F(1,4) = 1.9, ns). However, the diﬀerences in error
rates do not reach signiﬁcance (F(1,4) = 1.61, ns). It is
worth noting that the mean RT is shorter by 250ms
in this as compared to Experiment 1. This diﬀerence
presumably reﬂects the fact that the observers were
highly familiar with psychophysical testing in this
experiment.
The disadvantage found at 0 in the ILE condition
disappears in the 60 condition. Thus, breaking the col-
linearity between segments shortens the response times,
suggesting that this disadvantage results from a time
consuming competition between contour integration
and contour segmentation with aligned collinear seg-
ments, such that access to the direction of inner line ends
is perturbed, taking more time and/or yielding more
errors.
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Fig. 4. Results of Experiment 3: Eﬀect of relative orientation. Error
rates (top) and response times (bottom) averaged across ﬁve observers
for conditions OLE, ILE, ALE are shown when the relative angle
between the upper and lower segments is equal to 0 or 60. Only the
‘‘fast’’ task was used. Error bars represent 1 s.d.
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suggest that the ability to recover the direction of line-
ends motion depends on the spatial conﬁguration of
their immediate surround, and is not due to the diﬀerent
location of inner and outer line-ends in the visual ﬁeld
(i.e. central vs. eccentric vision). Note that even if this
eventuality were correct, the data would be at odds with
the prediction that visual processing is faster in the at-
tended central region of the visual ﬁeld (e.g. Posner,
Snyder, & Davidson, 1980), i.e. in between segments,
where observers were asked to direct their gaze. Indeed,
RTs are longer when line-ends are seen foveally, as com-
pared to the more eccentric outer line-ends, but only
when they are embedded within aligned collinear
segments.
We mentioned in Section 1 that contour integration is
thought to be related to long-range facilitation through
horizontal connections, while segmentation based on
line-end processing is commonly associated with sup-
pressive interactions as those described in hypercomplex
end-stopped neurons. Although both mechanisms are
activated by collinear segments, their inﬂuence on
psychophysical performance may diﬀer, due to the dif-
ferent position of the line-ends relevant for the motion
task. Modulating the contribution of these antagonistic
processes by altering the balance between excitation and
inhibition in the cortical networks involved in the direc-
tion discrimination task may therefore diﬀerentially af-
fect performance in the ILE and OLE conditions. Thiscan be done by using a GABAA agonist that changes
the gain of inhibitory neurons.2.4. Experiment 4: Eﬀect of Lorazepam
To test further the idea that the diﬀerent performance
between the ILE and OLE conditions result from a com-
petition between contour integration and contour seg-
mentation, we replicated Experiment 1 after volunteers
were given a dose of Lorazepam, a benzodiazepine that
facilitates the ﬁxation of GABA on GABAA receptors.
At the dose used here (0.038mg/kg), Lorazepam ﬁxates
speciﬁcally on the benzodiazepine site of GABAA recep-
tors, but not on GABAB or GABAC receptors. Impor-
tantly, Lorazepam does not directly elicit responses
from inhibitory GABAA-ergic neurons in the absence
of GABA, but only enhances the induced inhibitory
activity of these neurons (Mohler, Benke, Benson, Lu¨s-
cher, & Fritschy, 1995; Smith & Olsen, 1995). Loraze-
pam is widely prescribed for its anxiolytic, hypnotic,
myorelaxant and antiepileptic properties. Beside its sed-
ative eﬀects, which entail lengthened response times, it
also alters the oculomotor balance. Although these ef-
fects are aspeciﬁc and should impair performance in
both the ILE and OLE conditions, Lorazepam may also
diﬀerentially alter performance in the ILE relative to the
OLE condition, as processing the line-ends motion
needed to perform the task may not rely similarly on
inhibitory mechanisms. Previous studies using this strat-
egy have shown that GABAA agonists such as Loraze-
pam, selectively enhance the processing of line-ends
(Giersch & Lorenceau, 1999; Giersch, 1999, 2001).2.4.1. Method and procedure
The experiment was conducted in the Laboratory of
Psychopharmacology in Strasbourg. The apparatus,
the stimuli and the procedure were identical to those de-
scribed previously except that two gap sizes––the dis-
tance between line segments––were used (8.8 0 and 35.2 0
of arc). Only the ILE, OLE and NLE conditions were
tested. To minimize eye movements and avoid any con-
tamination of the results by a Lorazepam induced
impairment of the oculomotor balance (Masson et al.,
2000; Speeg-Schatz et al., 2001), the stimuli were viewed
monocularly and the duration of motion was limited to
150ms.2.4.2. Subjects
Sixteen healthy volunteers (10 women and 6 men) re-
cruited in the University of Strasbourg (aged from 21 to
25years) participated in this study. Their weight ranged
from 47 to 87kg (mean weight: 67.6kg). The protocol
was approved by the Faculty Ethics Committee. All
observers gave their written informed consent and were
paid for their participation.
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holism, drug abuse or tobacco consumption of more
than 10 cigarettes a day. They were not chronic users
of benzodiazepines and had not taken any medication
for at least 15days. They were instructed to abstain from
beverages containing caﬀeine or alcohol during 24h
prior to the study. The drug was administered in the
morning, after an overnight fast. Observers were ran-
domly assigned to one of two parallel groups of eight
observers each: a placebo group and a Lorazepam group
(0.038mg/kg). The drug capsule was given orally using a
double-blind procedure. Investigations were conducted
between 1h30 and 3h00 after the intake of the drug.
All observers treated with Lorazepam were tested again
three months later, to check their performance without
treatment. All observers were tested with their optical
correction, if any.
Each observer started with a 40 trials training session
the day before the intake of the drug. Practice was
stopped when performance was higher than or equal
to 75% correct responses in the OLE condition. On
the day of test, the experimental session was preceded
by a 20 trials training session.
2.4.3. Results
Analyses of variance were ﬁrst conducted to compare
response times and error rates of the placebo group and
the group tested without treatment three months after
the drug intake. As performance was identical in the
two groups (Fs < 1, ns), all subsequent analyses were
conducted on the Lorazepam treated observers during
and three months after the intake of the drug. Analyses
of variance were conducted on both response times and
errors, with observers as a random variable. There was
one between-observer variable––the day of the test (dur-
ing and after treatment)––two within-observer varia-
bles––the experimental condition (ILE, OLE and
NLE) and the gap size (8.8 or 35.2 0 of arc). The results
are displayed in Fig. 5.
Without treatment, the mean response times and the
mean error rate were respectively 1098ms and 23.5%. In
the Lorazepam group, the mean response time and the
mean error rate were respectively 1436ms and 28.6%.
The mean response time was signiﬁcantly longer with
than without treatment (F(1,7) = 17.7, p < 0.005) but
the mean error rate was not signiﬁcantly diﬀerent in
the two conditions (F(1,7) = 2.1, ns).
In agreement with our previous results, observers
without treatment are more accurate in the OLE than
in the ILE condition (by 17.4%, F(1,7) = 9.9, p < 0.05).
Although observers are faster by 72ms in the OLE con-
dition, this diﬀerence does not reach signiﬁcance
(F(1,7) = 2, ns). When the results of the placebo and
non-treated group are pooled, RTs are signiﬁcantly
shorter in the OLE condition than in the ILE condition,
but only for a gap of 8.8 0 of arc (by 121ms in non-trea-ted observers and by 124ms in the placebo group,
F(1,14) = 7.9, p < 0.05). This results in a signiﬁcant
interaction between the gap size (8.8 0 or 35.2 0 of
arc) and the experimental condition (ILE or OLE:
F(1,15) = 5.3, p < 0.05). In the ILE condition, observers
tend to be faster for a large––35.2 0 of arc––as compared
to a small––8.8 0 of arc––gap between segments (by 51ms
and 4.7% in the placebo group and by 55ms and 2.5% in
non-treated subjects, F(1,15) = 4.4, p = 0.054 for RTs
and F(1,15) = 1.9, ns for errors). This eﬀect of gap size
is consistent with previous studies showing that group-
ing dots or segments into a whole contour depends on
the distance between individual elements (Boucart, De-
lord, & Giersch, 1994; Zucker & Davis, 1988) and may
reﬂect the spatial distribution of the lateral interactions
strength (Beaudot & Mullen, 2003; Polat & Sagi, 1994).
Comparing the error rates between the same observ-
ers, with and without Lorazepam, indicates that Loraze-
pam induces a 11.4% increase in error rate in the OLE
condition (F(1,7) = 7.9, p < 0.05). This eﬀect is inde-
pendent of the gap size (11.2% for 8.8 0 of arc and
11.6% for 35.2 0 of arc). Error rates are not aﬀected by
Lorazepam in the other conditions––ILE or NLE
(Fs < 1, ns). Taken together these diﬀerences yield a sig-
niﬁcant interaction between the treatment and the
location of the rotating line-ends (ILE vs. OLE:
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in all conditions. For a large gap, the increase of RTs is
similar in the ILE and OLE conditions (+384ms and
+362ms respectively). For a small gap, reactions times
increase by 259ms in the ILE condition, by 391ms in
the OLE condition and by 258ms in the NLE condition.
This increase is not signiﬁcantly diﬀerent in the ILE and
NLE condition (F < 1, ns), but is signiﬁcantly smaller in
the ILE than OLE condition, as indicated by a signiﬁ-
cant interaction between the day of the test and the
experimental conditions (F(4,28) = 3.1, p < 0.05).
To summarize, the main eﬀects of Lorazepam on
direction discrimination are the following: (1) Loraze-
pam induces an increase in error rates in the OLE con-
dition, but not in the ILE condition. As a consequence,
the diﬀerence between ILE and OLE conditions is re-
duced. (2) Observers are slower with than without
Lorazepam. (3) This increase in reaction times is smaller
with a small gap size (8.8 0 of arc) in the NLE and ILE
conditions than in the other conditions.
That Lorazepam induces a general slowing down and
an increase in error rates is expected and can be attrib-
uted to sedative non-speciﬁc eﬀects––namely a slowing
down of the motor system. However, on top of this
non-speciﬁc eﬀect, signiﬁcant diﬀerences between the
ILE and OLE conditions are found. Several explana-
tions of this eﬀect can be ruled out. These diﬀerences
are unlikely to reﬂect a ﬂoor eﬀect since the error rate
for these conditions is far from chance level (50%), as
is observed when all line-ends are masked. Moreover, in-
creased error rates in Lorazepam-treated subjects are
systematically observed in other studies, even when the
error rates under placebo were 20% or 25% (Giersch &
Lorenceau, 1999; Giersch, 1999). It is also unlikely that
this eﬀect is accounted for by a narrowing of an atten-
tional window which could account for the decreased
performance observed in the OLE condition. If Loraze-
pam-treated subjects had focused their attention on the
inner line-ends, their performance should have been bet-
ter in this condition than with outer line-ends (Eriksen &
Yeh, 1985; Posner et al., 1980). This was not the case, in
no subject. Note however, that this could explain the in-
creased error rates found for OLE conditions, as task
relevant line-ends are more peripheral than in the ILE
condition. Although one cannot reject this possibility
on the sole basis of the present results, it is worth men-
tioning that previous studies with compound letters
showed that Lorazepam does not facilitate the process-
ing of local information at the expense of global infor-
mation processing (Giersch, Boucart, & Danion,
1997). To ensure that the diﬀerent eccentricities of inner
and outer line-ends did not account for the present ﬁnd-
ings, we performed a control experiment with four mov-
ing dots located at segments extremities. In one
condition, two inner dots moved clockwise or anti-
clockwise while outer dots translated sinusoidally alonga horizontal axis. In a second condition, the inner dots
translated horizontally and the outer dots moved clock-
wise or anti-clockwise along a circular path. These two
conditions yielded similar performance in the direction
discrimination task, suggesting that the eﬀects reported
in the previous experiments are not accounted for by dif-
ferences in eccentricity.
Given that ILE and OLE conditions diﬀer only in the
location and, most importantly, the spatial context of
task relevant line-ends motion, these speciﬁc diﬀerences
are likely to reﬂect a diﬀerential modulation of the
processing of these features. At ﬁrst sight, the increased
error rates in the OLE condition relative to the ILE con-
dition is puzzling. Since Lorazepam alters performance
in all conditions, which can be attributed to non-speciﬁc
eﬀects, the lack of eﬀect in the ILE condition appears as
a relative improvement for this particular condition.
This view is consistent with evidence that Lorazepam
facilitates the segmentation process at the cost of the
integration process. If Lorazepam-treated subjects seg-
ment more easily collinear aligned contours, they may
more easily discriminate the direction of the inner line-
ends. Lorazepam, through its GABAergic action, may
boost inhibition in the cortical network processing the
stimuli and bias the competition between integration
and segmentation toward an over-segmentation, which
counteracts the non-speciﬁc inﬂuences of Lorazepam,
an hypothesis consistent with studies suggesting that
segmentation involves inhibitory mechanisms (Sceniak
et al., 1999; Sillito & Versiani, 1977). This scenario is
tested in the model presented below.3. General discussion
In the following, we ﬁrst discuss the relationships
between this and previous studies. We then describe a
simple model, based on the physiology of contour and
line-end processing that can account for our data.
3.1. Relations to previous studies
Several studies indicate that the visual system relies
on line-ends to solve the ‘‘aperture problem’’, as they
provide unambiguous 2D information that can be used
to constrain the ambiguous 1D responses to contour
motion (Lorenceau et al., 1993; Mingolla, Todd, & Nor-
man, 1992; Rubin & Hochstein, 1993). The observation
of directional biases with lines tilted relative to the mo-
tion axis further suggested that recovering the actual
direction of a contour is a time consuming process
(Lorenceau et al., 1993; Masson, Rybarczyk, Castet, &
Mestre, 2000; Pack & Born, 2001). Although directional
biases may reﬂect the time constant of the motion inte-
gration process itself (Lamouret, Lorenceau, & Droulez,
1996; Majaj, Smith, Kohn, Bair, & Movshon, 2002), it
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processing relative to that of straight moving contours
(Lorenceau et al., 1993), a view that recently gained elec-
trophysiological support (Pack et al., 2003). Psycho-
physical experiments with static displays (Yu & Levi,
1999) also indicate that line-ends processing is delayed
by about 70–100ms relative to contour processing, com-
parable with the time constants derived from experi-
ments with moving lines. Given the similarities
between studies using static or moving displays, it is un-
likely that the results with moving stimuli reﬂect solely
the time constants of the motion integration process.
The view that line-ends are used to disambiguate con-
tour motion has been challenged by studies showing that
directional and speed biases are observed despite the
presence of unambiguously moving line-ends (Castet &
Wuerger, 1997; Scott-Brown & Heeley, 2001). In these
studies, one (Castet & Wuerger, 1997) or several
(Scott-Brown & Heeley, 2001) small gaps are introduced
between moving line segments, such that unambiguous
line-ends move in a direction and at a speed that diﬀer
from that of the ambiguous contours. Under these con-
ditions, directional and speed biases similar to those
found with a single continuous contour are still ob-
served, suggesting that observers were unable to use
the information carried by unambiguously moving
line-ends. The additional observation that speed biases
are greatly reduced when the collinearity between line
segments is broken (Scott-Brown & Heeley, 2001), fur-
ther suggests that processing line-ends motion is
impaired when they are embedded within collinear seg-
ments. The present results may help understanding these
ﬁndings. Processing the direction of line-ends located
within collinear contours––i.e. ILE condition––is more
diﬃcult and longer, by about 60ms, than processing
line-ends not embedded within collinear contours.
Therefore, the long processing times found for inner
line-ends may limit access to their direction of motion,
which may explain the results of Castet and Wuerger
(1997) and Scott-Brown and Heeley (2001) summarized
above.
In the following, we propose that the lengthened dis-
crimination of moving line-ends located in between col-
linear segments results from a dynamic competition
between contour integration and contour segmentation.
Such competition is a key to many computational mod-
els of contour (Grossberg & Raizada, 2000; Somers
et al., 1998) and motion (Liden & Pack, 1999) integra-
tion and segmentation processes, and is believed to rely
on an interplay of inhibitory and excitatory interactions
with diﬀerent cortical dynamics, as has been described in
physiological networks in early visual cortex (De Ange-
lis et al., 1994; Hubel & Wiesel, 1968; Jones, Grieve,
Wang, & Sillito, 2001; Li & Li, 1994; Sillito & Versiani,
1977; see Serie`s et al., 2004 for a review). We have imple-
mented a simpliﬁed version of such competitive process-ing as a tool to analyse the dynamics underlying the
processing of ILE and OLE, with or without Loraze-
pam, and the speed accuracy trade-oﬀ found in our data
set. In this respect, our modelling eﬀort may not oﬀer a
new architecture but serves to test the plausibility of our
interpretation of the experimental results.
3.2. Model
The physiological substrate of contour grouping and
contour segmentation is thought to be present as early
as primary visual cortex (V1). It has long been suggested
(e.g. Julesz, 1981; Lamme, Van Dijk, & Spekreijse, 1994;
Li, 1999) that the detection of the termination of a line
segment and the segmentation of contours are related
to the phenomenon of end-stopping (Hubel & Wiesel,
1968; Jones et al., 2001; Orban et al., 1979) which refers
to the property of some cells to be suppressed by an iso-
oriented stimulus presented at the end-zones of their
receptive ﬁeld. On the other hand, grouping mechanisms
and ‘‘perceptual association ﬁelds’’ (Field et al., 1993)
have been suggested to be related to collinear facilita-
tion, which refers to the property of some cells to be
facilitated by an iso-oriented stimulus presented at the
end-zones of their receptive ﬁeld (Kapadia et al., 1995;
Kapadia, Westheimer, & Gilbert, 2000). Both phenom-
ena are thought to reﬂect modulatory inﬂuences from
beyond the classical receptive ﬁeld (Anderson, Lampl,
Gillespie, & Ferster, 2001; Somers et al., 1998; Walker,
Ohzawa, & Freeman, 2000). They could be mediated
by the network of long-range horizontal connections ob-
served within V1, which appears ideally suited for these
tasks, as it preferentially connects cells of similar orien-
tation preferences with aligned receptive ﬁelds across
several millimetres of cortical tissue (Gilbert, Das, Ito,
Kapadia, & Westheimer, 1996; Sincich & Blasdel,
2001). These connections arise almost exclusively from
excitatory neurons, although 20% terminate on inhibi-
tory cells and can thus have signiﬁcant inhibitory eﬀects
(McGuire, Gilbert, Rivlin, & Wiesel, 1991). Long range
facilitation and suppression have been probed with sta-
tic stimuli and are thought to play a critical role in the
perception of form. However, these processes are also
observed with moving stimuli. Recent data suggest that
they strongly inﬂuence the perception of motion, be-
cause they aﬀect information that is either already coded
in V1, or coded in higher cortical areas that receive in-
puts from V1 (Pack et al., 2003; Serie`s et al., 2004;
Van Wezel & van der Smagt, 2003).
In this context, we reasoned that our stimulus might
elicit both long-range facilitation and suppression. More
precisely, inner line-ends are likely to activate both a
population of ‘‘end-stopped’’ and a population of
‘‘end-facilitated’’ cells, while outer line-ends should not
involve end-facilitation. Assuming that psychophysical
performance relies on the activation of these two
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why ‘‘access’’ to the moving line-ends is more diﬃcult
and requires more time in the ILE than in the OLE
conﬁguration.
In our simple model (Fig. 6 and Appendix A), we
consider that cells involved in collinear facilitation (Inte-
gration cells, I) and cells involved in end-stopping (Seg-
mentation cells, S) form distinct populations. Both
populations are sensitive to an oriented contour placed
in their receptive ﬁeld and function in a competitive
manner: when a collinear stimulus is present in their sur-
round, I cells become facilitated (collinear facilitation)
and suppress the S cells sensitive to the surrounding re-
gion of space (end-stopping). On the contrary, in the ab-
sence of a collinear stimulus in their surround, S cells are
strongly activated and suppress the I cells responding to
the same region of space. The S cells converge on a the-
oretical unit that accumulates relevant sensory data over
time (Shadlen & Newsome, 2001; Usher & McClelland,
2001). Decision is made when the activity of this unit
reaches a given threshold.
This simple model is suﬃcient to simulate the main
features of our data (Fig. 7). It accounts for the increase
of reaction times for ILE as compared to OLE condi-
tion: at inner-line ends, the S cells are suppressed by
the collinear stimulus in their surround (via the I cells
that are activated), whereas they are maximally acti-
vated at outer line-ends. As the available input signalFig. 6. The model comprises a population of ‘‘integration’’ cells (I) and a
orientation preferences and aligned receptive ﬁelds interact via long-range ho
sensitive to the RFs surround (‘‘end-stopping’’). The S cells suppress the I
decision related to the direction of the stimulus is based on the temporal
theoretical decision unit reaches a given threshold.to the decision unit is lower in the ILE conﬁguration
compared to the OLE conﬁguration, the time needed
to accumulate sensory data and trigger the decision unit
is longer, as are the behavioural RTs (Experiment 1).
Given the cortical distribution of long-range horizon-
tal connections, this model predicts a decrease of the
suppression of the responses of S cells sensitive to the in-
ner line-ends, and thus a relative improvement in the
ILE condition when: (i) a lateral oﬀset is introduced be-
tween the two line segments (Experiment 2), (ii) the rel-
ative orientation of the two line segments is increased
(Experiment 3), (iii) the relative distance between the
two line segments is increased (Experiment 4).
Why then should Lorazepam produce a relative
improvement in the ILE condition? Our model gives
a possible explanation for this counter-intuitive obser-
vation (Experiment 4). In agreement with experimental
data, we assume that Lorazepam alters the balance be-
tween excitation and inhibition such that: (1) the
amplitude of the inputs to the circuits are reduced
(non-speciﬁc suppression) and (2) the eﬃcacy of the
circuits inhibitory synapses increases. In the absence
of a surround stimulus (OLE), because of (1), the re-
sponses of S cells are lower than without Lorazepam
which in turn lengthen the RTs. In the presence of a
surround (ILE), because of (2), the S cells induce a
stronger suppression of the I cells, thereby weakening
the inhibitory feedback loop responsible for their ownpopulation of ‘‘segmentation cells’’ (S). The I cells that have similar
rizontal connections (‘‘collinear facilitation’’). They suppress the S cells
cells that are sensitive to the same region of space (competition). The
integration of the activities of all S cells. Decision is made when the
Fig. 7. Illustration of the behavior of the model. The I cells (top panel)
are more activated by ILE than OLE (collinear facilitation) which
results in a suppression of S cells at ILE (end-stopping, middle panel),
and a longer delay for the decision unit to reach threshold (bottom
panel). With Lorazepam, all input signals are weaker which results in a
global decrease in the activities and longer RTs. Moreover, the
strengthening of inhibitory synapses in the circuit induces a stronger
(here full) suppression of I cells due to the activation of S cells. The S
cells being disinhibited at ILE respond as strongly as at OLE and the
RTs are similar in the two conditions. See Appendix A for details.
(a) Integration cells, (b) segmentation cells, (c) decision stage.
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facilitation of S cells at inner line-ends, and a shorten-
ing of the RTs. If the I cells are fully suppressed, the
ILE and OLE conditions give similar performances,
consistent with the experimental data. The relative re-
sponse level of end-stopped cells at inner and outer
line-ends, and the disinhibition of end-stopped cells
with Lozarepam can be considered as predictions of
the model that could be tested through electrophysio-
logical recordings.This model can also account for the data obtained in
the ‘‘fast’’ and ‘‘accurate’’ blocks of Experiments 1 and
2, or the fact that ILE and OLE conditions yield signif-
icant diﬀerences in error rates but not in reaction
times––or vice-versa––as in Experiments 3 and 4. In-
deed, these patterns of results can be obtained depend-
ing on when the output of the decision unit is readout
and used to produce a response. If the readout of the
decision unit occurs at a ﬁxed duration before or at
the time it reaches its threshold, i.e. if observers do re-
spond as fast as possible as in Experiment 1, the diﬀer-
ence between ILE and OLE condition should manifest
itself in the error rates. If, on the contrary, the readout
of the decision unit is done just after it reaches its thresh-
old, i.e. if observers shift their criterion to respond as
accurately as possible, error rates should be small in
both the ILE and OLE conditions, but response times
should be longer for ILE as compared to OLE condi-
tions. Any intermediate situation, resulting from a com-
promise in the observers response strategy, would yield
either longer response times with lower error rates, or
reciprocally, shorter response times with higher error
rates, as was experimentally observed.
Our model does not describe explicitly how motion is
processed in V1––or MT. However, it could easily be ex-
tended to do so, so as to directly account for motion dis-
crimination performance. This could be done in diﬀerent
ways, depending on whether the processes involved in
the integration/segmentation of contours and in the
analysis of their motion can be thought of as occurring
at diﬀerent stages/times in visual processing, or on the
contrary as being intermingled and occurring simultane-
ously. We see three alternatives. A ﬁrst possibility is that
the competition between integration and segmentation
takes place in non-direction selective cells and aﬀects
the inputs to motion processing units. In this scenario,
our model should be extended to include an intermedi-
ate motion processing stage between the ‘‘integration/
segmentation’’ stage and the decision stage. Alternately,
one can simply assume that the modeled cells are already
direction selective (in an extended version of the model,
they could be described as energy-ﬁlters, for example).
In that case, suppression or facilitation of end-stopped
cells would directly correspond to a degradation or
enhancement of the representation of motion. A third
alternative would be that the phenomenon studied here
occurs only with moving stimuli, and depends on the
architecture––e.g. the receptive ﬁeld structure- of mo-
tion cells. For instance, one may wonder whether the
center-surround organization of MT neurons may ac-
count for the data. However, it is not clear how the ori-
entation dependence of the eﬀect or the inﬂuence of
Lorazepam described herein could be accounted for
within this scheme.
We suspect that the phenomenon should be very gen-
eral, and should occur with static as well as moving
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only serves as a probe to distinguish between inner
and outer line-ends. Whether the competition occurs
at or prior to motion processing stages, the outputs of
the modelled cells should project onto motion selective
cells able to represent information related to the clock-
wise/anti-clockwise direction of end-lines needed to real-
ize the task, presumably in the MT/MST complex.
Additional experiments using a diﬀerent paradigm and
static stimuli should permit to disentangle these diﬀerent
possibilities.4. Conclusion
We have presented experiments showing that recover-
ing the motion of line-ends depends on their immediate
surround, thus revealing a context eﬀect in a direction
discrimination task that results in lengthened response
times and/or increased error rates. We propose a simple
model according to which these eﬀects are accounted for
by a cooperative-competitive mechanism that involves
long-range facilitation and surround suppression be-
tween collinear contours. This mechanism appears to
be modulated after an uptake of Lorazepam, presuma-
bly by altering the balance between excitation and
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We here detail the implementation of the model used
to generate Fig. 7. The S (resp I) cells represent the pop-
ulation of all end-stopped (resp. end-facilitated) cells that
are sensitive to the motion of a segment stimulus (inner
or outer line-end) during its trajectory. The temporal
evolution of the populations S and I that are sensitive
to a segment k are given by (Wilson & Cowan, 1972):
s
dIkðtÞ
dt
¼ IkðtÞ þ bi½hikðtÞ  T i	þ ð1Þ
s
dSkðtÞ
dt
¼ SkðtÞ þ bk½hskðtÞ  T s	þ ð2Þ
where s is the integration time-constant for these popu-
lations, ba is the gain of population a = s, i. Ta denotes
the activation threshold and [ ]+ denotes rectiﬁcation.
hkaðtÞ represents the input signals received by populationa which can be decomposed as follows. First, both I and
S populations receive feedforward inputs: these are de-
scribed by F(t) and dF(t) respectively. Because at each
moment in the stimulus trajectory, the same number
of motion-selective end-stopped cells are active, the in-
put to the whole population of S cells can be considered
as being constant in time. Second, I cells receive local
inhibitory synapses from S cells (competition) with eﬃ-
cacy wis, and long-range facilitatory connections from
other I cells (collinear facilitation) with eﬃcacy wii. Fi-
nally, S cells receive inhibitory synapses from surround
I cells (end-stopping) with eﬃcacy wsi. This long-range
inhibition could be mediated disynaptically by long-
range excitatory projections targeting inhibitory
neurons (Hirsch & Gilbert, 1991). Note that this
competitive connectivity scheme is very similar to that
used by Liden and Pack (1999). We thus have, in the
general case:
hikðtÞ ¼ F k  wisSkðtÞ þ
X
j 6¼k
wiiI jðtÞ ð3Þ
hskðtÞ ¼ dF k 
X
j6¼k
wsiI jðtÞ ð4Þ
In our simulations, the inputs signals to the S and I pop-
ulations sensitive to the two inner line-ends of the two
segments (denoted k and j) are simply given by:
hikðtÞ ¼ F k  wisSk þ wiiIjðtÞ;
hskðtÞ ¼ dF k  wsiIjðtÞ ð5Þ
while the inputs to the S and I populations sensitive to
the outer line-ends correspond to the situation with no
surround interactions:
hikðtÞ ¼ F k; hskðtÞ ¼ dF k ð6Þ
The parameters used are: bs = bi = 3; s = 10ms; Ts =
Ti = 4; wii = 0.15; wsi = 0.2; wis = 0.15; d = 1.5. We
suppose that the uptake of Lorazepam induces a 20%
decrease in the amplitude of feed-forward inputs (non-
speciﬁc inhibition), and a 50% increase in the amplitude
of inhibitory synapses in the circuit. Only the cells that
respond to the line-ends and that are optimally activated
by the stimulus were explicitly modelled.
The activity of the decision cell (which would signal
for e.g. that motion is clockwise) corresponds to a sim-
ple ‘‘accumulator of evidence’’, integrating the activities
of S cells that signal a motion of line-ends that is consist-
ent with the decision to be made. It is modelled as a
‘‘leaky integrator’’:
sd
dDðtÞ
dt
¼ DðtÞ þ wdhSkðtÞi ð7Þ
where h i denotes the average across the population of S
cells at each time step. This theoretical unit is character-
J. Lorenceau et al. / Vision Research 45 (2005) 103–116 115ized by a very long time constant: sd = 850ms; wd = 1.5.
The decision is made when the decision unit reaches a
given threshold (here: D(t) = 25spk/s).
This corresponds to an ideal situation of perfect accu-
racy with unlimited processing time. This model could be
extended to address more precisely the speed/accuracy
trade-oﬀ. This could be done simply by considering that
the activity of the decision unit represents a degree of
certainty in the response to be made. At threshold, the
certainty is 100%, and there are no errors. When the
response decreases below threshold (e.g. 75% of thresh-
old), the certainty decreases (to, for example, 75%) and
the number of errors increase (to, for e.g. 25%). More
sophisticated implementations of such a decision stage
can be found in Usher and McClelland (2001).
Note that although we assume for clarity that the
detection of the relevant line-ends and the extraction
of the direction of movement are implemented within
the same circuit, we do not exclude that this process oc-
curs along diﬀerent stages, within V1 and/or MT.References
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