ABSTRACT : This paperproposes the use of neural networks to determine the transient stability boundaries and the critical fault clearing times of single-machine power systems. The paper describes the neural network configurations adopted and their use in stability assessment. Results obtained by applying the neural networks to a single-machine system are presented. The new approach is efficient and its on-line application is promising.
(1) INTRODUCTION
A short-circuit fault on an interconnected power system causes a momentary step reduction in the active power outputs from synchronous generators. This leads to differential torques across the generator shafts which accelerates the rotors away from their pre-fault operating positions. When the fault is severe, the generator rotors may be accelerated through the generating region of operation, into a motoring region, thereafter to pole-slip into instability. When the fault is less severe, the rotor-swing may be confined to the generating region. In this case, if the steady-state stability limits of the generators have not been exceeded, then stability of the system may be retained.
To assess the transient stability of power system, generator and network models have previously be developed. These models are in the form of state-space equations and they can solved by various numerical integration algorithms. The step-by-step numerical integration approach provides accurate evaluations of power system transient stability and is commonly used in practice. An alternative method for evaluating transient stability is by Lyapunov's second method.
The stability of a power system mainly depends on its initial operating conditions and the degree of severity of disturbance. The degree of severity of disturbance depends on the fault type, the fault distance and the fault clearing time. The determination of power system stability using stability analysis programs which are based on the above methods requires a large number of executions of the programs and hence extensive computational times especially when combinations of factors affecting the stability are considered. Therefore transient stability of a power system is normally carried out off-line.
The advent of artificial neural networks [1,21 provides a powerful means for assessing transient stability of power systems. This paper proposes the use of back-propagation neural networks [31 for fast and efficient determination of the stable and unstable modes of operation of power systems. It investigates the performance of the neural network approach by applying it to a single-machine system to find the stability boundaries and the critical fault clearing times when the system is under a three-phase fault on and off condition at different fault locations and fault clearing times.
This paper first outlines the evaluation of single-machine transient responses by the step-by-step integration method.
It summarises the neural network formulation and then describes the neural network configurations adopted and their training for stability assessment. Results obtained by applying the back-propagation neural networks to a singlemachine system are presented.
(2) TRANSIENT RESPONSE EVALUATION Fig.1 shows a basic single-machine system consisting of a generator, a generator transformer and a transmission circuit connected to an infinite busbar. To evaluate the transient response and the stability of the generator unit, the dynamic model equations for the generator, generator transformer and transmission circuit, prime-mover and governor and excitation controller are required.
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In Eqn. (7), G is the generator torque matrix and wr is the generator shaft speed. In Eqn.(8,9), S1 and S2 are the selector matrices by which prime-mover torque and field voltage are formed from the prime-mover and excitation controller sub-models, respectively. B, is the rotor base voltage. The non-differential equations (6-9) are solved simultaneously with the differential equations (1-5).
(2.2) Determining System Stability b y Solving Dynamic Model Equations
For a given set of system data, the A, B and C matrices of the differential equation sets are then formed. After evaluating the steady-state conditions of the system parameters, that is the initial values for all the statevariables and forcing functions, the state-equations are integrated step-by-step until the pre-specified solution time has elapsed. Runge-Kutta-Gill integration routine [a] or implicit integration methods [9,101 can be applied for solving the dynamic model equations. At the end of each integration step, those values subject to limiting conditions are checked against the bounds imposed on them, and when these are exceeded, the variables are set to their limiting values. Fig.2 shows the computed rotor angle transients for a previously used test system [ill, which is subjected to a symmetrical three-phase fault on the high-voltage side of the generator-transformer for 0.38 sec. and thereafter the fault is cleared. Avaiable site-test results are also plotted in Fig.2 . The rotor angle variation indicates that the system is operating in a stable mode. When the single-machine system is unstable, the rotor angle swing w i l l exceed 180'.
(3) A BRIEF REVIEW O F NEURAL NETWORKS
A neural network is made up of sets of nodes arranged in layers. The output of nodes in one layers is transmitted to nodes in other layers through links that amplify, attenuate or inhibit such outputs through weighting factors. In some networks the output of nodes in the same layer is also used to inhibit the activation of each other. Normally, the net input of a node is the weighted sum of the outputs of the incoming nodes. This net input is then passed through a nonlinear element, traditionally a threshold logic unit and recently the sigmoid function in the form given in Eqn. (U), to produce the activation, or output, of the node. A number of different of neural network models proposed in current literature is based largely on different choices of interconnection strategies, activation functions and learning algorithms. Learning in the neural networks is the process of adjusting the weighting value of each link in the network in order to make the network to produce the desired responses.
(3.1) Feedforward Neural Networks
One of the most commonly used network configuration is the feedforward network as shown in Fig. 3 . In this network, the output of nodes in a layer is transmitted to the upper layers. A node of the feedforward network does not interact with other nodes in the same layer. Except for the input layer nodes, the net input to each node is the weighted sum of the outputs from of the nodes in the previous layer. The output of a node is then obtained by the operation of a nonlinear function on the net input. These can be described as oj = fhetj' (10) (11) where oi is the output of nodes in the previous layer, and o is the output of nodes in the present layer. The term W J denotes the weighting factor on the link connecting nodes di and 0.. The function f(net. is the nonlinear activation functlbn of the neurons, tJJ)pically, given by the sigmoid function :
where 8. is the bias of the net input ne? associated with the node oj! In the learning phase of the neural network, input patterns are presented to the input layer. The learning algorithms are used to adjust the weights in all the connecting links and also the biasing thresholds, R.'s, in all the nodes to obtain the desired responses at the dutput layer. These R. can be considered as weights from a node which alway2has an output of one.
Among the learning algorithms for neural network, the back-propagation (BP) algorithm proposed by Rumelhart, Hinton and Williams [3] is the most widely used. It has found numerous applications in engineering[l2,13]. The rules for changing the weights are 
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The learning is started with a random set of weight values and a set of training patterns which consists of input-output pairs. The input patterns are fed as input to the neural net. The network evaluates the output in a feedforward manner. The error is then calculated from the outmost layer and is then propagated backward to the successive hidden layers as described in Eqn. (15). The weights are updated using Eqn. (13) and the next input pattern is then fed to the input layer. This process is repeated until a prespecified tolerance or a certain number of iterations is reached.
To speed up the convergence of the learning process and to prevent the learning process from oscillation, Rumelhart, Hinton, and Williams [31 suggested that the rule in Eqn. (13) for updating the weights be modified to include a momentum term, such that where (n+l) denotes the (n+l)th step in the learning process, and (Y is a proportionality constant, which determines the inertia of the weight adjustment.
(4) TRANSIENT STABILITY ASSESSMENT USING NEURAL NETWORKS
The present paper proposes using the back-propagation neural network to assess the transient stability of a singlemachine system in which a generator unit is connected to an infinite busbar through a generator-transformer and a transmission line as shown in Fig. 1 . The aims of the present study are to assess the transient stability of the system due to three-phase short-circuit fault conditions and to estimate the critical fault clearing times using multi-layer neural networks. The basic neural network formulation and neural ireLw,,rk configurations used for the present work are outlined in the following sections.
(4.1) Transient Stability Assessment
The neural network architecture adopted for assessing the transient stability of a single-machine power system has three layers. The bottom layer is the input layer consisting eight input nodes. The input values are the normalized values of the rotor angle, rotor slip frequency, terminal voltage and terminal current of the generator and their delayed values, as shown in Fig.4 . The output layer is the top layer and it has one node. The value of this output node ranges from 0.0 to 1.0. The state of the system is unstable when the output value is close to 0. The system is stable when this value is close to 1. Before applying the back-propagation neural networks for assessing the transient stability of the basic system with one generator and one external circuit depicted in Fig.1 , transient responses of the system under the conditions of on-and-off three-phase-to-ground faults are evaluated by means of a simulation program which is based on the transient stability analysis summarized in Section (2). The principal system data are summarized in Appendix 6. The main factors which govern the stability of the system in these situations are the initial steady-state operation condition, the fault clearing time and the location of the fault away from the generator unit.
The steady-state rotor angle under steady-state operations is between 15' to 50' . For this range of initial rotor angles and for the range of close-up to remote fault at a fractional distance of fault of 0.9, the stability boundaries of the singlemachine system obtained from the simulation studies are shown by the solid lines in Fig.5 . The region above any one of the stability boundaries in Fig.5 . which associates with to a particular value of initial rotor angle represents the region in which the operations of the system will be unstable. A: 6 -2 O o~ X: 6 -160-training cases for the back-propagation neural network. The selected set of input and output features containing the transient responses mentioned in the last section are repeatedly presented to the neural network for training purposes. The training is terminated when the difference of the calculated output value and the desired output value is less than a specified tolerance, of 0.0001 or the number of iteration exceeds the given limit of 5000. The variation of the mean square error formed from the total deviation between the desired outputs and the calculated outputs of a typical learning process is given in Fig.6 . It is observed that the error is reduced quite smoothly, hence no momentum term is necessary for this application. The learning rate for the network is set to be a constant of > 0.5. The whole training process takes about a couple of seconds on a MIPS MOO0 RISC workstation.
The trained neural network is then applied to the determination of the stability of the test system. While it gives identical assessments to the cases trained previously, it also assesses accurately the modes of operation of the system for all the other cases. The results are shown in the form of stability boundaries and are represented by the dotted lines in Fig.5 . The boundaries obtained from the neural network follows very closely with those found from simulation indicating that the neural network can assess the stability of the test system accurately. As the computing time required for the learned neural network to assess the stability is extremely low, this suggests that the application of neural networks for on-line transient stability assessment is promising. 
(4.2) Estimation of Critical Fault Clearing Times
Closely related to the determination of the transient stability of a power system is the estimation of the fault clearing times. A critical fault clearing time is the fault clearing time beyond which the power system will operate in the unstable region. To estimate the critical fault clearing time using the simulation method will require numerous separate execution of the transient analysis program.
For a single-machine power system, the critical fault clearing time depends on the initial steady-state condition, i.e. the initial rotor angle of the system, and the location of the fault away from the generator unit. In general, the critical fault clearing time is shorter when the system is more loaded before the fault occurs and it is also shorter when the fault occurs at a location closer to the generator. However the variation of the critical fault clearing time either with the initial rotor angle or with the fault distance is non-linear. This can be seen from the regions of the critical fault clearing times denoted by the dotted boundaries in Fig.7 . These results are obtained from executing the transient analysis program for the test system in Fig.1 .
In the present work, the neural network approach is adopted for the purpose of estimating the critical fault clearing times. The neural network configuration designed for achieving the estimation has 2 input nodes in the input layer and 10 nodes in the output layers. There are 5 nodes in the hidden layer. The input variables are the normalised initial rotor angle and the fault distance. The critical fault clearing times are represented by the output nodes. The value of these times are assigned uniformly as the target values of the output nodes. Each output node represents a very small range of critical fault clearing times. The estimated critical fault clearing time is given by the.value represented by the output node which has the maxunum response.
(4.2.1) Application studies and discussions
The neural network in the last section is applied to the test system in Fig.1 . with each output node representing a range of critical fault clearing time the difference of which is 0.02 second. The estimations of the critical fault clearing times are carried out for a range of initial rotor angles between 15' to 50'. The results for the range of 30' to 50' are shown in Fig.7 . as this range reflects more of the normal loading conditions of the system. Beside, the critical fault clearing times in this range are shorter and they have much stronger influence on the stability of the system. The fault locations considered are within 0 to 0.9 of the fractional fault distance.
In Fig.7 , the estimations of the times associated with combinations of initial rotor angle and fractional fault distance are given by circles, dots or crosses. The cases represented by the dots are selected to train the neural network. The circles represent the cases that the times are correctly estimated when compared to the simulation results. The crosses denote the cases in which the neural network produces more than one output node with maximum values one of which may give a correct estimation.
There are a total of 110 cases in this application study. Out of this, 22 cases are selected to train the neural network and 65 cases out of a total of 110 cases are closely estimated by the neural network. The neural network produces ambiguous results for 23 cases. This result shows that the neural network approach can estimate the critical fault clearing times to within a tolerance of 0.02 second for most of the cases.
( 5 ) CONCLUSIONS
A neural network based on the back-propagation has been developed in this paper for transient stability assessment of single-generator power systems. The transient response quantities selected as input features for training the neural network and for carrying out the assessment using the neural network are quantities which can either be calculated easily or be measured. The training process for the neural network requires very low computing time. When applied to the single-generator system of Fig.1 , the neural network can assess the transient stability of the system accurately for a symmetrical fault on any point along the external circuit and for the range of normal pre-fault loading conditions. This paper has also developed a back-propagation neural network for the estimation of critical fault clearing time. In this case, only the initial rotor angle and the distance are required for the input to the neural network. From the application studies, it has be found that the neural network has the capability to estimate correctly the critical fault clearing time up to 80% of all the cases examined.
The present work shows that neural network approach to assess transient stability of power systems is fast and accurate. The on-line application of the neural networks is promising. The approach has also the advantage of eliminating the need to perform numerous off-line executions of stability programs. Its generalisation of the training set enables it to cover cases which may be omitted in off-line evaluations. The part of work on the estimation of critical fault clearing time indicates that neural networks can be used to restrict the range of critical fault clearing times for considerations when off-line transient stability assessment is carried out in the planning stage of power systems. 
