This paper establishes optimal approximation error characterization of deep ReLU networks for smooth functions in terms of both width and depth simultaneously. To that end, we first prove that multivariate polynomials can be approximated by deep ReLU networks of width O(N ) and depth O(L) with an approximation error O(N −L ). Through local Taylor expansions and their deep ReLU network approximations, we show that deep ReLU networks of width O(N ln N ) and depth O(L ln L) can approximate f ∈ C s ([0, 1] d ) with a nearly optimal approximation rate O( f C s ([0,1] 
Introduction
Deep neural networks have made significant impacts in many fields of computer science and engineering especially for large-scale and high-dimensional learning problems. Well-designed neural network architectures, efficient training algorithms, and high-performance computing technologies have made neural-network-based methods very successful in tremendous real applications. Especially in supervised learning, e.g., image classification and objective detection, the great advantages of neural-network-based methods have been demonstrated over traditional learning methods. Mathematically speaking, supervised learning is essentially a regression problem where the problem of function approximation plays a fundamental role. Understanding the approximation capacity of deep neural networks has become a key question for revealing the power of deep learning. A large number of experiments in real applications have shown the large capacity of deep network approximation from many empirical points of view, motivating depth, the last three authors demonstrated in [19] that the optimal approximation rate for ReLU FNNs with width O(N ) and depth O(L) to approximate Lipschitz continuous functions on [0, 1] d in the L p -norm for p ∈ [1, ∞) is O(N −2 d L −2 d ). We remark that, combined with the proof technique of Theorem 2.1 in this work, the norm characterizing error of [19] can be improved to L ∞ -norm; it will also remove the log factors in the case of C 1 functions in our results here. All these related works are summarized in Table 1 . Table 1 : A summary of existing approximation rates of ReLU FNNs for Lipschitz continuous functions and smooth functions. N , L, and W represent the width, the depth, and the number of parameters of a ReLU FNN, respectively. paper function class width depth #parameter accuracy L p ([0, 1] d )-norm tightness valid for [21] polynomial
nearly tight in N any N ∈ N + [22] Lip([0, 1] d ) 2d + 10 O(L) O(L −2 d ) p = ∞ nearly tight in L large L ∈ N + [19] Lip
nearly tight in N and L any N, L ∈ N + The rest of the present paper is organized as follows. In Section 2, we prove Theorem 1.1 by combining two theorems (Theorems 2.1 and 2.2) that will be proved later. We will also discuss the optimality of Theorem 1.1 in Section 2. Next, Theorem 2.1 will be proved in Section 3 while Theorem 2.2 will be shown in Section 4. Several lemmas supporting Theorem 2.2 will be presented in Section 5. Finally, Section 6 concludes this paper with a short discussion.
Approximation of smooth functions
In this section, we will prove the quantitative approximation rate in Theorem 1.1 by construction and discuss its tightness. Notations throughout the proof will be summarized in Section 2.1. The proof of Theorem 1.1 is mainly based on Theorem 2.1 and 2.2, which will be proved in Section 3 and 4, respectively. To show the tightness of Theorem 1.1, we will introduce the VC-dimension in Section 2.3.
Notations
Now let us summarize the main notations of the present paper as follows.
• Let 1 S be the characteristic function on a set S, i.e., 1 S equals to 1 on S and 0 outside of S.
• Let B(x, r) ⊆ R d be the closed ball with a center x ⊆ R d and a radius r.
• Similar to "min" and "max", let mid(x 1 , x 2 , x 3 ) be the middle value of three inputs x 1 , x 2 , and x 3 3 ○ . For example, mid(2, 1, 3) = 2 and mid(3, 2, 3) = 3.
3 ○ "mid" can be defined via mid(x 1 , x 2 , x 3 ) = x 1 + x 2 + x 3 − max(x 1 , x 2 , x 3 ) − min(x 1 , x 2 , x 3 ), which can be implemented by a ReLU FNN.
• The set difference of two sets A and B is denoted by A B ∶= {x ∶ x ∈ A, x ∉ B}.
• For any x ∈ R, let ⌊x⌋ ∶= max{n ∶ n ≤ x, n ∈ Z} and ⌈x⌉ ∶= min{n ∶ n ≥ x, n ∈ Z}.
• Assume n ∈ N n , then f (n) = O(g(n)) means that there exists positive C independent of n, f , and g such that f (n) ≤ Cg(n) when all entries of n go to +∞.
• The modulus of continuity of a continuous function f ∈ C([0, 1] d ) is defined as
Several related notations are listed below.
-
In particular, Ω(K, δ, d) = ∅ if K = 1. See Figure 1 for two examples of trifling regions. • We will use NN as a ReLU neural network for short and use Python-type notations to specify a class of NNs, e.g., NN(c 1 ; c 2 ; ⋯; c m ) is a set of ReLU FNNs satisfying m conditions given by {c i } 1≤i≤m , each of which may specify the number of inputs (#input), the total number of nodes in all hidden layers (#node), the number of hidden layers (depth), the number of total parameters (#parameter), and the width in each hidden layer (widthvec), the maximum width of all hidden layers (width), etc. For example, if φ ∈ NN(#input = 2; widthvec = [100, 100]), then φ satisfies 4 ○ The trifling region here is similar to the "don't care" region in our previous paper [19] .
φ maps from R 2 to R.
φ has two hidden layers and the number of nodes in each hidden layer is 100.
• The expression "a network with width N and depth L" means -The maximum width of all hidden layers is no more than N .
-The number of hidden layers is no more than L.
• For x ∈ [0, 1), suppose its binary representation is x = ∑ ∞ =1 x 2 − with x ∈ {0, 1}, we introduce a special notation Bin0.x 1 x 2 ⋯x L to denote the L-term binary representation of x, i.e., ∑ L =1 x 2 − .
Proof of Theorem 1.1
The introduction of the trifling region Ω(K, δ, d) is due to the fact that ReLU FNNs cannot approximate a step function uniformly well (as ReLU activation function is continuous), which is also the reason for the main difficulty of obtaining approximation rates in the L ∞ ([0, 1] d )-norm in our previous papers [20, 19] . The trifling region is a key technique to simplify the proofs of theories in [20, 19] as well as the proof of Theorem 1.1. First, we present Theorem 2.1 showing that, as long as good uniform approximation by a ReLU FNN can be obtained outside the trifling region, the uniform approximation error can also be well controlled inside the trifling region when the network size is increased. Second, as a simplified version of Theorem 1.1 ignoring the approximation error in the trifling region Ω(K, δ, d), Theorem 2.2 shows the existence of a ReLU FNN approximating a target smooth function uniformly well outside the trifling region. Finally, Theorem 2.1 and 2.2 immediately lead to Theorem 1.1. Theorem 2.2 can be applied to improve the theories in [20, 19 ] to obtain approximation rates in the L ∞ ([0, 1] d )-norm. Theorem 2.1. Given ε > 0, N, L, K ∈ N + , and δ > 0 with δ ≤ 1 3K , assume f ∈ C([0, 1] d ) andφ is a ReLU FNN with width N and depth L. If
then there exists a new ReLU FNN φ with width 3 d (N + 3) and depth L + 2d such that
3K . We first prove Theorem 1.1 assuming Theorem 2.1 and 2.2 are true. The proofs of Theorem 2.1 and 2.2 can be found in Section 3 and 4, respectively. By Theorem 2. 2, there exists a ReLU FNNφ with width 21s d+1 d(N + 2) log 2 (4N ) and depth 18s 2 (L + 2) log s (2L) such that
which finishes the proof.
Optimality of Theorem 1.1
In this section, we will show that the approximation rate in Theorem 1.1 is asymptotically nearly tight. In particular, the approximation rate O(N −(2s d+ρ) L −(2s d+ρ) ) for any ρ > 0 is not attainable, if we use ReLU FNNs with width O(N ln N ) and depth 
Theorem 2.3 will be proved by contradiction. Assuming Theorem 2.3 is not true, we have the following claim, which can be disproved using the VC dimension upper bound in [9] .
What remaining is to show that Claim 2.4 is not true.
Disproof of Claim 2.4. Recall that the VC dimension of a class of functions is defined as the cardinality of the largest set of points that this class of functions can shatter.
Denote the VC dimension of a function set F by VCDim(F). SetÑ = C 1 N ln N and L = C 2 L ln L. Then by [9] , there exists C 4 > 0 such that
which comes from the fact the number of parameter of a ReLU FNN in NN(#input = d; width ≤Ñ ; depth ≤L) is less than (ÑL + d + 2)(Ñ + 1). Then we will use Claim 2.4 to estimate a lower bound b (N, L) = ⌊(N L)
and this lower bound is asymptotically larger than b u (N, L), which leads to a contradiction. More precisely, we will construct {f β ∶ β ∈ B} ⊆ F s,d , which can shatter b (N, L) = K d points, where B is a set defined later and K = ⌊(N L) Step
And we can find a constant C 5 > 0 such that g ∶=g C 5 ∈ F s,d .
Divide [0, 1] d into K d non-overlapping sub-cubes {Q θ } θ as follows:
For each β ∈ B, we define, for any x ∈ R d ,
We will show f β ∈ F s,d for each β ∈ {1, 2, ⋯, K} d . We denote the support of a function h by supp(h) ∶= {x ∶ h(x) ≠ 0}. Then by the definition of g, we have
where 2 3 Q θ denotes the cube satisfying two conditions: 1) the sidelength is 2 3 of Q θ 's; 2) the center is the same as Q θ 's. Now fix θ ∈ {1, 2, ⋯, K} d and β ∈ B, for any x ∈ Q θ and α ∈ N d , we have
Step
In other words, for any
Step 3∶ Contradiction.
By Equation (2.2) and (2.3), for any N,
which is a contradiction for sufficiently large N, L ∈ N. So we finish the proof.
We would like to remark that the approximation rate O(N −(2s d+ρ 1 ) L −(2s d+ρ 2 ) ) for ρ 1 , ρ 2 ≥ 0 with ρ 1 + ρ 2 > 0 is not achievable either. The argument follows similar ideas as in the proof above.
Proof of Theorem 2.1
Intuitively speaking, Theorem 2.1 shows that: if a ReLU FNN g approximates f well except for a trifling region, then we can extend g to approximate f well on the whole domain. For example, if g approximates a one-dimensional continuous function f well except for a region in R with a sufficiently small measure δ, then mid g(x+δ), g(x), g(x− δ) can approximate f well on the whole domain, where mid(⋅, ⋅, ⋅) is a function returning the middle value of three inputs and can be implemented via a ReLU FNN as shown in Lemma 3.1. This key idea is called the horizontal shift (translation) of g in this paper. 
Proof. Let σ be the ReLU activation function, i.e., σ(x) = max{0, x}. Recall the fact
So there exists a ReLU FNN ψ 1 with width 4 and depth 1 such that
So φ 1 can be implemented by a ReLU FNN with width 6 and depth 2. Similarly, we can construct a ReLU FNN φ 2 with width 6 and depth 2 such that
Hence, mid(x 1 , x 2 , x 3 ) can be implemented by a ReLU FNN φ with width 14 and depth 2, which means we finish the proof.
The next lemma shows a simple but useful property of the mid(x 1 , x 2 , x 3 ) function that helps to exclude poor approximation in the trifling region.
Proof. Without loss of generality, we may assume x 1 , x 2 ∈ B(y, ε) and x 1 ≤ x 2 . Then the proof can be divided into three cases.
So we finish the proof.
Next, given a function g approximating f well on [0,1] except for a trifling region, Lemma 3.3 below shows how to use the mid(x 1 , x 2 , x 3 ) function to construct a new function φ uniformly approximating f well on [0, 1], leveraging the useful property of mid( Notice
For any k ∈ {0, 1, ⋯, K − 1}, we consider the following four cases.
By Lemma 3.2, we get 4 , we can divide this case into two sub-cases.
.
The next lemma below is an analog of Lemma 3.3.
Notice that E 0 = [0, 1] d Ω(K, δ, d) and E d = [0, 1] d . See Figure 3 for the illustration of E . We would like to construct φ 0 , φ 1 , ⋯, φ d by induction such that, for each ∈ {0, 1, ⋯, d},
Let us first consider the case = 0. Notice that φ 0 = g and E 0 = [0, 1] d Ω(K, δ, d) for any θ ∈ {0, 1, ⋯, d} d . Then we have
That is, Equation (3.1) is true for = 0. Now assume Equation (3.1) is true for = i. We will prove that it also holds for
for any t ∈ [0, 1] Ω(K, δ, 1). It holds that
Then by Lemma 3.3, we get
That is, for any
So we show that Equation (3.1) is true for = i + 1. By the principle of induction, we have
which means we finish the proof. Now we are ready to prove Theorem 2.1.
Proof of Theorem 2.1. Set φ 0 =φ and define φ i for i = 1, 2, ⋯, d−1 by induction as follows:
Notice that φ 0 =φ is a ReLU FNN with width N and depth L and mid( 
In this section, we prove Theorem 2.2, a weaker version of the main theorem of this paper (Theorem 1.1) targeting a ReLU FNN constructed to approximate a smooth function outside the trifling region. The main idea is to construct ReLU FNNs through Taylor expansions of smooth functions. We first discuss the sketch of the proof in Section 4.1 and give the detailed proof in Section 4.2.
4.1 Sketch of the proof of Theorem 2.2
To approximate T 1 well by ReLU FNNs, we need three key steps as follows.
• Construct a ReLU FNN P α to approximate the polynomial h α for each α ∈ N d with α 1 ≤ s − 1.
• Construct a ReLU FNN ψ to approximate a step function that reduces the function approximation problem to a point fitting problem at fixed grid points. For example, a ReLU FNN mapping
• Construct a ReLU FNN φ α to approximate ∂ α f via solving the point fitting problem in the last step, i.e., φ α fits ∂ α f on given grid points for each α ∈ N d with α 1 ≤ s − 1.
We will establish three propositions corresponding to these three steps above. Before showing this construction, we first summarize several propositions as follows. They will be applied to support the construction of the desired ReLU FNNs. Their proofs will be available in the next section.
First, we construct a ReLU FNN P α to approximate h α according to Proposition 4.1 below, a general proposition for approximating multivariable polynomials. ○ Notice that ∑ α 1 =s is short for ∑ α 1=s, α∈N d . For simplicity, we will use the same notation throughout the present paper. Second, we construct a step function ψ mapping
We only need to approximate one-dimensional step functions, because in the multidimensional case we can simply set ψ( 
for k = 0, 1, ⋯, K − 1. Finally, we construct a ReLU FNN φ α to approximate ∂ α f via solving a point fitting problem, i.e., we only need φ α to approximate ∂ α f well at grid points { θ K } as follows 
The proofs of Proposition 4.1, 4.3, and 4.4 can be found in Section 5.1, 5.2, and 5.3, respectively. Finally, let us summarize the main ideas of proving Theorem 1.1 in Table 2 . Table 2 : A list of ReLU FNNs, their sizes, approximation targets, and approximation errors. The construction of the final network φ(x) is based on a sequence of sub-networks listed before φ(x). Recall that h(x) = x − ψ(x).
Target function
ReLU FNN Width Depth Approximation error
Step function
No error out of Ω(K, δ, d)
Constructive proof
According to the key ideas of proving Theorem 2.2 we summarized in the previous sub-section, we are ready to present the detailed proof.
Proof of Theorem 2.2. The detailed proof can be divided into three steps as follows.
Step 1∶ Basic setting.
Let
It is clear that [0, 1] d = Ω(K, δ, d) ⋃ ∪ θ∈{0,1,⋯,K−1} d Q θ . See Figure 4 for the illustration of Q θ . 
Now we fix a θ ∈ {0, 1, ⋯, K − 1} d in the proof below. For any x ∈ Q θ , by the Taylor expansion, there exists a ξ x ∈ (0, 1) such that
Step 2∶ The construction of the target ReLU FNN.
By Lemma 4.2, there existsφ ∈ NN(width ≤ 9N + 10; depth ≤ 2sL + 2s) such that
And it is trivial to construct ReLU FNNs P α to approximate x α when α 1 ≤ 1. Hence, for each α ∈ N d with α 1 ≤ s−1, there always exists P α ∈ NN(width ≤ 9N +s+6; depth ≤ 7s 2 (L + 1)) such that
For each i = 0, 1, ⋯, K d − 1, define
η j K j−1 = i. We will drop the input i in η(i) later for simplicity. For each
For each α 1 ≤ s − 1, it is clear that φ α is also in NN width ≤ 8s(2N + 3) log 2 (4N ); depth ≤ (5L + 8) log 2 (2L) .
Now we are ready to construct the target ReLU FNN φ. Define
Step 3∶ Approximation error estimation. Now let us estimate the error for any x ∈ Q θ . See Table 2 for a summary of the approximations errors. It is easy to check that f (x) − φ(x) is bounded by
Recall the fact ∑ α =s 1 = (s + 1) d−1 and ∑ α ≤s−1 1 = ∑ s−1
For the first part I 1 , we have
Now let us estimate the second part I 2 as follows. 
In order to estimate I 2,2 , we need the following fact: for any 3] . Together with P α (x) ∈ [−3, 3], we have, for any x ∈ Q θ ,
Since θ ∈ {0, 1, ⋯, K−1} d is arbitrary and the fact [0, 1] d Ω(K, δ, d) ⊆ ∪ θ∈{0,1,⋯,K−1} d Q θ , we have
. Then we have
What remaining is to estimate the width and depth of φ. Recall that ψ ∈ NN width ≤ d(4N + 5); depth ≤ 4(L + 1) ,φ ∈ NN width ≤ 9N + 10; depth ≤ 2s(L + 1) , P α ∈ NN width ≤ 9N +s+6; depth ≤ 7s 2 (L+1) , and φ α ∈ NN width ≤ 8s(2N +3) log 2 (4N ); depth ≤ (5L + 8) log 2 (2L) for α ∈ N with α 1 ≤ s − 1. By Equation (4.4), φ can be implemented by a ReLU FNN with width 21s d+1 d(N + 2) log 2 (4N ) and depth 18s 2 (L + 2) log 2 (2L) as desired. So we finish the proof.
Proofs of Propositions in Section 4.1
In this section, we will prove all propositions in Section 4.1.
Proof of Proposition 4.1 for polynomial approximation
To prove Proposition 4.1, we will construct ReLU FNNs to approximate polynomials following the four steps below.
• f (x) = x 2 . We approximate f (x) = x 2 by the combinations and compositions of "teeth functions".
• f (x, y) = xy. To approximate f (x, y) = xy, we use the result of the previous step and the fact xy = 2 ( x+y
via induction based on the result of the previous step.
• General multivariable polynomials. Any one-term polynomial of degree k can be written as Cz 1 z 2 ⋯z k , where C is a constant, then use the result of the previous step.
The idea of using "teeth functions" (see Figure 5 ) was first raised in [21] for approximating x 2 using FNNs with width 6 and depth O(L) and achieving an error O(2 −L ); our construction is different to and more general than that in [21] , working for ReLU Proof. Define a set of teeth functions T i ∶ [0, 1] → [0, 1] by induction as follows. Let
and
It is easy to check that T i has 2 i−1 teeth and T m+n = T m ○ T n , for any m, n ∈ N + .
See Figure 5 for more details of T i . Define piecewise linear functions f s ∶ [0, 1] → [0, 1] for s ∈ N + satisfying the following two requirements (see Figure 6 for several examples of f s ).
• f s ( j 2 s ) = j 2 s 2 for j = 0, 1, 2, ⋯, 2 s .
• f s (x) is linear between any two adjacent points of { j 2 s ∶ j = 0, 1, 2, ⋯, 2 s }. and
, for any x ∈ [0, 1] and i = 2, 3, ⋯.
for any x ∈ [0, 1] and s ∈ N + . Given N ∈ N + , there exists a unique k ∈ N + such that (k − 1)2 k−1 + 1 ≤ N ≤ k2 k . For this k, we can construct a ReLU FNN φ as shown in Figure 7 to approximate f s . Notice that T i can be implemented by a one-hidden-layer ReLU FNN with width 2 i . Hence, φ in Figure 7 has width k2 k + 1 ≤ 3N 7 ○ and depth 2L. In fact, φ in Figure 7 can be interpreted as a ReLU FNN with width 3N and depth L since half of the hidden layers have the identify function as their activation 7 ○ This inequality is clear for k = 1, 2, 3, 4. In the case k ≥ 5, we have k2 functions. If all activation functions in a certain hidden layer are identity, the depth can be reduced by one by combining adjacent two linear transforms into one. For example, suppose W 1 ∈ R N 1 ×N 2 , W 2 ∈ R N 2 ×N 3 , and σ is an identity map that can be applied to vectors or matrices elementwisely, then W 1 σ(W 2 x) = W 3 x for any x ∈ R N 3 , where
What remaining is to estimate the approximation error of φ(x) ≈ x 2 . By Equation (5.1), for any x ∈ [0, 1], we have
where the last inequality comes from N ≤ k2 k ≤ 2 2k . So we finish the proof.
We have constructed a ReLU FNN to approximate f (x) = x 2 . By the fact xy = 2 ( x+y 2 ) 2 −( x 2 ) 2 −( y 2 ) 2 , it is easy to construct a new ReLU FNN to approximate f (x, y) = xy as follows. Together with the fact
we construct the target function φ as
, for any x, y ∈ R.
It follows that
It is easy to check that φ is a network with width 9N and depth L. Therefore, we have finished the proof. Moreover, φ can be easily implemented by a ReLU FNN with width 9N + 1 and depth L. The result is proved.
The next lemma constructs a ReLU FNN to approximate a multivariable function 
Proof. By Lemma 4.2, there exists a ReLU FNN φ 1 with width 9(N + 1) + 1 and depth 7kL such that Next, we construct φ i ∶ [0, 1] i+1 → [0, 1] by induction for i = 1, 2, ⋯, k − 1 such that • φ i is a ReLU FNN with width 9(N +1)+i−1 and depth 7kiL for each i ∈ {1, 2, ⋯, k− 1}.
• The following inequality holds for any i ∈ {1, 2, ⋯, k − 1} and x 1 ,
Now let us show the induction process in more details as follows.
1. When i = 1, it is obvious that the two required conditions are true: 1) 9(N +1)+i−1 = 9(N + 1) and iL = L if i = 1; 2) Equation (5.2) implies Equation (5.3) for i = 1.
2. Now assume φ i has been defined, then define
Notice that the width and depth of φ i are 9(N +1)+i−1 and 7kiL, respectively. Then φ i+2 can be implemented via a ReLU FNN with width 9(N +1)+i−1+1 = 9(N +1)+i and depth 7kiL + 7kL = 7k(i + 1)L.
By the hypothesis of induction, we have
Recall the fact 9i(N + 1) −7kL ≤ 9k2 −7k ≤ 9k 1 90k = 0.1 for any N, L, k ∈ N + and i ∈ {1, 2, ⋯, k − 1}. It follows that
Therefore, for any
So φ is the desired ReLU FNN with width 9(N + 1) + k − 2 and depth 7k(k − 1)L. 
That is,
Then we have P (x) = x α = z 1 z 2 ⋯z k .
We construct the target ReLU FNN in two steps. First, there exists a linear map φ 1 that duplicates inputs in x to form a new vector [z 1 , z 2 , ⋯, z k ] T . Second, by Lemma 5.3, there exists such a ReLU FNN φ 2 with width 9(N + 1) + k − 2 and depth 7k(k − 1)L such that φ 2 maps [z 1 , z 2 , ⋯, z k ] T to P (x) = z 1 z 2 ⋯z k within the target accuracy. Hence, we can construct our final target ReLU FNN via φ 2 ○ φ 1 (x) = φ(x). By incorporating the linear map in φ 1 into the first linear map of φ, we can treat φ as a ReLU FNN with width 9(N + 1) + k − 2 and depth 7k(k − 1)L with a desired approximation accuracy. So, we finish the proof.
Proof of Proposition 4.3 for step function approximation
To prove Proposition 4.3 in this sub-section, we will discuss how to pointwisely approximate step functions by ReLU FNNs except for a trifling region. Before proving Proposition 4.3, let us first introduce a basic lemma about fitting O(N 1 N 2 ) samples using a two-hidden-layer ReLU FNN with O(N 1 + N 2 ) neurons.
) satisfying the following conditions. 1. φ(x i ) = y i for i = 0, 1, ⋯, N 1 (N 2 + 1);
The above lemma is Proposition 2.1 of [19] and the reader is referred to [19] for its proof. Essentially, this lemma shows the equivalence of one-hidden-layer ReLU FNNs of size O(N 2 ) and two-hidden-layer ones of size O(N ) to fit O(N 2 ) samples.
The next lemma below shows that special shallow and wide ReLU FNNs can be represented by deep and narrow ones. This lemma was proposed as Proposition 2.2 in [19] . Proof of Proposition 4.3. We divide the proof into two cases: d = 1 and d ≥ 2.
Case 1∶ d = 1.
In this case K = N 2 L 2 , and we denote M = N 2 L. Then we consider the sample set 
By Lemma 5.5, 
This establishes the Proposition.
Proof of Proposition 4.4 for point fitting
In this sub-section, we will discuss how to use ReLU FNNs to fit a collection of points in R 2 . 8 ○ It is trivial to fit n points via one-hidden-layer ReLU FNNs with O(n) parameters. However, to prove Proposition 4.4, we need to fit O(n) points with much less parameters, which is the main difficulty of our proof. Our proof below is mainly based on the "bit extraction" technique and the composition architecture of neural networks.
Let us first introduce a basic lemma based on the "bit extraction" technique, which is in fact Lemma 2.6 of [19] . Next, let us introduce Lemma 5.7, a variant of Lemma 5.6 for a different mapping for the "bit extraction". Its proof is based on Lemma 5.4, 5.5, and 5.6.
Lemma 5.7. For any N, L ∈ N + and any θ i ∈ {0, 1} for i = 0, 1, ⋯, N 2 L 2 − 1, there exists a ReLU FNN φ with width 8N + 10 and depth 5L + 6 such that φ(i) = θ i , for i = 0, 1, ⋯, N 2 L 2 − 1.
Proof. The case L = 1 is simple. We assume L ≥ 2 below.
Denote M = N 2 L, for each i ∈ {0, 1, ⋯, N 2 L 2 −1}, there exists a unique representation i = mL + for m = 0, 1, ⋯, M − 1 an L = 0, 1, ⋯, L − 1. So we define, for m = 0, 1, ⋯, M − 1 and = 0, 1, ⋯, L − 1, a m, ∶= θ i , where i = mL + . Hence, by the definition of φ, φ can be implemented by a ReLU FNN with width 8N +10 and depth 5L + 6.
With Lemma 5.7 in hand, we are now ready to prove Proposition 4.4.
Proof of Proposition 4.4. Denote J = ⌈2s log 2 (N L + 1)⌉. For each ξ i ∈ [0, 1], there exist ξ i,1 , ξ i,2 , ⋯, ξ i,J ∈ {0, 1} such that ξ i − Bin0.ξ i,1 ξ i,2 ⋯ξ i,J ≤ 2 −J , for i = 0, 1, ⋯, N 2 L 2 − 1.
By Lemma 5.7, there exist φ 1 , φ 2 , ⋯, φ J ∈ NN(width ≤ 8N + 10; depth ≤ 5L + 6) such that φ j (i) = ξ i,j , for i = 0, 1, ⋯, N 2 L 2 − 1, j = 1, 2, ⋯, J.
Defineφ (x) ∶= J j=1 2 −j φ j (x), for any x ∈ R.
It follows that, for i = 0, 1, ⋯, N 2 L 2 − 1, It follows that φ(i) − ξ i = min max{0,φ(i)}, 1 − ξ i = φ (i) − ξ i ≤ N −2s L −2s , for i = 0, 1, ⋯, N 2 L 2 − 1.
The proof is complete.
Conclusions
This paper has established a nearly optimal approximation rate of ReLU FNNs in terms of both width and depth to approximate smooth functions. It is shown that ReLU FNNs with width O(N ln N ) and depth O(L ln L) can approximate functions in the unit ball of C s ([0, 1] d ) with approximation rate O(N −2s d L −2s d ). Through VC dimension, it is also proved that this approximation rate is asymptotically nearly tight for the closed unit ball of smooth function class C s ([0, 1] d ).
We would like to remark that our analysis is for the fully connected feed-forward neural networks with the ReLU activation function. It would be an interesting direction to generalize our results to neural networks with other architectures (e.g., convolutional neural networks and ResNet) and activation functions (e.g., tanh and sigmoid functions). These will be left as future work.
