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Abstract
In this paper we continue the study of Lorentz space estimates for the Ginzburg-
Landau energy started in [15]. We focus on getting estimates for the Ginzburg-
Landau energy with external magnetic field hex in certain interesting regimes of hex.
This allows us to show that for configurations close to minimizers or local minimizers
of the energy, the vorticity mass of the configuration (u,A) is comparable to the L2,∞
Lorentz space norm of ∇Au. We also establish convergence of the gauge-invariant
Jacobians (vorticity measures) in the dual of a function space defined in terms of
Lorentz spaces.
1 Introduction
This is the sequel to the paper [15], where we proved Lorentz space estimates for the
Ginzburg-Landau free energy
Fε(u,A) =
1
2
∫
Ω
|∇Au|2 + | curlA|2 + 1
2ε2
(1− |u|2)2. (1.1)
In the present paper we consider the full Ginzburg-Landau energy with applied magnetic
field
Gε(u,A) =
1
2
∫
Ω
|∇Au|2 + |curlA− hex|2 + 1
2ε2
(1− |u|2)2, (1.2)
∗Supported by an NSF Graduate Research Fellowship
1
which models a superconductor submitted to an external magnetic field of intensity hex.
In (1.1) and (1.2) Ω ⊂ R2 is a bounded regular domain, and u is a complex-valued function
called the “order parameter,” which indicates the local state of the material (normal or
superconducting): |u|2 is the local density of superconducting electrons. The vector field
A : Ω→ R2 is the vector-potential of the induced magnetic field, h := curlA = ∂1A2−∂2A1.
The notation ∇A refers to the covariant gradient ∇Au = (∇− iA)u. We are interested in
the regime of small ε, corresponding to “extreme type-II” superconductors.
The Ginzburg-Landau energy with magnetic field admits a gauge-invariance: for every
smooth Φ, Gε(u,A) = Gε(ue
iΦ, A+∇Φ). The physically intrinsic quantities are those that
are gauge-invariant, such as |u| and |∇Au|.
We refer to [14] for a more thorough presentation of this functional.
1.1 Results of [15]
The objects of interest are the zeroes of the complex-valued function u, which can have a
nonzero topological degree. These are called the vortices of the configuration (u,A).
Starting with Bethuel-Brezis-He´lein [2], several studies have shown how to relate the
value of the energy to the vortices and their degrees. The method we focused on was
the “vortex-ball construction” introduced by Jerrard [7] and Sandier [12], which allows to
construct disjoint “vortex balls” of small size and of degree d containing at least a π|d||log ε|
contribution to the energy. It was explained in [15] that the typical profile of a vortex of
degree d is f(r)eidθ in polar coordinates, with f(0) = 0 and f(r) very close to 1 as soon as
r ≫ ε; as a result |∇Au| typically blows up like d/r, leading to a logarithmic divergence of
its L2 norm, hence of the energy. On the other hand, considering the Lorentz norm defined
by
‖f‖L2,∞ = sup
|E|<∞
|E|− 12
∫
E
|f(x)| dx, (1.3)
where |E| denotes the Lebesgue measure of E, one observes that the L2,∞ norm of d/r
does not blow up, but is instead of order 2
√
π|d|. L2,∞ is critical in the sense that it is
the smallest Lorentz space to which the profile 1/r belongs. Based on this observation, we
searched for estimates on ‖∇Au‖L2,∞ that would not blow up with ε→ 0 but rather would
be of the order of the total vorticity mass
∑ |di| and could thus serve to estimate the total
number of vortices.
The method used in [15] consisted in giving an improvement of the lower bounds of
[7, 12, 14], which allowed us to gain an extra term that served to evaluate ‖∇Au‖L2,∞ .
Writing
Fε(|u| ,Ω) := 1
2
∫
Ω
|∇ |u||2 + 1
2ε2
(1− |u|2)2,
for the free energy of |u|, our first main result was
Theorem 1 (Improved ball construction). Let α ∈ (0, 1). There exists ε0 > 0 (depending
on α) such that for ε ≤ ε0 and u,A both C1 such that Fε(|u| ,Ω) ≤ εα−1, the following
hold.
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For any 1 > r > Cεα/2, where C is a universal constant, there exists a finite, disjoint
collection of closed balls, denoted by B, with the following properties.
1. The sum of the radii of the balls in the collection is r.
2. Defining Ωε = {x ∈ Ω | dist(x, ∂Ω) > ε}, we have
{x ∈ Ωε | |u(x)− 1| ≥ εα/4} ⊂ V := Ωε ∩ (∪B∈BB) .
3. We have
1
2
∫
V
|∇Au|2 + 1
2ε2
(1− |u|2)2 + r2(curlA)2
≥ πn
(
log
r
εn
− C
)
+
1
18
∫
V
|∇Au− iuY |2 + 1
2ε2
(1− |u|2)2, (1.4)
where Y is some explicitly constructed vector field, dB denotes deg(u, ∂B) if B ⊂ Ω and 0
otherwise, and
n =
∑
B∈B
B⊂Ωε
|dB|
is assumed to be nonzero and C > 0 is universal.
Remark 1.1. In the earlier paper [15] we denoted the vector field Y by G. We switch
notation here to avoid confusion with Gε, the energy functional. In what follows we will
construct such a field Y for each configuration {(uε, Aε)} in a sequence; when we do so we
will write Yε to denote this dependence.
Then we could bound from below
∫ |∇Au−iuY |2 by ‖∇Au−iuY ‖2L2,∞ , and by controlling
‖Y ‖L2,∞ , we obtained:
Theorem 2 (Lorentz norm bound). Assume the hypotheses of Theorem 1. Then there
exists a universal constant C > 0 such that
1
2
∫
V
|∇Au|2 + (1− |u|
2)2
2ε2
+ r2(curlA)2 + π
∑
|dB|2
≥ C ‖∇Au‖2L2,∞(V ) + π
∑
|dB|
(
log
r
ε
∑ |dB| − C
)
. (1.5)
where the sums are taken over all the balls B in the final collection B which are included
in Ωε.
This result allows us to control ‖∇Au‖L2,∞ by the “energy-excess,” the difference be-
tween the total energy and the vortex energy. In [15] we presented several corollaries,
and in particular, direct applications to minimizers uε of the Ginzburg-Landau functional
without magnetic field: we bounded ‖∇uε‖L2,∞(Ω) in terms of the total degree and then
deduced L2,∞(Ω) weak-∗ convergence results for ∇uε.
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1.2 The Ginzburg-Landau energy with applied magnetic field
Applying Theorem 2 to get useful estimates for the full functional (1.2) with magnetic field
is a more complicated task. Writing n =
∑ |dB| for the total vorticity, which implicitly
depends on ε, we may search for estimates of the type ‖∇Au‖L2,∞ ≤ Cn. Such estimates
follow from Theorem 2 if an upper bound on the free energy like Fε(u,A) ≤ πn|log ε|+O(n2)
holds, but this is in general not true for arbitrary configurations, and not even true for
energy-minimizers. The reason is that when there is an applied magnetic field, the vortices
tend to be confined near the center of the sample by the magnetic field; this is so because
the energy of interaction is not only proportional to n2, but also contains the cost of the
interaction of confined vortices. We must compensate by extracting a new term, to be
used in the Lorentz space norms, in each step used in the proofs of [14]. Because this term
will be inserted between matching lower and upper bounds, the result will only be true for
configurations whose energy is close to optimal. In particular they will apply to various
minimizers and locally minimizing solutions found in [14].
Let us now look more closely at the way of describing the vortices. In [14] as well as
in previous papers, the vortices of a configuration were described through its “vorticity”
µ(u,A), a gauge-invariant version of the Jacobian determinant of u:
µ(u,A) = curl(iu,∇Au) + curlA, (1.6)
where the vector field (iu,∇Au) is called the current, and (·, ·) denotes the scalar product in
C as identified with R2, i.e. (iu,∇Au) = ℑ(u∇Au). This is an intrinsic and gauge-invariant
quantity that is analogous to the vorticity in fluid mechanics. It can be related to “vorticity
measures”
∑
i diδai obtained via the ball-construction (like the result of Theorem 1), where
ai’s are the centers of the balls and di’s their degrees, via the following “Jacobian estimates”
(see the work of Jerrard-Soner [8], or Theorem 6.2 of [14] ):
‖µ(u,A)− 2π
∑
i
diδai‖(C0,γ (Ω))∗ ≤ Crγ(Fε(u,A) + 1). (1.7)
That is, the vorticity measures constructed via the ball construction – nonunique and
nonintrinsic – are very close to the intrinsic vorticity µ(u,A) when the total radii of the balls
is small. Then, after normalizing by the possibly divergent n =
∑
i |di|, these measures are
weakly compact in the sense of measures, and this yields that µ(u,A), similarly normalized
by n, is compact in (C0,γ)∗, and after extraction, converges to a measure.
The problem with this normalizing factor n is that it depends on the ball-construction,
and thus is not intrinsic. This is where the introduction of ‖∇Au‖L2,∞ may help since it is
an intrinsic quantity expected to behave like n; we will make this rigorous.
1.3 Regimes of applied field
We will employ the notation a≪ b to mean that a/b→ 0 as ε→ 0. We write oz(1) (resp.
Oz(1)) for a quantity, depending on z, that vanishes (resp. is bounded) as either z → 0
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or z → ∞ (it will always be clear in context what the limit of z is). We write oz(a) and
Oz(a) for quantities such that oz(a)/a = oz(1) and Oz(a)/a = Oz(1) respectively. The
symbols o(1) and O(1) always mean oε(1) and Oε(1). Let us now recall some of the results
summarized in [14]: Sandier and Serfaty, studying minimizers of the energy (1.2) for all
applied magnetic fields satisfying hex ≪ 1ε2 as ε→ 0, showed that there are essentially four
regimes, which follow some physical “phase-transitions” (all constants below are positive).
1. For hex ≤ Hc1, minimizers have no vortices, and Hc1 is the first critical field, which
has an asymptotic expansion Hc1 ∼ C(Ω)|log ε| + O(1) as ε → 0, C(Ω) being a
constant determined by the domain.
2. ForHc1 ≤ hex ≤ Hc1+O(log |log ε|) minimizers have a bounded number n of vortices,
determined by the value of hex.
3. For log |log ε| ≪ hex−Hc1 ≪ |log ε| there are roughly n vortices, with n determined
by hex and 1≪ n≪ hex as ε→ 0.
4. For C|log ε| ≤ hex −Hc1 ≪ 1ε2 there are roughly n vortices with C1hex ≤ n ≤ C2hex.
For each regime the asymptotic value of the minimal energy was given, and the op-
timal limiting vorticities were identified, through explicit limiting problems obtained via
Γ-convergence. In regime 2, the vortices tend to minimize a function of their n locations.
In regimes 3 and 4, the vorticity µ(u,A), suitably blown-up and normalized by n, converges
to some identified probability measure with constant density.
We will focus here on the regimes 2 and 3 where n≪ hex. The reason is that regime 4
is easy to treat. Indeed in that regime, n and hex are of the same order, thus the natural
normalization of µ(u,A) is by hex, a quantity that does not depend on the vortex-ball
construction. This is what was done in [14], Chapter 7. Moreover, the a priori upper
bound Gε(u,A) ≤ Ch2ex is always satisfied for minimizers (comparing with u = 1, A = 0),
and thus ‖∇Au‖L2 ≤ Chex always holds. Therefore in the regime 4, the desired control
‖∇Au‖L2,∞ ≤ Cn comes trivially. A lower bound for it by n times the norm of a weak limit
also follows. As for the Jacobian vorticity, its H−1 compactness is proved in [14], which is
stronger than what one can prove with norms involving Lorentz spaces.
For these reasons, we now focus on regimes 2 and 3.
1.4 The result of [14], Chapter 9
Let us first recall some notation and results from [14] in these regimes. We introduce ξ0 to
be the solution to {
−∆ξ0 + ξ0 + 1 = 0 in Ω
ξ0 = 0 on ∂Ω.
(1.8)
The significance of ξ0 is that it conveys the geometry of the domain to the vortex con-
finement by the applied magnetic field: when n ≪ hex, the n vortices tend to nucleate
in a neighborhood of the set on which ξ0 achieves its minimum, a set determined by the
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geometry of the domain. It can be shown (see [13]) that this set is composed of a finite
number of points; for simplicity we assume that the set is a single point p, i.e. that ξ0 has
a unique minimum at the point p ∈ Ω. We shall further assume that D2ξ0(p) is positive
definite. We also define, for any vector-field A,
A′ := A− hex∇⊥ξ0.
In the regime hex − Hc1 ≪ |log ε|, all the vortices concentrate around the point p, at
the scale ℓ =
√
n
hex
(where n again is the number of vortices). Thus the vorticity measure
µ(u,A) normalized by 2πn will converge to δp, the Dirac mass at p. In order to obtain more
interesting information on the vortex-locations, we need to blow up the vorticity measure
µ(u,A): its push forward under the rescaling x 7→
√
hex
n
(x−p) is denoted µ˜(u,A). We will
also use the function Gp, defined as the solution of{
−∆Gp +Gp = 2πδp in Ω
Gp = 0 on ∂Ω.
(1.9)
It was proved that the energy in that regime is equivalent to fε(n) +O(n
2) where fε is an
explicit function of n, depending only on hex, ε, and the domain Ω. When n ≫ 1, i.e. in
the regime 3, we have the following Γ-convergence result to the function I defined over the
set of probability measures on R2 by
I(µ) = −π
∫∫
R2×R2
log |x− y| dµ(x) dµ(y) + π
∫
R2
Q(x) dµ(x), (1.10)
where Q is the quadratic form of the Hessian of ξ0 at the point p.
Theorem 3 (Γ-convergence in the intermediate regime - [14], Theorem 1.5).
Let {(uε, Aε)}ε be a family of configurations such that Gε(uε, Aε) < ε−1/4 with hex <
C|log ε|. Defining n =∑i |di|, where the di’s are the degrees of some collection of vortex-
balls of total radius r = 1√
hex
constructed by Theorem 1, assume that
1≪ n≪ h
ex
and Gε(uε, Aε) ≤ fε(n) + Cn2, as ε → 0. Then there exists a probability measure µ∗ such
that, after extraction of a subsequence, µ˜(uε,Aε)
2πn
→ µ∗ in (C0,γc (R2))∗ for some 1 ≥ γ > 0
and, as ε→ 0,
Gε(uε, Aε)− fε(n) ≥ n2I(µ∗) + o(n2).
Conversely, for each probability measure µ with compact support in R2 and each 1≪ n≪
h
ex
≤ C|log ε|, there exists {(uε, Aε)}ε such that µ˜(uε,Aε)2πn → µ∗ in (C0,γc (R2))∗ for each
1 ≥ γ > 0 and such that, as ε→ 0,
Gε(uε, Aε)− fε(n) ≤ n2I(µ) + o(n2).
An analogous result was proved in [14] for the case n = O(1) (regime 2), which we do
not quote here for the sake of brevity.
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1.5 Main result
Here we obtain several improvements of this result. We quote here some of our results
under simpler assumptions; more results, with a weaker set of assumptions, can be found
in the theorems below. A first improvement is obtained under this same assumption
Gε(uε, Aε) ≤ fε(n) + C0n2 (1.11)
for some constant C0 ≥ 0, where n is defined as in the theorem above.
Theorem 4. Suppose configurations {(uε, Aε)} satisfy
Fε(uε, A
′
ε) ≤ εα−1, 10 ≤ hex ≤ C|log ε|,
for some α ∈ (2/3, 1), and 1 ≪ n≪ hex. Assume that (1.11) holds. Then there exists an
explicitly constructed vector field Xε such that, as ε→ 0,
Gε(uε, Aε)− fε(n) ≥ n2I(µ∗) + n
2
36
∫
Ω
∣∣∣∣ 1n∇A′εuε − iuεXε
∣∣∣∣
2
+ o(n2). (1.12)
Through estimates on Xε, it follows that for ε small enough,
1
n
‖∇A′εuε‖L2,∞(Ω) ≤ C0 + C,
where C is a constant depending only on Ω
In this result, we have inserted an extra term in the lower bounds, measuring the L2
distance between ∇A′u and some known vector field, just as in Theorem 1 with the vector
field Y . Just like in passing from Theorem 1 to Theorem 2, an estimate of the L2,∞ norm
of Xε allowed us to deduce an upper bound for ‖∇A′u‖L2,∞ by an order n, as desired.
1.6 Application to convergence of the vorticity
The estimates above have a direct application for vorticity measures (Jacobians); indeed,
‖∇A′u‖L2,∞ ≤ Cn implies that 1n curl(iu,∇A′u) and 1nµ(u,A) are bounded as the derivative
of an L2,∞ function. More precisely, we need to use the Lorentz space L2,1, whose dual space
is L2,∞ (see Section 6.1 for definitions). Introducing the space X (Ω) = {f ∈ H10 (Ω)| ∇f ∈
L2,1(Ω)}, we obtain that µ(u,A)
n
is bounded, hence weakly-∗ compact, in X ∗(Ω), the dual of
X (Ω).
We deduce
Theorem 5 (see Proposition 6.4). Under the same assumptions as in Theorem 4, we have
that
µ(uε, Aε)
2πn
∗
⇀ δp weakly-∗ in X ∗(Ω) and
µ˜(uε, Aε)
2πn
∗
⇀ µ∗ locally weakly-∗ in X ∗loc(R2),
where µ∗ is the probability measure given by Theorem 3, and locally-weak-∗ convergence in
X ∗loc means weak-∗ convergence in X ∗(V ) for every V ⊂⊂ R2.
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This is a slight improvement or alternative to the known compactness result in (C0,γ)∗.
Since the space X embeds into continuous functions, X ∗ is slightly larger than measures,
but neither X nor C0,γ embeds into the other. Again in the regime 4, when n is of the
same order as hex, µ(u,A)/hex was shown to be compact in H
−1(Ω), which is better than
X ∗.
A second set of more precise results is obtained when one makes the stronger assumption
Gε(uε, Aε) ≤ fε(n) + n2I(µ∗) + o(n2), (1.13)
where µ∗ is the weak limit of 12πn µ˜(uε, Aε) as given by Theorem 3. Among them are a lower
bound for ‖∇A′u‖L2,∞(Ω) (see Theorem 8): as ε→ 0,
C0 ≤ 1
n
‖∇A′u‖L2,∞(Ω) ≤ C1,
where 0 < C0 < C1 depend on Ω, and the extra convergence (see Corollary 6.7):
1
n
(iu,∇A′u) ∗⇀ −∇⊥Gp weakly-∗ in L2,∞(Ω) as ε→ 0. (1.14)
Of course, the above results immediately apply to energy-minimizing solutions in that
regime. We also show that the same results apply to the locally minimizing solutions found
in Chapter 11 of [14] (see our Theorem 9), and we get:
Theorem 6. Let (uε, Aε) be either global minimizers of the energy for hex ≤ |log ε|, or the
locally minimizing solutions constructed in Theorem 11.1 of [14], with the assumption that
hex is sufficiently large (see Theorem 9 for the precise condition). Then we have that for ε
sufficiently small,
C0 ≤ 1
n
‖∇A′εuε‖L2,∞(Ω) ≤ C1,
where C0 and C1 are positive constants that depend only on Ω.
Thus in both cases, ‖∇A′u‖L2,∞ can indeed serve as a normalizing factor to replace the
nonintrinsic n. Convergence results for µ(u,A′)/n and (iu,∇A′u)/n such as the above are
also stated.
1.7 Strong convergence in Lorentz-Zygmund spaces
The convergence of the vorticity measures 1
2πn
µ(u,A) and 1
2πn
µ˜(u,A) (as well as those of
the currents) to their limits is weak-∗ in X ∗. It does not hold strongly in X ∗, nor is it true
that (iu,∇A′u)/n → ∇⊥Gp strongly in L2,∞. The reason is (as pointed out also in [15])
that the X ∗ norm acts a bit like the strong norm on measures: for Dirac masses, we do
not have δpn → δp strongly in X ∗ when the points pn → p, but rather
2
√
π ≤ ‖δpn − δp‖X∗ ≤ 4
√
π,
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while we do have δpn → δp weakly-∗ in X ∗. This explains why similarly the strong conver-
gences above do not hold in general.
One may then wonder if there is a weaker space (but still stronger than W−1,p for
p < 2), in which strong convergence results hold. We find that spaces based on the
Lorentz-Zygmund spaces L2,∞ logγ L(Ω) with γ < 0, which are just slightly bigger than
L2,∞(Ω), provide such a setting. We then obtain the strong convergence analogues of the
above results. This is the object of Section 7.
1.8 Plan
The paper is organized as follows. In Section 2 we present the “completion of the square”
algebraic trick that serves as a general basis for extracting new terms in energy lower
bounds. We give a general statement for such lower bounds, which can be of independent
interest, as well as applications in our setting.
In Section 3, we present a first application of our results of [15], showing that under
certain a priori energy upper bounds on Fε, the L
2,∞ norm of ∇Au is comparable to
the vorticity mass n. However these a priori bounds are rarely satisfied except for local
minimizers for low applied fields.
Section 4 refines the lower bounds of the energy Gε of [14] Chapter 9 to extract the
terms used in the L2,∞ estimates.
Section 5 gives results similar to those of Section 3 in the more useful case of a priori
energy bounds on Gε that are satisfied by a large class of minimizing solutions to the
Ginzburg-Landau equations.
Section 6 establishes a compactness result for the gauge-invariant Jacobians of config-
urations satisfying the previously used a priori energy upper bounds. We also establish
L2,∞ weak-∗ compactness results for the gauge-invariant current.
Section 7 improves the weak-∗ compactness results to strong compactness in slightly
larger Lorentz-Zygmund spaces.
Section 8 deals with the case of solutions with bounded vorticity.
Section 9 applies all of these results to minimizing and locally minimizing solutions.
Acknowledgments: This work was completed as a component of my Ph.D. dissertation
at the Courant Institute. I owe an enormous debt of gratitude to my advisor, Sylvia Serfaty,
whose guidance and insight were integral to the writing of this paper; many thanks. I would
also like to extend my thanks to Etienne Sandier for suggesting the use of ‖∇Au‖L2,∞ as a
normalization for vorticity.
2 Square completion and lower bounds
In this section we review the main algebraic trick that is at the core of our lower bounds,
and we show how to generalize it to obtain more lower bounds.
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The main technical tool of [15] was the introduction of an auxiliary vector field, Y ,
defined on the collection of vortex balls, B. The idea behind the introduction of this
function is most easily seen when setting A = 0. Write u = ρv, with ρ = |u| and v = eiϕ.
Previous lower bounds on
∫ |∇v|2 were found via the Cauchy-Schwarz inequality:
1
2
∫
∂B(a,r)
|∇v|2 = 1
2
∫
∂B(a,r)
|∇ϕ|2 ≥ 1
4πr
(∫
∂B(a,r)
∇ϕ · τ
)2
=
4π2d2
4πr
= π
d2
r
,
where d = deg(u, ∂B(a, r)). Thus the inequality is sharp if u is radial and |∇v| ≈ d/r
on ∂B(a, r). We thus took the vector field Y to be τd/r, and rather than using Cauchy-
Schwarz we “completed the square”:
1
2
∫
∂B(a,r)
|∇v|2 = 1
2
∫
∂B(a,r)
∣∣∣∣∇v − dr τ
∣∣∣∣
2
+
d
r
∫
∂B(a,r)
∇ϕ · τ − 2πrd
2
2r2
=
1
2
∫
∂B(a,r)
∣∣∣∣∇v − dr τ
∣∣∣∣
2
+ π
d2
r
.
This extracts a new term in the lower bound that measures the L2 difference between
∇u and the optimal annular vortex profile, given by Y . The implementation of this idea
requires certain technical complications to handle the magnetic field and vorticity cancel-
lation, but the main idea is as above: “complete the square” with a function that ∇u
“should look like.”
It is easy to extend this idea to domains. We begin with two lemmas relying on the
same algebraic manipulation.
Lemma 2.1. Writing j = (iu,∇Au), we have that for any vector field X : Ω→ R2,
|∇Au|2 = |∇Au− iuX|2 + 2X · j − |X|2 |u|2 . (2.1)
Proof. We calculate
|∇Au|2 = |∇Au− iuX + iuX|2 = |∇Au− iuX|2 + 2ℜ((∇Au− iuX) · iuX) + |uX|2
= |∇Au− iuX|2 + 2X · ℜ(iu∇Au)− 2 |uX|2 + |uX|2
= |∇Au− iuX|2 + 2X · j − |X|2 |u|2 .
A simple modification of this lemma allows us to ignore the ρ part of u in the bound.
Lemma 2.2. Let W ⊆ Ω be a set on which |u| > 0, and hence on which ∇ϕ is well defined,
where we write u = ρeiϕ. Let H be a C1 real-valued function on W . Then
1
2
∫
W
|∇ϕ−A|2 + |curlA|2 = 1
2
∫
W
∣∣∇ϕ− A+∇⊥H∣∣2 + 1
2
∫
W
|curlA−H|2
− 1
2
∫
W
|∇H|2 + |H|2 −
∫
∂W
H(∇ϕ− A) · τ (2.2)
where τ is counter-clockwise unit tangent vector field.
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Proof. Simple calculations show that |∇Au|2 = |∇ρ|2 + ρ2 |∇ϕ−A|2, |∇Au− iuX|2 =
|∇ρ|2 + ρ2 |∇ϕ− A−X|2, and j = (iu,∇Au) = ρ2(∇ϕ − A). Use these equalities in
Lemma 2.1 with X = −∇⊥H , subtract |∇ρ|2 from both sides, and divide by ρ2 to find the
equality ∣∣∇ϕ− A+∇⊥H∣∣2 − 2∇⊥H · (∇ϕ−A) = |∇ϕ− A|2 + |∇H|2 . (2.3)
Divide by 2, integrate over W , and integrate the second term on the left by parts to get
1
2
∫
W
∣∣∇ϕ− A+∇⊥H∣∣2 − ∫
W
curlA ·H −
∫
∂W
H(∇ϕ− A) · τ
=
1
2
∫
W
|∇ϕ−A|2 + 1
2
∫
W
|∇H|2 . (2.4)
The result follows by adding 1
2
∫
W
|curlA|2 + 1
2
∫
W
|H|2 to both sides.
These lemmas will be put to crucial use in Section 4, where they are used to extract
new terms in the energy lower bounds in different parts of the exterior of the vortex balls.
The identity obtained in Lemma 2.2 yields convenient lower bounds when applied to
well-chosen functions H . More specifically, following the framework of [2] Chapter 1, let
{ωi} be any finite family of disjoint closed “holes” with smooth boundary in Ω (for example
balls), such that |u| > 0 in Ω\ ∪i ωi, with di = deg(u, ∂ωi); we consider the function H to
be the solution to 

−∆H +H = 0 in Ω\ ∪i ωi
H = ci on ∂ωi
H = 0 on ∂Ω∫
∂ωi
∂H
∂ν
= 2πdi.
(2.5)
Here ci is an unknown constant, which is part of the problem, and ν is the outward pointing
normal. The solution to this problem is the minimizer of the variational problem
inf
Y
1
2
∫
Ω\∪iωi
|∇h|2 + h2 + 2π
∑
i
dih|∂Bi ,
where the space Y is given by
Y = {f ∈ H1(Ω\ ∪i ωi) | h|∂ωi = constant, h|∂Ω = 0}.
It should be noted that a function very similar to this one was used in Chapter 1 of [2] to
obtain, through the same method, lower bounds for S1-valued maps in punctured domains.
Such a function is useful in conjunction with Lemma 2.2 because it is constant on the
boundary of each Bi and because of the following simple identity, obtained by integrating
by parts and using (2.5): ∫
Ω\∪iωi
|∇H|2 +H2 =
∑
i
2πdici. (2.6)
We thus obtain
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Proposition 2.3. Let (u,A) be a C1 configuration defined on Ω\ ∪i ωi, where {ωi}i is a
finite collection of closed “holes” with smooth boundaries in Ω, with |u| > 0 in Ω\ ∪i ωi.
Let v = u/|u|, di = deg(u, ∂ωi), and let H be defined as in (2.5). Then
1
2
∫
Ω\∪iωi
|∇Av|2 + | curlA|2 = 1
2
∫
Ω\∪iωi
|∇H|2 +H2
+
1
2
∫
Ω\∪iωi
|∇Av + iv∇⊥H|2 + | curlA−H|2 −
∑
i
ci
∫
ωi
curlA. (2.7)
Proof. We apply the result of Lemma 2.2 in W = Ω\ ∪i ωi with this H . Using the fact
that H = ci on each ∂ωi and 0 on ∂Ω, and changing the orientation to counterclockwise,
we find
1
2
∫
Ω\∪iωi
|∇Av|2 + | curlA|2 = 1
2
∫
Ω\∪iωi
|∇Av + iv∇⊥H|2 + | curlA−H|2
− 1
2
∫
Ω\∪iωi
|∇H|2 +H2 +
∑
i
ci(2πdi −
∫
ωi
curlA)
Using (2.6), we conclude that (2.7) holds.
Now this proposition provides, as in Chapter 1 of [2], lower bounds on the energy in
punctured domains by 1
2
∫
Ω\∪iωi |∇H|2+H2, but in addition it keeps track of the excess in
the lower bound through the positive term 1
2
∫
Ω\∪iωi |∇Av + iv∇⊥H|2 + | curlA−H|2 (the
term
∑
i ci
∫
ωi
curlA can be shown to be small when the holes are small enough). It then
remains to bound from below 1
2
∫ |∇H|2 +H2.
One application would be taking the holes ωi to be the smallest possible disjoint balls
Bi which cover the set where |u| < 1−εα/4, such as the initial balls in the ball construction.
Then we obtain a lower bound on Fε(u,A) by
1
2
∫
Ω\∪iBi |∇H|2+H2. This term can, in turn,
be bounded below by the ball growth method (using equation (2.5) to estimate
∫
∂H
∂ν
on
circles and easily readjusting the ball construction). This would provide an alternate to
Theorem 1, where this time the extra “excess term” is
∫
ω\∪iBi |∇Av+ iv∇⊥H|2+ | curlA−
H|2. This has the advantage thatH is well-described; for example −∆H+H ≈ 2π∑i diδai ,
where the ai’s are the centers of the (small) initial balls. This can serve to control the
difference between the Jacobian vorticity measure µ(u,A) and the quantity 2π
∑
i diδai , in
H−1 norm, by the energy-excess, as done by Jerrard-Spirn [9] in a different metric.
3 The case of a priori upper bounds on Fε
We now focus on our initial question of obtaining upper and lower bounds for ‖∇Au‖L2,∞(Ω),
in terms of the number of vortices. We start with a simple case where there is a strong
upper bound on the energy. We use Theorem 1 with final radius r = 1/2 to produce
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a collection of balls, B, and we let n be the vorticity mass of these balls. Again note
that n implicitly depends on ε, though we do not write the dependence explicitly. We
also heavily employ the convention that C denotes a generic, positive, universal constant
that can change from line to line and can stand for different constants even in the same
expression. When constants explicitly depend on other parameters it is noted.
We begin with a general argument that shows that if a configuration has free energy Fε
not too different from πn |log ε|, then the L2,∞ norm of the covariant derivative is of order
n. The next proposition establishes both upper and lower bounds in terms of n.
Proposition 3.1. Suppose that {(uε, Aε)} are configurations satisfying the upper bound
Fε(|uε|) ≤ εα−1 for some α ∈ (0, 1). The following hold.
1. Supposing that n ≥ 1 and
Fε(uε, Aε) ≤ πn |log ε|+Mn2, (3.1)
we have that
‖∇Aεuε‖L2,∞(Ω) ≤ Cn, (3.2)
where C depends only on M .
2. Supposing that ‖∇Aεuε‖L∞ ≤ C/ε and that n≪ |log ε|, we have that for ε sufficiently
small,
π
2
n ≤ ‖∇Aεuε‖2L2,∞(Ω) +
1
2 |log ε|
∫
Ω
(curlAε)
2 + o(1). (3.3)
Proof. We neglect to write the subscript ε. For the first assertion, Corollary 5.2 of [15],
applied with r = 1/2, provides the bound
Fε(u,A,Ω) ≥ C ‖∇Au‖2L2,∞(Ω) + πn
(
log
1
2εn
− C
)
− π
∑
d2i , (3.4)
for some universal constant C. Noting that
∑
d2i ≤ (
∑ |di|)2 = n2, we deduce
Fε(u,A,Ω)− πn |log ε| ≥ C ‖∇Au‖2L2,∞ − 3πn2 − Cn. (3.5)
Utilizing the upper bound of the hypothesis in conjunction with this bound yields
‖∇Au‖2L2,∞(Ω) ≤ Cn2, (3.6)
where C depends only on M .
For the second assertion, Proposition 1.4 of [15] applied to |∇Au| gives us
1
2
∫
Ω
|∇Au|2 ≤ 1
2
C2|Ω|+ |log ε|‖∇Au‖2L2,∞(Ω)
where |∇Au| ≤ C/ε. Combining this with Theorem 1 applied with r = 1/2, we find
πn
(
log
1
2nε
− C
)
≤ |Ω| C
2
2
+ |log ε| ‖∇Aεuε‖2L2,∞(Ω) +
1
2
∫
Ω
(curlAε)
2. (3.7)
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The assumption n≪ |log ε| proves that
|Ω| C
2
2 |log ε| + Cπ
n
|log ε| = o(1) and that π
n log 2n
|log ε| ≤
πn
2
(3.8)
for ε small enough. Inserting (3.8) into (3.7) yields the result.
Unfortunately, in practice the above assumptions on the energy are really only useful in
the case of n and hex bounded independently of ε. Moreover, the upper and lower bounds
do not quite match, with the lower bound being of order
√
n and the upper bound of order
n. However, a little extra work in what follows allows us to use an a priori upper bound
on the full energy Gε in conjunction with the assumption that 1 ≪ n ≪ hex to prove
that ‖∇Au‖L2,∞(Ω) is bounded above and below by terms of order n. This improvement is
accomplished by examining the energy contained in a large annulus but outside the balls
produced by the ball construction. This strategy follows that employed in Chapter 9 of
[14].
4 Improving the lower bounds
4.1 Definitions and notation
We are now in the setting of [14] Chapter 9, for regime 3 in the introduction. The goal of
this section is to prove an improved version of Theorem 4. The proof follows all the steps of
Chapter 9 of [14], adding an extra term in each lower bound via a square completion trick.
We recall that we assume that ξ0, defined by (1.8), achieves its minimum at a single point
p. This is satisfied, for instance, if we assume that Ω is convex. Indeed, if Ω is convex, then
the sub-level sets {ξ0 ≤ t} are convex (see [3]); this, combined with the fact that the set
where ξ0 achieves its minimum is finite, proves that there is exactly one minimum point.
We shall further assume that D2ξ0(p) is positive definite. We write ξ0 = ξ0(p) and define
the constant J0, which depends only on the domain Ω, by J0 =
1
2
‖ξ0‖2H1(Ω).
As in [14] Chapter 9, we consider two sizes of balls: small and large. We initially
construct, via Theorem 1, a collection of small balls B′ such that r′ := r(B′) = Cεα/2.
Write n′ =
∑
i |d′i| for the vorticity mass of the small balls. We assume that the inequality
1/
√
hex > 2r
′ holds; below we will state an assumption on the size of hex sufficient to give
this property. An application of the ball growth lemma then allows us to grow B′ into
a collection of large balls, B, such that r := r(B) = 1/√hex. Write n =
∑
i |di| for the
vorticity mass of the large balls.
In the remainder of the paper, we will work under the following set of hypotheses,
borrowed from [14], Chapter 9: {(uε, Aε)} are configurations which satisfy
(H1)
Fε(uε, A
′
ε) ≤ εα−1, 10 ≤ hex ≤ Cε−β, (4.1)
for some α ∈ (2/3, 1) and β ∈ (0, 3α/2− 1).
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(H2) Letting n denote
∑
i |di|, the sum of the degrees of the balls of total final radius
r = 1/
√
hex, we have 1 ≤ n≪ hex.
(H3) One of the following holds:
hex ≤ C |log ε| or n′ = n. (4.2)
(H4) The upper bound
Gε(uε, Aε) ≤ fε(n) + C0n2 (4.3)
holds for some constant C0 ≥ 0, where fε is defined by
fε(n) := h
2
exJ0 + πn |log ε|+ 2πnhexξ0 + πn2SΩ(p, p) + π(n2 − n) log
1
ℓ
. (4.4)
Here we have written SΩ(·, p) for the function defined by
SΩ(x, p) = Gp(x) + log |x− p|, (4.5)
where Gp is defined by (1.9).
In most of what follows we consider the case 1 ≪ n ≪ hex (regime 3), but we will
always explicitly state the assumption 1 ≪ n in the hypotheses of the results when it is
needed. As mentioned above, when n ≪ hex, vortices tend to form near the point p, and
the typical inter-vortex distance, and by extension, the typical distance between a vortex
and the point p, is of the order ℓ =
√
n/hex (see Section 9.1.1 of [14] for a more thorough
discussion). When n/hex is not small, the vortices are dispersed throughout the domain
and our method fails to capture the lower bound in terms of n, as seen in Proposition 3.1.
Besides repeated application of the square completion trick, the primary technical
tool of this section, borrowed from Chapter 9 of [14], is the introduction of the annu-
lus B(p, δ)\B(p,Kℓ), where K and δ are constants independent of ε that will eventually
be sent to ∞ and 0 respectively. For t ∈ (Kℓ, δ) we define the degree function
D(t) =
∑
|bi−p|≤t
di, (4.6)
where the {bi} are points in the balls {Bi} = B chosen later in Proposition 4.2. Note that
|D(t)| ≤ n. Finally, since there can be some vortices (i.e. balls B ∈ B) contained in the
annulus B(p, δ)\B(p,Kℓ), we must track their location by defining the set
T = {t ∈ (Kℓ, δ) | ∂B(p, t) ∩ B 6= ∅}. (4.7)
Note that for t /∈ T ,
D(t) = deg (u, ∂B(p, t)),
and that |T | ≤ 2r = 2/√hex, where |T | denotes the measure of T .
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4.2 Lower bounds in the balls and energy splitting
Here we adapt the results of [15] to deal with the full energy Gε. This entails showing how
energy lower bounds hold on the two-phase ball construction (the balls in B′ and B) and
also proving an “energy splitting lemma” that allows us to pass from the full energy Gε to
a sum of the free energy Fε and other terms.
Our first lemma provides lower bounds on the free energy in the balls. It is a modifica-
tion of Lemma 9.1 of [14] that incorporates a term involving the vector field Yε of Theorem
1 into lower bounds in B. This is different from the result of Theorem 1 only in that the
estimates are constructed in two stages: first in B′ and then in B\B′. In all that follows,
we abuse notation by writing B in place of ∪B∈BB.
Lemma 4.1. ([14] Lemma 9.1 Redux) Suppose that configurations {(uε, Aε)} satisfy as-
sumption (H1). Let Yε be the vector field of Theorem 1, applied to the large balls B with
r = 1/
√
hex. Then
1
2
∫
B
∣∣∇A′εuε∣∣2 + 12ε2 (1− |uε|2)2 + r2(curlA′ε)2
≥ 1
36
∫
B
∣∣∇A′εuε − iuεYε∣∣2 + π
(
n log
r
nε
+
α
4
(n′ − n) log 1
ε
)
− Cn
for ε sufficiently small.
Proof. Theorem 1 provides the bound
1
2
∫
B
∣∣∇A′εuε∣∣2+ 12ε2 (1−|uε|2)2+r2(curlA′ε)2 ≥ 118
∫
B
∣∣∇A′εuε − iuεYε∣∣2+π (n log rnε − C
)
.
On the other hand, Lemma 9.1 of [14] provides the bound
1
2
∫
B
∣∣∇A′εuε∣∣2 + 12ε2 (1− |uε|2)2 + r2(curlA′ε)2 ≥ π
(
n log
r
nε
+
α
2
(n′ − n) log 1
ε
)
− Cn.
The result follows by averaging these two bounds.
With this lemma in hand, we can prove the following Proposition, a variant of Propo-
sition 9.3 from [14]. It shows how the full energy, Gε, can be split and bounded below by
the free energy and various other terms.
Proposition 4.2. ([14] Proposition 9.3 Redux) Suppose configurations {(uε, Aε)} satisfy
the assumption (H1). Then there exist points bi ∈ Bi such that, letting ν =
∑
i diδbi, the
following estimates hold for ε sufficiently small.
Gε(uε, Aε) ≥ h2exJ0 + 2πhex
∫
ξ0dν + Fε(uε, A
′
ε)
− C(n′ − n)rhex − Chexε3α/2−1 − Ch2exεα (4.8)
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Fε(uε, A
′
ε) ≥ πn log
r
nε
+ Fε(uε, A
′
ε,Ω\B) +
1− r2
2
∫
B
(curlA′ε)
2
+
1
36
∫
B
∣∣∇A′εuε − iuεYε∣∣2 + πα4 (n′ − n) |log ε| − Cn. (4.9)
Here the vector field Yε is the one from Theorem 1, and C is a universal constant.
Proof. The proof is the same as the proof of Proposition 9.3 of [14], except that we use
our Lemma 4.1 in place of their Lemma 9.1 in order to recover the Yε difference term.
4.3 Lower bounds in the annulus B(p, δ)\B(p,Kℓ)
We now show how to bound the energy contained in the annulus around the point p using a
vector field Yε similar to, but simpler, than the one defined in the balls. Denote the annulus
by A = B(p, δ)\B(p,Kℓ) and note that n ≪ hex implies that Kℓ → 0 as ε → 0, while δ
stays fixed. The only difficulty in defining Yε in A is that the annulus can contain balls from
B sprinkled throughout. We get around this by taking Yε to vanish there (ultimately we
view this Yε as extending the Yε already defined in the balls). Indeed, define Yε : A → R2
by
Yε(x) =
{
0, |x− p| ∈ T
D(|x− p|)τ∂B(p,|x−p|)(x) 1|x−p| , |x− p| ∈ (Kℓ, δ)\T.
(4.10)
Here, as before, τ∂B is the counter-clockwise unit tangent vector field to the boundary of
a ball, ∂B, and D(t) and T are defined by (4.6) and (4.7). Note that Yε also depends on
δ and K, but we do not write that in the notation.
Following Lemma 9.3 of [14], we estimate from below the energy contained in A.
Lemma 4.3. ([14] Lemma 9.3 Redux) Suppose configurations {(uε, Aε)} satisfy assumption
(H1). Let Yε be defined on A by (4.10). Then for ε sufficiently small,
1
2
∫
A\B
∣∣∇A′εuε∣∣2 + 14
∫
A
(curlA′ε)
2 ≥ 1
36
∫
A\B
∣∣∇A′εuε − iuεYε∣∣2
+ π
∫ δ
Kℓ
D2(t)
dt
t
dt− πn2δ2 − 2πn
3/2
K
− πn2εα/4 log δ
Kℓ
. (4.11)
Proof. We suppress the subscript ε on uε, Yε and A
′
ε. The proof proceeds as in [14] except
we use Lemma 3.2 of [15] with λ = 1
2δ
to recover the Y term. Indeed, for t /∈ T it yields
1
2
∫
∂B(p,t)
|∇A′v|2 + 1
4δ
∫
B(p,t)
(curlA′)2 ≥ 1
2
∫
∂B(p,t)
|∇A′v − ivY |2 + πD2(t)
(
1
t
− δ
)
.
(4.12)
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Then, using the fact that Y = 0 in A ∩ {|x− p| ∈ T}, we have
1
2
∫
A\B
|∇A′v|2 + 1
4
∫
A
(curlA′)2 ≥ 1
2
∫
(Kℓ,δ)\T
∫
∂B(p,t)
|∇A′v − ivY |2 dt
+
1
2
∫
(A\B)∩{|x−p|∈T}
|∇A′v|2 +
∫
(Kℓ,δ)\T
πD2(t)
(
1
t
− δ
)
dt
=
1
2
∫
A\B
|∇A′v − ivY |2 +
∫ δ
Kℓ
πD2(t)
(
1
t
− δ
)
dt−
∫
T
πD2(t)
(
1
t
− δ
)
.
(4.13)
Now we bound ∫ δ
Kℓ
πD2(t)δdt ≤ πn2δ2. (4.14)
The fact that T ⊂ (Kℓ, δ) and |T | ≤ 2r implies that∫
T
πD2(t)
dt
t
≤ πn2
∫ Kℓ+2r
Kℓ
dt
t
= πn2 log
(
1 +
2r
Kℓ
)
≤ πn2 2r
Kℓ
= 2π
n3/2
K
. (4.15)
Then (4.13) – (4.15) provide the bound
1
2
∫
A\B
|∇A′v|2 + 1
4
∫
A
(curlA′)2 ≥ 1
2
∫
A\B
|∇A′v − ivY |2 +
∫ δ
Kℓ
πD2(t)
dt
t
− πn2δ2 − 2πn
3/2
K
.
(4.16)
We now recall that |∇A′u|2 = |∇ |u||2 + |u|2 |∇A′v|2 and that 1− εα/4 ≤ |u| ≤ 1 + εα/4
on Ω\B. This implies that |∇A′u|2 ≥ (1 − 2εα/4) |∇A′v|2. To conclude, we multiply both
sides of (4.16) by 1 − 2εα/4 and use the fact that 1 ≥ |u|2(1−2εα/4)
(1+εα/4)2
≥ |u|2
36
for ε sufficiently
small. The result then follows by noting that
∫ δ
Kℓ
πD2(t)dt
t
≤ πn2 log δ
Kℓ
.
With this modification established we deduce a corresponding modification of Propo-
sition 9.4 from [14] (the proof is exactly as in [14]):
Proposition 4.4. ([14] Proposition 9.4 Redux) Suppose configurations {(uε, Aε)} satisfy
assumption (H1). Then there exist positive K0, δ0 such that if K ≥ K0, δ ≤ δ0 and if ℓ and
ε are sufficiently small, letting ν =
∑
i diδbi, we have the estimate
1
2
∫
A\B
∣∣∇A′εuε∣∣2 + 14
∫
A
(curlA′ε)
2 + 2πhex
∫
ξ0dν ≥ 1
36
∫
A\B
∣∣∇A′εuε − uεYε∣∣2
+ πn2 log
δ
Kℓ
+ 2πnhexξ0 + 2πhex
∑
bi∈B(p,Kℓ)
di>0
di(ξ0(bi)− ξ0)− πn2δ2 + o(n2). (4.17)
Moreover, for any t ∈ [Kℓ, δ] we have that∣∣∣∣D(t)− nn
∣∣∣∣ ≤ Cℓ2
(
1
t2
+ 1
)
. (4.18)
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4.4 Lower bounds outside B(p, δ) ∪ B
In this section we find lower bounds in the region outside the ball B(p, δ) and the collection
of balls, B. These bounds are different from those found in [14] in that we again use a
completion of the square trick to find a novel term in the lower bounds. In this region,
however, we use the more natural function Gp (see (1.9)) and its perpendicular gradient
∇⊥Gp rather than the ad hoc Yε vector fields used in previous sections.
We now state a result, which is part of Proposition 9.5 of [14], that provides information
on the weak limits of j′ = (iu,∇A′u), h′ = curlA′, and µ′ = curl(j′ + A′) when suitably
normalized. This information on the weak limits will be used to deal with the cross terms
that arise when we “complete the square” with Lemma 2.1. In what follows it will be
useful to work with the function f : R+ → R+ given by f(x) = χ[0,1](x) + x−1χ[1,∞)(x).
Lemma 4.5. Suppose configurations {(uε, Aε)} satisfy (H1) – (H4). Then up to extraction
as ε→ 0,
1
n
f(|uε|)χΩ\Bj′ε ⇀ j∗ weakly in L2loc(Ω\{p})
1
n
h′ε ⇀ h∗ weakly in L
2(Ω)
1
n
µ′ε
∗
⇀ 2πδp weakly-∗ in (C0,γc (Ω))∗ for some γ ∈ (0, 1).
The limits satisfy the relation curl j∗ + h∗ = 2πδp. Moreover, as δ → 0,∫
Ω\B(p,δ)
Gph∗ −∇⊥Gp · j∗ =
∫
Ω\B(p,δ)
|∇Gp|2 + |Gp|2 + oδ(1). (4.19)
Proof. Everything except (4.19) is proved directly in Proposition 9.5 of [14]. For (4.19)
we make a minor modification of their argument. They show in the proof, [14, (9.80) –
(9.82)], that ∫
Ω\B(p,δ)
Gp(h∗ −Gp)−∇⊥Gp · (j∗ +∇⊥Gp) = oδ(1). (4.20)
To conclude then, we simply write
Gph∗ −∇⊥Gp · j∗ = |Gp|2 +
∣∣∇⊥Gp∣∣2 +Gp(h∗ −Gp)−∇⊥Gp · (j∗ +∇⊥Gp) (4.21)
and integrate.
Remark 4.1. This lemma guarantees that, up to extraction, the sequences j′ε/n, h
′
ε/n,
and µ′ε/n have weak limits. Henceforth we assume that the extraction has already been
performed so that these weak limits exist.
The following proposition provides the energy lower bounds in Ω\(B(p, δ) ∪ B). The
completion of the square trick is done with −iuεnf(|uε|)∇⊥Gp.
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Proposition 4.6. Suppose configurations {(uε, Aε)} satisfy (H1) – (H4). Define the set
W = Ω\(B(p, δ) ∪ B). Then for ε sufficiently small,
1
2
∫
W
∣∣∇A′εuε∣∣2 + |curlA′ε|2 ≥ 12
∫
W
∣∣∇A′εuε + iuεnf(|uε|)∇⊥Gp∣∣2 + 12
∫
W
|curlA′ε − nGp|2
− πn2 log δ + πn2SΩ(p, p) + oδ(n2) + o(n2). (4.22)
Proof. Suppress the subscript ε for convenience. To begin, we use X = −nf(|u|)∇⊥Gp in
Lemma 2.1 to get the identity
|∇A′u|2 =
∣∣∇A′u+ inuf(|u|)∇⊥Gp∣∣2 − 2nf(|u|)∇⊥Gp · j′ − n2 |∇Gp|2 f 2(|u|) |u|2 . (4.23)
We complement this with a “completion of the square” for curlA′:
|curlA′|2 = |curlA′ − nGp|2 − n2 |Gp|2 + 2nGp curlA′. (4.24)
We add (4.23) and (4.24), divide by 2, and integrate over W to arrive at the identity
1
2
∫
W
|∇A′u|2 + |curlA′|2 = 1
2
∫
W
∣∣∇A′u+ inuf(|u|)∇⊥Gp∣∣2 + |curlA′ − nGp|2
+ n
∫
W
Gp curlA
′ −∇⊥Gp · j′f(|u|)− n
2
2
∫
W
|Gp|2 + |∇Gp|2 f 2(|u|) |u|2 . (4.25)
We want to keep the first integral on the right, but we keep continue working with the
second and third integrals.
The function f satisfies the inequality xf(x) ≤ 1 for all x ≥ 0, and hence |u|2 f 2(|u|) ≤
1. This, when combined with the fact that Gp ∈ H1loc(Ω\{p}), provides an estimate for the
third integral on the right side of (4.25). Indeed,
−n
2
2
∫
W
|Gp|2 + |∇Gp|2 f 2(|u|) |u|2 ≥ −n
2
2
∫
W
|Gp|2 + |∇Gp|2
= −n
2
2
∫
Ω\B(p,δ)
|Gp|2 + |∇Gp|2 + o(n2),
(4.26)
as ε→ 0, where we have used the fact that |B| = o(1) and Gp ∈ H1loc(Ω\{p}).
To estimate the second integral in (4.25) we write
n
∫
W
Gp curlA
′ −∇⊥Gp · j′f(|u|) = n2
∫
W
Gp
1
n
curlA′ −∇⊥Gp · 1
n
j′f(|u|)
= n2
∫
Ω\B(p,δ)
GpχΩ\B
1
n
curlA′ −∇⊥Gp · 1
n
j′f(|u|)χΩ\B.
(4.27)
Now the weak L2(Ω) convergence curlA′/n ⇀ h∗ of Lemma 4.5 implies that∫
Ω\B(p,δ)
GpχΩ\B
1
n
curlA′ = o(1) +
∫
Ω\B(p,δ)
Gph∗, (4.28)
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while the weak L2loc(Ω\{p}) convergence 1nj′f(|u|)χΩ\B ⇀ j∗ implies that∫
Ω\B(p,δ)
∇⊥Gp · 1
n
j′f(|u|)χΩ\B = o(1) +
∫
Ω\B(p,δ)
∇⊥Gp · j∗. (4.29)
Combining (4.27) – (4.29) and applying (4.19) allows us to conclude that
n
∫
W
Gp curlA
′ −∇⊥Gp · j′f(|u|) = n2
∫
Ω\B(p,δ)
|∇Gp|2 + |Gp|2 + oδ(n2) + o(n2). (4.30)
From these calculations we see that the second and third integrals on the right of (4.25)
can be written as an integral of |Gp|2+ |∇Gp|2 plus an error term. Indeed, summing (4.26)
and (4.30) yields the bound
n
∫
W
Gp curlA
′ −∇⊥Gp · j′f(|u|)− n
2
2
∫
W
|Gp|2 + |∇Gp|2 f 2(|u|) |u|2
≥ n
2
2
∫
Ω\B(p,δ)
|∇Gp|2 + |Gp|2 + oδ(n2) + o(n2). (4.31)
To complete the proof we must estimate this integral of Gp and its gradient. For this we
use the expansion Gp(x) = − log |x− p| + SΩ(x, p). Since Gp vanishes on ∂Ω, we may
compute
1
2
∫
Ω\B(p,δ)
|∇Gp|2 + |Gp|2 = 1
2
∫
∂B(p,δ)
Gp(x)∇Gp(x) · p− x
δ
=
1
2
∫
∂B(p,δ)
(− log δ + SΩ(p, p) + oδ(1))
(
1
δ
− ∂SΩ
∂ν
)
= −π log δ + πSΩ(p, p) + oδ(1).
(4.32)
We combine (4.25), (4.31), and (4.32) to prove (4.22).
4.5 Lower bounds in B(p,Kℓ)\B
We now turn to finding bounds in B(p,Kℓ)\B. In this case, we again use a completion
of the square trick, but the function we use is neither the natural choice −∇⊥Gp nor a Yε
vector field as used before. Instead, we use a function that arises as the weak-∗ limit of
a renormalization and blow-up at scale ℓ of the superconducting current j. This has the
disadvantage of being tied to the functions uε, Aε and not just to the domain Ω.
We define some notation related to j. For f(x) = χ[0,1](x) + x
−1χ[1,∞)(x), we write
jˆ = j′f(|u|). Define the blow-up of jˆ as j˜(x) = ℓjˆ(p + ℓx)χΩ\B(p + ℓx). Now we state a
result, which is part of Proposition 9.5 of [14], that defines which function we use in the
completion of the square.
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Lemma 4.7. Suppose configurations {(uε, Aε)} satisfy (H1) – (H4), and that 1 ≪ n as
well. Let j˜ be the blow-up of jˆ defined above, and define the blow-up measure on R2 at
scale ℓ =
√
n/hex by
µ˜(u,A)(x) = ℓ2χΩ(ℓx+ p)µ(u,A)(ℓx+ p).
Then, up to extraction as ε→ 0,
1
n
j˜ ⇀ J∗ (4.33)
weakly in L2loc(R
2), and
µ˜(uε, A
′
ε)
2πn
∗
⇀ µ∗ (4.34)
weakly-∗ in the dual of C0,γc (R2) for some γ ∈ (0, 1), where µ∗ is a probability measure.
The limits satisfy curl J∗ = 2πµ∗. Moreover, as K →∞,
1
2
∫
B(0,K)
|J∗|2 = 1
2
∫
B(0,K)
∣∣J∗ −∇⊥U∗∣∣2 − π
∫∫
log |x− y| dµ∗(x)dµ∗(y)
+ π logK + oK(1), (4.35)
where U∗ is the solution to ∆U∗ = 2πµ∗ in B(0, K) subject to the boundary condition
U∗ = 0 on ∂B(0, K).
We now use the “square completion” of Lemma 2.1 in conjunction with the weak
convergence of the rescaled and blown-up currents to find energy bounds in B(p,Kℓ)\B.
Lemma 4.8. Suppose configurations {(uε, Aε)} satisfy (H1) – (H4), and that 1 ≪ n as
well. Let J∗ and f be as defined above, and define the blow-down of J∗ by
J¯∗(x) =
1
ℓ
J∗
(
x− p
ℓ
)
.
Then
1
2
∫
B(p,Kℓ)\B
|∇A′u|2 = 1
2
∫
B(p,Kℓ)\B
∣∣∇A′u− iuf(|u|)nJ¯∗∣∣2+ n2
2
∫
B(0,K)
|J∗|2+ o(n2). (4.36)
Proof. Set X = nf(|u|)J¯∗ in Lemma 2.1 and integrate over B(p,Kℓ)\B to arrive at
1
2
∫
B(p,Kℓ)\B
|∇A′u|2 = 1
2
∫
B(p,Kℓ)\B
∣∣∇A′u− iuf(|u|)nJ¯∗∣∣2
+ n2
∫
B(p,Kℓ)
J¯∗ · jˆ
n
χΩ\B −
n2
2
∫
B(p,Kℓ)\B
∣∣J¯∗∣∣2 |uf(|u|)|2 . (4.37)
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We must only deal with the last two integrals. By the weak convergence j˜/n ⇀ J∗, we
have, blowing up via a change of variables x 7→ p+ ℓx,
∫
B(p,Kℓ)
J¯∗ · jˆ
n
χΩ\B =
∫
B(0,K)
J∗
j˜
n
=
∫
B(0,K)
|J∗|2 + o(1). (4.38)
Using the fact that |u| = 1 + o(1) outside of B, and making the same change of variables,
we also have that∫
B(p,Kℓ)\B
∣∣J¯∗∣∣2 |uf(|u|)|2 =
∫
B(p,Kℓ)
∣∣J¯∗∣∣2 + o(1) =
∫
B(0,K)
|J∗|2 + o(1). (4.39)
Combining (4.37) – (4.39) yields the result.
This result can be combined with the properties of J∗ to arrive at a more useful estimate.
Indeed, the previous lemma and (4.35) immediately yield the following.
Proposition 4.9. Let {(uε, Aε)} satisfy (H1) – (H4), suppose 1 ≪ n, and let J∗ and µ∗
be as above. Then
1
2
∫
B(p,Kℓ)\B
|∇A′u|2 = 1
2
∫
B(p,Kℓ)\B
∣∣∇A′u− iuf(|u|)nJ¯∗∣∣2 + n2
2
∫
B(0,K)
∣∣J∗ −∇⊥U∗∣∣2
+ πn2 logK − πn2
∫∫
log |x− y|dµ∗(x)dµ∗(y) + oK(n2). (4.40)
4.6 Synthesis: lower bounds on all of Ω
Finally, we combine all of the lower bounds of the previous sections with the energy-splitting
result, Proposition 4.2, to find a lower bound for Gε.
We introduce the vector field Xε to be a single field that consists of all of the different
fields we have completed the square with. Indeed, define
Xε :=


1
n
Yε in B ∪A
f(|uε|)∇⊥U∗ in B(p,Kℓ)\B
−f(|uε|)∇⊥Gp in Ω\(B(p, δ) ∪ B).
(4.41)
Here we have used the notation ∇⊥U∗ for the blow-down at scale ℓ of ∇⊥U∗, where U∗
is defined in Lemma 4.7. The function Gp is defined by (1.9), and Yε is the field initially
defined in B by Theorem 1 and then extended to A\B according to (4.10). Although Xε
also depends on δ and K, we do not build the dependence into the notation. We also recall
the definitions of fε in (4.4) and I in (1.10).
Our main result of this section implies the first assertion (1.12) of Theorem 4:
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Theorem 7. Suppose configurations {(uε, Aε)} satisfy (H1) – (H4), and that 1≪ n. Let
Xε be the vector field defined by (4.41). Then for ε sufficiently small, and as K → ∞,
δ → 0,
Gε(uε, Aε) ≥ fε(n) + n2I(µ∗) + oK,δ(n2) + o(n2) + n
2
36
∫
Ω
∣∣∣∣ 1n∇A′εuε − iuεX
∣∣∣∣
2
+
1
5
∫
B(p,δ)∪B
|curlA′ε|2 +
1
2
∫
Ω\(B(p,δ)∪B)
|curlA′ε − nGp|2 . (4.42)
Proof. For convenience we drop the subscript ε for the rest of the proof. Applying both
bounds of Proposition 4.2 provides the initial lower bound
Gε(u,A) ≥ I + II + III, (4.43)
where
I := h2exJ0 + πn log
r
nε
+
1
36
∫
B
|∇A′u− iuY |2 , (4.44)
II := Fε(u,A
′,Ω\B) + 2πhex
∫
ξ0dν +
1− r2
2
∫
B
|curlA′|2 , (4.45)
and
III :=
πα
4
(n′ − n) |log ε| − Crhex(n′ − n)− Chexε3α/2−1 − Ch2exεα − Cn. (4.46)
The term III is easiest to deal with, so we dispatch it first. The hypotheses hex ≤ Cε−β,
2/3 < α < 1, and 0 < β < 3α/2− 1 imply that
ε3α/2−1hex = o(1)
h2exε
α = o(1).
(4.47)
Since r = 1/
√
hex, we have that rhex =
√
hex, and hence the hypothesis (H3) implies that
πα
4
(n′ − n) |log ε| − Crhex(n′ − n) = (n′ − n)
(πα
4
|log ε| − C
√
hex
)
≥ 0 (4.48)
for ε sufficiently small. These bounds and that 1≪ n then imply that
III ≥ o(1)− o(n2). (4.49)
The terms in II essentially constitute the energy content of the exterior of the balls;
in bounding II we will employ all of the estimates of the previous sections. We begin by
splitting Fε(u,A
′,Ω\B) into parts corresponding to the different regions considered in the
previous sections. Indeed, we write
II = IV + V + V I, (4.50)
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where
IV := Fε(u,A
′,A\B) + 2πhex
∫
ξ0dν +
1− r2
2
∫
B
|curlA′|2 (4.51)
is the energy content of the annulus around p,
V := Fε(u,A
′,Ω\(B(p, δ) ∪ B)) (4.52)
is the energy content outside of the ball B(p, δ), and
V I := Fε(u,A
′, B(p,Kℓ)\B) (4.53)
is the energy content in the ball B(p,Kℓ). In the annulus around p, Proposition 4.4 shows
that
IV ≥ 1
36
∫
A\B
|∇A′u− iuY |2 + 1
4
∫
A\B
|curlA′|2 +
(
1
4
− r
2
2
)∫
B
|curlA′|2
+ πn2 log
δ
Kℓ
+ 2πnhexξ0 + 2πhex
∑
bi∈B(p,Kℓ)
di>0
di(ξ0(bi)− ξ0)− πn2δ2 + o(n2).
(4.54)
In B(p, δ) we use Proposition 4.6 to estimate
V ≥ 1
2
∫
Ω\(B(p,δ)∪B)
∣∣∇A′u+ iunf(|u|)∇⊥Gp∣∣2 + 1
2
∫
Ω\(B(p,δ)∪B)
|curlA′ − nGp|2
− πn2 log δ + πn2SΩ(p, p) + oδ(n2) + o(n2).
(4.55)
Finally, in B(p,Kℓ) we utilize Proposition 4.9 to get
V I ≥ 1
2
∫
B(p,Kℓ)\B
∣∣∇A′u− iuf(|u|)nJ¯∗∣∣2 + n2
2
∫
B(0,K)
∣∣J∗ −∇⊥U∗∣∣2 + 1
2
∫
B(p,Kℓ)\B
|curlA′|2
+ πn2 logK − πn2
∫∫
log |x− y|dµ∗(x)dµ∗(y) + oK(n2).
(4.56)
By changing variables to blow-down at scale ℓ, we have that
n2
2
∫
B(0,K)
∣∣J∗ −∇⊥U∗∣∣2 = n2
2
∫
B(p,Kℓ)
∣∣∣J¯∗ −∇⊥U∗∣∣∣2
≥ 1
2
∫
B(p,Kℓ)\B
∣∣∣iuf(|u|)nJ¯∗ − iuf(|u|)n∇⊥U∗∣∣∣2 + o(n2), (4.57)
where we have used the fact that |u| = 1 + o(1) in B(p,Kℓ)\B. Hence,
1
2
∫
B(p,Kℓ)\B
∣∣∇A′u− iuf(|u|)nJ¯∗∣∣2 + n2
2
∫
B(0,K)
∣∣J∗ −∇⊥U∗∣∣2
≥ n
2
4
∫
B(p,Kℓ)\B
∣∣∣∣1n∇A′u− iuf(|u|)∇⊥U ∗
∣∣∣∣
2
(4.58)
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We now note that the proof of Proposition 9.1 of [14] shows the inequality
2πhex
∑
bi∈B(p,Kℓ)
di>0
di(ξ0(bi)− ξ0) ≥ πn2
∫
Q(x)dµ∗(x) + oK(1), (4.59)
where Q is the quadratic form of the Hessian of ξ0 at p. Also, the assumption that
10 ≤ hex implies that 1/4 − r2/2 ≥ 1/5. Then, summing (4.54) – (4.56) and employing
(4.57) – (4.59), we arrive at the bound
II ≥ πn2 log 1
ℓ
+ 2πnhexξ0 + πn
2SΩ(p, p) + n
2I(µ∗) + oδ(n
2) + oK(n
2) + o(n2)
+
n2
36
∫
A\B
∣∣∣∣ 1n∇A′u− iu 1nY
∣∣∣∣
2
+
n2
4
∫
B(p,Kℓ)\B
∣∣∣∣ 1n∇A′u− iuf(|u|)∇⊥U ∗
∣∣∣∣
2
+
n2
2
∫
Ω\(B(p,δ)∪B)
∣∣∣∣ 1n∇A′u+ iuf(|u|)∇⊥Gp
∣∣∣∣
2
+
1
5
∫
B(p,δ)∪B
|curlA′|2
+
1
2
∫
Ω\(B(p,δ)∪B)
|curlA′ − nGp|2 .
(4.60)
In order to conclude we turn back to I. Note that since r = 1/
√
hex and ℓ =
√
n/hex,
we have that
n log
r
nε
= n
(
log
ℓ
ε
− 3
2
logn
)
= n log
ℓ
ε
− 3n
2
log n = n log
ℓ
ε
− o(n2). (4.61)
We use this expansion in I; the result follows in view of the definition of Xε from summing
I, (4.49), and (4.60).
Remark 4.2. The condition 10 ≤ hex can be relaxed at the cost of a different constant
in front of the
∫
B(p,δ)∪B |curlA′|2 term. Indeed, for any γ < 1/4, the relaxed condition
hex ≥ 2/(1 − 4γ) puts a term γ in front of the curl integral. If we are willing to drop
the curl integral altogether in the lower bound, we may set γ = 0 and assume only that
hex ≥ 2, the minimum requirement for 1/4− r2/2 to be nonnegative.
5 The case of a priori upper bounds on Gε
We now utilize the result of Theorem 7 in conjunction with various a priori upper bounds on
the full energy Gε. The result is the following more versatile extension of Proposition 3.1,
which together with Theorem 7 implies Theorem 4. The main assertion is that ‖∇A′u‖L2,∞
is of the same order as n. As mentioned in the introduction, this is significant in that the
quantity n is determined by the ball construction, and is thus not intrinsically defined,
whereas ‖∇A′u‖L2,∞ is.
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Theorem 8. Suppose configurations {(uε, Aε)} satisfy (H1) – (H4) and that 1≪ n.
1. It always holds that, as ε→ 0,∥∥∥∥ 1n∇A′εuε − iuεXε
∥∥∥∥
L2(Ω)
= O(1), (5.1)
1
n
∥∥∇A′εuε∥∥L2,∞(Ω) ≤ ‖∇Gp‖L2,∞(Ω) + C(C0 + 1), (5.2)
where C depends on Ω and C0 is the constant from the bound (H4), and∥∥∥∥ 1n curlA′ε
∥∥∥∥
L2(Ω)
= O(1). (5.3)
2. If we assume that the a priori bound
Gε(uε, Aε) ≤ fε(n) + n2I(µ∗) + o(n2) (5.4)
holds, then, as ε→ 0, ∥∥∥∥ 1n∇A′εuε − iuεXε
∥∥∥∥
L2(Ω)
= o(1) + oK,δ(1), (5.5)
and
‖∇Gp‖L2,∞(Ω) − o(1) ≤
1
n
∥∥∇A′εuε∥∥L2,∞(Ω) ≤ ‖∇Gp‖L2,∞(Ω) + C + o(1), (5.6)
where C is a universal constant. Also,
1
n
curlA′ε → Gp (5.7)
strongly in L2(Ω).
The reason for the lack of strong convergence in L2,∞ of 1
n
∇A′u, or rather of Xε, to
−∇⊥Gp was given in the introduction, Section 1.7. This explains the presence of the
constant C in (5.6). We start with two lemmas that establish that we can, however,
estimate ‖Xε‖L2,∞(Ω) in terms of ‖∇Gp‖L2,∞(Ω), but without equality. Note that the second
lemma is the place where we crucially apply the L2,∞ control in the balls proved in the
previous paper [15].
Lemma 5.1. Let Xε be the vector field defined by (4.41). Define the set
Wε = supp(Xε) ∩ (Ω\(B(p,Kℓ) ∪ B)).
Then ∥∥Xε +∇⊥Gp∥∥L2,∞(Wε) = o(1) + oK,δ(1). (5.8)
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Proof. Again suppress the subscripts ε. To begin we decompose W into two components,
one part inside the annulus A and the other outside. Let W1 = Ω\(B(p, δ) ∪ B) and
AT = {x ∈ A | |x− p| /∈ T},
where T is defined in (4.7). Then W = W1 ∪ AT is a disjoint union, and we may trivially
bound ∥∥X +∇⊥Gp∥∥L2,∞(W ) ≤ ∥∥X +∇⊥Gp∥∥L2,∞(W1) + ∥∥X +∇⊥Gp∥∥L2,∞(AT ) . (5.9)
On W1 we have that X = −f(|u|)∇⊥Gp, and hence X + ∇⊥Gp = (1 − f(|u|))∇⊥Gp
there. By construction, |u| = 1 + o(1) on W1, so f(|u|) = 1 + o(1), and we may bound∥∥X +∇⊥Gp∥∥L2,∞(W1) ≤ o(1) ∥∥∇⊥Gp∥∥L2,∞(W1) ≤ o(1) ∥∥∇⊥Gp∥∥L2,∞(Ω) = o(1). (5.10)
On AT we have that
X(x) =
D(t)
n
τp
|x− p| ,
where D(t) is defined by (4.6). The decomposition Gp(x) = − log |x− p|+ SΩ(x, p) yields
∇⊥Gp(x) = − τp|x−p| +∇⊥SΩ(x, p). Hence, on AT we have
D(t)
n
τp
|x− p| +∇
⊥Gp =
(
D(t)− n
n
)
τp
|x− p| +∇
⊥SΩ(x, p).
We may use (4.18) to estimate∣∣∣∣D(t)− nn
∣∣∣∣ ≤ Cℓ2
(
1
t2
+ 1
)
≤ C
(
1
K2
+ ℓ2
)
since t ∈ (Kℓ, δ). Using this, we see that
∥∥X +∇⊥Gp∥∥L2,∞(AT ) ≤ C
(
1
K2
+ ℓ2
)∥∥∥∥ 1|· − p|
∥∥∥∥
L2,∞
+
∥∥∇⊥SΩ(·, p)∥∥L2,∞(AT )
= 2
√
π(o(1) + oK(1)) + oδ(1).
(5.11)
Here we have used ‖1/ |x|‖L2,∞ = 2
√
π; the fact that ∇⊥SΩ(·, p) is continuous and |AT | =
oδ(1) allows us to write
∥∥∇⊥SΩ(·, p)∥∥L2,∞(AT ) = oδ(1). The result (5.8) follows from (5.9)
– (5.11).
Now we show that ‖uεXε‖L2,∞ can be estimated above and below by ‖∇Gp‖L2,∞ .
Lemma 5.2. Let Xε be the vector field defined by (4.41). We have that, for ε sufficiently
small,
‖∇Gp‖L2,∞(Ω\(B(p,δ)∪B)) − o(1) ≤ ‖uεXε‖L2,∞(Ω) ≤ ‖∇Gp‖L2,∞(Ω) + C(C0 + 1) + oK,δ(1),
(5.12)
where C0 is the constant from (H4) and C depends on Ω.
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Proof. Recall that, by construction, |u| = 1+o(1) on Ω\B. In the balls, B, the construction
of the vector field Y is such that |u| ≤ 3/2 on supp(Y ) ∩ B (see Proposition 4.3 of [15]).
Since X = −f(|u|)∇⊥Gp on Ω\(B(p, δ) ∪ B), the lower bound follows from the pointwise
inequality
(1− o(1)) |∇Gp(x)| ≤ |u(x)| |X(x)| for x ∈ Ω\(B(p, δ) ∪ B). (5.13)
For the upper bound we define the sets
Ω1 = Ω\(B(p,Kℓ) ∪ B)
Ω2 = B(p,Kℓ)\B
Ω3 = B,
where, as usual we abuse notation by writing B for ∪B∈BB. We then have that
‖uX‖L2,∞(Ω) ≤ ‖uX‖L2,∞(Ω1) + ‖uX‖L2,∞(Ω2) + ‖uX‖L2,∞(Ω3) ,
and we estimate each term separately. On Ω1 we apply Lemma 5.1 to see that
‖uX‖L2,∞(Ω1) = ‖uX‖L2,∞(Ω1∩supp(X))
≤ (1 + o(1)) ‖X‖L2,∞(Ω1∩supp(X))
≤ (1 + o(1))(‖∇Gp‖L2,∞(Ω1) +
∥∥X +∇⊥Gp∥∥L2,∞(Ω1∩supp(X)))
≤ ‖∇Gp‖L2,∞(Ω) + o(1) + oK,δ(1).
(5.14)
For Ω3 we employ Proposition 6.4 of [15] along with the bound |u| ≤ 3/2 to bound
‖uX‖2L2,∞(Ω3) ≤
9
4n2
‖Y ‖2L2,∞(Ω3) ≤
C
n2
(
F rε (u,A
′,B)− πn
(
log
r
εn
)
+ n2
)
, (5.15)
where C is a universal constant and
F rε (u,A
′,B) = 1
2
∫
B
|∇A′u|2 + r2 |curlA′|2 + 1
2ε2
(1− |u|2)2. (5.16)
We claim that for ε sufficiently small,
F rε (u,A
′,B)− πn log r
nε
≤ C0n2 + Cn2, (5.17)
where C0 is the constant from (H4) and C depends on Ω. This immediately implies that
‖uX‖L2,∞(Ω3) ≤ C(C0 + 1), (5.18)
where C depends on Ω. To prove this claim we must use a modification of lower bounds
argument of Theorem 7, and then compare with the matching upper bound (H4). We argue
as we did in (4.43), except now we wish to retain the term F rε (u,A
′,B) rather than bounding
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it from below by Lemma 4.1. This yields a lower bound of the form Gε(u,A) ≥ I + II,
where II is identical to the II used in (4.43), and
I := h2exJ0 + F
r
ε (u,A
′,B)− C
√
hex(n
′ − n)− Chexε3α/2−1 − Ch2exεα. (5.19)
The term II, which corresponds to the free energy outside the balls, we bound in exactly
the same way, yielding (4.60). For the purposes of the claim we can disregard all of the
integrals in the second and third lines of (4.60) and retain only the first line. For I we
employ (4.47) to write its last two terms as o(1). Combining this with the bounds on II
and comparing to the upper bound (H4), we have that, for ε sufficiently small,
πn log
ℓ
ε
+ C0n
2 ≥ F rε (u,A′,B) + n2I(µ∗)− C
√
hex(n
′ − n) + oK,δ(n2) + o(n2). (5.20)
Letting K → ∞ and δ → 0, we absorb the oK,δ(n2) term into the o(n2) term. The
functional I(·), defined over probability measures, has a unique minimizer µ0 (see [11]);
we bound I(µ∗) ≥ I(µ0), a constant that depends only on Ω. We now borrow half of
F rε (u,A
′,B) and use Lemma 9.1 of [14] to bound
1
2
F rε (u,A
′,B) ≥ πn
2
log
r
nε
+
πα
4
(n′ − n) log 1
ε
− Cn. (5.21)
Putting (5.21) into (5.20) and employing (4.48) to deal with the n′ − n terms and (4.60)
to rewrite the log ℓ/ε term, we find that
3πn
2
logn + C0n
2 − n2I(µ0) + Cn− o(n2) ≥ 1
2
(
F rε (u,A
′,B)− πn log r
εn
)
. (5.22)
The claim follows.
In Ω2 we note that |uX| = f(|u|) |u|
∣∣∇U∗∣∣ ≤ ∣∣∇U∗∣∣. This and a blow-up at scale ℓ
imply that
‖uX‖L2,∞(Ω2) ≤
∥∥∇U∗∥∥L2,∞(Ω2) ≤ ‖∇U∗‖L2,∞(B(0,K)) . (5.23)
Since ∆U∗ = 2πµ∗ in B(0, K) with vanishing Dirichlet boundary condition, we may write
U∗(x) =
∫
B(0,K)
HK(x, y)dµ∗(y), (5.24)
where
HK(x, y) = log |x− y| − log
∣∣∣∣xK|x| − y |x|K
∣∣∣∣
is the Green’s kernel on B(0, K). Since HK(x, y) = H1(x/K, y/K), and the gradient of the
H1 kernel can have at worst a singularity like 1/ |x− y|, we have that
sup
y∈B(0,K)
‖∇HK(·, y)‖L2,∞(B(0,K)) = sup
y∈B(0,1)
‖∇H1(·, y)‖L2,∞(B(0,1)) = C <∞ (5.25)
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for some universal constant C that does not depend on K. Now, for any set E ⊆ B(0, K),
we have that ∫
E
|∇U∗(x)| dx ≤
∫
E
∫
B(0,K)
|∇HK(x, y)| dµ∗(y)dx
=
∫
B(0,K)
∫
E
|∇HK(x, y)| dxdµ∗(y)
≤
∫
B(0,K)
|E|1/2 ‖∇HK(·, y)‖L2,∞(B(0,K)) dµ∗(y)
= |E|1/2 sup
y∈B(0,K)
‖∇HK(·, y)‖L2,∞(B(0,K)) ,
(5.26)
where we have utilized the fact that µ∗ is a probability measure. Hence
‖∇U∗‖L2,∞(B(0,K)) ≤ sup
y∈B(0,K)
‖∇HK(·, y)‖L2,∞(B(0,K)) = C <∞. (5.27)
The result follows.
Remark 5.1. The dependence of the term C(C0 + 1) on the domain is only through the
dependence of I(µ0) on the quadratic form of D
2ξ0. If the stronger a priori upper bound
Gε(uε, Aε) ≤ fε(n) + n2I(µ∗) + o(n2) holds, then we may replace the C0n2 − n2I(µ0) term
on the left side of (5.22) with o(n2). In (5.12), this allows us to replace the term C(C0+1)
with a universal constant C.
We can now conclude the
Proof of Theorem 8. For convenience we drop the subscript ε on uε, Aε, and Xε. The
hypotheses allow us to employ Theorem 7 for a lower bound on Gε(u,A). Comparing this
with the upper bound (4.3) and dividing by n2, we find that∥∥∥∥ 1n∇A′u− iuX
∥∥∥∥
2
L2(Ω)
≤ C0 + o(1) + oK,δ(1). (5.28)
This implies (5.1). From this and the bound ‖·‖L2,∞ ≤ ‖·‖L2, we have that∣∣∣∣ 1n ‖∇A′u‖L2,∞(Ω) − ‖uX‖L2,∞(Ω)
∣∣∣∣ ≤ C0 + o(1) + oK,δ(1). (5.29)
Moreover, using Lemma 5.2 and letting δ → 0, K →∞ implies that
1
n
‖∇A′u‖L2,∞(Ω) ≤ ‖∇Gp‖L2,∞(Ω) + C(C0 + 1) + o(1), (5.30)
where C depends on Ω and C0 is from the bound (H4). This is (5.2). A similar argument,
using the extra terms in the lower bounds of Theorem 7, proves (5.3).
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Suppose now that the bound (5.4) holds. Then, again comparing with the bound from
Theorem 7, we find that ∥∥∥∥ 1n∇A′u− iuX
∥∥∥∥
2
L2(Ω)
≤ o(1) + oK,δ(1). (5.31)
This is (5.5). We use Lemma 5.2 and Remark 5.1 and let δ → 0 and K →∞ to arrive at
the bounds
‖∇Gp‖L2,∞(Ω) − o(1) ≤
1
n
‖∇A′u‖L2,∞(Ω)
≤ ‖∇Gp‖L2,∞(Ω) + C + o(1),
(5.32)
where C is a universal constant. This is (5.6). A similar argument proves that∥∥∥∥ 1n curlA′ −GpχΩ\(B(p,Kℓ)∪B)
∥∥∥∥
L2(Ω)
= o(1) + oK,δ(1). (5.33)
Then∥∥∥∥ 1n curlA′ −Gp
∥∥∥∥
L2(Ω)
≤
∥∥∥∥ 1n curlA′ −GpχΩ\(B(p,Kℓ)∪B)
∥∥∥∥
L2(Ω)
+ ‖Gp‖L2(B(p,Kℓ)∪B)
≤ o(1) + oK,δ(1) + ‖Gp‖L2(B) + ‖Gp‖L2(B(p,Kℓ)) .
(5.34)
Let ε→ 0 and then send δ → 0 and K →∞. Then the right hand side tends to zero and
(5.7) follows.
6 Convergence results
This section provides several applications of Theorem 8. Throughout we will assume that
(H1) – (H4) hold, and that 1≪ n.
6.1 Compactness of Jacobians
In this section we will use the results of Theorem 8 to prove compactness of the gauge-
invariant Jacobians (defined by (1.6)) in a function space based on Lorentz spaces, which
we call X (Ω). We recall (see (1.7)) that the best estimates and compactness results for
Jacobians in the literature are in the dual of the Ho¨lder spaces C0,γc (their limit being
generally bounded Radon measures).
Before defining the space X , we recall the main problem that leads to considering it. In
two space dimensions the exponent p = 2 is critical in the sense that its Sobolev conjugate
2∗ = 4
2−2 = ∞. This leads to embeddings H10 (Ω) →֒ Lp(Ω) for each 1 ≤ p < ∞, but the
embedding into L∞(Ω) fails. Indeed, it is possible to construct functions in H10 (Ω) that
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are unbounded in a neighborhood of every point of Ω (see Section 5.6 of [17] for details).
However, for any p > 2, we get embeddings W 1,p0 (Ω) →֒ C0,γ(Ω) with γ = 1 − 2/p. We
thus see a sharp transition from p = 2, where we can find very poorly behaved functions,
to p > 2 where we have gained enough control so that the functions are Ho¨lder continuous.
This suggests that it might be possible to find an intermediate space X ,
W 1,p0 (Ω) →֒ X (Ω) →֒ H10(Ω) for all p > 2,
such that X (Ω) →֒ C0(Ω).
Since the Sobolev spaces consist of functions whose weak derivatives are in some Lp
space, it is natural to look to the Lorentz spaces, Lp,q, which are generalizations of Lp
spaces, in order to define X (Ω). Though we will only use two of the Lorentz spaces, L2,1
and L2,∞, we give the definition for all 1 ≤ p ≤ ∞, 1 ≤ q ≤ ∞. See Chapter 5 of [18] or
Chapter 1 of [4] for a more thorough treatment.
Recall that we define the decreasing rearrangement f ∗ : R+ → R+ by
f ∗(t) = inf{s > 0 | λf(s) ≤ t},
where
λf(s) = |{x ∈ Ω | |f(x)| > s}| .
For 1 ≤ p, q ≤ ∞ we define the Lorentz space
Lp,q(Ω) = {f measurable | ‖f‖Lp,q(Ω) <∞},
where
‖f‖Lp,q(Ω) =


(∫ ∞
0
(
t
1
pf ∗(t)
)q dt
t
) 1
q
for q <∞,
sup
t>0
t
1
pf ∗(t) for q =∞.
(6.1)
Below we summarize some useful properties of Lorentz spaces; proofs can be found in [4].
Lemma 6.1. The following hold.
1. For 1 ≤ p, q ≤ ∞, the spaces Lp,q are quasi-Banach spaces, i.e. complete with respect
to the quasi-norm (6.1).
2. The space Lp,p coincides with the Lebesgue space Lp, and the space Lp,∞ coincides
with weak-Lp.
3. For 1 ≤ p, q ≤ ∞ the topology of Lp,q generated by the quasi-norms is metrizable, and
for 1 < p <∞, 1 ≤ q ≤ ∞ also normable (see (1.3) for the p = 2, q =∞ norm).
4. For 1 ≤ p ≤ ∞, 1 ≤ q < r ≤ ∞ there are constants cp,q,r such that
‖f‖Lp,r ≤ cp,q,r ‖f‖Lp,q . (6.2)
This shows that the Lorentz spaces embed as the second index increases.
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5. For 1 < p, q < ∞, (Lp,q)∗ = Lp′,q′ where p′ and q′ are the conjugate exponents of p
and q respectively. The duality is achieved via integration:∣∣∣∣
∫
Ω
f(x)g(x)dx
∣∣∣∣ ≤ C ‖f‖Lp,q(Ω) ‖g‖Lp′,q′ (Ω) . (6.3)
Note in particular the embeddings L2,q(Ω) →֒ L2,2(Ω) = L2(Ω) for 1 ≤ q < 2. This
suggests defining our intermediate space as follows: for any open set V ⊂⊂ R2 with C1
boundary, we set
X (V ) = {f ∈ H10 (V ) | ∇f ∈ L2,1(V )},
and endow it with the norm ‖f‖X (V ) = ‖∇f‖L2,1(V ), which makes X (V ) into a Banach
space. Here we abuse notation by writing ‖∇f‖L2,1(V ) for the norm on L2,1(Ω), which exists
by item 4 of Lemma 6.1, not the quasi-norm defined by (6.1). We write X ∗(V ) := (X (V ))∗
for the dual of X (V ) and define the space
X ∗loc = X ∗loc(R2) = {f | f ∈ X ∗(B(0, R)) ∀R > 0}.
We say that a sequence {fn} ⊂ X ∗loc converges locally-weak-∗ in X ∗loc to f if for every
V ⊂⊂ R2, fn ∗⇀ f in X ∗(V ).
It turns out that X (Ω) has exactly the properties we sought. Indeed, we have the
following lemma, the proof of which can be found in Theorem 3.3.4 of [5].
Lemma 6.2. Let V be an open subset of R2 with C1 boundary. Then X (V ) →֒ C0c (V ),
and
‖f‖L∞(V ) ≤ C ‖∇f‖L2,1(V ) . (6.4)
In addition to being bounded and continuous, the functions in X (V ) are also differen-
tiable almost everywhere. See [16] for a proof of this fact. However, it is not possible to
find a modulus of continuity for the functions in X (V ).
Lemma 6.3. There is no embedding X (V ) →֒ C0,ω(V ) for any modulus of continuity ω.
Proof. For simplicity we suppose V = B(0, 1). Suppose there exists a modulus of continuity
ω such that X (V ) →֒ C0,ω(V ), i.e.
sup
x 6=y
|f(x)− f(y)|
ω(|x− y|) ≤ C ‖∇f‖L2,1 , (6.5)
with ω(s) → 0 as s → 0. Then any bounded set in X (V ) is equicontinuous, and hence,
by Arzela-Ascoli, pre-compact in C0(V ). It is easy to check that X (V ) is scale-invariant.
That is, ‖∇f(λ·)‖L2,1 = ‖∇f‖L2,1 for all λ > 0. For any function f such that f(0) 6=
0, we consider {f(n·)}n∈N, which is pre-compact in C0(V ). Since the support of f(n·)
is contained in B(0, 1/n), any convergent subsequences must converge uniformly to 0.
However, f(n0) = f(0) 6= 0, which contradicts the uniform convergence to 0.
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With these facts about the space X (Ω) in hand we can prove a compactness result for
the Jacobians.
Proposition 6.4. Suppose that configurations {(uε, Aε)} satisfy (H1) – (H4), and that
1≪ n. Further assume that ‖uε‖L∞ ≤ 1. Then up to extraction,
µ(uε, Aε)
2πn
∗
⇀ δp and
µ(uε, A
′
ε)
2πn
∗
⇀ δp (6.6)
weakly-∗ in X ∗(Ω). Define the blow-up measures on R2 at scale ℓ =√n/hex by
µ˜(u,A)(x) = ℓ2χΩ(ℓx+ p)µ(u,A)(ℓx+ p).
Then the blow-up measures also converge up to extraction:
µ˜(uε, Aε)
2πn
∗
⇀ µ∗ and
µ˜(uε, A
′
ε)
2πn
∗
⇀ µ∗ (6.7)
locally-weak-∗ in X ∗loc, where µ∗ is a probability measure on R2.
Proof. We again suppress the subscript ε on u, A, and A′ in calculations. The pointwise
bound |jA′(u)| = |(iu,∇A′u)| ≤ |u| |∇A′u| ≤ |∇A′u|, together with the result of Theorem
8, shows that
‖j′‖L2,∞(Ω) ≤ ‖∇A′u‖L2,∞(Ω) ≤ Cn. (6.8)
Invoking the L2,1 – L2,∞ duality and using (6.8) then proves that for f ∈ X (Ω)∣∣∣∣
∫
Ω
f curl j′
∣∣∣∣ =
∣∣∣∣
∫
Ω
∇⊥f · j′
∣∣∣∣ ≤ ‖∇f‖L2,1(Ω) ‖j′‖L2,∞(Ω)
≤ Cn ‖∇f‖L2,1(Ω) .
(6.9)
Theorem 8 also showed that the bound
‖curlA′‖L2(Ω) ≤ Cn (6.10)
also holds. This fact, combined with the Cauchy-Schwarz and Poincare´ inequalities, allows
us to deduce the bound∣∣∣∣
∫
Ω
f curlA′
∣∣∣∣ ≤ ‖f‖L2(Ω) ‖curlA′‖L2(Ω) ≤ Cn ‖∇f‖L2,1(Ω) . (6.11)
Thus, for any function f ∈ X (Ω),∣∣∣∣
∫
Ω
fµ(u,A′)
∣∣∣∣ =
∣∣∣∣
∫
Ω
f curl (j′ + A′)
∣∣∣∣ ≤ Cn ‖∇f‖L2,1(Ω) . (6.12)
This proves that the collection
{
1
n
µ(u,A′)
}
is bounded in X ∗(Ω), the dual of X (Ω). Since
X (Ω) is separable, there exists a weak-∗ sequential limit, and up to extraction
µ(u,A′)
n
∗
⇀ ν (6.13)
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in X ∗(Ω). Now, Proposition 9.5 of [14] shows that up to extraction
µ(u,A′)
n
∗
⇀ 2πδp
weakly-∗ in (C0,γc (Ω))∗ for γ > 2/3, and hence we may conclude that ν = 2πδp.
Recall that A′ = A− hex∇⊥ξ0, which implies that
j′ + A′ = j + A− hex(1− |u|2)∇⊥ξ0. (6.14)
For any f ∈ X (Ω) we estimate:∣∣∣∣hex
∫
Ω
f curl ((1− |u|2)∇⊥ξ0)
∣∣∣∣ =
∣∣∣∣hex
∫
Ω
∇⊥f · (1− |u|2)∇⊥ξ0
∣∣∣∣
≤ hexε
(∫
Ω
(1− |u|2)2
ε2
) 1
2
‖∇ξ0‖L∞(Ω) ‖∇f‖L2(Ω)
≤ hexε (Fε(|u| ,Ω))
1
2 C ‖∇f‖L2,1(Ω) ≤ Cε
1+α
2
−β ‖∇f‖L2,1(Ω) ,
(6.15)
where the first inequality follows from the embedding L2,1 →֒ L2 and the last follows from
the assumptions (H1). Note also that we have absorbed ‖∇ξ0‖L2(Ω) into the constant since
ξ0 depends only on the geometry of Ω. We conclude from (6.14) and (6.15) that∥∥∥∥µ(u,A)n − µ(u,A
′)
n
∥∥∥∥
X ∗(Ω)
→ 0 as ε→ 0. (6.16)
This proves (6.6).
It remains to prove (6.7). First note that since µ(u,A) ∈ L1(Ω), the blow-up, µ˜, is an
element of X ∗loc. Fix R > 0, and consider X (B(0, R)). We will show that, up to extraction,
µ˜(u,A′)
2πn
∗
⇀ µ∗
weakly-∗ in X ∗(B(0, R)), where µ∗ is a probability measure.
Fix a function f ∈ X (B(0, R)). Recall that the blow-up of µ is given by µ˜(x) =
ℓ2µ(ℓx+ p)χΩ(ℓx+ p). By changing variables, we have∫
B(0,R)
f(x)µ˜(u,A′)(x)dx =
∫
Ω
f
(
x− p
ℓ
)
µ(u,A′)(x)dx. (6.17)
For ℓ sufficiently small, i.e. for ε sufficiently small, the blow-down of the support of f is
contained in Ω, and hence f((· − p)/ℓ) ∈ X (Ω). This allows us to apply the bound (6.12)
to conclude that ∣∣∣∣
∫
B(0,R)
f(x)µ˜(u,A′)(x)dx
∣∣∣∣ ≤ Cn ‖∇f((· − p)/ℓ)‖L2,1(Ω)
= Cn ‖∇f‖L2,1(B(0,R)) .
(6.18)
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Then, as above, we conclude that up to extraction
µ˜(u,A′)
2πn
∗
⇀ ν (6.19)
weakly-∗ in X ∗(B(0, R)). Proposition 9.5 of [14] shows that up to extraction
µ˜(u,A′)
2πn
∗
⇀ µ∗
weakly-∗ in (C0,γc (B(0, R)))∗ for γ > 2/3, where µ∗ is a probability measure on R2. This
proves that
µ˜(u,A′)
2πn
∗
⇀ µ∗ (6.20)
weakly-∗ in X ∗(B(0, R)). Applying (6.15) to the blow-up, we conclude that
µ˜(u,A)
2πn
∗
⇀ µ∗ (6.21)
weakly-∗ in X ∗(B(0, R)) as well. Since the above analysis works for any choice of R we
conclude that the blow-up convergence is locally-weak-∗ convergence in X ∗loc, i.e. (6.7)
holds.
6.2 L2,∞ weak-∗ convergence of j′/n
This section employs the stronger a priori bound
Gε(uε, Aε) ≤ fε(n) + n2I(µ∗) + o(n2) (6.22)
in addition to (H1) – (H4) and 1 ≪ n. These assumptions allow us to employ item (2)
of Theorem 8 to find more convergence results. In particular, we will establish the L2,∞
weak-∗ convergence of the superconducting currents.
We first show that f(|u|) |u|2X and −∇⊥Gp are close in the weak-∗ topology.
Lemma 6.5. Let Xε be the vector field defined by (4.41). Fix a vector field H ∈ L2,1(Ω).
Then ∣∣∣∣
∫
Ω
(f(|u|) |u|2Xε +∇⊥Gp) ·H
∣∣∣∣ ≤ o(1)(‖H‖L2,1(Ω) + 1) + oδ(1). (6.23)
Proof. Define the subsets Ω1 = Ω\(B(p, δ) ∪ B) and Ω2 = B(p, δ) ∪ B, and drop the ε
subscripts. Note that on the set Ω1 we have that X = −f(|u|)∇⊥Gp, and so
f(|u|) |u|2X +∇⊥Gp = (1− f 2(|u|) |u|2)∇⊥Gp.
Hence∥∥f(|u|) |u|2X +∇⊥Gp∥∥L2,∞(Ω1) ≤ ∥∥1− f 2(|u|) |u|2∥∥L∞(Ω1) ‖∇Gp‖L2,∞(Ω) ≤ o(1). (6.24)
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Since |Ω2| ≤ |B| + |B(p, δ)| = o(1) + oδ(1), we have that
‖H‖L2,1(Ω2) ≤
∫ |Ω2|
0
H∗(t)
dt
t1/2
= o(1) + oδ(1), (6.25)
where the equality follows from the absolute continuity of the integral. Using these two
bounds and Lemma 5.2, we then have that∣∣∣∣
∫
Ω
(f(|u|) |u|2X +∇⊥Gp) ·H
∣∣∣∣
≤
∣∣∣∣
∫
Ω1
(f(|u|) |u|2X +∇⊥Gp) ·H
∣∣∣∣+
∣∣∣∣
∫
Ω2
(f(|u|) |u|2X +∇⊥Gp) ·H
∣∣∣∣
≤ ∥∥f(|u|) |u|2X +∇⊥Gp∥∥L2,∞(Ω1) ‖H‖L2,1(Ω1)
+
∥∥f(|u|) |u|2X +∇⊥Gp∥∥L2,∞(Ω2) ‖H‖L2,1(Ω2)
≤ o(1) ‖H‖L2,1(Ω) +O(1)(o(1) + oδ(1)) = o(1) ‖H‖L2,1(Ω) + oδ(1) + o(1).
(6.26)
Remark 6.1. The above lemma also holds with the f(|u|) terms removed everywhere. They
are present in the lemma for ease of use in what follows. The reason the term is harmless
is because the field X is only nonzero where |u| = 1 + o(1), so adding the f term only
modifies the powers of ε that show up in the o(1) terms.
This lemma allows us to deduce the convergence of the currents. This is the content of
the following proposition.
Proposition 6.6. Suppose (H1) – (H4) hold, that 1≪ n, and the a priori bound
Gε(uε, Aε) ≤ fε(n) + n2I(µ∗) + o(n2)
also holds. Then for j′ε = (iuε,∇A′εuε), we have that
f(|uε|)
n
j′ε
∗
⇀ −∇⊥Gp (6.27)
weakly-∗ in L2,∞(Ω). In particular, this implies that under the additional assumption that
‖uε‖L∞(Ω) ≤ 1, we have
1
n
j′ε
∗
⇀ −∇⊥Gp (6.28)
weakly-∗ in L2,∞(Ω).
Proof. Again we suppress the subscript ε. We have the pointwise bound∣∣∣∣f(|u|)j′n − f(|u|) |u|2X
∣∣∣∣ = |f(|u|)|
∣∣∣∣(iu, ∇A′un − iuX)
∣∣∣∣
≤ |f(|u|) |u||
∣∣∣∣∇A′un − iuX
∣∣∣∣
≤
∣∣∣∣∇A′un − iuX
∣∣∣∣
(6.29)
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since xf(x) ≤ 1. Then the strong L2,∞ convergence ∇A′u
n
− iuX → 0, given by Theorem 8,
implies the strong L2,∞ convergence f(|u|)j′/n− f(|u|) |u|2X → 0.
We now prove the weak-∗ convergence. Let H ∈ L2,1(Ω). Then∣∣∣∣
∫
Ω
(
f(|u|)j′
n
+∇⊥Gp
)
·H
∣∣∣∣ ≤
∣∣∣∣
∫
Ω
(
f(|u|)j′
n
− f(|u|) |u|2X
)
·H
∣∣∣∣
+
∣∣∣∣
∫
Ω
(
f(|u|) |u|2X +∇⊥Gp
) ·H∣∣∣∣ (6.30)
From the above analysis, we know that∣∣∣∣
∫
Ω
(
f(|u|)j′
n
− f(|u|) |u|2X
)
·H
∣∣∣∣ = o(1) ‖H‖L2,1(Ω) . (6.31)
We then combine (6.30), (6.31), and Lemma 6.5 to conclude that∣∣∣∣
∫
Ω
(
f(|u|)j′
n
+∇⊥Gp
)
·H
∣∣∣∣ ≤ ‖H‖L2,1(Ω) o(1) + oδ(1) + o(1). (6.32)
Let δ → 0; we conclude that f(|u|)j′/n ∗⇀ −∇⊥Gp weakly-∗ in L2,∞(Ω). The second result
follows by noting that |u| ≤ 1 implies that f(|u|) = 1.
Together, Propositions 6.4 and 6.6 demonstrate the convergence j′/n ∗⇀ −∇⊥Gp and
µ′/n ∗⇀ 2πδp weakly-∗ in L2,∞(Ω) and X ∗(Ω) respectively. We also know from (5.7) of
Theorem 8 that for h′ = curlA′, we have h′/n → Gp strongly in L2(Ω). We thus see the
consistency between the relations
curl j′ + h′ = µ′ and
and
curl(−∇⊥Gp) +Gp = 2πδp.
We summarize below all the convergence results that hold in addition to those of Propo-
sition 6.4.
Corollary 6.7. Assume (H1) – (H4) hold in addition to the assumptions 1≪ n and
Gε(uε, Aε) ≤ fε(n) + n2I(µ∗) + o(n2).
Suppose that ‖uε‖L∞ ≤ 1. Then

1
n
j′ε
∗
⇀ −∇⊥Gp weakly-∗ in L2,∞(Ω)
1
n
µ′ε
∗
⇀ 2πδp weakly-∗ in X ∗(Ω)
1
n
h′ε → Gp strongly in L2(Ω).
(6.33)
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7 Results in Lorentz-Zygmund spaces
7.1 Motivation
We now return to the setting of Section 6.2 in order to improve the convergence results
from weak-∗ L2,∞ to strong convergence in a slightly larger space. In particular we assume
that 1≪ n and that the a priori upper bound
Gε(uε, Aε) ≤ fε(n) + n2I(µ∗) + o(n2)
holds. To motivate what follows, we recall the mechanism that allowed us to prove the
L2,∞ weak-∗ convergence j′/n ∗⇀ −∇⊥Gp in Proposition 6.6. For simplicity we temporarily
assume ‖u‖L∞ ≤ 1 so that the normalization by f(|u|) is not needed. For H ∈ L2,1(Ω), we
bounded the integral∣∣∣∣
∫
Ω
(
j′
n
+∇⊥Gp
)
·H
∣∣∣∣ ≤
∣∣∣∣
∫
Ω
(
j′
n
− |u|2X
)
·H
∣∣∣∣+
∣∣∣∣
∫
Ω
(|u|2X +∇⊥Gp) ·H
∣∣∣∣ .
The first of these terms was bounded using the duality between L2,1 and L2,∞ and the
L2 estimate
∥∥j′/n− |u|2X∥∥
L2
= o(1). So, the first term is actually no obstacle to strong
L2,∞ convergence. On the other hand, we fail to control the second term by o(1) ‖H‖L2,1 ,
which would immediately give the strong convergence if it held. Instead, we have to use
the estimates of Lemma 6.5, which bound the second term by o(1) ‖H‖L2,1 + o(1) + oδ(1).
These residual terms o(1) + oδ(1) that do not multiply the L
2,1 norm of H come from the
product ∥∥j′/n− |u|2X∥∥
L2,∞(B(p,Kℓ)∪B) ‖H‖L2,1(B(p,Kℓ)∪B) . (7.1)
The first of these quantities is bounded by a universal constant and the second vanishes
because the measure |B(p,Kℓ) ∪ B| = o(1) + oδ(1). It is therefore clear that the ob-
struction to strong L2,∞ convergence comes from the fact that we cannot prove estimates∥∥j′/n− |u|2X∥∥
L2,∞(B(p,Kℓ)∪B) = o(1) on the small sets B(p,Kℓ) ∪ B.
The problem is that the L2,∞ norm, like the L∞ norm, does not necessarily shrink to
zero when it is calculated over sets of vanishing measure. As a simple example consider
the function f(x) = 1/ |x| in R2. A simple calculation shows that∥∥∥χB(0,R)f∥∥∥
L2,∞
=
√
2π.
for all R > 0. This points to a natural solution: we seek a space that is slightly larger than
L2,∞(Ω) with the property that if En is a sequence of sets with measure going to zero, then
fχEn → 0 strongly in the larger space’s norm for every f ∈ L2,∞. Such spaces are found
in the Lorentz-Zygmund spaces.
7.2 Lorentz-Zygmund spaces: definitions and properties
The Lorentz-Zygmund spaces constitute a natural generalization of the Lorentz spaces Lp,q
and the Zygmund spaces Lp logα L = {f | ∫ (|f | logα(1+|f |))p <∞}. They are constructed
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by introducing the Zygmund space logarithmic weight with index α to the Lorentz spaces.
That is, for 1 ≤ p, q ≤ ∞, α ∈ R, we define the Lorentz-Zygmund space Lp,q logα L(Ω) to
be the collection of all measurable functions f defined on Ω such that the quasi-norm
‖f‖Lp,q logα L(Ω) =


(∫ ∞
0
(
t
1
p logα
(
e +
1
t
)
f ∗(t)
)q
dt
t
) 1
q
for q <∞,
sup
t>0
t
1
p logα
(
e +
1
t
)
f ∗(t) for q =∞
(7.2)
is finite. Here f ∗ denotes the decreasing rearrangement of f ; see the discussion of Lorentz
spaces in Section 6.1 for the definition.
We summarize the crucial properties of these spaces in the following Lemma. See [1]
for a thorough treatment of the spaces and the proofs. Note that we use a slightly different
logarithmic weight than is used in [1], but it makes no difference in the results.
Lemma 7.1. The following hold.
1. For 1 ≤ p, q ≤ ∞, α ∈ R, the space Lp,q logα L(Ω) is a quasi-Banach space, i.e.
complete with respect to the quasi-norm (7.2).
2. For 1 < p < ∞, 1 ≤ q ≤ ∞, α ∈ R, the space Lp,q logα L(Ω) is normable, i.e. there
is a norm equivalent to the quasi-norm (7.2) that generates the same topology.
3. The space Lp,q log0 L(Ω) coincides with the Lorentz spaces Lp,q(Ω), and the space
Lp,p logα L(Ω) coincides with the Zygmund space Lp logα L(Ω).
4. For 1 ≤ p ≤ ∞, 1 ≤ q0, q1 ≤ ∞, α, β ∈ R, we have the embedding
Lp,q1 logα L(Ω) →֒ Lp,q0 logβ L(Ω)
when either q1 ≤ q0 and α ≥ β or q1 > q0 and α+ 1q1 > β + 1q0 .
5. For 1 < p <∞, 1 ≤ q ≤ ∞, α ∈ R, we have that
(Lp,q logα L(Ω))∗ = Lp
′,q′ log−α L(Ω),
where p′ and q′ are the conjugate exponents of p and q respectively. The duality is
achieved via integration:∣∣∣∣
∫
Ω
fg
∣∣∣∣ ≤ ‖f‖Lp,q logα L(Ω) ‖g‖Lp′,q′ log−α L(Ω) .
Now we must determine which Lorentz-Zygmund spaces have the property that we
sought at the end of the last section. The following lemma points the way.
41
Lemma 7.2. Suppose a sequence of functions fn : Ω → Rk, k ≥ 1 is uniformly bounded
in Lp,∞(Ω), i.e. sup
n
‖fn‖Lp,∞(Ω) ≤ C < ∞. Let En ⊂ Ω be a sequence of subsets so that
|En| → 0. If 1 ≤ q ≤ ∞ and α < −1/q, we have that∥∥χEnfn∥∥Lp,q logα L(Ω) → 0. (7.3)
Proof. The heart of the proof is the simple inequality
(χEnfn)
∗(t) ≤ f ∗n(t)χ[0,|En|](t). (7.4)
Then for q =∞ we have∥∥χEnfn∥∥Lp,∞ logα L(Ω) = sup
t>0
(χEnfn)
∗(t)t1/p logα(e+ 1/t)
≤ sup
t>0
f ∗n(t)χ[0,|En|](t)t
1/p logα(e + 1/t)
≤ sup
t>0
t1/pf ∗n(t) sup
t>0
χ[0,|En|](t) log
α(e+ 1/t)
≤ logα
(
e +
1
|En|
)
sup
n
‖fn‖Lp,∞(Ω)
≤ C logα
(
e+
1
|En|
)
.
(7.5)
Since α < 0 and |En| → 0, the conclusion follows.
Suppose now that 1 ≤ q <∞. Then, again using (7.4), we have
∥∥χEnfn∥∥qLp,q logα L(Ω) =
∫ ∞
0
(
t1/p logα
(
e +
1
t
)
(χEnfn)
∗(t)
)q
dt
t
≤
(
sup
t>0
t1/pf ∗n(t)
)q ∫ |En|
0
logqα
(
e+
1
t
)
dt
t
≤ Cq
∫ ∞
log(e+1/|En|)
sqα
es
es − eds
≤ Cq e
e− 1
∫ ∞
log(e+1/|En|)
sqαds.
(7.6)
Here we have used the change of variables s = log(e+1/t) for the second inequality. Then,
since α < −1/q, we have that∫ ∞
log(e+1/|En|)
sqαds =
1
−αq − 1 log
αq+1
(
e+
1
|En|
)
→ 0, (7.7)
from which the result follows.
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We must have p = 2, so the above lemma tells us that our candidate spaces are
L2,q logα L(Ω) with α < −1/q. We also see from this lemma that L2,∞ embeds into each
of these spaces and that the function x 7→ 1/ |x| has finite norm in all of them. However,
item 4 of Lemma 7.1 guarantees that L2,∞ logα L(Ω) →֒ L2,q logβ L(Ω) for β+1/q < α < 0.
So, if we can prove the convergence results in L2,∞ logα L(Ω) for all α < 0, then this proves
convergence in every one of the possible candidates. In a sense, this says that the scale of
spaces L2,∞ logα L(Ω), α < 0, is the smallest extension of L2,∞(Ω) in the Lorentz-Zygmund
scale with the desired properties.
7.3 Convergence results in Lorentz-Zygmund spaces
With the motivation and definitions in place, we proceed to proving the convergence result.
For α ∈ R we define the space
Xα(Ω) = {f ∈ H10 (Ω) | ∇f ∈ L2,1 logα L(Ω)}, (7.8)
and endow it with the norm ‖f‖Xα(Ω) = ‖∇f‖L2,1 logα L(Ω), which makes Xα(Ω) into a Banach
space. For the purpose of calculations we will work with the quasi-norms that define the
Lorentz-Zygmund spaces, but in defining the norm on Xα(Ω) we use the equivalent norm.
Note that X0(Ω) = X (Ω) as defined in Section 6.1, and that Xα(Ω) →֒ Xβ(Ω) for α ≥ β.
Write X ∗α(Ω) = (X−α(Ω))∗ for the dual; we use the notation with the negative sign so that
the scales match in the natural embedding L2,∞ logα L(Ω) →֒ X ∗α(Ω). Also define the space
X ∗α,loc = X ∗α,loc(R2) = {f | f ∈ X ∗α(B(0, R)) ∀R > 0}.
We now prove that for any α < 0, j′/n → −∇⊥Gp strongly in L2,∞ logα L(Ω), and
µ′/n → 2πδp strongly in X ∗α(Ω), as well as the corresponding results for the blown-up
vorticity. Recall that we define the function f(x) = χ[0,1](x) + x
−1χ[1,∞](x), and that we
define the blow-up measures on R2 at scale ℓ =
√
n/hex by
µ˜(x) = ℓ2χΩ(ℓx+ p)µ(ℓx+ p).
Proposition 7.3. Suppose configurations {(uε, Aε)} satisfy the same assumptions as in
Proposition 6.6. Then for any γ < 0,
1
n
f(|uε|)j′ε → −∇⊥Gp (7.9)
strongly in L2,∞ logγ L(Ω). If we further assume that ‖uε‖L∞(Ω) ≤ 1, then for any γ < 0,
1
n
j′ε → −∇⊥Gp (7.10)
strongly in L2,∞ logγ L(Ω), and
1
n
µ′ε → 2πδp and
1
n
µε → 2πδp (7.11)
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strongly in X ∗γ (Ω), where µε = curl jε + Aε. The blow-up measures also converge up to
extraction:
µ˜′ε
2πn
→ µ∗ and µ˜ε
2πn
→ µ∗ (7.12)
strongly in X ∗α,loc(R2), where µ∗ is a probability measure.
Proof. We suppress the subscript ε. Define the sets Ω1 = Ω\(B(p,Kℓ) ∪ B), Ω2 =
B(p,Kℓ) ∪ B. We trivially bound∥∥∥∥f(|u|)j′n +∇⊥Gp
∥∥∥∥
L2,∞ logγ L(Ω)
≤
∥∥∥∥f(|u|)j′n +∇⊥Gp
∥∥∥∥
L2,∞ logγ L(Ω1)
+
∥∥∥∥f(|u|)j′n +∇⊥Gp
∥∥∥∥
L2,∞ logγ L(Ω2)
(7.13)
in order to treat each piece separately. We deal with Ω1 first. With the vector field X
defined by (4.41), we write
f(|u|)j
′
n
+∇⊥Gp = f(|u|)(iu, 1
n
∇A′u−iuX)+f(|u|) |u|2 (∇⊥Gp+X)+∇⊥Gp(1−|u|2 f(|u|)).
(7.14)
Since xf(x) ≤ 1 and 1− εα/4 ≤ |u| ≤ 1 + εα/4 in Ω1, we may estimate∥∥∥∥f(|u|)j′n +∇⊥Gp
∥∥∥∥
L2,∞ logγ L(Ω1)
≤
∥∥∥∥ 1n∇A′u− iuX
∥∥∥∥
L2,∞ logγ L(Ω1)
+ (1 + o(1))
∥∥X +∇⊥Gp∥∥L2,∞ logγ L(Ω1) + o(1) ∥∥∇⊥Gp∥∥L2,∞ logγ L(Ω1) . (7.15)
The first of these terms is o(1) + oK,δ(1) by (5.5) of Theorem 8, and the third is o(1) since
∇⊥Gp is in L2,∞. The second term is o(1) + oδ(1); to see this we employ Lemmas 5.1 and
7.2 and the fact that |Ω1\ supp(X)| = o(1) to estimate∥∥X +∇⊥Gp∥∥L2,∞ logγ L(Ω1) ≤ ∥∥X +∇⊥Gp∥∥L2,∞(Ω1∩supp(X))
+
∥∥∥∇⊥GpχΩ1\ supp(X)
∥∥∥
L2,∞ logγ L(Ω1)
= o(1) + oδ(1) + o(1) ‖∇Gp‖L2,∞(Ω1) = o(1) + oδ(1).
(7.16)
Hence ∥∥∥∥f(|u|)j′n +∇⊥Gp
∥∥∥∥
L2,∞ logγ L(Ω1)
= o(1) + oK,δ(1). (7.17)
We now turn to the Ω2 term. Here we again utilize the crucial properties of the space
L2,∞ logγ L(Ω) that we proved in Lemma 7.2. Indeed, (5.6) of Theorem 8 and the fact that
xf(x) ≤ 1 guarantee that∥∥∥∥f(|u|)j′n
∥∥∥∥
L2,∞(Ω)
≤
∥∥∥∥ 1n∇A′u
∥∥∥∥
L2,∞(Ω)
≤ CΩ, (7.18)
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where CΩ is a constant that depends only on Ω. Applying Lemma 7.2 then shows that∥∥∥∥f(|u|)j′n +∇⊥Gp
∥∥∥∥
L2,∞ logγ L(Ω2)
≤
∥∥∥∥χΩ2f(|u|)j′n
∥∥∥∥
L2,∞ logγ L(Ω)
+
∥∥χΩ2∇⊥Gp∥∥L2,∞ logγ L(Ω)
≤ (CΩ + ‖∇Gp‖L2,∞(Ω)) logγ
(
e+
1
|B(p,Kℓ) ∪ B|
)
.
(7.19)
Now, (7.13), (7.17), and (7.19) show that∥∥∥∥f(|u|)j′n +∇⊥Gp
∥∥∥∥
L2,∞ logγ L(Ω)
≤ o(1) + oK,δ(1) + C logγ
(
e+
1
|B(p,Kℓ) ∪ B|
)
, (7.20)
where C = CΩ + ‖∇Gp‖L2,∞(Ω). Let ε → 0 and then let K → ∞ and δ → 0. Then,
since γ < 0, the right hand side of (7.20) goes to zero, and the strong convergence (7.9) is
proved.
Suppose now that ‖u‖L∞ ≤ 1. Then f(|u|) = 1 everywhere, and so (7.10) follows
directly from (7.9). Let g ∈ X−γ(Ω). Then, since −∆Gp +Gp = 2πδp, we have that∣∣∣∣
∫
Ω
g
µ′
n
− 2πg(p)
∣∣∣∣ =
∣∣∣∣
∫
Ω
−∇⊥g ·
(
j′
n
+∇⊥Gp
)
+
∫
Ω
g
(
curlA′
n
−Gp
)∣∣∣∣
≤ ‖∇g‖L2,1 log−γ L(Ω)
∥∥∥∥j′n +∇⊥Gp
∥∥∥∥
L2,∞ logγ L(Ω)
+ ‖g‖L2(Ω)
∥∥∥∥curlA′n −Gp
∥∥∥∥
L2(Ω)
≤ ‖g‖X−γ (Ω)
(∥∥∥∥j′n +∇⊥Gp
∥∥∥∥
L2,∞ logγ L(Ω)
+
∥∥∥∥curlA′n −Gp
∥∥∥∥
L2(Ω)
)
.
(7.21)
Hence, by (7.10) and (5.7), we have that∥∥∥∥µ′n − 2πδp
∥∥∥∥
X ∗γ (Ω)
→ 0. (7.22)
An obvious modification of (6.14) and (6.15) shows that∥∥∥∥µ′n − µn
∥∥∥∥
X ∗γ (Ω)
→ 0, (7.23)
so we may conclude (7.11).
To prove (7.12) we must use the set B(p,Kℓ)\B and blow up at scale ℓ. Indeed, from
(5.5) and the definition of the vector field X there, we have that∥∥∥∥ 1n∇A′u− iuf(|u|)∇⊥U∗
∥∥∥∥
L2(B(p,Kℓ)\B)
= o(1) + oK,δ(1), (7.24)
45
where U∗ solves ∆U∗ = µ∗ in B(0, K) and vanishes on ∂B(0, K), and ∇⊥U∗ is the blow-
down at scale ℓ of ∇⊥U∗. Arguing as above and writing j˜′ for the blow up of j′, we find
that ∥∥∥∥ j˜′n −∇⊥U∗
∥∥∥∥
L2,∞ logγ L(B(0,K))
≤ o(1) + oK,δ(1), (7.25)
from which we deduce that µ˜′/n→ µ∗ in X ∗γ,loc(R2).
8 Results for solutions with n bounded
Recall that in most of the results in Sections 4 – 7 we have assumed that the vorticity mass
diverges, i.e. 1≪ n. This condition was needed to show the existence of weak limits after
blow-up in Lemma 4.7, and these limits and their properties were crucial in proving most
of the results in these sections. Moreover, terms of the form C/n and (log n)/n were often
written as o(1), which certainly required the condition 1≪ n to hold.
In this section we examine the case of n bounded. The difficulties are two-fold. First,
without knowing the weak-limits after blow-up, it is not entirely clear what the correct
vector field is to complete the square with in the region near p. Second, to achieve lower
bounds that match up to o(1) the upper bounds for locally minimizing solutions with n
bounded, we need finer control on the lower bounds in the vortex balls. In particular, we
would need something like Fε(u,A
′,B) ≥ πn log(r/ε) + nγ + o(1), where γ is a specific
constant related to the energy of a radial, degree-one vortex profile (see (8.16) below).
While it is possible to find such lower bounds by comparing the energy of a configuration
to that of a local minimizer, there appears to be some difficulty in adapting our completion
of the square technique to this setting.
We thus restrict our attention to the case of configurations (uε, Aε) that are solutions
to the Ginzburg-Landau equations with n independent of ε. In particular, we will assume
the solutions are of the type that we will consider in Section 9. That is, {(uε, Aε)} satisfy
the following assumptions.
(J1) {(uε, Aε)} are solutions satisfying Fε(uε, A′ε) ≤ C log(1/ε) and hex ≤ ε−β for some
0 < β < 1.
(J2) There exists an R0 > 0 and points (a1(ε), . . . , an(ε)) ∈ Ωn such that |ai(ε)− aj(ε)| ≫
ε for i 6= j, d(ai(ε), ∂Ω)≫ ε for each i, and {|uε| ≤ 1/2} ⊂ ∪iB(ai(ε), R0ε).
(J3) deg(uε, ∂B(ai, R0ε)) = 1, and uε has exactly one zero in each B(ai(ε), R0ε).
(J4) We have fixed the Coulomb gauge so that divAε = 0 in Ω and Aε · ν = 0 on ∂Ω.
(J5) The configurations satisfy the bounds
Gε(uε, Aε) ≤ fε(n) +B0n2∣∣Fε(uε, A′ε)− f 0ε (n)∣∣ ≤ B1n2,
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where B0 and B1 are fixed positive constants that depend on Ω, and f
0
ε (n) = fε(n)−
2πnhexξ0 − h2exJ0.
We define the function Φε to be the solution to{
−∆Φε + Φε = 2π
∑
i δai in Ω
Φε = 0 on ∂Ω.
(8.1)
We can write Φε in a way similar to how we wrote Gp:
Φ(x) =
n∑
i=1
(− log |x− ai|+ SΩ(x, ai)), (8.2)
where SΩ(·, ·) ∈ C1(Ω × Ω). We now present a lemma that bounds the cross terms that
appear when we complete the square with ∇⊥Φε outside of the balls ∪B(ai(ε), Rε). This
result is essentially proved, up to a sign error, in Proposition 10.2 of [14]. For clarity we
present the proof here.
Lemma 8.1. Suppose {(uε, Aε)} satisfy (J1) – (J5). Fix R ≥ R0, let Φε be the function
defined above, and define the set Ω˜ := Ω\(∪iB(ai(ε), Rε)). Then∫
Ω˜
Φε curlA
′
ε −∇⊥Φε · j′ε ≥
∫
Ω˜
|∇Φε|2 + |Φε|2
− C
R

∫
Ω˜
(1− |uε|2)2
ε2
+
(∫
Ω˜
(1− |uε|2)2
ε2
)1/2
+
∫
Ω˜
∣∣∇A′εuε + iuε∇⊥Φε∣∣2

 + o(1). (8.3)
Proof. As usual, we suppress the subscript ε. We begin by stating three bounds for the
function Φ and its derivatives. Using the expansion (8.2), it can be shown that
|Φ(x)| ≤ C |log |x− ai|| in B(ai, Rε)
‖∇Φ‖L∞(Ω˜) ≤ C/(Rε)
‖∇Φ‖4L4(Ω˜) ≤ C/(R2ε2).
(8.4)
See Section 10.1 of [14], for instance, for a proof of this fact.
We rewrite∫
Ω˜
ΦcurlA′ −∇⊥Φ · j′ =
∫
Ω˜
|∇Φ|2 + |Φ|2 +
∫
Ω˜
Φ(curlA′ −Φ)−∇⊥Φ · (j′ +∇⊥Φ). (8.5)
Writing u = ρeiϕ, we will show that we can essentially set ρ = 1 in j′ = ρ2(∇ϕ − A′).
Indeed, ∫
Ω˜
Φ(curlA′ − Φ)−∇⊥Φ · (j′ +∇⊥Φ) = I + II, (8.6)
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where
I :=
∫
Ω˜
Φ(curlA′ − Φ)−∇⊥Φ · (∇ϕ− A′ +∇⊥Φ) (8.7)
and
II :=
∫
Ω˜
(1− ρ2)∇⊥Φ · (∇ϕ−A′ +∇⊥Φ) + (ρ2 − 1) |∇Φ|2 . (8.8)
An application of Cauchy-Schwarz shows that
|II| ≤ ε ‖∇Φ‖L∞(Ω˜)
(∫
Ω˜
(1− ρ2)2
ε2
+
∫
Ω˜
∣∣∇ϕ− A′ +∇⊥Φ∣∣2)
+ ε ‖∇Φ‖2L4(Ω˜)
(∫
Ω˜
(1− ρ2)2
ε2
)1/2
. (8.9)
Since ρ ≥ 1/2 on Ω˜, we have that
∣∣∇ϕ− A′ +∇⊥Φ∣∣2 ≤ 4 ∣∣∇A′u+ iu∇⊥Φ∣∣2
This bound and the bounds (8.4) imply that
|II| ≤ C
R
(∫
Ω˜
(1− ρ2)2
ε2
+
(∫
Ω˜
(1− ρ2)2
ε2
)1/2
+
∫
Ω˜
∣∣∇A′u+ iu∇⊥Φ∣∣2
)
. (8.10)
To handle I, we integrate by parts and use the fact that −∆Φ+ Φ = 2π∑i δai to get
I =
∫
Ω˜
Φ(curlA′ − Φ + curl(∇ϕ− A′) + ∆Φ)−
∫
∂Ω˜
Φ(∇ϕ− A′ +∇⊥Φ) · τ
= −
∫
∂Ω˜
Φ(∇ϕ− A′ +∇⊥Φ) · τ. (8.11)
Since Φ = 0 on ∂Ω, only the boundaries of the balls are important in ∂Ω˜. Then, writing
Φ¯i for the average of Φ on ∂B(ai, Rε), we rewrite∫
∂B(ai,Rε)
Φ(∇ϕ− A′ +∇⊥Φ) · τ =
∫
∂B(ai,Rε)
(Φ− Φ¯i)(∇ϕ−A′ +∇⊥Φ) · τ
+ Φ¯i
∫
∂B(ai,Rε)
(∇ϕ− A′ +∇⊥Φ) · τ. (8.12)
We now argue as in (10.25) of [14] to bound
∣∣τ · (∇ϕ−A′ +∇⊥Φ)∣∣ ≤ C/(Rε), and hence
that ∣∣∣∣
∫
∂B(ai,Rε)
(Φ− Φ¯i)(∇ϕ− A′ +∇⊥Φ) · τ
∣∣∣∣ ≤
∫
∂B(ai,Rε)
o(1)
C
Rε
= o(1). (8.13)
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Also, ∣∣∣∣
∫
∂B(ai,Rε)
(∇ϕ− A′ +∇⊥Φ) · τ
∣∣∣∣ =
∣∣∣∣2π +
∫
B(ai,Rε)
curlA′ +
∫
∂B(ai,Rε)
∂Φ
∂ν
∣∣∣∣
=
∣∣∣∣2π − 2π +
∫
B(ai,Rε)
curlA′ + Φ
∣∣∣∣
≤ CRεFε(u,A′)1/2 + CR2ε2 |logRε| ,
(8.14)
where the inequality follows from Cauchy-Schwarz for the curlA′ term and (8.4) for the Φ
term. Since Fε(u,A
′) ≤ C |log ε|, and (8.4) implies that ∣∣Φ¯i∣∣ ≤ C |logRε|, we then have
that∣∣∣∣Φ¯i
∫
∂B(ai,Rε)
(∇ϕ− A′ +∇⊥Φ) · τ
∣∣∣∣ ≤ C |logRε| (Rε |log ε|1/2 +R2ε2 |logRε|) = o(1).
(8.15)
Then (8.11) – (8.15) show that I = o(1), which, along with (8.10) proves the result.
Since we are dealing with solutions and each vortex ball has degree one, the natural
candidate for the vector field to use in place of the weak limit of the blown-up currents is
the perpendicular gradient of the unique radial, degree-one vortex solution in R2. We thus
define the function u0 : R
2 → C to be the (unique radial) solution of −∆u0 = u0(1− |u0|2)
in R2. Existence and uniqueness of a solution of the form u0 = f(r)e
iθ in polar coordinates
are established in [6]. The fact that this u0 is the unique degree-one solution was established
in [10]. It is known (see [2] or Proposition 3.11 of [14]) that there exists a constant γ > 0
such that
1
2
∫
B(0,R)
|∇u0|2 + 1
2
(1− |u0|2)2 = π logR + γ + oR(1), (8.16)
We now present a result that provides a lower bound for the free energy of these
solutions. It is essentially the analogue of the results in Sections 4.2 – 4.5, which bounded
the free energy in the case 1 ≪ n. In this case, the analogue of the vector field Xε is the
vector field Zε,R, which is defined as follows. For R ≥ R0, we define
Zε,R =
{
ε−1∇u0
( ·−ai
ε
)
in B(ai(ε), Rε), i = 1, . . . , n
−iuε∇⊥Φε in Ω\(∪iB(ai(ε), Rε)),
(8.17)
where u0 is the radial one-vortex solution in R
2.
Proposition 8.2. Assume configurations {(uε, Aε)} satisfy (J1) – (J5). Let R ≥ R0, and
let Zε,R be the vector field defined by (8.17). Then for ε sufficiently small and R sufficiently
large,
Fε(uε, A
′
ε) ≥
1
4
∫
Ω
∣∣∇A′εuε − Zε,R∣∣2 + 12
∫
Ω
|curlA′ε − Φε|2 + πn log
1
ε
+ nγ
− π
∑
i 6=j
log |ai − aj |+ π
∑
i,j
SΩ(ai, aj) + o(1) + oR(1), (8.18)
where oR(1) vanishes as R→∞.
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Proof. We split the energy into into two components: that on Ω˜ := Ω\(∪iB(ai, Rε)), and
that in the balls ∪iB(ai, Rε). We begin with the balls. In the ball B(ai, Rε) we complete
the square with the blow-down of u0 given by ∇vi(x) := ε−1∇u0((x− ai)/ε):
|∇A′u|2 = |∇A′u−∇vi|2 + 2ℜ(∇A′u · ∇vi)− |∇vi|2 . (8.19)
Now, from Proposition 3.12 of [14], we know that, up to extraction, the blow-ups at scale
ε of (u,A′) converge to (u0, 0) in C1loc(R
2). We note that the vanishing limiting magnetic
potential is a direct consequence of the Coulomb gauge condition (J4): the Coulomb gauge
allows estimates of the H2 norm of A, which in turn gives L∞ estimates. So, making a
blow-up change of variables, we have that∫
B(ai,Rε)
2ℜ(∇A′u · ∇vi)− |∇vi|2 =
∫
B(0,R)
|∇u0|2 + o(1), (8.20)
and ∫
B(ai,Rε)
1
2ε2
(1− |u|2)2 =
∫
B(0,R)
1
2
(1− |u0|2)2 + o(1). (8.21)
Combining these and summing over the i, we get that
1
2
∫
∪iB(ai,Rε)
|∇A′u|2 + 1
2ε2
(1− |u|2)2 =
∑
i
1
2
∫
B(ai,Rε)
|∇A′u−∇vi|2
+
n
2
∫
B(0,R)
|∇u0|2 + 1
2
(1− |u0|2)2 + o(1). (8.22)
Employing the property of u0 given by (8.16), we then have that
Fε(u,A
′,∪iB(ai, Rε)) =
∑
i
1
2
∫
B(ai,Rε)
|∇A′u−∇vi|2 + |curlA′|2
+ πn logR + nγ + o(1) + oR(1). (8.23)
Outside of the balls, in Ω˜, we complete the square with iu∇⊥Φ as in Lemma 2.1 to get
|∇A′u|2 =
∣∣∇A′u+ iu∇⊥Φ∣∣2 − 2∇⊥Φ · j′ − ∣∣∇⊥Φ∣∣2 |u|2 . (8.24)
We also complete the square with the curlA′ term to get
|curlA′|2 = |curlA′ − Φ|2 − |Φ|2 + 2Φ curlA′. (8.25)
From this we see that
1
2
∫
Ω˜
|∇A′u|2 + |curlA′|2 = 1
2
∫
Ω˜
∣∣∇A′u+ iu∇⊥Φ∣∣2 + |curlA′ − Φ|2
+
∫
Ω˜
ΦcurlA′ −∇⊥Φ · j′ − 1
2
∫
Ω˜
|Φ|2 + |∇Φ|2 |u|2 . (8.26)
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Combining (8.26) with Lemma 8.1 and using that |u| ≤ 1, we find that
Fε(u,A
′, Ω˜) ≥
(
1
2
− C
R
)∫
Ω˜
∣∣∇A′u+ iu∇⊥Φ∣∣2 + 1
2
∫
Ω˜
|curlA′ − Φ|2 +
∫
Ω˜
1
4ε2
(1− |u|2)2
− C
R

∫
Ω˜
(1− |u|2)2
4ε2
+
(∫
Ω˜
(1− |u|2)2
4ε2
)1/2+ 1
2
∫
Ω˜
|∇Φ|2 + |Φ|2 + o(1). (8.27)
Now, for x ≥ 0, we have that the minimum of x− C(x+
√
x)
R
is −C2/(4R(R−C)) = oR(1)
as R → ∞. We use this with x = ∫
Ω˜
1
4ε2
(1 − |u|2)2 to replace the (1 − |u|2)2 integrals in
(8.27) by oR(1). For R large enough we can also bound 1/2 − C/R ≥ 1/4. To deal with
the |∇Φ|2 + |Φ|2 term, we use an argument from Proposition 10.2 of [14] that uses the
expansion (8.2) to show that
1
2
∫
Ω˜
|∇Φ|2 + |Φ|2 = πn log 1
Rε
− π
∑
i 6=j
log |ai − aj|+ π
∑
i,j
SΩ(ai, aj) + o(1). (8.28)
Thus, for R sufficiently large,
Fε(u,A
′, Ω˜) ≥ 1
4
∫
Ω˜
∣∣∇A′u+ iu∇⊥Φ∣∣2 + 1
2
∫
Ω˜
|curlA′ − Φ|2 + πn log 1
Rε
− π
∑
i 6=j
log |ai − aj |+ π
∑
i,j
SΩ(ai, aj) + o(1) + oR(1). (8.29)
Adding (8.29) to (8.23) and using the fact that
∫
∪iB(ai,Rε) |Φ| = o(1) then proves (8.18).
Remark 8.1. The condition (J2) guarantees that making R large does not lead to the
possibility of B(ai(ε), Rε) ∩B(aj(ε), Rε) 6= ∅ for i 6= j. Thus we are free to eventually let
R→∞.
Eventually we will need an estimate of ‖Zε,R‖L2,∞ . We prove this now in the analogue
of Lemma 5.2.
Lemma 8.3. Assume configurations {(uε, Aε)} satisfy (J1) – (J5). There is a constant
CΩ > 0, depending only on Ω, such that if hex ≥ CΩn2, then for ε sufficiently small,
C0n− o(1)− oR(1) ≤ ‖Zε,R‖L2,∞(Ω) ≤ C1n+ o(1) + oR(1), (8.30)
where C0 is a positive universal constant and C1 is a positive constant that depends only
on Ω.
Proof. Arguing as in Lemma 5.2 and employing the bounds 1 ≥ |u| ≥ 1/2 in ∪iB(ai, Rε),
we see that
1
2
‖∇Φε‖L2,∞(Ω) − o(1)− oR(1) ≤ ‖Zε,R‖L2,∞(Ω)
≤ ‖∇Φε‖L2,∞(Ω) + n ‖∇u0‖L2,∞(R2) + o(1) + oR(1). (8.31)
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We claim that if hex ≥ CΩn2, then C0n ≤ ‖∇Φε‖L2,∞(Ω) ≤ C1n, where C0 is a positive
universal constant and C1 depends only on Ω. Once the claim is established, (8.30) follows
immediately from (8.31).
We begin the proof of the claim by showing that the energy bounds (J5) imply that the
points ai are a distance from p controlled by 1/
√
hex. Using a modification of the energy
splitting result, Proposition 4.2, found in (11.32) – (11.33) of [14], we have that
Gε(u,A) = h
2
exJ0 + Fε(u,A
′) + 2πhex
∑
i
ξ0(ai) + o(1). (8.32)
Plugging in the upper bound of Gε and the lower bound of Fε given by (J5) and recalling
that ξ0 = ξ0(p), we find
B0n
2 ≥ 2πhex
∑
i
(ξ0(ai)− ξ0(p))− B1n2 + o(1). (8.33)
From this we conclude that for ε sufficiently small,
sup
i
(ξ0(ai)− ξ0(p)) ≤ (B0 +B1)n
2
4πhex
. (8.34)
Now an analysis of the function ξ0 will allow us to pass from the bound of (8.34) to a
bound on supi |ai − p|. Recall that we have assumed that ξ0 achieves its unique minimum
at p and that D2ξ0(p) is positive definite. It can be shown (see [13]) that the set of critical
points of ξ0 is finite. Using these facts with Taylor’s theorem, we may conclude that if
hex ≥ CΩn2, then
sup
i
|ai − p| ≤ CΩ n√
hex
=: Rhex , (8.35)
where CΩ is a constant that depends on Ω (via dependence on the smaller eigenvalue of
D2ξ0(p), ‖D3ξ0‖L∞ , etc).
This concentration of vortices inside B(p, Rhex) allows us to obtain a lower bound on
‖∇Φε‖L2,∞ of order n. To see this, assume that hex is sufficiently large so that Rhex ≤
dist(p, ∂Ω)/2, and fix any r ∈ (Rhex , 2Rhex). Note that the bounds on Rhex imply that
B(p, 2Rhex) ⊆ Ω. Then, since each ai ∈ B(p, Rhex), we have that
2πn =
∫
B(p,Rhex )
−∆Φε + Φε =
∫
B(p,r)
−∆Φε + Φε ≤
∫
B(p,r)
|Φε|+
∫
∂B(p,r)
|∇Φε| . (8.36)
Recalling the definition of the L2,∞ norm defined in (1.3), we may bound∫
B(p,r)
|Φε| ≤
√
πr ‖Φε‖L2,∞ . (8.37)
Plugging this into (8.36) and integrating over (Rhex , 2Rhex) we see that
2πnRhex ≤
√
π
2
3R2hex ‖Φε‖L2,∞ +
∫
B(p,2Rhex )\B(p,Rhex )
|∇Φε| (8.38)
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Dividing by the square roof of the area of the annulus B(p, 2Rhex)\B(p, Rhex) and again
using (1.3), we get
2
√
πn√
3
≤
√
3Rhex
2
‖Φε‖L2,∞ + ‖∇Φε‖L2,∞ . (8.39)
To estimate ‖Φε‖L2,∞ , we use the expansion (8.2) and the constant BΩ defined by
BΩ := sup
y∈Ω
‖− log |· − y|+ SΩ(·, y)‖L2,∞(Ω) <∞. (8.40)
We find that
‖Φε‖L2,∞ ≤
n∑
i=1
‖− log |· − ai|+ SΩ(·, ai)‖L2,∞ ≤ nBΩ. (8.41)
Note that if hex ≥ CΩn2, for some constant depending only on Ω, then
√
3BΩRhex
2
≤
√
π
3
,
and we conclude the lower bound
√
πn√
3
≤ ‖∇Φε‖L2,∞ . (8.42)
The upper bound is far easier to prove. Indeed, we use the expansion (8.2) to calculate
‖∇Φε‖L2,∞ ≤
n∑
i=1
∥∥−(· − ai)/ |· − ai|2 +∇SΩ(·, ai)∥∥L2,∞ ≤ C1n, (8.43)
for some positive C1 that depends on Ω.
With these results in hand, we can prove the analogue of Theorems 7 and 8 for the
case of n independent of ε and hex either bounded or divergent. First we introduce a bit
of notation. In the case hex = O(1) we define the renormalized energy Rn,hex : Ω
n → R by
Rn,hex(x1, . . . , xn) = −π
∑
i 6=j
log |xi − xj |+ π
∑
i,j
SΩ(xi, xj) + 2πhex
∑
i
ξ0(xi). (8.44)
In the case 1≪ hex we define the renormalized energy wn : (R2)n → R by
wn(x1, . . . , xn) = −π
∑
i 6=j
log |xi − xj |+ πn
∑
i
Q(xi), (8.45)
where Q is the quadratic form of D2ξ0(p). Notice that wn is defined on (R
2)n and not on
Ωn; this is because wn is applied after blowing up at scale ℓ =
√
n/hex, which is o(1) when
1≪ hex. In particular it is applied to the points a˜i = (ai − p)/ℓ.
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Proposition 8.4. Assume configurations {(uε, Aε)} satisfy (J1) – (J5).
1. Suppose hex = O(1). Then for ε sufficiently small and R sufficiently large,
Gε(uε, Aε) ≥ 1
4
∫
Ω
∣∣∇A′εuε − Zε,R∣∣2 + 12
∫
Ω
|curlA′ε − Φε|2
+ h2exJ0 + πn log
1
ε
+min
Ωn
Rn,hex + nγ + o(1) + oR(1). (8.46)
We always have that the bounds
C0
√
n ≤ ∥∥∇A′εuε∥∥L2,∞(Ω) ≤ C1n (8.47)
hold, where C0 and C1 are positive constants. Moreover, if the solutions satisfy the upper
bound
Gε(uε, Aε) ≤ h2exJ0 + πn log
1
ε
+min
Ωn
Rn,hex + nγ + o(1), (8.48)
and hex ≥ CΩn2 (the constant from Lemma 8.3), then
C0n ≤
∥∥∇A′εuε∥∥L2,∞(Ω) ≤ C1n, (8.49)
where C0 is a universal positive constant and C1 depends only on Ω.
2. Suppose 1≪ hex. Then for ε sufficiently small and R sufficiently large,
Gε(uε, Aε) ≥ 1
4
∫
Ω
∣∣∇A′εuε − Zε,R∣∣2 + 12
∫
Ω
|curlA′ε − Φε|2
+ fε(n) + min
(R2)n
wn + nγ + o(1) + oR(1). (8.50)
Moreover, if the solutions satisfy the upper bound
Gε(uε, Aε) ≤ fε(n) + min
(R2)n
wn + nγ + o(1), (8.51)
then
C0n ≤
∥∥∇A′εuε∥∥L2,∞(Ω) ≤ C1n, (8.52)
where C0 is a universal positive constant and C1 depends only on Ω.
Proof. The inequalities (8.47) follow from (J1) – (J5) and Proposition 3.1. The proof of
the rest is very similar to the proofs of Theorems 7 and 8; here we use a slightly different
form of the energy splitting lemma and we use the free energy bounds of Proposition 8.2.
Indeed, Lemma 7.3 and bounds (11.32) – (11.33) of [14] show that
Gε(u,A) = h
2
exJ0 + Fε(u,A
′,Ω) + 2πhex
∑
i
ξ0(ai) + o(1). (8.53)
In the case hex = O(1) we then insert Proposition 8.2 into this to get (8.46). In the case
1 ≪ hex, the above and a blow-up at scale ℓ (see the arguments following (11.33) in [14])
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show (8.50). In either case, we may compare the matching upper and lower bounds to
show that
‖∇A′u− Zε,R‖L2(Ω) = o(1) + oR(1). (8.54)
Then (8.49) and (8.52) follow from this and Lemma 8.3.
9 Stable solutions
In this section we apply Theorem 8 and Proposition 8.4 to the branches of stable solutions
constructed in Chapter 11 of [14] and to energy minimizers in the regime 1 ≪ n(ε) ≪
hex(ε) ≤ C|log ε| constructed there in Chapter 9.
The stable solutions are constructed to have a prescribed number of vortices n. As
before, the typical inter-vortex distance scale is given by ℓ =
√
n/hex. We say that hex(ε)
and n(ε) are admissible if they satisfy the following two conditions.
1. There exists β0 < 1/2 such that hex < ε
−β0.
2. If n 6= 0, then n2 ≤ ηhex, and n2 log 1ℓ ≤ η log ℓε . Here η is a small parameter depending
on Ω and β0.
The behavior of the quantity ℓ is separated into three distinct cases, and each case
produces solutions with different asymptotics. The first case assumes ℓ does not tend to
zero, and the admissibility conditions then ensure that n and hex are both bounded. Up to
extraction we then assume that n is independent of ε. The second case lets ℓ go to zero but
assumes that n stays bounded. In the third case ℓ goes to zero and n diverges to infinity.
The following theorem includes the new L2,∞ bounds in the results of [14].
Theorem 9. ([14] Theorem 11.1 Redux)
Given β0 ∈ (0, 1/2), taking η = η(Ω, β0) sufficiently small, and given n(ε) and hex(ε)
admissible, there exists ε0 > 0 such that for 0 < ε < ε0 there exists a configuration (uε, Aε)
with the following properties.
The configuration (uε, Aε) is a locally minimizing critical point of Gε and hence a stable
solution of the Ginzburg-Landau equations. The function uε has exactly n zeroes, located
at points a1(ε), . . . , an(ε) ∈ Ω, and there exists R > 0 such that |uε| ≥ 1/2 on the set
Ω\ ∪i B(ai(ε), Rε) and deg (uε, ∂B(ai(ε), Rε)) = 1. Finally, depending on which of the
three cases described above holds, we have one of the following.
1. (Case 1) If ℓ does not tend to zero so that n is independent of ε and hex is bounded
independently of ε, then up to extraction the n-tuple (a1(ε), . . . , an(ε)) converges as ε→ 0
to a minimizer of Rn,hex, which was defined in (8.44). The energy of these solutions as
ε→ 0 is given asymptotically by
Gε(uε, Aε) = h
2
exJ0 + πn |log ε|+min
Ωn
Rn,hex + nγ + o(1),
where γ > 0 is the constant from (8.16). We always have that the bounds
C0
√
n ≤ ∥∥∇A′εuε∥∥L2,∞(Ω) ≤ C1n (9.1)
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hold, where C0 and C1 are positive constants. Moreover, if hex ≥ CΩn2 (the constant from
Lemma 8.3), then
C0n ≤
∥∥∇A′εuε∥∥L2,∞(Ω) ≤ C1n, (9.2)
where C0 is a positive universal constant and C1 depends only on Ω.
2. (Case 2) If n is independent of ε and hex → ∞ then, up to extraction the rescaled
n-tuple (a˜1(ε), . . . , a˜n(ε)), where a˜i(ε) = (ai(ε)− p)/ℓ, converges as ε→ 0 to a minimizer
of wn, which was defined in (8.45). The energy of these solutions as ε → 0 is given
asymptotically by
Gε(uε, Aε) = fε(n) + min
(R2)n
wn + nγ + o(1).
Finally, we have
C0 ≤ 1
n
∥∥∇A′εuε∥∥L2,∞(Ω) ≤ C1, (9.3)
where C0 is a positive universal constant and C1 depends only on Ω.
3. (Case 3) If n, hex →∞, then up to extraction
1
n
n∑
i=1
δa˜i(ε) ⇀ µ0
in the narrow sense of measures, and µ0 is the unique probability measure minimizing I,
as defined by (1.10). The energy of these solutions as ε→ 0 is given asymptotically by
Gε(uε, Aε) = fε(n) + n
2I(µ0) + o(n
2).
We have
‖∇Gp‖L2,∞(Ω) − o(1) ≤
1
n
∥∥∇A′εuε∥∥L2,∞(Ω) ≤ ‖∇Gp‖L2,∞(Ω) + C + o(1), (9.4)
where C is a universal constant. Finally, the convergence results of Corollary 6.7 and
Proposition 7.3 hold.
Proof. The construction of the solutions and the proof of the energy asymptotics are done
in Theorem 11.1 of [14]. It remains to prove that in each case the result comparing∥∥∇A′εuε∥∥L2,∞(Ω) to n holds. In the first and second case, the construction of the solutions is
such that assumptions (J1) – (J5) hold, and so we may apply Proposition 8.4. In the third
case, (H1) – (H4) are satisfied, and the asymptotics of Gε allow us to apply the second
part of Theorem 8 directly to conclude (9.4). The convergence results follow directly from
Corollary 6.7 and Proposition 7.3.
Proof of Theorem 6. The result for branches of solutions follows immediately from the
above.
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We now discuss the case of energy-minimizers. In the regime log |log ε| ≪ hex −
Hc1 ≪ |log ε|, Proposition 9.1 of [14] establishes that minimizers (uε, Aε) of Gε satisfy
1≪ n≪ hex,
Gε(uε, Aε) = fε(n) + n
2I(µ0) + o(n
2),
and
Fε(uε, A
′
ε) = πn log
ℓ
ε
+ πSΩ(p, p)n
2 + πn2 log
1
ℓ
− πn2
∫∫
log |x− y|dµ0(x)dµ0(y) + o(n2),
where µ0 is the minimizer of I defined in (1.10). The assumptions on α then guarantee
that Fε(uε, A
′
ε) ≤ εα−1, and so Theorem 8 is applicable. The result follows.
For the case hex − Hc1 ≤ O(log |log ε|), it is proved in Theorem 12.1 of [14] that
minimizers have n vortices with n = O(1) and that they are among the solutions found in
case 2 of Theorem 9. Thus from that theorem, the result holds in this case as well.
For higher hex, in regime 4 when hex ≤ |log ε|, there is nothing new to prove: the
upper bound follows from bounds on ‖∇Au‖L2 and the fact that n and hex are of the same
order. The lower bound follows from the weak convergence of j/hex to −∇⊥h∗ with h∗
nonconstant.
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