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Abstract. In recent years, significant progress has been made in face
recognition due to the availability of large-scale labeled face datasets.
However, since the faces in these datasets usually contain limited degree
and types of variation, the models trained on them generalize poorly to
more realistic unconstrained face datasets. While collecting labeled faces
with larger variations could be helpful, it is practically infeasible due
to privacy and labor cost. In comparison, it is easier to acquire a large
number of unlabeled faces from different domains which would better
represent the testing scenarios in real-world problems. We present an
approach to use such unlabeled faces to learn generalizable face represen-
tations, which can be viewed as an unsupervised domain generalization
framework. Experimental results on unconstrained datasets show that
a small amount of unlabeled data with sufficient diversity can (i) lead
to an appreciable gain in recognition performance and (ii) outperform
the supervised baseline when combined with less than half of the labeled
data. Compared with the state-of-the-art face recognition methods, our
method further improves their performance on challenging benchmarks,
such as IJB-B, IJB-C and IJB-S.
. . .
Keywords: Face Recognition, Unlabeled Data, Semi-supervised Learn-
ing, Domain Generalization, Image Translation
1 Introduction
Machine learning algorithms typically assumes that training and testing data
come from the same underlying distribution. However, in practice, we would of-
ten encounter testing domains that are different from the population where the
training data is drawn. Since it is non-trivial to collect data for all possible testing
domains, learning representations that are generalizable to heterogeneous test-
ing data is desired [28,8,27,22,4]. Particularly for face recognition, this problem
is reflected by the domain gap between the semi-constrained training datasets
and unconstrained testing datasets. Nearly all of the state-of-the-art deep face
networks are trained on large-scale web-crawled face images, most of which are
high-quality celebrity photos [50,10]. But in practice, we wish to deploy the
trained FR systems for many other scenarios, e.g. unconstrained photos [19,26]
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Fig. 1: Illustration of the problem setting in our work.
and surveillance [15]. The large amount of face variation, compared to the train-
ing set, in such testing domains results in significant performance drop of the
trained face models [26,15].
The simplest solution to the problem is to collect a large number of uncon-
strained labeled face images from different sources. However, due to privacy issue
and human-labeling cost, it is extremely hard to collect such a database. Trans-
fer learning and domain adaptation are alternative methods to the problem.
However, these methods require domain-specific data and need to train a model
for each of the target domains [29,7,24,38,33,17]. Instead of such domain-specific
models, a face representation that is robust to different kinds of variations would
be preferred for the purpose of general unconstrained face recognition. We note
that compared with building a labeled dataset, it is relatively easier to acquire
a large number of unlabeled face images from multiple sources that are rep-
resentative of testing samples that we would encounter in real-world scenarios.
Therefore, it would be helpful if we can devise a method to utilize such unlabeled
data to regularize the supervised learning of face representations to make them
more generalizable (See Fig. 1).
In this paper, we propose such an semi-supervised framework for learning
robust face representations. The unlabeled images are collected from a public
face detection, i.e. WiderFace [49], dataset, which involve much larger degree
of facial variations compared to typical labeled face datasets used for training.
With a constrained labeled face dataset and an unconstrained unlabeled face
dataset, we identify three objectives in the learning procedure:
– Maintaining the recognition performance on the labeled data
– Reducing feature domain gap between the labeled data and unlabeled data
– Increasing the discrimination power on the unlabeled data
In order to achieve these goals, the proposed method jointly regularizes the
embedding model from feature space and image space. The adversarial regular-
ization in the feature space helps to reduce the holistic domain gap caused by
facial variations while increasing the inter-class distance. On other hand, the im-
3age augmentation module maps the labeled training samples into the unlabeled
domains, thus increasing the discrimination power on difficult face examples.
The contributions of this paper is summarized as below:
– A semi-supervised learning framework for generalizing face representations
with unlabeled data.
– A representation learning method of joint regularization from both image
and feature domains.
– An multi-mode image translation module is proposed to perform data-driven
augmentation and increase the diversity of the labeled training samples.
– Empirical results show that the regularization of unlabeled data helps to
improve the recognition performance on challenging testing datasets, e.g.
IJB-B, IJB-C, and IJB-S.
2 Related Work
2.1 Deep Face Recognition
Deep neural networks are widely adopted in the ongoing research in face recog-
nition [41,39,34,25,23,11,31,44,5]. Taigman et al. [41] were the first to propose
using deep convolutional neural network for learning face representations. The
subsequent studies have explored different loss functions to improve the dis-
crimination power of the learned feature representation. A number of studies
proposed to use metric learning methods for face recognition [34,36]. Recent
work has been trying to achieve discriminative embeddings with a single identi-
fication loss function where proxy/prototype vectors are used to represent each
class in the embedding space [23,44,45,31,5,52,40].
2.2 Semi-supervised Learning
Classic semi-supervised learning involves a small number of labeled images and a
large number of unlabeled images [21,32,20,42,47,51,2,37]. The goal is to improve
the recognition performance when we don’t have sufficient data that are labeled.
State-of-the-art semi-supervised learning methods can mainly be classified into
four categories. (1) Pseudo-labeling methods generate labels for unlabeled data
with the trained model and then use them for training [21]. In spite of its sim-
plicity, it has been shown to be effective primarily for classification tasks where
labeled data and unlabeled data share the same label space. (2) Temporal ensem-
ble models maintain different versions of model parameters to serve as teacher
models for the current model [20,42]. (3) Consistency-regularization methods
apply certain types of augmentation to the unlabeled data while making sure
the output prediction remains consistent after augmentation [32,2,37]. (4) Self-
supervised learning, originally proposed for unsupervised learning, has recently
been shown to be effective for semi-supervised learning as well [51]. Compared
with classic semi-supervised learning addressed in the literature, our problem is
different in two sense of heterogeneity: different domains and different identities
between the labeled and unlabeled data. These differences make many classic
semi-supervised learning methods unsuitable for our task.
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Fig. 2: Overview of the training framework of the embedding network. In each mini-
batch, a random subset of labeled data would be augmented by the augmentation
network to introduce additional diversity. The non-augmented labeled data are used
to train the feature discriminator. The adversarial loss forces the distribution of the
unlabeled features to align with the labeled one.
2.3 Domain Adaptation and Generalization
In domain adaptation, the user has a dataset for a source domain and another for
a fixed target domain [29,7,24,33,17]. If the target domain is unlabeled, this leads
to an unsupervised domain adaption setting [7,33,17]. The goal is to improve the
performance on the target domain so that it could match the performance on the
source domain. This is achieved by reducing the domain gap between the two
datasets in feature space. The problem about domain adaption is that one needs
to acquire a new dataset and train a new model whenever there is a new target
domain. In domain generalization, the user is given a set of labeled datasets
from different domains. The model is jointly trained on these datasets so that it
could better generalize to unseen domains [28,8,27,22,4]. Our problem shares the
same goal with domain generalization methods: we want to increase the model
generalizability rather than improving performance on a specific target domain.
However, unlike domain generalization, we do not have identity labels for all the
data, which makes our task even more difficult.
3 Methodology
Generally, in face representation learning, we are given a large labeled dataset
X={(x1, y1), (x2, y2), . . . , (xn, yn)}, where xi and yi are the face images and iden-
tity labels, respectively. The goal is to learn an embedding model f such that
f(x) would be discriminative enough to distinguish between different identities.
However, since f is only trained on the domain defined by X , which is usually
5semi-constrained celebrity photo, it might not generalize to unconstrained set-
tings. In our framework, we assume the availability of another unlabeled dataset
U={u1, u2, . . . , un}, collected from sources different than X . The face images
in U contain more variations than images in X and therefore are closer to the
images in the unconstrained testing scenarios. We attempt to utilize such an un-
labeled dataset U to regularize the training of f to make it more generalizable.
In particular, we wish to simultaneously minimize three types of errors:
– Error due to discrimination power within the labeled domain X .
– Error due to feature domain gap between X and U .
– Error due to discrimination power within the unlabeled domain U .
The first type of error could be minimized by the identification loss of the labeled
images (Sec. 3.1). For the second type of error, we choose to use adversarial learn-
ing to minimize the distance between the embedding distributions (Sec. 3.2). For
the third type of error, we study two different types of augmentation-based ap-
proaches (Sec. 3.3). An overview of the framework is shown in Fig. 2.
3.1 Minimizing Error in the Labeled Domain
The deep representation of a face image is usually a point in a hyper-spherical
embedding space, where ‖f(xi)‖2 = 1. State-of-the-art supervised face recogni-
tion methods all try to find an objective function to maximize the inter-class
margin such that the representation could still be discriminative when tested on
unseen identities. In this work, we choose to use CosFace loss function [45][44]
for training the labeled images:
Lidt = −Exi,yi∼X [log
exp(sWTyifi −m)
exp(sWTyifi −m) +
∑
j 6=yi exp(sW
T
yjfi)
]. (1)
Here s is the hyper-parameter controlling temperature, m is a margin hyper-
parameter and Wj is the proxy vector of the j
th identity in the embedding space,
which is also `2 normalized. We choose to use CosFace loss function because of
its stability and high-performance. It could potentially be replaced by any other
supervised identification loss function.
3.2 Minimizing Domain Gap
As shown in Fig. 3 (a), the current face representations usually show a large
domain gap between different types of face images, which makes the cross-domain
face matching a hard problem. In order to reduce this type of error, we use a
feature discriminator network to align the embeddings of the two domains with
an adversarial loss, which is given by
LD = −Ex∼X [logD(y = 0|f(x)]− Eu∼U [logD(y = 1|f(u)], (2)
Ladv = −Ex∼X [logD(y = 1|f(x)]− Eu∼U [logD(y = 0|f(u)]. (3)
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Fig. 3: t-SNE visualization of the face embeddings of different datasets. (a) Clear
domain gap can be observed with the baseline model. (b) Domain gap between
different datasets are reduced with the domain alignment loss. Here, LFW rep-
resents the constrained face images in the labeled domain.
The discriminator D is a multi-layer binary classifier optimized by LD. It tries
to learn a non-linear classification boundary between the two datasets while the
embedding network need to fool the discriminator by reducing the divergence
between the distributions of f(x) and f(u). The effect of domain alignment loss
is shown in Fig. 3 (b). Note that here Widerface is our unlabeled training set and
LFW can represent the domain of the labeled training set. After alignment, the
features in the unlabeled domains are forced to be more spread out, leading to a
larger inter-class distance (See Fig. 4 (a)). Furthermore, given that WiderFace is
a diverse dataset covering different types of faces, the reduction of domain gap
also generalizes to other types of datasets, e.g. IJB-S.
3.3 Minimizing Error in the Unlabeled Domains
As shown in Figure 4, the domain alignment loss helps to increase the inter-class
variance on the unconstrained domains. Thus, the remaining task to improve
the discrimination power is to reduce the intra-class variance, for which multiple
images of each class is necessary. Many semi-supervised classification methods
address this problem by using pseudo-labeling of unlabeled data [21,2,37], but
this is not applicable to our problem since our unlabeled dataset do not share the
same label space with the labeled one. Furthermore, because of data collection
protocols, it is expected that there is very little chance that one identity would
have multiple unlabeled images. Thus, clustering-based methods also becomes
infeasible for our task. Here, we consider two methods to address this issue:
Consistency Regularization The first solution we consider is a self-supervised
method that is recently in semi-supervised learning [32,37]. The idea is to gen-
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Fig. 4: The histogram of pairwise scores within different datasets. Fig (a) shows
the impostor (up) and genuine (down) scores of the baseline method. Fig (b)
shows the scores of the model trained with domain alignment (DA). Domain
alignment helps to shift the score distribution of impostor pairs to be lower,
i.e. it increases the inter-class variance. Fig (c) shows the score distribution of
further incorporating the augmentation network (AN).
erate ground-truth positive pairs from unlabeled data using data perturbation.
Given the same input sample, the model should give consistent outputs regard-
less of different perturbation. Since our focus is on learning the embedding in-
stead of classification, we would like to keep the consistency in the feature space.
In particular, let us define a stochastic perturbation function A, which is man-
ually designed. The consistency regularization loss would be:
LCR = Eu∼U [‖f(u)− f(A(u))‖22], (4)
Data-driven Augmentation Opposite to the consistency regularization, another
approach we consider is to leverage the labeled images to create positive pairs in
the unlabeled domains. In particular, we need a function G which maps labeled
samples x into the image space defined by the unlabeled faces, i.e. p(G(x)) →
p(u). Then, training the embedding f on G(x) could make it more discriminative
in the image space defined by U . There are two requirement of the function G:
(1) it should not change the identity of the input image and (2) it should be able
to capture different styles that are present in the unlabeled images. Inspired by
recent progress in image translation frameworks [53,14], we propose to train G as
a style-transfer network that learns the texture styles in the unlabeled domain
and transfer it to the labeled images. The network G can then be used as a
data-driven augmentation module that generates diverse samples given an input
from the labeled dataset. During the training, we randomly replace a subset
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Fig. 5: Training framework of the augmentation network G. The two pipelines
are optimized jointly during training.
of the labeled images to be augmented and put them into our identification
learning framework. The details of training the augmentation network G is given
in Section 3.4.
The overall loss function for the embedding network is given by:
L = λidtLidt + λadvLadv + λCRLCR (5)
where Lidt also includes the augmented labeled samples.
3.4 Multi-mode Augmentation Network
The augmentation network G is a fully convolutional network that maps an
image to another. To preserve the geometric structure, our architecture does
not involve any downsampling or upsampling. In order to generate styles similar
to the unlabeled images, an image discriminator DI is trained to distinguish
between the texture styles of unlabeled images and generated images:
LDI = −Ex∼X [logDI(y = 0|G(x, z))]− Eu∼U [logDI(y = 1|u)], (6)
LGadv = −Ex∼X [logDI(y = 1|G(x, z))]. (7)
Here z ∼ N (0, I) is a random style vector to control the styles of the output
image, which is injected into the generation process via Adaptive Instance Nor-
malization (AdaIN) [13]. Although the adversarial learning could make sure the
output are in the unlabeled space, but it cannot ensure that (1) the content of
the input is maintained in the output image and (2) the random style z is being
used to generate diverse visual styles. Inspired by recent work on unsupervised
image-to-image translation [53,14], we propose to use use an additional recon-
struction pipeline to simultaneously satisfy these two requirements. First, we
introduce an additional style encoder Ez to capture the corresponding style in
9Fig. 6: Example generated images of the augmentation network.
the input image. A reconstruction loss is then enforced to keep the consistency
of the image content:
LGrec = Ex∼X [‖x−G(x,Ez(x))‖2] + Eu∼U [‖u−G(u,Ez(u))‖2], (8)
Second, during the reconstruction, we add another latent style discriminator Dz
to guarantee the distribution of Ez(u) align with prior distribution N (0, I):
LDz = −Eu∼U [logDz(y = 0|Ez(u))]− Ez∼N (0,I)[logDz(y = 1|z)], (9)
Lzadv = −Eu∼U [logDz(y = 1|Ez(u))], (10)
The overall loss function of the generator is given by:
LG = λGadvLGadv + λGrecLGrec + λzadvLzadv (11)
A overview of the training framework of G is given in Fig. 5 and example gen-
erated images are shown in Fig. 6. The architecture details of different modules
are given in the supplementary file.
4 Experiments
4.1 Implementation Details
Training Details of the Recognition Models All the models are imple-
mented with Pytorch v1.1. We use the RetinaFace [6] for face detection and
alignment. All images are transformed into a size of 112 × 112. A modified 50-
layer ResNet in [5] is used as our architecture. The embedding size is 512 for
all models. By default, all the models are trained with 150, 000 steps with a
batch size of 256. For semi-supervised models, we use 64 unlabeled images and
192 labeled images in each mini-batch. For models which uses the augmentation
module, 20% of the labeled images are augmented by the generator network. The
scale parameter s and margin parameter m are set to 30 and 0.5, respectively.
We empirically set λidt, λadv as 1.0 and 0.01. For models that utilizes the con-
sistency regularization, λCR is set to 0.2. Random image translation, flipping,
occlusion and downsampling are used as data perturbation for those models.
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Fig. 7: Examples face images of different datasets used in this work.
Training Details of the Generator Models The generator is trained for
160, 000 steps with a batch size of 8 images (4 from each dataset). Adam opti-
mizer is used with β1 = 0.5 and β2 = 0.99. The learning rate starts with 1e− 4
and drops to 1e− 5 after 80, 000 steps. The detailed architectures are provided
in the supplementary material. λGadv, λ
G
rec and λ
z
adv are set to as 1.0, 10.0 and
1.0, respectively.
4.2 Datasets
We use MS-Celeb-1M [10] as our labeled training dataset. MS-Celeb-1M is a
large-scale public face datasets of celebrity photos. The original dataset is known
to contain a large number of noisy labels [3], so we use a cleaned version from
ArcFace [5] as training data. After removing the overlapped subjects with the
testing sets and duplicate images, we are left 3.9M images of 85.7K classes. As for
unlabeled images, we choose WiderFace [49] as our training data. WiderFace
is dataset collected by retrieving images from search engines with different event
keywords. As a face detection dataset, it includes a much wider domain of photos
and the faces (See Fig. 7). Many faces in this dataset still cannot be detected by
state-of-the-art detection methods [6]. We only keep the detectable faces in the
WiderFace training set as our training data. Our goal is to close the gap between
face detection and recognition engine and improve the recognition performance
on a general settings with any detectable faces. At the end, we were able to
detect about 70K faces from WiderFace, less than 2% of our labeled training
data.
To evaluate the face representation models, we test on three benchmarks,
namely IJB-B, IJB-C and IJB-S. These datasets represent real-world testing
scenarios where face images show different characteristics from celebrity photos
in the training set. The details of these datasets are as follows:
– IJB-B [46] includes both high quality celebrity photos taken from the wild
and low quality photos or video frames with large variations of illumination,
occlusion, head pose, etc. There are 68,195 images of 1,845 identities in
all. We test on both verification and identification protocols of the IJB-B
benchmark.
– IJB-C [26] is a newer version of IJB-B dataset. It has a similar protocol but
with 140,732 images of 3,531 identities.
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– IJB-S [15] is an extremely challenging benchmarks where the images were is
collected from surveillance cameras. There are in all 202 identities with an av-
erage of 12 videos per person. Each person also has 7 high-quality enrollment
photos (with different poses) which constitute the gallery. We test on two
protocols of the IJB-S dataset, Surveillance-to-Still (V2S) and Surveillance-
to-Booking (V2B), both of which are identification protocols. The difference
between them is that in Surveillance-to-Still (V2S) the gallery of each person
is a single frontal photo while Surveillance-to-Booking (V2B) uses all 7 reg-
istration photos as gallery. To Reduce the evaluation time, the expriments
in Sec. 4.3 and Sec. 4.4 are conducted with subsampled frames from each
video, whose performance is close to using the whole video (Sec. 4.5).
Although our goal is to improve recognition performance on domains that are
different from the training set, we would not like to lose the discrimination power
in the original domain (high-quality photos) either. Therefore, during ablation we
also evaluate our models on the standard LFW [12] protocol, which is a celebrity
photo dataset, similar to the labeled training data (MS-Celeb-1M). Note that
the accuracy on the LFW protocol is highly saturated, so the main goal is just
to check whether there is a significant performance drop on the constrained faces
while increasing the generalizability to unconstrained ones. Example images of
different datasets are shown in Figure 7.
4.3 Ablation Study
In this section, we conduct an ablation study to quantitatively evaluate the ef-
fect of different modules proposed in this paper. In particular, we have three
modules to study: Domain Alignment (DA), Consistency Regularization (CR)
and Augmentation Network (AN). The performance is shown in Table 1. As we
already showed in Fig. 3 and Fig. 4, domain adversarial loss is able to force the
embeddings of face images to increase the intra-class distance. Consequently, we
observe the performance improvement on the most of the protocols on IJB-C
and IJB-S. Being Combined with the domain alignment module, both the con-
sistency regularization strategy and augmentation network method could lead to
further improvement. In particular, augmentation network leads to a more stable
improvement across the protocols. However, when we attempt to combine these
two modules, we observe that the performance actually becomes lower, which
means the constraints enforced by the two modules might not be independent
from each other. Therefore, for the following experiment, we use the “DA+AN”
as our default method.
4.4 Quantity vs. Diversity
Although we have shown in Sec. 4.3 that utilizing unlabeled data leads to better
performance on challenging testing benchmarks, generally it shall be expected
that simply increasing the number of labeled training data can also have a similar
effect. Therefore, in this section, we conduct a more detailed study to answer
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Table 1: Ablation study over different training methods of the embedding network.
All models has identification loss by default. “DA”, “CR”, “AN” refer to “Domain
Alignment”, “Consistency Regularization” and “Augmentation Network”, respectively.
Method
IJB-C (Vrf) IJB-C (Idt) IJB-S (V2S) LFW
1e-7 1e-6 1e-5 Rank1 Rank5 Rank1 Rank5 Accuracy
Baseline 62.90 82.94 90.73 94.90 96.77 53.23 62.91 99.80
DA 72.74 85.33 90.52 94.99 96.75 56.35 66.77 99.82
DA + CR 73.36 87.53 91.65 95.34 96.97 55.53 65.45 99.73
DA + AN (proposed) 77.39 87.92 91.86 95.61 97.13 57.33 65.37 99.75
DA + CR + AN 73.39 86.60 91.41 95.48 97.03 57.14 65.69 99.72
0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
# Training Data (million)
40
45
50
55
IJB-S-V2S (Rank1)
labeled only
labeled+unlabeled
0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
# Training Data (million)
46
48
50
52
54
56
58
60
IJB-S-V2B (Rank1)
labeled only
labeled+unlabeled
0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
# Training Data (million)
91
92
93
94
95
IJB-C (Rank1)
labeled only
labeled+unlabeled
0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
# Training Data (million)
55
60
65
70
75
IJB-C (TAR@FAR=1e-7)
labeled only
labeled+unlabeled
0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
# Training Data (million)
70
75
80
85
IJB-C (TAR@FAR=1e-6)
labeled only
labeled+unlabeled
0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
# Training Data (million)
78
80
82
84
86
88
90
92
IJB-C (TAR@FAR=1e-5)
labeled only
labeled+unlabeled
Fig. 8: Evaluation Results on IJB-C and IJB-S with different protocols and dif-
ferent number of labeled training data.
such a question: which is more important for feature generalizability: quantity or
diversity of the training data? In particular, we train several supervised models
by adjusting the number of labeled training data. For each such model, we also
train a corresponding model with additional unlabeled data. The evaluation
results are shown in Figure 8.
On the IJB-S dataset, which is significantly different from the labeled training
data, we see that the models trained with unlabeled data consistently outper-
forms the supervised baselines with a large margin. In particular, the proposed
method achieves better performance than the supervised baseline even when
there is only one-fourth of the overall labeled training data (1M vs 4M), indicat-
ing the value of data diversity during training. Note that there is a significant
performance boost when increasing the number of labeled samples from 0.5M to
1M. However, after that, the benefit of acquiring more labeled data plateaus and
in fact it is more helpful to introduce 70K unlabeled data than 3M additional
labeled data.
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Table 2: Performance comparison with state-of-the-art methods on the IJB-C dataset.
Method Data Model
Verification Identification
1e-7 1e-6 1e-5 1e-4 Rank1 Rank5
Cao et al. [3] 13.3M SE-ResNet-50 - - 76.8 86.2 91.4 95.1
PFE [35] 4.4M ResNet-64 - - 89.64 93.25 95.49 97.17
ArcFace [5] 5.8M ResNet-50 67.40 80.52 88.36 92.52 93.26 95.33
Ranjan et al. [30] 5.6M ResNet-101 67.4 76.4 86.2 91.9 94.6 97.5
AFRN [16] 3.1M ResNet-101 - - 88.3 93.0 95.7 97.6
Baseline 3.9M ResNet-50 62.90 82.94 90.73 94.57 94.90 96.77
Proposed 4.0M ResNet-50 77.39 87.92 91.86 94.66 95.61 97.13
Table 3: Performance comparison with state-of-the-art methods on the IJB-B dataset.
Method Data Model
Verification Identification
1e-6 1e-5 1e-4 1e-3 Rank1 Rank5
Cao et al. [3] 13.3M SE-ResNet-50 - 70.5 83.1 90.8 90.2 94.6
Comparator [48] 3.3M ResNet-50 - - 84.9 93.7 - -
ArcFace [5] 5.8M ResNet-50 40.77 84.28 91.66 94.81 92.95 95.60
Ranjan et al. [30] 5.6M ResNet-101 48.4 80.4 89.8 94.4 93.3 96.6
AFRN [16] 3.1M ResNet-101 - 77.1 88.5 94.9 97.3 97.6
Baseline 3.9M ResNet-50 40.12 84.38 92.79 95.90 93.85 96.55
Proposed 4.0M ResNet-50 43.38 88.19 92.78 95.86 94.62 96.72
On the IJB-C dataset, for both verification and identification protocols, we
observe a similar trend as the IJB-S dataset. In particular, larger improvement
is achieved at lower FARs. This is because the verification threshold at lower
FARs is affected by the low quality test data (difficult impostor pairs), which
is more similar to our unlabeled data. Another interesting observation is that
the improvement margin increases when there is more labeled data. Note that
in general semi-supervised learning, we would expect less improvement by using
unlabeled data when there is more labeled data. But it is the opposite in our
case because the unlabeled data has different characteristics than the labeled
data. So when the performance of supervised model saturates with sufficient
labeled data, transferring the knowledge from diverse unlabeled data becomes
more helpful.
For both IJB-S and IJB-C (TAR@FAR=1e-7), we observe that after a certain
point, adding more labeled data does not boost performance any more and the
performance starts to fluctuate. This happens because the new labeled data does
not necessarily help with those hard cases. Based on these results, we conclude
that when the number of labeled training data is small, it is more important
to increase the quantity of the labeled dataset. Once there is sufficient labeled
training data, the generalizablity of the representation tends to saturate while the
diversity of the training data becomes more important. Additional experimental
results on the choice of the unlabeled dataset can be found in Section A.
4.5 Comparison with State-of-the-Art FR Methods
In Table 2 we show more complete results on IJB-C dataset and compare our
method with other state-of-the-art methods. In generally, we observe that with
fewer labeled training samples and number of parameters, we are able to achieve
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Table 4: Performance on the IJB-S benchmark.
Method
Surveillance-to-Still Surveillance-to-Booking
Rank1 Rank5 Rank10 1% 10% Rank1 Rank5 Rank10 1% 10%
MARN [9] 58.14 64.11 - 21.47 - 59.26 65.93 - 32.07 -
PFE [35] 50.16 58.33 62.28 31.88 35.33 53.60 61.75 62.97 35.99 39.82
ArcFace[5] 50.39 60.42 64.74 32.39 42.99 52.25 61.19 65.63 34.87 43.50
Baseline 53.23 62.91 67.83 31.88 43.32 54.26 64.18 69.26 32.39 44.32
Proposed 59.29 66.91 69.63 39.92 50.49 60.58 67.70 70.63 40.80 50.31
state-of-the-art performance on most of the protocols. Particularly at low FARs,
the proposed method outperforms the baseline methods with a good margin.
This is because at a low FAR, the verification threshold is mainly determined
by low quality impostor pairs, which are instances of the difficult face samples
that we are targeting with additional unlabeled data. Similar trend is observed
for IJB-B dataset (Table 3). Note that because of fewer number of face pairs,
we are only able to test at higher FARs for IJB-B dataset.
In Table 4 we show the results on two different protocols of IJB-S. Both
the Surveillance-to-Still (V2S) and Surveillance-to-Booking (V2B) protocols use
surveillance videos as probes and mugshots as gallery. Therefore, IJB-S results
represent a cross domain comparison problem. Overall, the proposed system
achieve new state-of-the-art performance on both protocols.
5 Conclusions
We have proposed a semi-supervised framework of learning robust face repre-
sentation that could generalize to domains beyond the labeled training dataset.
Without collecting domain specific data, we utilized a relatively small unlabeled
dataset containing diverse styles of face images. The images in the unlabeled
dataset are assumed to come from different sources and hence span more testing
domains. In order to fully utilize the unlabeled dataset, two methods are pro-
posed. First, we showed that the domain adversarial learning, which is common
in adaptation methods, can also be applied in our setting to reduce the holistic
feature gap and to increase the inter-class distance between the unconstrained
faces. Second, we propose to use an image translation network as a data-driven
augmentation module. The augmentation network can capture different visual
styles in the unlabeled dataset and apply them to the labeled images during
training, making the face representation more discriminative in the unlabeled
domains. Our experimental results show that as the number of labeled images
increases, the performance of the supervised baseline tends to saturate on the
challenging testing scenarios. Instead, introducing more diverse training data
becomes more important and helpful. In a few challenging protocols, we showed
that the proposed method can outperform the supervised baseline with less than
half of the labeled data. By training on the labeled MS-Celeb-1M dataset and
unlabeled WiderFace dataset, our final model achieves state-of-the-art perfor-
mance on challenging benchmarks such as IJB-B, IJB-C and IJB-S.
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A Choice of the Unlabeled Dataset
In Section 4.4 of the main paper, we discussed on the impact of the quan-
tity/diversity of training data on feature generalizability, where we conducted
the experiments by adjusting the number of labeled faces. Here, we extend the
discussion by showing more experiments on the choice of unlabeled dataset. In
addition to the WiderFace dataset that we used in the main paper, we con-
sider to utilize two other datasets: MegaFace [18] and CASIA-WebFace [50]. For
MegaFace, we only use the distractor images in their identification protocol,
which are crawled from album photos on Flicker and present a larger degree
of variation compared with the faces in MS-Celeb-1M. CASIA-WebFace, simi-
lar to MS-Celeb-1M, is mainly composed of celebrity photos, and therefore it
should not introduce much additional diversity. Note that CASIA-WebFace is a
labeled dataset but we ignore its labels for this experiment. The diversity (fa-
cial variation) of the three datasets can ranked as: WiderFace > MegaFace >
CASIA-WebFace. Example images of the three datasets are shown in Fig. 9. For
both MegaFace and CASIA-Webface, we choose a random subset to match the
number of the WiderFace. Furthermore, to see the impact of the quantity of
unlabeled dataset, we also train the models with different numbers of unlabeled
data. Then, we evaluate all the models on IJB-S, IJB-C and LFW. The reason
to evaluate on LFW here is to see the impact of different unlabeled datasets
on the performance in the original domain. The results are shown in Fig. 10.
Note that due to the large number of experiments, we do not use augmentation
network here. But empirically we found the trends would be similar.
From Fig. 10, it can be seen that in general, the more diverse the unlabeled
dataset is, the more performance boost it leads to. In particular, using CASIA-
WebFace as the unlabeled dataset hardly improves performance on any protocol.
This is expected because CASIA-WebFace is very similar to MS-Celeb-1M and
hence it cannot introduce additional diversity to regularize the training of face
representations. Using MegaFace distractors as the unlabeled dataset improves
the performance on both IJB-C and IJB-S, both of which have more variations
than the MS-Celeb-1M. Using WiderFace as the unlabeled dataset further im-
proves the performance on the IJB-S dataset. Note that all the models in this
experiment maintain the high performance on the LFW dataset. In other words,
using a more diverse unlabeled dataset would not deteriorate the performance
(a) CASIA-Webface (b) MegaFace (c) WiderFace
Fig. 9: Examples face images of different unlabeled datasets used in this experiment.
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Fig. 10: Evaluation Results on IJB-S, IJB-C and LFW with different protocols
and different number and choice of unlabeled training data. The red line here
refers the performance of the supervised baseline which does not use any unla-
beled data.
on the original domain and safely improves the performance on the challenging
new domains. An additional result that we can observe is that the size of the
unlabeled dataset does not have a clear effect compared to its diversity.
B Discussion on Binary Domain Adversarial Loss
In our work, the unlabeled dataset should be a diverse dataset collected from dif-
ferent sources, i.e. covering different sub-domains (types) of face images. Thus, if
we have the access to such sub-domain labels, a natural choice of the domain ad-
versarial loss would be aligning each of the sub-domain with feature distribution
of the labeled images. However, in practice, we might not have access to such
domain labels and therefore we proposed a more generic solution using a binary
domain alignment loss. In this loss function, we consider all the unlabeled images
as one distribution and try to minimize the holistic domain gap between the un-
labeled images and labeled ones. Such a choice is made with two reasons: (1) the
binary domain alignment is a prerequisite for the alignment of sub-domains and
therefore, as an upper bound, this loss function should also reduce the domain
gap for sub-domains; (2) Empirically we found the binary domain alignment
loss is sufficient to reduce the sub-domain gap. To show the second point, we
conduct a controlled experiments with a toy dataset. We split the MS-Celeb-1M
into labeled images and unlabeled images (no identity overlap). The unlabeled
images are then processed with one of the three degradation: random Gaussian
noise, random occlusion and downsampling. Thus, we create three sub-domains
in the unlabeled dataset. The corresponding domain shift can be observed in
the t-SNE plot in Fig. 11 (a), where the model is trained only on the labeled
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(a) w/o Domain Adversarial Loss
Original
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Downsampled
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(b) w/ Domain Adversarial Loss (Binary)
Fig. 11: t-SNE visualization of the face embeddings using synthesized unlabeled
images. Using part of the MS-Celeb-1M as unlabeled dataset, we create three sub
domains by processing the images with either random Gaussian noise, random
occlusion or downsampling. (a) different sub-domains show different domain shift
in the embedding space of the supervised baseline. (b) with the holistic binary
domain adversarial loss, each of the sub-domain is aligned with the distribution
of the labeled data.
split. Then, we incorporate the augmented unlabeled images into training with
the binary domain adversarial loss. In Fig. 11 (b), we observe that with such a
holistic regularization, the distribution of each of sub-domain is aligned with the
original domain.
C Numerical Results on IJB-B, IJB-C
In Table 5 and Table 6, we show more numerical results on the IJB-C and IJB-
B dataset, respectively. Since all the baseline methods (from other papers) are
trained on different number of labeled images, we report the performance of our
models trained on different labeled subsets for a more fair comparison. From the
tables, we could observe that our models outperform most of the baselines with
equal or less than 2M labeled data.
D Architecture of Augmentation Network
The architecture of our augmentation network is based on MUNIT [14]. Let
c5s1-k be a 5 × 5 convolutional layer with k filters and stride 1. dk-IN de-
notes a 3 × 3 convolutional layer with k filters and dilation 2, where IN means
Instance Normalization [43]. Similarly, AdaIN means Adaptive Instance Nor-
malization [13] and LN denotes Layer Normalization [1]. fc8 denotes a fully
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Table 5: Performance comparison with state-of-the-art methods on the IJB-C dataset.
Method Data Model
Verification Identification
1e-7 1e-6 1e-5 1e-4 Rank1 Rank5
Cao et al. [3] 13.3M SE-ResNet-50 - - 76.8 86.2 91.4 95.1
PFE [35] 4.4M ResNet-64 - - 89.64 93.25 95.49 97.17
ArcFace [5] 5.8M ResNet-50 67.40 80.52 88.36 92.52 93.26 95.33
Ranjan et
al. [30]
5.6M ResNet-101 67.4 76.4 86.2 91.9 94.6 97.5
AFRN [16] 3.1M ResNet-101 - - 88.3 93.0 95.7 97.6
Baseline 500K ResNet-50 51.13 66.44 77.58 87.73 90.90 94.50
Proposed 500K+70K ResNet-50 60.33 71.24 80.31 88.18 91.81 94.96
Baseline 1.0M ResNet-50 59.53 77.70 86.16 92.13 93.62 95.93
Proposed 1.0M+70K ResNet-50 61.87 79.76 87.16 92.39 94.19 96.30
Baseline 2.0M ResNet-50 67.64 78.66 88.16 93.48 94.34 96.34
Proposed 2.0M+70K ResNet-50 78.62 84.91 90.61 93.77 95.04 96.80
Baseline 3.0M ResNet-50 62.65 79.20 89.20 94.20 94.76 96.49
Proposed 3.0M+70K ResNet-50 78.38 85.91 91.56 94.48 95.51 97.04
Baseline 3.9M ResNet-50 62.90 82.94 90.73 94.57 94.90 96.77
Proposed 3.9M+70K ResNet-50 77.39 87.92 91.86 94.66 95.61 97.13
Table 6: Performance comparison with state-of-the-art methods on the IJB-B dataset.
Method Data Model
Verification Identification
1e-6 1e-5 1e-4 1e-3 Rank1 Rank5
Cao et al. [3] 13.3M SE-ResNet-50 - 70.5 83.1 90.8 90.2 94.6
Comparator [48] 3.3M ResNet-50 - - 84.9 93.7 - -
ArcFace [5] 5.8M ResNet-50 40.77 84.28 91.66 94.81 92.95 95.60
Ranjan et
al. [30]
5.6M ResNet-101 48.4 80.4 89.8 94.4 93.3 96.6
AFRN [16] 3.1M ResNet-101 - 77.1 88.5 94.9 97.3 97.6
Baseline 500K ResNet-50 39.35 71.14 84.37 92.12 89.74 94.16
Proposed 500K+70K ResNet-50 45.39 72.35 84.75 92.00 90.46 94.42
Baseline 1.0M ResNet-50 45.75 80.11 90.19 94.48 92.37 95.78
Proposed 1.0M+70K ResNet-50 41.59 82.10 90.09 94.64 92.88 95.91
Baseline 2.0M ResNet-50 47.62 82.30 91.82 95.46 93.25 96.05
Proposed 2.0M+70K ResNet-50 44.76 86.26 91.92 95.27 94.01 96.23
Baseline 3.0M ResNet-50 42.77 82.86 92.48 95.78 93.80 96.23
Proposed 3.0M+70K ResNet-50 43.09 87.31 92.80 95.70 94.35 96.53
Baseline 3.9M ResNet-50 40.12 84.38 92.79 95.90 93.85 96.55
Proposed 3.9M+70K ResNet-50 43.38 88.19 92.78 95.86 94.62 96.72
connected layer with 8 filters. avgpool denotes a global average pooling layer.
No normalization is used in the style encoder. We use Leaky ReLU with slope
0.2 in the discriminator and ReLU activation everywhere else. The architectures
of different modules are as follows:
– Style Encoder:
c5s1-32,c3s2-64,c3s2-128,avgpool,fc8
– Generator:
c5s1-32-IN,d32-IN,d32-AdaIN,d32-LN,d32-LN,c5s1-3
– Discriminator:
c5s1-32,c3s2-64,c3s2-128
The length of the latent style code is set to 8. A style decoder (multi-layer percep-
tron) has two hidden fully connected layers of 128 filters without normalization,
which transforms the latent style code to the parameters of the AdaIN layer.
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E Ablation over the Settings of Augmentation Network
In this section, we ablate over the training modules of the augmentation network.
In particular, we consider to remove the following modules for different variants:
Latent-style code for multi-mode generation (MM), Image Discriminator (DI),
Reconstruction Loss (Rec), Style Discriminator (Dz ) and the architecture with-
out downsampling (ND). The qualitative results of different models are shown
in Fig. 12. Without the latent style code (Model a), the augmentation network
can only output one deterministic image for each input, which mainly applies
blurring to the input image. Without the image adversarial loss (Model b), the
model cannot capture the realistic variations in the unlabeled dataset and the
style code can only change the color channel in this case. Without the Recon-
struction Loss (Model c), the model is trained only with adversarial loss but
without the regularization of content preservation. And therefore, we see clear
artifacts on the output images. However, adding reconstruction loss alone hardly
helps, since the latent code used in the reconstruction of the unlabeled images
could be very different from the prior distribution p(z) that we use for genera-
tion. Therefore, similar artifacts can be observed if we do not add latent code
adversarial loss (Model d). As for the architecture, if we choose to use an encoder-
decoder style network as in the original MUNIT [14], with downsampling and
upsampling (Model e), we observe that the output images are always blurred
due to the loss of spatial information. In contrast, with our architecture (Model
f), the network is capable of augmenting images with diverse color, blurring and
illumination styles but without clear artifacts.
Furthermore, we incorporate these different variants of augmentation net-
works into training and show the results in Table 7. The baseline model here is
a model that only uses domain alignment loss without augmentation network.
In fact, compared with this baseline, using all different variants of the augmen-
tation network achieves performance improvement in spite of the artifacts in the
generated images. But a more stable improvement is observed for the proposed
augmentation network across different evaluation protocols. We also show more
examples of augmented images in Figure 13.
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Input Model (a) Model (b) Model (c) Model (d) Model (e) Model (f)
Fig. 12: Ablation study of the augmentation network. Input images are shown in
the first column. The subsequent columns show the results of different models
trained without a certain module or loss. The texture style codes are randomly
sampled from the normal distribution.
Table 7: Ablation study over different training methods of the augmentation network.
“MM”, “DI”, “DZ”, “rec”, “ND” refer to “Multi-mode”, “Image Discriminator”, “Re-
construction Loss”, “Latent Style Discriminator” and “No Downsampling”, respec-
tively. The first row is a baseline that uses only the domain adversarial loss but no
augmentation network. “Model (a)” is a single-mode translation network that does not
use latent style code.
Model
Modules IJB-C (Vrf) IJB-C (Idt) IJB-S (V2S) LFW
MM DI Rec DZ ND 1e-7 1e-6 1e-5 Rank1 Rank5 Rank1 Rank5 Accuracy
72.74 85.33 90.52 94.99 96.75 56.35 66.77 99.82
(a) X X 74.80 87.58 91.94 95.51 97.09 56.98 65.66 99.80
(b) X X X X 75.32 88.00 91.71 95.42 97.04 57.54 66.72 99.75
(c) X X X 74.51 87.49 91.97 95.61 97.18 57.17 66.24 99.78
(d) X X X X 75.07 88.11 92.19 95.66 97.12 56.85 64.87 99.78
(e) X X X X 73.99 86.52 91.33 95.33 97.04 58.47 66.00 99.73
(f) X X X X X 77.39 87.92 91.86 95.61 97.13 57.33 65.37 99.75
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Fig. 13: More examples of augmented images. The photos in the first column
are the input images. The remaining images in each row are generated by the
augmentation network with different style code.
