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ON OSCILLATORY INTEGRALS ASSOCIATED TO PHASE
FUNCTIONS WITH DEGENERATE SINGULAR POINTS
TOSHIO NAGANO AND NAOYA MIYAZAKI
Abstract. In this note, by using the result in one variable, we obtain as-
ymptotic expansions of oscillatory integrals for certain multivariable phase
functions with degenerate singular points. Moreover by using this result, we
have asymptotic expansions of oscillatory integrals with phase function of type
Ak, E6, E8-function germs.
1. Introduction
We study asymptotic expansions of oscillatory integrals:
Os-
∫
Rn
eiλφ(x)a(x)dx := lim
ε→+0
∫
Rn
eiλφ(x)a(x)χ(εx)dx,
as a positive real parameter λ→∞, where χ ∈ S(Rn) with χ(0) = 1 and 0 < ε < 1.
As to a method of asymptotic expansions of oscillatory integrals for phase func-
tions with a non-degenerate singular point, the stationary phase method is known
([7], [8], [4], [6]).
We are interested in asymptotic expansions of oscillatory integrals for phase func-
tions with a degenerate singular point expressed by real polynomials
∑n
j=1±xmj ,
and for amplitude functions belonging to the class Aτδ (Rn) (Definision 2.5).
In [10], we obtained the following result in one variable, for a phase function
φ(x) = ±xm where m ∈ N (Theorem 2.6): for any N > m, as λ→∞,
Os-
∫ ∞
−∞
e±iλx
m
a(x)dx =
N−m−1∑
k=0
c±k
a(k)(0)
k!
λ−
k+1
m +O
(
λ−
N−m+1
m
)
,
where c±k is given by (2.5).
In this note, by using this result, we obtained the following result in multi-
variable, for a phase function φ(x) =
∑n
j=1±jxmj where mj ∈ N such that
m1 ≥ · · · ≥ mn ≥ 2 and ±j stands for “+” or “−” determined by j (Theorem
4.2): for any N1 ∈ N such that N1 > m1, as λ→∞,
Os-
∫
Rn
eiλ
∑
n
j=1
±jx
mj
a(x)dx =
∑
α∈Ω
cαλ
−
∑n
j=1
αj+1
mj +O
(
λ
−
N1−m1+1
m1
)
,
where Ω and cα are given by (4.3) and (4.4).
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Moreover by using our result, in the cases of the phase function φ is type Ak,
E6, E8-function germ where k ∈ N ([1], [2]):
Ak : ±xk+11 + x22 + x23, E6 : ±x41 + x32 + x23, E8 : x51 + x32 + x23,
we can obtain asymptotic expansions of oscillatory integrals (Corollary 4.4): for
any N ∈ N such that N > k + 1, N > 4 and N > 5 respectively, as λ→∞,
Os-
∫
R3
eiλ(±x
k+1
1
+x22+x
2
3)a(x)dx =
∑
α∈Ω1
cαλ
−
α1+1
k+1
−
α2+1
2
−
α3+1
2 +O
(
λ−
N−k
k+1
)
,
Os-
∫
R3
eiλ(±x
4
1+x
3
2+x
2
3)a(x)dx =
∑
α∈Ω2
cαλ
−
α1+1
4
−
α2+1
3
−
α3+1
2 +O
(
λ−
N−3
4
)
,
Os-
∫
R3
eiλ(x
5
1+x
3
2+x
2
3)a(x)dx =
∑
α∈Ω3
cαλ
−
α1+1
5
−
α2+1
3
−
α3+1
2 +O
(
λ−
N−4
5
)
.
As to a study related to this result, there is a [3].
To the end of §1, we remark notation which will be used in this letter:
α = (α1, . . . , αn) ∈ Zn≥0 is a multi-index with a length |α| = α1 + · · ·+ αn, and
then, we use xα = xα11 · · ·xαnn , α! = α1! · · ·αn!, ∂αx = ∂α1x1 · · · ∂αnxn , Dαx = Dα1x1 · · ·Dαnxn
and D˜αx = D˜
α1
x1 · · · D˜αnxn , where ∂xj = ∂∂xj , Dxj = i−1∂xj and D˜xj = λ−1Dxj for
x = (x1, . . . , xn) and λ > 0.
C∞(Rn) is the set of complex-valued functions of class C∞ on Rn. C∞0 (R
n) is
the set of all f ∈ C∞(Rn) with compact support. S(Rn) is the Schwartz space of
rapidly decreasing functions of class C∞ on Rn, that is, the Fre´chet space of all
f ∈ C∞(Rn) such that maxk+|α|≤m supx∈Rn〈x〉k|∂αx f(x)| < ∞ for any m ∈ Z≥0,
where 〈x〉 := (1 + |x|2)1/2.
[x] is the Gauss’ symbol for x ∈ R, that is, [x] ∈ Z such that x− 1 < [x] ≤ x.
O means the Landau’s symbol, that is, f(x) = O(g(x)) (x→ a) if |f(x)/g(x)| is
bounded as x→ a for functions f and g, where a ∈ R ∪ {±∞}.
δij is the Kronecker’s delta, that is, δii = 1, and δij = 0 if i 6= j.
τ+ := max{τ, 0} for τ ∈ R.
2. Preliminaries
In this section, we shall recall asymptotic expansions of oscillatory integrals and
the result in one variable. First we recall the oscillatory integrals.
Definition 2.1. Let λ > 0 and let φ be a real-valued function of class C∞ on Rn
and a ∈ C∞(Rn). If there exists the following limit of improper integral:
I˜φ[a](λ) := Os-
∫
Rn
eiλφ(x)a(x)dx := lim
ε→+0
∫
Rn
eiλφ(x)a(x)χ(εx)dx
independent of χ ∈ S(Rn) with χ(0) = 1 and 0 < ε < 1, then we call I˜φ[a](λ) an
oscillatory integral where we call φ (resp. a) a phase function (resp. an amplitude
function).
If we suppose certain suitable conditions for φ and a, then we can show I˜φ[a](λ)
exists independent of χ and ε (Theorem 3.6 (ii)). The fundamental properties are
the following (cf. [9] p.47.):
Proposition 2.2. Let χ ∈ S(Rn) with χ(0) = 1 and 〈x〉 := (1 + |x|2)1/2. Then
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(i) χ(εx)→ 1 uniformly on any compact set in Rn as ε→ +0.
(ii) For each multi-index α ∈ Zn≥0, there exists a positive constant Cα indepen-
dent of 0 < ε < 1 such that for any x ∈ Rn
|∂αx (χ(εx))| ≤ Cα〈x〉−|α|.
(iii) For any multi-index α ∈ Zn≥0 with α 6= 0, ∂αxχ(εx)→ 0 uniformly in Rn as
ε→ +0.
Proof. (i) Let K be an any compact set in Rn. Since χ ∈ S(Rn), put CK :=
n supx∈K |x| · supx∈Rn |∂xχ(x)| > 0, then by Taylor expansion of χ(x) at x = 0, for
each ε′ > 0, there exists δ := ε′/CK > 0, for any ε > 0 such that 0 < ε < δ and for
any x ∈ K,
|χ(εx)− 1| ≤
n∑
k=1
ε|x|
∫ 1
0
|∂xkχ(θεx)|dθ ≤ CKε < CKδ = CK ·
ε′
CK
= ε′.
Therefore χ(εx)→ 1 uniformly on any compact set K in Rn as ε→ +0.
(ii) For any multi-index α ∈ Zn≥0,
∂αx (χ(εx)) = (∂
α
xχ)(y)
∣∣
y=εx
· ε|α|(2.1)
= {|y||α|(∂αxχ)(y)}
∣∣
y=εx
· |x|−|α|.(2.2)
Here since χ ∈ S(Rn), put C′α,k := supx∈Rn〈x〉k|∂αxχ(x)| > 0 for any k ∈ Z≥0.
If |x| ≤ 1, since 〈x〉 ≤ √2, then by (2.1), there exists a positive constant Cα :=
2|α|/2C′α,0 independent of 0 < ε < 1 such that
|∂αx (χ(εx))| ≤ C′α,0ε|α| ≤ C′α,0{
√
2〈x〉−1}|α| = Cα〈x〉−|α|.
If |x| > 1, since 〈x〉 ≤ √2|x|, then by (2.2), there exists a positive constant
Cα := 2
|α|/2C′α,|α| independent of 0 < ε < 1 such that
|∂αx (χ(εx))| ≤ C′α,|α||x|−|α| ≤ C′α,|α|{
√
2〈x〉−1}|α| = Cα〈x〉−|α|.
(iii) If α 6= 0, since |α| ≥ 1, by (2.1), then for each ε′ > 0, there exists δ :=
(ε′/C′α,0)
1/|α| > 0, for any ε > 0 such that ε < δ and for any x ∈ Rn,
|∂αx (χ(εx)) − 0| ≤ C′α,0ε|α| < C′α,0δ|α| = C′α,0(ε′/C′α,0) = ε′.
Therefore ∂αxχ(εx)→ 0 uniformly in Rn as ε→ +0. 
In the stationary phase method, the typical case is the following:
Theorem 2.3. Let a ∈ S(Rn). Then for any N ∈ N, as λ→∞,∫
Rn
eiλ(
∑p
j=1
x2j−
∑n
j=p+1
x2j)a(x)dx
= pi
n
2 ei
pi
4
{p−(n−p)}
N−1∑
|β|=0
(−1)
∑
n
j=p+1
βj i|β|∂2βx a(0)
4|β|β!
λ−k−
n
2 +O
(
λ−N−
n
2
)
.
First we assume as the phase function the following:
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Definition 2.4. Let mj ∈ N such that µn := minj=1,...,nmj ≥ 2. Then we define
the phase function φn as follows: for any x = (x1, . . . , xn) ∈ Rn,
φn(x) :=
n∑
j=1
±jxmjj .(2.3)
Next according to the phase function, we define the class of amplitude functions
as follows (cf. [9] p.46.):
Definition 2.5. Assume that µn = minj=1,...,nmj as above. Let τ ∈ R and −1 ≤
δ < µn − 1. Then the class of amplitude functions Aτδ (Rn) is the set of all a ∈
C∞(Rn) such that for l ∈ Z≥0,
|a|(τ)l := maxk≤l supx∈Rn |x|
−τ−δ|α||∂αx a(x)| <∞.(2.4)
In [10], we obtained the following result in one variable.
Theorem 2.6. Assume that λ > 0, m ∈ N and a ∈ Aτδ (R). Then for any N ∈ N
such that N > m,
Os-
∫ ∞
−∞
e±iλx
m
a(x)dx =
N−m−1∑
k=0
c±k
a(k)(0)
k!
λ−
k+1
m +R±N (λ)
and
R±N (λ) : =
N−1∑
k=N−m
c±k
a(k)(0)
k!
λ−
k+1
m +
1
N !
Os-
∫ ∞
−∞
e±iλx
m
xNa(N)(θx)dx
= O
(
λ−
N−m+1
m
)
(λ→∞),
where
c±k := m
−1
{
e±i
pi
2
k+1
m + (−1)ke±(−1)mipi2 k+1m
}
Γ
(
k + 1
m
)
,(2.5)
0 < θ < 1 and double signs ± are in the same order.
Proof. We obtained this theorem in [10] (Theorem 5.2 (ii)). However, we recall the
proof for the readers.
First if p > q > 0, then applying Cauchy’s integral theorem to a homeomorphic
function eiz
p
zq−1 on the domain with the anticlockwise oriented boundary
∑4
j=1 Cj
defined by C1 := {z = r ∈ C|0 < ε ≤ r ≤ R}, C2 := {z = Reiθ ∈ C|0 ≤ θ ≤ pi/2p},
C3 := {z = −sei(pi/2p) ∈ C| − R ≤ s ≤ −ε} and C4 := {z = εe−iτ ∈ C| − pi/2p ≤
τ ≤ 0}, and using ε→ +0 and R→∞ give∫ ∞
0
e±ix
p
xq−1dx = p−1e±i
pi
2
q
pΓ
(
q
p
)
.(2.6)
Secondly if p > 0 and q > 0, then dividing
∫∞
0 e
±iλxpxq−1a(x)χ(εx)dx where
χ ∈ S(R) with χ(0) = 1 and 0 < ε < 1 by cutoff function ϕ, repeating integration
by parts by L := 1pxp−1
1
iλ
d
dx on the support of 1−ϕ, making the order of integrand
descend to be integrable in the sense of Lebesgue by L∗ := − 1iλ ddx 1pxp−1 , and appying
Lebsgue’s convergence theorem with Proposition 2.2 (i) and (iii) give the existence
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of oscillatory integrals I˜±p,q[a](λ) := Os-
∫∞
0
e±iλx
p
xq−1a(x)dx. In particular, if
λ = 1 and a ≡ 1, then by (2.6),
I˜±p,q := Os-
∫ ∞
0
e±ix
p
xq−1dx = p−1e±i
pi
2
q
pΓ
(
q
p
)
,(2.7)
and if q > p, then
|I˜±p,q[a](λ)| = O
(
λ−
q−p
p
)
(λ→∞).(2.8)
Thirdly dividing I˜±p,1[a](λ) := Os-
∫∞
0
e±ix
p
a(x)dx into the principal part and
the remainder term by Taylor expansion of a(x) at x = 0. And then applying (2.7)
after using change of variable y = λ1/px in the former and applying (2.8) in the
latter give for any N ∈ N such that N ≥ p+ 1,
Os-
∫ ∞
0
e±iλx
p
a(x)dx =
N−[p]−1∑
k=0
I˜±p,k+1
a(k)(0)
k!
λ−
k+1
p + R˜±N (λ),(2.9)
where
R˜±N (λ) :=
N−1∑
k=N−[p]
I˜±p,k+1
a(k)(0)
k!
λ−
k+1
p +
1
N !
Os-
∫ ∞
0
e±iλx
p
xNa(N)(θx)dx
= O
(
λ−
N−m+1
m
)
(λ→∞).(2.10)
Finally set p = m ∈ N on (2.9) and (2.10), and if x < 0, then changing a variable
x = −y completes the proof. 
3. Existence and estimates of oscillatory integrals
In this section, we shall show existence and estimates of oscillatory integrals used
in the next section. First as to the phase function, we have the following:
Proposition 3.1. Assume that φn is defined by (2.3). Then there exists a positive
constant C such that for any |xj | ≥ 1 for j = 1, . . . , n,
C|x|µn−1 ≤ |∇φn(x)|.
Proof. By Ho¨lder’s inequality:
∑n
j=1 x
2
j · 1 < (
∑n
j=1(x
2
j )
µn−1)1/(µn−1)(
∑n
j=1 1
q)1/q
where q > 1 and {1/(µn − 1)}+ (1/q) = 1 for µn > 2. 
Proposition 3.2. Assume that λ > 0 and φn is defined by (2.3). Let
Ln :=
n∑
j=1
bj(x)D˜xj , bj(x) :=
∂xjφn(x)
|∇φn(x)|2 ,(3.1)
Then Lne
iλφn(x) = eiλφn(x) and bj ∈ C∞(Rn \ {0}), and then for each multi-
index α ∈ Zn≥0, there exists a positive constant Cj,α such that for any |xk| ≥ 1 for
k = 1, . . . , n,
|∂αx bj(x)| ≤ Cj,α|x|−(µn−1).(3.2)
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Proof. By induction on |α|. If |α| = 0, by Proposition 3.1, then (3.2) holds. If
(3.2) holds for |α| − 1, then applying ∂αx to |∇φn(x)|2bj(x) = ∂xjφn(x) and using
Leibniz’s formula give
|∇φn(x)|2∂αx bj(x) = −
∑
0<β≤α
(
α
β
)
∂βx |∇φn(x)|2∂α−βx bj(x) + ∂αx ∂xjφn(x).
Moreover using
∣∣∂βx |∇φn(x)|2∣∣ ≤ Cβ |∇φn(x)|2, the hypothesis, |∂αx ∂xjφn(x)| ≤
Cα|∇φn(x)| and Proposition 3.1 show (3.2) for |α|. 
By Proposition 3.2, we obtain the following:
Proposition 3.3. Let
L∗n : = −
n∑
j=1
D˜xjbj(x)(3.3)
be a formal adjoint operator of Ln, and denote
L∗n =
n∑
j=1
dj(x)D˜xj + d0(x), dj(x) := −bj(x), d0(x) := −
n∑
j=1
D˜xj(bj(x)).(3.4)
Then dj ∈ C∞(Rn \ {0}) for j = 0, . . . , n, and for each multi-index α ∈ Zn≥0, there
exist positive constants Cj,α such that for any |xk| ≥ 1 for k = 1, . . . , n,
|∂αx dj(x)| ≤ Cj,α|x|−(µn−1) for j = 1, . . . , n,(3.5)
|∂αx d0(x)| ≤ C0,αλ−1|x|−(µn−1).(3.6)
Proof. The estimates (3.2) and (3.4) above give (3.5) and (3.6). 
By Proposition 3.3, we obtain the following:
Proposition 3.4. For any l ∈ Z≥0, denote
L∗ln f =
∑
|α|≤l
dl,α(x)D˜
α
x f(3.7)
for f ∈ C∞(Rn \{0}), where L∗0n is an identity operator. Then dl,α ∈ C∞(Rn \{0})
and for each multi-index β ∈ Zn≥0, there exists a positive constant Cl,β such that
for any |xk| ≥ 1 for k = 1, . . . , n,
|∂βxdl,α(x)| ≤ Cl,βλ−(l−|α|)|x|−(µn−1)l.(3.8)
Proof. By induction on l ∈ Z≥0. If l = 0, since d0,0 ≡ 1, then (3.8) holds. If (3.8)
holds for l− 1 with l ≥ 1, then for any l ∈ N and for any multi-index α ∈ Zn≥0 with
|α| ≤ l, for any f ∈ C∞(Rn \ {0}),
L∗ln f =
∑
|α|≤l−1
{( n∑
j=1
djD˜xjdl−1,α + d0dl−1,α
)
D˜αxf +
n∑
j=1
djdl−1,αD˜xj D˜
α
xf
}
Applying ∂βx to the coefficients and using Leibniz’s formula gives
|∂βxdl,α(x)| ≤
∑
|α|≤l−1
∑
β′≤β
(
β
β′
)
×
{∣∣∣∣∂β′x
( n∑
j=1
djD˜xjdl−1,α + d0dl−1,α
)∣∣∣∣+
∣∣∣∣∂β′x
( n∑
j=1
djdl−1,αλ
−1
)∣∣∣∣
}
.
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Moreover using (3.5), (3.6) and the induction hypothesis shows (3.8) for l. 
We also have
Proposition 3.5. Assume that λ > 0. For any s = 1, . . . , n, let φs(x
′) :=∑s
j=1±jxmjj , Ls :=
∑s
j=1 bj(x
′)D˜xj and L
∗
s := −
∑s
j=1 D˜xjbj(x
′) be defined by
(2.3), (3.1) and (3.3) for x = (x′, x′′) ∈ Rs×Rn−s respectively. And let a ∈ Aτδ (Rn),
ϕk ∈ C∞0 (R) be a cutoff function such that ϕk ≡ 1 on |xk| ≤ 1 and ϕk ≡ 0 on
|xk| ≥ r > 1, and ψk := 1− ϕk for k = 1, · · · , n. And for any s = 0, . . . , n, let
as(x) := a(x)
n∏
k=s+1
ϕk(xk)
s∏
k=1
ψk(xk),(3.9)
where
∏n
k=n+1 ϕk := 1 and
∏0
k=1 ψk := 1. And let χ ∈ S(Rn) with χ(0) = 1 and
0 < ε < 1. Then for any s = 1, . . . , n, the following hold:
(i) For any j = 1, . . . , s, for any l ∈ Z≥0 and for any h = 0, 1, let
fj,l,h(x) : = (bj(x
′)D˜xj)
1−h(eiλφs(x
′))(−D˜xj)h(bj(x′)hL∗ls (as(x)χ(εx))),
Then for any 0 < ε < 1 and for any l ∈ Z≥0, the improper integrals∫
Rn
eiλφn(x)L∗ls (as(x)χ(εx))dx and
∫
Rn
eiλ(φn(x)−φs(x
′))fj,l,h(x)dx
are absolutely convergent.
(ii) For any j = 1, . . . , s, for any (x1, . . . , x̂j , . . . , xn) ∈ Rn−1, for any l ∈ N
and for any 0 < ε < 1, as |xj | → ∞,∣∣bj(x′)(iλ)−1eiλφs(x′)L∗(l−1)s (as(x)χ(εx))∣∣ → 0.
(iii) For any l ∈ N and for any 0 < ε < 1,∫
Rn
eiλφn(x)as(x)χ(εx)dx =
∫
Rn
eiλφn(x)L∗ls (as(x)χ(εx))dx.
(iv) For each l ∈ Z≥0, there exists a positive constant Cl independent of 0 <
ε < 1 such that for any x ∈ Rn,
|L∗ls (as(x)χ(εx))| ≤ Clλ−l
n∏
k=s+1
||ϕk|| |a|(τ)l |ψ1,s|(l)r 〈x〉t,
where t := τ+ − (µn − 1− δ+)l, ||ϕk|| := supxk∈R |ϕk(xk)| and
|ψ1,s|(l)r : = max
|γ|≤l
sup
|xk|<r,
k=1,...,n
〈x〉|γ|
s∏
k=1
|∂γkxkψk(xk)|+ 1.(3.10)
Proof. First we show (i). A function χ ∈ S(Rn) gives L∗ls (as(x)χ(εx)) = O(|x|t)
(|x| → ∞) when t < −n and eiλ(φn(x)−φs(x′))fj,l,h(x) = O(|x|t) (|x| → ∞) when
t < −n. This shows (i). Secondly we show (ii). A function χ ∈ S(Rn) also gives
bj(x
′)(iλ)−1eiλφs(x
′)L
∗(l−1)
s (as(x)χ(εx)) = O(|x|t) (|x| → ∞) when t < 0. This
shows (ii). Next we show (iii). By induction on l ∈ N. Applying integration
8 TOSHIO NAGANO AND NAOYA MIYAZAKI
by part with (i), (ii) and Fubini’s theorem show (iii). Finally we show (iv). If
x ∈ suppL∗ls (as(x)χ(εx)), since
suppL∗ls (as(x)χ(εx)) ⊂ suppas ⊂
s∏
k=1
(R \ (−1, 1))×
n∏
k=s+1
(−r, r),
then |xk| ≥ 1 for k = 1, . . . , s and |xk| ≤ r for k = s + 1, . . . , n. And then since
|x′| ≥ 1 and |x′′| ≤ (n − s)1/2r, then |x′|−(µs−1)l ≤ Cn,l〈x〉−(µn−1)l where Cn,l :=
maxs=0,...,n{2+ 2(n− s)r2}(µs−1)l/2. Hence (3.8), (2.4), (3.10) and Proposition 2.2
(ii) give
|L∗ls (as(x)χ(εx))| =
∣∣∣∣
n∏
k=s+1
ϕk(xk)
∑
|α|≤l
dl,α(x
′)D˜αx′
(
a(x)
s∏
k=1
ψk(xk)χ(εx)
)∣∣∣∣
≤
n∏
k=s+1
|ϕk(xk)|
∑
|α|≤l
|dl,α(x′)|λ−|α|
×
∑
β+γ+ζ=α
α!
β!γ!ζ!
|∂βx′a(x)|
∣∣∣∣∂γx′
s∏
k=1
ψk(xk)
∣∣∣∣|∂ζx′(χ(εx))|
≤
n∏
k=s+1
||ϕk||
∑
|α|≤l
Cl,0λ
−(l−|α|)|x′|−(µs−1)lλ−|α|
×
∑
β+γ+ζ=α
α!
β!γ!ζ!
|a|(τ)l 〈x〉τ+δ|β|〈x〉−|γ|〈x〉|γ|
s∏
k=1
|∂γkxkψk(xk)|Cζ〈x〉δ|ζ|
≤ λ−l
n∏
k=s+1
||ϕk||
∑
|α|≤l
Cl,0Cn,l〈x〉−(µn−1)l
×
∑
β+γ+ζ=α
α!
β!γ!ζ!
|a|(τ)l 〈x〉τ+δ|α||ψ1,s|(l)r Cζ .
This shows (iv). 
By Proposition 3.5, we obtain the following theorem:
Theorem 3.6. Assume that λ > 0 and s = 0, . . . , n. Let φn, as and L
∗
s be defined
by (2.3), (3.9) and (3.3) respectively. Then the following hold:
(i) There exists the following oscillatory integral, and the following holds:
I˜φn [a0](λ) : = Os-
∫
Rn
eiλφn(x)a0(x)dx =
∫
Rn
eiλφn(x)a0(x)dx.
(ii) If s 6= 0, then there exists the following oscillatory integral, and for any
l ∈ N such that l ≥ ln, the following holds:
I˜φn [as](λ) : = Os-
∫
Rn
eiλφn(x)as(x)dx =
∫
Rn
eiλφn(x)L∗ls (as(x))dx,
where ln := [(τ
+ + n)/(µn − 1 − δ+)] + 1. And then for each l ∈ N such
that l ≥ ln, there exists a positive constant C˜s,l such that for any λ > 0,
|I˜φn [as](λ)| ≤ C˜s,l
n∏
k=s+1
||ϕk|| |a|(τ)ln |ψ1,s|(l)r λ−l,
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where ||ϕk|| := supxk∈R |ϕk(xk)| and |ψ1,s|
(l)
r is defined by (3.10).
Proof. First we prove (i). Applying Lebesgue’s convergence theorem to eiλφn(x)
a0(x)χ(εx) ∈ C∞0 (Rn) with Proposition 2.2 shows (i). Next we prove (ii). Proposi-
tion 3.5 (iv) makes the order of integrand descend to be integrable in the sense of
Lebesgue: For any l ∈ N such that l ≥ ln := [(τ+ + n)/(µn − 1− δ+)] + 1,
|eiλφn(x)L∗ls (as(x)χ(εx))| ≤ Clλ−l
n∏
k=s+1
||ϕk|| |a|(τ)l |ψ1,s|(l)r 〈x〉t =:M(x),
where t := τ+ − (µn − 1 − δ+)l < −n. Since
∫
Rn
M(x)dx is absolutely convergent
independent of χ and ε, applying Lebsgue’s convergence theorem with Proposition
2.2 on Proposition 3.5 (iii) as ε→ +0, completes the proof. 
4. Asymptotic expansions of oscillatory integrals
In this section, we show asymptotic expansions of oscillatory integrals in multi-
variable. First the following holds.
Lemma 4.1. Let ϕj and ψj be functions for j = 1, · · · , n. Then
n∏
j=1
(ϕj + ψj) =
∑
(j1,...,jn)∈Sn
n∑
s=0
1
(n− s)!s!
n∏
k=s+1
ϕjk
s∏
k=1
ψjk ,(4.1)
where Sn is a symmetric group,
∏n
k=n+1 ϕjk := 1 and
∏0
k=1 ψjk := 1.
Proof. By induction on n ∈ N. 
Next by Lemma 4.1, Theorem 2.6 in §2 and Theorem 3.6 in §3, we obtain the
following theorem:
Theorem 4.2. Assume that λ > 0, φ(x) :=
∑n
j=1±jxmjj where mj ∈ N such
that m1 ≥ · · · ≥ mn ≥ 2 and ±j stands for “+” or “−” determined by j, and
a ∈ Aτδ (Rn). Then for any N1 ∈ N such that N1 > m1, as λ→∞,
Os-
∫
Rn
eiλφ(x)a(x)dx =
∑
α∈Ω
cαλ
−
∑n
j=1
αj+1
mj +O
(
λ
−
N1−m1+1
m1
)
(4.2)
where
Ω :=
{
(αj) ∈ Zn≥0
∣∣∣∣
n∑
j=1
αj + (1 − δ1j)
mj
<
N1
m1
− 1
}
(4.3)
and
cα : =
n∏
j=1
c
±j
j,αj
∂αx a(0)
α!
(4.4)
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with
c
±j
j,αj
= m−1j
{
e
±ji
pi
2
αj+1
mj + (−1)αje±j(−1)
mj ipi
2
αj+1
mj
}
Γ
(
αj + 1
mj
)
=


1
kj
e
±ji
pi
2
2βj+1
2kj Γ
(
2βj + 1
2kj
)
for mj = 2kj, αj = 2βj,
0 for mj = 2kj, αj = 2βj + 1,
2
2kj + 1
cos
pi(2βj + 1)
2(2kj + 1)
Γ
(
2βj + 1
2kj + 1
)
for mj = 2kj + 1, αj = 2βj,
±j2i
2kj + 1
sin
pi(βj + 1)
2kj + 1
Γ
(
2βj + 2
2kj + 1
)
for mj = 2kj + 1, αj = 2βj + 1,
(4.5)
where kj ∈ N and βj ∈ Z≥0 for j = 1, . . . , n.
Proof. First we divide
∫
Rn
eiλφ(x)a(x)χ(εx)dx into an integral on compact sup-
port around the singular point of φ and integrals on non-compact support: After
using cutoff function ϕj for j = 1, . . . , n with Lemma 4.1, by proper permuta-
tions of variables in each term, without lost of generality, we can assume that∑n
s=0
n!
(n−s)!s!
∫
Rn
eiλφ˜(x)as(x)χ(εx)dx with (3.9). If s = 0, since a0 ∈ C∞0 (Rn),
then by Theorem 3.6 (i) and Theorem 2.6, for any N1 ∈ N such that N1 > m1, as
λ→∞,
I0 := Os-
∫
Rn
eiλφ(x)a0(x)dx =
∫
Rn
eiλφ(x)a0(x) =
n∏
j=1
∫ ∞
−∞
dxje
±jiλx
mj
j a0(x)
=
N1−m1−1∑
α1=0
n∏
j=2
∫ ∞
−∞
dxje
±jiλx
mj
j c±11,α1λ
−
α1+1
m1
∂α1x1
α1!
∣∣∣∣
x1=0
a0(x) +O
(
λ
−
N1−m1+1
m1
)
,
where c±11,α1 is given by (4.5). Here for any j = 2, . . . , n, let Nj ∈ N such that
Nj ≥ N1, then Nj > mj , and for any λ ≥ 1,
Nj
mj
>
N1
m1
−
j∑
k=2
1
mk
⇐⇒ λ−
∑j−1
k=1
1
mk
−
Nj−mj+1
mj ≤ λ−
N1−m1+1
m1 .(4.6)
Repeating to apply Theorem 2.6 with (4.6) gives inductively
I0 =
N1−m1−1∑
α1=0
· · ·
Nn−mn−1∑
αn=0
cαλ
−
∑
n
j=1
αj+1
mj +O
(
λ−
N1−m1+1
m1
)
(λ→∞),
where cα is given by (4.4). Let Ω be defined by (4.3). Then
αj + (1− δ1j)
mj
<
n∑
j=1
αj + (1− δ1j)
mj
<
N1
m1
− 1 ≤ Nj
mj
− 1
=⇒ αj ≤ Nj −mj − 1,
for j = 1. . . . , n, and for any λ ≥ 1,
n∑
j=1
αj + (1− δ1j)
mj
<
N1
m1
− 1⇐⇒ λ−
∑
n
j=1
αj+1
mj > λ−
N1−m1+1
m1 .
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Hence λ→∞,
I0 := Os-
∫
Rn
eiλφ(x)a0(x)dx =
∑
α∈Ω
cαλ
−
∑
n
j=1
αj+1
mj +O
(
λ−
N1−m1+1
m1
)
.
If s 6= 0, since as has a non-compact support, then Theorem 3.6 (ii) gives
n∑
s=1
n!
(n− s)!s!Os-
∫
Rn
eiλφ(x)as(x)dx = O
(
λ−
N1−m1+1
m1
)
(λ→∞).

By Theorem 4.2, we obtain the following immdeiately.
Corollary 4.3. Assume that λ > 0 and a ∈ Aτδ (Rn). Then the following hold:
(i) Let m ∈ N such that m ≥ 2. Then for any N ∈ N such that N > m, as
λ→∞,
Os-
∫
Rn
eiλ
∑
n
j=1 ±jx
m
j a(x)dx =
∑
α∈Ω
cαλ
− |α|+n
m +O
(
λ−
N−m+1
m
)
,
where Ω and cα are defined by (4.3) when N1 = N , and (4.4) with
c
±j
j,αj
= m−1
{
e±ji
pi
2
αj+1
m + (−1)αje±j(−1)mi pi2
αj+1
m
}
Γ
(
αj + 1
m
)
.
(ii) For any N ∈ N such that N > 2, as λ→∞,∫
Rn
eiλ(
∑p
j=1
x2j−
∑n
j=p+1
x2j)a(x)dx
= pi
n
2 ei
pi
4
{p−(n−p)}
∑
β∈Ω′
(−1)
∑n
j=p+1 i|β|∂2βx a(0)
4|β|β!
λ−|β|−
n
2 +O
(
λ−
N
2
+ 1
2
)
,
where Ω′ = {(βj) ∈ Zn≥0| |β| < (N − n− 1)/2}.
Proof. (i) Set mj = m ≥ 2 for j = 1, . . . , n on Theorem 4.2. (ii) Set m = 2, ±j = +
for j = 1, . . . , p and ±j = − for j = p+ 1, . . . , n on (i), and apply (4.5). 
By Theorem 2.3 in §2 and Corollary 4.3, we can consider that Theorem 4.2 is an
extension of the stationary phase method.
Corollary 4.4. Assume that λ > 0 and a ∈ Aτδ (R3). Then the following hold:
(i) For any N ∈ N such that N > k + 1, as λ→∞,
Os-
∫
R3
eiλ(±x
k+1
1
+x22+x
2
3)a(x)dx =
∑
α∈Ω1
cαλ
−
α1+1
k+1
−
α2+1
2
−
α3+1
2 +O
(
λ−
N−k
k+1
)
,
(ii) For any N ∈ N such that N > 4, as λ→∞,
Os-
∫
R3
eiλ(±x
4
1+x
3
2+x
2
3)a(x)dx =
∑
α∈Ω2
cαλ
−
α1+1
4
−
α2+1
3
−
α3+1
2 + O
(
λ−
N−3
4
)
,
(iii) For any N ∈ N such that N > 5, as λ→∞,
Os-
∫
R3
eiλ(x
5
1+x
3
2+x
2
3)a(x)dx =
∑
α∈Ω3
cαλ
−
α1+1
5
−
α2+1
3
−
α3+1
2 +O
(
λ−
N−4
5
)
,
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where Ωj for j = 1, 2, 3, and cα with c
±
j,αj
are defined by (4.3) when N1 = N , and
(4.4) with (4.5).
Proof. Set n = 3 and (m1,m2,m3;±1,±2,±3) = (k + 1, 2, 2;±,+,+)
= (4, 3, 2;±,+,+) = (5, 3, 2;+,+,+) on Theorem 4.2 respectively. 
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