The prediction of fault-prone modules continues to attract interest due to the significant impact it has on software quality assurance. One of the most important goals of such techniques is to accurately predict the modules where faults are likely to hide as early as possible in the development lifecycle. Design, code, and most recently, requirements metrics have been successfully used for predicting fault-prone modules. The goal of this paper is to compare the performance of predictive models which use design-level metrics with those that use code-level metrics and those that use both. We analyze thirteen datasets from NASA Metrics Data Program which offer design as well as code metrics. Using a range of modeling techniques and statistical significance tests, we confirmed that models built from code metrics typically outperform design metrics based models. However, both types of models prove to be useful as they can be constructed in different project phases. Code-based models can be used to increase the performance of design-level models and, thus, increase the efficiency of assigning verification and validation activities late in the development lifecycle. We also conclude that models that utilize a combination of design and code level metrics outperform models which use either one or the other metric set.
INTRODUCTION
Over the pasts several years, the ability of software quality models to accurately predict in which software modules faults hide has not improved significantly. Menzies et. al. call this the "ceiling effect." [18] . Despite much work, the current generation of models is Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. not finding new information in the data sets available in PROMISE and NASA MDP repositories. Therefore, we hypothesize that future research into fault prediction should change its focus from designing better modeling algorithms towards improving (a) the information content of the training data, or (b) the model evaluation functions which would inject additional knowledge regarding context in which software is used into the modeling process.
This paper explores option (a). Recently, we have had success with augmenting static code measures with features extracted from requirements documents via lightweight text parsing. Figure 1 shows the partial results from [17] . The dashed lines show the models built only from requirement metrics and module metrics; the solid line shows the model built from the combination (innerjoin) of the requirement and module metrics. When modeling was applied to features extracted from both code and requirements, we observed a remarkable improvement in the probability of correctly detecting fault-prone modules (pd) while reducing the probability that a fault-free module is wrongly classified as fault-prone (pf ). PC1 data sets after a 10x10 way cross validation. The ideal spot on these ROC curves is top left; i.e. no false alarms and perfect detection ({pd, pf } = {1, 0}). The dashed lines show {pd, pf } results when fault prediction models used features mined from requirements text, or features mined from module measures (in isolation). The solid lines show the results of models which used these two kinds of features in combination. From [17] .
While those results were promising, the conclusions were based on a limited sample size. We could only find requirements metrics for 3 defect data sets available in PROMISE repository. The same is not true for design metrics. This paper reports results from the 13 PROMISE data sets where design-level and static code metrics are available. In this paper, after describing our data sets, we show results from learning defect predictors from 1. Static code metrics only; 2. Design metrics only; 3. A combination of both static code metrics and design level metrics.
We find that 1) models built from design metrics and static code metrics are useful as they are built in successive phases of the development life cycle; 2) models built from code metrics typically outperform design metric based models; 3) combining design and code attributes yields better detectors than design or code metrics in isolation. The improvement is not as dramatic as in case of requirement metrics but the general thesis is endorsed: defect detectors can be improved by increasing the information content of the training set. We therefore recommend that in future, researchers explore the effects of combining the attributes from multiple phases of the development life cycle. The remainder of the work is broken down as follows. Section 2 describes the NASA MDP data sets and metrics used in the study. Section 3 outlines the experimental design in terms of the chosen modeling techniques and selected evaluation methods. Section 4 presents the experimental results and discusses their implications. Section 5 provides a background of related work, and Section 6 concludes with a summary and future work.
METRICS DESCRIPTION

NASA MDP metrics
The datasets used in this study come from the NASA Metrics Data Program (MDP) data repository [3] . Thirteen projects shown in Table 1 are used in this study. Same data sets are available through the PROMISE repository too.
These data sets offer module metrics that describe 13 diverse NASA projects. Projects JM1 and KC1 offer 24 total attributes; MC1 and PC5 have 42 total attributes, while the remaining 9 data sets have 43 module metrics. All 13 data sets contain a module_id and two error-related attributes: error_count and error_density. We removed module_id and error_density attributes prior to modeling. The error_count attribute is converted into a boolean attribute called DEF ECT . If the error_count attribute is greater than or equal to 1, then the value of DEF ECT is T RU E, otherwise it is F ALSE. DEF ECT becomes the predicted variable. After removing and replacing these attributes, JM1 and KC1 have 21 attributes that can be used as predictor variables, MC1 and PC5 have 39, the other datasets have 40.
The module metrics shown in Table 2 have been extracted by using McCabe IQ 7.1, a reverse engineering tool that derives software quality metrics from code, visualize flowgraphs and generate report documents [2] .
It is not unusual to derive design metrics from code. Reverse engineering of quality measures has been used in many studies [10, 9, 6, 5, 28, 29] . McCabe IQ 7.1 is a reverse engineering tool that calculates metrics from flowgraphs. We divide the available module metrics into three groups: design, code, and other metrics ( Table 2) .
The design metrics are extracted from design phase artifacts, design diagrams such as flowgraphs (data flow graphs and control flow graphs) and UML diagrams. For example, Ohlsson and Alberg extract design metrics such as McCabe cyclomatic complexity from Formal Description Language (FDL) graphs in [24] . The code metrics are the features extracted from source code. What separates design metrics from code metrics is the flexibility to extract them from design diagrams before the code becomes available.
The design metrics include node_count, edge_count, and McCabe cyclomatic complexity measures which can be extracted from flowgraphs by using the McCabe IQ 7.1 tool. The static code metrics, such as num_operators, num_operands, and Halstead metrics are calculated from program statements [15] . The other metrics are related to both the design and code. Most data sets have 4 metrics we classified as other; the exception data sets are JM1 and KC1 that have none. Additionally, we define a group called all which includes the entire set of module metrics.
EXPERIMENTAL DESIGN
We use five machine learning algorithms from Weka for modeling fault proneness [30] . Recall that we use 13 MDP datasets, each having three groups of metrics: design, code, and all. The predicted variable is DEF ECT , that is, whether a module has been found to contains one or more faults or not. The Receiver Operating Characteristic (ROC) curve is used to measure the performance of binary decision models. In total, our experiments resulted in 1, 950 performance curves (13 data sets * 3 metric groups * 5 machine learners * 10 runs). For each ROC curve, the Area Under the Curve (AUC) is calculated using the Trapezoid rule. To visualize the results, we use boxplots to show statistics for the 10 AUCs from each dataset and metric group and machine learner experiment. We compare the performance of models derived from metrics in the design group, the code group, and all metrics group. Since we use 5 machine learners over 13 datasets, there are 5 * 13 = 65 boxplot diagrams. Due to space limitations we are unable to show all the boxplots. Therefore we chose to display only the performance of the best models on each group of metrics for each dataset.
To further investigate whether the performance of three different groups of metrics on each dataset result in statisticaly significant differences, we use nonparametric statistical tests according to Demsar's recommendation [14] . First, we use the Friedman test to analyze whether there is a significant difference between the best models over the three groups of metrics and 13 data sets. Then, we use the Wilcoxon test to conduct pairwise comparison of models developed from different groups of metrics in each data set. Consequently, we need to conduct three Wilcoxon tests for each data set: (1) all vs. code metrics; (2) all vs. design metrics; and (3) code vs. design metrics.
In the remainder of this section, we first briefly introduce the five machine learners, and then we discuss ROC curves and AUCs. Next, we describe the boxplot diagram we used to compare the performance of different groups of metrics. Finally, we demonstrate our statistical tests and corresponding hypotheses we used in this experiment.
Machine Learners
We build predictive models using machine learners from Weka package [23] shown in Table 3 . The four learning algorithms have been used with their default parameters while random forest is developed with 500 trees (the default is 10 trees in Weka, an insufficient number based on our prior experience). Coincidentally, the inventor of Random Forests, L. Breidman [8] , used 500 tree forests as the default number.
Random Forest (rf) is a decision tree-based classifier demonstrated to have good performance in software engineering studies by Guo et al [16] . As implied from its name, it builds a "forest" of decision trees. The trees are constructed using the following strategy: The number of operators contained in a module NUM_OPERANDS:N2
The number of operands contained in a module NUM_UNIQUE_OPERATORS:µ 1 The number of unique operators contained in a module NUM_UNIQUE_OPERANDS:µ 2 The number of unique operands contained in a module HALSTEAD_CONTENT:µ
The halstead length content of a module µ = µ 1 + µ 2 HALSTEAD_LENGTH:N The halstead length metric of a module
The halstead effort metric of a module E = The cyclomatic complexity of a module v(G) = e − n + 2 DECISION_COUNT Number of decision points in a given module
The design complexity of a module DESIGN_DENSITY Design density is calculated as:
The essential complexity of a module ESSENTIAL_DENSITY Essential density is calculated as:
MAINTENANCE_SEVERITY Maintenance Severity is calculated as:
MODIFIED_CONDITION_COUNT The effect of a condition affect a decision outcome by varying that condition only MULTIPLE_CONDITION_COUNT Number of multiple conditions that exist within a module PATHOLOGICAL_COMPLEXITY A measure of the degree to which a module contains extremely unstructured constructs
the ratio of cyclomatic complexity of a module's structure to its parameter_count GLOBAL_DATA_DENSITY Global Data density is calculated as: • The root node of each tree contains a bootstrap sample data of the same size as the original data. Each tree has a different bootstrap sample.
• At each node, a subset of variables are randomly selected from all the input variables to split the node and the best split is adopted.
• Each tree is grown to the largest extent possible without pruning.
• When all trees in the forest are built, new instances are fitted to all the trees and a voting process takes place. The forest selects the classification with the most votes as the prediction of new instance(s).
NaiveBayes (nb) "naively" assumes data independence. This assumption may be considered overly simplistic in real life application scenarios. However, in software engineering data sets it's performance is surprisingly good. Naive Bayes classifiers have been used extensively in fault-proneness prediction, for example in [20] .
Bagging (bag) stands for bootstrap aggregating. It relies on an ensemble of different models. The training data is resampled from the original data set. According to Witten and Frank [30] , bagging typically performs better than single method models and almost never significantly worse.
Boosting (bst) combines multiple models by explicitly seeking models that complement one another. First, it is similar to bagging in using voting for classification or averaging for numeric prediction. Like bagging, boosting combines the models of the same type. However, boosting is iterative. "Whereas in bagging individual models are built separately, in boosting each new model is influenced by the performance of those built previously. Boosting encourages new models to become experts for instances handled incorrectly by earlier ones." [30] .
Logistic regression(lgi) is a classification scheme which uses mathematical logistic regression functions. The most popular models are generalized linear models.
ROC Curves
Receiver Operating Characteristic (ROC) curves provide an intuitive way to compare the classification performance of different metrics. An ROC curve is a plot of the Probability of Detection (pd) as a function of the Probability of False alarm (pf ) across all the possible experimental threshold settings. Many classification algorithms allow users to define and adjust the threshold parameter in order to generate an appropriate classifier [30] . When modeling software quality prediction, a higher pd can be produced at the cost of increased pf and vice versa. A typical ROC curve has a concave shape with (0,0) as the beginning and (1,1) as the end point. Figure 2 shows three example ROC curves representing models built using all, code, and design metric sets over the data set PC5. In the same figure, the legend also shows which machine learning algorithm was used for each curve (typically the best out of the five).
The Area Under the ROC curve, referred to as AUC, is a numeric performance evaluation measure directly associated with an ROC curve. It is very common to use AUC to compare the performance Cross-validation is the statistical practice of partitioning a sample of data into two subsets: training and testing subset. We use 10 by 10 way cross-validation (10x10 CV) in all experiments. 90% of data is randomly assigned to the training subset and the remaining 10% of data is used for testing. The data is randomly divided into 10 fixed bins of equal size. We leave one bin to act as test data and the other 9 bins is used to train the learners. This procedure is repeated 10 times.
Boxplot Diagrams
A boxplot, also known as a box and whisker diagram, graphically depicts numerical data distributions using five first order statistics: the smallest observation, lower quartile (Q1), median, upper quartile (Q3), and the largest observation. The box is constructed based on the interquartile range (IQR) from Q1 to Q3. The line inside the box depicts the median which follows the central tendency. The whiskers indicate the smallest observation and the largest observation. Figure 3 shows an example boxplot of the best learners on the three groups of metrics on PC5 data set. The random forest model developed using all metrics has the best performance (the largest values of AUCs) while the performance of bagging model from design metrics group is the worst of the three.
Statistical Significance Tests
The most popular method used to evaluate a classifier's performance on a data set is based on 10 by 10 ways cross-validation (10 × 10 CV). The 10 × 10 CV results in 10 individual values of AUC. These 10 values are usually similar to each other, given that they come from the same population after randomization. With only 10 values it is difficult to say whether the values follow the 
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Area Under the Curve (AUC) Figure 3 : Boxplots of PC5 data set normal distribution (i.e., indicate that they obey the central limit theorem). Therefore, using parametric statistical methods which assume a normally distributed population to compare the performance of classifiers may not be justified. A prudent approach calls for the use of nonparametric methods. The loss of efficiency caused by using nonparametric tests is typically marginal [13, 26] . In [14] , Demsar overviewed the theoretical work on statistical tests for the comparison of multiple classifiers over multiple data sets. He recommended the Wilcoxon signed rank test for the comparison of two classifiers and the Friedman test with the corresponding post-hoc tests when the comparison includes more than two classifiers. The Wilcoxon signed rank test and the Friedman's test are nonparametric counterparts for paired t − test and analysis of variance (ANOVA) parametric methods, respectively. Demsar advocates these tests largely due to the fact that nonparametric procedures make less stringent demands on the data. However, two issues need attention. First, nonparametric tests do not utilize all the information available. The actual data values (in our case, for example, AUCs) are not used in the test procedure. Instead, the signs or ranks of the observations are used. Therefore, nonparametric procedures will be more powerful than their parametric counterparts, when justifiably used. The second point is that signed rank tests are constructed for the null hypothesis that the difference of the performance measure is symmetrically distributed. For nonsymmetric distributions, this test can lead to a wrong conclusion.
All statistical tests conducted here utilize the routines provided in the statistical package R [1] . Based on Demsar's recommendation, we use the Friedman test to evaluate whether there is a difference in the performance amongst the models developed from the 3 groups of metrics over the 13 data sets. Provided that the Friedman test indicates statistically significant difference, we need pairwise comparisons of models to determine which model performs the best for each data set.
Assume we are looking at two different groups of metrics in a dataset, A and B, that we have developed models using, say, 5 modeling techniques and selected the best predictive models for A and for B. In order to conclude whether a better model originates from A or from B, the appropriate statistical test hypotheses are: 
EXPERIMENTAL RESULTS
In this section, we present the results of our experiments, including the boxplot diagrams and the results from statistical tests.
Boxplot Diagrams
Figures 4 and 5 show the boxplot diagrams of the twelve NASA datasets. The boxplots for the PC5 data set have been shown in Figure 3) . From these boxplots, we can observe the following trends:
• The performance of models which utilize all metrics appears to be better than the performance of models built from code or design metric groups.
• In 11 out of the 12 data sets, the performance of models which utilize code metrics is generally better than the performance of models built from design metrics. The exception is KC4 data set.
Statistical Test
As mentioned, in accordance with the recommendations from [14] , we first use the Friedman test to test whether there is a difference in the performance amongst the 3 groups of metrics over the entire base of 13 NASA data sets. The result of the Friedman's test gave us the p − value of 0.00003604 (< 0.05), which strongly indicates there is statistically significant difference in the performance of models build from the three groups of metrics.
We then used the Wilcoxon test to conduct pairwise comparisons on the models developed from different metric groups within each data set. Table 4 shows the test results. All decisions are made at the 95% confidence level, implying that a p − value < 0.05 confirms the corresponding hypothesis. The second column compares models built from all and code metric groups, the third column compares all and design metric groups, while the fourth column provides comparison between code and design metric group models. The rightmost column provides the outcome of the comparison. Table 4 shows the test results from the 39 Wilcoxon nonparametric test (3 metric groups x 13 datasets), thus providing statistical basis for the analysis of the boxplot diagrams. The analysis indicates the following outcomes, all valid at the 95% confidence level:
• In 7 datasets, the performance of models built from the all metrics group does dot differ significantly from models built from code metrics group. In the remaining 6 datasets, the all metrics group enables models which perform significantly better than those built from the code metrics group. • In all 13 datasets, the performance of models built from the all metrics group is better than the performance of models built from the design metrics group.
• In 12 out of 13 data sets, the performance of code based models is better than the performance of the design metrics based models. Only in KC4 data set is the predictive performance of design metrics based model better than the performance of code metrics based model. 
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Area Under the Curve (AUC) Figure 5 : Boxplots of the six data sets discrepancy is minor and it does not impact the overall trend of the experiment.
Discussion
To our knowledge, this is the first time the performance of predictive models of quality built from code, design and the combination of these two types of software metrics has been rigorously compared. It is rare that a data set contains such a rich set of metrics which enables this type of analysis. Having 13 such data sets makes this study highly relevant. The results seem to indicate that the precision of predictive fault-proneness models increases if metrics are collected later in the development life cycle. Further, the availability of both the design-level and code-level metrics typically supports further increase in the performance of software quality models. These results do not come without caveats.
We decided to build only five models for each metric group within each project data set. Based on our experience, the selected machine learning algorithms typically provide the best models. However, given a data set outside NASA MDP or a new type of metrics, it would not be impossible for a different modeling algorithm to emerge as the best choice. Referring back to Figures 4 and 5 , amongst the five modeling algorithms, none performs best across all the data sets and the three metrics groups. For instance, in Figure 4 , looking only at all metrics group, we see that Random Forest is behind the best predictive model in CM1, MC2, and KC1 data sets. But it is outperformed by NaiveBayes and Boosting in KC3 and MW1 respectively. Taking a slightly different approach, we may wish to match an algorithm to a particular data set with the hopes that it will perform best in all three metrics. Referring back to Figure 5 , we see this is the case in PC1 (Random Forest), but fails to hold in the remaining data sets. It is important to note however, in some cases such as PC3 and PC4 the lack of a consensus winner across all three metrics groups may only be due to a very small increase in performance by one modeling technique (note the tight distributions in the boxplots). Taking these considerations into play, one would have to carefully evaluate how to best approach a new (unsupervised) data set both in terms of the use of metrics groups and the modeling algorithm selection.
Additionally, an interesting phenomenon is that the performance of predictive models built from NASA MDP data sets is influenced more by the characteristics of different group of metrics than by using the different types of learning algorithms. That said, we do not currently know specifically which metric groups make an overall class of metrics (code, design, etc.) more important than another class.
RELATED WORK
One of the earliest studies of design metrics was conducted by Ohlsson and Alberg [24] . They predicted fault-prone modules prior to coding in Telephone Switches system of 130 modules at Ericsson Telecom AB [24] . Their design metrics are derived from graphs where functions and subroutines in a module are represented by one or more graphs. These graphs are called Formal Description Language (F DL) graphs and they generate a set of direct and indirect metrics based on the measures of complexity. The examples of direct metrics are the number of branches, the number of graphs in modules, the number of possible connections in a graph, and the number of paths from input to the output signals etc. The indirect metrics are the metrics calculated from the direct metrics using a mathematical formula, such as McCabe cyclomatic complexity, etc.
The suite of object oriented (OO) metrics, referred as CK metrics, has been first proposed by Chidamber and Kemerer [12] . They proposed six CK design metrics including Weight Method Per Class (WMC), Number of Children (NOC), Depth of Inheritance Tree (DIT), Coupling Between Object class (CBO), Response For a Class (RFC), and Lack of Cohesion in Methods (LCOM). Basili et. al. [7] were among the first to validate these CK metrics using 8 C++ systems developed by students. They demonstrated the usefulness of CK metrics over code metrics. In 1998, Chidamber, Darcy and Kemerer explored the relationship between the CK metrics to productivity, rework effort or design effort separately [11] . They show that CK metrics have better explanatory power than traditional code metrics based on three economic variables.
Predicting software fault-proneness using metrics from design phase has received increased attention recently [25, 32, 21, 27] . In these studies, metrics are either extracted from design documents or by mining the source code using the above described reverse engineering techniques. Subramanyam and Krishnan investigated three design metrics, Weight Method Per Class (WMC), Coupling Between Object Class (CBO), and Depth of inheritance Tree (DIT), to predict software faults [27] . The system they study is a large B2C e-commerce application suite developed using C++ and Java. They showed that these design metrics are significantly related to defects and that defects are strongly related to the language used. Nagappan, Ball and Zeller in [21] predict component failures using OO metrics in five Microsoft software systems. Their results show that these metrics are suitable to predict software defects. They also show that the predictors are only useful to predict the same or similar projects, the suggestion also mentioned by Menzies et. al. [19] .
Recovering design from source code has been a hot topic in software reverse engineering [10, 6, 5] . Systa [28] recovered UML diagrams from source code using static and dynamic code analysis. Tonella and Potrich [29] were able to extract sequence diagrams from source code through static analysis on data flow. Briand et. al. demonstrated recovering of sequence diagrams, conditions and data flow from Java code by using transformation techniques [9] .
Recently, Schroter, Zimmermann, and Zeller [25] applied reverse engineering to recover design metrics from source code to predict fault-proneness. They used 52 ECLIPSE plug-ins and found usage relationships between these metrics and past failures. The relationship they investigate is the usage of import statements within a single release. The past failure data represents the number of failures for a single release. They collected the data from version archives (like CVS) and bug tracking systems like BUGZILLA. They built predictive models using the set of imported classes of each file as independent variables to predict the number of failures of the file. At file level, the average prediction accuracy of the top 5% is approximately 70%; in the package level, the average prediction accuracy of the top 5% is approximately 90%. In [32] , Zimmermann, Premraj and Zeller further investigate ECLIPSE open source, extract object oriented metrics along with static code complexity metrics and point out their effectiveness to predict faultproneness. Their dataset is now posted in the PROMISE [4] repository. Neuhaus, Zimmermann, Holler and Zeller examine Mozilla code to extract the relationship of imports and function calls to predict software components' vulnerability [22] .
Although all these studies show the usefulness of design metrics in the prediction of fault-proneness, limited attention was given to the comparison of effectiveness of design and code metrics. To the best of authors knowledge, the only one work which compares the performance of design and code metrics in the prediction of software fault content is by Zhao et al in [31] . Their findings are similar to ours: (1)the design and code metrics are correlated with the number of faults; (2) some improvement can be achieved if both design metrics and code metrics are used for prediction. However, their findings are based on the analysis of one data set. In this paper, we use 13 NASA MDP datasets [3] and provide demonstrate statistical significance of our findings.
SUMMARY
The goal of this paper has been to compare the performance of predictive models which use design-level metrics with those that use code-level metrics. We analyzed thirteen data sets from NASA MDP which offer design as well as code metrics. Our experiments indicate a general trend in MDP data sets that the performance of models that combine design and code (all) metrics is better than that of code metrics; and the performance of design metrics is the most inferior amongst the three. We observed another interesting phenomenon: the performance of predictive models vary more as the result of using different software metrics groups than from using different modeling (machine learning) algorithms. That is, the choice of software metrics is much more important than the choice of the machine learning algorithms.
Using a range of modeling techniques and nonparametric statistical significance tests, we confirmed that models built from code metrics typically outperform design metric based models. However, both types of models prove to be useful, while some of the combination of the two metrics groups (6 out of 13) results in statistically significant increase in fault prediction performance. As design models are in principle available earlier in the development life cycle, adding code metrics as they become available can be used to further increase the performance of design-level models and, thus, increase the effectiveness of assigning verification and validation activities. We have yet to formally establish whether the increase in performance associated with all metrics group is primarily the effect of adding design metrics group, or the metrics listed under the other category, or a mix of both. This should be further investigated to determine the degree in which the inclusion of other metrics is beneficial (or necessary).
The notion of feature subset selection was not formally considered in this work. Although the authors do not feel it would have had a significant impact on the Random Forest algorithm, the potential presence of noisy (or confounding) attributes may impact the performance of other algorithms considered. Even without noise, surely there is a lack of complete orthogonality between attributes within each class of metrics resulting in potential redundancy. It is further possible that there may be relationships in attributes across the different classes of metrics. For instance, the attributes number_of _lines which falls within the code group may be related to the branch_count and condition_count attributes in the design metric group. The degree in which each of these individual attributes contributes to prediction performance can be investigated rigorously and may yield different results if attributes are appropriately combined or removed.
