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Introduction
Clouds play a key role in regulating the surface energy budget of the Arctic Ocean (Curry et al. 1993; Intrieri et al. 2002b) and are, therefore, important indirect controls on the evolution of Arctic sea-ice and the sea-ice/snow albedo feedback (Thorndike 1992) . Due to the unique conditions in the Arctic (e.g. extreme low temperatures and water vapour mixing ratios, highly reflective sea-ice/snow surfaces, low-level inversions and the absence of solar radiation for extended periods) the macrophysical and microphysical processes controlling cloud formation and cloud-radiation interaction are complex and unique. This has led to difficulties both in simulating Arctic cloud phenomena as well as observing clouds in the Arctic Uttal et al. 2002) .
During winter the Arctic atmospheric boundary layer is extremely stable. As a result, deep surface-based temperature inversions are frequent (Serreze et al. 1992 ). This situation leads to extensive low-level cloudiness with significant amounts of cloud ice present. Furthermore, the combination of a low concentration of cloud ice forming nuclei, slow radiative cooling of the Arctic air mass and very low specific humidity leads to a high frequency of lowlevel large ice crystals, commonly referred to as ''diamond dust'' (Curry et al. 1990; Girard and Blanchet 2001) . In the summer, multiple layers of clouds are common with upper level cloud layers often being decoupled from the surface. During the transition seasons, mixed-phase boundary layer clouds, topped by a thin inversion layer are the predominant cloud type (Shupe et al. 2006; Pinto et al. 1997) . These large seasonal variations in cloud types, along with high solar zenith angles and a reflective surface make the simulation of Arctic clouds and radiation a challenge.
An early intercomparison of 19 General Circulation Models (GCMs) indicated a general disagreement between models, of as much as 50%, with respect to seasonal mean cloud cover over the Arctic. A number of models even simulated the annual cycle of cloud cover completely out of phase with observations (Chen et al. 1995; Tao et al. 1996) . A more recent study showed some improvement in the simulation of Arctic cloud amounts, although surface radiation fluxes still varied widely between models (Walsh et al. 2002) . These findings point to the need for further improvement in the representation of the Arctic surface radiation budget in climate models.
The main disadvantage in using GCMs to improve cloud and radiation parameterisations in the Arctic is that the local, simulated thermodynamic state of the Arctic atmosphere is heavily influenced by GCM errors remote to the Arctic region (e.g. biases in the driving sea-level pressure fields or mid-latitude storm-track errors). These errors propagate into the Arctic and compromise the quality of the simulated Arctic thermodynamic structure, within which cloud and radiation parameterisations must operate. This situation makes it difficult to develop and evaluate Arctic parameterization schemes in the correct thermodynamic parameter space within a GCM. A sensible comparison of GCM simulated clouds and radiation, against localised, time-limited observations over the Arctic is made difficult by the divergence of the large-scale Arctic-atmospheric state due to these external influences.
Single-column models (SCMs) are valuable tools to test and improve parameterizations of physical processes. They are fast and practical to explore large parameter spaces, and can use prescribed dynamical forcing to constrain the SCM atmosphere to follow observed conditions. This can be extremely useful for developing cloud parameterisations (e.g. Duynkerke et al. 2004; Lenderink et al. 2004 ). Curry and coauthors (2000) analysed a suite of SCMs that simulated periods of the First ISCCP Regional ExperimentArctic Clouds Experiment (FIRE-ACE) during May 1998. A majority of these SCMs underestimated the observed liquid water path and low cloud amounts for this period.
While SCMs can be constrained by application of observed or analysed large-scale forcing, they do not allow modelled cloud and radiation processes to interact with the simulated dynamics. Furthermore, it is often difficult to accurately define the horizontal resolution of an SCM, normally defined by the spatial scale of the prescribed dynamical forcing, making the formal separation of resolved and subgrid scales difficult.
Regional Climate Models (RCMs) offer a potential middle road between GCMs and SCMs. Careful design of an RCM domain and specification of the Lateral Boundary Conditions (LBCs) from analysed fields allows an RCM to be constrained to follow the observed large-scale atmospheric evolution, while still permitting local interactions between parameterisations and the model's resolved dynamics. Furthermore, the spatial resolution of the model and therefore the scales classified as unresolved are well defined in an RCM. Careful design of an RCM grid can allow simulated variables to be confidentially evaluated against localised observations for a time-limited period, as is often the case with intensive observation campaigns. Comparisons can be then be made over a common thermodynamic phase space, with less chance that dynamical mismatches in space or time render the time-limited comparison meaningless.
RCMs have been extensively used in mid-latitude regions (Dickinson et al. 1989; Jones et al. 1995; McGregor 1997; Christensen et al. 1997; Giorgi and Mearns 1999; Jones et al. 2004a ) for regional climate change assessment, but have not been widely used specifically for improving parameterisation schemes. Relatively few RCMs have been applied to the Arctic (Rinke et al. 1997; Dethloff et al. 1996; Christensen and Kuhry 2000) . The Arctic Regional Climate Model Intercomparison Project (ARCMIP, Curry and Lynch 2002 ; http://www.curry.eas.gatech.edu/ARC-MIP) was developed to assess and document the performance of atmospheric RCMs over the Arctic. The first ARCMIP experiment was designed to capitalise on the SHEBA observation campaign (Uttal et al. 2002) , occurring in the western Arctic between September 1997 and October 1998. The ARCMIP model domain was designed with the SHEBA observation camp at its centre (Fig. 1) . The large amount of cloud and radiation observations taken at SHEBA offers the potential to evaluate RCM cloudradiation simulations over the Arctic and to utilise the observed data in further improving deficiencies identified in the RCM parameterisations.
This paper expands on two earlier articles analysing ARCMIP simulations (Tjernström et al. 2005; Rinke et al. 2006 ) by concentrating on cloud and radiation. Details of the specific set-up for the ARCMIP experiment can be found in these references, here we detail only the major points regarding the experiment design. All RCMs used a common set of lateral boundary conditions (LBC) derived from EC-MWF (European Center for Medium-Range Weather Forecasts) operational analyses. Sea ice concentrations were specified using 6-hourly SSM/I satellite data (Comiso 2002 ; http://www.nsidc.org/data/nsidc-0079.html), while prescribed Sea Surface Temperatures (SST) and sea-ice temperatures were derived from 6-hourly satellite observations, using the NOAA-AVHRR (Advanced Very High Resolution Radiometer) instrument (Key 2001) . Snow accumulation and melting is computed by the RCMs, implying potential differences in the surface albedos between the various models.
In Sect. 2, the models and observation data sets are described. Model results and a comparison with observations are presented in Sect. 3. This evaluation is made at the monthly mean time scale (3.1), the daily time scale (3.2) and, for a limited period, using 3-hourly instantaneous values (3.3). Section 4 contains a discussion of the major findings and Sect. 5 conclusions and recommendations for future parameterisation development within the Arctic.
2 Models and observation data sets
Overview of participating models
The following eight RCMs participated in this study: RCA, REMO, HIRHAM, ARCSYM, PMM5, CRCM, CO-AMPS Ò and RegCLIM. References for the models, along with details about the participating research groups, are listed in Table 1 . Each modeling group extracted cloud and radiation variables at the location of the SHEBA station, which drifted with the ice during the 13 month long campaign. Some of the modeling groups saved variables for the gridpoint collocated with the SHEBA station (RCA, ARCSYM, COAMPS Ò , PMM5), while the other groups (HIRHAM, CRCM, RegCLIM, REMO) interpolated their model data to the ship's location. Each group reported daily means for 13 months, and 3-hourly (6-hourly from RegCLIM) instantaneous values from April to September 1998. Based on the daily means we computed monthly means for the SHEBA year, coincident with the evolving position of the SHEBA station.
The variables we choose to analyse are: total cloud cover, vertically integrated water vapour (IWV), downward longwave radiation (LWD) at the surface, downward shortwave radiation (SWD) at the surface, liquid water path (LWP) and surface albedo. These variables constitute the main components and controls on the surface radiation budget over the Arctic. We recognize the need to also include ice-water path in our analysis, unfortunately accurate observations of this variable were not available over SHEBA at the time of analyzing these model integrations. The microwave radiometer used to measure IWV and LWP (see Sect. 2.2) cannot operate during periods of precipitation. To reduce the risk of a potential bias, where necessary we filtered the model values accordingly. IWV and LWP were removed from each model dataset if the model in question produced more than 0.2 mm of precipitation over the 3 h period directly preceding the time point in question.
Observation data sets
For comparison between model results and observations, we mainly use the integrated SHEBA data set, (http:// www.atmos.washington.edu/~roode/SHEBA.html), prepared by de Roode. This data set contains hourly averaged observations from surface radiometers (Persson et al. 2002) and the microwave radiometer operated at SHEBA (Liljegren 1999) . These platforms provide observations of surface SWD and LWD along with LWP and IWV.
Cloud base height and temperature were obtained from the NOAA-ETL (Environmental Technology Laboratory) combined lidar/radar data set (http://www.joss.ucar.edu/ sheba/index.html), which combines ETL lidar and radar data with atmospheric profiles from radiosondes (Intrieri et al. 2002a ). The ETL data has a 10 min time resolution. Here we use the so-called best estimate for cloud base height, which is the height of the lowest cloud base measured with the lidar when available and otherwise with the radar. Cloud base temperature was inferred from the observed cloud base height and the temperature profile from the closest radiosonde.
The AVHRR Polar Pathfinder (APP, Fowler et al. 2000 ) data set is used for validation of cloud cover and surface albedo at the monthly timescale. This data has been derived from a set of twice daily composite satellite images, regridded to an equal area grid at 5 km resolution. Each pixel of an image is classified as cloudy or clear with the help of a multi-day algorithm that uses statistical properties of the observed radiances during a number of days to refine cloud detection (Key 2002 ). Cloud cover is defined as the fraction of cloudy pixels in an 11 · 11 array centered on the SHEBA location A potential problem in the cloud cover comparison is the use of satellite images that are available only twice daily, computing a daily average or deriving instantaneous 3-hourly data will clearly be accompanied by a large uncertainty. Therefore, we also derived a cloud cover estimate from the ETL lidar/radar cloud observations in Christensen et al. (1996) , Dethloff et al. (1996) 19 5 ARCSYM University of Colorado Lynch et al. (1995 Lynch et al. ( , 2001 . For daily mean comparisons, all available observations from a 24-h period are included, while for the instantaneous 3-hourly comparison, we take the closest observation in time, but only if the time difference between the models and observations is less than 30 min. The 10-min values of the ETL data set are averaged over 1 h intervals centered on the 3-hourly model output times.
Results

Time series of monthly averages
This section gives an overview of the RCMs performance during the SHEBA year at the monthly mean time scale. Some model deficiencies are identified. A more detailed analysis using daily averages and 3-hourly instantaneous values follows and is used to better understand the simulations of cloud-radiation in the respective models and clarify some of the underlying causes of the biases identified in this section.
Radiation
The average of all models gives a reasonable estimate for the annual cycles of surface SWD and LWD at the SHEBA site (Fig. 2 ). There are, however, large variations between the models as well as between any individual model and the observed monthly mean. Removing the models with the largest difference to the observations, we find the SWD monthly means are simulated to within 30 W/m 2 and the (Sorteberg et al. 2007) .
For SWD the largest spread between the RCMs occurs in June, when insolation is highest. The difference between the lowest and the highest model value exceeds 100 W m -2 in this month. Peak solar radiation is observed in June, but five models (RCA, RegCLIM, REMO, COAMPS Ò and HIRHAM) simulate maximum SWD in May. This temporal offset occurs at the onset of the snow/ice melt season and in a coupled Arctic ocean-atmosphere-ice model would lead to an early melting of snow and sea-ice. Surface albedo feedbacks would subsequently cause a further increase in the net SWD absorbed at the surface and a continued melting of sea-ice, leading to a serious bias. In the ARCMIP experiment, this was not a critical issue due to the prescribed lower boundary condition. The May maximum in SWD coincides with a relative minimum in simulated cloud cover in a number of RCMs.
While the inter-model differences in surface LWD are smaller than for SWD, the spread across models is still large. Most outstanding is PMM5, which has LWD values systematically lower than observed for the entire year. CRCM LWD is also biased low (30-40 Wm -2 ) from May to September. LWD underestimates in both of these models appear directly related to negative biases in simulated cloud cover. LWD in COAMPS Ò is close to the observed value in winter and summer, but substantially lower in fall and spring. A significant LWD deficit in spring may also delay sea-ice melt in a coupled Arctic ocean-atmosphereice model, with a subsequent amplification of this error through surface albedo feedbacks.
Cloud cover
The satellite derived cloud cover at SHEBA shows a distinct annual cycle, with a minimum of~50% in winter and a summer season maximum approaching 95% coverage. Many of the participating RCMs have difficulty reproducing this annual cycle, especially the winter minimum. This could be a real problem with the simulations, but it may also be related to difficulties with the observation of clouds in the Arctic winter. Wyser and Jones (2005) have shown that cloud observations from different instruments at the SHEBA site disagree during winter by as much as 50%, most likely due to different sensitivities of the respective instruments to detect optically thin clouds. Models count even the smallest amount of cloud water/ice as a cloud, regardless of its optical thickness, simulated cloud cover is thus likely to be on the high side compared to observations. It is worth noting that the inter-model spread and bias of simulated LWD is small during winter despite a very large spread in the simulated winter cloud cover, implying that many of the simulated clouds, attributed as erroneous with respect to the AVHRR values (a positive model bias), are optically very thin and, as a result, do not greatly influence surface LWD. Wyser and Jones (2005) suggest a threshold that should be applied to modeled cloud amounts when they are compared to observed values. This threshold would ideally be based on a known optical thickness limit, below which a given instrument fails to 'see' an optically thin cloud. Simulated clouds with optical thicknesses below this threshold should then be removed from the model dataset before being compared to the observed cloud dataset in question. With respect to NOAA-AVHRR cloud cover over Scandinavia, Karlsson et al. (2006) suggest a lower cloud detection limit in the optical thickness range 0.5-2.5, with a median value of~1.0. In the simulations reported in Wyser and Jones (2005) , using the RCA model, removing all clouds with an optical thickness below 1.0 reduces the simulated winter cloud cover at SHEBA in their model by~40% (see their Fig. 3 ). While this result may be model dependent, it suggests the cloud cover errors presented in Fig. 2 should be viewed with some caution, particularly in the winter season.
Cloud cover varies widely between the different RCMs throughout the year. None of the models except PMM5 is systematically biased with respect to the observations. PMM5 underestimates cloud cover throughout the year, which has consequences for the simulated surface radiation, namely too much surface SWD and too little LWD compared to observations. Cloud cover in the other models stays relatively close to the observations outside of the winter season, although CRCM, HIRHAM and RegCLIM do underestimate cloud cover in the spring and summer. The cloud cover underestimate in CRCM is clearly correlated with a negative bias in LWD in that model, consistent with an excess fraction of the total LWD emanating from higher altitudes under clear-sky conditions. To a lesser extent the cloud cover underestimates in HIRHAM and RegCLIM are also associated with a negative bias in LWD. CRCM simulated SWD also shows a positive bias in spring and summer, consistent with an underestimate of cloud cover. RegCLIM and HIR-HAM, on the other hand, both significantly underestimate SWD in spring and summer (-80 Wm -2 in RegClim and -60 Wm -2 in HIRHAM in June) even with a negative bias in cloud cover, suggesting that when clouds are present in these models, their cloud-albedo is considerably too high (this point will be returned to in Sect. 3.3.2).
Surface albedo
The surface albedo is high in winter and early spring until the snow lying on sea-ice begins to melt, exposing patches of darker snow-free sea-ice and thereby lowering the areaaveraged albedo (Fig. 2) . During summer, melt ponds on the sea-ice surface further lower the area-averaged albedo towards values as low as 0.35 (Curry et al. 2001; Perovich et al. 2002) . In winter five of the models (RCA, ARCSYM, PMM5, COAMPS Ò and CRCM) have albedos of 0.8 or above, while REMO, HIRHAM, and RegCLIM lie between 0.7 and 0.75. During summer, the albedos of the different RCMs are split in two distinct groups: RCA, ARCSYM, PMM5 and COAMPS Ò show no or only a marginal decrease in albedo from their winter values, while the other models reproduce, to some extent, the seasonal decrease in surface albedo. The albedo in PMM5 is specified as a fixed value and does not vary from summer to winter.
The albedo of a model is an area average representative for an area measuring 50 · 50 km 2 which generally includes varying portions of open water and sea-ice covered by snow, meltponds or exposed sea-ice. Most RCMs employ a parameterization to represent the time evolution of the sea-ice albedo, with schemes varying in complexity. Simpler schemes link the albedo to the surface temperature, with a linear decrease from a maximum albedo at cold temperatures to a minimum value at the melting point (Pedersen and Winther 2005) . More advanced schemes use a semi-prognostic approach to the snow-albedo, whereby the history of the snow and snowfall events influence the subsequent evolution of the snow albedo. These schemes attempt to factor in the aging of lying snow which causes a gradual reduction in snow-albedo, as well as the occurrence of a new snowfall which rapidly increases snow-albedo back to values typical for new snow (e.g. Verseghy 1991; Douville et al. 1995) .
The four models that largely fail to simulate a reduction of surface albedo in the summer (RCA, ARCSYM, PMM5 and COAMPS Ò ) all have albedos that are systematically too high in the winter season. This may be due to a poor basic specification of the snow albedo in these models, or that the impact of snow aging on albedo is too weak, or finally that these models precipitate snow too frequently, causing an aging snow-albedo to be repeatedly set back to a value representative of new snow. It is beyond the scope of this study to determine the specific causes of the overestimated albedo in these models. Nevertheless, it appears that a feedback occurs in these models whereby too high snow-albedo in the winter leads to an underestimate of solar radiation absorbed at the snow surface in early spring. This underestimate slows or even prohibits the melting of snow in these models, thereby keeping their surface albedo unrealistically high throughout the summer season. It is conceivable that if the snow albedo in a given model is too high, then sea-ice may remain snow covered throughout the summer season. Snow generally has a higher albedo than exposed sea-ice (0.7-0.9 for snow compared to 0.4-0.6 for sea-ice (Perovich 1998 ). An erroneous presence of snow on sea-ice will therefore severely reduce the overall sea-ice melt during the summer. In a coupled Arctic ocean-atmosphere-ice model this type of error would lead to a significant overestimate of sea-ice distribution and thickness. Systematic errors of this type would also compromise the reliability of simulated snow/sea-ice albedo feedbacks in response to increasing levels of greenhouse gases within these models. The second group of models (HIRHAM, RegCLIM and REMO) that do simulate a reduction of surface albedo during the summer, all have lower albedo values in the winter season allowing for increased solar absorption in early spring, more rapid snow melt and exposure of sea-ice during the summer. CRCM has an intermediate value of surface albedo in the winter and lies between these two groups with respect to a reduction of albedo in the summer. A correct representation of the winter season albedo appears a prerequisite for simulating spring snowmelt and the subsequent evolution of surface albedo.
The two groups of models, classified by their summer albedos, also seem to group to a large extent with respect to simulated surface SWD (see top panel in Fig. 2) . HIR-HAM, REMO and RegCLIM all underestimate incoming solar radiation at the surface in the spring and summer, while RCA, ARCSYM and PMM5 all have relatively accurate estimates of SWD. While cloud errors clearly dominate SWD errors in some models (e.g. CRCM and to a lesser extent PMM5), it is interesting that models with excessive surface albedo systematically have higher SWD in the spring and summer than models with lower (more correct) surface albedos.
The Arctic summer is characterized by large amounts of low-level clouds (~95% in the observations in Fig. 2 , also see Key and Barry 1990; Intrieri et al. 2002a ) and a relatively high surface albedo. In this situation a significant fraction of the downwelling solar radiation will be reflected from the sea-ice/snow surface and subsequently be reflected back down to the surface from cloud-base. It is important that models accurately include these multiple reflections in their calculation of the total incoming solar radiation. Tests made with the parameterization of multiple reflections in the RCA model indicate the total downwelling surface solar radiation is extremely sensitive to a correct inclusion of this term. If most models underestimate the contribution of multiple reflections to the total downwelling solar radiation, then they may require a positive bias in surface albedo (excess reflection of SWD from the surface) to compensate for this underestimate. They therefore achieve an accurate simulation of the total downwelling solar radiation through two compensating errors, excess surface reflection of SWD and an underestimate of the reflection of this radiation, from cloud-base back to the surface. In contrast, a correct (reduced) amount of surface reflection, coupled with an underestimate of cloud base downward reflection, will lead to an underestimate in the total incoming SWD. This reasoning is consistent with the SWD and surface albedo results presented in Fig. 2 , but more detailed analysis by the individual modeling groups would be required to substantiate this theory. Suffice to say, we highlight multiple reflections of solar radiation between the snow/sea-ice surface and cloudbase as an important term requiring careful treatment in radiation schemes applied over the Arctic.
Water vapour
The observed vertically integrated water vapour (IWV) reflects the annual cycle of temperature: low in winter and high in summer. Most models reproduce the observed annual cycle quite well, mainly thanks to the prescribed SST and sea ice cover that effectively constrains conditions near the surface, where most of the water vapour is found. Lateral boundary conditions for the RCMs are also identical, so that long range water vapour transport from low latitudes is the same in all models, contributing to the small inter-model spread in IWV. During winter there is a systematic negative bias between the RCMs and the observed IWV. This bias may arise from too low prescribed surface temperatures in all the models. Tjernström et al. (2005) contend that there is a systematic difference between the ice-surface temperatures derived from satellite at the SHEBA site (and used in the simulations) and in-situ observations during cold conditions. COAMPS Ò is the only model to deviate significantly from observed IWV values outside of the winter season, with too high values in June and July leading to low clearsky solar transmissivity. This may partially explain the lower than observed SWD in this model.
Comparison of daily averages
In this section we compare diurnally averaged model results against observed values and present the result as scatterplots. Observations are always plotted along the x-axis and model results along the y-axis, a 1:1 line has been added to the plots that would indicate a perfect agreement between models and observations. Below each figure are listed the linear correlation coefficient between the model results and observations at the daily time scale, the model bias, the root mean square error (RMSE), and the number of days included in the comparison. This number varies because observational datasets contain missing data and because the length of the time series differs slightly between the models. Only days with both valid model results and observations have been included in the statistics.
Radiation
All RCMs reproduce the observed SW radiation quite well; the correlation coefficient being relatively high for all models (Fig. 3) . ARCSYM has a small bias, which is also reflected in the symmetry of its SWD scatterplot. Reg-CLIM, REMO, HIRHAM and COAMPS Ò all have negative biases while RCA, CRCM and PMM5 tend to overestimate the surface SWD. For most models, the scatter increases towards larger values, suggesting a proportionality between the error and the magnitude of the absolute value. REMO, HIRHAM and RegCLIM all have negative biases in surface SWD while also underestimating cloud cover in the summer season. Of the three models exhibiting a positive SWD bias, PMM5 has the smallest bias. This is somewhat surprising given the severe underestimate of cloud cover in PMM5 (Fig. 2) . Subsequent analysis will show that the decrease in surface SWD as a function of increasing cloud water is far too rapid in REMO, HIRHAM, RegCLIM and PMM5 (Fig. 8) , leading to clouds being excessively reflective when they are present in these four models, helping to explain the apparent contradictory biases with respect to surface SWD and cloud cover. We defer a discussion of the cause of this problem until Sect. 3.3.2 where we present relationships between SWD and LWP for both the models and observations. COAMPS Ò also shows a negative bias in surface SWD while having a reasonable simulation of cloud amounts, at least in the spring and summer seasons. The cause of the negative bias in surface SWD in COAMPS Ò seems more related to an overestimate of IWV (Fig. 2) leading to a clear-sky atmosphere that is too opaque.
CRCM systematically overestimates SWD, consistent with an underestimate of cloud cover (Fig. 2) , while RCA has a positive bias in SWD concurrent with a reasonable simulation of the annual cycle of cloud cover. Later analysis will indicate the RCA surface SWD in clear-sky conditions is overestimated (Fig. 11) . In particular, at large solar zenith angles (>65°) the sensitivity of RCA clear-sky solar transmissivity to increasing amounts of integrated water vapour is underestimated, with too much solar radiation reaching the surface in clear-sky, moist conditions. Unlike COAMPS Ò , this clear-sky SW transmission error is not directly due to an overestimate of IWV, rather to the actual treatment of water vapour in the RCA solar radiation scheme. This error was quantified in Jones et al. (2004b) for stand-alone radiation tests in clear Arctic atmospheres to be of the order 10-15 Wm -2 positive bias. In Fig. 2 , RCA has a positive bias in SWD in early spring (March to May); during this period the sun is low in the sky (large solar zenith angle) and excess clear-sky transmissivity at high solar zenith angle will directly contribute to the bias in the total surface SWD.
All models, except PMM5 and CRCM, reproduce the surface LWD fairly well and show high correlation coefficients (Fig. 4) . The large negative biases in PMM5 (-35 Wm -2 ) and CRCM (-16 Wm -2 ) are consistent with the underestimate of cloud cover in these two models. The version of PMM5 used for the ARCMIP simulations used the CCM2 radiation parameterization (Hack et al. 1993 , see also Table 2 ), which has a known negative bias in LWD (Pinto et al. 1999) . Based on an analysis of the PMM5 ARCMIP simulations an updated versions of Polar MM5 now uses the RRTM radiation parameterization (Mlawer et al. 1997) , which reduces the negative bias in LWD. The scatterplot for ARCSYM and to some extent also COAMPS Ò show two distinct clusters of points. This is a typical feature of models without fractional cloud cover (see Fig. 7 for an example of this in these two models), in which the radiation in any column is computed either for completely overcast or cloud-free conditions. The simulated surface LWD at a given gridpoint and timestep being either of two values: a low value when the gridpoint is clear, or a high value for overcast cases, Fig. 4 . Jones et al. (2004b) also show for 4 clearsky case studies over SHEBA that the RCA radiation scheme, when run in stand-alone mode using observed thermodynamic profiles, underestimates clear-sky LWD bỹ 12 Wm -2 while the more advanced RRTM (Rapid Radiative Transfer Model, Mlawer et al. 1997 ) has a smaller, yet still systematic underestimate of~5 Wm -2 (see their Fig. 9a) . While acknowledging the uncertainty in observed cloud amounts in winter, the positive winter cloud biases in Fig. 2 , combined with the positive bias in surface LWD at low values of observed LWD (Fig. 4) and the earlier findings indicating a tendency for a negative bias in clearsky LWD in cold conditions, all suggest these models incorrectly simulate cloudy conditions during the extreme cold periods. The erroneous presence of clouds causes a positive bias in surface LWD during these periods, offsetting the probable negative bias in clear-sky surface LWD.
Clouds
Surface radiation agrees relatively well between models and observations with correlation coefficients exceeding 0.8. However, such good agreement is no longer apparent when evaluating cloud cover. Comparing the simulated daily mean cloud cover against equivalent observations derived from the ETL combined lidar-radar dataset, we see that the correlation between observations and any of models is low. None of the models can accurately reproduce the observed cloud cover on a daily basis (Fig. 5) . Clearly, it is an imperative to improve the representation of cloud cover in RCMs applied to the Arctic, if we are to have any confidence in simulated cloud-radiation-albedo feedbacks associated with increasing concentrations of greenhouse gases.
For LWP the correlation between models and observations is slightly improved compared to cloud cover (Fig. 6) . The bias of all RCMs, except PMM5 and CRCM, is quite low,~10 gm -2 , which is comparable to, or less than, the microwave radiometer (MWR) uncertainty (Westwater et al. 2001) , although it should be noted that observed LWP values at SHEBA rarely exceed 150 gm -2 . PMM5 not only has too few clouds, but when clouds are present they are predominantly composed of the ice-phase, leading to an underestimate of cloud liquid water and further exacerbating the cloud-radiation problems in this model. CRCM did not provide LWP in their diagnostic output, hence we were unable to plot any results for this model with respect to LWP.
Co-variability of instantaneous values
In order to better understand the physics of the different models we plot two model variables in relation to each other. The co-variation can then be compared against the co-variation of the corresponding variables from observations. For this comparison we make use of instantaneous 3-hourly values that have been obtained for seven of the models. The dataset covers April-September 1998, which is the period when the sun rises sufficiently high above the horizon for meaningful comparisons of the SW radiation. (Roeckner et al. 1996) ECHAM4 (Roeckner et al. 1996) 4-24 12-80
Observation estimates from Shupe et al. (2001) are 3-20 lm for liquid and 7-300 lm for ice clouds. Note that the observed value for ice clouds is for the mean diameter that may be larger than the effective radius
The drift of the SHEBA station with the sea-ice leads to a variation of the local solar angle with time that needs to be accounted for when investigating processes related to solar radiation. As a first order correction, we divide the surface SWD radiation with the cosine of the local solar zenith angle to account for the geometric increase in optical thickness with higher solar zenith angles. Physically speaking, this correction (commonly referred to as the airmass factor) gives an estimate of the surface radiation if the sun were continuously overhead. The same correction is applied to model results and observations. Unless stated otherwise, we also limit the dataset to those cases when the solar zenith angle is smaller than 65°, thereby removing the data when the sun is very low in the sky. At high solar zenith angles cloud sides become illuminated and in extreme cases even the cloud base. Most radiation schemes treat clouds as plane-parallel and of infinite extent (i.e. no sides), therefore, an evaluation of cloud-solar radiation interaction at high solar zenith angles does not seem justified.
The radiation at a single gridpoint in an RCM is a combination of contributions from clear sky and clouds.
Comparing model values against observations is difficult since the fractional cloudiness is weighted into the radiation. To eliminate this possible source of uncertainty, where appropriate we filtered the datasets with respect to cloud cover. Cloud cover above 0.85 will be denoted as overcast, and cloud cover below 0.15 as clear-sky conditions. In these cases the data with cloud cover between 0.15 and 0.85 is discarded. For overcast skies we investigate the relationship between radiation and cloud water/cloud base temperature to see how well the RCMs capture the basic physics. For clear skies, we look at the relationship between radiation and vertically integrated water vapour. For fractional cloudiness we evaluate the change in surface SWD as a function of increasing cloud cover.
Cloud cover and SWD radiation
Surface SWD is expected to decrease with increasing cloud cover. From Fig. 7 the observations (grey +'s) hint this is the case, although the scatter is large and the signal not clear. One reason is that cloud detection with the lidar/ radar gives a binary response every 10 min that is then averaged over 1 h to get an area cloud cover estimate. The scatter in the observations could be mitigated if the cloud detection is weighted with the cloud optical thickness to get an effective cloud cover. The scatter is smaller for the RCMs (coloured Á's), and a decrease of the downward solar radiation with increasing cloud cover is apparent. Compared to the observations, the decrease seems not strong enough for CRCM and may be a symptom of this model lacking prognostic cloud liquid water. For REMO, HIRHAM and RegCLIM the decrease in surface SWD with increasing cloud cover is too strong. The too high sensitivity of these models to an increase in cloudiness is consistent with the excessive cloud albedo identified earlier. The impact of an incorrect cloud albedo will become more important the greater the fraction of a model grid box that is covered by cloud. Hence, the largest effect is found for overcast conditions. ARCSYM and COAMPS Ò clearly have binary cloud cover in Fig. 7 , with instantaneous values of 0 or 1, consistent with the dual grouping of surface LWD see in Fig. 4 . ARCSYM yields high values for surface SWD when the cloud cover is 0 as expected. In contrast this is not the case for COAMPS Ò : the surface SWD for clearsky covers a similar range as when cloud cover is 1, probably due to the excessive amounts of the water vapour in COAMPS Ò seen in Fig. 2. Figure 8 shows the relationship between cloud water path and surface SWD for observations (grey +'s) and models (colouredÁ's). Only values where the cloud fraction is greater than 0.85 in both models and observations are plotted. Cloud water path for the models includes contributions from both liquid and frozen condensate, while the MWR only measures liquid water. Thus, the observed cloud water in the graph is likely a slightly low estimate of the true, total cloud water (i.e. if ice were included the grey crosses, representing observations in Fig. 8 , would move slightly to the right, along a horizontal with respect to observed SWD. The combined effects of ice and liquid water path variability are already accounted for in the observed SWD.) All models show a more or less well-organized decrease of surface SWD with increasing cloud water. COAMPS clouds are optically thick, suggesting a problem with the transmissivity of thick clouds in this model. Most models show a decrease of surface SWD with increasing cloud water path that is steeper than that seen in the observations. Keeping in mind that the plotted observed water path is a low estimate of the true value if ice were included, the difference between models and observations is likely to be even larger. In REMO, HIRHAM, PMM5 and RegCLIM, cloud transmissivity decreases too rapidly with increasing cloud water path. The parameterizations of cloud optical properties in these models were initially developed for mid-latitude conditions. In the Arctic conditions are different and appear to require a generalization of the cloud optical treatment. This type of behaviour can potentially arise from a number of sources, one being how models actually distribute prognosed cloud water between liquid droplets and ice crystals. For a given total cloud water amount, an overestimate of the liquid fraction will directly lead to an underestimate of the mean cloud effective radius and therefore an overestimate of cloud albedo (see Table 2 for the range of effective radii used in the ARCMIP models, expressed separately for liquid and solid phase). Reliable observational guidance on the fractional distribution of solid and liquid phase in Arctic mixed phase clouds is difficult to come by. Recent observations at SHEBA (e.g. Intrieri et al. 2002c; Shupe et al. 2006 ) do indicate that liquid is observed in Arctic clouds at temperatures as low as -35°C. The fractional amount of liquid versus ice water in these clouds appears to decrease linearly over the temperature range -10 to -25°C, although there is a large scatter in the observations (Shupe et al. 2006) A second potential problem lies directly in the parameterization of effective radius for ice clouds. The observed mean diameter for ice clouds during the period April to July 1998 varies between 7 and 300 lm , while the mean effective diameter observed for mixed phase clouds over SHEBA was 93 lm, with a range of 27-200 lm (Shupe et al. 2006) . The parameterizations of ice effective radius used in the ARCMIP RCMs generally have lower values than those observed at SHEBA (see Table 2 ), probably due to the fact they were developed based on observations from mid-latitude and tropical cirrus clouds (McFarquhar and Heymsfield 1998; Heymsfield and Miloshevich 2003) . As a result, even with a correct total cloud water path and a correct separation of the cloud water into liquid and ice fractions, the radiation parameterizations will still yield a cloud albedo that is too high due to an underestimate of the median ice effective radius.
Cloud water and SWD radiation
Cloud base temperature and LWD radiation
To investigate the relationship between cloud temperature and LWD radiation, we plot surface LWD as a function of the cloud base temperature (Fig. 9) . The cloud base temperature is used as a proxy for the cloud temperature here, being well aware that the true cloud temperature could be different if the cloud base is optically thin in the thermal IR. To minimize the impact from clear-sky contributions, the graph only contains data for clouds with cloud cover larger than 0.85. Clouds with cloud base above 1,000 m have also been excluded to avoid the contribution of clear-sky emission, below high clouds, to the surface LWD. The emission of LW radiation follows the StefanBoltzmann law, with the emissivity e being a function of the amount of cloud water and humidity. When plotting surface LWD as a function of cloud base temperature, we find that the data points form a cloud that is bounded by an upper and a lower envelope (Fig. 9) . The upper envelope is given by the emission from a blackbody (e = 1), and the lower envelope by an emissivity that is smaller than 1. For the observations, the lower bound is nicely fitted with e~0.7. An even better fit is obtained if the emissivity is not constant but the value for saturated air, with the saturation vapour pressure calculated from the cloud base temperature. We conclude that the radiative properties of the clouds over the SHEBA site are between that of saturated humid air and that of a blackbody. The majority of observed clouds are found close to the upper bound and therefore optically black, although there is still a significant number of clouds with emissivities in the range 0.7-1.
Not all models saved cloud base temperature, therefore the comparison includes only results from RCA, ARC-SYM, PMM5, CRCM and COAMPS Ò . All models capture the main physics with the LWD radiation between the two theoretical limits of saturated humid air and a blackbody. However, there are clear differences between the models. In RCA almost all clouds are blackbodies, with very few cases where the emissivity is substantially smaller than 1. In ARCSYM, CRCM and COAMPS Ò , clouds are mostly blackbodies as long as the temperature is above 260 K. Below 260 K, the emissivity of clouds drops to that of humid air in these models, suggesting the emissivity of cold clouds is too low. Possibly there is a problem with the water content of cold clouds, not containing enough liquid water or ice. An alternative explanation is that there is a more general problem with the calculated emissivity of ice clouds. At low temperatures, ice clouds grow in importance relative to water clouds. Too small emissivity of ice clouds at cold temperatures would imply an underestimate of surface LWD, as seen in Fig. 9 . PMM5 surface LWD shows good agreement with observations, but only for temperatures below 270 K. At higher temperatures, the surface LWD of the model can often be significantly lower than the corresponding observations. The sharp transition of regimes at~270 K suggests a problem with liquid and not ice clouds in PMM5. The emissivity of water clouds in PMM5 can even be lower than that of saturated, humid clear air. The most likely cause of this error is that PMM5 cloud water amounts are too low. This is supported by Fig. 6 , where observed LWP is plotted against the simulated value. PMM5 LWP is consistently lower than observed values, with a large mean negative bias.
Clear-sky SW transmission and integrated water vapour
Under clear-sky conditions, solar transmissivity varies primarily as a function of the amount of water vapour in the air (note that the strong dependency on the solar zenith angle has been removed by applying the airmass correction). Plotting surface clear-sky SWD as a function of the vertically integrated water vapour, for the observations at SHEBA, shows a gradual decrease in surface SWD with increasing amounts of water vapour (Fig. 10) . We now separate the data according to solar zenith angle to remove some of the scatter in the graph. For data with solar zenith angle <65° (Fig. 10) , most models agree fairly well with the observations. In COAMPS Ò , the transmissivity of the atmosphere is too sensitive to water vapour. Another noteworthy feature is the large scatter found for HIRHAM, CRCM and COAMPS Ò . The reason for this scatter in the surface SWD, in conjunction with the variation of the water vapour, is not clear. In HIRHAM there is a strong variation of the surface albedo at snow melt (Fig. 2) which could be responsible for the scatter in this model, as some data will be for conditions with snow on the ground, and others for bare surfaces. The water ) with cloud base temperature (in K) in models (colored dots) and observations (grey crosses). Shown are only values for overcast sky with cloud base below 1,000 m vapour path length traversed by reflected radiation will be significantly longer than for non-reflected radiation. On the other hand, REMO has a similar evolution of the surface albedo but much less scatter than HIRHAM.
Repeating the same graph but for solar zenith angles between 65 and 80°, we find that ARCSYM still reproduces the observed decrease of transmissivity quite well (Fig. 11) . The water vapour transmissivity of RCA, REMO, HIRHAM and PMM5 are not sensitive enough to increases in water vapour in this solar zenith angle range. All these models have too much surface SWD when relatively large amounts of water vapour occur in clear-sky conditions. The combination of low solar zenith angle and relatively large amounts of water vapour implies a long water vapour path length for solar radiation. This situation seems to be handled poorly by this set of RCMs. CO-AMPS Ò and CRCM show excessive scatter in surface SWD in this solar zenith angle range.
In the Arctic, during spring and fall (ice melt and growth seasons) the solar zenith angle is frequently >65°(i.e. the sun is often close to the horizon). In these conditions most models simulate a clear-sky atmosphere that is too transmissive to solar radiation. This error will have negative consequences both for ice melt and growth in these transitions seasons and is a priority problem for improving the performance of climate models in the Arctic.
Clear-sky LW emissivity and integrated water vapour
Under clear-sky conditions, surface LWD is mainly a function of near surface temperature and humidity. Since the relative humidity over the Arctic Ocean is always high, air temperature and humidity are closely related. We therefore expect a fairly well defined relationship between integrated water vapour amounts and surface LWD, which is confirmed by the steady decrease in surface LWD as integrated water vapour amounts decrease (Fig. 12 ). The models capture the general trend with low values of surface LWD when there is little water vapour in the atmosphere (concurrent with cold temperatures) and high LWD in conjunction with high amounts of IWV (warm temperatures). However, there are differences between the models. RCA and COAMPS Ò agree fairly well with observations for the entire range of IWV. REMO, HIRHAM and CRCM are close to the observations at low IWV values, but their clear-sky LW emissivity becomes too low at large water vapour concentrations. The opposite is found for ARCSYM, with a tendency for surface LWD to exceed observed values at higher water vapour concentrations. The LW emissivity of water vapour in PMM5 appears too low for all values of IWV consistent with a known clear sky bias in LWD for the CCM2 radiation parameterization (Pinto et al. 1999) . The amount of crosses and dots plotted in Figs. 10, 11 and 12 gives an estimate of the number of occurrences of cloud-free conditions in both the observations and the models. The excessive number of clear-sky occurrences in PMM5 and CRCM is consistent with the overall underestimate of cloud amounts seen in Fig. 2 . On the other hand, RCA and to a lesser extent ARCSYM underestimate the frequency of occurrence of clear-sky conditions, implying these models overestimate the frequency of cloudy conditions at SHEBA. Both of these models have a reasonable simulation of the annual cycle of monthly mean cloud cover at SHEBA (see Fig. 2 ). Errors in the frequency of occurrence of cloud suggest they may be achieving accurate monthly mean cloud cover amounts from an incorrect frequency distribution of the instantaneous cloud fractions.
Discussion
Most models simulate the monthly mean surface SWD and LWD at the SHEBA station reasonably accurately. Nevertheless, there are a few clear outlier models with respect to the simulated surface radiation budget. We have presented the most likely reasons for these deviations in this paper. Clearly, the surface radiation biases in these outlier models would greatly prejudice their ability to simulate coupled radiation-ice interactions in a fully coupled ocean-atmosphere model. It is, therefore, highly important that systematic errors of this type are addressed. Despite the relatively good agreement between observed and simulated surface radiation in most models, when it comes to the factors controlling radiation-clouds and surface albedo-we find much less agreement between observations and models. The most striking difference is found for the cloud cover. Although the overall average cloud cover of the different models compares reasonably well with observations (or climatology), there is much less skill and inter-model agreement in simulating the higher time variability of cloud cover. The relatively good agreement in simulated surface SWD and LWD suggest that much of the cloud disagreement occurs for optically thin clouds that have a relatively small, but certainly nonnegligible, impact on the surface radiation budget (this being particularly true in the winter). This finding concurs with Wyser and Jones (2005) and further suggests that the disagreement between different Arctic cloud observations is dominated by the varying ability of different cloud sensors to detect optically thin clouds. A more detailed analysis of daily averaged radiation and cloud cover confirms this picture. Simulated and observed radiation correlate well and biases are relatively small. On the other hand, the daily averaged cloud cover of models and observations are more or less uncorrelated. With respect to the uncertainty in cloud observations due to differing sensor sensitivties, Schweiger et al. (2002) have shown that cloud cover variability from satellites and from the SHEBA station are well correlated at timescales larger than 4 days. We therefore repeated the cloud cover analysis using 5-day averages rather than daily values (results not shown). The correlation coefficient between simulated and observed cloud cover remains below 0.7 for all models, and for five models it is below 0.5. We therefore conclude that even on longer timescales, where the variability of satellite and surface observed cloud cover agree, the RCMs are still unable to reproduce cloud cover realistically.
Why is the correlation high for observed and modeled SFC radiation, but low for cloud cover? Why is the discrepancy between modeled and observed clouds not reflected in the modeled radiation? Many Arctic clouds are optically thin and contribute only little to the absorption of SW and the emission of LW radiation. Thus, radiation and cloud cover are not necessarily correlated and the frequent occurrence of thin clouds in models may leave no trace in the SFC radiation.
Surface albedo observed at SHEBA varies from~0.7 to 0.75 during winter to a mixture of open water and bare seaice values in the middle of the summer (~0.35). Some models capture this evolution, while others have a more or less constant albedo throughout the year. Some models clearly have problems with snow melt, with sea-ice remaining snow covered even in summer. The prescribed lower surface temperature over the Arctic Ocean is always close to the freezing point due to the presence of melting snow and ice during every month of the year. Thus, the lower boundary temperature for all models hardly ever exceeds 0°C and RCMs that use the difference between the lowest level temperature and freezing point to melt snow will not work properly. The best way to solve this problem is to implement a more physically based 'snow on sea-ice scheme' that does not rely on temperature differences but rather calculates an energy balance at the surface to compute snow melt. Another factor that needs to be accounted for is melt ponds that can drastically lower the area-averaged albedo.
To understand the physical mechanisms controlling radiative transfer, we investigated the co-variability of radiation with either cloud or humidity variables. Surface SWD decreases with increasing water content in all models, but in most models this decrease is stronger than in the observations. It was suggested that this could be related to problems distinguishing between liquid water and ice in a given cloud. Assuming liquid water when a cloud actually consists of ice will make the cloud less transparent. Another likely cause is too small parameterized values of ice effective radius compared to those observed at SHEBA.
The solar transmissivity of clouds may be too low in most models (Fig. 8 ), but we cannot exclude the possibility that part of the problem with underestimated surface SWD is due to the poor or absent representation of multiple reflections between the surface and cloud-base. In the models with high surface albedo, the co-variability of surface SWD with cloud water path agrees well with observations. In these models, however, the albedo is too high during summer compared to observations, so the right surface SWD is simulated for the wrong reason. If multiple reflections between the surface and cloud-base were properly accounted for, these models may yield higher values of surface SWD in excess of those observed. The other group of models, with realistic surface albedo, would agree better with the observed SWD if there was an increased contribution of multiple reflections of SW to the total surface downwelling SW radiation. The co-variability plot of cloud water path and SW radiation would then change in favor of the models with lower surface albedo during summer. From this perspective, it is important that cloud-radiation interaction and surface albedo are evaluated concurrently in Arctic climate models so that a correct diagnosis of surface radiation errors can be made.
Observed LW emissivity spans the range between clouds being blackbodies and the equivalent of saturated humid air. The models tend to lie on the high side, with clouds that are ''blacker'' than observations suggest, in particular for warmer clouds. For cold clouds the LW emissivity remains high in some of the models, while it is close to the lower value for saturated humid air in others. It is possible that the switch from high to low emissivity is related to the phase of cloud particles. In models warm (liquid) clouds tend to be treated as blackbodies, while cold (ice) clouds have a much lower emissivity. The comparison with observations shows that such a simple distinction is not justified; there do exist warm clouds with low emissivity and cold clouds with high emissivity.
Besides the cloud phase, the effective radius plays a role in determining cloud emissivity. It is probable that the present parameterizations of effective radius need to be adjusted or further generalized for the Arctic, in particular the effective radius of ice particles. Unfortunately, the effective radius of ice clouds is not easy to access; the basic problem being how to define an effective radius for nonspherical ice crystals, and for a cloud that is composed of many different crystal habits. Data on ice crystal size spectra can be obtained from in-situ measurements, but not from remote sensing instruments unless an ice particle shape is assumed. This limits the amount of available data, and existing parameterizations of the effective radius suffer from large uncertainty. Furthermore, most parameterizations of the ice effective radius have been developed using tropical or mid-latitude cloud data and may therefore not be suitable for the Arctic.
The analysis of radiative transfer under clear sky conditions produced some interesting results. The sensitivity of solar transmissivity to water vapour agrees well with observations, but only for low solar zenith angles. This may again be a manifestation of the fact most RCMs and their radiation schemes have been developed for mid-latitude conditions where errors at high solar zenith angles are relatively unimportant. However, in the Arctic, the sun is often close to the horizon and these model deficiencies will be important. We also speculate about the role of surface albedo in conjunction with the solar zenith angle. The surface albedo in most of the models does not vary as a function of the solar zenith angle. Observations from snowcovered surfaces (Dozier and Painter 2004) suggest there is a dependency of snow albedo on solar zenith angle. A radically different surface albedo at high solar zenith angle will influence simulated surface SWD, by changing the water vapour path length for reflected solar radiation. If snow albedo was higher in models at large solar zenith angles, the relationship between column integrated water vapour and surface SWD shown in Fig. 11 would be changed, with less surface SWD for a given integrated water vapour amount, due to a reflection induced increase in solar path length. It is therefore possible that an improvement in the calculation of surface (snow) albedo at high solar zenith angles may mitigate the problem with clear-sky solar transmissivity identified in Fig. 11 .
Surface LWD varies with the amount of water vapour in the atmosphere. All models reproduce the observed behavior at low amounts of water vapour. At high amounts some models still agree with the observations, while others over-or underestimate surface LWD. Possibly, these differences can be attributed to differences in the structure of the planetary boundary layer between models. The majority of surface LWD originates in the lowest layers of the atmosphere. An incorrect temperature or humidity distribution in the boundary layer, or a wrong boundary layer height, will thus change the surface LWD radiation. Tjernström et al. (2005) have shown that differences in the PBL structure between the ARCMIP models is more pronounced in summer than in winter. During summer the input of solar radiation is higher, leads open in the sea-ice boosting evaporation, and a more stochastic, convective regime replaces the stable regime that prevailed during winter.
Conclusions
Eight regional climate models have been used to simulate one year of Arctic climate at the SHEBA site. Initial and boundary conditions were identical for all models, and the model domain was chosen to be relatively small and centred on the SHEBA station. Differences between the model simulations can thus be attributed to different model formulations and their representation of physical processes. We have evaluated the surface radiation budget against high-quality observations at SHEBA. We have further investigated the processes controlling the underlying performance of RCMs with respect to cloud cover and surface radiation. We do this because cloud and radiation processes are the main controls on sea-ice evolution in the Arctic. In coupled Arctic atmosphere-ocean-ice climate models it is crucial that sea-ice evolution is simulated accurately and in a physically realistic manner. A prerequisite to this is a realistic simulation of cloud and radiation processes. We can only have confidence in future predictions of the response of Arctic sea-ice to changing atmospheric composition (the sea-ice/snow albedo feedback) if we are confident the underlying physical processes controlling this response are well simulated.
The observed surface radiation on monthly and daily timescales is reasonably well reproduced by the ensemble of all RCMs, despite some apparent variability between the different models. However, when it comes to the atmospheric variables that control radiative transfer, the agreement between models and observations is not so good. Cloud cover in the RCMs is more or less uncorrelated with observations on a daily basis. Even in the monthly average, many models do not reproduce the annual cycle properly, and the disagreement between models is large. From this we would expect a worse representation of the surface radiation budget than what we actually find. Most likely, some model deficits have been ''tuned away'', for example compensating errors in cloud transmissivity and cloud cover. Every climate model requires some tuning, and getting the surface radiation right assures that an important component of the surface energy budget is correct. Nevertheless, an effort should be paid to improve the parameterizations of cloud cover, surface albedo and solar transmissivity to better match the observations, thereby more faithfully representing the key physics controlling the Arctic surface radiation.
None of the models stands out as being superior to the others. PMM5 has an obvious problem with too few clouds throughout the simulation, resulting in too much surface SWD and too little LWD. The models fall into two groups when looking at surface albedo in summer. One group shows only a small variation compared to winter, while the other better follows the observed evolution of surface albedo. Interestingly, the group of models with too high surface albedo agrees better with the observed surface SWD, which could be explained by a too low contribution from multiple reflections between the surface and clouds. There is, however, also a strong suggestion that the second group of models, with a negative bias in surface SWD, have cloud albedos that are systematically too high across the range of observed LWP. Finally, a problem was identified in representing clear-sky solar radiative transfer at high solar zenith angles. It is not completely clear whether this is directly due to deficiencies in the treatment of water vapour in the solar radiation schemes or results from a poor parameterization of snow and sea-ice albedo at high solar zenith angles.
Future simulations made within the ARCMIP project will evaluate improvements made to parameterizations in the light of these findings and subsequently test these improvements in coupled Arctic RCMs, where sea-ice and SSTs are free to respond to the simulated surface radiation.
