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Let B := {x; |x| < R} ⊂Rn (n 3) be a ball, and let f ∈ C3. We are
concerned with the Neumann problem
u + λ f (u) = 0 in B, ∂νu = 0 on ∂B.
We assume that there is a ∈ R such that f (a) = 0 and f ′(a) > 0.
Then u ≡ a is a solution which we consider as the trivial branch.
In this paper we show the existence of an unbounded continuum
of nonradially symmetric solutions bifurcating from the second
eigenvalue. We also prove the local uniqueness, up to rotation, of
this continuum near the bifurcation point and the axial symmetry
of nontrivial solutions near the bifurcation point and study the
near-zero eigenvalues of the associated linearized problem. When
f is of bistable type or f (u) = −u + up (1 < p < (n + 2)/(n − 2)),
then we show that this continuum is unbounded in the positive λ-
axis, using a priori estimates. We use the zero level set (the nodal
domain) of derivatives of u in order to exclude the bounded case
of the Rabinowitz alternative.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction and main results
Let BR := {x = (x1, . . . , xn) ∈ Rn; |x| < R} (n 3), and let f ∈ C3 and λ ∈ R. We study the Neumann
problem
u + λ f (u) = 0 in BR , ∂νu = 0 on ∂BR , (1.1)
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1854 Y. Miyamoto / J. Differential Equations 249 (2010) 1853–1870where ∂ν denotes the outward normal derivative on the boundary. Integrating the equation over BR ,
we have
λ
∫
BR
f (u)dx = −
∫
BR
u dx = −
∫
∂BR
∂νu dσ = 0.
This indicates that f has a zero in the range of u, say a ∈ [minu,maxu]. We assume the transversality
condition f ′(a) = 0. Changing variables, we can transform (1.1) into the problem
u + λ f (u) = 0 in B, ∂νu = 0 on ∂B,
where f (0) = 0, f ′(0) = 1 and B := {x ∈ Rn; |x| < 1}. (N)
We call u ≡ 0 the trivial solution (the trivial branch).
In this paper we prove the existence of a global branch (an unbounded continuum) of nontrivial
solutions to (N) emanating from the second eigenvalue which consists of nonradially symmetric but
axially symmetric solutions (Theorem 3.1). Moreover we show that all the nontrivial solutions near
the bifurcation point are axially symmetric (Theorem 4.1(ii)) and that for each λ, a nontrivial solution
near the bifurcation point is unique up to rotation when I = 0 (Corollary 4.4). Here I is deﬁned
by (4.1). Note that the convexity of f is not assumed. We also study eigenvalues of the linearized
problem corresponding to a nontrivial solution near the bifurcation point (Theorem 4.1(iii)) if I = 0.
When
f is of bistable type, i.e., there are a+, a− (a− < 0 < a+) such that
f > 0 in (0,a+), f < 0 in (a−,0) and f (a+) = f (a−) = f (0) = 0, or (A1)
f (u) = −u + up (1 < p < (n + 2)/(n − 2)), (A2)
we show that the branch is unbounded in the positive λ-axis and it does not blow up (Corollaries 3.8
and 3.9), using a certain partial order preserving property in the case (1.1) and an a priori bound
obtained by [33,27] in the case (A2). See Lemma 3.6 and Remark 3.7 for the partial order preserving
property. When (A2) is concerned, u ≡ 1 is a trivial solution. In Lemma 3.6 we see that u is positive
along the branch. Hence f (u) (u > 0) is C3 even if 1< p < 3.
When the Dirichlet problem is concerned, the existence of a global branch consisting of positive
solutions in a general domain with smooth boundary is proven by Rabinowitz [37]. Various proper-
ties of this branch including the direction and the existence of a turning point have been studied by
many authors. Among other things, detailed analysis have been made for the Gel’fand equation [11,
23,40,31,32,41] and for a general equation on a planar symmetric domain [19]. See surveys [1,2,25]
for branches of positive solutions. In the case of a Neumann problem, although there is a vast amount
of literature, few results are known about the existence of a global branch when the problem cannot
be reduced to an ODE. In author’s previous paper [29] we prove the existence of global branches of
nonradially symmetric solutions emanating from the second and third eigenvalues when the domain
is a disk. When f is of Allen–Cahn type (e.g., f (u) = u−u3), the nonexistence of the secondary bifur-
cation point for the branch from the second eigenvalue is proven in [30]. In [39] Shi studies branches
consisting of non-one-dimensional solutions on a rectangle emanating from a branch consisting of
one-dimensional solutions. When the domain is not a special one like a ball, cube, cylinder, etc., the
question of the existence of the global branch seems to remain open for a general nonlinearity.
If the domain has reﬂective symmetry with respect to a hyperplane and if f is odd, then we can
prove the existence of a global branch, considering positive solutions of the half problem with mixed
boundary condition. When f is not odd, this method does not work even if the domain has reﬂective
symmetry. Both the oddness and the symmetry are important in this method.
Y. Miyamoto / J. Differential Equations 249 (2010) 1853–1870 1855Let us mention the strategy. We deﬁne functional spaces
C2,γN :=
{
u ∈ C2,γ (B) ∩ C1(B); ∂νu = 0 on ∂B
}
,
X := {u ∈ C2,γN ; u is axially symmetric with respect to the xn-axis},
where C2,γ (B) (0 < γ < 1) is the usual Hölder space on B . In this paper we mainly work on X . Let
 denote the Neumann Laplacian, and let {μ j} j0 be the eigenvalues of the problem
φ + μφ = 0 in B, ∂νφ = 0 on ∂B, φ ∈ X, (1.2)
without counting multiplicities (0 = μ0 < μ1 < μ2 < · · ·). Since all the second eigenfunctions of 
in C2,γN are axially symmetric (Proposition 2.5(ii)), the second eigenvalue of  in X is equal to that
of  in C2,γN which is −μ1. Since the second eigenvalue of  in X is simple (Proposition 2.4(ii)),
the Rabinowitz alternative is applicable at (μ1,0) ∈ R × X and the Crandall–Rabinowitz bifurcation
theorem [9] tells us that the set of the bifurcating solutions is locally a unique C1-curve in R × X .
Moreover, we show that if (λ,u) is near (μ1,0), then every solution of (N) in R × C2,γN should be
axially symmetric (Theorem 4.1(ii)). Hence, when (λ,u) is near (μ1,0), (N) can be reduced to the
problem in X where all the nontrivial solutions are locally obtained by the Crandall–Rabinowitz bi-
furcation theorem. When I = 0, the branch near the bifurcation point in R× X can be written as two
graphs of λ which is given by (4.3). Combining the reduction to X and those graphs, we obtain the
local uniqueness of the branch. See Corollary 4.4 for the precise statement. The linearized problem
(4.2) corresponding to the bifurcation point has a zero eigenvalue with n-dimensional kernel (Propo-
sition 2.5(i)). Therefore we are interested in behaviors of the near-zero eigenvalues along the branch.
In Theorem 4.1(iii) we show that there is a zero eigenvalue with (n − 1)-dimensional kernel com-
ing from the rotational derivatives of the axially symmetric function u and a simple positive (resp.
negative) near-zero eigenvalue if I > 0 (supercritical) (resp. I < 0 (subcritical)).
In order to establish the existence of a global branch we use the Rabinowitz alternative [37] which
states that for a large class of nonlinear eigenvalue problems, a continuum bifurcates from a charac-
teristic value (eigenvalue) of odd (algebraic) multiplicity, and the continuum either (1) is unbounded
or (2) meets another characteristic value (eigenvalue). All we have to do is to exclude the case (2).
Our main tool is the zero level set (the nodal set) of ∂xnu and ∂θu, where
∂θ := −xn∂x1 + x1∂xn . (1.3)
The nodal set is intensively used in Dirichlet problems [17–19].
Our method which is based on the proof of [29, Theorem 3.1] is as follows: We use a contradiction.
Suppose the contrary, i.e., a branch C ⊂ R × X emanating from (μ1,0) meets (μk,0) (k  2). In
Lemmas 3.3 and 3.4 we show that for any (λ,u) ∈ C , u satisﬁes
∂xnu > 0 in B and ∂θu > 0 in B ∩ {x1 > 0}. (1.4)
We use the specialty of the shape of the domain, which is a ball, in the proof of Lemmas 3.3 and 3.4.
Since C meets (μk,0), we see by Proposition 2.3 that there is an eigenfunction φ(≡ 0) corresponding
to μk such that ∂xn u/‖∂xnu‖C2,γ → ∂xnφ/‖∂xnφ‖C2,γ and ∂θu/‖∂θu‖C2,γ → ∂θφ/‖∂θφ‖C2,γ as (λ,u) →
(μk,0). We show in Lemma 3.2 that ∂xnφ or ∂θφ changes sign inside B . We again use the specialty of
the domain in the proof of Lemma 3.2. When (λ,u) ∈ C is near (μk,0), ∂xnu or ∂θu also changes sign
inside B . This contradicts the positivity of ∂xnu and ∂θu along C . Since u changes its sign in B and the
analysis of changing the topology of {u = 0} seems diﬃcult, we use the positivity (1.4) in spite that
∂xnu does not satisfy the Neumann boundary condition.
This proof indicates to us the following: When detailed information of the shape of all the eigen-
functions of the Neumann Laplacian, which is used to exclude (2), is obtained, the Rabinowitz al-
ternative is a powerful tool, because we do not need an assumption on f except the transversality
1856 Y. Miyamoto / J. Differential Equations 249 (2010) 1853–1870condition f ′(0) = 0. When the domain is a ball, this strong information can be obtained. On the con-
trary, if the domain is not a special one like a ball, cube, cylinder, etc., then the detailed information
of the shape of the eigenfunctions cannot be obtained, and it seems diﬃcult to apply the Rabinowitz
alternative. The specialty of the ball is used when we analyze the nodal structures of ∂xnu, ∂θu, ∂xnφ
and ∂θφ. In this paper we select the generality of the nonlinearity f at the expense of the generality
of the domain.
We mention a technical point of the proof. We need a detailed analysis of ∂θu at a corner point.
Since the interior sphere condition is not satisﬁed at a corner point, we cannot use Hopf’s boundary
point lemma. In [29] the domain is planar and a theory of Hartman and Wintner [20] is used at a
corner point. In this paper we extend Hopf’s lemma. See Lemma 2.6 for the extension. Lemma 2.6
is different from the extension of Serrin [38]. In Section 2.3 we compare two extensions and discuss
a diﬃculty in extending the theory of [20] to the high-dimensional case. The axial symmetry of the
solution to (1.1) with Morse index 1 easily follows from Lemma 2.6 when f is convex. See Remark 2.8.
Let us consider the case (A1). In [33] Ni and Takagi establish the existence of a global branch
emanating from each eigenvalue when the domain is
Rn := [0,a1] × [0,a2] × · · · × [0,an], (1.5)
where a−21 , . . . ,a−2n are independent over Q. This condition on the domain guarantees that every
eigenvalue of the Neumann Laplacian is simple. They conjecture that the branch emanating from
the second eigenvalue goes toward a boundary one-spike layer that is a solution to the singularly
perturbed Neumann problem with large parameter λ
1
λ
u − u + up = 0 in Ω, ∂νu = 0 on ∂Ω (1.6)
obtained by the mountain pass lemma [34]. See Remark 3.5. Further studies are needed to prove this
conjecture. However, our results may be a ﬁrst step in the case where the problem cannot be reduced
to an ODE.
This paper consists of four sections. In Section 2 we recall known results about the second eigen-
value and eigenfunctions of the Neumann Laplacian in B . We extend Hopf’s boundary point lemma
in Lemma 2.6 and compare Lemma 2.6 and Serrin’s corner point lemma in Section 2.3. In Section 3
we prove the existence of a global branch from the second eigenvalue (Theorem 3.1). In Section 4
we prove the local uniqueness of the branch near the bifurcation point (Theorem 4.1(i) and (ii) and
Corollary 4.4) and study the near-zero eigenvalues (Theorem 4.1(iii)).
2. Preliminaries
2.1. Notation and known results
We deﬁne notations which we use throughout the paper. Let B := {x ∈ Rn; |x| < 1}, B+ := B∩{x1 >
0}, B− := B ∩ {x1 < 0}, Γ1 := ∂B+ ∩ {x1 = 0}, Γ2 := ∂B+ ∩ {x1 > 0}, O := (0, . . . ,0), P := (0, . . . ,0,1)
and Q := (0, . . . ,0,−1). Let 〈u, v〉 denote the L2-inner product of u and v , i.e., 〈u, v〉 = ∫ uv dx.
Let B be a real Banach space with norm ‖ · ‖, and let F :R ×B → B be a compact and continuous
mapping. We consider the abstract functional equation
u = λLu + F (λ,u), where λ ∈ R, u ∈ B, F (λ,u) = o(‖u‖) (‖u‖ → 0)
uniformly on bounded intervals and L is a compact linear mapping on B. (2.1)
In our case (N) is transformed to ( − 1)u + λ(u + f0(u)) + u = 0, where f (u) = u + f0(u). Since
( − 1) is invertible under the Neumann boundary condition, by K we denote the inverse. Then we
have
u = −(λ + 1)Ku − λK f0(u).
Changing the variable λ → λ − 1, we see that (N) can be transformed to (2.1).
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the set of the characteristic values (eigenvalues) of L, i.e., for λ∗ ∈ σ(L), there exists 0 = v ∈ B such
that v = λ∗Lv . The next proposition is one of the main results of [37].
Proposition 2.1. (See [37, Theorem 1.3].) If λ∗ ∈ σ(L) is of odd (algebraic) multiplicity, then there exists a
continuum C ⊂ R×B consisting of nontrivial solutions of (2.1) and emanating from (λ∗,0) such that C either
(1) is unbounded in R × B, or
(2) meets (λˆ,0), where λ∗ = λˆ ∈ σ(L).
Here the algebraic multiplicity of λ∗ ∈ σ(L) is the dimension of⋃∞j=1 ker((I − λ∗L) j).
In [9] Crandall and Rabinowitz study the bifurcation from a simple eigenvalue. We use their theory
to study the shape of the branch near a bifurcation point.
Proposition 2.2. (See [9, Theorems 1 and 1.7].) Let F be as in (2.1). Suppose F ∈ C2(R × B,B). Let λ∗ be a
characteristic value of L. If the following conditions hold:
(a) There is u∗ ∈ B such that ker(I − λ∗L) = span〈u∗〉, hence dimker(I − λ∗L) = 1,
(b) Ran(I − λ∗L) is closed,
(c) codimRan(I − λ∗L) = 1,
(d) Lu∗ /∈ Ran(I − λ∗L), where u∗ is deﬁned in (a),
then there is a neighborhood U of (λ∗,0) ∈ R×B, an interval (−a,a) and continuous functions ϕ : (−a,a) →
R, ψ : (−a,a) → B such that ϕ(0) = 0, ψ(0) = 0 and
F−1(0) ∩ U = {(ϕ(α),αu∗ + αψ(α)); |α| < a}∪ {(t,0); (t,0) ∈ U}.
Let Ω ⊂ Rn be a bounded domain, and let g ∈ C3(R × R,R) be a function such that g(λ,0) = 0
for all λ ∈ R. We consider
u + g(λ,u) = 0 in Ω, ∂νu = 0 on ∂Ω. (2.2)
Then u ≡ 0 is a solution which we consider as the trivial solution. In order to exclude (2) of Propo-
sition 2.1, we study the zero level set of ∂xn u and ∂θu near the bifurcation points. However, the
eigenvalue may not be simple, hence Proposition 2.2 may not be applied. In [29] the author modiﬁes
the proof of Proposition 2.2 and obtains the following:
Proposition 2.3. (See [29, Lemma 2.7].) Suppose that there exists a continuum C ⊂ R × C2,γ (Ω) such that
C consists of nontrivial solutions of (2.2) and C includes (λ∗,0). If gλu(λ∗,0) = 0, then there are sequences
{(λ j,u j)} j1 ⊂ C , {t j} j1 ⊂ R converging to 0, {vˆ j} j1 ⊂ C2(Ω) and an eigenfunction 0 = v∗ ∈ ker( +
gu(λ∗,0)) such that
u j = t j v∗ + vˆ j, where ‖vˆ j‖C2 = o(t j) as j → ∞.
In particular,
u j
‖u j‖C2,γ
j→∞−−−→ v∗‖v∗‖C2,γ
in C2, (2.3)
∂θu j
‖u ‖ 2,γ
j→∞−−−→ ∂θ v∗‖v ‖ 2,γ in C
1 and (2.4)j C ∗ C
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j→∞−−−→ ∂xk v∗‖v∗‖C2,γ
in C1. (2.5)
2.2. The second eigenvalue and eigenfunctions
We summarize properties of the second eigenvalue and eigenfunctions of  in X (resp. C2,γN ) in
Proposition 2.4 (resp. Proposition 2.5).
Proposition 2.4.
(i) The second eigenvalue of  in X, which is −μ1 in (1.2), is equal to that of  in C2,γN .
(ii) The second eigenvalue of  in X is simple.
(iii) A second eigenfunction of  in X has an explicit form
φ1(x) = J n
2
(qr)r−
n
2 xn,
where r =
√
x21 + · · · + x2n, Jα is the Bessel function of the ﬁrst kind of order α, and q is the ﬁrst positive
solution of the equation
q J ′n
2
(q) =
(
n
2
− 1
)
J n
2
(q).
In particular, φ1 has the following properties:
(a) φ1 is axially symmetric with respect to the xn-axis.
(b) P (= (0, . . . ,0,1)) is the maximum point of φ1 .
(c) On each sphere Sr = {x ∈ B; |x| = r} (0 < r < 1), φ1 is increasing on the angle −→Ox and −→OP decreases.
In particular, for each j ∈ {1,2, . . . ,n − 1},
−xn∂x jφ1 + x j∂xnφ1 > 0 for x j > 0.
(d) ∂xnφ1 > 0 in B\{P , Q }.
See [36] for details of Proposition 2.4(iii).
Proposition 2.5.
(i) The (geometric)multiplicity of the second eigenvalue of in C2,γN is n and the corresponding eigenspace is
Y := span〈φ1,1, φ1,2, . . . , φ1,n〉, where φ1, j(x) := J n
2
(qr)r− n2 x j (1 j  n) and J n
2
, q and r are deﬁned
in Proposition 2.4(iii).
(ii) Y = {cφ1,n(Rx); c ∈ R, R ∈ O (n)}, where O (n) is the set of the orthogonal matrices and φ1,n is deﬁned
in (i). In particular, if φ ∈ Y , then for any R ∈ O (n), φ(Rx) ∈ Y .
(iii) Let Y⊥ := {u ∈ C2,γN ; 〈u, φ1, j〉 = 0 for 1 j  n}. If u(x) ∈ Y⊥ , then for any R ∈ O (n), u(Rx) ∈ Y⊥ .
Using (ii) and (iii) of Proposition 2.5, we see that C2,γN is divided into two subspaces Y and Y
⊥
that are invariant under O (n).
2.3. A corner point lemma
In order to show (1.4) we need to analyze the local behavior of ∂θu at a corner point of a half-ball.
Then we extend Hopf’s boundary point lemma and obtain a unique continuation result at a corner
point.
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u + V u = 0 in B+,
{
u = 0 on Γ1,
∂νu = 0 on Γ2. (2.6)
Suppose that u > 0 (or u < 0) in B+\Γ1 near P . If ∂x1u = 0 at P , then u ≡ 0 in B+ .
Proof. We extend the solution of (2.6) by odd reﬂection. We deﬁne
u˜(x1, x
′) :=
{
u(x1, x′) in B+,
−u(−x1, x′) in B−\Γ1, V˜ (x1, x
′) :=
{
V (x1, x′) in B+,
V (−x1, x′) in B−\Γ1,
where x′ = (x2, . . . , xn). Then u˜ is a solution to the Neumann problem on B
u˜ + V˜ u˜ = 0 in B, ∂νu = 0 on ∂B.
Moreover, u˜ = 0 on Γ1. Since V˜ u˜ is Lipschitz continuous, by the Shauder estimate we see that u˜ ∈
C2,γN .
We use a diffeomorphism Φ straightening a boundary portion of B near P , which is introduced
by Ni and Takagi [34, p. 823]. Φ maps a neighborhood of O of the y-coordinate to that of P ∈ ∂B
in the x-coordinate and has the following properties: (1) The origin O is mapped to P , (2) there are
neighborhoods Ux of P and U y of O such that Φ maps to U y ∩{yn = 0} to Ux ∩ ∂B and U y ∩{yn < 0}
to Ux ∩ B , and (3) Φ has the inverse in a neighborhood of O .
Let x = Φ(y). We deﬁne v(y) := u˜(Φ(y)). Then v is deﬁned in U y ∩ {yn  0}. We extend v by
even reﬂection. By v˜ we deﬁne
v˜(y′′, yn) :=
{
v(y′′,−yn) in U y ∩ {yn > 0},
v(y′′, yn) in U y ∩ {yn  0},
where y′′ = (y1, . . . , yn−1). V˜ can be extended in the same way and we still denote it by V˜ . Then v˜
satisﬁes the uniformly elliptic equation in U y
n∑
i, j=1
aij(y)∂yi∂y j v˜ +
n∑
j=1
b j(y)∂y j v˜ + V˜
(
Φ(y)
)
v˜ = 0 in U y, (2.7)
where {aij}1i, jn and {b j}1 jn−1 are Lipschitz continuous in U y and bn ∈ C1(U y ∩ {yn = 0}) ∩
L∞(U y). See [34, p. 835] for details. We easily see that v˜ ∈ C1(U y) and
∂yn v˜ = 0 on U y ∩ {yn = 0}. (2.8)
Although bn is not continuous, the product bn∂yn v˜ is Lipschitz continuous, because of (2.8). Since
the second and third terms of (2.7) are Lipschitz continuous, by the Schauder estimate we see that
v˜ ∈ C2,γ (U y). There is an open ball B0 ⊂ U y ∩ {x1 > 0} such that B0 touches {x1 = 0} at O . Since
v˜  0 on B0 and v˜ = 0 at O , O is a minimum (or maximum) point of v˜ in B0. In spite that bn is
not continuous we can apply Hopf’s boundary point lemma and see that ∂x1 v˜ = 0 at O provided that
v˜ ≡ 0. Because of the assumption of the lemma, ∂x1 v˜ = 0 at O , hence v˜ ≡ 0. Thus u ≡ 0 in Ux ∩ B+ .
By the strong unique continuation property of a solution to a linear elliptic equation at an interior
point (see [22, Theorem 1.1] for example) we see that u ≡ 0 in B+ . 
Let us discuss the difference between Lemma 2.6 and Serrin’s corner point lemma [38, Lemma 2].
When the domain is planar, the nodal structure of a solution to a linear elliptic equation is completely
classiﬁed by the order of the degeneracy, and we can easily compare Lemma 2.6 and Serrin’s lemma.
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such that u + V u = 0 in Ω . Then u ∈ C2(Ω). Furthermore, u has the following properties:
(i) If u has a zero of each order at x0 in Ω , then u ≡ 0 in Ω .
(ii) If u has a zero of order (exactly)m at x0 in Ω , then the Taylor expansion of u is
u(x) = Hm(x− x0) + O
(|x− x0|m+1),
where Hm is a real valued, nonzero, harmonic, homogeneous polynomial of degree m. Therefore, {u = 0}
has exactly 2m branches at x0 .
(iii) If u has a zero of order (exactly)m at x0 on ∂Ω and if u satisﬁes the Neumann (resp. Dirichlet) boundary
condition, then
u(x) = C0rm cos(lθ) + O
(
rm+1
)
for some nonzero C0 ∈ R, where (r, θ) is a polar coordinate around x0 . The angle θ is chosen so that the
tangent to the boundary at x0 is given by the equation sin θ = 0 (resp. cos θ = 0).
A prototype of Proposition 2.7 was obtained by Carleman [5]. Hartman and Wintner [20] general-
ized his result. Proposition 2.7 is taken from [16, Proposition 4.1]. Serrin’s lemma is corresponding to
the Dirichlet case with m = 2. In this case the nodal set near the zero consists of the boundary and
a line segment (or a C1-curve) in Ω that orthogonally touches the boundary at the zero. Lemma 2.6
is corresponding to the Neumann case. In this case, a line segment (or a C1-curve) that orthogonally
touches the boundary at zero is included in the nodal set. In order to satisfy this condition in the
Neumann case, the order of the zero should be m = 2k + 1 (k  0). However, if k = 0, then the as-
sumption that the gradient vanishes at the zero does not hold, hence k 1. When m = 2k+1 (k 1),
the sign of u changes in the both sides of the central nodal line. This contradicts to the assumption
of Lemma 2.6. Thus u ≡ 0.
Proposition 2.7 is generalized to the high-dimensional case by several authors including [3,15,6].
Their results say that if a solution u to u + V u = 0 in Ω ⊂ Rn (n  3) has a zero at the origin,
then there is m ∈ N such that u(x) = H(n)m (x) + o(|x|m), where H(n)m (x) is a harmonic polynomial in
Rn of order m. However, the nodal structure cannot be determined only by the polynomial of the
lowest order when n  3. This is a striking difference between the cases n = 2 and n  3. Bérard
and Meyer [4] gives a counter-example on R3. In [14] a simple example is given. Let us consider a
harmonic function on R3 ψ(x1, x2, x3) := x1x2 + x21x3 − x33/3. We see that ∂x1ψ = ∂x2ψ = ∂x3ψ = 0
at (0,0,0) and that the corresponding homogeneous polynomial is H(x1, x2, x3) = x1x2. Although H
has four nodal domains, ψ has only two nodal domains (see [14] for more information of the nodal
domain in the case n 3). Therefore, it seems diﬃcult to completely classify the nodal structure when
n 3.
Remark 2.8. Assume that f ′′ > 0. Let u be a solution to (1.1) with Morse index 1. In [24,8] Chern and
Lin show that u is axially symmetric. They made a detailed analysis of the shape of u at the point
where u attains the maximum on ∂BR . However, we can avoid that argument by Lemma 2.6. Let T
be a hyperplane including the xn-axis, and let x∗ be the reﬂection of x with respect to T . We can
assume that P is a critical point of u. Consider w(x) := u(x) − u(x∗). Lemma 2.6 tells us that w ≡ 0.
Otherwise, w has at least four nodal domains, which contradicts that the Morse index is 1. Since u is
symmetric with respect to T and T can be chosen arbitrary, u is axially symmetric.
3. Global branch from the second eigenvalue
The main theorem of this section is
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eigenvalue in R × X and consisting of nonradially symmetric solutions to (N) such that for any (λ,u) ∈ C1 , u
satisﬁes the following:
(a) u is axially symmetric with respect to the xn-axis.
(b) P (= (0, . . . ,0,1)) is the maximum point of u.
(c) On each sphere Sr = {x ∈ B; |x| = r} (0 < r  1), u is increasing as the angle −→Ox and −→OP decreases. In
particular, for each j ∈ {1,2, . . . ,n − 1},
−xn∂x j u + x j∂xnu > 0 for x j > 0.
(d) ∂xnu > 0 in B\{P , Q }.
First we study the shape of the eigenfunctions of (1.2).
Lemma 3.2. Let k ∈ {2,3,4, . . .}, and let φk(≡ 0) be an arbitrary eigenfunction of (1.2) corresponding to μk.
Then ∂θφk changes its sign inside B, i.e., there are P0 , P1 ∈ B such that ∂θφk(P0) > 0 and ∂θφk(P1) < 0.
Proof. Because of Proposition 2.4(iii), there is an eigenfunction, which we denote by φ1, correspond-
ing to μ1 such that ∂θφ1 > 0 in B+ . Since ∂ν∂θφ1 = ∂ν∂θφk = 0 on Γ2, we have∫
∂B+
∂θφ1∂ν∂θφk dσ =
∫
∂B+
∂θφk∂ν∂θφ1 dσ = 0. (3.1)
We have by direct calculation that ∂θ = ∂θ . Differentiating φ1 = −μ1φ1 and φk = −μkφk with
respect to θ and using the commutativity, we have
∂θφ1 = −μ1∂θφ1 and ∂θφk = −μk∂θφk.
Using these equalities, we have
−μ1
∫
B+
∂θφ1∂θφk dx =
∫
B+
∂θφ1∂θφk dx =
∫
∂B+
∂ν∂θφ1∂θφk dσ −
∫
B+
∇∂θφ1 · ∇∂θφk dx,
−μk
∫
B+
∂θφk∂θφk dx =
∫
B+
∂θφk∂θφk dx =
∫
∂B+
∂ν∂θφk∂θφk dσ −
∫
B+
∇∂θφk · ∇∂θφk dx.
Subtracting equations gives
(μk − μ1)
∫
B+
∂θφ1∂θφk dx =
∫
∂B+
(∂ν∂θφ1∂θφk − ∂ν∂θφk∂θφ1)dσ = 0,
where we use (3.1). Since μ1 = μk , we have∫
B+
∂θφ1∂θφk dx = 0.
Since ∂θφ1 > 0 in B+ , the conclusion of the lemma follows from this equality. 
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Proof of Theorem 3.1. We work on R × X . Since μ1 is a simple eigenvalue of (1.2), the Rabinowitz
alternative (Proposition 2.1) tells us that there is a continuum emanating from (μ1,0) and consisting
of axially symmetric solutions to (N) such that the continuum, C1, either (1) is unbounded or (2)
meets (μk,0) (k  2). We will exclude the case (2) by contradiction. Suppose the contrary, i.e., there
is a continuum C := {(λ(s),u(s))}0s1 ⊂ C1 such that (λ(0),u(0)) = (μ1,0), (λ(1),u(1)) = (μk,0)
and {u(s)}0<s<1 does not have a trivial solution.
Before we continue the proof, we assume two technical lemmas. The proofs of two lemmas are
postponed until we ﬁnish this proof.
Lemma 3.3. Let C := {(λ(s),u(s))}0s1 be as above. Then the following hold:
(i) There is s0 > 0 such that for any s ∈ (0, s0),
∂θu(s) > 0 in B+\Γ1 and ∂θu(s) = 0 in Γ1.
(ii) If for some s1 ∈ (s0,1), ∂θu(s1) has a zero in B+ , then there is s2 ∈ (s0, s1] such that ∂θu(s2) ≡ 0 in B.
Lemma 3.4. Let C := {(λ(s),u(s))}0s1 be as above. Suppose that {u(s)}0<s<1 does not have a radially
symmetric solution. Then the following hold:
(i) There is s0 ∈ (0,1) such that for any s ∈ (0, s0), ∂xnu(s) > 0 in B\{P , Q }.
(ii) If for some s1 ∈ (s0,1), ∂xnu(s1) has a zero in B\{P , Q }, then there is s2 ∈ (s0, s1] such that ∂xn u(s2) ≡ 0
in B, hence u(s2) is constant.
Roughly speaking, these two lemmas guarantee that ∂xnu is positive in B\{P , Q } along the branch.
Proof of Theorem 3.1 (continued). Let C := {(λ(s),u(s))}0s1 be as above. Since (λ(1),u(1)) =
(μk,0), it follows from Proposition 2.3 that there is an eigenfunction φk(≡ 0) corresponding to μk
and a sequence {s j} j0 (s j ↑ 1 as j → ∞) such that
lim
j→∞
u(s j)
‖u(s j)‖C2,γ
= φk‖φk‖C2,γ
in the C2,γ -sense. (3.2)
We divide the possibilities into three cases.
Case 1. We consider the case where {u(s)}0<s<1 does not have a radially symmetric solution and φk is
not radially symmetric. Since ∂θφk changes its sign in B (Lemma 3.2), we see by the C2-convergence
(3.2) that for large j, ∂θu(s j) has a zero in B . Because of Lemma 3.3, there is s¯ ∈ (0,1) such that u(s¯)
is radially symmetric. This contradicts that {u(s)}0<s<1 does not have a radially symmetric solution.
Case 2. We consider the case where {u(s)}0<s<1 does not have a radially symmetric solution and φk
is radially symmetric. Then ∂xnφk = 0 on {xn = 0} and ∂xnφk changes its sign near {xn = 0}. Therefore
by the C2-convergence (3.2) we see that for large j, ∂xnu(s j) has a zero in B . Because of Lemma 3.4,
there is s¯ ∈ (0,1) such that u(s¯) is constant. This contradicts that {u(x)}0<s<1 does not have a radially
symmetric solution.
Case 3. We consider the case where {u(s)}0<s<1 has a radially symmetric solution. Let
s¯ := inf{s ∈ (0,1); u(s) is a radially symmetric solution}.
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C2,γ -sense, and {u(x)}0<s<s¯ does not have a radially symmetric solution. It follows from the same
argument as in Case 2 that there is s˜ ∈ (0, s¯) such that u(s˜) is constant. This contradicts the deﬁnition
of s¯.
We conﬁrm all the possibilities and C1 is unbounded.
Next, we prove the properties (a), (b), (c) and (d) in Theorem 3.1. Since C1 ⊂ R × X , (a) is clearly
satisﬁed. (c) and (d) follow from Lemmas 3.3 and 3.4, respectively. Combining (c) and (d), we see that
(b) holds. 
Proof of Lemma 3.3. We prove (i). Because of Proposition 2.4(iii), there is a second eigenfunction of
 in X , φ1, such that φ1 is axially symmetric with respect to the xn-axis,
∂θφ1 > 0 in B+\Γ1 and ∂θφ1 = 0 on Γ1. (3.3)
Note that the second eigenvalue of  in X , −μ1, is simple (Proposition 2.4(i)).
On the other hand, we easily see that for any s ∈ (0,1),
∂θu(s) = 0 on Γ1. (3.4)
Combining (3.3), (3.4) and the C1-convergence (2.4) with the simplicity of −μ1, we see that (i) holds.
We prove (ii). Let s0 ∈ (0,1) be as in (i). Suppose that there is s1 ∈ (s0,1) such that ∂θu(s1) has a
zero in B+ . Because of (i) and the continuity of u(s) on s, there is s2 ∈ (s0, s1] such that ∂θu(s2) 0
and one of the following holds:
(1) ∂θu(s2) = 0 at p0 ∈ B+ ,
(2) ∂θu(s2) = 0 at p0 ∈ Γ2,
(3) ∂ν∂θu(s2) = 0 at p0 ∈ {x; |x| < 1, x1 = 0},
(4) ∂x1∂θu(s2) = 0 at p0 ∈ {x; |x| = 1, x1 = 0}.
Assume that (1) occurs. Since p0 is a minimum point of ∂θu(s2) in B+ and ∂θu satisﬁes ∂θu +
λ f ′(u)∂θu = 0, the strong maximum principle tells us that ∂θu ≡ 0 in B+ . It follows from the unique
continuation property that ∂θu ≡ 0 in B . If (2) occurs, then p0 is a minimum point. Since the interior
sphere condition is satisﬁed at p0, we can apply Hopf’s boundary point lemma. Then ∂ν∂θu = 0 at
p0 provided that ∂θu ≡ 0. Since ∂θu satisﬁes the Neumann boundary condition at p0, ∂θu ≡ 0 in B . If
(3) occurs, then ∂θu satisﬁes the Neumann boundary condition at p0. Since p0 is a minimum point
of ∂θu, Hopf’s boundary point lemma tells us that ∂ν∂θu = 0 at p0 provided that ∂θu ≡ 0. Therefore
∂θu ≡ 0. Assume that (4) occurs. Then ∂θu = 0 on Γ1, ∂x1∂θu = 0 at p0 and ∂θu satisﬁes the Neumann
boundary condition on Γ1. Rotating ∂θu such that p0 is moved to P , we can apply Lemma 2.6. Then
∂θu ≡ 0.
We veriﬁed all the cases. The proof is complete. 
Proof of Lemma 3.4. We prove (i). Because of Proposition 2.4(iii), there is a second eigenfunction of
 in X , φ1, such that φ1 is axially symmetric with respect to the xn-axis,
∂xnφ1 = 0 at P and Q , ∂xn∂xnφ1 < 0 at P , ∂xn∂xnφ1 > 0 at Q and
∂xn∂xnφ1 > 0 in B\{P , Q }. (3.5)
Note that the second eigenvalue of  in X is simple.
On the other hand, we easily see that
∂xnu = 0 at P and Q . (3.6)
Combining (3.5), (3.6) and the C1-convergence (2.5), we see that (i) holds.
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zero in B . Because of (i) and the continuity of u(s) on s, there is s2 ∈ (s0, s1] such that ∂xu(s2)  0
and one of the following holds:
(1) ∂xn u(s2) = 0 at p0 ∈ B ,
(2) ∂xn u(s2) = 0 at p0 ∈ ∂B\{P , Q },
(3) ∂xn∂xnu(s2) = 0 at P or Q .
Assume that (1) occurs. Then p0 is a minimum point of ∂xnu, and ∂xnu satisﬁes ∂xn u + λ f ′(u)∂xn u= 0. The strong maximum principle tells us that ∂xnu ≡ 0 in B . Assume that (2) occurs. Since u is
axially symmetric, we can assume that p0 ∈ {(x1, . . . , xn); x2 = · · · = xn−1 = 0, x21 + x2n = 1, x1 = 0}.
Since u satisﬁes the Neumann boundary condition,
x1∂x1u + xn∂xnu = 0 at p0. (3.7)
Because of the assumption, ∂xnu = 0 at p0, hence we see by (3.7) that ∂θu (:= −xn∂x1u + x1∂xnu) = 0
at p0. It follows from the case (2) in the proof of Lemma 3.3 that ∂θu ≡ 0. The axial symmetry of u
and the identity ∂θu ≡ 0 mean that u is radially symmetric. We obtain a contradiction. If (3) occurs,
then P or Q is a minimum of ∂xnu. Since ∂xnu satisﬁes ∂xnu + λ f ′(u)∂xn u = 0 and P and Q satisfy
the interior sphere condition, we can apply Hopf’s boundary point lemma. We see that ∂xn∂xnu = 0 at
p0 provided that ∂xn u ≡ 0. Therefore the assumption indicates that ∂xnu ≡ 0.
We verify all the cases. The proof is complete. 
The proof of Theorem 3.1 is complete. 
Remark 3.5. In [24,8] Chern and Lin show that the least energy solution of (1.6) satisﬁes (a), (b), (c)
and (d) in Theorem 3.1 when the domain Ω is a ball. This result holds for a solution with Morse
index 1. In [28] the author shows that if a nonconstant solution to
u + f (u) = 0 in D, ∂νu = 0 on ∂D
has a critical point inside D := {(x, y); x2 + y2 < 1} ⊂ R2, then the Morse index is 2 or larger. Here
f is an arbitrary function of class C2. The contrapositive is as follows: If the Morse index is 1, then
u has no critical point inside D , hence the maximum is attained on ∂D . These results support the
conjecture of Ni and Takagi.
We study the direction of an unbounded branch. An order preserving property of the branches
holds under certain condition.
Lemma 3.6. Let Ω ⊂ Rn be a bounded domain with smooth boundary. Let g ∈ C2(R × R,R) be a function
such that
(a) there are a− , 0, a+ ∈ R (a− < 0< a+) such that g(λ,a−) = g(λ,0) = g(λ,a+) = 0 for all λ ∈ R,
(b) gλu(λ,0) = 0 for all λ ∈ R.
If a continuum of nontrivial solutions to (2.2), C , emanates from (λ∗,0) and if gu(λ∗,0) = 0, then this con-
tinuum is in between a− and a+ , i.e., for any (λ,u) ∈ C , a− < u < a+ . Therefore, if C is unbounded, then C is
unbounded in the positive or negative λ-axis and it does not blow up.
Proof. The essential idea appears in [29, Theorem 3.6]. However, we generalize the previous lemma
and prove this lemma for readers’ convenience.
First we show by contradiction that for any (λ,u) ∈ C ,
there is p ∈ Ω such that u(p) = 0. (3.8)
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over there is a subcontinuum {(λ(s),u(s))}0s1 of C such that (λ(0),u(0)) = (λ∗,0), (λ(1),u(1)) =
(λ1,u1) and {u(s)}0<s<1 does not have the trivial solution u ≡ 0. Since (λ∗,0) is a bifurcation point,
the linearized problem
φ + gu
(
λ∗,0
)
φ = κφ in Ω, ∂νφ = 0 on ∂νΩ
has a zero eigenvalue. Because gu(λ∗,0) = 0, any corresponding eigenfunction changes sign. Therefore,
we see by (2.3) of Proposition 2.3 that there is small s > 0 such that u(s) changes its sign. Because of
the continuous dependence of u(s) on s, there is s1 ∈ (0,1) such that minΩ u(s1) = 0 or maxΩ u(s1)= 0. Since Ω satisﬁes the interior sphere condition and 0 is the maximum or minimum value of
w := u(s1), we apply the strong maximum principle to w which satisﬁes
w + V w = 0 in Ω, ∂νw = 0 on ∂Ω,
where
V :=
{
g(λ,u(s1))
u(s1)
if u(s1) = 0,
gu(λ,0) if u(s1) = 0.
The solution w should be identically equal to 0, hence u(s1) ≡ 0, which is a contradiction.
Second, we show by the contradiction that for any (λ,u) ∈ C ,
a− < u < a+. (3.9)
Suppose the contrary. There is (λ2,u2) ∈ C such that u does not satisfy (3.9). Using the same argument
as above, we see that if there is a subcontinuum meeting (λ2,u2), then the subcontinuum should
contain u ≡ a+ or u ≡ a− which contradicts to (3.8). 
Remark 3.7. Roughly speaking, Lemma 3.6 says that the branch emanating from a nonprincipal eigen-
value preserves the order. However, this preservation does not necessarily hold when the branch
emanates from a principal eigenvalue.
Let us consider
u + u(u − 1)(u + 1)(u − λ) = 0 in Ω, ∂νu = 0 on ∂Ω.
u ≡ 0,1,−1, λ are solutions. Let u(λ) ≡ λ. Then u(λ) bifurcates from (λ,u) = (0,0) on the trivial
branch {(λ,0); λ ∈ R}, and the linearized problem at (λ,u) = (0,0) has a zero eigenvalue which is
principal. When −1 < λ < 1, −1 < u(λ) < 1. However, when λ < −1 or 1 < λ, u(λ) is not in between
−1 and 1. Therefore the order is not preserved.
We consider (N) with (A1). Because an unbounded branch obtained in Theorem 3.1 emanates
from a nonprincipal eigenvalue, we see by Lemma 3.6 that the order is preserved. Hence this un-
bounded branch should be in between u ≡ a− and u ≡ a+ . It is well known that if λ f ′(v) < μ1 for
v ∈ [minu,maxu], then (N) does not have a nontrivial solution. See [7,12] for this nonexistence result.
Combining them, we obtain
Corollary 3.8. The unbounded branch of (N) with (A1) obtained in Theorem 3.1 is unbounded in the positive
λ-axis and it does not blow up.
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Theorem 3] and [33, Remark 2.3] Ni and Takagi obtain an a priori estimate of a positive solution
to (1.6). Let (λ,u) be a positive solution to (1.6). Then there is C > 0 independent of (λ,u) such that
for any positive solution u of (1.6),
‖u‖L∞ < C . (3.10)
Combining (3.10) and the Schauder estimate, we see that there is a function α(λ) > 0 such that
‖u‖C2,γ < α(λ). (3.11)
They show that
if λ > 0 is small, then (1.6) has no nontrivial solution. (3.12)
Using (3.11) and (3.12), they show that for each eigenvalue, (1.6) has a branch emanating from the
trivial branch {(λ,1); λ ∈ R} ⊂ R × C2,γ (Ω) and that these branches are unbounded in the positive
λ-axis when Ω = Rn deﬁned by (1.5).
When the domain is B , Theorem 3.1 says that (N) has an unbounded branch C1. Since C1 emanates
from the second eigenvalue which is not principal eigenvalue, we see by Lemma 3.6 that for any
(λ,u) ∈ C1, u > 0 in B . Using (3.11) and (3.12), we obtain
Corollary 3.9. The unbounded branch of (N) with (A2) obtained in Theorem 3.1 is unbounded in the positive
λ-axis and it does not blow up.
When p  (n + 2)/(n − 2), radial solutions of (N) were studied and the bifurcation diagram is
different from the case 1 < p < (n + 2)/(n − 2). Speciﬁcally, there is a nontrivial radial solution for
arbitrary small λ > 0 under certain assumptions on n. See [26,35] for details.
4. Axial symmetry and local uniqueness
In this section we study qualitative properties of the branch in R × C2,γN near the bifurcation
point. Speciﬁcally, we study the shape of the solutions near the bifurcation point and the eigenvalue
problem. The main result of this section is
Theorem 4.1.
(i) There is a neighborhood UX of (μ1,0) ∈ R × X and a unique curve CX ⊂ R × X including (μ1,0) such
that CX\{(μ1,0)} is the set of all nontrivial solutions in UX to
u + λ f (u) = 0 in B, ∂νu = 0 on ∂B, u ∈ X .
In particular, for any (λ,u) ∈ CX , u is axially symmetric.
(ii) There is a neighborhood U of (μ1,0) ∈ R × C2,γN such that the union of {(μ1,0)} and all the nontrivial
solutions in U to (N) is ⋃
R∈O (n)
RCX ,
where RCX := {(λ,u(Rx)); u ∈ CX , R ∈ O (n)}. In particular, every nontrivial solution in U is axially
symmetric.
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I := −μ1 f ′′′(0)
∫
φ41,n dx+ 3μ21
(
f ′′(0)
)2 ∫
φ21,n( + μ1)−1
[
φ21,n
]
dx, (4.1)
where φ1,n is as in Proposition 2.4(i) and ( + μ1)−1 is the inverse of ( + μ1) with the Neumann
boundary condition. (( + μ1)−1[φ21,n] exists because
∫
φ31,n dx = 0.) Let u be a nonconstant solution
to (N) near (μ1,0), and let {κ j} j0 (κ0 < κ1  κ2  · · ·) be the set of the eigenvalues, with counting
multiplicities, of the problem
φ + λ f ′(u)φ = −κφ in B, ∂νφ = 0 on ∂B. (4.2)
Then {
κ0 < 0 = κ1 = · · · = κn−1 = 0 < κn < κn+1 if I > 0,
κ0 < κ1 < 0= κ2 = · · · = κn = 0 < κn+1 if I < 0.
Proof. We prove (i). μ1 is a simple eigenvalue of  in X (Proposition 2.4(ii)). We can easily check
(a), (b), (c) and (d) of Proposition 2.2. Applying Proposition 2.2 we see that there is a neighborhood of
(μ1,0), UX ⊂ R× X and a C1-curve including (μ1,0) in UX , CX , such that all the nontrivial solutions
in UX are CX\{(μ1,0)}. In particular, CX consists of axially symmetric solutions.
We prove (ii). Let φ1,1, . . . , φ1,n be as in Proposition 2.4(i), and let Y⊥ be as in Proposition 2.5(iii).
Let Z := span〈φ1,n〉 ⊕ Y⊥ . Then −μ1 is a simple eigenvalue of  in Z . Applying the Crandall–
Rabinowitz bifurcation theorem (Proposition 2.2), we see that there is a neighborhood of (μ1,0),
UZ ⊂ R × Z and a C1-curve including (μ1,0) in UZ , CZ , such that all the nontrivial solutions in UZ
are CZ\{(μ1,0)}. Since X ⊂ Z , there is a neighborhood of (μ1,0) ∈ R × Z , U˜Z , such that CZ = CX in
U˜Z . Let C˜Z := CZ ∩ U˜Z (⊂ R × Z). Then C˜Z consists of axially symmetric solutions.
We choose small ε > 0 and δ > 0 such that {(λ,αnφ1,n + v); |λ − μ1| < ε, |αn| < ε, v ∈ Y⊥,
‖v‖C2,γ < δ} ⊂ U˜Z . Let U := {(λ,α1φ1,1 + · · ·+αnφ1,n + v); |λ−μ1| < ε, α21 + · · ·+α2n < ε2, v ∈ Y⊥,
supR∈O (n) ‖v(Rx)‖C2,γ < δ}(⊂ R × C2,γN ), and let
C0 :=
⋃
R∈O (n)
RC˜Z ,
where RC˜Z := {(λ,u(Rx)) ∈ R × C2,γN ; (λ,u) ∈ C˜Z , R ∈ O (n)}. We show by contradiction that
all the nontrivial solution in U are C0\{(μ1,0)}. Suppose the contrary, i.e., there is a nontriv-
ial solution (λ,u) ∈ U\C0. u can be written as u = α1φ1,1 + · · · + αnφ1,n + v (α21 + · · · + α2n <
ε2, v ∈ Y⊥, supR∈O (n) ‖v(Rx)‖C2,γ < δ). Because of Proposition 2.5(ii), there is R ∈ O (n) such that
α1φ1,1(x) + · · · + αnφ1,n(x) =
√
α21 + · · · + α2nφ1,n(Rx). Then u(x) =
√
α21 + · · · + α2nφ1,n(Rx) + v(x).
Since α21 + · · · + α2n < ε2 and ‖v(R−1x)‖C2,γ < δ, u(R−1x) =
√
α21 + · · · + α2nφ1,n(x) + v(R−1x) ∈ U˜Z .
Because u(R−1x) ∈ U˜Z , (λ,u(R−1x)) ∈ C˜Z and (λ,u(x)) ∈ C0, which is a contradiction. Therefore, there
is no nontrivial solution in U except C0\{(μ1,0)}, and every nontrivial solution in U is axially sym-
metric.
We prove (iii). Let (λ,u) be a nontrivial solution near (μ1,0). Then u is axially symmetric (The-
orem 4.1(ii)) and nonradially symmetric (Proposition 2.2). Since the eigenvalues of the linearized
problem at u(x) are equal to those of the problem at u(Rx), we can assume without loss of gen-
erality that the maximum of u is on the xn-axis. Let u j := −x j∂xnu + xn∂x j u (1  j  n − 1). Let
j,k ∈ {1, . . . ,n − 1} ( j = k). u j is odd (resp. even) with respect to {x j = 0} (resp. {xk = 0}). Therefore,
〈u j,uk〉 = 0 ( j = k). Using this relation, we can easily show that u1, . . . ,un−1 are independent. Since
−x j∂xn + xn∂x j (1 j  n− 1) commutes with , we see that u j satisﬁes (4.2) with κ = 0, differenti-
ating (N) with respect to −x j∂xn + xn∂x j . Thus the multiplicity of the zero eigenvalue is n−1 or larger.
1868 Y. Miyamoto / J. Differential Equations 249 (2010) 1853–1870On the other hand, the linearized problem (4.2) at the bifurcation point (μ1,0) has exactly n eigen-
values (Proposition 2.5(i)). Because of the continuity of each eigenvalue, (4.2) at (λ,u) has another
eigenvalue near zero.
We consider (4.2) in X . Then −μ1 is a simple eigenvalue of  in X , and the branch obtained in
(i) emanates from (μ1,0). In this problem we can specify the behavior of the branch near (μ1,0)
as in [21, Eq. (I.6.11)]. Let F (λ,u) := u + (λ + 1)Ku + λK f0(u), where K is the inverse of ( − 1)
with the Neumann boundary condition and f0(u) = f (u) − u. As stated in Section 2.1, we can trans-
form (N) to the equation F (λ,u) = 0. Then Fu(μ1,0)[φ1,n] = 0. Since 〈φ1,n, Fuu(μ1,0)[φ1,n, φ1,n]〉 =
−μ1 f ′′(0)
∫
φ31,n dx/(μ1 + 1) = 0, the bifurcation is not transcritical. Since I = 0, we see by the for-
mula [21, Eq. (I.6.11)] that
u := ±√A(λ − μ1)φ1,n + O (λ − μ1), (4.3)
where A := 6 ∫ φ21,n dx/I . The bifurcation is supercritical (resp. subcritical) if I > 0 (resp. I < 0). It
follows from [10, Theorem 1.16] that if I > 0 (resp. I < 0), then (4.2) in X has exactly one positive
(resp. negative) real eigenvalue near zero. Since X ⊂ C2,γN , this eigenvalue exists in the problem (4.2)
in C2,γN and it is the eigenvalue that is left. We obtain the conclusion of Theorem 4.1(iii). 
Remark 4.2. The local bifurcation and the axial symmetry in Theorem 4.1(ii) can be obtained by the
equivariant branching lemma [13, Chapter VIII, Theorem 3.3]. However, we did not use the lemma,
because the situation is simple and we want to avoid a series of deﬁnitions of the group theory.
Remark 4.3. When I = 0, we need a higher order derivative of f in order to determine the direction
of the branch. The direction of the branch determines sign of the simple near-zero eigenvalue.
We consider the case where I = 0. The curve CX deﬁned in Theorem 4.1(i) is described by (4.3).
For each λ near μ1 on one side of λ = μ1, CX has exactly two nontrivial solutions u(x′, xn) and
u(x′,−xn), where ∂xnu(x′, xn) > 0 in B\{P , Q }. Hence, it follows from Theorem 4.1(ii) that for each λ
near μ1, if (λ,u(x)) and (λ, v(x)) are nontrivial solutions near the bifurcation point, then there is an
R ∈ O (n) such that u(x) = v(Rx). Therefore we obtain
Corollary 4.4. Suppose that I = 0. There is a neighborhood of (μ1,0) ∈ R× C2,γN , U , such that for each λ near
μ1 , the nontrivial solutions in U are uniquely determined by λ up to rotation.
5. Erratum to “Global branches of non-radially symmetric solutions to a semilinear Neumann
problem in a disk”
In author’s previous paper [29, Eq. (3.14)] the bifurcation curve is given by
u = ±
(
λ − μ(1)1
b
)1/2
ϕ + O (λ − μ(1)1 ),
where b = −μ(1)1 〈ϕ, f ′′′(a)[ϕ,ϕ,ϕ]〉/〈ϕ, f ′(a)[ϕ]〉. This b is not correct. When f ′′(a) = 0, the correct b
is b = −μ(1)1 〈ϕ, f ′′′(a)[ϕ,ϕ,ϕ]〉/(6〈ϕ, f ′(a)[ϕ]〉). If f ′′(a) = 0, then an additional term, which cannot
be calculated in our situation, is needed in b. See [21, Eq. (I.6.11)] for the explicit form in an abstract
setting. Hence, the condition f ′′(a) = 0 should be added in the assumption of the second statement
of [29, Theorem 3.5].
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