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ON µ-DVORETZKY RANDOM COVERING OF THE CIRCLE.
AIHUA FAN AND DAVIT KARAGULYAN
Abstract. In this paper we study the Dvoretzky covering problem with non-
uniformly distributed centers. When the probability law of the centers admits
an absolutely continuous density which satisfies a regular condition on the set of
essential infimum points, we give a necessary and sufficient condition for covering
the circle. When the lengths of covering intervals are of the form ℓn =
c
n
, we give
a necessary and sufficient condition for covering the circle, without imposing any
regularity on the density function.
1. Main Statement
Let µ be a Borel probability measure on the circle T := R/Z ≡ [0, 1) identified with
the interval [0, 1) and let (ℓn)n≥1 be a sequence of positive numbers with 0 < ℓn < 1.
Assume that (ξ)n≥1 is a sequence of i.i.d. random variables having µ as probability
law. Then, for each n ≥ 1, we consider the random interval
In := (ξn − ℓn/2, ξn + ℓn/2)
of length ℓn and centered at ξn. Sometimes, we say that In is the ball B(ξn, rn)
centered at ξn and of radius rn := ℓn/2. Under what condition on µ and on (ℓn) have
we
P
(
T = lim sup
n→∞
In
)
= 1?
If the answer is affirmative, we say that T is covered for the µ-Dvoretzky covering.
We can also ask if a given compact set is covered or not. Without loss of generality,
we always assume that (ℓn) is decreasing.
When µ is the Lebesgue measure on T, it is the classical Dvoretzky covering problem
[4](1956), to which a necessary and sufficient condition for T to be covered is
(1.1)
∞∑
n=1
1
n2
exp(ℓ1 + · · ·+ ℓn) =∞.
This is called Shepp’s condition, which was obtained by L. Shepp [22](1972). A
compact set F ⊂ T is covered if and only if
(1.2) CapΦ(F ) = 0
where
Φ(t, s) = exp
∞∑
n=1
(ℓn − |t− s|)+.
This is called Kahane’s condition, which was obtained by J-P. Kahane [17](1987).
Recall that CapΦ(F ) = 0 means that for any Borel probability measure σ supported
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by F we have ∫
T
∫
T
Φ(t, s)dσ(t)dσ(s) = +∞.
We refer to [19] for the theory of capacity. The above cited results due to Shepp
and Kahane will be our basic useful facts. Kahane’s book [18] contains references
on the study of classical Dvoretzky covering before 1985. For later works, let us
only cite [1, 3, 5, 6, 7, 8, 9, 10, 11, 13, 14, 15, 16, 20, 21, 24]. A first study on µ-
Dvoretzky covering problem for Gibbs measures µ was made in [23], where the author
used the method taken from [12] in order to find the optimal covering exponent t for
ℓn = a/n
t, (a > 0, t > 0).
In this paper, we will study the µ-Dvoretzky covering problem when µ admits a
density. In the following, f will always denote a density function and the measure of
density f will be denoted by µf . The solution to the problem depends on the essential
infimum of the density function.
Definition 1. For a given Borel function f : T → R, the essential infimum of f is
denoted by mf , i.e.
mf := ess infT f = sup{a ∈ R : a ≤ f(x) a.e.}
where ”a.e.” refers to the Lebesgue measure.
We can define the local essential infima function Ef(x) and the local essential
supprema function Ef(x) (see Section 2 for definitions). The set of essential infimum
points of f , denoted by Kf is defined to be the set of those x such that Ef(x) = mf .
It will be proved that Kf is a non-empty compact set (Proposition 2.1).
The flatness of the density will also play a role. It is considered as a regularity of
the density.
Definition 2. A point x ∈ T has the flatness property for the measure µf and the
sequence {ℓn}n≥1 if
(1.3)
∞∑
n=1
|µf(B(x, rn))−mfℓn| <∞.
The set of all flat points will be denoted by Ff({ℓn}n≥1) or simply by Ff .
Here is another regularity of the density function f : there exists a sequence of
points {xn}n≥1 ⊂ T such that
(1.4) lim
n→∞
Ef(xn) = mf .
In is easy to see, that if f is continuous at least at one point of the set Kf , then the
condition (1.4) is fulfilled.
We are now ready to state one of the main theorems in this paper.
Theorem 1.1. Let µf be a Borel probability measure on T with the density function
f and {ℓn}
∞
n=1 a sequence of positive numbers. Assume that the condition (1.4) is
fulfilled. We distinguish two cases.
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(1) Assume mf = 0 and Kf is countable. Then, the circle is covered for the µf -
Dvoretzky covering if and only if the following two conditions are satisfied:
(1.5) ∀x ∈ Kf ,
∞∑
n=1
µf(B(x, rn)) =∞;
(1.6) ∀a > 0,
∞∑
n=1
1
n2
ea(ℓ1+···+ℓn) =∞.
(2) Assume mf > 0 and there exists a sequence {an}n≥0, with a0 = 0, so that the
set Kf \ ∪n≥0(an + Ff ∩Kf) is at most countable. Then, the circle is covered for the
µf -Dvoretzky covering if and only if the following two conditions are satisfied:
(1.7) ∀a > mf ,
∞∑
n=1
1
n2
ea(ℓ1+···+ℓn) =∞; Cap
Φ
(mf )(Ff ∩Kf) = 0,
where the capacity refers to the kernel
Φ(mf )(t, s) = exp
∞∑
n=1
mf (ℓn − |t− s|)+.
We have the following corollaries of Theorem 1.1.
Corollary 1.1. Assume that for all x ∈ Kf , there is an open neighborhood U of x
and a Lipschitz function gx ∈ Lip(U), such that f(t) ≤ gx(t) for almost every t ∈ U
and f(t) = gx(t) on Kf ∩ U .
(1) If mf = 0 and
∑∞
n=1 ℓ
2
n <∞, there will be no µf -Dvoretzky covering.
(2) If mf > 0, the circle is covered if and only if the following two conditions are
satisfied
(1.8) ∀a > mf ,
∞∑
n=1
1
n2
ea(ℓ1+···+ℓn) =∞; Cap
Φ
(mf )(Kf) = 0,
Corollary 1.2. Assume there exists U ⊂ T, so that f(x) = mf , for a.e. x ∈ U .
Then the circle is covered for the µf -Dvoretzky covering if and only if
∞∑
n=1
1
n2
emf (ℓ1+···+ℓn) =∞.
In the special case of ℓn =
c
n
(c > 0), we don’t require any regularity of f .
Theorem 1.2. Suppose ℓn =
c
n
(c > 0). Let µf be an arbitrary Borel probability
measure with density f . A necessary and sufficient condition for covering the circle
in the µf -Dvoretzky covering is cmf ≥ 1.
The µ-Dvoretzky covering problem is subtle and is not treated in this paper when
µ is singular. But we have the following local comparison principle. This principle
will serve us as a tool in our present study and it has its own interests.
Theorem 1.3. Consider two Dvoretzky covering respectively defined by two Borel
probability measures µ and ν. Assume that µ|U ≤ ν|U for some non-empty open set
U ⊂ T. Let K ⊂ U be a compact set in U . If K is covered for the µ-Dvoretzky
covering, then it is covered for the ν-Dvoretzky covering.
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We organize the rest of the paper as follows. In Section 2, we prove that the set of
essential infimum is a non-empty compact set. Section 3 contains two basic results
which are respectively qualified local Billard criterion and local Kahane criterion. In
Section 4, we prove the comparison principle (Theorem 1.3) which is our third basic
result. After these preparations, we find sufficient conditions for covering T in Section
5, and necessary conditions for covering T in Section 6. Then Theorem 1.1 together
with its corollaries and Theorem 1.2 are proved in Section 7.
2. Set of essential infimum
We leave the Dvoretzky covering problem for a while. In this section, we study the
set of points where a measurable function attains its ”minimal” value.
Let f : T→ R be a Borel measurable function and I ⊂ T an interval. The essential
infimum of the function f on the interval I is defined as follows
ess infI f := sup{a ∈ R : a ≤ f(x) for almost all x ∈ I}.
We will denote ess infT f by mf . Let x0 ∈ T be fixed. The essential infimum at x0 of
f is defined to be the following limit
Ef (x0) := lim
n→∞
ess infB(x0, 1n )
f.
The set of essential infimum points, denoted Kf , is defined by
Kf := {x ∈ T : Ef (x) = mf}.
Similarly we define the essential suprema ess supI f and Ef(x0). Clearly
Ef(x0) ≤ Ef(x0).
It is also cleat that Ef (x0) = Ef(x0) if f is continuous at x0.
Proposition 2.1. For every Borel measurable function f : T→ R, Kf is a non-empty
compact set.
Proof. We prove the non-emptyness of Kf by a dissection argument using the fact
ess infI∪J f = min(ess infI f, ess infJ f).
Indeed, cut T into T = I ∪ J = [0, 1/2) ∪ [1/2, 1). Then we have
ess infT f = min(ess infI f, ess infJ f).
We continue this process and construct a sequence of nested intervals
I1 ⊃ I1 ⊃ . . . In ⊃ . . . ,
so that In+1 is one of the two halves of the interval In and such that
ess infIn f = ess infIn+1 f = ess infT f.
Since |In+1| = |In|/2, then
⋂∞
n=1 In is a single point, say {x0}. We claim that x0 ∈ K.
Indeed, for arbitrary n ∈ N there is m ∈ N such that
B(x0, 1/n) ⊃ Im,
which implies
ess infB(x0, 1n )
f ≤ ess infIm f = ess infT f.
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Let n→∞. Thus we get Ef(x0) = ess infT f .
Now show that Kf is closed. Assume {xn}n≥1 ⊂ Kf and limn→∞ xn = x0. For any
n ∈ N there exists m ≥ 1 such that
xm ∈ B(x0,
1
n
),
which implies that
ess infB(x0, 1n )
f ≤ Ef(xm) = mf .
It follows that Ef(x0) = mf , i.e. x0 ∈ Kf . 
We now show that the regularity condition (1.4) is not always fulfilled.
Let A ⊂ [0, 1] be a set, which is constructed in the same way as the classical Cantor
set, but at each step, we remove the central interval of shorter length. This results
in a compact set with positive Lebesgue measure, which contains no intervals and is
nowhere dense. Consider the characteristic function of the complementary of A:
fA(x) = 1− χA(x), x ∈ [0, 1).
Observe that
(2.1) ∀x ∈ [0, 1], EfA(x) = 1; ∀x ∈ A, EfA(x) = 0.
Then, we define the following function
f(0) = 0; ∀x ∈ [2−n−1, 2−n), f(x) = fA(2
n+1x− 1) +
1
n + 1
(n ≥ 0).
From (2.1), we get that for each n ≥ 0 we have
ess inf [ 1
2n+1
, 1
2n
] f =
1
n + 1
; ∀x ∈ [2−n−1, 2−n), Ef(x) = 1 +
1
n+ 1
.
Finally we get
Kf = {0}; Ef(0) = 0; ∀x ∈ [0, 1), Ef (x) ≥ 1.
Thus, the Condition 1.4 is not fulfilled by this function f . However, recall that the
condition (1.4) is satisfied for a function f which is continuous at one point of Kf .
3. Two basic results due to Billard and Kahane
The proof of Theorem 1.1 will be based on Theorem 1.3 and on the following two
criteria, which have their own interests.
3.1. Local Billard necessary condition. The following theorem gives us a neces-
sary condition for covering the circle. The idea of second moment used in the proof
came from P. Billard [2]. Therefore the condition will be refered to as (local) Billard
condition.
Theorem 3.1 (local Billard criterion). Let F ⊂ T be a non-empty compact set.
Suppose that µ is a probability measure on T such that
(3.1) sup
t∈F
∞∑
n=1
µ(B(t, rn))
2 <∞.
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Then F is not covered for the µ-Dvoretzky covering if there exists a probability measure
σ supported by F such that
(3.2)
∫
F
∫
F
exp
∞∑
n=1
µ(B(t, rn) ∩ B(s, rn))dσ(t)dσ(s) <∞.
Proof. Consider the martingale
Mn =
∫
F
Qn(t)dσ(t)
where
Qn(t) =
n∏
j=1
1− χB(ξn,rn)(t)
1− µ(B(t, rn))
.
Notice that Qn(t) = 0 means that t is covered by one of the intervals Ij (1 ≤ j ≤ n).
If Mn doesn’t tend to zero, then some point in F is not covered. By Fubini theorem
and simple computations, we get
EM2n =
∫
F
∫
F
n∏
j=1
1− µ(B(t, rn)− µ(B(s, rn)) + µ(B(t, rn) ∩ B(s, rn))
(1− µ(B(t, rn))(1− µ(B(s, rn)))
dtds.
Using 1−x = e−x+O(x
2) and the conditions (3.1) and (3.2), we get EM2n = O(1) which
implies that the limit of Mn is not almost surely zero. 
The condition (3.2) means that F has a positive capacity. The condition (3.1) can
be relaxed to the pointwise finiteness, because F can be approximated by compact
sets on each of which the sum is uniformly bounded.
3.2. Local Kahane criterion. The next result can be considered as a local version
of Kahane’s theorem. For a > 0, define the kernal
Φ(a)(t, s) := exp
(
a
∞∑
k=1
(lk − |t− s|)+
)
.
As we see below, this criterion is not perfect because we need the assumption that
the density is constant around the set to be covered in question. But it will be one of
our basic tools, because we can approximate our density function by functions which
are locally constant.
Theorem 3.2 (local Kahane criterion). Consider a probability measure µf having its
density function f . Let I ⊂ T be an open interval. Suppose that f(x) = a for almost
all x ∈ I. Then a compact subset F of I is covered for the µf -Dvoretzky covering if
and only if CapΦ(a)(F ) = 0.
Proof. The idea of proof is to compare the µf -Dvoretzky covering with a classic
Dvoretzky covering. Let M be the distribution function of µf , i.e.
M(x) = µf([0, x]) =
∫ x
0
f(t)dt (0 ≤ x ≤ 1).
Let X be a random variable which is uniformly distributed on [0, 1). Define
Y =M−1(X)
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where the inverse function is defined by
M−1(x) = inf{t ∈ [0, 1] : M(t) ≥ x}.
It is well known that the probability law of Y is µf . So, take a sequence (ωn) of i.i.d.
random variables uniformly distributed on [0, 1) and use (ξn) to model a µf -Dvoretzky
covering, where ξn =M
−1(ωn).
Observe that the restriction M : I →M(I) is affine and invertible. It follows that
for any interval J ⊆ I, its image M(J) is an interval of length
|M(J)| =
∫
J
f(t)dt = |J |a
and the center of M(J) is the image of the center of J . So, if In = (ξn − ℓn/2, ξn +
ℓn/2) ⊂ I, then M(In) is centered at (ωn) and of length aℓn.
Now choose a proper subset J ⊂ I such that F ⊂ J . Then choose N ∈ N so large
that ℓn ≤ dist{J, ∂I} for all n ≥ N . Assume F ⊂ lim sup In(ξn). Then for any x ∈ F ,
x ∈ In(ξn) for an infinite number of n
′s with n ≥ N (these n’s depend on x). These
ξn’s must fall into the interval J . For such n, M(x) ∈Mn(In(ξn)). It follows that
P (F ⊂ lim sup
n→∞
In) = 1 =⇒ P (M(F ) ⊂ lim sup
n→∞
M(In)) = 1.
The converse implication can be similarly proved, becauseM : I →M(I) is invertible.
In other words, F ⊂ J is covered for the µf -Dvoretzky coverring by intervals of length
{ℓn}n≥1 if and only if M(F ) is covered for the classic Dvoretzky covering by intervals
of length {aℓn}n≥1. But, by Kahane’s theorem, the set M(F ) is covered for the
classic Dvoretzky covering if and only if CapΦ(a)(M(F )) = 0, which is equivalent to
CapΦ(a)(F ) = 0, because M is affine around F . 
3.3. Two elementary facts. Recall that we always assume that (ℓn) is decreasing.
The following fact is known when F = T. The general case is not trivial. The proof
given below involves both Shepp’s condition and Kahane’s condition.
Lemma 3.1. Let F be a compact set with |F | > 0 and a > 0 a positive number. Then
the following two conditions are equivalent:
(3.3) CapΦ(a)(F ) = 0,
(3.4)
∞∑
n=1
1
n2
exp(a(ℓ1 + · · ·+ ℓn)) =∞.
Proof. A simple calculation shows that there exists a constant Ca > 0 such that∫
F
∫
F
exp
(
a
∞∑
k=1
(ℓk − |t− s|)+
)
dsdt ≤ Ca
∫
T
∫
T
exp
(
∞∑
k=1
(aℓk − |u− v|)+
)
dudv.
(First replace F by T and then make a change of variable). Then (3.4) is implied by
(3.3) because the last double integral equals to the infinity if and only if (3.4) holds.
Now assume (3.4). It is nothing but Shepp’s condition for the classic Dvoretzky
covering with the sequence of lengths {aℓn}n≥1. Then any non-empty compact set
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K ′ ⊂ T is covered. If F ′ has positive Lebesgue measure, it supports the restriction of
Lebesgue measure. Thus, by Kahane’s condition, we have∫
F ′
∫
F ′
exp
(
∞∑
k=1
(aℓk − |u− v|)+
)
dudv =∞.
Take F ′ = aF , where aF is the scaling of F by a coefficient a. Then, by making a
change of variable, we get∫
F
∫
F
exp
(
∞∑
k=1
a(ℓk − |t− s|)+
)
dtds =∞.

The following fact shows that
∑∞
n=1 ℓ
2
n =∞ is a strong condition for the Dvoretzky
covering problem.
Lemma 3.2. The condition
∑∞
n=1 ℓ
2
k =∞ implies
∀a > 0,
∞∑
n=1
1
n2
exp(a(ℓ1 + · · ·+ ℓn)) =∞.
Proof. This is known, however we will include a proof for completeness. The condition∑∞
n=1 ℓ
2
n =∞ implies that ℓn >
1
n2/3
holds for infinitely many n. Then, for such a n,
by the monotonicity of (ℓn) we have
n∑
k=1
ℓk >
n
n2/3
> n1/3.
Therefore the general term of the series in question doesn’t tend to zero. So, the
series diverges. 
4. A comparison principle: Proof of Theorem 1.3
Intuitively, if µ|U ≤ ν|U , then sets contained in an open set U are easierly covered
for the ν-Dvoretzky covering than for the µ-Dvoretzky covering, because there are
more chances to get points in U for the ν-Dvoretzky model. We give here a rigourous
proof of this intuition which is stated as Theorem 1.3. The proof benefits from our
discussion with Meng Wu.
4.1. Model of µ-Dvoretzky covering. Let µ = µ0 + µ1 be a decomposition of a
probability measure µ on T. Then we set
µ˜0 :=
µ0
µ0(T)
, µ˜1 :=
µ1
µ1(T)
.
For simplicity, we write α0 = µ0(T) and α1 = µ1(T), so that µ = α0µ˜0 + α1µ˜1.
Let Ω = {0, 1}N × TN. A point in Ω is denoted by
ω := (ǫ; ξ) := (ǫ1, · · · , ǫn, · · · ; ξ1, · · · , ξn, · · · ) ∈ Ω.
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Using the decomposition µ = α0µ˜0 + α1µ˜1, we define a Borel probability measure
P on Ω as follows. For any integer n ≥ 1, any (a1, · · · , an) ∈ {0, 1}
n and any
(A1, · · · , An) ∈ B(T)
n, define
(4.1)
P (ǫ1 = a1, · · · , ǫn = an; ξ1 ∈ A1, · · · , ξn ∈ An) :=
n∏
j=1
αaj µ˜aj (Aj) =
n∏
j=1
µaj (Aj).
Notice that P is not exactly a tensor product. But it has a nice desintegration as we
show below.
Let π be the (α0, α1)-Bernoulli measure on {0, 1}
N. For ǫ fixed, let
Λ(ǫ) = {n ∈ N : ǫn = 1},
and we define two measures respectively on TΛ
(ǫ)
and TN\Λ
(ǫ)
where
PΛ(ǫ) =
⊗
n∈Λ(ǫ)
µ˜1, PN\Λ(ǫ) =
⊗
n∈N\Λ(ǫ)
µ˜0,
Let P (ǫ) = PΛ(ǫ) ⊗ PN\Λ(ǫ). Notice that P
(ǫ) is a version of the conditional probability
P (·|ǫ).
Lemma 4.1. The measure P has the following desintegration
(4.2) P =
∫
P ǫdπ(ǫ) =
∫
PΛ(ǫ) ⊗ PN\Λ(ǫ)dπ(ǫ).
Consequently, the following statements hold:
(1) All the random vectors (ǫj , ξj) (j = 1, 2, · · · ) are i.i.d..
(2) Each ǫj obeys the (α0, α1)-Bernoulli law;
(3) Each ξj admits µ as probability law;
(4) For ǫ fixed, with respect to P (ǫ), {ξn}n∈Λ(ǫ) are i.i.d. random variables with
probability law µ˜1 and {ξn}n∈N\Λ(ǫ) are i.i.d. random variables with probability law µ˜0.
Proof. Using the fact µ0 + µ1 = µ, we check that the measure P is well defined.
The desintegration (4.2) is nothing but the definition (4.1). It follows the other
properties. 
Since (ξn) is a sequence of i.i.d. random variables with µ as probability law, the
random intervals In(ξn) = (ξn − ℓn/2, ξn+ ℓn/2) define a model of µ-covering. Recall
that µ = µ0 + µ1
Lemma 4.2. Let U ⊂ T be a non-empty open interval. Suppose µ0(U) = 0. Then
for any compact set K ⊂ U , for P -a.e. (ǫ, ξ) ∈ Ω, we have
(4.3) K ⊂ lim sup
n∈N
In(ξn)⇐⇒ K ⊂ lim sup
n∈Λ(ǫ)
In(ξn).
Proof. Recall that conditioned on ǫ ∈ {0, 1}N, the sequence {ξn}n∈Λ(ǫ) are i.i.d. ran-
dom variables with probability law µ˜1 and {ξn}n∈N\Λ(ǫ) are i.i.d. with probability law
µ˜0. Since µ˜0(U
c) = 1, for P (ǫ)-a.e. ξ we have ξn ∈ U
c for all n ∈ N \ Λ(ǫ). Since K is
compact, it has positive distance from the boundary of U , we must have
P (ǫ)(K ∩ lim sup
n∈N\Λ(ǫ)
In(ξn) = ∅) = 0.
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From this we deduce (4.3), with the aid of the desintegration (4.2). 
However, notice that ǫj and xj are not independent.
4.2. Proof of Theorem 1.3. We can model the covering as above, according to the
following decompositions
µ = µ0 + µ1 with µ1 = µ|U , µ0 = µ|Uc
ν = ν0 + ν1 with ν1 = µ|U , ν0 = (ν|U − µ|U) + ν|Uc .
The corresponding measures will be denoted respectively by Pµ and Pν .
Suppose K is a.s. covered in the µ-covering. Then by Lemma 4.2, we have
π−a.e. ǫ, P (ǫ)µ
(
K ⊂ lim sup
n∈Λ(ǫ)
In(ξn)
)
= 1.
But (ξn)n∈Λ(ǫ) has the same probability law under P
(ǫ)
µ and under P
(ǫ)
ν , because of
µ1 = ν1 (see Lemma 4.1 (4)). Thus
π−a.e. ǫ, P (ǫ)ν
(
K ⊂ lim sup
n∈Λ(ǫ)
In(ξn)
)
= 1.
It follows obviously that
π−a.e. ǫ, P (ǫ)ν
(
K ⊂ lim sup
n∈N
In(ξn)
)
= 1.
Finally using once more the desintegration we get
Pν
(
K ⊂ lim sup
n∈N
In(ξn)
)
=
∫
P (ǫ)ν
(
K ⊂ lim sup
n∈N
In(ξn)
)
dπ(ǫ) = 1.
4.3. Comparison with the classic Dvoretzky covering.
Corollary 4.1. Let us consider a probability measure µf on T with density f . Let F
be a non-empty compact set contained in an open set U .
1) Assume f(x) ≥ a for almost all x ∈ U . The set F is covered for the µf -Dvoretzky
covering if CapΦ(a)(F ) = 0.
2) Assume f(x) ≤ a for almost all x ∈ U . The set K is not covered for the
µf -Dvoretzky covering if CapΦ(a)(F ) > 0.
Proof. Let h be a density function on T so that h(x) = a for all x ∈ U .
1) Assume CapΦ(a)(F ) = 0. Then, according to the local Kahane criterion (Theo-
rem 3.2), the set F is covered for the µh-Dvoretzky covering. Then, by Theorem 1.3,
the set F is covered for the µf -Dvoretzky covering for f |U ≥ h|U .
2) Assume CapΦ(a)(F ) > 0. Then, according to the local Kahane criterion (Theo-
rem 3.2), the set F is not covered for the µh-Dvoretzky covering. Then, by Theorem
1.3, the set F is not covered for the µf -Dvoretzky covering for f |U ≤ h|U .. 
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5. Sufficient conditions for covering T
In this section we discuss several sufficient conditions for covering the circle, which
is decomposed into Kf and T \Kf .
Proposition 5.1. The set T \Kf is covered for the µf -Dvoretzky covering under the
condition
(5.1) ∀a > mf ,
∞∑
n=1
1
n2
exp(a(ℓ1 + · · ·+ ℓn)) =∞.
If, additionally, f satisfies the property (1.4), then the condition (5.1) will also be
necessary for covering the set T \Kf .
Proof. Let Kcf = T \ Kf . Let us assume (5.1). Notice that K
c
f is an open set, by
Proposition 2.1. By definition, Ef(x) > mf for all x ∈ K
c
f . Therefore, for every
x ∈ Kcf there is an integer nx ∈ N and a number ax > mf such that
f(t) ≥ ax, for almost all t ∈ B(x,
1
nx
).
Thus, by Corollary 4.1, the interval (x− 1
nx
, x+ 1
nx
) is covered for the µf -Dvoretzky
covering. However, the open set Kcf is a union of countably many such intervals
B(x, 1
nx
). So, Kcf is covered.
Now assume the condition (1.4), which implies that for any ε > 0, there is N ∈ N
such that Ef(xN ) < mf + ε, which implies that there is k ∈ N such that
f(x) < mf + ε, for almost all x ∈ B(x0, 1/k).
Let a = mf +ε. Notice that ε is arbitrary. By Corollary 4.1, the condition (5.1) must
be necessary for covering Kcf . 
Corollary 5.1. If f is continuous at some point of Kf , then the condition (5.1) is
necessary and sufficient for covering the set T \Kf .
Proof. Assume f is continuous at x0 ∈ Kf . Then Ef(x0) = mf , which clearly implies
(1.4) if we take xn = x0 for all n ≥ 1.

5.1. Sufficient conditions for covering T.
Proposition 5.2. Assume mf > 0. The circle is covered for the µf -Dvoretzky cov-
ering if
(5.2) ∀a > mf ,
∞∑
n=1
1
n2
ea(ℓ1+···+ℓn) =∞; Cap
Φ
(mf )(Kf ) = 0.
Proof. The first condition in (5.2) implies that T\Kf is covered, Proposition 5.1. The
covering of Kf follows from the second condition in (5.2), Corollary 4.1 and Kahane’s
result. 
Proposition 5.3. If we have mf > 0, then the condition
∞∑
n=1
1
n2
exp(mf (ℓ1 + · · ·+ ℓn)) =∞,
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is sufficient for covering the circle.
Proof. It follows from Corollary 4.1 and Shepp’s result, because f(x) ≥ mf for almost
all x ∈ T. 
We now show that each of the conditions in (1.7) does not imply the other.
Let us recall the two conditions in (1.7) :
(C1) ∀a > mf ,
∞∑
n=1
1
n2
ea(ℓ1+···+ℓn) =∞; (C2) Cap
Φ
(mf )(Kf) = 0.
Consider the following density function
f(x) = |x|+
3
4
, for x ∈
[
−
1
2
,
1
2
)
.
Observe thatmf =
3
4
, Kf = {0} and f is Lipschitz at x = 0. By Corollary 1.1 (2), the
conditions (C1) and (C2) are necessary and sufficient for covering the circle. Since
Kf = {0}, the condition (C2) is equivalent to
∑∞
n=1 ℓn = ∞, which does not imply
(C1). Indeed, when ℓn =
3
4n
, we have
∑∞
n=1 ℓn =∞, but
∀a < 4/3,
∞∑
n=1
1
n2
ea(ℓ1+···+ℓn) ≈
∞∑
n=1
1
n(2−
3a
4
)
<∞.
Observe however that in this case (C1) implies (C2).
We now show that (C1) does not imply (C2). To see this, let us look at the sequence
ℓn =
2
n
− 4
n lnn
and the density function
f(x) =
1
2
1[0,1/2)(x) +
3
2
1[1/2,1)(x).
We have that mf = 1/2 and Kf = [0, 1/2]. From Theorem 1.2, the conditions (C1)
and (C2) are necessary and sufficient for covering the circle. Note that for all a > 1/2
∞∑
n=1
1
n2
ea(ℓ1+···+ℓn) ≈
∞∑
n=1
1
n2
e(2a lnn−4a ln lnn) =
∞∑
n=1
1
n(2−2a) ln4a n
=∞.
Hence, (C1) is satisfied. Since |Kf | > 0, according to Lemma 3.1 the condition (C2)
is equivalent to (3.4), which reads as
∞∑
n=1
1
n2
e
1
2
(ℓ1+···+ℓn) =∞.
However
∞∑
n=1
1
n ln2 n
<∞.
Thus, the condition (C1) does not imply (C2) for all density functions f and all
sequences {ℓn}n≥1.
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6. Necessary conditions for covering T
In this section we discuss necessary conditions for covering the circle. The proof
of the next proposition is based on Lebesgue’s differentiation theorem and Billard’s
criterion.
Proposition 6.1. Suppose that the sequence {ℓn}
∞
n=1 satisfies the condition
(6.1) lim sup
n→∞
nℓn
ℓ1 + · · ·+ ℓn
< 1.
If T is covered for the µf -Dvoretzky covering, then
(6.2) ∀a > mf ,
∞∑
n=1
1
n2
ea(ℓ1+···+ℓn) =∞.
Proof. For ǫ > 0, let
A =
{
x ∈ T : f(x) < mf +
ǫ
2
}
.
By the definition of mf , A has positive Lebesgue measure. Consider
Sn(x) :=
µf (B(x, rn))
ℓn
=
1
ℓn
∫ x+rn
x−rn
f(t)dt.
By Lebesgue’s differentiation theorem, Sn(x) converges to f(x) almost everywhere.
Then, by Egoroff’s theorem, there is a compact set A′ ⊂ A with |A′| > 0 such that
Sn(x) converges to f(x) uniformly in A
′. Therefore, for all large enough n, we have
∀x ∈ A′, |Sn(x)− f(x)| <
ǫ
2
.
It follows that for large n and for x ∈ A′ we have
(6.3) µf(B(x, rn)) ≤
(
f(x) +
ǫ
2
)
ℓn ≤ (mf + ǫ)ℓn.
Notice that B(t, rn) ∩ B(s, rn) ⊂ B(s, rn) and f(x) ≥ mf for almost all x ∈ T. It
follows that for all s, t ∈ T
(6.4) µf(B(t, rn) ∩B(s, rn)) ≤ mf (ℓn − |t− s|)+ + (µf(B(s, rn)−mfℓn).
Indeed, this is trivial if |t− s| > ℓn. Otherwise the inequality reads as
µf(B(t, rn) ∩ B(s, rn)) ≤ µf(B(s, rn))−mf |t− s|,
which is true, because B(s, rn) is the union of B(s, rn) ∩ B(t, rn) and an interval of
length |t− s|. Assume now s ∈ A′. From (6.4) and (6.3) we get
(6.5) µ(B(t, rn) ∩B(s, rn)) ≤ mf (ℓn − |t− s|)+ + ǫℓn.
We claim that there exists 0 < δ < 1 such that for all (t, s) ∈ A′ × A′ with |t− s|
small enough we have
(6.6)
∞∑
n=1
µf(B(t, rn) ∩ B(s, rn) ≤
(
mf +
ǫ
1− δ
) ∞∑
n=1
(ℓn − |t− s|)+.
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Indeed, assume ℓN+1 < |t− s| ≤ ℓN we have
∞∑
n=1
µf(B(t, rn) ∩ B(s, rn)) =
N∑
n=1
µf(B(t, rn) ∩ B(s, rn)).
By the estimation (6.5), for (t, s) ∈ A′ × A′ we have
(6.7)
∞∑
n=1
µf(B(t, rn) ∩ B(s, rn)) ≤
N∑
n=1
(ℓn − |t− s|)+ + ǫ
N∑
n=1
ℓn.
However
N∑
n=1
(ℓn − |t− s|)+ =
N∑
n=1
ℓn −N |t− s| ≥
N∑
n=1
ℓn −NℓN .
By the assumption (6.1), for some 0 < δ < 1, when N is large enough (i.e. |t− s| is
small enough), we have
(6.8)
N∑
n=1
(ℓn − |t− s|)+ ≥ (1− δ)
N∑
n=1
ℓn.
Therefore, by (6.7) and (6.8), we get
∞∑
n=1
µ(B(t, rn) ∩B(s, rn)) ≤
(
mf +
ǫ
1− δ
) N∑
n=1
(ℓn − |t− s|)+.
This is what we have claimed for (6.6) because (ℓn − |t− s|)+ = 0 for n > N .
We are ready to check (6.2). By Lemma 3.2, we can assume that
∑∞
n=1 ℓ
2
n < ∞.
Then, by (6.3), we have
sup
t∈A′
∞∑
n=1
µ(B(t, rn))
2 = (mf + ε)
2
∞∑
n=1
ℓ2n <∞.
Since the compact set A′ is covered and it has positive Lebesgue measure, we can
apply Billard’s local criterion (Theorem 3.1) to confirm that∫
A′
∫
A′
exp
∞∑
n=1
µ(B(t, rn) ∩B(s, rn))dtds =∞.
Then, by the estimation (6.6) we get∫
A′
∫
A′
exp
(
(mf +
ε
1− δ
)
∞∑
n=1
(ℓk − |t− s|)+
)
dtds =∞.
Notice that 0 < δ < 1 is fixed and ǫ > 0 is arbitrary. So, we conclude for (6.2) from
the last equality and Lemma 3.1.

Proposition 6.2. Suppose that µf admits a density f . If Kf ∩ Ff is covered, then
Cap
Φ
(mf )(Kf ∩ Ff) = 0.
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Proof. If Kf ∩Ff = ∅, there is nothing to prove. Suppose then Kf ∩Ff 6= ∅. Assume
mf = 0. Then by the Borel-Cantelli lemma, any fixed point x ∈ Kf is only finitely
covered. Since Kf ∩ Ff is covered, we must have mf > 0. We can assume that∑∞
n=1 ℓ
2
n < ∞. Otherwise, we get immediately CapΦ(mf )(Kf ) = 0 from Lemma 3.2
and Corollary 5.3.
Notice that x 7→ µf(B(x, rn)) is continuous. So the function
∑∞
n=1 |µf(B(x, rn))−
mfℓn| is lower semi-continuous. Thus the following sets are compact:
Km := Kf ∩
{
x ∈ T :
∞∑
n=1
|µf(B(x, rn))−mfℓn| ≤ m
}
.
It is clear that Km is increasing and it tends to Kf ∩ Ff . Therefore we have only to
prove that Cap
Φ
(mf )(Km) = 0 for every m ≥ 1.
By the inequality (6.4), for all t, s ∈ T we have
∞∑
n=1
µ(B(t, rn) ∩B(s, rn)) ≤
∞∑
n=1
mf (ℓk − |t− s|)+ +
∞∑
n=1
|µ(B(s, rn))−mfℓn|.
Assume s ∈ Km. Then the last sum is bounded by m. Therefore, for all s ∈ Km and
all t ∈ T we have
(6.9)
∞∑
n=1
µ(B(t, rn) ∩ B(s, rn)) ≤
∞∑
n=1
mf(ℓk − |t− s|)+ +m.
On the other hand, letting an = |µ(B(s, rn))−mfℓn|, we have
(6.10) sup
s∈Km
∞∑
n=1
µ(B(s, rn))
2 ≤ sup
s∈Km
∞∑
n=1
(a2n + 2anmfℓn + (mfℓn)
2) <∞
because
∑
ℓ2n <∞ and
∑
an ≤ m. By the local Billard criterion, for any probability
measure σ on Km we have∫
Km
∫
Km
exp
∞∑
n=1
µ(B(t, rn) ∩B(s, rn))dσ(t)dσ(s) = +∞,
which, together with (6.9), implies
(6.11)
∫
Km
∫
Km
exp
∞∑
n=1
mf (ℓk − |t− s|)+dσ(t)dσ(s) =∞.
Thus we have proved Cap
Φ
(mf )(Km) = 0. 
We now discuss the condition (6.1) and its relation to (6.2).
(A) The condition (6.1) is not always fulfilled.
We will construct a decreasing sequence (ℓn) such that
∑∞
n=1 ℓ
2
n < ∞ and (6.1) is
not satisfied. Let 1 = n0 < n1 < · · · < nk < . . . be a sequence of positive integers
such that for all k ≥ 1
(6.12)
lnnk
nk
≥
lnnk+1
nk+1
.
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Define (ℓn) as follows
ℓn :=
lnnk+1
nk+1
, when n1 + · · ·+ nk < n ≤ n1 + · · ·+ nk + nk+1.
Clearly (ℓn) is decreasing and if nk grows fast enough, then
∞∑
n=1
ℓ2n <
∞∑
k=1
nk ·
ln2 nk
n2k
=
∞∑
k=1
ln2 nk
nk
<∞.
For n = n1 + · · ·+ nk, we have
nℓn
ℓ1 + · · ·+ ℓn
=
(n1 + · · ·+ nk)
lnnk
nk
lnn1 + · · ·+ lnnk
.
If nk grows fast enough, then
lim
n→∞
nℓn
ℓ1 + · · ·+ ℓn
≥ lim
k→∞
n1
nk
lnnk + · · ·+
nk−1
nk
lnnk + lnnk
lnn1 + · · ·+ lnnk
= 1.
(B) (6.1) is not necessary for (6.2).
For this we modify the construction above. For all even ks, we alter the construction
above as follows. For all n ∈ N, with
n1 + · · ·+ nk ≤ n ≤ n1 + · · ·+ nk+1,
we define
ℓn =
c
n
,
where c > 1. Note that
lnnk
nk
≥
c
n1 + · · ·+ nk
.
Next we take nk+1 so large that
n1+···+nk+1∑
n=1
1
n2
ea(ℓ1+···+ℓn) > k.
This is doable, since ac ≥ 1. As a result, we will get a sequence (ℓn)n≥1 for which
(6.1) fails, but for all a ≥ c the series in (6.2) diverges.
7. Proofs of Theorem 1.1 , Corollaries 1.1, 1.2 and Theorem 1.2
7.1. Proof of Theorem 1.1. Case mf = 0. By assumption, we have (1.4). Hence,
by Proposition 5.1 the condition (1.6) is necessary and sufficient for covering the set
T \ Kf . Obviously, the condition (1.5) is necessary for covering Kf . Otherwise for
some x0 ∈ T we will have
∞∑
n=1
µf(B(x0, rn)) <∞,
a contradiction to the fact that x0 is covered. SinceKf is countable, then the condition
(1.5) will also be sufficient for covering the set Kf .
Case mf > 0. The sufficiency of the first conditions in (1.7) follows from Proposi-
tion 5.2. We now show its necessity. As above, the necessity of the first condition in
(1.7) follows from the assumptions (1.4).
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The second fact in (1.7) implies that Kf ∩Ff and Kf ∩(an+Kf ∩Ff ) are all covered
by Kahane’s result and Corollary 4.1. The points in Kf , which are not covered by
the translates of Kf ∩ Fn are countable, these countable set are covered according to
the condition (1.5). Observe that when mf > 0, the condition (1.5) is automatically
fulfilled. This is because µf(B(x, rn)) ≥ mfℓn and
∑
ℓn =∞. Actually we get more
∀x ∈ T,
∞∑
n=1
µf (B(x, rn)) =∞.
So, we have only to check the necessity of the second condition in (1.7) which, in
turn, follows from Proposition 6.2.
7.2. Proof of Corollary 1.1.
Proof. By assumption, the set of points where we do not have a Lipschitz dominant
g ∈ Lip(U), is countable, hence the condition (1.5) will be necessary and sufficient
for covering this set. As for all x ∈ Kf ∩ Ff , there is a set U with x ∈ U and a
function gx = g ∈ Lip(U), so that f(t) ≤ g(t) for almost all t ∈ U and f(t) = g(t), for
t ∈ Kf ∩U . Since g is continuous at x and f(x) = g(x) = mf , then f is continuous at
x too, so according to Corollary 5.1 the first condition in 1.7 is necessary and sufficient
for covering the set Kcf . To finish the proof, we need to show that for ∀x ∈ Kf we
have the flatness condition.
Fix x ∈ Kf . Let C be the Lipschitz constant of g. Hence
µ(B(x, rn)) ≤
∫ x+rn
x−rn
g(y)dy ≤
∫ x+rn
x−rn
(C|x− y|+ |g(x)|)dy ≤ Cr2n + ℓnf(x).
Since x ∈ Kf , then f(x) = mf . Hence
|µ(B(x, rn))−mfℓn| ≤ Cr
2
n.
From which
∞∑
n=1
|µ(B(x, rn))−mfℓn| ≤ C
∞∑
n=1
r2n.
(1) Let mf = 0 and
∑∞
n=1 ℓ
2
n <∞, then
∞∑
n=1
µ(B(x, rn)) <∞.
Hence, there will be no µf -Dvoretzky covering.
(2) If mf > 0, then we can assume
∞∑
n=1
ℓ2n <∞,
from which
∞∑
n=1
|µ(B(x, rn))−mfℓn| <∞.
Thus, at x we have the flatness property. To finish the proof we will need to apply
Theorem 1.1.

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7.3. Proof of Corollary 1.2.
Proof. Let K = Kf∩Ff . By assumption, K is of positive Lebesgue measure. Suppose
T is covered. Then so is K which supports the Lebesgue measure restricted on K,
and by Proposition 6.2, we have
(7.1)
∫
K
∫
K
exp
(
mf
∞∑
k=1
(ℓk − |t− s|)+
)
dtds =∞,
which is equivalent to the condition (3.4) according to Lemma 3.1. Thus, the condition
(3.4) is necessary for covering the circle. The sufficiency of the condition (3.4) for
covering the circle follows from Proposition 5.3. 
7.4. Proof of Theorem 1.2.
Proof. Observe that ℓ1 + · · ·+ ℓn = c logn+O(1). Hence
(7.2)
∞∑
n=1
1
n2
ea(ℓ1+···+ℓn) =∞⇔ ac ≥ 1.
Assume cmf ≥ 1. By Corollary 5.3 and (7.2) applied to a = mf , the circle is
covered.
Conversely assume that the circle is covered. Remark that the condition (6.1) is
satisfied. Indeed,
nℓn
ℓ1 + · · ·+ ℓn
=
c
c lnn+O(1)
= o(1).
Then by Proposition 6.1, we have
∀ǫ > 0,
∞∑
n=1
1
n2
e(mf+ǫ)(ℓ1+···+ℓn) =∞,
which, according to (7.2), implies c(mf + ǫ) ≥ 1 for all ǫ > 0. Therefore cmf ≥ 1. 
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