We propose two different strategies to find eigenvalues and eigenvectors of a given, not necessarily Hermitian, matrix A. Our methods apply also to the case of complex eigenvalues, making the strategies interesting for applications to physics, and to pseudo-hermitian quantum mechanics in particular. We first consider a dynamical approach, based on a pair of ordinary differential equations defined in terms of the matrix A and of its adjoint A † . Then we consider an extension of the so-called power method, for which we prove a fixed point theorem for A = A † useful in the determination of the eigenvalues of A and A † . The two strategies are applied to some explicit problems. In particular, we compute the eigenvalues and the eigenvectors of the matrix arising from a recently proposed quantum mechanical system, the truncated Swanson model, and we check some asymptotic features of the Hessenberg matrix.
I Introduction
The problem of finding eigenvalues and eigenvectors of a given (finite-dimensional) matrix A is very old and extremely relevant. The number of applications in which this is needed is countless. Just to cite a single one, the most relevant for us, eigenvalues of a quantum mechanical Hamiltonian H are the energies allowed for the system S one is investigating, [1] . In ordinary quantum mechanics, H is taken to be Hermitian 1 : H = H † , [3] . Here H † is the (Dirac)-adjoint of H, [2] : in practice, if H is an n × n matrix, H † is simply the transpose and complex-conjugate 2 of H. The Hamiltonian is not the only operator of S which is usually assumed to be Hermitian. Other operators usually can be associated to S with the same property: these are the so-called observables of S. Clearly, the eigenvalues of all these operators are also necessarily real. Few decades ago, with the seminal paper [4] , it became clear to the community of physicists (the mathematicians were already aware of this!) that reality of eigenvalues is implied by Hermiticity, but not vice-versa: non-Hermitian operators exist, both in finite and in infinite dimensional Hilbert spaces, whose eigenvalues are all real, see [5] and references therein for several examples. Moreover, it is now clear that some of the eigenvalues of a physically relevant (non Hermitian) Hamiltonian could easily be complex. This is what happens, for instance, when P T -symmetry is broken, [6] , i.e. when the parameters of the Hamiltonian change in a proper way, see [7, 8] and references therein, or when some effective Hamiltonian is used to describe gain and loss effects. With this in mind it should be clear why we are so interested in finding possibly complex eigenvalues, and their related eigenvectors, of a given matrix, describing some physical characteristic of S. Needless to say, many softwares exist in the market since many years which compute eigenvalues and eigenvectors of a given matrix. Some of them works mainly numerically (like Matlab). Others, like Mathematica, produce often analytical results. However other techniques may be relevant when the dimension of the matrices become larger and larger, as, for instances, in the case of the matrices involved in ranking web pages. In this case, power method looks more efficient, other than being mathematically quite interesting. We find also rather elegant the dynamical approach, considered in [9] , which associates a suitable differential equation to a matrix whose eigenvalues we need to compute. A review of strategies can be found in [12] .
The aim of this paper is to merge these two aspects, complexity of eigenvalues and mathematical strategies designed especially for large matrices, to propose new algorithms, based on a solid mathematical ground, to compute eigenvalues of non Hermitian matrices. In Section II we extend the dynamical approach analyzed in [9] . Section III contains our modified power method. Applications are discussed in Section IV. In particular, we propose an application in the realm of quantum mechanics to the finite-dimensional Swanson model, [13] . Conclusions are given in Section V.
II Dynamical approach: introductory results for A = A †
In the first part of this section, for reader's convenience, we briefly review the approach proposed in [9] , while in the second part we will propose a possible extention of this approach, useful for our particular pourpouses. Let x ∈ H = C n be an n-dimensional vector, and A = A † an Hermitian matrix on H. Of course, since A is Hermitian, its eigenvalues are necessarily real 3 . We want to compute eigenvalues and eigenvectors of A (or, at least, some of them).
The approach we discuss here is dynamical: we introduce a differential equation on R n , and we show that the solution of this equation converges to the eigenstate of A corresponding to its highest eigenvalue, the so-called leading eigenvector. We start considering a vector x(t) ∈ R n ⊂ H, depending on a continuous parameter t ≥ 0, and we assume x(t) satisfies the following equation:
It is clear that if ξ(t) is an equilibrium point of (2.1), then ξ(t) = ξ(0) =: ξ is an eigenstate of A with eigenvalue λ ξ = ξ,Aξ ξ 2 , and vice-versa. Notice that λ ξ is well defined, since ξ = 0, and therefore ξ > 0. Moreover, since A = A † , λ ξ ∈ R.
Following [9] we look for a solution of (2.1) in terms of the (unknown) eigenvectors of A: Ae j = λ j e j , j = 1, 2, . . . , n: x(t) = n i=1 c i (t)e i . The equation for c i (t) can be deduced using the ortogonality of the e i 's and the equality x(t) 2 = x(0) 2 , which can be proved easily since
after inserting twice (2.1). We geṫ
Working under this natural assumption we rewrite D(t) = n k=1 λ k c k (t) 2 . The explicit form of the c i (t) can now be deduced and we get
so that the general solution of (2.1) is
5)
Suppose now that the eigenvalues of A are non degenerate. Hence we have n different eigenvalues which we label as a decreasing sequence: λ 1 > λ 2 > · · · > λ n . Calling B k,j (t) = e 2 x(0) 2 (λ k −λ j )t we see the following: if k > j, λ k < λ j and therefore B k,j (t) → 0 when t → ∞. If k = j, λ k = λ j and therefore B k,j (t) = 1 for all t. Moreover, if k < j, λ k > λ j and therefore B k,j (t) → ∞ when t → ∞.
With this in mind, and assuming for concreteness that c 1 (0) > 0, it follows that
when t → ∞: the solution of the differential equation (2.1) converges to the (non-normalized, in general) eigenvector of A corresponding to its highest eigenvalue. This is true, of course, if c 1 (0) in (2.4) and (2.5) is different from zero. If we rather take, as initial vector x(0), a vector with c 1 (0) = 0 and c 2 (0) = 0, x(0) = n i=2 c i (0)e i , we can check that
Incidentally, this result also shows that, if we consider a vector x(0) which is orthogonal to e 1 , then it remains orthogonal to e 1 even in the limit t → ∞. These steps can be repeated and all the eigenvectors of A can be found, in principle The situation generalizes easily when some eigenvalue is degenerate. Suppose, just to be concrete, that λ 1 = λ 2 > λ 3 = λ 4 > λ 5 > · · · > λ n : two eigenvalues are degenerate, and both have degeneracy two. In this case, repeating the previous analysis, we see that
at least if both c 1 (0) and c 2 (0) are not zero. Notice that this vector belongs to the eigenspace of the highest eigenvalue of A, E max , as before, even if this eigenspace is now two-dimensional. The two leading eigenvectors can now be fixed by choosing any two orthonormal vectors in E max .
II.1 Extension to A = A †
Our next task is to generalize the above results to the case in which A = A † . As we have discussed in the Introduction, this is relevant in connection with pseudo hermitian quantum mechanics or for similar extensions of ordinary quantum mechanics, where the Hamiltonian of the physical system is not required to be Hermitian but still, most of the times, has a real spectrum, [2, 6] . Also, it can be quite useful in other relevant situations, in which physical Hamiltonians turn out to have complex eigenvalues, like often happen in quantum optics or in gain-loss systems, see [14, 15, 16] . In this situation the first difference, with respect with what is discussed in Section II, is that the eigenvectors of A, {ϕ i }, are not, in general, mutually orthogonal: ϕ i , ϕ j = δ i,j . Nevertheless it is well known, [17, 18] , that a biorthogonal basis of H exists, {Ψ i }, ϕ i , Ψ j = δ i,j , such that
for all i = 1, 2, . . . , n. Let now introduce two sets of unknown functions c := {c i (t), i = 1, 2, . . . , n} and d := {d i (t), i = 1, 2, . . . , n}, and two related vectors:
and let us assume that these functions satisfy two (apparently) different differential equations:
which look quite similar to two copies of equation (2.1). This doubling is a typical effect of going from Hermitian to non-Hermitian operators, [2] : when A = A † , then ϕ i = Ψ i , λ i = λ i , for all i, and the eigenvectors form an orthonormal basis for H. Stated differently, moving from an Hermitian A to a non-Hermitian one, often produces this kind of features: two Hamiltonians (one the adjoint of the other), two sets of eigenvalues, two families of eigenvectors, and so on, see [5] .
The system in (2.8) is closed and nonlinear. As we will show in a moment, it is possible to find its explicit solution, extending what we have shown for equation (2.1).
It is interesting to notice that, similarly to what we have found in (2.2), i.e. that x(t) = x(0) , the two scalar products appearing in equations (2.8) turn out to be time-independent:
where d, c is the usual scalar product of d = {d k (0)} and c = {c k (0)} in C n . The proof is a replica of that for x(t) :
after inserting (2.8). Hence equations in (2.8) can be rewritten as
We introduce the following definition:
Definition 2 Two vectors (ξ ϕ (t), ξ Ψ (t)) = (0, 0), ξ ϕ (t) = n i=1 c i (t)ϕ i and ξ ψ (t) = n i=1 d i (t)Ψ i , form an equilibrium pair of (2.10) if the right-hand sides of (2.10) are both zero.
Next we prove this lemma:
is an equilibrium pair of (2.10) then (ξ ϕ (t), ξ Ψ (t)) = (ξ ϕ (0), ξ Ψ (0)), and, if ξ Ψ (0), ξ ϕ (0) = 0,
is an equilibrium pair of (2.10).
Proof: Let us assume first that (ξ ϕ (t), ξ Ψ (t)) is an equilibrium pair of (2.10). Hence the righthand sides of (2.10) are both zero, which implies thatξ
, Aξ ϕ (t) ξ ϕ (t) = 0, the first equality in (2.11) easily follows recalling also that ξ
as well, as we had to prove 2
From formulas in (2.11) we conclude that an equilibrium pair of (2.8) is a set of time-independent eigenvectors of A and A † respectively, with eigenvalues given in terms of ξ ϕ (t) and ξ Ψ (t), both computed at t = 0 (or at any t > 0, being these vectors constant in time).
Using now (2.9), together with the expansions in (2.7), and the biorthogonality of the sets {ϕ i } and {Ψ i }, the equations in (2.10) can be rewritten as follows:
where we have defined
It is convenient now to introduce two auxiliary functions p
Hence we can rewrite (2.12) as follows:
where now we rewrite Λ(t) as follows:
Next, let us consider the following initial conditions for c j (t) and d j (t): d j (0) = c j (0), for all j = 1, 2, . . . , n. Notice that this choice automatically implies that c and d are not orthogonal, as required in Lemma 3. Indeed we have d, c = n k=1 (c k (0)) 2 > 0 if we restrict, as we will do here, to real and not all zero c k (0). Hence q j (0) = p j (0), and the solutions for p k (t) and q k (t) are easily related: q k (t) = p k (t). The system in (2.14) simplifies, giving a single equatioṅ
and we also get d, c = n k=1 (c k (0)) 2 = n k=1 (p k (0)) 2 which is strictly positive under our assumptions. From (2.15) we deduce that for all k and l the ratio p k (t) p l (t) is independent of time:
Using this property we obtain the following differential equation:
where G(t) = n k=1 λ k e 2 d,c λ k t (p k (0)) 2 so that, after few simple computations and going back to c k (t), we obtain
Finally, from (2.7), we get
Similarly, x Ψ (t) = n k=1 c k (t) Ψ k Now the next steps are almost identical to those for the Hermitian case: for instance, suppose that the eigenvalues of A are non degenerate and that (λ 1 ) > (λ 2 ) > · · · > (λ n ). Here (z) is the real part of z. Then, if c 1 (0) > 0, it follows that
when t → ∞: the solutions of the differential equations in (2.8) converge to the (non-normalized, in general) eigenvectors of A and A † corresponding to the eigenvalue with the highest real part, called again the dominant eigenvectors.
Of course, in order to determine the eigenvectors ϕ i of A and Ψ i of A † related to the other λ i , i > 1, it would be enough to start with initial conditions for (2.8) which are orthogonal respectively to the eigenvectors Ψ 1 and ϕ 1 , that is x ϕ (0), Ψ 1 = x Ψ (0), ϕ 1 = 0 or, equivalently, taking c 1 (0) = d 1 (0) = 0. Hence, supposing that for instance c 2 (0) = 0, d 2 (0) = 0, we would have
Similarly, by requiring that
We conclude that all the eigenvectors ca be found, in principle.
Remark:-. It is much simpler to recover the eigenvalue with the smallest real part. In fact, it is enough to consider the system of equation (2.10), and consequently (2.12), with A and A † replaced respectively by −A and −A † . In this case the eigenvalues follow the order − (λ n ) > − (λ n−1 ) > . . . > − (λ 1 ); hence the numerical solution in (2.16) will converge in the infinite time limit:
corresponding to the lowest (in real part) eigenvalues λ n of A and A † (highest of −A and −A † ).
III A fixed point strategy
In this section we consider a different approach for finding the eigensystem of a given matrix A, not necessarily self-adjoint, based on an iterative procedure. The proof of the convergence of the procedure is given introducing a suitable contraction map and proving that its unique fixed point is indeed one of the eigenvectors of A. Our strategy is based on some results discussed in [12, 19, 20] , which we extend here to cover the case of possibly non real eigenvalues of A.
The main idea of our fixed point approach is based on the following simple considerations: assume the N × N matrix A admits N , possibly not all different, (complex) eigenvalues λ j . In particular, we assume that
This means, in particular, that λ 1 has multiplicity one. Using the same notation as in the previous section, this is called the dominant eigenvalue, and the related eigenvalue u 1 is the dominant eigenstate. The other eigenvalues can be degenerate, but still we can construct suitable linear combinations such that the set of eigenvectors of A, F u = {u j }, Au j = λ j u j , j = 1, 2, . . . , N , is a basis for H = C N . Of course, F u is not, in general, an o.n. basis. However, as in Section II.1, F u admits a unique biorthogonal set
for all k = 0, 1, 2, 3, . . .. Since λ 1 is the dominant eigenvalue, λ i λ 1 < 1 for all i = 2, 3, 4, . . ., and the k-th power of this ratio goes to zero when k → ∞. Of course, the larger the difference between |λ 1 | and |λ 2 |, the faster the convergence of the sum N i=2 α i
Of course, this sequence converges if λ 1 > 0 . If λ 1 < 0, {x k } oscillates between two opposite vectors, both proportional to u 1 , the dominant eigenvector. Of course, the sequence {x k } oscillates even more if λ 1 is complex. It may be worth noticing that, in this procedure it is essential that α 1 = 0. If we call x the limit of |λ 1 |
which converge to an eigenvector proportional to v 1 .
Remarks:-(1) Numerical implementation of this strategy clearly shows the effect of the sign of λ 1 which is positive when the sequence {x k } converges, while is negative when {x k } oscillates, for large k, between two opposite vectors, x and −x.
(2) The same procedure can be easily extended to the case of a d-degenerate λ 1 , d > 1. In this case the sequence converges to an element of the d-dimensional subspace corresponding to the eigenvalue λ 1 .
The above strategy, which will be made rigorous soon, can be extended to find more eigenvectors others than the dominant ones, u 1 and v 1 , by making use of the biorhonormal sets F u and F v . In fact, once u 1 , v 1 have been deduced, we consider a new trial vector, which we call again x 0 , which is orthogonal to v 1 :
Hence, repeating the same steps as before, we deduce that
and all our previous considerations can be repeated. In particular, again we conclude that x k converges up to a phase to the second dominant eigenvector u 2 . The procedure can be continued by finding v 2 as we did for v 1 in (3.3), and iterated more for all the eigenvalues and eigenvectors.
III.1 The contraction
Let us now define a map T = 1 λ 1 A, and let us fix a (normalized) x 0 ∈ H. We define the following set:
Of course, since both λ 1 and v 1 are unknown, when we start our procedure, both T and C x 0 cannot be explicitly identified. However, as we will show in the rest of this section, they are useful tools to prove the convergence of the power method also in presence of complex eigenvalues. From its definition we see that all the vectors in C x 0 have the same projections on v 1 . It is clear that
Because of the fact that A = A † , the approach used in [19] does not work. This is because, in general, F u is not an o.n. basis.
For this reason, we introduce a new norm . v in H, which is more convenient for us. Notice however that, due to the
The fact that this is a norm is clear. In particular, f v = 0 if and only if v j , f = 0 for all j, which implies that f = 0, due to the fact that F v , being a basis, is complete in H. Since . v and . are equivalent, and since C x 0 is a closed subspace of a complete set, C x 0 is also complete. Our main result is contained in the following proposition:
Proposition 4 T is a contraction on C x 0 . Hence it admits an unique fixed point
Now, using (3.4),
The fact that y f = v 1 , x 0 u 1 is a fixed point follows from a direct computation:
Remarks:-(1) It is clear that other fixed points of T also exist: γu 1 , for all complex γ. This is because T is a linear map. However, in C x 0 , normalization of the fixed point cannot be changed, because of the condition v 1 , f = v 1 , x 0 . This makes the fixed point of T in C x 0 unique.
(2) It is interesting to extend this result to infinite-dimensional Hilbert spaces. This can be useful for possible applications to quantum mechanical systems living in L 2 (R), the space of the squareintegrable functions on R, rather than only to elements of C n . But, as always when going from finite to infinite-dimensional vector spaces, mathematics is much more complicated. This is work in progress.
Once the fixed point y f is found, the related (dominant) eigenvalue is easily deduced:
as expected. This fixed point strategy can be slightly modified to deduce more eigenvalues and eigenvectors other than the dominant ones. We will now briefly sketch what is known as the shifted inverse power method, modified to take into account the fact that, in our particular case, A = A † .
Let q ∈ C be a fixed complex number and suppose q = λ j , for all j. This implies that B q = (A − q1 1) −1 exists. Also, under our assumptions, u j is an eigenstate of B q with eigenvalue µ j = (λ j − q) −1 : B q u j = µ j u j . Let us call j 0 the value of the integer such that |µ j 0 | > |µ j |, for all j = j 0 . We now introduce the map D = Bq µ j 0 , and repeat for D what we have done for T before. In particular, it is possible to prove that D has an unique fixed point
which gives back the value of λ j 0 after few simple computations.
III.2 The Schwartz Quotient
Proposition 4 in the previous section states that T is a contraction on C x 0 and, as such, because of the properties of C x 0 , it admits a unique fixed point. It is worth stressing (once more!) that T is defined by working as if the dominant eigenvalues λ 1 was known, which is not the case, of course: λ 1 will be computed only at the end of our numerical implementation. To avoid this apparent paradox, it can be useful to define a new (iterative)-map which we shall prove converges to T . First of all we define the so called Schwartz quotients,
where x ϕ = N j=1 α j u j and x ψ = N j=1 β j v j are two initial random vectors with α j = v j , x ϕ and β j = u j , x ψ .
It is clear that γ m is an approximation of the dominant eigenvalue λ 1 and it is expected to converge to it for m → ∞. In fact, making use of the bi-orthogonality conditions of the eigenvectors of A and A † , we have that
Since λ 1 is the dominant eigenvalue, then λ 2 λ 1 < 1, and the m-th power of the ratio λ 2 λ 1 goes to zero when m → ∞. Hence γ m → λ 1 for m → ∞.
Then we define the map S m = A γm on
and we prove that S m can be used to define a sequence of vectors converging to the fixed point of T . This is not surprising since, recalling that γ m → λ 1 , it is reasonable that S m A γm → A λ 1 when m → ∞. To be more rigorous, we observe that
for m → ∞. Now, since lim m,∞ T m x ϕ = u 1 , we can conclude that also the sequence S m x m−1 → u 1 in the same limit.
IV Numerical results
In this section we present some numerical applications of the strategies proposed in Sections II.1 and III.
The dynamical approach analyzed in Section II.1 requires the numerical solution of the system of ODEs (2.10). In order to solve it, we have used a multi step variable order Adams-Bashforth-Moulton time discretization method which usually requires the solutions at several preceding time points to compute the current solution, [21] . Once the solutions x ϕ (t) and x Ψ (t) are computed at a specific time t, the related upgraded eigenvalues are obtained as a consequence of the Lemma 3, using the formula
Evaluation of the solution is then stopped when
where δ tol is a small tolerance value.
The fixed point approach, described in Section III, makes use of the map S m defined in Subsection III.2. It requires two initial guess vectors x ϕ = N j=1 α j u j and x ψ = N j=1 β j v j , and at the generic iteration k the eigenvalue approximation (λ k ) used to define S k is given by the Schwartz quotient (3.6) . Then the upgraded eigenvector of A is given by
IV.1 A test case: 7 × 7 matrix
The first numerical experiment (E1), deals with a non hermitian random squared matrix of order 7 of the form
where R and T are the random matrices In what follows we will show how these values can be recovered using our strategies.
IV.1.1 Dynamical approach, experiment E1
Numerical solution of (2.10) has been carried by fixing the tolerance on the convergence of the solution to δ tol = 10 −8 . Starting with a random initial conditions, the obtained converging solutions
x ∞ ϕ 1 and x ∞ Ψ 1 , related to the first eigenvalues λ 1 ,λ 1 , are
The related eigenvalues, obtained trough (4.1), are λ 1 = 1.5181 − 1.2564i andλ 1 = 1.5181 + 1.2564i. Notice that x ∞ ϕ 1 and x ∞ Ψ 1 are not automatically bi-normalized, since x ∞ ϕ 1 , x ∞ Ψ 1 = 0.0415 + 0.0457i = 1, and hence they represents the bi-orthonormal vectors ϕ 1 and Ψ 1 in (2.6), respectively, only up to some normalizations. In Figure 1 (a) the convergence of the absolute values of the components of the dynamical solution x ϕ 1 (t) to x ∞ ϕ 1 is shown (we find a similar behaviour for convergence to x ∞ Ψ 1 , not shown in figure) . Real and imaginary parts of the eigenvalue λ 1 obtained at each time with (4.1), are shown in Figure 1(c) .
Concerning the determination of the eigenvectors related the eigenvalue λ 7 having the smallest real part, we have solved (2.10) by replacing A and A † with −A and −A † respectively. The solutions x ∞ ϕ 7 and x ∞ Ψ 7 are
−0.00032 + 0.00015 −0.00033 + 0.00089 −0.0005 + 0.00025 −0.00011 + 0.00016i 0.000792 − 0.000228i −0.00055 + 0.00044i −0.001379 − 0.00015
The corresponding eigenvalues areλ 7 = 1.3201−1.2896i andλ 7 = 1.3201+1.2896i which, as expected, are related to the eigenvalues λ 7 = −1.3201 + 1.2896i andλ 7 = −1.3201 − 1.2896i of A and A † by a simple change of sign. Again, we see that the solutions we get are not automatically bi-normalized, since x ∞ ϕ 7 , x ∞ Ψ 7 = 0.00095 − 0.0014i = 1, so that x ∞ ϕ 7 and x ∞ Ψ 7 coincide with ϕ 7 and Ψ 7 only up to some normalization factor. However the bi-orthogonality conditions with the vectors x ∞ ϕ 1 ,Ψ 1 are satisfied since the various scalar products x ∞ ϕ 1 ,Ψ 1 , x ∞ ϕ 7 ,Ψ 7 are well below the tolerance imposed (in general of order the precision of the machine 10 −15 ):
IV.1.2 Fixed point approach, experiment E1
In this subsection we show the results concerning the fixed point strategy applied to the same 7 × 7 matrix A as in (4.4) . Starting with a random initial condition x 0 and a tolerance δ tol = 10 −8 , the first set of iterations converge toward the vector
We call this vectorφ 2 since it corresponds to the eigenvalue λ 2 = 0.9604 − 2.2206i of A given above, which is the largest in norm. The convergence of the initial guess to the first eigenvector is shown in Figure 2(a) , where the norm of the components of the vector are shown. Convergence of the real and imaginary parts of the eigenvalue is shown in Figure 2(d) . By applying the shifted inverse power method, by picking randomly complex values q, we then obtain the other eigenvectors. The first two of them are in sequencẽ
corresponding to the eigenvalues λ 5 and λ 7 . Notice that with the shifted inverse power method the obtained sequence of eigenvectors do not follow the norm ordering (in fact λ 5 and λ 7 are not the greatest eigenvalues in norm after λ 2 ). The convergence to the eigenvectorsφ 5 andφ 7 is shown in Figure 2(b-c) , where the norm of the components of the vectors are shown. Convergence of the real and imaginary parts of the corresponding eigenvalues is shown again in Figure 2(d) .
IV.2 The Hessenberg matrix
In this second experiment (E2) we apply our numerical procedures to the finite Hessenberg matrix, an upper matrix with positive subdiagonal. The procedure to construct this kind of matrix is well known and we refer to [10, 11] for more details.
The finite Hessenberg Matrix of order n we consider is fully defined by a sequence {α k } k∈N such that lim k→∞ α k = 0:
with the various k j related to {α k } as follows: k 0 = 1, k j = k j−1 / 1 − |α k | 2 . It is well known that the elements of D{α k } converges for large n to those of S R , the (finite) right shift matrix, see [11] .
Here S R = {δ j+1,j } j∈1,...,n . It can be seen that the faster the sequence {α k } k∈N converges to zero, the faster the eigenvalues of D{α k } converge also to zero. 
IV.2.1 Dynamical approach, experiment E2
We start our analysis on D{α k } by first solving (2.10) with A = D{α k }, with the size of matrix n = 15, a variable tolerance (depending on the eigenvalue considered 4 ) from δ tol = 10 −10 to δ tol = 10 −14 , and random initial conditions. We stress that, for this experiment, due to the particularly small values of the eigenvalues, we need to use smaller tolerance than in experiments E1 above and E3 below. As expected the solutions we obtain converge to eigenvalues which are very small and approach the value 0: for the matrix D{exp(−k 2 )} of order n = 15, we obtain λ 1 = 0.0059 and λ 15 = −0.0233, whereas for the matrix D{(1/(k 2 !)} of order n = 15, the converging values are λ 1 = 6.58 · 10 −5 and λ 15 = −0.0417.
To retrieve the other eigenvalues we have to decrease further the tolerance to δ tol = 10 −14 (close to the minimal resolution allowed by the machine) as the other eigenvalues decrease to zero very rapidly: for instance the subsequent eigenvalues retrieved tend to the values 1.81 · 10 −8 and 1.32 · 10 −11 , which of course require a very small tolerance to be well determined. 
IV.2.2 Fixed point approach, experiment E2
In this subsection we consider the same matrix for the same sequences and the same tolerances, but we use the fixed point strategy. Convergence of the three largest eigenvalues in norm are shown in Figs.4(a)-4(b) (only real part are shown). The eigenvalues we find are λ 1 = −0.0233, λ 2 = 0.0059, λ 3 = −0.00069 for the matrix D{exp(−k 2 )} of order n = 15 , and λ 1 = −0.0417, λ 2 = 6.58 · 10 −5 , λ 3 = 1.81 · 10 −8 for the matrix D{1/(k 2 !)} of order n = 15.
IV.3 Application to Quantum Mechanics: the truncated Swanson model
In this third numerical experiment (E3), we work with a finite matrix that has a relevance in the contest of pseudo-Hermitian Quantum Mechanics. In particular we consider the truncated Swanson model (hereafter TSM), characterized by a finite Hamiltonian matrix which is not self adjoint, but which still admits only real eigenvalues. In the following we will briefly recall how this Hamiltonian can be obtained, while we refer the interested reader to [13] for more details and, in particular, for the physical relevance of this model. The TSM Hamiltonian can be written as
where N is a non negative integer fixing the dimension of the system, θ ∈ (−π/4, π/4)\{0} is a parameter tuning the non Hermiticity of the system, A θ and B θ are operators (matrices) satisfying the commutation rule
and k is a projection operator which annihilates the vector e N of the canonical orthonormal basis of C N , and satisfies k = k 2 = k † together with kA θ = B θ k = 0. In [13] it is shown that H θ is similar to the truncated quantum harmonic oscillator Hamiltonian h,
where T θ = exp iθ(a 2 − (a † ) 2 ) and a is the truncated annihilator operator defined in [22] , which satisfies the ladder equations on the basis {e k } k=1,...N :
Equation (4.5) implies that H θ has the same spectrum as h, µ k = 2(k−1)+1 2 , k = 1, . . . , N. 5 For 5 Notice that maintaining the same formalism of the previous sections, the numerical eigenvalues, ordered from concreteness, we fix now N = 7 and θ = 0.4. Then the TSM Hamiltonian has the following form:
IV.3.1 Dynamical approach, experiment E3
We solve (2.10) for the matrices H θ and H † θ with the tolerance δ tol = 10 −8 . Starting with random initial conditions, the solutions x ∞ ϕ 1 and x ∞ Ψ 1 related to the first eigenvalues λ 1 , are
In Figure 5 (a) the convergence of the absolute values of the components of the dynamical solution x ϕ 1 (t) converging to x ∞ ϕ 1 is shown (we get a similar behaviour for the convergence to x ∞ Ψ 1 , not shown in figure) . Real and imaginary parts of the eigenvalue λ 1 obtained from (4.1), are shown in Figure  5 (c), and as expected they both converge to the eigenvalue of H θ with the largest real part, that is µ 7 = 6.5. Considering the results related to the lowest eigenvalue, µ 1 = 0.5, retrieved by switching to −H θ and −H † θ , the converging solutions x ∞ ϕ 7 and x ∞ Ψ 7 are
Convergence of the absolute values of the related dynamical solution x ϕ 7 (t) to x ∞ ϕ 7 is shown in 5(b), whereas the real and imaginary parts of the corresponding eigenvalue λ 7 obtained from (4.1) are shown in Figure 5(c) .
the one with the largest real part to the lowest, are labelled as λ1, . . . , λN , so that λ k will correspond to µ N +1−k , k = 1, . . . , N . 
IV.3.2 Fixed point approach, experiment E3
In this subsection we show the results concerning the fixed point strategy applied to H θ , again with N = 7, θ = 0.4 and a tolerance δ tol = 10 −8 . We report in Figure 6 (for simplicity only the real parts are shown) the convergence of the seven eigenvalues after the applications of the shifted inverse power method. Of course the number of iterations needed for convergence is highly sensitive to the randomly value q used to generate the inverse matrix A − q1 1, as it is clearly shown in Figure 6 : some eigenvalue is found after just few iterations, while others need more iterations to be reached. 
V Conclusions
In this paper we have discussed how some standard techniques existing in the literature to compute eigenvalues and eigenvectors of a given Hermitian matrix can be extended to include matrices which are not Hermitian. In particular we have considered a dynamical approach based on the solution of a system of ODEs, which naturally extends the procedure proposed in [9] , and a fixed point approach based on the construction of a suitable contraction as in [20] . Many scientific and data analysis applications require the determination of the eigensystem of Hermitian matrices, while in this work our main interest is moved to non Hermitian matrices. This kind of matrices, if seen as bounded (or even unbounded, if the matrices are infinite) operators, are quite often met in pseudo-hermitian quantum mechanics, where the Hamiltonian of a given system is not required to be Hermitian at all, but rather to satisfy some invariance property, [6] . In this case, it is very likely that the eigenvalues of the Hamiltonian are complex and the mathematical and numerical setting proposed in [9] and in [20] should be adjusted to consider the appearance of biorthogonal sets of eigenvectors. In this work we have extended the mathematical procedures presented in the aforementioned papers, and we have applied them to two pedagogical examples generated by a random matrix and by an Hessenberg matrix, and to an Hamiltonian operator obtained from a finite-dimensional version of the Swanson model. Our methodologies worked very well, and we were able to determine easily the eigensystem of the various matrices. We should also mention that, as it is well known, when a given matrix possesses some symmetry, its eigenvalues obey some special rule. For instance, if H is a matrix which is similar to a Hermitian operator H 0 , i.e. if H = SH 0 S −1 for some invertible matrix S, then the eigenvalues of H are all real. This is what happens, for instance, in PT-or pseudo-Hermitian quantum mechanics, [6, 16] , and in our Experiment 3. Symmetries have played no role in this paper, but hopefully they will be considered in some future work.
We stress that our work is mainly intended to provide some rigorous mathematical framework to deal with the eigenvalue problems considered in this paper, and in general for non Hermitian matrices, without focusing on any possible acceleration methods. Of course, modern information processing requires the solution of eigenvalue problems for very large matrices, and hence a consistent but also fast method is required. A lot can still be done in trying to accelerate the convergence of the methods considered here. This could involve the application of suitable acceleration procedures to speed up the convergence of the iterations, and this is just a part of our future works. Another relevant extension of our results should include those situations for which the convergences of our approaches fail. This is the case, for instance, when the real parts (resp. the norms) of the eigenvalues coincide, see Section II.1 (resp. Section III). We are planning to consider a possible extension of the dynamical approach adopting (or extending) the fractal variational principle already used in literature for a quite wide class of applications ( [23, 24, 25] ). Also, we are interested in extending our ideas to infinite-dimensional matrices, and to compare our results with those in [26] . This is particularly interesting for us, in view of our interest for solving Schrödinger equations for concrete systems living in infinite-dimensional Hilbert spaces.
