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Abstract
In this paper, we construct a solution of the one-dimensional heat equation on R which has the
following properties: Given any 0 < µ < 1, there exists a sequence tk → ∞ such that ‖u(tk)‖L∞ ≈
t
−µ/2
k
as k → ∞. In other words, this solution exhibits all the possible decay rates. In addition, for
essentially all values of µ ∈ (0,1), we characterize the set ωµ(u) of all limit points in C0(R) as
t → ∞ of tµ/2u(t, x√t ). More precisely, if µ is rational, then ωµ(u) is all of C0(R). Furthermore,
for almost all µ ∈ (0,1), ωµ(u(0)) is equal to a fixed nonempty setN  C0(R).
 2005 Elsevier SAS. All rights reserved.
Résumé
Dans cet article, nous construisons une solution de l’équation de la chaleur posée sur la droite
dont nous étudions le comportement asymptotique pour toute une plage d’échelles de temps. Nous
montrons notamment que cette solution exhibe toutes les possibles de décroissance vitesses, puisque
pour tout 0 < µ < 1, il existe une suite tk → ∞ telle que ‖u(tk)‖L∞ ≈ t−µ/2k lorsque k → ∞.
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120 T. Cazenave et al. / J. Math. Pures Appl. 85 (2006) 119–150En outre, pour presque tout µ ∈ (0,1), l’ensemble ωµ(u) des points-limite de tµ/2u(t, x√t ) dans
C0(R) lorsque t → ∞ est égal à un ensemble non-vide N  C0(R) indépendant de µ. L’ensemble
exceptionnel des µ ∈ (0,1) pour lesquels ωµ =N contient les rationnels, pour lesquels nous mon-
trons que ωµ(u(0)) = C0(R).
 2005 Elsevier SAS. All rights reserved.
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1. Introduction
The purpose of this paper is to construct a classical solution of the one-dimensional
heat equation on R which has an unexpectedly rich long-time asymptotic structure. The
most evident aspect of the asymptotic structure of a solution U(t, x) is the decay rate of
‖U(t)‖L∞ , where U(t) = U(t, ·). On the one hand, it is well known that ‖U(t)‖L∞ is a
nonincreasing function of t  0. On the other hand, unless U(t, x) has certain cancellation
properties in x, ‖U(t)‖L∞ does not decay faster than t−1/2. For solutions with a given
decay rate, a more subtle analysis consists of studying the asymptotic behavior of an ap-
propriately rescaled solution. For example, if ‖U(t)‖L∞ ≈ t−µ/2 as t → ∞, it is natural to
investigate the limit of tµ/2U(t, x
√
t ).
In this paper, we construct a solution which has the following properties. Given any
0 < µ < 1, there exists a sequence tk → ∞ such that ‖U(tk)‖L∞ ≈ t−µ/2k as k → ∞.
In other words, this solution exhibits all the possible decay rates (except perhaps t−1/2).
Moreover, for essentially all values of µ ∈ (0,1), we characterize the set of all possible
limit points in C0(R) as t → ∞ of tµ/2U(t, x√t ). More precisely, if µ is rational, then
this set of limit points is all of C0(R). On the other hand, for almost all µ ∈ (0,1), this set
of limit points is equal to a fixed nonempty set N  C0(R).
In order to state this result as a theorem, we introduce some notation. The dilation
operators Dµλ for µ 0 and λ > 0 are defined by:
D
µ
λ w(x) = λµw(λx), x ∈ R. (1.1)
D
µ
λ w is clearly defined for all w ∈ S(R) then, by density, for all w ∈ S ′(R). It follows
from an easy calculation that
D
µ
λ e
λ2t∆ = et∆Dµλ , (1.2)
for all µ 0, λ > 0 and t  0. Next, given µ > 0 and u ∈ C0(R), we denote by ωµ(u) the
set:
ωµ(u) = {f ∈ C0(R); ∃tn → ∞ s.t. Dµ√tn etn∆u −→n→∞f in L∞(R)}. (1.3)
It is immediate that
T. Cazenave et al. / J. Math. Pures Appl. 85 (2006) 119–150 121ωµ(u) =
⋂
t>0
⋃
st
{
D
µ√
s
es∆u
}
, (1.4)
where the closure in (1.4) is in the L∞ norm. In particular, ωµ(u) is a (possibly empty)
closed subset of C0(R). Furthermore, since Dµ√t e
t∆ = e∆Dµ√
t
by (1.2), it follows that
ωµ(u) = {f ∈ C0(R); ∃λn → ∞ s.t. e∆Dµλnu −→n→∞f in L∞(R)}. (1.5)
It is this last formulation of ωµ(u) which we use in all our arguments below.
We denote by G(x) the heat kernel at time t = 1, i.e.,
G(x) = e∆δ0 = (4π)−1/2 e−x2/4. (1.6)
Several useful properties of the function G are recalled in Appendix A (see Proposi-
tion A.1). We define the set N by:
N = {cG(n); c ∈ R, n 0}. (1.7)
It follows that N = C0(R) (by Proposition A.1(i)).
Theorem 1.1. There exists u ∈ C∞(R)∩C0(R) with the following properties:
(i) N ⊂ ωµ(u) for all µ ∈ (0,1) with N defined by (1.7).
(ii) If µ ∈ Q ∩ (0,1), then ωµ(u) = C0(R).
(iii) ωµ(u) =N = C0(R) for almost all µ ∈ (0,1).
Remark 1.2. It follows immediately from Theorem 1.1(i) (as in [2]) that for all µ ∈ (0,1)
and all c  0, there exists a sequence tn → ∞ such that tµ/2n ‖etn∆u‖L∞ → c as n → ∞.
Also, since u ∈ C0(R), ‖et∆u‖L∞ → 0 as t → ∞.
The construction of the initial value u in Theorem 1.1 is based on the constructions used
in [1–3] but is considerably more complicated. Since, in addition, the proof of Theorem 1.1
is rather technical, we devote the next section to an intuitive description of the main ideas.
The statement of Theorem 1.1 raises a certain number of questions. First among them
is whether or not, for an arbitrary u ∈ C0(R), the set {µ ∈ (0,1); ωµ(u) = C0(R)} must be
small in some sense (countable, measure zero, first category). If the answer to this question
is, as we believe, yes, then how large can ωµ(u) be for a generic µ ∈ (0,1)? Is the set N
somehow typical of what we can expect? Clearly, we would like to prove a general theorem
for which Theorem 1.1 above would simply be an illustrative example.
Returning to the specific initial value u of Theorem 1.1, we would also like to know if
there exists µ ∈ (0,1) for which N  ωµ(u)  C0(R). Furthermore, can one prove that
the decay rate t−1/2 is not achieved, i.e., that t1/2‖et∆u‖L∞ → ∞ as t → ∞?
Finally, a much more ambitious project would be to determine the size of the set of
u ∈ C0(R) which exhibit the “pathological” behavior described in Theorem 1.1.
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the proof of Theorem 1.1. In Section 3, we construct the initial value u ∈ C0(R) of Theo-
rem 1.1. In Section 4, we show that ωµ(u) ⊃N for all µ ∈ (0,1) (Proposition 4.6) and that
ωµ(u) = C0(R) if µ is rational (Corollary 4.5). In Section 5, we prove that ωµ(u) =N for
almost all µ ∈ (0,1) (Proposition 5.2), which completes the proof of Theorem 1.1. Finally,
we collect in Appendix A several results of a general nature which we use in Sections 3–5.
Notation. We denote by (et∆)t0 the heat semigroup defined on S ′(R); C0(R) is the
space of continuous functions R → R that converge to 0 as |x| → ∞, with the L∞ norm,
and M(R) = C0(R)∗ is the space of finite measures of R, equipped with the dual norm
‖ · ‖M(R).
We denote by δi, the standard delta-Kronecker function, i.e., δi, = 0 if i =  and
δi,i = 1.
Given any x0 ∈ R, we denote by δx0 ∈ M(R) the Dirac mass at x0 defined by
(δx0 , ϕ)M(R),C0(R) = ϕ(x0). The derivatives of δx0 (in the sense of distributions) are
denoted δ(n)x0 , n 0, and are given by (δ
(n)
x0 , ϕ)D′,D = (−1)nϕ(n)(x0).
2. Intuitive description of the proof of Theorem 1.1
The method of proof of Theorem 1.1 is a refinement of the method used in [2]. In [2]
we proved the existence of a positive solution of the heat equation on RN which exhibits
all possible decay rates t−µ/2 where µ ∈ (0,N). The initial value in [2] is of the form:
u =
∞∑
k=1
ϕk ∈ C∞
(
RN
)∩C0(RN ),
where the supports of the ϕk  0 are disjoint spherical shells around the origin increasingly
far away at a “super-exponential” rate as k → ∞. For certain sequences λj → ∞, depend-
ing on µ ∈ (0,N), the behavior of Dµλj u is determined entirely by the behavior of D
µ
λj
ϕj ,
and the Dµλjϕj converge as j → ∞ to a positive distribution supported at the origin. In
other words, Dµλj u converges to a positive multiple of the Dirac mass cδ0 as j → ∞. From
this, it is easy to show with scaling arguments that tµ/2j ‖ etj∆u‖L∞ → c(4π)−N/2, where
tj = λ2j .
It would be straightforward to modify the above construction, in the case N = 1, were
the goal simply to construct u ∈ C0(R) such that N ⊂ ωµ(u) for all µ ∈ (0,1). In [2],
each ϕk is an appropriate dilation of a fixed nonnegative model function θ ∈ C∞c (R)
with supp θ ⊂ {1/2  |x|  1}. If the sequence (ϕk)k∈N were also to include appropriate
dilations of the derivatives θ(n) of θ , then one could choose sequences λj → ∞ and
k(j) → ∞, depending on µ and n, so that Dµλj ϕk(j) and D
µ
λj
u both converge in S ′(R)
to cδ(n)0 as j → ∞. This implies that cG(n) ∈ ωµ(u).
In order to produce an initial value u ∈ C0(R) such that, in addition, ωµ(u) = C0(R)
at least for some values of µ ∈ (0,1), the sequence (ϕk)k∈N needs to be enlarged even
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nations of the elements of N are dense in C0(R), it suffices to construct u ∈ C0(R)
such that ωµ(u) contains all such linear combinations, in fact just those with rational
coefficients. Thus, for each rational linear combination of the model function θ with its
derivatives θ(n), there should be a subsequence ϕk(j) of the ϕk whose elements are all
appropriately rescaled versions of this linear combination, supported farther and farther
away from the origin. One must then choose the sequence λj → ∞ so that the limit of
the dilations Dµλj u is determined precisely by the terms D
µ
λj
ϕk(j), and so that this limit
will be a distribution supported at the origin. In fact, the limit distribution will the same
linear combination as in the ϕk(j), but with δ0 and its derivatives instead of θ and its
derivatives. It then follows that ωµ(u) contains the same linear combination of G and
its derivatives.
This new construction introduces an undesirable rigidity in the choice of µ. As long as a
subsequence ϕk(j) consists of rescaled versions of a fixed derivative of the model function,
cθ(n), a sequence λj → ∞ can be chosen for any µ ∈ (0,1) in such a way that the dilation
operators for this µ have the desired limit, i.e., Dµλj u → cδ
(n)
0 . Unfortunately, because of
the different scaling properties of the different order derivatives, if the subsequence ϕk(j)
consists of rescaled versions of a fixed nontrivial linear combination of θ and its deriv-
atives, the choice of µ must be incorporated into the rescaled coefficients of the linear
combination. Thus, this type of subsequence ϕk(j) can be constructed for only countably
many µ ∈ (0,1). In Theorem 1.1, we chose this set of µ to be Q ∩ (0,1). (See formu-
las (3.16) and (3.29) to see exactly how µ is incorporated into the rescaled coefficients.)
There is an additional technical problem associated with this method. The sequence ϕk
used to define the initial value u must contain a separate subsequence for each rational
linear combination of θ and its derivatives and for each µ ∈ Q ∩ (0,1). Thus a numbering
system needs to be developed which allows, in a natural way, the identification of count-
ably many disjoint subsequences. While this is not a major difficulty, it does introduce
an additional level of complexity in the notation and in the arguments. See for example
Proposition 3.2 below.
With the ideas expressed above, the proofs of parts (i) and (ii) of Theorem 1.1, while
somewhat technical, are reasonably accessible. See Corollary 4.5 and Proposition 4.6.
Unfortunately, the proof of part (iii) of Theorem 1.1 is one or two orders of magnitude
more technical. The problem is to show for almost all µ ∈ (0,1) that given f ∈ C0(R),
f /∈ N , there does not exist any sequence λj → ∞ such that f is obtained as the limit
in (1.5). If we assume the existence of such a sequence λj → ∞, the most important step
(Lemma 5.5) is to gain some control on the growth of the λj . In the proof of this result,
the hardest case to consider is when the corresponding ϕk(j) contain arbitrarily high order
derivatives of the model function θ . The estimate of Lemma 5.5 enables us to prove that
if f ∈ ωµ(u), f /∈N , then µ cannot be “far away from” a rational number. This is made
precise in Proposition 5.1. The proof of part (iii) of Theorem 1.1 (i.e., Proposition 5.2) is
given assuming Proposition 5.1 and shows why the exceptional set (i.e., the set of µ such
that N  ωµ(u)) must be of measure zero.
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The purpose of this section is to define the initial value u ∈ C∞(R) ∩ C0(R) for which
the three properties of Theorem 1.1 will be proved. The function u will be defined as
an infinite sum of functions ϕk which are supported farther and farther away from the
origin. (See formula (3.35).) There are three ingredients to the definition. First, there is
a model function θ ∈ C∞c (R). The functions ϕk will each be a linear combination of θ
and its derivatives. Second, we need to introduce a sequence m(k) of nonnegative integers
such that for every integer m 0, there exist infinitely many k with m(k) = m. This will
enable us to define the ϕk such that each rational linear combination of θ and its derivatives
appears infinitely often in the sequence ϕk . Finally, we need to define the intervals of
support for the functions ϕk or equivalently the scaling factors used to dilate θ and its
derivatives.
We begin by fixing a function θ such that
θ ∈ C∞c (R), θ  0, ‖θ‖L1 = 1, supp θ ⊂
(
1
2
,1
)
. (3.1)
The following lemma establishes the properties of the dilations of θ and its derivatives
which we need for the proof of Theorem 1.1.
Lemma 3.1. Let θ satisfy (3.1) and let the dilation operators Dµλ be defined by (1.1). The
sequence of functions (hn)n0 ⊂ C((0,∞),C0(R)) defined by
hn(t) = max{tn+1,1}e∆D0t θ (n)
for all t > 0 has the following properties:
(i) For every t > 0, (hn(t))n0 is a linearly independent subset of C0(R).
(ii) hn(t) −→
t→∞G
(n) in C0(R), with G defined by (1.6).
(iii) For every n 0, 0 < inft>0 ‖hn(t)‖L∞ < supt>0 ‖hn(t)‖L∞ < ∞.
(iv) Given I ∈ N ∪ {0},  ∈ {0, . . . , I } and t  1, there exists Ψ I (t) ∈M(R) such that(
Ψ I (t), hn(t)
)
M(R),C0(R) = δn,,
for all 0 n I . Furthermore,
max
0I
sup
t1
∥∥Ψ I (t)∥∥M(R) < ∞.
Proof. (i) Suppose to the contrary that there exist t0 > 0 and a sequence (αn)n0 ⊂ R with
only finitely many nonzero components, such that
∑
n0 αn e
∆D0t0θ
(n) = 0. Let αn0 be the
first nonzero component of (αn)n0. It follows that
0 =
∑
αn e
∆D0t0θ
(n) = e∆D0t0
( ∑
αnθ
(n)
)
.nn0 nn0
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∑
nn0 αnθ
(n) = 0. Integrating n0 times in x,
we deduce that
∑
nn0 αnθ
(n−n0) = 0. Finally, integrating this last identity on (−∞,∞)
and using (3.1), we conclude that αn0 = 0, which is a contradiction.
(ii) Given any t > 1,
hn(t, x) = tn+1
∫
R
G(x − y)θ(n)(ty)dy = t
∫
R
G(x − y)(D0t θ)(n)(y)dy
= t
∫
R
G(n)(x − y)θ(ty)dy =
∫
R
G(n)
(
x − z
t
)
θ(z)dz,
and (ii) follows.
(iii) We note that θ(n) ≡ 0 so that ‖hn(t)‖L∞ > 0 for all t > 0. Furthermore, it follows
from (ii) that ‖hn(t)‖L∞ has a positive (finite) limit as t → ∞. Therefore, it remains to
estimate ‖hn(t)‖L∞ as t ↓ 0. We note that for t  1, hn(t) = e∆D0t θ (n) = D0t et2∆θ(n)
by (1.2). We deduce that
∥∥hn(t)∥∥L∞ = ∥∥et2∆θ(n)∥∥L∞ −→t↓0
∥∥θ(n)∥∥
L∞ ,
and (iii) follows.
(iv) Given t  1, let XI (t) be the subspace of C0(R) spanned by the set (hn(t))0nI .
It follows from (i) that XI (t) is an (I + 1)-dimensional subspace of C0(R) and that
(hn(t))0nI is a basis of XI (t). Given 0    I , we define the linear form Ψ I (t) on
XI (t) by 〈Ψ I (t), hn(t)〉 = δ,n for all 0 n I . We consider on the space XI (t) the norm‖ · ‖XI (t) defined by ‖u‖XI (t) = max0nI |αn| if u = α0h0(t) + · · · + αIhI (t), and the
norm induced by C0(R), i.e., the L∞ norm. We set:
σI (t) = sup
{‖u‖XI (t); u ∈ XI (t), ‖u‖L∞  1},
and we claim that
γI := sup
t1
σI (t) < ∞. (3.2)
Indeed, assume to the contrary that there exists a sequence (tk)k1 ⊂ [1,∞) such that
σI (tk) → ∞ as k → ∞. It follows that there exists a sequence (uk)k1 such that
uk ∈ XI (tk),
‖uk‖XI (tk) = 1, ‖uk‖L∞ −→
k→∞ 0. (3.3)
Set uk = αk,0h0(tk)+· · ·+αk,I hI (tk). By the first identity in (3.3) we may assume, passing
to a subsequence, that
αk,n −→ α¯n where max |α¯n| = 1. (3.4)
k→∞ 0nI
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or else t¯ = ∞. Suppose first that t¯ < ∞. Setting u¯ = α¯0h0(t¯) + · · · + α¯I hI (t¯), we deduce,
from (i) and the second identity in (3.4) that u¯ = 0, so that ‖u¯‖L∞ > 0. On the other hand,
we write:
u¯ = u¯− uk + uk =
I∑
n=0
(α¯n − αk,n)hn(t¯ )+
I∑
n=0
αk,n
(
hn(t¯ )− hn(tk)
)+ uk.
Therefore,
‖u¯‖L∞ 
I∑
n=0
|α¯n − αk,n|
∥∥hn(t¯ )∥∥L∞
+
I∑
n=0
|αk,n|
∥∥hn(t¯ )− hn(tk)∥∥L∞ + ‖uk‖L∞ −→k→∞ 0, (3.5)
where we used the first identity in (3.4) to estimate the first term, the first identity in (3.3)
and the continuity of hn : (0,∞) → C0(R) to estimate the second term, and the second
identity in (3.3) to estimate the last term. This yields a contradiction. In the case t¯ = ∞,
we can argue similarly using property (ii) to define hn(∞) and to estimate the second term
in (3.5). (We also use Proposition A.1(i) to know that u¯ = 0.) This proves the claim (3.2).
Next, by definition of Ψ I (t), it is clear that |〈Ψ I (t), u〉|  ‖u‖XI (t), so that by (3.2),
|〈Ψ I (t), u〉|  γI‖u‖L∞ for all u ∈ XI (t). Now using the Hahn–Banach theorem, we
extend Ψ I (t) to an element ofM(R) satisfying (iv). 
We turn next to the special numbering sequence needed to construct u. Observe that any
integer p  0 can be uniquely written in the form:
p = (+ 1)/2 +m with 0m . (3.6)
We define the function m :N ∪ {0} → N ∪ {0} by:
m(p) = m with m given by (3.6). (3.7)
Also, given any m 0, we define the function pm :N ∪ {0} → N ∪ {0} by:
pm() = ( + 1)/2 +m, (3.8)
so that
m
(
pm()
)= m for all 0m , (3.9)
by (3.7)–(3.8). We set:
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there exists I ∈ N s.t. rI = 0 and ri = 0 if i > I
}
, (3.10)
and
B = ((0,1)∩ Q)×Q. (3.11)
An element of B will be denoted by (ν, r). It is clear that B is countable, and we use:
N(m) = (ν(m), r(m)), m 0, (3.12)
to denote some fixed ordering of the elements of B. Given any integer k  1, we set:
µk = ν
(
m(k)
)
, (3.13)
Ik = max
{
i  0, ri
(
m(k)
) = 0}, (3.14)
κk = min
i0
{∣∣ri(m(k))∣∣, ri(m(k)) = 0}. (3.15)
Next, let:
di,k = i + 1 −µk
Ik + 1 −µk , ei,k =
(Ik − i)µk
Ik + 1 −µk = µk(1 − di,k), (3.16)
for all 0 i  Ik . We define:
Gk = max
0iIk+1
∥∥G(i)∥∥
L∞ , θk = max0iIk+1
∥∥θ(i)∥∥
L∞ , (3.17)
where Ik is given by (3.14), G is given by (1.6) and θ is given by (3.1). Using the notation
introduced in Lemma 3.1, set:

Lk = max0Ik supt1
∥∥Ψ Ik (t)∥∥M(R),
Rk = min0nIk inft>0
∥∥hn(t)∥∥L∞,
Sk = max0nIk supt>0
∥∥hn(t)∥∥L∞ ,
(3.18)
so that
0 <Lk,Rk,Sk < ∞, (3.19)
for all k  1. The following condition is needed because of some technical restrictions
appearing in the proof of Theorem 1.1:
max
{
µ−1, Ik, κ−1, θk,Gk,Lk,R−1, Sk
}
 logk. (3.20)k k k
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qk = (qi,k)i0, (3.21)
by: {
qk = r(m(k)) if condition (3.20) holds,
qi,k = 0, i  0 otherwise. (3.22)
We observe that
qi,k = 0 for i  Ik, (3.23)
by (3.22) and (3.14).
Proposition 3.2. Given m  0, there exists 0 = 0(m)  m such that condition (3.20)
holds for all k = pm() with  0. In particular,
qk = qpm() = r(m), (3.24)
µk = µpm() = ν(m), (3.25)
for all k = pm() and  0(m).
Proof. The various quantities appearing on the left-hand side of (3.20) depend on k only
through m(k). Therefore, if k = pm() for a fixed value of m  0, the left-hand side
of (3.20) is constant as a function of m by (3.9). Thus (3.20) holds for all sufficiently
large . 
Finally, we consider the sequence (an)n1 defined inductively by:
a1 = 1, an+1 = ean for all n 1. (3.26)
It is straightforward to see that
an  n, (3.27)
for all n 1, and
a2k+1 = expa2k  ak2k, (3.28)
for all k  1.
Using the notation established above, for each k  1 we define the function ϕk ∈ C∞c (R)
by:
ϕk(x) = 1
(Ik + 1)θk
Ik∑
qi,ka
−di,k
2k a
−ei,k
2k+1θ
(i)
(
x
a2k+1
)
. (3.29)i=0
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suppϕk ⊂
(
a2k+1
2
, a2k+1
)
, (3.30)
so that by (3.26)
suppϕk ∩ suppϕ = ∅, k = . (3.31)
Moreover, we have the following estimate.
Lemma 3.3. If ϕk is defined by (3.29), then
‖ϕk‖L∞  a−12k , (3.32)
for all k  1.
Proof. If qk = 0, then the estimate is trivial. Thus we assume qk = 0, so that by (3.22)–
(3.20),
µk  (log k)−1  k−1. (3.33)
We deduce from (3.33) and (3.28) that
a2ka
−µk
2k+1  1. (3.34)
On the other hand, it follows from (3.29) and (3.17) that
∣∣ϕk(x)∣∣ 1
(Ik + 1)θk
Ik∑
i=0
a
−di,k
2k a
−ei,k
2k+1θk  max0iIk
a
−di,k
2k a
−ei,k
2k+1;
and so,
a2k‖ϕk‖L∞  max
0iIk
a
1−di,k
2k a
−ei,k
2k+1 = max0iIk
[
a2ka
−µk
2k+1
] Ik−i
Ik+1−µk  1,
by (3.34), which proves (3.32). 
At last, we arrive at the definition of the initial value u, i.e.,
u(x) =
∞∑
k=1
ϕk(x). (3.35)
We note that, by (3.31), the above definition makes sense and u ∈ C∞(R). Moreover, it
follows from (3.32) that |u(x)| (logx)−1 for all x > 1, so that u ∈ C0(R).
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In this section, we show that ωµ(u) ⊃ N for all µ ∈ (0,1) and that ωµ(u) = C0(R)
if µ is rational. The first step (see Lemma 4.2 below) is to show that, given a sequence
λj → ∞, there is a sequence of integers k(j) → ∞, independent of µ ∈ (0,1), such that
the behavior of Dµλj u is determined by the behavior of D
µ
λj
ϕk(j) as j → ∞.
Lemma 4.1. With the above notation (1.1), (3.14), (3.17), (3.26), (3.16) and (3.29), it
follows that
D
µ
λj
ϕk(x) = 1
(Ik + 1)θk
Ik∑
i=0
qi,k
(
a−12k a
Ik+1
2k+1
)di,k λµ−i−1j
×
(
d
dx
)i[ λj
a2k+1
θ
(
λj
a2k+1
x
)]
, (4.1)
for all k  1, µ> 0 and all λj > 0.
Proof. (4.1) is immediate. 
Lemma 4.2. Let (λj )j1 ⊂ (0,∞) be a sequence with λj → ∞ and let k(j)  2 be
integers such that
a2k(j)  λj  a2k(j)+2, (4.2)
for all sufficiently large j . With ϕk defined by (3.29), set vj = ∑k<k(j) ϕk and
wj =∑k>k(j) ϕk for all j  1. It follows that
∥∥Dµλj vj∥∥L1 + ∥∥Dµλjwj∥∥L∞ −→j→∞ 0, (4.3)
for all µ ∈ (0,1). In particular,
∥∥e∆Dµλj vj∥∥L∞ + ∥∥e∆Dµλjwj∥∥L∞ −→j→∞ 0, (4.4)
for all µ ∈ (0,1).
Proof. Since the ϕk’s have disjoint support by (3.31), we see that
∥∥Dµλjwj∥∥L∞ = sup
k>k(j)
∥∥Dµλjϕk∥∥L∞ = λµj sup
k>k(j)
‖ϕk‖L∞
 λµj a
−1
2k(j)+2  a
−(1−µ)
2k(j)+2 −→ 0,j→∞
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‖vj‖L∞  1 by (3.31) and (3.32). Therefore,
∥∥Dµλj vj∥∥L1 = λ−(1−µ)j ‖vj‖L1  λ−(1−µ)j a2k(j)−1  a−(1−µ)2k(j) a2k(j)−1 −→j→∞ 0,
by (4.2) and (3.28). This proves (4.3), and (4.4) follows since e∆ is continuous both
L1(RN) → C0(R) and C0(R) → C0(R). 
The next result is the basis of the proof of Theorem 1.1(ii).
Proposition 4.3. Let µ∗ ∈ (0,1)∩ Q, I ∗  0 and (q∗i )0iI∗ ⊂ Q, q∗I∗ = 0. It follows that
there exists a sequence λj → ∞ such that
D
µ∗
λj
u −→
j→∞
I∗∑
i=0
q∗i δ
(i)
0 , (4.5)
in S ′(R) and
e∆D
µ∗
λj
u −→
j→∞
I∗∑
i=0
q∗i G(i), (4.6)
in C0(R).
Proof. Set θ∗ = max0iI∗+1 ‖θ(i)‖L∞ . Given c > 0 let q = (qi)i0 be defined by:
qi =
{
(I ∗ + 1)θ∗q∗i c−
i+1−µ∗
I∗+1−µ∗ if i  I ∗,
0 if i > I ∗.
(4.7)
Since |qi | → 0 as c → ∞, we may fix c  1 such that q ∈Q. Thus (µ∗,q) ∈ B, so that
by (3.12) there exists a unique m∗  0 such that
(µ∗,q) = (ν(m∗), r(m∗)). (4.8)
Given j m∗, set (see (3.8)):
k(j) = pm∗(j) = j (j + 1)/2 +m∗. (4.9)
It follows from (4.8), (4.9) and Proposition 3.2 that qk(j) = q if j is large enough and that
qi = qi,k(j), I ∗ = Ik(j), µ∗ = µk(j),
θ∗ = θk(j), di,k(j) = i + 1 −µ
∗
∗ ∗ ,
(4.10)
I + 1 −µ
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λj =
(
(ca2k(j))
−1aI
∗+1
2k(j)+1
) 1
I∗+1−µ∗ , (4.11)
and write:
u =
∑
k<k(j)
ϕk + ϕk(j) +
∑
k>k(j)
ϕk := vj + ϕk(j) +wj .
We claim that
a2k(j)  λj  a2k(j)+2, (4.12)
for all sufficiently large j . Indeed, ca2k(j)  1, so that
λj  a
I∗+1
I∗+1−µ∗
2k(j)+1  a2k(j)+2, (4.13)
for j large, by (3.28). Next, it follows from (3.28) that for j large, aI∗+12k(j)+1  aI
∗+2
2k(j) , so
that
λj 
(
(ca2k(j))
−1aI
∗+2
2k(j)
) 1
I∗+1−µ∗ = (c−1aµ∗2k(j)) 1I∗+1−µ∗ a2k(j)  a2k(j), (4.14)
for j large. The claim (4.12) now follows from (4.13), (4.14). Applying (4.12), we deduce
from Lemma 4.2 that∥∥Dµ∗λj vj∥∥L1 + ∥∥Dµ∗λj wj∥∥L∞ + ∥∥e∆Dµ∗λj vj∥∥L∞ + ∥∥e∆Dµ∗λj wj∥∥L∞ −→j→∞ 0. (4.15)
In addition, it follows from (4.1) and (4.10) that (for j sufficiently large)
D
µ∗
λj
ϕk(j)(x) = 1
(I ∗ + 1)θ∗
I∗∑
i=0
qi
(
a−12k(j)a
I∗+1
2k(j)+1
) i+1−µ∗
I∗+1−µ∗ λµ
∗−i−1
j
×
(
d
dx
)i[ λj
a2k(j)+1
θ
(
λj
a2k(j)+1
x
)]
. (4.16)
Applying (4.7) and (4.11), we deduce that
D
µ∗
λj
ϕk(j)(x) =
I∗∑
i=0
q∗i
(
d
dx
)i[ λj
a2k(j)+1
θ
(
λj
a2k(j)+1
x
)]
. (4.17)
Since
a2k(j)+1 = (ca2k(j)a−µ∗2k(j)+1) 1I∗+1−µ∗ −→
j→∞ 0,λj
T. Cazenave et al. / J. Math. Pures Appl. 85 (2006) 119–150 133by (3.28) and ∫ θ = 1, it follows that
λj
a2k(j)+1
θ
(
λj
a2k(j)+1
·
)
−→
j→∞ δ0,
in S ′(R). Thus, by (4.17),
D
µ∗
λj
ϕk(j) −→
j→∞
I∗∑
i=0
q∗i δ
(i)
0 , (4.18)
in S ′(R), which, together with (4.15), proves (4.5). Next, it follows from Eqs. (4.17), (4.18)
and Lemma A.2 that
e∆D
µ∗
λj
ϕk(j) −→
j→∞ e
∆
I∗∑
i=0
q∗i δ
(i)
0 , (4.19)
in C0(R). Finally, we note that
e∆
I∗∑
i=0
q∗i δ
(i)
0 =
I∗∑
i=0
q∗i (d/dx)i
[
e∆δ0
]= I
∗∑
i=0
q∗i G(i),
where we used formula (1.6). Together with (4.19) and (4.15), this proves prop-
erty (4.6). 
Remark 4.4. The introduction of the factor c in the proof of Proposition 4.3 may seem
artificial. It is necessary since the q∗I are not bounded by a fixed a priori constant, while|qi | 1 for all q ∈Q. This restriction on Q is necessary in order to prove Lemma 3.3, i.e.,
that u ∈ C0(R).
Corollary 4.5. If µ ∈ (0,1)∩ Q, then ωµ(u) = C0(R).
Proof. Fix µ ∈ (0,1)∩Q. It follows from Proposition 4.3 that ωµ(u) contains all finite lin-
ear combinations of (G(n))n0 with rational coefficients. Since ωµ(u) is closed in C0(R),
we deduce that ωµ(u) contains all finite linear combinations of (G(n))n0 with real coef-
ficients, i.e. the space spanned by (G(n))n0. The result follows since the closure of this
latter space is precisely C0(R). (See Proposition A.1(ii).) 
Corollary 4.5 is Theorem 1.1(ii). The proposition below corresponds to Theorem 1.1(i).
Proposition 4.6. Given µ ∈ (0,1), n 0 and c ∈ R there exists λj → ∞ such that
D
µ
λj
u −→ cδ(n)0 , (4.20)
j→∞
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e∆D
µ
λj
u −→
j→∞ cG
(n), (4.21)
in C0(R). In particular, ωµ(u) ⊃N for all 0 <µ< 1.
Remark 4.7. Propositions 4.3 and 4.6 suggest that there is more flexibility in the choice of
µ if we just want to prove (4.21) rather than (4.6). In fact, in formula (4.16) only the term
i = I ∗ is needed, which simplifies the dependence on µ∗.
Proof of Proposition 4.6. Fix 0 < µ < 1, n  0 and c ∈ R, c = 0. Let q ∈Q be defined
by:
qi = c2|c|δi,n. (4.22)
It follows from (3.12) that there exists m0 such that
q = r(m0). (4.23)
Given j m0, set (see (3.8))
k(j) = pm0(j) = j (j + 1)/2 +m0. (4.24)
It follows from (4.23), (4.24) and Proposition 3.2 that qk(j) = q if j is large enough and
that
qi,k(j) = c2|c|δi,n, Ik(j) = n, µk(j) = µm0,
θk(j) = θm0, dn,k(j) = 1, (4.25)
for all sufficiently large j . Let
b = 2(n+ 1)θm0 |c| > 0, (4.26)
set
λj =
(
(ba2k(j))
−1an+12k(j)+1
) 1
n+1−µ , (4.27)
and write
u =
∑
k<k(j)
ϕk + ϕk(j) +
∑
k>k(j)
ϕk := vj + ϕk(j) +wj .
We claim that
a2k(j)  λj  a2k(j)+2, (4.28)
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λj  a
n+1
n+1−µ
2k(j)+1  a2k(j)+2, (4.29)
for j large, by (3.28). Next, it follows from (3.28) that for j large,
λj 
(
(ba2k(j))
−1an+22k(j)
) 1
n+1−µ = (b−1aµ2k(j)) 1n+1−µ a2k(j)  a2k(j). (4.30)
The claim (4.28) now follows from (4.29), (4.30). Applying (4.28), we deduce from
Lemma 4.2 that
∥∥Dµλj vj∥∥L1 + ∥∥Dµλjwj∥∥L∞ + ∥∥e∆Dµλj vj∥∥L∞ + ∥∥e∆Dµλjwj∥∥L∞ −→j→∞ 0. (4.31)
In addition, it follows from (4.1) and (4.25) that
D
µ
λj
ϕk(j) = c2(n+ 1)θm0 |c|
a−12k(j)a
n+1
2k(j)+1λ
µ−n−1
j
×
(
d
dx
)n[ λj
a2k(j)+1
θ
(
λj
a2k(j)+1
x
)]
,
for j sufficiently large. Applying (4.27) and (4.26), we deduce that
D
µ
λj
ϕk(j) = c
(
d
dx
)n[ λj
a2k(j)+1
θ
(
λj
a2k(j)+1
x
)]
. (4.32)
Since
a2k(j)+1
λj
= (ba2k(j)a−µ2k(j)+1) 1n+1−µ −→
j→∞ 0,
by (3.28) and ∫ θ = 1, it follows that
λj
a2k(j)+1
θ
(
λj
a2k(j)+1
·
)
−→
j→∞ δ0,
in S ′(R). Thus, by (4.32)
D
µ
λj
ϕk(j) −→
j→∞ cδ
(n)
0 , (4.33)
in S ′(R), which, together with (4.31), proves (4.20). Next, (4.32), (4.33) and Lemma A.2
imply that
e∆D
µ
λj
ϕk(j) −→ c e∆δ(n)0 ,
j→∞
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that the case c = 0 is achieved by a minor modification. One can let for example n = 0,
qi = (1/2)δi,n in (4.22), and replace b by bj = 1/j in (4.27). 
5. Proof of part (iii) of Theorem 1.1
It follows from Proposition 4.6 that Theorem 1.1(iii) will be proved once we show that
ωµ(u) ⊂ N for almost all µ ∈ (0,1). So let µ ∈ (0,1) and consider v ∈ ωµ(u), v /∈ N .
By (1.5), there is a sequence (λj )j0 ⊂ (1,∞) such that
λj → ∞, (5.1)
and
e∆D
µ
λj
u −→
j→∞v, (5.2)
in C0(R). Let (
k(j)
)
j0 ⊂ (2,∞), (5.3)
be a sequence of integers such that
a2k(j)  λj  a2k(j)+2 for all sufficiently large j . (5.4)
It follows in particular from (5.1) and (5.4) that
k(j) −→
j→∞∞.
Our main technical result in this regard is given by the following proposition:
Proposition 5.1. Let µ ∈ (0,1), (λj )j0 ⊂ (1,∞), v ∈ C0(R) and assume (5.1)–(5.4). If
v /∈N , then
(
a−12k(j)a2k(j)+1
)|µ−µk(j)|  k(j)k(j) (5.5)
for all sufficiently large j , where µk(j) is defined by (3.13).
Assuming Proposition 5.1, we are able to complete the proof of Theorem 1.1.
Proposition 5.2. For almost all µ ∈ (0,1), ωµ(u) ⊂N , where N is given by (1.7).
Proof. Set:
B = {µ ∈ (0,1); ∃nj → ∞ s.t. (a−1 a2nj+1)|µ−µnj |  nj nj }.2nj
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|B| = 0. (5.6)
Indeed, given n 2, let
εn = logn
n
log(a−12n a2n+1)
= n logn
a2n − loga2n =
n logn
ea2n−1 − a2n−1 .
It follows from (3.27) that
∞∑
n=1
εn < ∞. (5.7)
Setting,
B =
{
µ ∈ (0,1); |µ−µ| ε
}
,
we see that |B| 2ε, so that by (5.7)∣∣∣∣⋃
n
B
∣∣∣∣ −→n→∞ 0. (5.8)
Since B =⋂n2⋃nB, the claim (5.6) follows from (5.8). Let now:
A= {µ ∈ (0,1); ωµ(u) \N = ∅}.
It follows from Proposition 5.1 that A⊂ B; and so |A| = 0 by (5.6). 
The rest of this section is devoted to the proof of Proposition 5.1, which we accomplish
through a series of lemmas. The first lemma shows that only one term (depending on j ) in
the sum (3.35) is relevant in the convergence (5.2).
Lemma 5.3. Let µ ∈ (0,1), (λj )j0 ⊂ (1,∞), v ∈ C0(R) and assume (5.1)–(5.4). If v = 0,
then
e∆D
µ
λj
ϕk(j) = 1
(Ik(j) + 1)θk(j)
×
Ik(j)∑
i=0
λ
µ
j qi,k(j)a
−di,k(j)
2k(j) a
−ei,k(j)
2k(j)+1 e
∆D0tj θ
(i)(x) −→
j→∞v, (5.9)
in C0(R), where
tj = λj . (5.10)
a2k(j)+1
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max
{
µ−1k(j), Ik(j), κ
−1
k(j), θk(j),Gk(j),Lk(j),R
−1
k(j), Sk(j)
}
 logk(j) (5.11)
for all sufficiently large j .
Proof. We write:
u =
∑
k<k(j)
ϕk + ϕk(j) +
∑
k>k(j)
ϕk := vj + ϕk(j) +wj . (5.12)
It follows, from Lemma 4.2, that
e∆D
µ
λj
(vj +wj) −→
j→∞ 0, (5.13)
in C0(R), and we easily deduce from (5.12), (5.13) that (5.9) holds. Next, we note that,
since v = 0, it follows from (5.9) that qk(j) = 0 for all sufficiently large j . The esti-
mate (5.11) now follows from (3.22) and (3.20). 
The next lemma shows that tj defined by (5.10) goes to infinity. This means that the
functions D0tj θ
(i) which appear in formula (5.9) concentrate at the origin as j → ∞.
Lemma 5.4. Let µ ∈ (0,1), (λj )j0 ⊂ (1,∞), v ∈ C0(R) and assume (5.1)–(5.4). If v = 0,
then
tj −→
j→∞∞, (5.14)
where tj is given by (5.10).
Proof. Assume by contradiction (passing to a subsequence) that there exists T > 1 such
that
tj  T , (5.15)
for all j . Set,
M
j
i =
1
(Ik(j) + 1)θk(j) λ
µ
j qi,k(j)a
−di,k(j)
2k(j) a
−ei,k(j)
2k(j)+1
∥∥e∆D0tj θ (i)∥∥L∞ , (5.16)
for all 0  i  Ik(j). Note that by (3.18), ‖e∆D0tj θ (i)‖L∞  Sk(j), so that it follows in
particular from (5.16) that
∣∣Mji ∣∣ Sk(j)(Ik(j) + 1)θk(j) λµj |qi,k(j)|a−di,k(j)2k(j) a−ei,k(j)2k(j)+1
 Sk(j) λµj a
−di,k(j)
2k(j) a
−ei,k(j)
2k(j)+1. (5.17)(Ik(j) + 1)θk(j)
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Rk(j) max
{
1, tIk(j)+1j
}∥∥e∆D0tj θ (Ik(j))∥∥L∞
 T Ik(j)+1
∥∥e∆D0tj θ (Ik(j))∥∥L∞ . (5.18)
Since dIk(j),k(j) = 1 and eIk(j),k(j) = 0, it follows from (5.16) and (5.18) that
∣∣MjIk(j) ∣∣ Rk(j)(Ik(j) + 1)θk(j) λµj |qIk(j),k(j)|a−12k(j)T −(Ik(j)+1)
 Rk(j)
(Ik(j) + 1)θk(j) λ
µ
j κk(j)a
−1
2k(j)T
−(Ik(j)+1), (5.19)
where we used (3.15) and the fact that qIk(j),k(j) = 0 in the last inequality. Applying (5.17),
(5.19) and (5.11), we obtain:
|Mji |
|MjIk(j) |
 Sk(j)
Rk(j)
κ−1k(j)a
1−di,k(j)
2k(j) a
−ei,k(j)
2k(j)+1T
Ik(j)+1

(
logk(j)
)3
a
1−di,k(j)
2k(j) a
−ei,k(j)
2k(j)+1T
1+log k(j). (5.20)
Since ei,k(j) = µk(j)(1 − di,k(j)), it follows by (3.28) that
a
−ei,k(j)
2k(j)+1  a
−k(j)µk(j)(1−di,k(j))
2k(j) .
Therefore, a1−di,k(j)2k(j) a
−ei,k(j)
2k(j)+1  a
−(k(j)µk(j)−1)(1−di,k(j))
2k(j) . Since
(
k(j)µk(j) − 1
)
(1 − di,k(j)) (k(j)µk(j) − 1)(Ik(j) − i)
Ik(j) + 1 
√
k(j) (Ik(j) − i),
for j large, by (5.11), we see that a1−di,k(j)2k(j) a
−ei,k(j)
2k(j)+1  a
−√k(j)(Ik(j)−i)
2k(j) for j large. Apply-
ing (5.20), we deduce that
|Mji |
|MjIk(j) |

(
logk(j)
)3
a
−√k(j)(Ik(j)−i)
2k(j) T
1+log k(j)

(
logk(j)
)3(2k(j))−√k(j)(Ik(j)−i)T 1+log k(j),
where we used (3.27) in the last inequality. It follows that if j is large enough, then
|Mji |
|Mj |
 k(j)−(Ik(j)−i), (5.21)
Ik(j)
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qIk(j),k(j)
(Ik(j) + 1)θk(j) λ
µ
j a
−1
2k(j) e
∆D0tj θ
(Ik(j)) −→
j→∞v, (5.22)
in C0(R). Using (5.18), we deduce from (5.22) that
Rk(j)|qIk(j),k(j)|
T Ik(j)+1(Ik(j) + 1)θk(j)
λ
µ
j a
−1
2k(j)

|qIk(j),k(j)|
(Ik(j) + 1)θk(j) λ
µ
j a
−1
2k(j)‖e∆D0tj θ (Ik(j))‖L∞ −→j→∞‖v‖L∞ .
Therefore, using now (5.11), we obtain:
λ
µ
j  2‖v‖L∞T Ik(j)+1(Ik(j) + 1)θk(j)R−1k(j)|qIk(j),k(j)|−1a2k(j)
 C
(
logk(j)
)4
T log k(j)a2k(j),
for j large, so that by (3.28),
tj = λj
a2k(j)+1
 a−1/22k(j)+1 −→
j→∞ 0. (5.23)
Fix now x ∈ R. Using (5.23), we see that
1
θk(j)
∣∣e∆D0tj θ (Ik(j))(x)∣∣= 1θk(j)
∣∣∣∣∣
1/tj∫
1/2tj
G(x − y)θ(Ik(j))(tj y)dy
∣∣∣∣∣

+∞∫
1/2tj
G(x − y)dy  e
− 1
32t2
j  exp
(
−a2k(j)+1
32
)
, (5.24)
if j is large enough (depending on x). Thus, applying successively (5.24) and (5.23), we
obtain for large j :
∣∣∣∣ qIk(j),k(j)(Ik(j) + 1)θk(j) λµj a−12k(j)e∆D0tj θ (Ik(j))(x)
∣∣∣∣
∣∣∣∣ 1θk(j) λµj a−12k(j)e∆D0tj θ (Ik(j))(x)
∣∣∣∣
 λµj a
−1
2k(j) exp
(
−a2k(j)+1
32
)
 aµ/22k(j)+1a
−1
2k(j) exp
(
−a2k(j)+1
32
)
,
which, by (3.28), converges to 0 as j → ∞. Using now (5.22), we conclude that v(x) = 0.
Since x is arbitrary, we see that v ≡ 0, which is a contradiction. This proves (5.14). 
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construct the sequence of dilation factors λj in order to obtain a certain element in ωµ
∗
(u)
(see (4.6)). In particular, the limit in formula (4.6) is not in general an element of N .
Lemma 5.5 turns this situation around. It shows that if the dilation factors λj lead to a
limit which is not in N , then the λj cannot deviate too much from the relationship given
by (4.11), as expressed by formula (5.26). The main difficulty in proving (5.26) is that we
do not have control of Ik(j), which gives the highest order term in (5.9), as j → ∞.
Lemma 5.5. Let µ ∈ (0,1), (λj )j0 ⊂ (1,∞), v ∈ C0(R), assume (5.1)–(5.4) and set
ηj = λ−1j
(
a−12k(j)a
Ik(j)+1
2k(j)+1
) 1
Ik(j)+1−µk(j) . (5.25)
If v /∈N , then
k(j)−2  ηj  k(j)2, (5.26)
for all sufficiently large j .
Proof. We first introduce some notation. We observe that by (5.14), we may assume that
tj = λj
a2k(j)+1
> 1. (5.27)
We write,
e∆D
µ
λj
ϕk(j) =
Ik(j)∑
i=0
K
j
i hi(tj ), (5.28)
where
hi(tj ) = t i+1j e∆D0tj θ (i), (5.29)
is as defined in Lemma 3.1 and
K
j
i =
1
(Ik(j) + 1)θk(j) λ
µ−µk(j)
j qi,k(j)η
i+1−µk(j)
j , (5.30)
for all 0 i  Ik(j). We note that by (5.9), we may assume without loss of generality that
1
2
‖v‖L∞ 
∥∥e∆Dµλj ϕk(j)∥∥L∞  2‖v‖L∞, (5.31)
for all j . Given any 0 i  Ik(j), we now take theM(R)−C0(R) duality product of (5.28)
with Ψ Ik(j)i (tj ) (as defined in Lemma 3.1(iv)), and we obtain:
K
j = (Ψ Ik(j) (tj ), e∆Dµ ϕk(j)) ,i i λj M(R),C0(R)
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∣∣Kji ∣∣ 2‖v‖L∞Lk(j), (5.32)
for all j  1 and all i  Ik(j). We now proceed in two steps.
Step 1. We prove that
ηj  k(j)2. (5.33)
Assume by contradiction that there exists a subsequence ηjm , which we still denote by ηj ,
such that
ηj > k(j)
2. (5.34)
We observe that by (3.15), (5.34), (5.32) and (3.18),
∣∣Kji ∣∣∥∥hi(tj )∥∥L∞ = |qi,k(j)||qIk(j),k(j)|η
−(Ik(j)−i)
j |KjIk(j) |
∥∥hi(tj )∥∥L∞
 2κ−1k(j)k(j)
−2(Ik(j)−i)‖v‖L∞Lk(j)Sk(j).
Therefore, applying (5.11),
∣∣Kji ∣∣∥∥hi(tj )∥∥L∞ C(log k(j))3k(j)−2(Ik(j)−i).
If Ik(j)  1, then it follows that
∣∣Kji ∣∣∥∥hi(tj )∥∥L∞  k(j)−(Ik(j)−i), (5.35)
for all 0 i < Ik(j), provided j is large enough. Applying (5.9), (5.35) and Lemma A.3,
we conclude that
K
j
Ik(j)
hIk(j) (tj ) −→
j→∞v, (5.36)
in C0(R). We now consider separately three cases.
Case 1.1. lim infj→∞ Ik(j) < ∞. We may assume, by passing to a subsequence, that
Ik(j) = I is fixed. Therefore, it follows from (5.36) that KjI‖hI (tj )‖L∞ → ‖v‖L∞ as j →
∞. Hence we deduce from Lemma 3.1(iii) that KjI is bounded as j → ∞ and we may
assume that KjI → c, for some c ∈ R. Using Lemma 3.1(ii) and (5.36), we obtain v =
cG(I) ∈N , which is a contradiction.
Case 1.2. Ik(j) → ∞ and ηj  λ
µk(j)−µ/2
Ik(j)+1−µk(j) (along some subsequence). We have:j
T. Cazenave et al. / J. Math. Pures Appl. 85 (2006) 119–150 143∥∥KjIk(j)hIk(j) (tj )∥∥L∞ = |qIk(j),k(j)|(Ik(j) + 1)θk(j) λµ−µk(j)j ηIk(j)+1−µk(j)j
∥∥hIk(j) (tj )∥∥L∞
 κk(j)
(Ik(j) + 1)θk(j) λ
µ/2
j Rk(j)
 κk(j)
(Ik(j) + 1)θk(j) a
µ/2
2k(j)+1Rk(j) −→
j→∞∞,
where we used (5.27), (5.11) and (3.27). This contradicts (5.36).
Case 1.3. Ik(j) → ∞ and ηj  λ
µk(j)−µ/2
Ik(j)+1−µk(j)
j (along some subsequence). Let x¯ ∈ R,
t  1, I ∈ N ∪ {0} and set:
ρt,x¯ (x) = tθ
(
t (x − x¯)). (5.37)
We see that∫
hI (t, x)ρt,x¯ (x)dx = t I+1
∫ (
e∆D0t θ
(I )
)
(x)ρt,x¯ (x)dx
= t
∫ (
e∆D0t θ
)(I )
(x)ρt,x¯ (x)dx
= (−1)I tI+2
∫ (
e∆D0t θ
)
(x)θ(I)
(
t (x − x¯))dx
= (−1)I tI+1
∫ (
e∆D0t θ
)(
x¯ + x
t
)
θ(I)(x)dx
= (−1)I tI
∫ ∫
G
(
x¯ + y
t
)
θ(x − y)θ(I)(x)dx dy. (5.38)
Next, if 0 i  I , then
∫ ∫
yi
i! θ(x − y)θ
(I)(x)dx dy =
∫ ∫
(x − y)i
i! θ(y)θ
(I)(x)dx dy
= (−1)I δi,I , (5.39)
after integrating by parts. Note also that by Taylor’s formula,
∣∣∣∣∣G(x¯ + z)−
I∑
i=0
zi
i!G
(i)(x¯)
∣∣∣∣∣ |z|I+1∥∥G(I+1)∥∥L∞ . (5.40)
Letting,
G
(
x¯ + y
t
)
= G
(
x¯ + y
t
)
−
I∑ yi
t i i!G
(i)(x¯)+
I∑ yi
t i i!G
(i)(x¯),i=0 i=0
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∫
hI (t, x)ρt,x¯ (x)dx = G(I)(x¯)+ (−1)I tI
×
∫ ∫ (
G
(
x¯ + y
t
)
−
I∑
i=0
yi
t i i!G
(i)(x¯)
)
θ(x − y)θ(I)(x)dx dy.
Using (5.40), we deduce that
∣∣∣∣
∫
hI (t, x)ρt,x¯ (x)dx −G(I)(x¯)
∣∣∣∣
 t−1
∥∥G(I+1)∥∥
L∞
∫ ∫
|y|I+1∣∣θ(x − y)∣∣∣∣θ(I)(x)∣∣dx dy.
Since θ(x − y)θ(I)(x) = 0 whenever |y| 1, we obtain:
∣∣∣∣
∫
hI (t, x)ρt,x¯ (x)dx −G(I)(x¯)
∣∣∣∣ t−1∥∥G(I+1)∥∥L∞
∫ ∣∣θ(I)(x)∣∣dx
 t−1
∥∥G(I+1)∥∥
L∞‖θ(I)‖L∞ . (5.41)
Taking the supremum in x¯ ∈ R and letting I = Ik(j) and t = tj in (5.41), it follows by
using (3.17) that
sup
x¯∈R
∣∣∣∣
∫
hIk(j) (tj , x)ρtj ,x¯ (x)dx −G(Ik(j))(x¯)
∣∣∣∣ t−1j Gk(j)θk(j). (5.42)
Note that the assumption ηj  λ
µk(j)−µ/2
Ik(j)+1−µk(j)
j means that
λj 
(
a−12k(j)a
Ik(j)+1
2k(j)+1
) 1
Ik(j)+1−µ/2 ,
so that
tj = λj
a2k(j)+1

(
a−12k(j)a
µ/2
2k(j)+1
) 1
Ik(j)+1−µ/2 . (5.43)
Using (5.42), (5.43), (5.11) and (3.27), we obtain:
sup
∣∣∣∣
∫
hIk(j) (tj , x)ρtj ,x¯ (x)dx −G(Ik(j))(x¯)
∣∣∣∣ 1, (5.44)x¯∈R
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Proposition A.1(iii) and the assumption Ik(j) → ∞, we have |G(Ik(j))(xj )| → ∞ as j →
∞. Letting x¯ = xj in (5.44), we conclude that∣∣∣∣
∫
hIk(j) (tj , x)ρtj ,xj (x)dx
∣∣∣∣ −→j→∞∞. (5.45)
Since, ∣∣∣∣KjIk(j)
∫
hIk(j) (tj , x)ρtj ,xj (x)dx
∣∣∣∣ 2‖v‖L∞‖ρtj ,xj ‖L1  2‖v‖L∞,
for j large by (5.36), we deduce from (5.45) that
K
j
Ik(j)
−→
j→∞ 0. (5.46)
Fix now x∗ ∈ R and consider yj → x∗ such that G(Ik(j))(yj ) = 0 (see Proposition A.1(iv)).
Since yj → x∗ and tj → ∞, it follows from (5.37) that ρtj ,yj → δx∗ inM(R) as j → ∞.
Therefore, one deduces easily from (5.36) that∣∣∣∣KjIk(j)
∫
hIk(j) (tj , x)ρtj ,yj (x)dx
∣∣∣∣ −→j→∞v(x∗). (5.47)
On the other hand, letting x¯ = yj in (5.44), we obtain:∣∣∣∣KjIk(j)
∫
hIk(j) (tj , x)ρtj ,yj (x)dx
∣∣∣∣ ∣∣KjIk(j) ∣∣ −→j→∞ 0, (5.48)
by (5.46). Since x∗ ∈ R is arbitrary, it follows from (5.47), (5.48) that v = 0, which is a
contradiction. This completes the proof of (5.33).
Step 2. We prove that
ηj  k(j)−2.
This is essentially a “dual” of Step 1. Assume by contradiction that there exists a subse-
quence ηjm , which we still denote by ηj , such that
ηj < k(j)
−2. (5.49)
Set:
Jk(j) = min
{
i ∈ {0, . . . , Ik(j)}; qi,k(j) = 0
}
,
so that
0 Jk(j)  Ik(j).
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∣∣Kji ∣∣∥∥hi(tj )∥∥L∞ = |qi,k(j)||qJk(j),k(j)|η
−(Jk(j)−i)
j
∣∣KjJk(j) ∣∣∥∥hi(tj )∥∥L∞
 2κ−1k(j)k(j)
2(Jk(j)−i)‖v‖L∞Lk(j)Sk(j),
for all Jk(j)  i  Ik(j). Therefore, applying (5.11),∣∣Kji ∣∣∥∥hi(tj )∥∥L∞  C(log k(j))3k(j)2(Jk(j)−i).
It follows that if Jk(j) < Ik(j), then∣∣Kji ∣∣∥∥hi(tj )∥∥L∞  k(j)−(i−Jk(j)), (5.50)
for all Jk(j) < i  Ik(j), provided j is sufficiently large. Applying (5.9), (5.50) and
Lemma A.3, we conclude that
K
j
Jk(j)
hJk(j) (tj ) −→
j→∞v. (5.51)
As in Step 1 above, we consider separately three cases.
Case 2.1. lim infj→∞ Jk(j) < ∞. We may assume, by passing to a subsequence, that
Jk(j) = J is fixed. Therefore, it follows from (5.51) that KjJ ‖hJ (tj )‖L∞ → ‖v‖L∞ as j →
∞. Hence we deduce from Lemma 3.1(iii) that KjJ is bounded as j → ∞, and so we
may assume that KjJ → c, for some c ∈ R. Using Lemma 3.1(ii) and (5.51), we obtain
v = cG(J ) ∈N , which is a contradiction.
Case 2.2. Jk(j) → ∞ and ηj  λ
µk(j)−µ/2
Ik(j)+1−µk(j)
j (along some subsequence). We note that
ηj  1 by (5.49). Thus ηJk(j)+1−µk(j)j  η
Ik(j)+1−µk(j)
j , so that
∥∥KjJk(j)hJk(j) (tj )∥∥L∞ = |qJk(j),k(j)|(Ik(j) + 1)θk(j) λµ−µk(j)j ηJk(j)+1−µk(j)j
∥∥hJk(j) (tj )∥∥L∞

|qJk(j),k(j)|
(Ik(j) + 1)θk(j) λ
µ−µk(j)
j η
Ik(j)+1−µk(j)
j
∥∥hJk(j) (tj )∥∥L∞,
and one concludes as in Case 1.2 above.
Case 2.3. Jk(j) → ∞ and ηj  λ
µk(j)−µ/2
Ik(j)+1−µk(j)
j (along some subsequence). Taking the
supremum in x¯ ∈ R and letting I = Jk(j) and t = tj in (5.41), then using (3.17), it follows
that
sup
x¯∈R
∣∣∣∣
∫
hJk(j) (tj , x)ρtj ,x¯ (x)dx −G(Jk(j))(x¯)
∣∣∣∣ t−1j Gk(j)θk(j),
and one concludes as in Case 1.3 above (starting from (5.42)). 
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inequality in (5.26), and (5.32) that
1
(Ik(j) + 1)θk(j) λ
µ−µk(j)
j κk(j)k(j)
−2(Ik(j)+1−µk(j))Rk(j)

∣∣KjIk(j) ∣∣∥∥hIk(j) (tj )∥∥L∞ C‖v‖L∞Lk(j)Sk(j),
for j large, so that by (5.11),
λ
µ−µk(j)
j  k(j)
k(j)/2, (5.52)
for j large. On the other hand, we deduce from (5.31), (5.28), (5.30) and the right-hand
side inequality in (5.26) that
1
2
‖v‖L∞ 
Ik(j)∑
i=0
K
j
i
∥∥hi(tj )∥∥L∞

Ik(j)∑
i=0
1
(Ik(j) + 1)θk(j) λ
µ−µk(j)
j |qi,k(j)|η
i+1−µk(j)
j Sk(j)
 1
θk(j)
λ
µ−µk(j)
j k(j)
2(Ik(j)+1−µk(j))Sk(j)
for j large. Applying (5.11), we conclude that
λ
µk(j)−µ
j  k(j)
k(j)/2, (5.53)
for j large. Estimates (5.52) and (5.53) now yield,
λ
|µ−µk(j)|
j  k(j)
k(j)/2, (5.54)
for j large. Finally, it follows from the right-hand inequality in (5.26) and from (5.25) that
λj  k(j)−2
(
a−12k(j)a
Ik(j)+1
2k(j)+1
) 1
Ik(j)+1−µk(j)  k(j)−2
(
a−12k(j)a2k(j)+1
)
, (5.55)
so that (5.5) follows from (5.54), (5.55). 
Appendix A
In this section, we collect several results of a general nature, which we used in the
previous sections.
Proposition A.1. If G is defined by (1.6), then the following properties hold:
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(ii) The space spanned by (G(n))n0 is dense in C0(R).
(iii) ‖G(n)‖L∞ → ∞ as n → ∞.
(iv) The zeroes of the functions (G(n))n0 are dense in R. More precisely, given any x ∈ R
and ε > 0, there exists n0 such that for every n  n0, G(n) has at least a zero in
(x − ε, x + ε).
Proof. We denote by Hn, n 0 the nth Hermite polynomial (see for example Szegö [5]),
so that
G(n)(x) = (−1)n(4π)−1/22−ne−x2/4Hn
(
x
2
)
.
(See [5, formula (5.5.3) p. 106].) Property (i) follows from the orthogonality of the
Hermite polynomials in L2(R, e−x2 dx). Property (iii) follows from the lower estimates
‖H2n‖L∞(−1,1)  (2n)!/n! and ‖H2n−1‖L∞(−1,1)  c(2n)!/(n!√n ) valid for every n  1
(see formulas (5.5.5) and (5.5.10) in [5]). Property (iv) follows from Theorem 6.1.2 p. 112
in [5]. Note that the assumptions of this theorem are fulfilled because the largest zero of
Hn is of order
√
2n+ 1, hence o(n). (See Section 6.31 (4), p. 129 in [5].) Finally, we prove
property (ii). We set Kn = e 12 ∆δ(n)0 , so that G(n) = e
1
2 ∆Kn. We denote by E the space
spanned by (Kn)n0 and we proceed in two steps.
Step 1. E is dense in L2(R). Indeed, Kn(x) = (2π)−1/2(d/dx)n e−x2/2, so that (see,
e.g., Theorem 1, p. 64 in [4]) the space spanned by (ex2/4Kn(x))n0 is dense in L2(R).
Since the space {e−x2/4f ; f ∈ L2(R)} is clearly dense in L2(R), the conclusion follows.
Step 2. Conclusion. By Step 1, we need only show that e 12 ∆L2(R) is dense in C0(R).
Since (the Sobolev space) H 1(R) is dense in C0(R), it suffices to show that e 12 ∆L2(R)
is dense in H 1(R). By applying the Fourier transform, this is equivalent to the density of
L2(R) with the weight e|ξ |2 in L2(R) with the weight (1 + |ξ |2). This last property being
trivial, the proof of property (ii) is complete. 
Lemma A.2. Let θ ∈ C∞c (R). Consider an integer I  0, a sequence (γi,j )0iI, j1 ⊂
(0,∞), and set fi,j = D1γi,j θ . If
I∑
i=0
(
d
dx
)i
fi,j −→
j→∞w, (A.1)
in S ′(R) for some w ∈ S ′(R), then e∆w ∈ C0(R) and
e∆
I∑
i=0
(
d
dx
)i
fi,j −→
j→∞ e
∆w, (A.2)
in C0(R).
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only show relative compactness of
vj = e∆
I∑
i=0
(
d
dx
)i
fi,j =
I∑
i=0
(
d
dx
)i
e∆fi,j ,
in L∞(R). We note that, since θ ∈ C∞c (R), there exists A> 0 such that |θ(x)|A e−x2/4;
and so,
∣∣et∆θ ∣∣(x)A(1 + t)− 12 e− x24(1+t)  A|x|
(
x2
1 + t
)1/2
e−x2/(4(1+t))  AB|x| , (A.3)
for all t  0 and x ∈ R, where B = supy∈R |y| e−y2/4. Since
e
1
2 ∆fi,j = e 12 ∆D1γi,j θ = D1γi,j e
γ 2
i,j
2 ∆θ,
we deduce from (A.3) that
∣∣e 12 ∆fi,j ∣∣(x) AB|x| . (A.4)
Next, we note that ‖fi,j‖L1 = ‖θ‖L1 , so that by the smoothing effect of the heat semigroup,
e
1
2 ∆fi,j is in a relatively compact set of L2({|x| <R}), for every R < ∞. Applying (A.4),
we deduce that e 12 ∆fi,j is relatively compact in L2(R). It follows in particular that e∆fi,j is
relatively compact in L2(R) and, using, again, the smoothing effect of the heat semigroup,
that e∆fi,j is in a bounded subset of Wm,2(R) for every m 0. By interpolation with L2,
we conclude that e∆fi,j is in a relatively compact subset of Wm,2(R) for every m 0. In
particular, vj is in a relatively compact subset of W 1,2(R) ↪→ L∞(R), which completes
the proof. 
Lemma A.3. Let X be a Banach space and (Ij )j1 ⊂ N ∪ {0}. Given any j  1, let
(vi,j )0iIj ⊂ X and suppose there exists w ∈ X such that
Ij∑
i=0
vi,j −→
j→∞w, (A.5)
in X. If there exists a constant C such that
‖vi,j‖X  C
(
1 + ‖vIj ,j‖X
)
j−(Ij−i), (A.6)
for all j  0 and all 0 i  Ij , then vIj ,j → w in X as j → ∞.
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‖vIjk ,jk − w‖X  ε. If Ijk = 0 for all large k, then we get a contradiction with (A.5). Thus
we may assume, by considering a subsequence, that Ijk  1. We then deduce from (A.5)
that
lim inf
k→∞
∥∥∥∥∥
Ijk−1∑
i=0
vi,jk
∥∥∥∥∥
X
 ε. (A.7)
Moreover, it follows from (A.6) that
‖vi,jk‖X  C
(
1 + ‖vIjk ,jk‖X
)
j
−(Ijk−i)
k , (A.8)
for all 0 i  Ijk − 1 and all k  1. We deduce from (A.8) that
1
C(1 + ‖vIjk ,jk‖X)
∥∥∥∥∥
Ijk−1∑
i=0
vi,jk
∥∥∥∥∥
X

Ijk−1∑
i=0
j
−(Ijk−i)
k 
∞∑
=1
j−k =
1
jk − 1 . (A.9)
On the other hand, it follows from (A.5) and (A.9) that
2‖w‖X  ‖vIjk ,jk‖X −
∥∥∥∥∥
Ijk−1∑
i=0
vi,jk
∥∥∥∥∥
X
 ‖vIjk ,jk‖X −
C
jk − 1
(
1 + ‖vIjk ,jk‖X
)
,
for k large, which implies that
‖vIjk ,jk‖X  4‖w‖X +
2C
jk − 1 . (A.10)
Inequalities (A.9), (A.10) yield a contradiction with (A.7). 
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