In this paper, we consider the iteration method called 'Picard-Mann hybrid iterative process' for finding a fixed point of continuous functions on an arbitrary interval. We give a necessary and sufficient condition for convergence of this iteration for continuous functions on an arbitrary interval. Also, we compare the rate of convergence of the Picard-Mann hybrid iteration with the other iterations and prove that it is better than the others under the same computational cost. Moreover, we present numerical examples. MSC: 26A18; 47H10; 54C05
http://www.fixedpointtheoryandapplications.com/content/2013/1/244 for all n ≥ , where x  is an arbitrary initial value, f is a real function, and {α n }, {β n } are real sequences in [, ] . In , Noor [] introduced a new iteration method, that is, defined by x  ∈ E and ⎧ ⎪ ⎨ ⎪ ⎩ x n+ = ( -α n )x n + α n f (y n ), y n = ( -β n )x n + β n f (z n ), z n = ( -γ n )x n + γ n f (x n ) (.) for all n ≥ , where {α n }, {β n } and {γ n } are sequences in [, ] . It is easy to see that the Mann and Ishikawa iteration methods are special cases of the Noor iteration method, and the Mann iteration is also special case of the Ishikawa iteration method.
In , Mann proved that if f is a continuous real function on a unit interval of the real line with a unique fixed point, then the Mann iteration converges to a unique fixed point of f . In , Franks and Marzed [] removed the condition that f enjoys a unique fixed point. In , for the class of continuous and nondecreasing functions on a closed unit interval, Rhoades [] proved the convergence of the Mann iteration, and then, he [] extended convergence results to the Ishikawa iteration. He also proved that the Ishikawa iteration is better than the Mann iteration for this class of mappings. Later, in , Borwein and Borwein [] proved the convergence of the Mann iteration of continuous mappings on a bounded closed interval. In , Qing and Qihou [] extended their results to an arbitrary interval and to the Ishikawa iteration and gave a necessary and sufficient condition for convergence of the Ishikawa iteration on an arbitrary interval. Recently, Phuengrattana and Suantai [] proved the convergence of (.) to a fixed point of continuous function f on an arbitrary interval under the suitable conditions. Also, they introduced the following iteration method called the SP-iteration method: ⎧ ⎪ ⎨ ⎪ ⎩
x n+ = ( -α n )y n + α n f (y n ), y n = ( -β n )z n + β n f (z n ), z n = ( -γ n )x n + γ n f (x n ) (.) for all n ≥ , where x  is an arbitrary initial value, {α n }, {β n } and {γ n } are sequences in [, ] . Under the suitable conditions, they proved that (.) iteration method converges to a fixed point of continuous function f on an arbitrary interval E ⊂ R. Moreover, they also compared the convergence speed of the Mann, Ishikawa, Noor and SP-iterations and concluded that the SP-iteration is better than the others. Let E be a closed interval on the real line (can be unbounded), and let f : E → E be a continuous function. Recently, Khan [] and Sahu [] , individually, introduced the following iterative process, which Khan referred to as that Picard-Mann hybrid iterative process (PMH):
for all n ≥ , where x  is an arbitrary initial value, and {β n } is a sequence in [, ]. The purpose of this paper is to prove that the PMH-iteration process converges to a fixed point of continuous function f on an arbitrary interval E, and compare the convergence speed of (.) with the other iteration processes under the suitable conditions and the same computational cost. http://www.fixedpointtheoryandapplications.com/content/2013/1/244
Convergence theorems
In this section, we prove convergence theorems for the PMH-iteration process.
Lemma  Let E be a closed interval on the real line (can be unbounded), let f : E → E be a continuous function. For x  ∈ E, let the PMH-iteration {x n } be defined by (.), where {β n } is a sequence in [, ] such that lim n→∞ β n = . If x n → a, then a is a fixed point of f .
Proof Suppose that f (a) = a. Since x n → a, and f (x) is continuous, we have that f (x n ) is bounded. Since y n = ( -β n )x n + β n f (x n ) and β n → , we have y n → a.
Using x n+ = f (y n ), we obtain
which implies that
Since p k → p = , then {x n } must diverge, which is contradiction with x n → a. Thus, f (a) = a.
Lemma  Let E be a closed interval on the real line (can be unbounded), let f : E → E be a continuous and nondecreasing function. For x  ∈ E, let the PMH-iteration {x n } be defined by (.), where
Proof Suppose that {x n } is not convergent. Let a = lim inf n→∞ x n and b = lim sup n→∞ x n . Then a < b. First, we prove that if a < m < b, then f (m) = m. Suppose that f (m) = m. Without loss of generality, we may suppose that
From the hypothesis that {x n } is bounded, so, {x n } belongs to a bounded closed interval. Since f (x) is continuous, f (x n ) belongs to another bounded closed interval, so, f (x n ) is bounded. Since y n = ( -β n )x n + β n f (x n ), we obtain that {y n } is bounded, and, thus, f (y n ) is bounded. Using y n -x n = β n (f (x n ) -x n ) and lim n→∞ β n = , we get that y n -x n → , as n → ∞. For the real numbers f (x  ) and x  , there exist three cases:
This implies that http://www.fixedpointtheoryandapplications.com/content/2013/1/244
Thus, we obtain that f (y  ) ≥ y  . So, by continuing in this way, we have that f (y n ) ≥ y n for all n ≥ . Hence, from the definition of {x n }, we get that
Thus, using lim n→∞ β n = , we obtain that
In a similar way, for the case f (x  ) < x  , we have
Again, using lim n→∞ β n = , we get the desired conclusion. For the case f (x  ) = x  , since we supposed that f (m) = m for the real number m such that a < m < b, so either x  < a or x  > b. Now, without loss of generality, we may suppose that
implies that x  = x  , and by induction, x n+ = x n for all n ≥ , which yields
Hence, in all the three cases, we obtain
Thus, there exists a positive integer N such that
From (.), we get that
and hence,
So, we obtain x k+ > x k > m. http://www.fixedpointtheoryandapplications.com/content/2013/1/244
In conclusion, by (i), (ii), we have x k+ > m. Analogously, we have x k+ > m, x k+ > m,. . . . Thus, we get x n > m, for all n > k = n k  . So, a = lim k→∞ x n k ≥ m, which is a contradiction with a < m. Thus, f (m) = m. Now, we consider the following two cases:
It follows that x M = a, and x n → a, which is a contradiction with the assumption.
(II) For all n, x n ≤ a or x n ≥ b. Since b -a > , and lim n→∞ |x n+ -x n | = , so there exists N  such that
we have a = lim inf n→∞ x n ≥ b, which is a contradiction with a < b. So, the assumption is not true. Then x n → a as n → ∞. Proof It is clear that if {x n } converges to a fixed point of f , then it is bounded. Now, assume that {x n } is bounded. Then it follows from Lemma  and Lemma  that {x n } is convergent to a fixed point of f .
Theorem  Let E be a closed interval on the real line (can be unbounded), let f : E → E be a continuous and nondecreasing function. For x  ∈ E, let the PMH-iteration {x
The following result is obtained directly from Theorem .
] be a continuous and nondecreasing function. For x
 ∈ [a, b], let the PMH-iteration {x n } be defined by (.), where {β n } is a sequence in [, ] such that lim n→∞ β n = . Then {x n } converges to a fixed point of f .
Rate of convergence
Now, we give some definitions, lemmas, and theorems about the rate of convergence speed of iterative schemes and compare those with each other. Also, we support our theorems with numerical example.
Definition  []
Let E be a closed interval on the real line, and let f : E → E be a continuous function. Suppose that {x n } and {y n } are two iterations, which converge to a fixed point p of f . Then {x n } is better than
For any sequence {x n } that converges to a point p, it is said that {x n } converges linearly to p if there exist a constant μ ∈ (, ) such that
The number μ is called the rate of convergence. In , Phuengrattana and Suantai [] proved the following theorem about the rate of convergence speed of the Mann, Ishikawa, Noor and SP-iteration processes. But in contrast to the theorem above, in , Dong et al. [] obtained that the Mann iteration is better than the others under the same computational cost. Also, they stated that one-step SP-iteration is exactly three-step Mann iteration (see Remark ., []) and gave the following remark with regard to this.
Theorem  [] Let E be a closed interval on the real line, and let f : E → E be a continuous and nondecreasing function such that F(f ) is nonempty and bounded. For u
 = s  = w  = x  ∈ E, let {u n }, {s n }, {w n },
Remark  []
In Theorem  [, Proposition .] above, Phuengrattana and Suantai [] compared the rate of convergence of the Mann, Ishikawa, Noor iterations and the SPiteration and drew the conclusion that the SP-iteration is better than other iterations, the Noor iteration is better than the Ishikawa iteration, and the Ishikawa iteration is better than the Mann iteration. However, we know from [, Remark .] that one-step SPiteration is three-step Mann iteration. Clearly, the computation cost of one-step Ishikawa iteration and one-step Noor iteration equals to that of two-step Mann iteration and threestep Mann iteration, respectively. So, it seems to be more reasonable to compare the rate of convergence of the Mann, Ishikawa and Noor iterations under the same computation cost. In this sense, from Theorem (iii) [, Proposition .(iii)], the Mann iteration is better than the Ishikawa and Noor iterations.
Also, they stated in [, Remark .] that under the same computational cost, the Mann iteration is better than the Ishikawa and Noor iterations, the Ishikawa iteration is better than the Noor iteration.
With reference to the remark above, it is more reasonable to compare the rate of convergence of the PMH-iteration method and two-step Mann iteration method (denoted by http://www.fixedpointtheoryandapplications.com/content/2013/1/244 MannII), which is defined by
where {α n } and {β n } are sequences in [, ]. Clearly, the computation cost of the PMHiteration equals to the MannII iteration. Now, we give lemmas and propositions to compare the rate of convergence speed of the PMH and MannII iteration methods.
Lemma  Let E be a closed interval on the real line, and let f : E → E be a continuous and nondecreasing function. Let {α n }, {β n } be sequences in [, ). Let the MannII iteration {u n } and the PMH-iteration {x n }be defined by (.) and (.), respectively. Then the following hold:
for all n ≥  and {x n } is nondecreasing.
Thus, we get f (u k+ ) < u k+ . By mathematical induction, we obtain that f (u n ) < u n for all n ≥ . This implies that f (u n ) < v n ≤ u n . So, we can write f (v n ) ≤ f (u n ) < v n ≤ u n . From the definition of MannII, we get f (v n ) < u n+ ≤ v n ≤ u n . It follows that u n+ ≤ u n for all n ≥ , that is, {u n } is nonincreasing sequence.
(ii) By using the same argument as in (i), we get the desired conclusion.
By mathematical induction, we obtain that f (x n ) ≤ x n , for all n ≥ . It follows that x n+ ≤ x n , for all n ≥ . So, we get that {x n } is a nonincreasing sequence.
(iv) In a similar way as in the proof of (iii), we get the desired conclusion.
Lemma  Let E be a closed interval on the real line, and let f : E → E be a continuous and nondecreasing function. Let the MannII iteration
{u n } and the PMH-iteration {x n } be sequences defined by (.), (.), respectively, where {α n }, {β n } are sequences in [, ). Then the following are satisfied:
Proof (i) Since p ∈ F(f ) with u  > p, and f is nondecreasing function, we have
Since f is nondecreasing, we get f (v k ) ≥ p. So, we have u k+ > p. By mathematical induction, we obtain that u n > p for all n ≥ .
(ii) In a similar way as in the proof of (i), we get the desired conclusion.
(iii) Since p ∈ F(f ) with x  > p, and f is nondecreasing function, we have f (x  ) ≥ f (p) = p. Thus, from the definition of {x n }, we get y  > p.
From the definition of {x n }, we have y k ≥ p. Since f is nondecreasing, we get f (y k ) = x k+ ≥ p. By mathematical induction, we obtain that x n ≥ p for all n ≥ .
(iv) By using the same argument as in (iii), we get the desired conclusion.
Lemma  Let E be a closed interval on the real line, and let f : E → E be a continuous and nondecreasing function.
For u  = x  , the MannII iteration {u n } and the PMH-iteration {x n } be sequences defined by (.), (.), respectively, where {α n }, {β n } are sequences in [, ).
Then the following are satisfied:
Using (.) and (.), we get
From the proof of Lemma (i), we know that
Assume that x k < u k . Since f is nondecreasing, we get f (x k ) ≤ f (u k ). From the definition of {x n } and {u n }, we get
Since f is nondecreasing, we get f (y k ) ≤ f (v k ). On the other hand, from the proof of Lemma (i), we know that f (v k ) < v k . This implies that
By mathematical induction, we obtain that x n < u n for all n ≥ .
(ii) Suppose that f (u  ) > u  . In a similar way as in proof of (i), we can show that x n > u n , for all n ≥ .
Proposition  Let E be a closed interval on the real line, and let f : E → E be a continuous and nondecreasing function such that F(f ) is nonempty and bounded with x
Proof By Lemma (ii) or (iv), {x n } is a nondecreasing sequence. From the hypothesis, since x  > sup{p ∈ E : p = f (p)}, it is clear that {x n } does not converge to a fixed point of f .
Proposition  Let E be a closed interval on the real line, and let f : E → E be a continuous and nondecreasing function such that F(f ) is nonempty and bounded with x
Proof By Lemma (i) or (iii), {x n } is a nonincreasing sequence. From the hypothesis, since x  < inf{p ∈ E : p = f (p)}, it is clear that {x n } does not converge to a fixed point of f .
Theorem  Let E be a closed interval on the real line, and let f : E → E be a continuous and nondecreasing function such that F(f ) is nonempty and bounded.
For u  = x  , let the MannII iteration {u n } and the PMH-iteration {x n } be sequences defined by (.), (.), respectively, where
Suppose that the MannII iteration {u n } converges to p ∈ F(f ). We shall divide our proof into three cases.
Case : Let U < u  = x  . From Proposition , we get f (x  ) < x  and f (u  ) < u  . It follows from Lemma (i) that x n < u n for all n ≥ . We note that U < x  , and by using (.) and mathematical induction, we can show that U ≤ x n for all n ≥ . Then we have  ≤ x n -p < u n -p, so
for all n ≥ . This implies that {x n } converges to p. Moreover, from (.), it is clear that {x n } is better than {u n }.
This implies by Lemma (ii) that x n > u n for all n ≥ . We note that L > x  , and by using (.) and mathematical induction, we can show that L ≥ x n for all n ≥ . Then we have |x n -p| < |u n -p|, that is, {x n } converges to p. Moreover, {x n } is better than {u n }.
then from Lemma , we get that {u n } is nonincreasing with limit p. By Lemma (i), (iii) and Lemma (i), we have that p ≤ x n < u n for all n ≥ . So, it follows that |x n -p| < |u n -p| for all n ≥ . Therefore, we obtain that {x n } converges to p and is better than {u n }. If f (u  ) > u  , then from Lemma , we get that {u n } is nondecreasing with limit p. By Lemma (ii), (iv) and Lemma (ii), we have that p ≥ x n > u n for all n ≥ . So, it follows that |x n -p| < |u n -p| for all n ≥ . Therefore, we obtain that {x n } converges to p. Moreover, {x n } is better than {u n }. Now, we give an example about the comparison of the rate of convergence speed of the MannII and PMH-iterations for a given continuous and nondecreasing function on an arbitrary interval.
Then it is clear that f is continuous and nondecreasing function with the fixed point p = . In Table  , the comparison of the convergences for the MannII and PMH-iterations is given with the initial point u  = x  = . and the sequences α n =  n+
. From Table  , we see that the PMH-iteration is better than the MannII iteration. Moreover, the sequence {x n } is seem to be linear convergent.
The convergence speed of iteration methods depends on the choice of the control sequences. Now, we give such a theorem only for the PMH-iteration method.
Theorem  Let E be a closed interval on the real line, and let f : E → E be a continuous and nondecreasing function such that F(f ) is nonempty and bounded. Let {β n } and {β * n } be sequences in [, ) such that β n ≤ β * n for all n ≥ . Let {x n } and {x * n } be defined by (.) generated by {β n } and {β * n }, respectively, and
Suppose that {x n } converges to p ∈ F(f ). We shall divide our proof into three cases.
Case :
Since f is nondecreasing function, we get f (y * Therefore, y * k ≤ y k , and so f (y * k ) ≤ f (y k ). Thus, we get x * k+ ≤ x k . By mathematical induction, we have x * n ≤ x n for all n ≥ . Using U < x *  and definition of {x * n }, from mathematical induction, we can show that U ≤ x * n . Since p ≤ x * n ≤ x n , we get |x * n -p| ≤ |x n -p| for all n ≥ , that is, {x * n } is better than {x n }. Case : Let x  = x *  < L. By Proposition , we get f (x  ) > x  . As in Case , we can show that x * n ≥ x n for all n ≥ . Since x *  < L, by using (.) and mathematical induction, it is easy to see that x * n ≤ L. This implies that |x * n -p| ≤ |x n -p| for all n ≥ , that is, {x * n } is better than {x n }.
Case : Let L ≤ x  = x *  < U. Assume that f (x  ) = x  . If f (x  ) < x  , then by Lemma (iii), {x n } is a nonincreasing sequence, with limit p. So, it follows from Lemma (iii) that p ≤ x * n for all n ≥ . As in Case , we can show that x * n ≤ x n for all n ≥ . So, we have p ≤ x * n ≤ x n . This implies that |x * n -p| ≤ |x n -p| for all n ≥ , that is, {x * n } is better than {x n }. If f (x  ) > x  , then by Lemma (iv), {x n } is a nondecreasing sequence, with limit p. So, it follows from Lemma (iv) that p ≥ x * n for all n ≥ . As in Case , we can show that x * n ≥ x n for all n ≥ . So, we have p ≥ x * n ≥ x n . This implies that |x * n -p| ≤ |x n -p| for all n ≥ , that is, {x * n } is better than {x n }.
Next, we present a numerical example. 
