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Abstract
In this paper we derive the distribution of the trace of A, tr(A), where A stands for the sam-
ple sum of squares and products matrix when sampling from a mixture of two multivariate
normal distributions.
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Resumen
En este artículo se deriva la distribución de la traza de A, tr(A), donde A es la matriz de
sumas de cuadrados y productos cuando la muestra proviene de la mezcla de dos distribu-
ciones normales multivariadas.
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1 Introducción
Sea x1, . . . ,xN una muestra aleatoria de una distribución normal p-variada
con vector de medias µ y matriz de covarianza Σ definida positiva. Sea A la
matriz muestral de sumas de cuadrados y productos, A = (aij) =
∑N
i=1(xi −
x¯)(xi−x¯)′, donde N x¯ =
∑N
i=1 xi. Entonces A tiene una distribución Wishart
con n = N − 1 grados de libertad y matriz de parámetros Σ = (σij). Sea
Y = tr(A). Una gran variedad de pruebas estadísticas están asociadas con Y
y sus funciones. Cuando Σ = Diag(σ11, . . . , σpp), los elementos de la diagonal
de la matriz A = (aij) son independientes y aii ∼ σiiχ2n, i = 1, . . . , n, por
tanto la variable aleatoria Y se distribuye como una combinación lineal de
variables independientes chi-cuadrado (Gupta y Nagar [8, p. 107]). Además,
la distribución asintótica de (Y − n tr(Σ))/√2n tr(Σ2) es normal estándar
(Mathai [9]).
Las variables aleatorias, en la práctica, generalmente no tienen una dis-
tribución normal. Una alternativa para el modelo normal multivariado es el
modelo normal mixto. La densidad normal mixta se define como
f(x) = Np(µ1,Σ,x) + (1− )Np(µ2,Σ,x), x ∈ Rp, (1)
donde
Np(µ,Σ,x) =
exp
{−(x− µ)′Σ−1(x− µ)/2}
(2pi)p/2 det(Σ)1/2
,
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y 1− , 0 <  < 1, se conoce como grado de contaminación.
El modelo de mezcla de normales es muy común en situaciones prácticas,
donde los datos se pueden considerar provenientes de dos o más poblaciones
normales mezcladas en diferentes proporciones. Este modelo tiene una am-
plia aplicación en estudios experimentales en varias ramas de la medicina,
la biología y la agronomía (Everitt y Hand [4], y Titterington, Smith y Ma-
kov [19]). Estudios sobre crecimiento de plantas (Rao [14]), presión sanguínea
de humanos (Cicchinelli [5]), excreción de una droga (Murphy y Bolling [12]),
límites auditivos de humanos (Orlando [13]), estudios genéticos (McLachlan
y Basford [10]), y estudios sobre variedades de cebada y col (McLachlan y
Basford [10]), son algunos ejemplos de problemas que se han analizado por
varias técnicas estadísticas y matemáticas, suponiendo un modelo normal
mixto. También se han usado en estudios de identificación de outliers (Aitkin
y Wilson [1]). Otros resultados sobre teoría de distribuciones y la robustez de
ciertas pruebas estadísticas bajo el modelo normal mixto se pueden leer en
Amey [2], Gupta y Kabe [6, 7], Nagar y Castañeda [15], y Srivastava [16].
En este artículo se deriva la distribución de Y cuando la muestra proviene
de la mezcla de dos distribuciones normales multivariadas. Se obtienen dos
representaciones de la distribución de Y a partir de su función generadora
de momentos. En la sección 2 se obtiene la función generadora de momentos
de Y , en la sección 3 se deriva la distribución en términos de la función
hipergeométrica confluente y en la sección 4 se obtiene una representación en
términos de polinomios zonales.
2 Función generadora de momentos
Como Y es una función de la matriz muestral A de sumas de cuadrados y
productos, la función generadora de momentos de Y se puede obtener a partir
de la distribución de A bajo el modelo normal mixto. Srivastava y Awan [17]
y Tan [18] mostraron que la densidad de A, bajo el modelo normal mixto, es
una combinación lineal de densidades Wishart no centradas con coeficientes
binomiales
f(A) =
N∑
r=0
(
N
r
)
r(1− )N−rWp(n,Σ, c2rΣ−1ν ν ′;A), (2)
donde n = N − 1, c2r = r (N−r)N y ν = (µ1 − µ2). Aquí Wp(n,Σ, c2rΣ−1ν ν ′;A),
representa la densidad Wishart no centrada con n grados de libertad y matriz
de parámetros de no centralidad c2rΣ
−1νν ′, definida como
Kp(n,Σ,ν) etr
(
−Σ
−1A
2
)
det(A)(n−p−1)/2
×0F1
(
n
2
;
c2r
4
Σ−1AΣ−1νν ′
)
, A > 0, (3)
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donde
Kp(n,Σ,ν) =
[
2pn/2Γp
(n
2
)
det(Σ)n/2 etr
(
c2rΣ
−1νν ′
2
)]−1
, (4)
Γp(a) = pip(p−1)/4
p∏
j=1
Γ
(
a− j − 1
2
)
, Re(a) >
p− 1
2
y 0F1 (·; ·) es la función de Bessel de argumento matricial. La definición y
propiedades de la distribución Wishart no centrada se pueden encontrar en
Gupta y Nagar [8, p. 113]. La función generadora de momentos de Y está
dada por
M(t) =
N∑
r=0
r(1− )N−rMr(t), (5)
donde
Mr(t) = Kp(n,Σ,ν)
∫
A>0
exp
[
t tr(A)− tr(Σ
−1A)
2
]
det(A)(n−p−1)/2
× 0F1
(
n
2
;
c2r
4
Σ−1AΣ−1νν ′
)
dA. (6)
Usando el resultado (Gupta y Nagar [8]),∫
X>0
etr(−XZ) det(X)a−(p+1)/2 0F 1(a;XT ) dX
= Γp(a) det(Z)−a 1F 1(a; a;Z−1T ) = Γp(a) det(Z)−a etr(Z−1T ),
donde Z > 0, Re(a) > (p − 1)/2, la integral en la expresión (6) se puede
evaluar como∫
A>0
exp
[
t tr(A)− tr(Σ
−1A)
2
]
det(A)(n−p−1)/2
×0F1
(
n
2
;
c2r
4
Σ−1AΣ−1νν ′
)
dA
= 2np/2Γp
(n
2
)
det(Σ−1 − 2tIp)−n/2
× etr
[
c2r
2
Σ−1
(
Σ−1 − 2tIp
)−1Σ−1νν ′] , Ip − 2tΣ > 0. (7)
Sustituyendo (4) y (7) en (6) y simplificando, se obtiene el siguiente resultado.
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Teorema 2.1. Sea A la matriz de sumas de cuadrados y productos obtenida
a partir de una muestra aleatoria de tamaño N = n + 1 bajo el modelo (1).
Sea Y = tr(A). Entonces la función generadora de momentos de Y está dada
por
M(t) =
N∑
r=0
(
N
r
)
r(1− )N−rMr(t), Ip − 2tΣ > 0, (8)
donde
Mr(t) = det(Ip − 2tΣ)−n/2
× exp
(
−c
2
rd
2
2
+
c2r
2
ν ′Σ−1/2(Ip − 2tΣ)−1Σ−1/2ν
)
, (9)
con
d2 = ν ′Σ−1ν = (µ1 − µ2)′Σ−1(µ1 − µ2). (10)
Sea Q una matriz ortogonal tal que
Q′(Ip − 2tΣ)−1Q = diag((1− 2tλ1)−1, . . . , (1− 2tλp)−1),
donde λ1, . . . , λp son los valores propios de Σ. Entonces
det(Ip − 2tΣ)−n/2 =
p∏
i=1
(1− 2tλi)−n/2, (11)
y
exp
[
c2r
2
ν ′Σ−1/2(Ip − 2tΣ)−1Σ−1/2ν
]
= exp
[
c2r
2
p∑
i=1
bii(1− 2tλi)−1
]
, (12)
donde b11, . . . , bpp son los elementos de la diagonal de la matriz Q
′Σ−1/2ν
ν ′Σ−1/2Q. Sustituyendo (11) y (12) en (9) se obtiene
Mr(t) =
p∏
i=1
{
(1− 2tλi)−n/2 exp
[
c2rtbiiλi(1− 2tλi)−1
]}
,
donde 1 − 2tλi > 0, i = 1, . . . , p. Ahora, si X ∼ χ2m(δ), entonces la función
generadora de momentos de X está dada por
M(t) = (1− 2t)−m/2 exp[δt(1− 2t)−1],
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y la f.d.p. de Y puede escribirse como
N∑
r=0
(
N
r
)
r(1− )N−rfr(y), y > 0,
donde fr es la función de densidad de
∑p
i=1 λiYi, λ1, . . . , λp son los valores
propios de Σ y Y1, . . . , Yp son variables aleatorias independientes con distri-
bución chi-cuadrado no central, Yi ∼ χ2n(c2rbii) para i = 1, . . . , p.
3 La densidad y la función hipergeométrica confluente
En esta sección se expresa la f.d.p. de Y en términos de la función hipergeo-
métrica confluente Φ(m)2 en m variables z1, . . . , zm, la cual se define como
Φ(m)2 [b1, . . . , bm; c; z1, . . . , zm]
=
∞∑
j1,...,jm=0
(b1)j1 · · · (bm)jmzj11 · · · zjmm
(c)j1+···+jmj1! · · · jm!
, (13)
donde el símbolo Pochammer (a)n se define como (a)n = a(a+1) · · · (a+n−
1) = (a)n−1(a + n − 1) para n = 1, 2, . . . , y (a)0 = 1. Para profundizar en
resultados y propiedades de esta función se puede consultar a Exton [3, p.
42].
Expandiendo exp[c2r
∑p
i=1 bii(1−2tλi)−1/2] en forma de serie, la expresión
(9) se puede escribir como
Mr(t) = exp
(
−c
2
rd
2
2
) ∞∑
k=0
(
c2r
2
)k∑
κ
p∏
i=1
bkiii (1− 2tλi)−mi
ki!
, (14)
donde κ = (k1, . . . , kp), k1 ≥ · · · ≥ kp ≥ 0, k1 + · · ·+ kp = k y mi = ki+ n/2,
i = 1, . . . , p. Escribiendo (1− 2tλi)−mi como
(1− 2tλi)−mi = (1− 2tλ1)−mi
(
λ1
λi
)mi (
1− 1− λ1λ
−1
i
1− 2tλ1
)−mi
= (1− 2tλ1)−mi
(
λ1
λi
)mi ∞∑
ri=0
(mi)ri
ri!
(
1− λ1λ−1i
1− 2tλ1
)ri
,
donde |(1− λ1λ−1i )/(1− 2tλ1)| < 1 para i = 2, . . . , p en (14) se obtiene
Mr(t) = exp
(
−c
2
rd
2
2
) ∞∑
k=0
(
c2r
2
)k∑
κ
bk111 · · · bkppp
k1! · · · kp!
λm−m11∏p
i=2 λ
mi
i
×
∞∑
r2,...,rp=0
(m2)r2 · · · (mp)rp
r2! · · · rp!
(1− λ1λ−12 )r2 · · · (1− λ1λ−1p )rp
(1− 2tλ1)m+r
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donde m = m1 + · · ·+mp y r = r2 + · · ·+ rp.
Sustituyendo la ecuación anterior en (8) e invirtiendo la expresión resul-
tante, teniendo en cuenta que (1 − 2tλ1)−(m+r) es la función generadora de
momentos de una distribución gamma con parámetros m+r y 2λ1, se obtiene
el siguiente resultado.
Teorema 3.1. Sea A la matriz de sumas de cuadrados y productos obtenida
a partir de una muestra aleatoria de tamaño N = n + 1 bajo el modelo (1).
Sea Y = tr(A). Entonces la f.d.p. de Y está dada por
f(y) =
N∑
r=0
(
N
r
)
r(1− )N−rfr(y), y > 0,
donde
fr(y) = exp
(
−c
2
rd
2
2
) ∞∑
k=0
(
c2r
2
)k∑
κ
bk111 . . . b
kp
pp
k1! · · · kp!
exp(−y/2λ1)ym−1
2mλm11 . . . λ
mp
p Γ(m)
×Φ(p−1)2
[
m2, . . . ,mp;m;
(
1
λ1
− 1
λ2
)
y
2
, . . . ,
(
1
λ1
− 1
λp
)
y
2
]
,
y Φ(p−1)2 se define como en (13).
4 La densidad y los polinomios zonales
Expresando det(Ip − 2tΣ)−n/2 en términos de polinomios zonales
det(Ip − 2tΣ)−n/2 = ηnp/2 det(Σ)−n/2(1− 2ηt)−n/2
×det(Ip − (1− 2ηt)−1(Ip − ηΣ−1))−n/2
= ηnp/2 det(Σ)−n/2(1− 2ηt)−n/2
×
∞∑
k=0
∑
κ
(n/2)κCκ(Ip − ηΣ−1)
(1− 2ηt)kk! , (15)
donde κ = (k1, . . . , kp), k1 + · · · + kp = k, k1 ≥ · · · ≥ kp ≥ 0 y Cκ es un
polinomio zonal de orden k (Muirhead [11, p. 227 ], Gupta y Nagar [8, p.
29]). Además 0 < η < ∞ y se elige de manera que la serie dada en (15) sea
convergente, es decir, ||Ip − ηΣ−1|| < 1− 2ηt. Ahora
c2r
2
ν ′Σ−1(Σ−1 − 2tIp)−1Σ−1ν
=
c2r
2
η(1− 2ηt)−1ν ′Σ−1(Ip − (1− 2ηt)−1(Ip − ηΣ−1))−1Σ−1ν
=
∞∑
j=1
αj,r(1− 2ηt)−j , ||I − ηΣ−1|| < 1,
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donde
αj,r =
c2r
2
ην ′Σ−1(Ip − ηΣ−1)j−1Σ−1ν .
Luego,
exp
[
c2r
2
ν ′Σ−1/2(Ip − 2tΣ)−1Σ−1/2ν
]
= exp
 ∞∑
j=1
αj,r(1− 2ηt)−j

=
∞∑
j=0
βj,r(1− 2ηt)−j , (16)
donde β0 = 1, y
βj,r =
1
j
j∑
`=1
`α`,rβj−`,r, j = 1, 2, . . . . (17)
Reemplazando (15) y (16) en (9) se obtiene que
Mr(t) = exp
(
−c
2
rd
2
2
)
ηnp/2 det(Σ)−n/2
×
∞∑
j=0
∞∑
k=0
βj,r
∑
κ
(n/2)κCκ(Ip − ηΣ−1)
(1− 2ηt)n/2+j+kk! . (18)
Sustituyendo (18) en (8) e invirtiendo la expresión resultante, teniendo en
cuenta que (1− 2ηt)−(n/2+j+k) es la función generadora de momentos de una
distribución gamma con parámetros n/2 + j + k y 2η, se obtiene el siguiente
resultado.
Teorema 4.1. Sea A la matriz de sumas de cuadrados y productos obtenida
a partir de una muestra aleatoria de tamaño N = n + 1 bajo el modelo (1).
Entonces la f.d.p. de Y = tr(A) está dada por
f(y) =
N∑
r=0
(
N
r
)
r(1− )N−rfr(y), y > 0,
donde
fr(y) = ηnp/2 det(Σ)−n/2 exp
(
−c
2
rd
2
2
) ∞∑
j=0
∞∑
k=0
βj,r
×
∑
κ
(n/2)κCκ(Ip − ηΣ−1)
k!
yn/2+j+k−1 exp(−y/2η)
(2η)n/2+j+kΓ (n/2 + j + k)
con β0,r = 1 y βj,r se calcula a partir de (17).
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