Abstract. In epidemiology, a standard way of constructing models is to conduct univariate analysis of independent variables, followed by fitting a multivariate logistic model to the selected features. The main measure for choosing a particular model is a goodness of fit criterion on a given dataset. While this measure indicates how well the model fits the data, it has little relation to the predictive accuracy of the model and therefore may not generalize beyond the given dataset. This aspect is not frequently considered in epidemiology. We suggest using modern machine learning methods for constructing and validating epidemiological models. The resulting models can be used to confirm epidemiologist's models or to suggest possible improvements. These approaches also provide estimates and confidence measures for the parameters and the predictive ability of the model.
Overview
In epidemiology, a standard way of constructing models is to conduct univariate analysis of independent variables, followed by manual selection and refinement of the feature set by fitting a multivariate logistic model to the data [3] . The model constructed on the final set of variables is seen as the final model. The main measure driving the model selection process is therefore a goodness of fit criterion on a given dataset. While this measure indicates how well the model fits the data, it has little relation to the predictive accuracy of the model and therefore may not generalize beyond the given dataset. However, from the point of view of prevention, it is extremely important to identify the factors responsible for the presence or absence of a disease or a symptom on data that has not yet been observed.
Model validation (estimation of predictive performance) is not frequently done in human epidemiology and medicine, as noted for example in [11, 14] , despite being recognized as an important part of establishing the usefulness of a model. Validation is even more rare in the field of veterinary epidemiology. A few exceptions ( [5, 12] ) describe models validates using hold-out test sets.
The main goal of our work is to demonstrate how modern machine learning methods can be used to conduct statistical validation of epidemiological models in the absence of an independent test set. We found one publication addressing this issue, [9] , but the leave-one-out method used there was applied for spectroscopic data, where the measurements are much more accurate than in the standard epidemiological cross-sectional data. It is much harder to have validation based on statistical estimates when one uses noisy cross-sectional data. This paper focuses specifically on such situations.
The principal tool for this task is the cross-validation technique, used in machine learning for obtaining estimates of performance and evaluation of parameters [10] . Additionally, we examine a recently proposed feature selection method that was shown to be effective in a number of applications [6] . In contrast to univariate feature selection, which is standard in epidemiology, it is a multivariable selection method. This means that it is more general: it will work in the cases where univariate selection works, but it could also work in cases where univariate selection does not. While cross-validation and feature selection methods are not new, they are little known to epidemiologists. We believe that their usage would lead to better models.
We illustrate our suggestions on a dataset describing the occurrences of wet litter in the poultry farms in the UK in the year 2001, collected and investigated using traditional methods by Hermans et. al. [8] . The methods discussed, however, can be applied in validation of different classification-based epidemiological models.
We want to emphasize that the logistic models can also be interpreted as classifiers because the data itself is labeled into classes; moreover, frequently only two classes (positive/negative; disease/no disease, etc.) occur. When one estimates a fitness score of the constructed model, the number of errors given by the model on the data should be calculated rather than the quality of the fit. Here we present a brief introduction to the significance and causes of wet litter. For a detailed discussion a reader is referred to [8] .
Wet litter is a term used when the material covering the floors of poultry houses, usually consisting of wood shavings or chopped straw, reaches its saturation threshold and is incapable of holding more moisture. Wet litter prevention and control is important for the health, welfare and productivity of broiler flocks. It has been shown to be associated with the occurrence of foot-pad, breast and hock lesions, and inducing high levels of stress in the birds. A number of risk factors have been identified in the literature.
The analysis of longitudinal data collected from 639 farms (75% of those where the questionnaire was sent) showed that more than half the farmers had wet litter in 1 Strictly speaking, a logistic model assigns to an observation the (estimate of) probability that the observation belongs to one particular class. In practice this estimate is compared with the threshold 0.5. If the estimate is larger than this threshold an instance is assigned to one class, and, if not, then to the other. The probability is given by formula:
where coefficients w and b determine the model [7] . It is very important to note that the formula does not give a simple way to measure significance for different variables.
Symbol Meaning d
dimensionality of the data x, y ∈ X data points, belonging to a space X x · y inner product between two vectors ||x|| L 2 norm of vector x w a weight vector b bias Table 1 . Notation their most recent flock. This indicates that wet litter is a wide-spread phenomenon and that better understanding of its causes is needed to reduce costs to the poultry industry.
Notation.
Before proceeding further we would like to specify our notation. Symbols are described in Table 1 . Throughout this paper we use the words "vector" and "point" interchangeably, depending on which is more suitable in the context of the discussion. Both terms indicate a group of labeled factors. Below we describe instances only by numerical factors. Taken together, these factors form a Euclidean space (the space of numerical variables). The number of factors determines the dimensionality of the space. • Predictions of the model on new data give the strongest statistical estimates of the model validity.
• There exist re-sampling schemes of the restricted data that can be used to validate a model without use of a hold-out set. One of the most popular re-sampling schemes is k-fold cross-validation [10] . This procedure consists of k identical stages as follows. The set of observations is divided into k equal subsets. Let us choose one of these to be the "test" set. The remaining k −1 subsets are then combined to form a "training" set. The training set is used to build a model that is evaluated on the test set. In the next stage, a different subset is chosen to be a test set, and the remaining subsets are combined into a training set. This is repeated k times, using each of the k subsets in turn as the test set. Notice that as a result we obtain a prediction for each available observation, allowing us to estimate the predictive performance of the model built on the whole data, and k estimates of model coefficients. If this procedure is repeated t times (with a different partition into k sets every time), we have kt estimates on the coefficients, and t estimates of the predictive accuracy of the model on all observations. Note that the cross-validation method estimates an average performance from an ensemble of models and proposes to use them as estimates of performance of a single model identified on the whole set of observations. A proof of the correctness of this approach can be found in [4] .
This test has several advantages for validation of complex statistical models:
• It is independent of the type of distribution function, and therefore its conclusions about model validity are most rigorous.
• The test directly measures variance of all the coefficients of the model; this is very convenient from the practical point of view.
• If the test confirms that a model has a high validity, the coefficients can be used to numerically compare the significance of variables. Moreover, because the validity is also measured numerically, it is possible to compute confidence of the model validity estimates. A stratified cross-validation schema differs from regular cross-validation in that the test set is required to have the same distribution of classes as the whole set. Another way to think of this is that each class is partitioned into folds separately and the corresponding folds are then combined.
A number of papers examined the quality of estimates produced by crossvalidation. In the experiments reported in [10] , the k-fold cross-validation was pessimistically biased (that is, true accuracy was higher than the estimate) for k = 2, 5, although the estimates improved for k=10, 20. Stratified cross-validation behaved similarly, but with a lower bias.
So the recommendation of [10] is to use stratified 10-fold cross-validation. In this work we follow that advice.
Linear Classifiers.
2.4.1. Classifier Constructed by Logistic Regression. We have mentioned in the Section 1 that in the epidemiological practice the logistic model is used as a classifier. A standard way to transform logistic regression into a classification model is to consider the logarithm of the ratio of probabilities that an observation belongs to one or the other class. Using formula (1.1), it is easy to show that this approach results in a linear classifier f (x), given by:
where {−1, +1} are the class labels. This view of has an important advantage over using the original non-linear function of equation (1.1) to calculate class probabilities. According to formula (2.1), the vector of coefficients, w, can be directly interpreted as measuring the relative significance of the factors. For instance, the absolute values of the coefficients, |w i |, can be used as significance coefficients. 2.4.2. Optimal (SVM) Classifier. A linear classifier can be constructed in ways other than by fitting a logistic model. There are many different methods for doing this [7] . In this section we will describe the so-called "support vector machine" (SVM) classifier. The SVM classifier possesses an optimality property: the weight vector w found by this method is perpendicular to the maximal margin between the classes, and this guarantees, in a statistical sense, a low error rate on new observations. These mathematical results are "distribution-free", that is, they do not rely on any assumptions about the distribution of the data. It is the presence of strong and general theoretical foundation, supported by empirical evidence of excellent performance on many applications, that makes SVM such a popular machine learning tool. A detailed discussion of SVM methodology can be found in [2, 13] . A short description is contained in the introductory chapter of this volume.
We have to emphasize a particular feature of SVM that is important for practitioners, and particularly, we believe, for epidemiologists, who work with noisy data, i.e., with data containing a lot of missing values, with subjective responses and different scales and types of factors. In the process of constructing a classifier, the SVM method partitions the data into two sets, corresponding to "important" and "not important" observations. The important ones are exactly the so-called "support vectors". They form a boundary for the class margin region. In other words, the support vectors are points from each class that are most similar to the points of the other class. For epidemiologists the "not important" observations should provide prototypical examples of observations and feature ranges in each class.
2.5. SVM-based Feature Selection. This approach [6] is based on the observation that the feature i with the smallest absolute value of weight |w i | is the one that has the least influence on the decision. This suggests the procedure described in Algorithm 1 for recursive feature elimination (RFE). At each step a feature with the smallest weight is removed from all instances, and SVM is retrained on the remaining features. The order in which the variables are removed can be seen as a ranking of the features. Such a ranking can be used in two ways:
(1) It provides means of feature reduction by keeping the most influential features. Of course the phrase "most influential" is not formal because the heuristic procedure does not guarantee finding the subset of features that would result in the best performance. However experiments show that the features selected by this method are important [6] . (2) It allows one to interpret the relative influences of the features on the classification. From this perspective, it is interesting to apply Algorithm 1 to ranking the whole set of features.
Algorithm 1 SVM Recursive Feature Elimination (RFE) [6]
Require: A set of points W in d ; f -number of desired features 1: for i = d, . . . , f + 1 do
2:
Construct an SVM on set W . Let w i be the decision hyperplane of that SVM.
3:
Let k i = argmin j |w j i |.
4:
Remove feature k i from all points x in W . 5: end for 6: Output resulting classifier with f features and hyperplane w f .
Experimental Results of Cross-Validation
The risk factors have been selected manually using the univariate and multivariate analysis described above. We repeated 10-fold stratified cross-validation of each wet litter model 10 times. In our experiments, we used the same 444 observations that were used by epidemiologist to construct final model M1 (248 cases with wet litter and 196 cases without it). We used SVM package called LIBSVM [1] . Cross-validation was implemented with a shell script. Table 2 shows the final model constructed by multivariate regression on the set of features M1. Table 3 show the model constructed by SVM on the same set of features. Only two coefficients (of factors "side ventilation" and quadratic polynomial in number of people) have the coefficient of variation (ratio of standard Table 2 . Final Epidemiological Model (M1) [8] .
deviation to the mean value) greater than 0.2.
3 The stability of model accuracy estimates is very high.
We would like to make some general observations. One is that the standard deviations of the coefficients and of the predictive accuracy measures are small, indicating high reliability of these estimates. Another observation is that the relative magnitudes and signs of the coefficients match those obtained by fitting multivariate logistic regression to all observations. This observation lends support to the interpretation of the importance of different risk factors. Finally, the estimates of predictive accuracy of the model for wet litter are high, indicating that the factors included in the model are indeed significant, and that the model can be used as a basis for making predictions and recommendations regarding wet litter.
Choice of Features
In the previous section we discussed how the quality of a model can be measured with cross-validation. Here we discuss how the choice of features can be compared against other possibilities.
We propose comparing the final features of epidemiological model M1, constructed with traditional methods, against the feature set of the same size (M2) chosen completely by RFE method (Algorithm 1). We also consider the effect of using decreased or increased sets of features (M3 and M4 respectively).
In comparing M1 and M2 (or M3), the important aspects are the overlap in the number of features, and the estimates of predictive accuracy. In comparing M1 and M4, the number of features that are "added" into the final set is significant. In both cases, the relative sizes of the coefficients and stability of the results are important. 3 The coefficient of variation is used in statistics to measure fluctuations of a random variable around the variable's mean value. 4 The name of the breed will be kept anonymous until results are released to the industry. In order to avoid convergence problems with SVM we applied statistical normalization to all features. Each feature is independently transformed to have zero mean and unit variance:
where x j is the mean value of the jth coordinate and σ j is its standard deviation, estimated on the instances where the feature value was present. The missing values were set to 0 (i.e. to the mean feature value). Table 5 . Normalized cross-validation of M1. Table 6 . Normalized cross-validation of M2 -top 12 RFE features.
Since the normalization is "reversible" (i.e. one-to-one), we give the coefficient means and variances for normalized features, and also show their values if scaled back to the original magnitude. Suppose w i is the coefficient of feature i after Table 7 . Normalized cross-validation of M3 -top 5 RFE features.
normalization. Since
and the term in parenthesis in the last line is constant, it follows that coefficient w i for unnormalized ith feature is w i = w i /σ i . Note that the rescaled means and coefficients in Table 5 , which shows results with the features of the final model (M1), are very similar to coefficients in the Table 3 . The normalized solution differs only very slightly from the unnormalized solution.
We implemented the original feature selection algorithm of [6] . As described in Section 2.5, the algorithm removes the least significant features one by one. Therefore, the later the feature is removed, the more important it is for classification. Looking at it from the other direction, the fewer features are left in the model when a given feature is removed, the more important that feature is. Table 4 gives the size of the model each time one of the features from M1 is removed. The most important feature according to this table is "Separate farm clothing for each house", and the least important one is quadratic polynomial of the number of farm workers.
The main comparison is between features of M1 and the top 12 features selected by RFE (M2). Results for the top 12 features (M2), and also for the top 5 (M3) and the top 18 features (M4) are in Tables 6, 7 and 8 respectively. M1 and M2 have 6 out 12 (in each) features in common. It may seem that combining these features (for total of 18) should give better performance than either one separately. However, we found that this results in sensitivity and specificity of 0.758 and 0.607 respectively and thus is slightly better than M1 in sensitivity and somewhat worse in specificity. (These results are slightly better than M2 in sensitivity, and much better in specificity). We suspect that the features that are not common between M1 and M2 play roles of "duplicates" to each other. Table 9 displays correlation matrix of these 18 features and finds that some of them correlate strongly.
We also experiment with the model built on the 5 top features (M3) and the top 18 features (M4). These numbers were chosen because they correspond to regions of overlap between features of M1 and the feature ordering produced by RFE. Table 4 demonstrates that the top 18 SVM features include 10 of the 12 M1 features, and considers the other 2 very insignificant. The 5-feature model was chosen because out of these 5 features only 1 does not appear in M1. Therefore models M3 and M4 in some sense "surround" M1. Evaluation of their quality may suggest possible improvements to M1. Model M3 has 4 out of 5 features in common with M1. Its sensitivity is only somewhat worse than that of M1 (specificity is noticeably worse), but it has only half the features. Model M4 on the other hand has 18 features, and includes 10 top-ranked (by RFE) features of M1. However its results are only slightly better than those of M2, and are comparable (slightly better Sensitivity and slightly worse Specificity) to those of M1.
We note that when using all features, the sensitivity and specificity averages are 0.599 and 0.515 respectively. Therefore, all three selected feature sets perform much better than the whole feature set.
These experiments suggest that M1 is a very good set of features that balances off a reasonable model size with a good predictive performance. On the other hand, our results suggest that RFE method is capable of finding interesting features, many of which match those selected by epidemiologist. It may be interesting to examine some additional features in M4 and to consider effects of possible strong correlations Table 10 . Features in Table 9 .
between features in M1 and in M2. The importance of these experiments is that they show how cross-validation should be used to determine predictive power of the selected set of features and the confidence in the parameters of the model. These considerations, rather than goodness of fit should be the driving force in model design.
Conclusion
In this work we have shown how machine learning methods can be used to validate epidemiological models (via cross-validation) and to aid in their construction by suggesting features of interest (via feature selection methods). We plan to continue exploring potential applications of machine learning methods in epidemiology with more sophisticated methods and new real-life data.
