Abstract-We report the characterization and correction of nonlinear responses of a commercial field portable spectroradiometer intended to be used to monitor vegetation physiology. Calibration of photoresponse allowed the successful correction of spectral data and the modeling of biases in reflectance at different levels of the dynamic range. Finally, the impact of nonlinearities on a spectral estimator of photosynthetic status, the photochemical reflectance index (PRI) is discussed. Significance of the biases proved that, although nonlinearity can potentially affect reflectance along most of the dynamic range of the instrument, experimental uncertainties can limit its impact. Nonlinearity biased PRI by affecting the reference band of the index and suggested unreal changes on plant physiology. Results show that nonlinearity could be a significant problem in field spectroscopy, especially in the case of spectroradiometers integrated in unattended systems to monitor vegetation responses to radiation. An automatic adjustment of integration time to reach only a certain level of the dynamic range may reduce nonlinearity effects, though may not always avoid them. We conclude that linearity characterization is necessary to understand impacts and correct potential biases.
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I. INTRODUCTION

L
ABORATORY and field spectroscopy have a key role in Earth monitoring to characterize surface optical properties and to calibrate and downscale airborne and satellite sensor observations [1] , [2] . In the context of carbon cycle monitoring, spectroscopy is being widely used by the scientific community to track plant physiology in Eddy Covariance (EC) sites and connect this information with remote observations. The most current advances in the monitoring of carbon uptake are related to the recent development of unattended continuous hyperspectral systems, which among other advantages provide optical information at the same temporal scale than the EC systems [1] , [3] - [7] . International networks such as SpecNet (http://www.specnet.info) [1] and Cost Action ES0903-EUROSPEC (http://www.cost-es0903. fem-environment.eu) have emerged to focus efforts done in this field and try to improve the comparability of optical data, which would allow for the compilation of global estimates of carbon uptake [1] , [3] . However, despite advances achieved in field spectroscopy over the last decades, it is still described as one of the least reliable of all physical measurements [8] . Comparability and reproducibility of spectral data can be compromised by different factors [2] , [9] , [10] , including the instrumentation. Spectroradiometers can introduce biases and uncertainties in the resulting signal due to stray light, dark current (DC) drift, diffraction orders, sensor linearity, or harmonic interferences, among others [8] , [11] - [15] .
In this paper, we focus specifically on sensor linearity and its potential impact on reflectance in the visible and near infrared regions. Linearity is the proportional relationship between the amount of light that a sensor receives and the resulting photocurrent; a high linear photoresponse is desirable so that the instrument's output is directly proportional to the magnitude of energy measured. However, this linear relationship can be affected by factors related to both the electronics and/or the detector elements themselves [13] , [16] - [19] . Normally, when the sensor is close to saturation, the anti-blooming structures (designed to drain the overflow off the saturated photodiodes before this reaches the adjacent ones) start draining part of the charge before saturation, reducing the sensor's response to incident light at high levels of energy [18] , [20] .
Two different strategies are usually adopted by the manufacturers to overcome the problems caused by photoresponse nonlinearity. The first one is avoiding the region where linearity is low through automatic adjustment of integration time, so that the maximum output signal is fixed at a given percentage of the dynamic range (e.g., Analytical Spectral Devices Inc., Boulder, CO, USA; Spectra Vista Corporation, Poughkeepsie, NY, USA; PP Systems, Amesbury, MA, USA). The second strategy consists in characterizing each sensor's photoresponse and correcting the data in a post-processing stage (e.g., Ocean Optics Inc., Dunedin, FL, USA; Avantes, Apeldoorn, The Netherlands). Though instruments usually adjust integration time automatically, in some cases, it can be also manually set [12] , [21] , which would require a full understanding of the sensor photoresponse. Unattended hyperspectral systems typically use double beam (dual detector) spectroradiometers, such as the Unispec DC (PP Systems), due to their capacity to simultaneously measure upwelling and downwelling radiation [4] , [5] , [22] . In these systems, integration time can be fixed 0196-2892 © 2013 IEEE looking for an equilibrium, which allows avoiding saturation and obtaining an adequate signal-to-noise ratio (SNR) under different illumination conditions [5] .
We present here the results obtained with a Unispec DC spectroradiometer affected by a nonlinear photoresponse, which had not been previously reported for this instrument. The instrument photoresponse was characterized to correct the data in a post-processing stage. Then differences between the original and the corrected spectral reflectance and derived spectral indexes were assessed. Moreover, biases due to nonlinearity were compared with those uncertainties introduced by the correction model, as well as with experimental uncertainties of field measurements.
II. METHODOLOGY
A. Instrumentation
All experiments described in this paper were undertaken using a Unispec DC (SN 2038), a double beam field portable spectroradiometer (PP Systems) with two synchronized spectrometers, which simultaneously sample radiance and irradiance using a fiber optics (channel B) and a cosine receptor (channel A). Radiometric resolution is 16 bits [65535 digital numbers (DN)], nominal bin size, spectral resolution (full width at half maximum), and spectral range are 3.3 nm, < 10 nm, and 300-1100 nm, respectively.
The two spectrometers inside the Unispec DC are monolitical miniature spectrometer 1, manufactured by Carl Zeiss, Inc., (Thornwood, NY, USA) equipped with a silicon diode array S3904-256Q sensor each (Hamamatsu Photonics K.K., Tokyo, Japan). This is a negative-channel metal-oxide semiconductor (NMOS) sensor, which uses a charge integration method to read out the charges accumulated in the photodiode array, thus the output signal is proportional to the incident light intensity and the integration time. An anti-blooming switch is provided for each photodiode, allowing the drainage of overflow. Photosensitivity is reported to be linear (absolute error < 1%) up to 95% of the saturation charge. Above this threshold, part of the output flows into the anti-blooming switch [16] , [18] .
Linearity calibration was carried out using an ASD RTS-3ZC integrating sphere (Analytical Spectral Devices Inc.,) with a stable illumination source. A 10 W quartz-tungsten-halogen bulb powered by a battery provides a collimated beam of light, which was reflected by a 99% Zenith Polytetrafluoroethylene (PTFE) standard (Sphereoptics Hoffman LLC, Contoocook, NH, USA) located at the opposite port of the sphere. The sphere, internally coated with highly reflective (> 95%) Zenith PTFE, scatters the radiation in all directions, offering a homogeneous source of light through an open port.
B. Field Experiment
An intercomparison experiment took place in Monte Bondone (Italy) on July 2011 in the framework of the COST Action ES0903-EUROSPEC: Spectral Sampling Tools for Vegetation Biophysical Parameters and Flux Measurements in Europe. The aim of the experiment was comparing the reflectance values obtained with four different commercial spectroradiometers under controlled field conditions. Further details of this experiment can be found in [23] .
For the Unispec DC, a downward looking fiber optic (channel B) was placed together with the fibers of the other spectroradiometers on a tripod with a rotating arm; whereas a cosine receptor (channel A) was placed over its axis. A white reference panel (99% Spectralon (hereafter called "reference") (Labsphere Inc., North Sutton, NH, USA), and three targets [a bright grey 75% Spectralon panel ("grey75"), a dark grey 20% Spectralon panel ("grey20"), and a grass plot ("grass")] were measured 50 times, always in the same order. First, DC (DC in equations) was measured by completely covering the fiber optics. Then, a reference spectrum was taken from the 99% Spectralon panel, and a spectrum of each one of the targets ("grey75," "grey20," and finally "grass") was collected immediately after that. The Unispec DC integration time (common to both channels A and B) was manually adjusted in order to compensate increases in irradiance as the solar zenith angle decreased along the experiment. We tried to maximize the SNR in the channel A simultaneously avoiding saturation in the channel B.
Reflectance was calculated using two different approaches: 1) single-beam mode (SBM) where absolute reflectance was computed using the measurements of the "reference" panel in digital numbers (DN in equations) to normalize the radiance measured from the targets using only data acquired from channel B, and 2) double-beam mode (DBM) where absolute reflectance was computed using the "reference" spectra to cross-calibrate both channels as described in [22] . SBM was calculated to compare the measurements of different instruments in the intercomparison experiment, whereas DBM is the usual operation mode of this dual-channel instrument, especially in the case of unattended systems
C. Linearity Characterization Under Stable Illumination
Different methods described to measure and model the nonlinear photoresponse of photodiode sensors require quantification of energy in absolute units [9] , [15] , [24] - [28] . Since no calibrated radiance sources were available for this paper, we applied another method used by Ocean Optics Inc., to correct nonlinearity of their instruments [29] . However, in this experiment, we used a larger number of bins to estimate the sensors' photoresponse, and we also characterized the uncertainties of the correction.
The Unispec DC fiber optics (one of each channel) were aimed at inside of an ASD RTS-3ZC integrating sphere through an open port. A collimated light source was placed in a different port, and the light was reflected by a 99% PTFE panel in the opposite one and then scattered within the sphere before reaching the fibers. Integration times were randomly changed from 50 to 1350 ms during the experiment in order to acquire data all along the dynamic range of both channels. Moreover, light stability was monitored by acquiring control spectra with the same integration time (500 ms) once every five measurements. In total, 31 spectra were acquired for both control and calibration. For each spectrum, DC was previously recorded by covering the sphere port with a black and opaque plate. After DC (DC in equations) subtraction, the response of each channel was computed normalizing each spectrum (in DN) by its integration time (IT in equations), and then by the highest normalized value of each spectrum
Responses of the least noisy spectral region between 400 and 1000 nm (181 bins), were used altogether to fit a single seventh degree polynomial for the entire sensor of each channel (4), the fitted response. This method assumes photoresponse uniformity along the sensor array [29] . The independent variable (DN) was first transformed to avoid bad conditioning [30] Fitted Response =
D. Linearity Correction Model and Error Propagation
As proposed in [29] , we corrected the nonlinearity of the intercomparison experiment spectra using the fitted responses polynomial (4) to calculate the photoresponse of each bin as a function of the measured DN, and dividing these measured DN by their responses afterward as follows:
Residuals of the polynomial fits would eventually lead to uncertainties in the calculation of reflectance. Thus, we quantified these uncertainties through error propagation and later compared them with the biases introduced by nonlinearity. Error propagation was not carried out using the law of propagation of uncertainty [31] , since the probability distribution functions (PDF) of corrected DN errors were unknown or could not be assumed to be normal. Monte Carlo simulation was used instead, since it has proved to be a general tool for evaluating uncertainty through the propagation of PDF, avoiding assumptions about the shape of these distributions [31] - [34] .
Monte Carlo was applied to a model which included the correction of nonlinearity, and the computation of SBM (1) and DBM (2) reflectances. Least squares polynomial fitting produced residuals assumed to be normally distributed with mean 0. At each DN level, standard deviation was used to randomly generate 200 samples of these residuals with normal distribution. These errors were added to the fitted responses predicted by the calibrated models, generating then a set of responses associated to each original DN. These responses were used to correct the original DN and compute SBM and DBM reflectances and their 95% confidence intervals, which represented the propagated uncertainties in reflectance.
The reflectance values selected for this analysis and its simulation are described in the following section.
E. Modeling Nonlinearity Effects on Reflectance
Different SBM and DBM reflectances were simulated in order to compare the biases introduced by nonlinearities with those uncertainties propagated from the nonlinearity correction and then, to assess the significance of the correction when uncertainties found under field conditions were considered. Since we used the uncertainties found in the intercomparison experiment, reflectance values similar to those measured in the "grey75" and "grey20" panels (80% and 20%, respectively), and the reflectance of the grass plot at 566.9 nm (7.52%)-the waveband most affected by nonlinearity-were selected for the simulation. A flowchart of the simulation is shown in Fig. 1 . For each one of these values, a dataset of DN corresponding to measurements of the white reference (ChB WR in Fig. 1 ) and the target (ChB T) were generated simulating perfectly linear sensors along the different levels of the dynamic range. The average signal loss introduced by the cosine receptor during the intercomparison was used to simulate channel A values (ChA WR). Moreover, since reflectances calculated in SBM and DBM would lead to the same values due to mutual cancelation of Channel A terms in (2) under the same ideal conditions; we decided to change the conditions after the measurement of the reference to compute DBM reflectance, a situation that an unattended system may experience. For that, the simulated linear DN values of both channels corresponding to the target measurements were halved (ChA T 0 , ChB T 0 ). A second dataset was then generated by biasing the DN of the linear dataset with the calibrated fitted responses of each channel (4). The model was inverted to estimate the biased values from the linear (or corrected) ones using the simplex method [35] . Then, we used these datasets to calculate linear (or corrected) and nonlinear reflectances at different levels of the dynamic range.
Experimental uncertainties were calculated as the residuals of the SBM and DBM reflectances against their mean value. The 95% confidence intervals were directly established from the percentiles of the sample of all the residuals between 400 and 700 nm. These experimental uncertainties were assigned to both corrected and biased reflectances, whereas errors propagated from nonlinearity correction were additionally assigned to the linear ones. Nonlinear reflectance values were considered significantly different from the corrected ones when no overlap between any of the 95% confidence intervals existed.
F. Nonlinearity Effects on Photochemical Reflectance Index
The photochemical reflectance index (PRI) [36] was selected to assess the effects of nonlinearity for two reasons: the first one is that one of the narrow bands (570 nm) used in the index was greatly affected by nonlinearity in our instrument under solar irradiance. The second reason is that PRI has been widely used in the study of photosynthetic efficiency and vegetation productivity, where the first is largely related to the level of radiation and the capability of vegetation to convert this into chemical energy through photosynthesis. Under excess radiation, the xanthophyll cycle is triggered, so that the excess of energy is liberated as heat, and a relative decrease of reflectance in a 50 nm width band centered on 531 nm is produced. The process reverses when stress is reduced [36] - [39] . PRI (6) was computed from SBM and DBM reflectances using the "grass" spectra measured in the intercomparison experiment. Reflectances at 531 and 570 nm were linearly interpolated from the adjacent wavebands PRI = ρ 531 nm − ρ 570 nm ρ 531 nm + ρ 570 nm .
III. RESULTS
A. Field Experiment
Clear differences were found in the spectra acquired by the Unispec DC and the other spectrometers involved in the intercomparison experiment. Only the first 8 spectra were close to the nominal reflectance of calibrated panels [ Fig. 2(a) ], whereas 42 showed mountain-shaped reflectance increases of different magnitude centered on 453.1 and 566.9 nm, being more prominent for the "grey20" and "grey75" panels [ Fig. 2(b) ]. These increases were not noticeable in the vegetation spectra, for which reflectance was not known a priori. Aberrant reflectance increases were coincident with the regions where the maximum DN values were reached, occurring only above a certain DN value (Fig. 3) . White reference spectra values were high (> 50 000 DN) in channel B, whereas in channel A values were on average 2.7 times lower. 
B. Characterization of Linearity Under Controlled Conditions
The photoresponse of both spectrometers of the Unispec DC was carefully characterized under controlled illumination conditions covering the entire instrument's dynamic range. In this case, the nature of the illumination source, a quartztungsten-halogen bulb, was different from the solar irradiance received during the outdoors experiment. Consequently, maximum values found in the raw DN spectra were centered at different wavelengths, around 577.0 and 726.7 nm (Fig. 4) . At these wavebands, coefficients of determination (R 2 ) between integration time and output DN were high (above 0.9986 in all the cases). Sensor photoresponses (3) were fit to a seventh degree polynomial model (4), (R 2 = 0.9743 for channel A, R 2 = 0.9581 for channel B). In both cases, the photoresponse of the Unispec DC spectrometers decreased gradually along most of the dynamic range, and dropped abruptly at the top, above 50 000 DN. As can be seen in Fig. 5 , nonlinearity was more acute in the case of the channel B sensor.
C. Nonlinearity Correction
The fitted responses of the instrument, allowed the correction of the field data (5). This resulted in an overall increase of the corrected DN values, which grew larger as the measured values were closer to saturation. Fig. 6(a) shows the corrected and uncorrected raw spectra in DN for all the measurements Fig. 2(b) ]. When reflectance was calculated using the corrected DN, mountain-shaped reflectance increases disappeared [ Fig. 6(b) ]; moreover, slight changes of reflectance occurred in all the spectra and in those regions least affected by nonlinearity.
D. Correction Error Propagation and Experimental Uncertainties
Residuals of the fitted response were propagated through Monte Carlo simulation of reflectance values. Table I shows the averaged values of SBM and DBM simulated reflectances and their propagated uncertainties. Error propagation casted larger dispersions, the larger the reflectance of the target, but these were similar when were normalized by the reflectance (Kruskal-Wallis test, p value > 0.05). Dispersions were larger for DBM than for SBM reflectances in all the cases (KruskalWallis test, p value < 0.05).
The experimental uncertainties corresponding to the intercomparison experiment (the residuals of the mean reflectance) are shown in Table II . The largest dispersions were found in "grey20" reflectance, both for absolute and normalized values. The narrowest confidence intervals normalized by reflectance corresponded to "grey75."
E. Nonlinearity Effects on Reflectance
The computation of SBM and DBM reflectances from modeled linear and nonlinear DN representing different levels of energy in the sensors led to similar results. Fig. 7 shows DBM reflectances and the 95% confidence intervals corresponding to the correction errors and the experimental uncertainties, these are plotted against the uncorrected DN value of the white reference, which is used as an indicator of the signal level along the dynamic range. As can be seen, differences between linear and nonlinear reflectances were significant at the top of the dynamic range, above a different signal level in each case (Table III) , depending on the experimental uncertainty. However, when no experimental uncertainties were considered, nonlinear reflectances were out of the confidence intervals from much lower levels of the dynamic range, especially in the case of the dark targets. 
F. Nonlinearity Effects on PRI
The PRI computed from SBM and DBM reflectances corresponding to the grass plot in the intercomparison were very similar (maximum difference 0.0012). PRI became greatly dependent on the energy level that reached channel B during the white reference measurement, especially when it was above 50 000 DN [ Fig. 8(a) ]. The PRI calculated from corrected SBM and DBM reflectance ranged between −0.0759 and −0.0642, whereas variation was larger when nonlinearity effects were not corrected (from −0.0974 to −0.0650). In order to assess the importance of the biases introduced by nonlinearity, the range of variation of PRI values found in different canopies (−0.12, 0.03) [37] was taken as a reference. Fig. 8(b) shows the variation of the index along the experiment within this range. As can be seen, uncorrected PRI changed its value whenever integration time was readjusted, but decreased again while irradiance increased along the experiment. Linear PRI changes represented 7.60% of the range in [37] , but when computed from nonlinear reflectances, variation increased almost threefold (21.38%).
IV. DISCUSSION
A. Detection, Characterization, and Correction of Nonlinearity
The use of calibrated panels during the intercomparison experiment and the manual setting of integration time allowed the detection of nonlinearity of the Unispec DC unit. Nonlinearity caused DN values lower than expected from a perfectly linear sensor, which mainly affected the white reference measurements in channel B (Fig. 6 ). This eventually produced aberrant increases in reflectance when the ratio target/reference was computed. The photoresponse characterization revealed the existence of nonlinearity in both channels, where sensor and electronics were likely contributors. The method used here to characterize nonlinearity is empirical and relative, and it does assume photoresponse uniformity along the sensor array; this is usually close to ± 1% (± 3% at maximum for Hamamatsu NMOS sensors) [18] . Thus, uncertainties introduced by this nonlinearity correction should be characterized, especially when the radiance source used for the characterization is spectrally different from the irradiance found during the measurements (compare Figs. 4 and 6 ). The coefficients of determination between integration time and instrument output (commonly used to assess deviations from linearity) [9] , [40] were high despite of nonlinearities, which may suggest that this analysis is not always capable to determine the existence of nonlinearity. Spectral differences between the illumination used for the photoresponse characterization and the solar irradiance of the outdoors measurements still allowed data correction, since photoresponse nonuniformity along the sensor array was less relevant than nonlinearity.
The manufacturer of the Unispec DC spectroradiometer used in this paper, PP Systems (http://www.ppsystems.com), conducted a similar experiment with a different Unispec unit (SC instead of DC), but with the same models of spectrometer and sensor, confirming that the nonlinear photoresponses we found were not exclusively shown by our unit, though they were different for each instrument. The correction method here applied was also successfully tested by PP systems, which released an application note on this matter [41] . Nonlinearity would most likely be different for each detector and eventually for each instrument, so the particular results stated here are perhaps unique to our unit. However, nonlinearity is a common problem in spectroscopy, which may be found in each single spectroradiometer to some degree, significant or not. Thus, it would be recommendable to characterize nonlinearity of each instrument, among other sources of error. This is especially important for automated applications where irradiance conditions may exceed an optimal range.
B. Nonlinearity Effects on Reflectance
The Monte Carlo method permitted establishing confidence intervals for the corrected reflectances, which allowed us to determine at which levels of the dynamic range nonlinear reflectances would be significantly different from the corrected ones (and thus, correction would be worthy). In an ideal situation where no uncertainty was associated with reflectance, differences would be significant for most of the dynamic range, especially in the case of dark targets ("grey20," "grass"), since absolute uncertainty of the correction increases with the reflectance value. In this case, the threshold of the dynamic range from where nonlinearity is significant only depends on the magnitude of nonlinearity affecting both sample and target measurements (in one or two channels), and thus on the energy reaching the sensors in each measurement. This is eventually controlled by the irradiance, the instrument configuration and the reflectance of the target.
However, experimental uncertainties must be considered. In our simulation, these were larger or equal than the errors propagated from nonlinearity correction, masking the nonlinearity biases. This way differences were not significant along most of the dynamic range, though effects would still be noticeable in some cases below the 95% of the range. Since the magnitude of experimental uncertainties would be different in each experiment, so would be the significance of nonlinearity; thus, it is not possible establishing an absolute limit for all the cases, as it happens for the different targets compared. Simply avoiding the top of dynamic range may not always prevent instrumental uncertainties from becoming prevalent over environmental or methodological ones. Adjusting the integration time of the sensor to always reach the same percentage of the dynamic range (not strongly affected by nonlinearity) for each measurement would increase precision, providing data more intercomparable, especially if targets' reflectance is similar. However, depending on the accuracy required by the application, data still may not be intercomparable between different sensors or between different instrument configurations. Though correcting nonlinearities may reduce precision, increasing overall uncertainty (when the correction uncertainties were larger than the experimental), it would provide results more accurate and intercomparable. Nevertheless, it would always be advisable to avoid the least linear levels of the dynamic range, where the number of data available to calibrate the fitted responses (4) would also be lower and less representative of the whole sensor response.
The effects of nonlinearity on reflectance would depend on each instrument's response, irradiance, target reflectance, and modes of operation and protocols, and their significance will depend on the experimental uncertainties and the correction errors; whereas the eventual utility of data would be limited by the requirements of each application. Thus, characterizing the linearity and the uncertainties associated with its correction would be recommended (among other tests) before using any instrument. Automatically adjusting integration time for each measurement rather than using fixed values or manual configurations would contribute to the intra-comparability of data; whereas nonlinearity correction may improve comparison of data from different sources when uncertainties analysis recommended it.
C. Nonlinearity Effects on PRI
Nonlinearity differently affects each sensor bin, depending on the quantum efficiency and the radiation sampled, and thus, differently affects each one of the bands combined in a spectral index. Moreover, nonlinearity may become critical when retrieving weak signals such as vegetation responses to radiation using optical information (e.g., fluorescence, PRI [38] , [42] ), since part of the detected response may not be physiological but instrumental. PRI, a spectral reflectance index used for the estimation of light use efficiency (LUE), responds to changes of reflectance at 531 nm, which are compared with reflectance at 570 nm, a reference band mainly insensible to LUE control. PRI (and reflectance at 531 nm) decreases when LUE does. However, in our case nonlinearity photoresponse led to PRI decreases when high levels of energy were measured due to instrument-induced increases of reflectance at 570 nm. How the PRI bands are affected by nonlinearity will depend on each sensor and the illumination conditions, but effects will most likely be different for each band of the index. Therefore, nonlinearity could modify estimations of vegetation responses to radiation, since both bias and LUE may be a function of the same variable. Additionally, biases may happen to other narrowband spectral indexes not analyzed in this paper, though the meaning of these biases may also be different. Thus, those automated systems designed to track plant physiology and vegetation responses to radiation should follow the recommendations here, since the provided optical information may potentially be affected by nonlinearity, misleading responses of vegetation to environmental radiation.
V. CONCLUSION
This paper emphasizes the importance of performing an exhaustive characterization of field portable spectroradiometers before they are used and the need for applying calibration and maintenance procedures. Linearity of NMOS type sensors can be characterized and data can be corrected in post-process. Uncertainties associated with the correction can be quantified and propagated by nonparametric methods.
Nonlinearity may be a significant problem for spectroradiometers, especially if integration time is manually set or fixed, as well as for those automated systems tracking vegetation responses to environmental radiation. In these cases, we recommend characterizing linearity and correcting data when necessary, and avoid the least linear regions of the dynamic range if possible, adjusting integration time for each measurement to operate always at the same levels of the dynamic range.
