Abstract-The fast update rate and good performance of new generation electronic sector scanning sonars is now allowing practicable use of temporal information for signal processing tasks such as object classification and motion estimation. Problems remain, however, as objects change appearance, merge, maneuver, move in and out of the field of view, and split due to poor segmentation. This paper presents an approach to the segmentation, two-dimensional motion estimation, and subsequent tracking of multiple objects in sequences of sector scan sonar images. Applications such as ROV obstacle avoidance, visual servoing, and underwater surveillance are relevant. Initially, static and moving objects are distinguished in the sonar image sequence using frequency-domain filtering. Optical flow calculations are then performed on moving objects with significant size to obtain magnitude and direction motion estimates. Matches of these motion estimates, and the future positions they predict, are then used as a basis for identifying corresponding objects in adjacent scans. To enhance robustness, a tracking tree is constructed storing multiple possible correspondences and cumulative confidence values obtained from successive compatibility measures. Deferred decision making is then employed to enable best estimates of object tracks to be updated as subsequent scans produce new information. The method is shown to work well, with good tracking performance when objects merge, split, and change shape. The optical flow is demonstrated to give position prediction errors of between 10 and 50 cm (1%-5% of scan range), with no violation of smoothness assumptions using sample rates between 4 and 1 frames/s.
I. INTRODUCTION
S ECTOR scanning sonars [1] , [2] are commonly used for object recognition and obstacle avoidance on unmanned underwater vehicles (UUV's) and have the potential for use as surveillance devices in small areas such as harbors. These sonars provide plan position indicator (PPI) image displays of received acoustic energy as brightness levels. Modern devices use electronic scanning [1] (Fig. 1) to provide fast update rates (e.g., 12 frames/s on short range settings). They are preferable in practice to older mechanically scanned devices taking several seconds for each scan [2] .
The fast update rate of electronic scanning opens up a range of possibilities for using the data. Automatic classification of objects in the sonar scan [3] can make use of temporal information in identifying features, thus helping to give a clear distinction between object classes in the feature space. Also, servoing the UUV to hold position relative to an object using sonar position error information becomes possible, since typical UUV's have slow dynamics compared to the sonar update rate. The sonar egomotion can therefore be calculated from the motion of objects in view [9] - [12] .
Essential to these applications is the reliable detection, tracking, and motion estimation of moving objects in a sonar image sequence. The resulting two-dimensional (2-D) object velocity information in the image coordinate system can be used to help describe and subsequently classify the object (as a temporal feature measure [4] - [6] , [31] ) or as input to a pose velocity determination or feature Jacobian estimator for servoing [11] .
In this paper, we focus on an approach to identifying and tracking multiple moving objects in sequences of sector-scan sonar images, to obtain 2-D velocity estimates as a precursor to either of the above applications. Related work, including classification using this data, is reported in [3] - [8] , [31] . We use digitized, scan converted cartesian image data from the sonar as our starting point, without recourse to earlier analog or digitized polar image information. Fig. 1 shows three consecutive partial image frames acquired at 2-s intervals and 10-m range from a Reson Seabat 6012. A diver swims between two pier legs to illustrate the typical nature of the raw data. The principle difficulties in motion estimation and tracking with this data can be summarized as the following. 1) Objects' appearances (henceforth termed observations) 1 can change significantly from frame to frame (Fig. 1 ). 1 As in [3] , data representing a possible target are called observations. The term object refers to the reflecting body in the water column.
II. BACKGROUND

A. Problem Illustration
0364-9059/98$10.00 © 1998 IEEE 2) Single observations may split into several, and vice versa, due to shadowing or sidelobe pick-up at short ranges ( Fig. 1 ).
3) Objects' directions of motion may change suddenly (e.g., diver swimming).
4)
Observations may disappear and reappear from regions other than the image edges, as objects drop in and out vertically from the sonar fan beam.
5) Image sequences contain multiple static and moving observations, which may also merge and separate (e.g., Fig. 2 , where a diver is located adjacent to, and merged with, a pier leg).
6) Inadequacies in image segmentation will produce candidate observations corresponding to noise not objects, which may linger for several frames.
Thus, reliable static feature measures are not available for classification to assist tracking 1), and multiple tracks must often be maintained in noise 6), or when observations split 2), 5). Furthermore, predictions of object movement based on dynamic or statistical models are often incorrect 3), but tracking must be maintained for short periods to allow for vertical drop-out 4).
B. Previous Work
Target tracking has received significant attention over many years, although there is little reported work with application to multiple objects in sector scan sonar. Numerous tracking algorithms have previously been proposed. In system control theory, the track-splitting approach [13] , the maximum likelihood method [14] , and the probabilistic data association filter [15] - [17] are very common optimal estimation methods. Despite the need for predictions of object motion, and assumptions about noise statistics, such approaches could be molded to this application, but have not been openly reported.
Methods based on active contours [18] - [20] exploit a user interactive initialization of the tracking process to perform the detection and segmentation task. If the initialization is well performed, the contour is attracted toward the expected boundary of the moving target. However, observations of moving objects in a sonar image sequence are often small and nonrigid, making initialization difficult. Model-based tracking algorithms [21] - [23] are well suited for polyhedral and manufactured objects where a wire frame model exists. In these methods, 3-D polyhedral models of the objects are given. Detection and segmentation of the moving target thus reduces to a problem of recognition, which for sonar observations requires the motion information as a classification feature [3] - [6] .
C. Paper Structure
To better deal with the difficulties identified in Section II-A, we have chosen to investigate an intuitively appealing approach to observation detection and tracking using frequencydomain filtering, optical flow, and a delayed decision tracking tree. Fig. 3 shows a block diagram overviewing the basic stages, which also provides the paper structure.
Initially, raw digitized sonar images are preprocessed using a median filter to remove noise [3] . To identify and distinguish pixels corresponding to observations of moving and static objects, a frequency-domain technique using lowpass and bandpass filtering has proved effective and is described in Section III. Those observations which are identified as moving then have their motion information characterized (described in Section IV), using an optical flow method from [24] . The method is augmented by smoothing to maintain the velocity gradient constraint in space and time, and an association stage to produce results for only significant observations in the image.
Section V then describes a relaxation method which probabilistically associates velocity information from observations in contiguous frames to perform the tracking. The optical flow data is used both to constrain the search areas and to provide information for matching observations in consecutive images. The degree of match is measured by a compatibility measure and recorded in a tracking tree. As multiple tracks are kept and cumulative totals are maintained, the system has the ability to revise its decisions in the light of new compatibility information, thereby enhancing its ability to deal with noise and false tracks. This delayed decision approach is the principle means of achieving robust performance.
Section VI presents results using test image sequences from [1] containing observations from single and multiple moving and static objects, with observation merging and splitting. Finally, Section VII concludes.
III. DETECTION OF MOVING OBJECTS
Initially, we wish to distinguish those regions in the image data corresponding to moving and static objects (i.e., identify dynamic and static observations). This has two benefits.
1) The number of observations involved in tracking could be greatly reduced, since only dynamic observations need be considered.
2) It provides a method to separate static and dynamic observations which have merged. The separation is performed in the frequency domain [4] (Fig. 4) . All images are first preprocessed using a median filter to reduce noise. At each pixel point in the filtered image data, a one-dimensional (1-D) fast Fourier transform (FFT) is then performed along the temporal axis, using corresponding pixel values from all images in the sequence. Moving and static observations are then identified using the high and low frequency components of this data, respectively. An inverse FFT is carried out on lowpass-filtered frequency-domain data to obtain the static observations. An inverse FFT is also carried out on bandpass-filtered data, to obtain dynamic observations. Binary images containing these static and dynamic observations are subsequently obtained by thresholding the inverse FFT images.
A variety of filters were tested using sequences containing 32 images. The best results were obtained with the static observation lowpass filter cut off at (i.e., simple averaging to obtain the mean values) and the dynamic observation filter's pass band at 1 10 (i.e., dynamic observation filter also attenuates high-frequency noise).
As an example, we consider a sequence of 32 sector scan sonar images of size 240
198. Fig. 5 shows a part of the image sequence (from frames 6 to 9). In the sequence, two divers swim from the bottom toward the top. There are several pier legs around the middle of the scan area. Fig. 6 shows a typical result, where the static and dynamic observations have been successfully separated.
In practice, a time-varying point detected thus may not correspond to a moving object. A random noise signal will also be detected as a dynamic observation using this filtering method. Therefore, in general, the image sequence produced by applying the Fourier filter will contain observations corresponding to both moving objects and noise. To reduce this noise, further processing is necessary, to be described in Section IV-C.
IV. 2-D MOTION ESTIMATION USING OPTICAL FLOW
A. Optical Flow
The separation of static and dynamic observations produces: 1) a single image of static observations and 2) an image sequence containing dynamic observations. From Fig. 3 , the next stage is to estimate the 2-D motion of these dynamic observations relative to the sonar. The approach we have adopted is to employ optical flow [25] and use the changing brightness field between images as a direct measure of relative motion between objects and observer.
Suppose the image brightness at a point in the image plane is given as . Assuming small motion, the brightness at this point will remain constant, so that (1) This equation can also rewritten as (2) where are abbreviations for the partial derivatives of the image brightness and correspond to , respectively, representing the components of the local velocity vector (i.e., the optical flow) along the and directions. Equation (2) is called the gradient constraint equation.
In transferring from optical to acoustic situations, the following assumptions must be satisfied for optical flow to work. 1) Surfaces must have sufficient albedo (change in reflectance co-efficient).
2) The albedo should not change with viewing illumination and direction.
3) The shading should not vary too much from one frame to the next, such as in the vicinity of a specularity. For the acoustic case, changing albedo requires different material to be present across the surface of the target. The acoustic impedance thus changes, resulting in different proportions of absorbed and reflected energy. This assumption is valid for many targets of practical interest, including those used in the experiments. Assumption 1) is therefore valid.
For the case of scattered acoustic reflection, corresponding to diffuse reflection in the optical case, the target strength for a rigid finite rectangular plate is given by [32] ( 3) where and are the sides of the rectangle, is the wavelength, is the angle from the normal, , and are constants, and and are the reflected and incident energy, respectively. The albedo is therefore dictated by the size of the object, the wavelength of the sonar, and the acoustic impedance of the material. This is not a function of viewing or acoustic illuminant direction. The changes in reflected energy are caused by changes in grazing angle and the level of incident energy. The latter is compensated by the sonar in-built time-varying receiver gain, which increases for echoes received at longer range. To a first approximation, the term is similar to the cosine shading law in optics, and assumption 2) is therefore justified. Assumption 3) is more difficult to guarantee, because typically objects are not flat. Thus there could be specular reflections when object surfaces are normal to the sonar. We do two kinds of averaging to deal with this (Section IV-C). Image data is averaged in time and space to reduce the effect of local, isolated specular reflections. We have empirically identified the best filter dimensions for this. Secondly, we also average the optical flow vectors computed at pixels within the segmented observation. The main trend is then used as the velocity estimate for object tracking.
To further assist with assumption 3), we make two additional smoothness assumptions about objects' motions.
1) The variation in position of a given object will be relatively small between frames.
2) The variation in direction of motion of a given object will be relatively small between frames. These are quite reasonable given the 12-Hz 2 sample rate of the sonar at 10-m range, and the typical inertia and drag coefficients of submerged objects, even for situation 3) in Section II-A.
Originally, the brightness derivatives in the gradient constraint equation were estimated using first-order differences [26] , but this is a relatively crude form of numerical differentiation and can be the source of considerable error. Other ways to constrain the velocity have been employed, such as Lucas' method [27] , where estimates of component velocity and 2-D velocity through space and time are used to produce more robust estimates of . Here, the gradient constraint equation is fitted using least-squares minimization. In a comparison of the performance of several optical flow techniques [28] , Lucas' method was found to be the most accurate and robust.
B. Lucas' Method
In Lucas' method, the velocity is estimated by minimizing (4) where denotes a window function that gives more influence to constraints at the center of the neighborhood than those at the periphery. Using least-squares minimization, the expansion of (4) becomes (5) which has the solution (6) To help maintain the optical flow smoothness assumptions, we apply a Gaussian filter to the image sequence in both the space and time domains (i.e., within and between images). This helps attenuate temporal aliasing and quantization effects in the input data. The window size of the smoothing filter is dependent on the standard deviation of the Gaussian filter. In our application, a of 2 was found to give good performance. This results in a temporal window size of 5 frames, (i.e., ), and a spatial window of pixels, (i.e.,
). The least squares minimization on a neighborhood is performed using the following weights for originally given by Simoncelli [29] :
Since the spatial and temporal partial derivatives , , and are estimated from a set of discrete points, it is important that they are consistent. That is, they should all refer to the same point in the image and the same time. While there are many formulas for approximate differentiation, we use a set which provides an estimate of , , and at a point in the center of a cube, each of the estimates being an average of the four first differences taken over adjacent measurements [26] . That is, (8) Fig. 7 shows a typical example of the above optical flow motion calculation on a sonar image, obtained from a Reson Seabat [1] . Fig. 7 (a) is a frame from a sequence of 32 sonar images with 6 pier legs (static objects) and two divers (dynamic objects). In Fig. 7(b) , the optical flow velocity vectors obtained using the dynamic observations image sequence resulting from the FFT filter (Fig. 3) have been superimposed to show the 2-D motion estimate at every alternate pixel (for clarity).
C. Optical Flow of Significant Objects
The above technique is used to calculate the optical flows through the image sequence at each pixel in each dynamic observation(s) image. As mentioned in Section III, these images will contain noise pixels. Clearly, only the optical flow from pixels in a moving observation will be of interest for estimating 2-D motion. To distinguish noise from dynamic observations, therefore, a segmentation algorithm is applied to the dynamic observation image sequence obtained from the FFT filter (Fig. 3) . A 2-D motion estimate for each significant moving observation can therefore be obtained as the average magnitude and direction of the optical flow values for pixels within its boundaries.
The segmentation of significant observations is performed using an automatic thresholding algorithm derived from [30] . This method is an optimal threshold selection which assumes there are only two principal brightnesses (background and observation) in each image. The algorithm is iterative, five to ten iterations usually being sufficient in our application, and is summarized below.
1) Assuming no knowledge about the location of observations, consider the minimum grey level in an image as a pre-estimate of the segmentation threshold. Pixels whose grey level are larger than can initially be regarded as observation pixels. Let be the mean value of those pixels. An initial segmentation threshold can then be defined as 2) At step , compute as the mean observation grey level, where segmentation into background and observation at step is defined by the threshold value determined in the previous step. For all the pixels with , the thresholding algorithm changes the value into . Other pixels values are not changed. 3) Let now provides an updated threshold to segment background and observation. 4) If , halt; otherwise return to 2. To protect the local motion information and to help avoid the break up of an observation, we dilate the output of the automatic thresholding using an isotropic 5 5 morphological operator. The dilation expands the observation by two pixels equally in all directions. Fig. 8 shows an example segmentation of significant observations using the data of Fig. 7(a) . Fig. 8(a) shows the significant observations from the frame shown in Fig. 7(b) after eight iterations. Fig. 8(b) shows the optical flow on the significant regions. Finally, for each significant observation in the image sequence, we calculate the mean optical flow as the average of all the magnitude and direction values for each pixel within the observation boundary. This provides a single unique parameter to characterize the observation's motion. Termed the observation velocity, it provides the primary source of data for tracking through the image sequence. Section VI will present further results demonstrating the method's performance in a range of conditions.
V. OBJECT TRACKING
To perform the tracking function, it remains to associate significant observations in consecutive scans using position and mean optical flow. To be robust, the method must be insensitive to the merging, maneuvering, and shape change difficulties discussed in Section II-A.
We have employed a tracking strategy that constructs on line frame by frame, a tree of possible tracking solutions among the observations in all frames. At each image frame, confidences linking nodes in the tree can be revised as new nodes are created, thus maintaining the current best estimate of likely observation tracks. Confidences are updated using the cumulative difference between prediction and measurement of observation movements through the tree.
Three processing stages are employed. First, the mean optical flow and position of each significant observation are used to determine the associated search region for the observation in the following frame. Second, the mean optical flow values are used to provide a measure of compatibility, quantifying the difference between significant observations in consecutive scans. Third, a tracking tree is constructed which allows the cumulative compatibility measures of multiple possible tracks to be computed each time new information is added. This allows previous decisions to be reassessed and revised, enabling robustness with merging, maneuvering, and changing observation shape.
A. Determining the Tracking Search Region
Consider a significant observation of the th object in the th frame of an image sequence.
has a mean optical flow at the observation center point . If we assume the velocity of the object to be constant and equal to the mean optical flow , then the observation of object in the ( )th frame will have a predicted center point , where (9) and is the time interval between frames and . We call the point the expected position of the observation . In practice, however, the velocity of a moving object is unlikely to remain constant, and the mean optical flow value will not provide an exactly correct measurement of the object motion. Thus, the center of the observation may not move to its expected position . Therefore, to identify the observation in the ( )th frame, we must consider every observation in frame which satisfies (10) where is the center point of the observation and is a constant ( ). The observation is called a neighbor of observation if (10) is satisfied. A neighborhood of an observation is thus the set of all observations which are neighbors of . We call the radius of the neighborhood, as it controls the size of the search region for the neighbors of in the ( )th image. According to our smoothness assumptions (Section IV-A), this neighborhood defines all the possible locations of observation in the ( )th frame. Fig. 11 shows the part of the tree corresponding to the above tracking problem.
B. Matching Optical Flow Values Between Frames
To identify the most likely neighbor of , thus obtaining the providing , we employ a compatibility measure which quantifies the differences in both position and mean optical flow between an observation and all its neighbors.
Considering first the measurement of changes in position, suppose that observation has a mean optical flow at the th frame. If is a neighbor of with mean optical flow at position in the th frame, then a measure of the variation between the expected position and the center point is given by (11) where is the radius of the neighborhood of in the th frame and is the distance between and , that is, . The maximum value of is 1, which occurs when the center of is at the expected position (i.e., ). The larger the distance between and the center of , the smaller the value of . Thus, will approach 0 when approaches . The variation in direction between and can be described by (12) Note that , and that when and have the same direction, while when the direction of is opposite to . Finally, the compatibility between the observation and its neighbor is defined by measuring the changes in both direction and position, thus (13) is called the compatibility coefficient between an observation and its neighbor . Fig. 9 shows the behavior of this metric as values of and are varied over reasonable ranges.
represents a perfect match in position and orientation, progressively reducing with poorer matching. Tracking observation through a sequence of images thus reduces to finding the neighbor of in the next frame which has the highest compatibility coefficient.
C. Observation Tracking Using Tree Search
To enhance the robustness of the tracking method, a tracking tree is constructed, and a record is kept of the best compatibility coefficients for all neighbors of all observations in each frame. Decisions about track selection can subsequently be revised, looking at the compatibility between observations and , as well as previous and subsequent matches. Thus, a large compatibility value caused by the brief presence of a noise observation will not irreversibly commit the tracking procedure to an error. Similarly, brief dips in compatibility caused by temporary merging, maneuvering, and shape changes can be accommodated. A global rather than local view of tracking is thus maintained, such that less likely paths in the tracking tree are reevaluated each time fresh information is added. The cumulative maximum compatibility is computed for each path and the one having the maximum value is reported as the track to the user.
Each node in the tree indicates a significant observation. Nodes at the th level down the tree correspond to the significant observations in the th frame of the sequence. If the node corresponding to the th object in the th image is represented as , then its child will correspond to the neighbor in the image sequence. As an example, we consider a seven-frame sequence (Fig. 10) . In this figure, a significant observation is indicated by its mean optical flow vector , and each frame contains all the neighbors of the observations in the previous frame.
For each contiguous track through the tracking tree, starting with the th object at the th level, we can compute a cumulative compatibility measure or a confidence value ( ) defined as (14) as per (13), for all observations present down to the th level (where ). Hence, the tracking problem reduces to finding the path with the maximum confidence value. To do this, however, we do not need to keep all the linkages between significant returns in consecutive images, i.e., we do not need to record compatibility values for all the links between parents and children. For each child we keep only the link with the maximum compatibility measure. Thus, parents may have multiple children but each child is normally only linked to one parent in the tracking tree.
Hence, the tracking procedure is as follows. 1) On initialization, assign the compatibility coefficients and the cumulative confidence values , and set . 2) At the th level of the tracking tree, calculate the compatibility values between all the nodes in this level, , and all their parents, , in the th level. 3) For each child, , at the th level of the tree, keep the linkages to the parent, , in the th level with the highest compatibility value. If there are several links all with the maximum value, then keep all of these links. 4) If at the last level of the tracking tree , stop; otherwise let and go to step 2. 5) Compute the cumulative compatibilities of each surviving path using (14) and output the path(s). The result of applying this algorithm to the tracking problem depicted in Fig. 10 is shown in Fig. 12 . At each node, there is a number which is the compatibility value between the node and its parent. An underlined number indicates a local maximum. Fig. 13 shows all three of three candidate tracks maintained for possible future revision.
Practical results for this method are presented in Section VI. 
VI. EXPERIMENTAL RESULTS
Results are presented from five image sequences obtained from a Reson Seabat [1] sector scan sonar operating around the Northern Lighthouse Board pier, Oban, Scotland. This sonar is currently the industry standard for fast update electronic scanning. The image sequences contain both static objects (pier legs) and moving objects (divers), and illustrate conditions 1), 2) and 5) in Section II-A. Data was subsampled from 12 to 4 frames/s over 8 s, giving sequence lengths of 32 frames. In each case, results are presented as follows. Initially, two frames from the unprocessed image sequences are shown to illustrate the nature of the data. To present the tracking results, a table of candidate observations' cumulative compatibility measures or confidence values [ , (14) ] at the end of the sequence is presented. An accompanying figure shows connected centroids of the observation with the highest resulting confidence value in successive scans, overlaid onto segmentations of the object. Dark regions are the observation segmentation at the beginning of the sequence. Bright regions correspond to the end of the sequence.
To illustrate the performance of the optical flow, graphs are presented showing changing values of and through the sequence, for the observation with the highest confidence value. The former illustrates the closeness of match between predicted and measured optical flow values for the selected object, and the latter the difference between predicted ( ) and measured ( ) locations of the observation. Whilst both provide a measure of the optical flow performance, they assume the underlying segmentation is working perfectly, and therefore has no influence on the measured location ( ) of the observation in the next scan. In reality, this is not the case, since poor segmentation will displace an observation centroid independent of any object motion.
To assess the impact of the segmentation performance, changing values of are also obtained using a manual es- timate of provided by an independent human observer ( Fig. 14) .
Using the raw sonar data, the observer indicated the position of the centroid of the given observation in the next scan (i.e.,
). The observer therefore manually carried out both the tracking and segmentation functions to provide an estimate of the "correct" answer. Inspecting this manually obtained value of in conjunction with the value obtained automatically , we can further qualify the optical flow performance measure given by as follows.
• and both small: For both automatic and manual segmentations, the predicted observation position agrees broadly with . Therefore, optical flow is probably providing good estimates of magnitude and direction of observation motion, and the manual and automatic segmentations are roughly in agreement. Reasonably high values of could be expected.
• Small , but large : If there are high values of , the small value of implies the optical flow motion estimate providing from is approximately correct (i.e., in agreement with a human observer's assessment). Therefore, the large automatically (Fig. 15) shows a single diver moving left to right with four static pier legs surrounding. The appearance of the diver is changing due to additional acoustic echoes from exhaled air bubbles in the water column. After frame 17, the segmentation therefore splits the diver observation into several components. This sequence therefore exhibits difficulties 1) and 2) in Section II-A. The sequence is 32 frames long sampled at 4 frames/s. Table I shows the final values of cumulative compatibilities for each surviving path using (14) (i.e., ). Five paths through the tree remained.
Figs. 16 and 17 show the tracked observation centroids and the graphs of and automatic/manual measurement of . For the first 17 frames, is high and and are both low. We conclude that the optical flow is providing good motion estimates (around 20 cm of prediction error), segmentation is working well, and hence good tracking performance is observed. After segmentation splits the observation in frame 17, etc., becomes more variable whilst remaining basically large. However, remains small whilst grows successively larger. From inspection of Table I, the values  of show very little difference, indicating there is no clear distinction between possible tracks. This is confirmed by empirical observation of the sequence, where there is no clearly correct observation to follow after break up. The manual location of the observation centroid made by the human was different to that of the automatic tracking, which accounts for the increase in . The uniformity in values of correctly indicate the difficulty in making a choice. We conclude that the tracking strategy made appropriate choices and performed as well as could be expected, given the observation break up from segmentation. The motion estimates were still surprisingly good (producing between 20 and 90 cm of prediction error), even though only a portion of the observation was being tracked. Improvement could only take place using classification information to distinguish the diver from the bubbles, and thus influence the choice of observation at break up.
B. Example 2: Two Moving Objects
In this example, two divers swim around six pier legs (Fig. 18) . As previously, the divers' appearances are changing, and may split into several parts, exhibiting difficulties 1) and 2) in Section II-A. The further complication of two moving observations is introduced. The sequence is 32 frames long sampled at 4 frames/s.
From Fig. 20(a) , observation 1 provides consistently good optical flow estimates, with occasional deviations. The manual Fig. 21) , very weak echoes were detected in frames 8 and 11 of the sequence, leading to poor segmentation performance. The values of (see Table II ), , and reflect this. However, the maximum tracking error is 13 pixels, which is less than the average diameter of the significant objects, and corresponds to a distance of approximately 50 cm. Therefore, the performance is still reasonable.
C. Example 3: Merging Returns
This example considers the case where a moving and a static object merge (Fig. 23) . Here a diver swims adjacent to a pier leg, and their observations merge in the sonar scan (Fig. 22) . Difficulties 1), 2) and 5) from Section II-A are thus encountered in tracking. The sequence is 16 frames long, sampled at 1 frame/s.
From Table III , the compatibility coefficients are generally less than those in previous examples. This is entirely due to the reduced sampling rate, which also reduces the correctness of the smooth motion assumptions in Section IV-A. Correspondingly smaller values of are also observed. However, the values of and are consistently similar and small, with maximum motion prediction errors of 40 cm. The optical flow (Fig. 24 ) motion estimates are adequate, therefore, and the segmentation is working well. The success of this example in dealing with observation merging is largely due to the FFT filter successfully distinguishing the moving diver from the static pier leg. 
D. Example 4: A Moving Sonar Platform
Finally, the case of a moving, rather than static, sonar head is considered. Fig. 25 shows frames 1 and 28 from a 32 frame sequence sampled at 4 frames/s. The sonar head was rotated left to right about its vertical axis, whilst scanning a scene containing static pier legs. This gives the impression of observation motion in an arc from right to left.
The value of (see Table IV ) is consistently greater than 0.9, with and in agreement, and position prediction errors between 5 and 20 cm. A small perturbation in the otherwise smooth trajectory of Fig. 26 is observed, due to changes in the apparent shape of the object, reflected in its segmentation and subsequent centroid location.
VII. CONCLUSION
This paper has presented an approach to the segmentation, 2-D motion estimation, and subsequent tracking of observations in noisy sector scan sonar images. Typical problems of observations changing appearance, merging, maneuvering, and splitting due to poor segmentation were identified, and the FFT filter, iterative thresholding, optical flow calculation and tree search tracking proposed as a robust and suitable solution.
We have demonstrated the difficulties of performing good segmentation across a range of conditions with object appearance changing, as well as the advantages of the FFT filter in distinguishing merged static and moving observations. Lucas' method of optical flow calculation has been shown to work adequately with sonar images sampled between 1-4 frames/s, and the smooth motion assumptions have been validated in these conditions, with the assistance of some Gaussian filtering. Position prediction errors between 10 and 50 cm were observed on the 10-m range setting (1%-5% of scan range) using the optical flow motion estimates thus derived.
We have further demonstrated a tree-based tracking strategy, with deferred decision making, using confidence values obtained from cumulative matching between predicted and measured optical flow vectors. The strategy has been shown to work adequately with changing observation appearance, observation break-up due to poor segmentation, and merging of static and dynamic observations. The deferred decisionmaking approach allows final decisions about tracks to be postponed until more information is available, and thus enhances robustness.
In the future we plan to extend the system to cater for targets that have a mixed static/dynamic behavior or targets that enter and leave the sonar scans after initialization. In addition, we will also better integrate tracking with classification. Track selection can then be based on more general static and temporal feature measures from each observation, as well as the optical flow information, for even greater robustness. Some formal analysis of the relationships between objects' velocities, FFT filter cutoff frequencies, and the size of matching search regions would be useful for guiding future designs. Finally, the use of classification and tracking performance to assist with selection of segmentation thresholds and parameters requires a more detailed examination.
