Abstract: Extending single attosecond pulse technology from currently sub-200 eV to the so called 'water window' spectral range may enable for the first time the unique investigation of ultrafast electronic processes within the core states of bio-molecules as proteins or other organic materials. Aperiodic multilayer mirrors serve as key components to shape these attosecond pulses with a high degree of freedom and enable tailored short pulse pump-probe experiments. Here, we report on chirped CrSc multilayer mirrors, fabricated by ion beam deposition with sub-angstrom precision, designed for attosecond pulse shaping in the 'water window' spectral range. Guerassimova, J. Feldhaus, C. Gutt, G. Grübel, S. Eisebitt, A. Beyer, A. Gölzhäuser, E. Weckert, M. Grunze, I. A. Vartanyants, and A. Rosenhahn, "X-ray holographic microscopy with zone plates applied to biological samples in the water window using 3rd harmonic radiation from the free-electron laser FLASH," Opt. Express
Introduction
Multilayer XUV/soft X-ray mirrors are key components for steering attosecond pulses from high harmonic radiation [1] . These pulses pave the way towards the observation of electron dynamics in atoms, molecules or solid surfaces/nanostructures with an unprecedented temporal precision [2] [3] [4] . Aperiodic multilayer mirrors exhibit the required degree of freedom for the tailored shaping of attosecond pulses in the XUV/soft X-ray range [5, 6] . Extending the current attosecond technology [7] to the so called 'water window' spectral range between the carbon 1s (284 eV) and oxygen 1s (543 eV) states may enable not only the generation of ever shorter isolated pulses [8] , but could allow to access deeper electron core levels which may facilitate the investigation of electron dynamics in bio-molecules [9, 10] . The material combination of chromium (Cr) and scandium (Sc) is the most appropriate choice for multilayer mirrors in the 250-400 eV photon energy range [11, 12] , where a maximum normal incidence reflectivity up to 32.1% (in the vicinity of the Sc 2p-edge at 398.7 eV) and a typical interface roughness down to 0.32 nm has been realized for periodic small-bandwidth multilayer by magnetron sputtering technique [13] . Up to now broadbandwidth aperiodic CrSc multilayer mirrors have been investigated only theoretically for the 'water window' [14, 15] or have been realized at grazing angles for the keV range [16] . Previous experiments have shown that aperiodic multilayer mirrors can control the attosecond pulse dispersion around 100 eV [5, 6, 17] being used for resonant excitation of distinct atomic core states [18] . Extending this control, into the 'water window' spectral range, requires multilayer optics of sub-angstrom layer precision as their spectral amplitude and phase are extremely sensitive to even the smallest thickness errors of only a fraction of the nominal layer thickness [19] being typically around 1 nm [20] . Here we present one periodic and two aperiodic chirped CrSc multilayer mirrors, designed via numerical algorithms [21] , fabricated by ion beam deposition, and characterized by hard-and soft X-ray reflectometry. We show excellent agreement between the simulated reflectivity (based on the ideal multilayer design) and the measured reflectivity, which allows for a retrieval of the experimentally realized multilayer stack structure. By using the measured reflectivity and calculated spectral phase data (derived from the experimental multilayer structure) the temporal response to a chirped single attosecond pulse at ~320 eV has been calculated.
Ion beam deposition methodology

Deposition procedure of the multilayer
Periodic small bandwidth CrSc multilayer mirrors, as well as aperiodic broadband multilayer mirrors, have been fabricated using a load-locked dual ion beam deposition machine, utilizing (neutralized) 600 eV krypton ions at a background pressure of 10 −7 Pa, sketched in Fig. 1 . Each layer thickness has been controlled via its deposition time. Typical sputter rates for both materials are below 0.1 nm per second and have been calibrated using surface profilometry as well as in situ spectral ellipsometry. Sputter time calculations are based on a numerical model, to compensate both for inter-diffusion losses and systematic deposition variations, e.g. shutter response times. The deposition system contains an automatic sample load lock for substrates up to 6 inch, two filament-less radio frequency ion beam sources for target material sputtering (deposition source), as well as ion-assisted deposition (assist source) and four target wheels (400 mm). The substrate holder is spinning during deposition with a spinning frequency of 40 rpm and a R/θ shaper is being used for shaping the particle flux laterally for graded multilayer growth or high lateral homogeneity film thickness growth.
Lateral homogeneity and vertical precision
A shaper has been designed to improve the lateral homogeneity as displayed in Fig. 2(a) . Deposition rates with and without the shaper have been determined by surface profilometry and XUV reflectivity measurements (comparing the central energy) on a set of molybdenum and silicon (MoSi) multilayer mirrors at various radial positions on the substrate holder. The lateral homogeneity could be improved from about ± 5% to less than ± 0.5% across the full diameter of the substrate holder. For typical 1 inch substrates the maximum homogeneity deviation is less than 0.2%. The shaper is routinely used for the CrSc multilayer deposition results described in the following. Besides lateral homogeneity, the deposition rate depends as well on the sample height and has to be understood and taken into account for a correct mirror design implementation. This pure geometrical dependence can be retrieved analytically from the distance D between the imaginary target point of divergence and the substrate holder as the tapered surface of the ablated material beam scales quadratic with the distance. The relation of the sputter rate dependent on the sample height reads like:
where Γ indicates the rate, N the number of particles, A the area, h the sample height and d is the distance from the sample surface to the extended target focus as imaginary point source (1: reference norm level, 2: various sample heights). The target rates have been calibrated by a lift-off procedure and consecutive surface profilometry. Figure 2 (b) shows the measured deposition rate normalized to a 525 µm thick standard silicon wafer. The deposition rate of a standard 1 inch substrate deviates from this silicon wafer by ~3.5% and would manifest itself in an equal shift in the central energy.
Multilayer deposition precision
Study of the top layer oxidation
Detailed analysis of the top layer of a multilayer mirror is essential to correctly model its reflectivity as it influences the superposition of the incident and reflected radiation. Many materials oxidize when being brought to atmosphere, where sputtered material is lost to build the 'natural' oxide layer. We use spectral ellipsometry in situ and ex-situ within a wavelength range of 380-1800 nm to study such oxidation processes [22] . Spectral ellipsometry allows one to retrieve both the optical constants and the layer thicknesses of simple structures from the measured ellipsometry parameters tan / and -, 
where r p,s are the reflection coefficients and φ p,s indicates the phase of the p and s polarization, as a function of the spectral wavelength. An about 8 nm thick single layer of the material (Cr, Sc) was deposited on silicon wafers. The natural SiO 2 -layer thickness of the wafer was retrieved by ellipsometry before the coating and the grown material thickness was analyzed directly after the coating process without bringing samples to air. We fitted the measured data with a three layer (Si, SiO 2 , Cr/Sc) model, displayed in Fig. 3 . Fig. 3 . Ellipsometry parameters psi (red) and delta (green) and the corresponding fitted model (dashed black). Data is taken from samples with pure 8 nm thick layers of (a) chromium and of (c) scandium, and is compared to data measured after 24h oxidation (b) Cr/Cr 2 O 3 , and of (d) Sc/Sc 2 O 3 , respectively. In (b) additional data after one year of oxidation is included, showing no measurable change and indicating that chromium is well suited as passivation layer.
After analysis, the samples have been brought to air for 24 hours, before being analyzed again to study the built up oxide layers and the thickness loss of the material layer from which it is built. The optical constants of chromium and scandium have been measured previously from optically thick bulk samples. The optical constants for chromium oxide were taken from the Woolam database whereas scandium oxide was approximated with a Cauchylayer [23] (with the Cauchy parameters A = 1.163, B = 0.01493, C = 0.0065) since it is impossible to measure the optical constants of such thin dielectric layers directly. As result, we found that a loss of 0.31 ± 0.04 nm of chromium forms a 1.40 ± 0.46 nm thick Cr 2 O 3 layer and 2.92 ± 0.29 nm pure scandium forms a 6.72 ± 0.24 nm thick Sc 2 O 3 layer. This is in full agreement with profilometry which showed a gain of 1.3 ± 0.7 nm for Cr/Cr 2 O 3 and 3.9 ± 0.8 nm for Sc/Sc 2 O 3 compared to a pure 200 nm bulk. Throughout the following chapters reflectivity simulations and designs take into account the built up oxide.
Mirror design implementation
Beside systematic deviations of the sputter machine and analyses of the top layer oxidation, last but not least, detailed knowledge about the interface losses of each distinct material combination is important to ensure a correct simulation and implementation of a multilayer. The interface loss of our CrSc multilayer system has been analyzed in comparative studies of single layer and multilayer stacks using again surface profilometry. Our measurements showed no interface loss for our ion beam sputtered CrSc multilayer system in contrast to magnetron sputtered systems [13] .
Characterization by soft/hard X-ray reflectometry
We have evaluated the vertical periodicity accuracy [24] with respect to systematic and random layer thickness deviations inside the CrSc multilayer system, by fabricating a periodic CrSc multilayer mirror with an intended period thickness of d = 1.953 nm and a period number of N = 400 on a Si (100) substrate. The mirror design was chosen according to a near normal incidence (5 degree off normal) peak reflectivity at a photon energy of 320 eV. The total deposition time of this multilayer system was about 5 h. The periodic CrSc multilayer has been analyzed by soft X-ray reflectometry at the reflectometry beamline 6.3.2 at the Advanced Light Source [25] . The results are depicted in Fig. 4(a) . Figure 4(b) shows additionally the witness sample, measured now by Mo-K α grazing incidence reflectometry using a laboratory X-ray diffractometer. Both measurements have been evaluated with respect to the period thickness d, the γ-factor, representing the ratio of the scandium layer thickness to the multilayer period, and the Nevot-Croce [26] interface roughness factor σ. Reflectivity simulations and reflectivity fits have been performed using a self-written multilayer Fresnel code. Throughout this paper, the tabulated values of the atomic scattering factors from Henke and Gullikson [27] for Cr and Sc have been used and bulk layer densities have been assumed. Soft X-ray reflectometry measurement performed at 5 degree off normal reveals a peak photon energy of 319.6 eV and a peak reflectivity of 3.9%. The average period thickness is 1.955 nm and the interface roughness can be estimated to 0.502 nm. The measured reflectivity bandwidth is only slightly larger than expected from the simulation. This indicates a very high vertical periodicity of the deposited multilayer stack with almost negligible random thickness errors. This is confirmed by hard X-ray grazing incidence reflectometry. It reveals a period thickness of 1.956 nm with a multilayer interface roughness of only 0.235 nm, again with very sharp and high contrast Bragg peaks due to the high periodicity of the multilayer stack. While the period thickness and the γ-ratio of both measurements almost perfectly agree, the deviation in the evaluated interface roughness parameter (0.502 nm to 0.235 nm) can be attributed to contamination of the Sc layers. An energy dispersive X-ray spectroscopy measurement indicates ~13% Cu contamination stemming from the target backing plate, which severely affects the soft X-ray peak reflectivity, while it has only minor influence to the hard X-ray reflectometry measurement. For the aperiodic multilayer results described in chapter 4, we have suppressed the contamination of the Sc layers by mounting a larger Sc sputtering target, which diminishes the spill-out of the ion beam on the backing plate. Furthermore, the different penetration depth of the soft and hard X-ray radiation may reveal different roughness values, because accumulating roughness as well as the interface Power Spectral Density [28] is weighted differently.
Characterization by surface profilometry
As third measurement, the total multilayer stack thickness has been measured by surface profilometry. A set of 24 line scans across different positions of a shadowed deposition edge has been performed. The measured overall thickness together with the mean value and the targeted total stack thickness, based on the calibrated single layer deposition rates of Cr and Sc, is plotted in Fig. 5 . The average total stack thickness of 782.959 nm, with a standard deviation of SD = 0.703 nm, differs from the target value (782.3 nm) only by about 0.6 nm (after the deposition of 400 periods). 
Comparison of the methods
In summary the retrieved data from different measurement techniques shows a remarkable agreement with the design based on the model in section 3.2, listed in Table 1 . The absolute period (layer) deviation is 0.15%. This is the necessary prerequisite for the fabrication of aperiodic chirped multilayer coatings as will be proven in the following. Both the spectral reflectivity amplitude and the phase respond very sensitively to even the smallest layer thickness deviations on an atomic 0.1 nm scale. 
Chirped multilayers
Based on the layer accuracy achieved on the periodic CrSc multilayer results, as presented in chapter 3, we have simulated and optimized a set of two different aperiodic broadband CrSc multilayer mirrors aiming for the reflection of single attosecond pulses from the high harmonic plateau in the 'water window' spectral range around a photon energy of 326 eV. High Harmonic Generation (HHG) sources producing single isolated attosecond pulses, with pulse durations of 80 as [8] or trains of 63 as pulses [29] , are possible based on few cycle intense near-infrared (NIR) laser pulses from carrier envelope phase stabilized Ti:sapphire amplifiers, which are converted into a high harmonic spectrum ranging into the XUV spectral range by non-linear frequency conversion in a rare gas medium (e.g. Ar, Ne, He) [3, 30] or solid [31] [32] [33] . In the past XUV optics have been used to filter and shape these single attosecond pulses from the almost unmodulated plateau region of the high harmonic spectrum [34, 35] and compress these pulses down to its Fourier limit by dispersion correction [36] . While time resolved attosecond experiments have been achieved in the sub 100 eV XUV photon energy range [3, 37] , very recently, with improved laser sources and multilayer optics, this time resolution has been extended to the 100-150 eV photon energy range [4] . With ever improving few cycle laser development towards higher pulse energies, this regime will soon be extended into the 'water window' soft X-ray spectral range, making new exciting time resolved attosecond experiments on e.g. charge transfer dynamics in bio-molecules possible. Using thin filters for attosecond pulse shaping in this energy regime is limited to fixed opening and absorption edges of the used material and thus restricts the degree of freedom. This leaves multilayer mirrors as the only components for tailor-made spectral filtering and shaping an attosecond 'water window' pulse. For that reason, we have developed a chirped aperiodic CrSc multilayer optimized for reflecting sub-70 as pulses from HHG at central photon energy of 326.3 eV (Ar L 1 -edge) with a bandwidth of about 30 eV for future resonant attosecond photo ionization experiments.
Characteristics of the chirped CrSc multilayer mirrors
The two different aperiodic CrSc multilayer mirrors have been optimized by the thin film program Optilayer, a Fresnel code coupled to a needle optimization algorithm [21, 38] . While one multilayer has been designed for introducing an averaged negative chirp (within this paper, the group delay dispersion is the negative second derivative of the spectral phase, GDD = -d Fig. 6 , each of them containing around 95 individual layers. The design has been chosen according to their robustness of GDD against small layer thickness errors, which will be proven at the end of this section. Typical layer thicknesses are between 1 and 2 nm, with thinnest layers going down to 0.5 nm. For both designs a top layer of 1.4 nm Cr 2 O 3 out of 0.3 nm Cr has been included in the model. These designs principally prove the large degree of freedom in customizing 'water window' attosecond pulses both in space and time using CrSc multilayer mirrors. After the experimental realization of both designs, we first checked the accuracy by surface profilometry. The total stack height, including the oxide layer, for the negative one was calculated to be 131.2 nm and for the positive one 130.9 nm. Out of the profilometry data we retrieved a measured total stack height of (131.4 ± 0.6) nm for the negative and (131.1 ± 0.7) nm for the positive mirror which is in well agreement with the target stack height. The second accuracy check was done by Mo-K α grazing incidence reflectometry, since this method is well known to be sensitive especially to aperiodic multilayer systems. The measured and fitted data is plotted in Fig. 7 . Fig. 7 . XRR measurement (green) and the fit (blue) for the negative multilayer mirror in (a) and for the positive one in (b), respectively. The negative mirror has been fitted with a roughness parameter of σ = 0.22 nm whereas the positive shows a slightly lower value of σ = 0.206 nm. The noise level of the XRR measurement is on the order of approximately 3.5x10 −7 . Therefore the measurement data for the negative mirror is clipped at around Θ≈2.5° whereas the positive mirror extends up to Θ≈3°.
For the fitting procedure, we assumed a perfect implementation of the start design of Fig.  6 , thus no thickness errors were included in the fit. The only fitting parameters we have optimized for the agreement with the measurement data were the roughness parameter and the chromium oxide layer thickness (together with the necessary chromium loss) within the error range which has been determined ellipsometrically in section 3.1. Although there are only these fitting parameters allowed, we find a nearly perfect agreement between the simulated aperiodic systems and the XRR measurement. Together with the profilometry data, this is a strong indication of an accurate implementation of the chirped multilayer systems. XUV reflectometry measurements of both chirped multilayer systems are presented and discussed in chapter 4.2.
The introduction of chirp upon reflection can be visualized by standing wave simulations. The electrical field intensity (electrical field squared), normalized to the incoming intensity, has been calculated from the design at the surface and inside both multilayers and is displayed in Fig. 8 . It is clearly shown, that the standing wave peak position decreases in photon energy in case of the negatively chirped system shown in Fig. 8(a) , while it increases with increasing depth for the positively chirped multilayer in Fig. 8(b) . The negatively chirped mirror thus delays the lower energy pulse spectrum with respect to the higher energy pulse spectrum. The second mirror shows the opposite dispersion effect and was designed for comparison. 
Soft X-ray reflectometry and layer errors
A comparison of the simulated and measured soft X-ray reflectivity for the negatively and positively chirped multilayer mirror is shown in Fig. 9 . The measurements were performed by soft X-ray reflectometry at the beamline 6.3.2 of the Advanced Light Source at an incidence angle of 45 degree [25] . The design simulations were performed using a selfwritten algorithm and the start designs from Optilayer [21] . An average Nevot-Croce roughness factor of σ = 0.49 nm has been retrieved from simulations to account for interfacial imperfections. Both the central energy and the side peaks of the measurements and the designs coincide very well and indicate a nearly perfect experimental implementation of the simulated multilayer stack designs of Fig. 6 . Also shown is the calculated evolution of the GDD within the reflectivity bandwidth of both multilayer, indicating an averaged GDD of ± 8000 as 2 . Both multilayers are very similar in terms of peak energy, spectral bandwidth and peak reflectivity and only differ by the sign of their group delay dispersion. Note that the spectral multilayer phase (and thus the GDD) is not accessible by simple reflectivity measurements. Measurements of the spectral phase in soft X-ray reflectometry have been reported by detecting the standing-wave assisted total electron yield from the multilayer surface as a function of the photon energy around the Bragg peak [39, 40] . While this method is very suitable for periodic multilayer systems, its accuracy is limited when applied to aperiodic systems with a weak standing wave. On the other hand one can characterize the spectral phase with two attosecond methods, the RABBITT-technique (Reconstruction of Attosecond harmonic Beating By Interference of Two-photon Transitions) [41, 42] or by attosecond photoelectron streaking spectroscopy providing access to a full characterization of the reflected attosecond pulse in amplitude and phase [5, 8] . However, for the 'water window' spectral range the implementation of both attosecond techniques has not been established yet due to a lack of sufficient photon flux from HHG attosecond sources in this spectral range. Here we analyze and estimate the influence of the layer errors on the reflectivity and the GDD via simulations. The rather perfect match of the designed and the measured reflectivity curves in Fig. 9 proofs the correct elimination of systematic deposition errors and leaves only random errors to be analyzed. Here we compare both the simulated reflectivity and the GDD of the original design of the negatively chirped multilayer with that of slightly modified designs. The designs have been chosen randomly by joggling each layer thickness within predefined limits and we have calculated the merit function (MF) of the reflectivity as well as the corresponding averaged GDD value to analyze the quality of reflectivity and GDD simulations:
where N is the total number of wavelength sampling with an integer i representing the position of the sampling equally spaced. 100 designs have been averaged per allowed error and both the reflectivity and the GDD deviations have been calculated. Designs with an overall stack height deviation of more than 0.8% have been left out due to inconstancy with profilometry investigations. From Fig. 10(a) can be deduced, that the average random thickness error is less than 0.5%, corresponding to an average layer thickness error of approximately 0.05 angstrom. Figure 10(b) shows, that the mean GDD value stays nearly constant independently of the layer errors. The upper limit of the layer errors of 0.5% corresponds to a maximum mean GDD error of approximately ± 150 as 2 .
To summarize the results, we have a standard deviation of ~0.024% in the XUV reflectivity and a mean GDD of −8090 ± 150 as 2 for our aperiodic negatively chirped CrSc multilayer mirror. 
Time domain simulation
An attosecond pulse from the high harmonic plateau regime, with a positive GDD of + 8000 as 2 in the energy range of the mirror, has been assumed, which is reflected off the negatively chirped mirror. The resulting pulse after reflection is displayed both in the spectral and in the temporal domain in Fig. 11 . As a result, the pulse is compressed to a single 69 as pulse with an almost symmetric temporal pulse form and very minor pre and post pulse contributions. The pulse is almost compressed to a Gaussian Fourier limit of 66 as given by the spectral bandwidth of the multilayer of 27.5 eV. Please note, that the assumed positive GDD of 8000 as 2 of the HHG plateau at 326 eV probably exaggerates the real GDD in the harmonic spectrum in this photon energy range by a factor of four [43] . However, the development, optimization and fabrication of negatively chirped multilayer mirrors with less GDD in the −1000 as 2 to −2000 as 2 range is even easier to achieve. In this respect, the current results display the high dispersion scenario possible to achieve with a single multilayer reflection. 
Conclusion
We have shown the ability to realize multilayer structures by ion beam deposition with subangstrom precision, by compensating all systematic errors which arise from the deposition procedure. Based on that, we have realized two chirped CrSc multilayer mirrors for the 'water window' photon energy range with an averaged group delay dispersion of approximately ± 8000 as 2 . Such chirped mirrors can be used in the near future to e.g. compress single attosecond pulses from the HHG cutoff region to its Fourier limit below 70 as pulse duration. A good agreement between the targeted and measured reflectivity was found and the desired spectral phase was derived from simulations. Direct temporal attosecond pulse measurements by attosecond electron streaking will be a task for the near future, when HHG sources with sufficient photon flux in the cut-off region, applicable to generate single attosecond pulses, reach up to approximately 350 eV.
