We propose a multiscale approach to data integration that accounts for the varying resolving power of different data types from the very outset. Starting with a coarse description, we match the production response at the wells by recursively refining the reservoir grid. A multiphase streamline simulator is used for modeling fluid flow in the reservoir. The well data are then integrated using conventional geostatistics, for example sequential simulation methods. There are several advantages to our proposed approach. First, we explicitly account for the resolution of the production response by refining the grid only up to a level sufficient to match the data, avoiding overparameterization and incorporation of artificial regularization constraints. Second, production data are integrated at a coarse scale with fewer parameters, which makes the method significantly faster compared to direct fine-scale inversion of the production data. Third, decomposition of the inverse problem by scale greatly facilitates the convergence of iterative descent techniques to the global solution, particularly in the presence of multiple local minima. Finally, the streamline approach allows for parameter sensitivities to be computed analytically using a single simulation run, thus further enhancing the computational speed.
Introduction
It is now well-recognized that incorporation of production history into geostatistical models is necessary for reliable reservoir descriptions. Reservoir models derived from static data need to be further revised by integrating dynamic data to account for flow characteristics of reservoirs. [1] [2] [3] We have recently proposed a streamlinebased production-data integration technique for high-resolution reservoir models. 4, 5 Although the streamline-based inversions can be orders of magnitude faster than finite-difference-based productiondata integration techniques, there is still room for improvement in computational efficiency to accommodate for larger model sizes, such as models consisting of millions of gridblocks. Furthermore, there are additional issues related to the ill-posed nature of inverse problems, the form and relative strengths of regularization functionals during inversion, and, more importantly, convergence of the solution to local minima when using iterative descent techniques for minimization.
Inverse problems associated with reservoir characterization are typically underdetermined; that is, we have a large number of unknowns and relatively few data points. A consequence of the illposed nature of these problems is the difficulty associated with the stability and uniqueness of the solutions. A common approach to addressing this issue is through the introduction of prior constraints or regularization. 6 Such constraints generally take the form of penalty functionals that are minimized in conjunction with the data misfit. For example, the prior constraint can be a model "norm" constraint that quantifies the deviation of the model from a prior model, or a model "roughness" constraint in the form of a specified model-parameter covariance. However, such regularization merely replaces one form of nonuniqueness with another. For example, one common source of nonuniqueness is the relative strengths of the regularization terms that must be specified during inversion. Another source will be the form of the regularization functional itself.
Inversion of multiphase production data is highly nonlinear in nature. This leads to the existence of numerous local minima in the objective function. These local minima impede iterative techniques from finding the global minimum unless the initial model is already in the close vicinity of the final solution. Although global optimization techniques, such as simulated annealing and genetic algorithms, are designed to circumvent these difficulties, the use of these techniques for production-data integration can be computationally infeasible.
Both the problems associated with the ill-posed nature of the inverse problem and the difficulties with the existence of local minima can be effectively addressed by decomposing the inverse problem by scale. Starting with the largest scale (and thus, with the fewest parameters), the inversion progresses to successively smaller scales until there is no further improvement in data misfit. This multiscale approach to inversion offers a number of advantages. First, computational efficiency is significantly enhanced compared to direct fine-scale inversion of production data because typical fine-scale models can consist of several hundred thousand to millions of parameters. Second, we can explicitly account for the resolution of the production data by refining the grid only to a level sufficient to match the data. This avoids over-parameterization and the subjectivity arising from regularization as discussed before. Finally, the iterative minimization is much more effective because at larger scales there are fewer local minima, and those tend to be farther apart. Thus, the solution is more likely to reach the global minimum or at least a local minimum in the close vicinity of the global solution. The coarse-scale solution can then be recursively refined by using it as the initial solution at successive finer scales.
The organization of this paper is as follows. First, we outline the major steps in the multiscale production-data integration approach and illustrate the procedure with a synthetic example. Next, we discuss the mathematical formulation, including sensitivity computations, for a hierarchical parameterization and with the model parameter estimation. This is followed by a discussion of the techniques used to integrate fine-scale well data while preserving the large-scale variations inferred from the production responses. Finally, we demonstrate the feasibility of our approach by applications to synthetic and field examples.
Approach
Multiscale/multigrid methods have been discussed by Bunks et al. 7 in the context of seismic waveform inversion. The primary motivation behind their work was to circumvent the difficulties associated with the presence of local extrema during iterative descent calculations. In the petroleum literature, the multiscale approach has been used by Chardaire-Riviere et al. 8 for simultaneous estimation of relative-permeability and capillary-pressure functions from coreflood experiments. Their approach consists of a hierarchical representation of the relative-permeability and capillary-pressure functions using the Haar's basis and a scaleby-scale optimization. Our approach incorporates the same underlying principles and consists of four major steps.
• Fine-Grid Streamline Simulation. We use a streamline simulator for modeling multiphase flow in the reservoir at the fine scale. The streamline simulator can be significantly faster than conventional numerical simulators. More importantly, we can compute sensitivities of the production response to reservoir parameters analytically with a single forward simulation. 4, 5, 9, 10 • Hierarchical Parameterization. Unknown reservoir properties are parameterized in a hierarchical fashion according to the data resolution. This hierarchical parameterization is accomplished by superimposing coarse grids on the fine-scale description as shown in Fig. 1 . This multiscale representation of parameters can be advantageous in several ways. First, we can explicitly account for data resolution at various scales during the integration procedure. Second, the parameter space for the estimation problem is considerably reduced, resulting in improved computational efficiency. Finally, scale splitting facilitates convergence of iterative descent techniques to the global solution. 7 • Multiscale Inversion. Production data are integrated by a scaleby-scale inversion. As discussed in our previous works, 4,5 the inversion proceeds in two steps, first arrival or breakthrough-time match and then matching of amplitudes of the production response. The solution at the coarse scale is then recursively refined, using it as the initial solution for subsequent finer scales. The inversion is terminated when no further improvement in data misfit or estimated parameter field is observed by further refinement.
• Downscaling and Well Conditioning. The final step involves incorporation of fine-scale variations in reservoir properties using well data while preserving the large-scale structure and continuity derived based on the production response. This is accomplished using conventional geostatistical techniques, in particular sequential simulation methods.
An Illustration of the Procedure. The mathematical formulation behind the multiscale inversion technique will be discussed later. First, we will illustrate the procedure with a synthetic example. The reference permeability field for this case is shown in Fig. 2a . It has a mesh size of 16´16 and the major feature is a low-permeability trend in the northeast corner. We will use water-cut data from the eight producers in a nine-spot pattern to infer the permeability variations in the reference model. The water-cut responses from the reference model are shown in Fig. 2b . , where M (p)=the number of parameters to be estimated at scale p. At p=0, the number of parameters to be estimated is one with a size of the entire reservoir as shown in Fig.  3a . Prior knowledge of mean parameter value can be a good estimate for this first coarse grid. At the second scale, p=1, total estimated parameters are four, and each of them includes 64 (=256/2 2p ) fine-scale grid cells. Fig. 3b illustrates this level of parameterization and the estimated permeabilities for this scale. Inversion of production response with such a small number of parameters results in significant savings in computational costs. In general, inversion is carried out with 2 2p unknown parameters at scale p, based on estimated parameters from scale p-1, while the streamline forward simulation is consistently performed on the underlying fine-scale grid. Grid refining can stop when there is no significant change in estimated parameter values or when the data misfit is reduced to a prespecified tolerance level. Comparing Fig. 3c with Fig. 3d , we can determine that Scale 3 (Fig. 3d) is the appropriate level of parameterization for resolving large-scale variability of permeability inherent in the production data.
The final step involves conditioning the reservoir model to well data in fine-scale. This is shown in Figs. 3e and 3f. We must incorporate fine-scale variations in reservoir properties observed in the well data and at the same time preserve the large-scale features derived from the inversion. The well data are integrated using sequential simulation techniques discussed later in the paper. For the synthetic example, matches to the production history before and after well-data integration are shown in Fig. 4 . It is to be noted that integration of well data might cause misfit to the production response to increase slightly. Thus, we may require a final inversion at the fine scale. Generally, such inversions will converge quite rapidly because our initial model is already in the close vicinity of the solution.
Multiscale Inversion: Mathematical Formulation
In this section, we discuss the mathematical formulation for the multiscale inversion procedure using streamline models. Streamline simulation offers two distinct advantages: fast-forward modeling capability and analytic computation of production-response sensitivities to reservoir properties. We have addressed these issues in detail in our previous publications. 4, 10 Using these features, we can effectively decouple the forward modeling and inversion to further increase the computational speed. Our approach involves decomposing the inverse problem by scale, and integrating production data by a scale-by-scale inversion. Thus, production-data integration is carried out recursively through a systematic scale refinement while flow simulation is performed on a fixed fine-scale grid, thus circumventing problems associated with upscaling. Sensitivity Computations. Sensitivities relate changes in reservoir performance to small perturbations in reservoir properties. Simply stated, these are partial derivatives of the production response with respect to reservoir parameters. The streamline approach offers a unique advantage in computing these sensitivities using a single simulation run. In our hierarchical approach, we compute the parameter sensitivities at various scales using an analytic method discussed below. We assume that streamlines do not shift significantly because of small perturbations in reservoir properties. For steady velocity fields, this assumption is strictly valid for porosity and quite satisfactory for permeability changes. 4, 9 We can now compute the sensitivity of fractional flow to reservoir parameters through a variation in the streamline time of flight as follows:
The change in the time of flight can be expressed in terms of the slowness change as Now, the slowness is a composite response, and its variation can be related to changes in reservoir properties as follows:
where the partial derivatives are Thus, with Eqs. 4 through 7, the perturbation in reservoir parameters can be related to changes in fractional flow. It is to be noted that the quantities in the sensitivity expressions are either contained in the initial reservoir model or are produced by a single simulation run.
In the multiscale approach, we first compute the sensitivity of the production response with respect to reservoir properties at the fine scale during the forward simulation. Let Gij denote the sensitivity of the ith production data with respect to a parameter change in the jth block at the fine scale denoted by dmj. Now at a scale p, the change in production response ei can be expressed in terms of the fine-scale sensitivity as follows:
where J=the coarse-scale grid index and q(J)=the number of finescale grids within the Jth coarse grid. The inner summation term can be expressed as where GiJ and dmJ=sensitivity and change in model parameters for the Jth coarse grid at scale p, respectively. Because the change in each fine-scale grid cell within the Jth coarse grid dmj is assumed to be the same and equal to that in the Jth coarse grid dmJ, the coarse-scale sensitivity can be expressed as Thus, parameter sensitivities at various scales can be obtained simply by integration of fine-scale sensitivities that are computed analytically during the forward simulation.
Parameter Estimation. During inverse modeling or history matching, we want to minimize the differences between observed 
One of the principal features of the multiscale approach is decomposition of the parameter estimation problem by scales. Because of the nonlinearity between data and model parameters, we resort to an iterative minimization procedure at each scale. For example, at scale p-1 and at the lth iteration step we obtain the following using a first-order Taylor (12) where m=a vector of M(p-1) parameters, dm=the change in model parameters at lth step, and G=the sensitivity matrix with sensitivity coefficient entries as discussed above. The residual (data misfit) vector e at the lth iteration step will be given by:
We can solve this linear system for dm at each step by minimizing the linear least squares and updating our parameter vector with A few comments are in order about the ill-posed nature of the inverse problem. As we proceed to finer scales, we have a large number of parameters compared to the amount of data. The inverse problem becomes underdetermined, and the solution can be unstable. At this stage, we augment Eq. 14 by incorporating additional constraints, such as norm and smoothness penalty. The norm constraint ensures that our final model is not significantly different from the starting model. The smoothness constraint accounts for spatial continuity. The penalized objective function is now given by
The minimization of Eq. 16 is equivalent to solving the following augmented linear system in a least square sense, where g's=the weighting factors, I=an identity matrix and L=a spatial difference operator; for example the second spatial derivative of parameters measuring the model roughness. An efficient iterative sparse matrix solver, the LSQR 11 method is used for solving this augmented linear system of equations.
For large and sparse matrix systems, conjugate gradient-type solvers have been popular for discrete inverse problems in the earthscience literature. [12] [13] [14] The mathematically equivalent algorithm LSQR is based on the Lanczos bidiagonalization process (see Appendix) and is particularly well-suited for highly ill-conditioned matrices. 11 The method seeks for the minimum over a Krylov subspace spanned by a sequence of orthonormal basis vectors that are generated from the Lanczos bidiagonalization process.
The computational efficiency of the LSQR lies on the Lanczos process. In general, our linear system contains a large, sparse, and ill-conditioned matrix A. Thus, the first few large singular values of A play important roles in the solution of the linear system. The Lanczos process generates a sequence of bidiagonal matrices Bk with the property that the large singular values of Bk tend to be progressively better approximations to those of A. Thus, with fewer iterations than the rank(A), we obtain reasonable approximations to the large singular values, making the LSQR attractive for sparse matrix systems. Fig. 5 shows the progressive misfit reduction at various scales for the 2D nine-spot example. Notice that the misfit tends to level off at each scale and then diminishes rapidly at the following scale. This illustrates one of the major advantages of the multiscale approach. At each scale the solution reaches a minimum and then proceeds to the next scale, gradually approaching the global solution.
The improved computational efficiency because of the hierarchical parameterization in our multiscale inversion becomes apparent when we examine the operation count per LSQR iteration. Each LSQR iteration requires 2nz(A)+5col(A)+3row(A) multiplications, where nz(A) is the number of nonzero elements in A, col(A) is the number of columns, and row(A) is the number of rows.
15 Fig. 6 shows the number of multiplication operations at each LSQR iteration step with an increasing number of gridblocks (parameters). For fine-scale inversions, this roughly translates to 10 times the number of parameters. This explains the computational advantage of the multiscale inversion through a significant reduction of the parameter space. The CPU time comparison between the multiscale approach and the fine-scale inversion is addressed later in this paper.
Downscaling and Well Conditioning
The reservoir models generated by the multiscale inversion must be conditioned to well data. Furthermore, we must incorporate into these models small-scale variations in reservoir properties observed at the well logs while preserving the large-scale structure   , . . . . . . . . . . . . . . . . . . . . . 
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and continuity derived from the production response. For this we resort to geostatistical techniques. In particular, sequential simulation methods offer a powerful framework for integrating data at various scales. We explore two different approaches for conditioning to well data as discussed below.
Residual Sequential Simulation. We assume that the variability of reservoir properties can be split into two parts: a deterministic large-scale trend t(x) and a stochastic component r(x) reflecting the small-scale variability. The large-scale trend is derived from the multiscale inversion of production data. The small-scale variability can be obtained by a stochastic simulation using the residuals at well locations. Residuals at conditioning locations or well locations can be calculated by subtracting the multiscale inversion estimates from the actual parameter measurements. Then a sequential simulation of the residuals is performed to populate the entire fine-scale grid. Finally, we add this stochastic component to the large-scale trend to ensure that well data are satisfied exactly.
Sequential Simulation With Block Kriging. Behrens et al.
18 proposed a sequential Gaussian simulation with block kriging to solve the volume-support problem between seismic-derived porosity and well-log porosity. We follow a similar procedure. However, the simulation is performed on a logarithmic transform rather than a normal-score transform domain. Thus, we preserve a geometric average over the block volume rather than an arithmetic average of the normal scores. In general, a power transformation can be used, if needed. 19 The block-scale parameter values are derived from the multiscale inversion.
The block kriging estimate accounting for different data resolution will be given by where n=the number of well data within search radius, z(xi) is the measured parameter value at well locations on the fine grid, and z -(x)=the multiscale inversion estimate on a coarse grid represented by x. The kriging weights are determined from the block kriging system of equations given by 18 where C(xi,xj)=the point-to-point covariance at the fine-scale, C -(x,xi)=the point-to-block covariance, and C --(x,x)=the block-toblock covariance. The block kriging error variance is given by 18 Using the block-kriging estimate and estimation variance in a sequential simulation, we can generate reservoir models at the finescale accounting for the varying data resolutions.
Comments. Incorporation of well data might cause the productiondata misfit to increase slightly. This may require an additional inversion at the fine-scale. However, if such inversion becomes necessary, it will converge rather rapidly because the model is already in the close vicinity of the solution. Our experience has shown that sequential simulation with block kriging that preserves the geometric average at the block scale works the best for well data conditioning for the multiscale approach.
Applications
In this section, we discuss applications of the multiscale approach to a larger synthetic example consisting of multiple patterns and also to a field example from west Texas. The synthetic example further validates our approach, and the field example illustrates the power and feasibility of the approach for practical applications.
Synthetic Example. The reference permeability field for this case is shown in Fig. 7a . There are 15 injectors and 27 producers arranged in multiple five-spot patterns. Using the reference model we generate 300 days of water-cut responses at the producing wells. The water-cut history serves as observational data for production-data integration. Our initial model shown in Fig.  7b has a uniform permeability that corresponds to the mean permeability (172 md). Our earlier works 4, 10 have indicated that most of the important features of the permeability field can be derived by matching the breakthrough or the first-arrival time at the wells. For this example, we will restrict ourselves to matching the breakthrough times only.
Travel-time inversion is carried out on hierarchical scales to progressively match the water breakthrough times at the producers. Estimated permeabilities at various scales are shown in Figs. 7c through 7f. Because no significant change in permeability distribution is observed from Scale 3 to Scale 4, the inversion is terminated at this point. Fig. 8 compares the observed breakthrough times with the calculated breakthrough times for all 27 producers. Overall, the agreement is quite satisfactory. Actual CPU time consumption per LSQR iteration as a function of the number of parameters for this case is shown in Fig. 9 . Table 1 compares the CPU time for the multiscale approach with that of a fine-scale inversion for the same number of parameter updates (34 iterations).
The coarse-scale model derived from the production data is next conditioned with respect to well data using the techniques discussed before. Figs. 10a and 10b show two realizations obtained with the residual sequential simulation. Similarly, finescale models generated with the sequential simulation with block kriging are shown in Figs. 10c and 10d . The models derived using sequential simulation with block kriging appear to be less continuous but tend to preserve the production-history match better compared to the models generated with the residual simulation technique. Fig. 11 compares the production-data misfit before and after downscaling and well-data integration. With the exception of three out of 27 wells, breakthrough time matches are preserved after well-data integration.
Field Example: Goldsmith Field. We have applied our multiscale approach to a CO2 pilot project area in the GSAU, a dolomite formation located in west Texas. The production-history match was carried out before the initiation of CO2 injection. Thus, the streamline model was adequate for this purpose. The pilot area consists of nine inverted five-spot patterns covering around 320 acres with average thickness of 100 ft and has over 50 years of production history before CO2 project initiation in December 1996. Fig. 12 shows the CO2 pilot project site in the GSAU.
Because of the practical difficulties of obtaining correct boundary conditions for the pilot area, extra wells located outside the pilot area were included in this study. The extended study area is shown in Fig. 13 with 11 water injectors and 31 producers. Among the producers within the study area, nine wells showed significant water-cut responses before the initiation of CO2 injection. The porosity field shown in Fig. 14 is obtained from a sequential Gaussian simulation using well-log data and is not to be altered during inversion. Production histories of those nine wells from Note that most of these wells are located in the northeast region of the pilot area. Thus, production data are expected to resolve permeability variations mostly in this region. The study area is discretized into 64´64´10 mesh, or a total of 40,960 grid cells. The initial model at scale 0 for the multiscale inversion is a homogeneous permeability field with a uniform permeability of 32 md. The water-cut responses at the producers from the initial model are compared with the actual production history in Fig. 15 . We carried out an inversion to match the breakthrough or the first arrival times at the wells. Estimated permeability fields from the multiscale inversion at various stages are shown in Fig. 16 . For comparison purposes, we have shown the production responses from the final model after multiscale inversion along with the actual production history in Fig. 17 . Out of the nine wells, two wells show poor match to the breakthrough response. This can be partly attributed to changing well conditions and the boundary conditions representing wells outside the study area that were not adequately accounted for in the forward modeling. Notice that matching of breakthrough times is accompanied by a significant improvement in water-cut responses at all times. Fig. 18 shows the final permeability model after downscaling and incorporation of well data using sequential simulation with block kriging. No correlation between permeability and porosity was imposed for this highly heterogeneous carbonate reservoir. Such correlation, if necessary, can be accounted for during the downscaling stage.
It is worth mentioning that the multiscale approach proposed here relies on a streamline simulator as the underlying fluid-flow simulator. As such, the method will be most well-suited for reservoirs amenable to streamline simulation. This is typically the case when the fluid flow is convection-dominated and hetero- geneity governs the displacement. Whenever cross-streamline mechanisms such as gravity, transverse capillarity or transverse diffusion dominate the reservoir performance, streamline models tend to lose some of their computational advantage, and, more importantly, the analytic sensitivity computations presented here are no longer valid. Discussion and Conclusions
1.
We have presented a multiscale approach to production-data integration into high-resolution reservoir models using streamline simulators. Our approach relies on a hierarchical parameterization and a scale-by-scale inversion of the production response. 2. Decomposition of the inverse problem by scale increases computational efficiency through a significant reduction in the parameter space and also prevents the solution from being trapped in local minimum. 3. Streamline models allow for analytic computation of sensitivities of the production response using a single-forward simulation. This further enhances the computation speed and makes the approach well-suited for large-scale field applications. 4. The multiscale approach allows us to account for varying data resolution explicitly and thus reduces the need for artificial regularization or smoothness constraints during data integration. 5. We have validated our approach with synthetic examples. The feasibility of the method has been demonstrated by a field application at the GSAU in west Texas. 
