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Abstract
We prove a general optimal Lp-Euclidean logarithmic Sobolev inequality by using Pre´kopa–
Leindler inequality and a special Hamilton–Jacobi equation. In particular we generalize the
inequality proved by Del Pino and Dolbeault in (J. Funt. Anal.).
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1. Introduction and main results
In Rn the following optimal Euclidean logarithmic Sobolev inequality for the
Lebesgue measure dx holds,
Entdxðf 2Þ ¼
Z
f 2 log f 2 dxpn
2
log
2
pne
Z
jrf j2 dx
 
for any smooth function f such that
R
f 2dx ¼ 1: This inequality appears in a work of
Weissler in [Wei78].
Then an Lp-version, called Lp-Euclidean logarithmic Sobolev inequality, where
1pppn; is given as follows:
Entdxðj f jpÞ ¼
Z
j f jp logj f jp dxpn
p
log Lp
Z
jrf jp dx
 
; ð1Þ
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for any smooth function f such that
R j f jpdx ¼ 1 and
Lp ¼ p
n
p  1
e
 p1
p
p
2
Gðn
2
þ 1Þ
Gðn p1
p
þ 1Þ
 !p
n
:
Inequality (1) for p ¼ 1 was written by Ledoux in [Led96], and then by Del-Pino and
Dolbeault for any 1ppon in [DPD02a].
Furthermore it is known that inequality (1) is optimal. Extremal functions
for p ¼ 1 were given by Beckner [Bec99]. He proved that, for p ¼ 1; the extremels
are the characteristic functions of balls. For p ¼ 2 Carlen in [Car91] and Del
Pino and Dolbeault in [DPD02a], for other values of p; prove that the extremal
functions are
8xARn; f ðxÞ ¼ pn2 s
p
 n p1
p Gðn p1p þ 1Þ
Gðn
2
þ 1Þ
0
@
1
A
1=p
exp  1
s
jx  xj
p
p1
 
;
where s40 and xARn:
The ﬁrst result developed in this paper is a generalization of inequality (1).
For that purpose, let C : Rn-Rþ be an even, strictly convex function.
We suppose that there exist q41 such that C satisﬁes the following
property:
8lX0; xARn; CðlxÞ ¼ lqCðxÞ: ð2Þ
We shall say that C is q-homogeneous. Let us note by C	; the Legendre transform of
C: It’s easy to prove that in this case, C	 is also even and p-homogeneous where
1=p þ 1=q ¼ 1: The most important example is CðxÞ ¼ jjxjjq; where jj 
 jj is a norm
on Rn:
The principal result of this paper is the following.
Theorem 1.1. Let q41; n40; and C q-homogeneous (dx the Lebesgue measure on
Rn). Suppose that 1=p þ 1=q ¼ 1: Then for any smooth function f on Rn such thatR j f jpdx ¼ 1; we have
Entdxðj f jpÞ ¼
Z
j f jp logðj f jpÞ dxpn
p
log LC
Z
C	ðrf Þdx
 
; ð3Þ
where C	 is the Legendre transform of C and
LC ¼ p
pþ1
nep1ðR eCðxÞdxÞp=n:
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Inequality (3) is optimal and equality holds if for some b40 and xARn
8xARn; f ðxÞ ¼ a expðbCðx  xÞÞ; ð4Þ
where ap ¼ R expðpbCðx  xÞÞdx:
Inequality (3) is called Lp-Euclidean logarithmic Sobolev inequality.
Remark. Theorem 1.1 is a generalization of Theorem 1.1 of [DPD02a], if 1ppon
and CðxÞ ¼ 1
q
jxjq with 1=p þ 1=q ¼ 1; then inequality (3) is exactly the inequality (1)
with the same constant because C	ðxÞ ¼ 1
p
jxjp and it’s easy to prove that
LC
p
¼Lp:
The generalization concerns on the one hand the function C and on the other hand
the parameter p41; which is not any more restricted to the set ½1; n½:
Also let us note that the methods used by Cordero-Erausquin et al. [CENV02]
allow as well to obtain a generalization of inequality (1). They use the theorem of
Brenier and McCann [Br91,McC97] to prove, by a new method, the optimal
Gagliardo–Niremberg inequalities, see [DPD02b]. Then the Lp-Euclidean logarith-
mic Sobolev inequality appears as a limit case.
The second result gives an optimal control of Hamilton–Jacobi equations which
are equivalent to Theorem 1.1. Let us ﬁrst deﬁne the Hamilton–Jacobi equations and
solutions ðQðCÞt ÞtX0:
If g is a smooth function on Rn (for example Lipschitz), the operator ðQðCÞt ÞtX0 is
deﬁned by the following equation:
Q
ðCÞ
t gðxÞ ¼ inf
yARn
fgðyÞ þ tCðxy
t
Þg; t40; xARn;
Q
ðCÞ
0 gðxÞ ¼ gðxÞ; xARn:
8<
: ð5Þ
We know that v ¼ vðx; tÞ ¼ QðCÞt gðxÞ is the solution of the following Hamilton–
Jacobi equation:
@v
@t ðx; tÞ þ C	ðrvðx; tÞÞ ¼ 0; t40; xARn;
vðx; 0Þ ¼ gðxÞ; xARn:
(
ð6Þ
This semigroup is called the Hopf–Lax solution of Hamilton–Jacobi equations.
More details about Hamilton–Jacobi equations may be found in [Bar94] and
[Eva98].
We obtain the following result.
ARTICLE IN PRESS
I. Gentil / Journal of Functional Analysis 202 (2003) 591–599 593
Theorem 1.2. Let n40 and C q-homogeneous. Suppose that 1=p þ 1=q ¼ 1: Then for
any smooth function g on Rn; bXa40; t40 we have
eQ
ðCÞg
t
  
b
pjjegjja
b a
t
  n
p
 
ba
ba a
n
ba
a
p
þb
q
 
b
n
ba
b
p
þa
q
  1R
eCðxÞdx
 ba
ba
; ð7Þ
where jj 
 jj is the norm of Lebesgue measure on Rn:
Inequality (7) is optimal and equality holds if for some 0oapb; xARn and b40 we
have
8xARn; gðxÞ ¼ bCðx  xÞ;
t ¼ ba
bp=qb:
(
Furthermore, when b ¼N and a ¼ 1 we obtain, for any smooth function g; the
following ultracontractive bounds of ðQðCÞt ÞtX0;
eQ
ðCÞg
t
  
N
pjjegjj1
1
t
 n
p 1R
eCðxÞdx
;
and equality hold if t ¼ 1=ðbp=qÞ and gðxÞ ¼ bCðxÞ:
Remark. The link between Hamilton–Jacobi equations where CðxÞ ¼ jxj2=2 and
logarithmic Sobolev inequality are given in [BGL01]. In particular, the authors prove
that logarithmic Sobolev inequality are equivalent to hypercontractivity of
Hamilton–Jacobi equations.
And the link between Sobolev inequality and the Hamilton–Jacobi equation are
given in [Gen02]. In particular, the author proves that Sobolev inequality implies an
ultracontractive estimate of Hamilton–Jacobi solutions and inequality (7) is a
generalization of inequality (13) of [Gen02].
We are going to see, in the next section, the link between Theorems 1.1 and 1.2.
2. Generalization on a Riemannian manifold
Let M be a smooth complete Riemannian manifold of dimension n with
Riemannian metric d: If g is a smooth function on M (for example Lipschitz), the
semigroup ðQðCÞt ÞtX0 is deﬁned by the following equation:
Q
ðCÞ
t gðxÞ ¼ inf
yAM
fgðyÞ þ tCðdðx;yÞ
t
Þg; t40; xAM;
Q
ðCÞ
0 gðxÞ ¼ gðxÞ; xAM:
8<
: ð8Þ
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Following the argument in the classical Euclidean case, one shows similarly that
v ¼ vðx; tÞ ¼ QðCÞt gðxÞ is a solution of the initial-value Hamilton–Jacobi problem on
the manifold M;
@v
@t ðx; tÞ þ C	ðrvðx; tÞÞ ¼ 0; t40; xAM;
v ðx; 0Þ ¼ gðxÞ; xAM;
(
ð9Þ
where rv stands for the Riemannian length of the gradient of v for the variable x:
Now let us explain the generalization.
Theorem 2.1. Let m be a measure on M: We suppose that m is absolutely continuous
with respect to the standard volume element on M; and let F :Rþ-R be a strictly
increasing concave function.
Suppose that the measure m on M satisfies the following inequality for any smooth
function f on M such that
R j f jpdm ¼ 1;
Entmðj f jpÞpF
Z
C	ðrf Þdm
 
: ð10Þ
This inequality will be called the Lp-entropy-energy inequality.
Let c40 and let qc denote a strictly increasing non-negative function satisfying the
following differential equation on ½0; t0; ðt040Þ:
F0ðcqpcÞ ¼ pp1
q2pc
q0c
: ð11Þ
Note that, at this point qcð0Þ is not fixed. Then for any c40; the following inequality is
satisfied for any smooth function g;
8tA½0; t0; jjeQ
ðCÞ
t gjjqcðtÞpjjegjjqcðoÞeAðtÞ; with AðtÞ ¼
Z qcðtÞ
qcðoÞ
cðcypÞ
y2
dy; ð12Þ
where cðxÞ ¼ FðxÞ  xF0ðxÞ:
Conversely, if inequality (12) is satisfied for any c40 then the measure m satisfies the
inequality (10) for any smooth function f such that
R j f jp ¼ 1:
The proof of this theorem is based on the following computation d
dt
jjeQtgjjqðtÞ; this
an adaptation of Theorem 3.5 of [Gen02].
Corollary 2.2. Let ðM; dÞ be a n-dimensional smooth Riemannian manifold and
let m be a measure on M absolute continuous with respect to the standard volume
element on M:
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Suppose that there exists A40; such that m satisfy the following Lp-Euclidean
logarithmic Sobolev inequality for any function smooth function f on M;
Entmðj f jpÞpn
p
log A
Z
C	ðrf Þdm
 
; ð13Þ
where A40: Then for any bXa40 and any bounded Lipschitz function g we have
8t40; jjeQðCÞt gjjbpjjegjja
b a
t
  n
p
 
ba
ba a
n
ba
a
p
þb
q
 
b
n
ba
b
p
þa
q
  ep1nA
ppþ1
  n
p
 
ba
ba
: ð14Þ
Conversely if inequality (14) is satisfied for any bXa40 and any bounded
Lipschitz function g then the measure m satisfies the Lp-Euclidean logarithmic Sobolev
inequality (13).
Proof. Let us use the Theorem 2.1 with
FðxÞ ¼ n
p
logðAxÞ:
Then for any c40 we can solve the differential equation (11). Let
bXa40;
c ¼ ðb aÞn
ppab
:
8<
:
Then the function qcðtÞ ¼ ab=ðða bÞt þ bÞ satisﬁes the differential equation (11) on
½0;N½:
Theorem 2.1 applied to the function FðxÞ ¼ n
p
logðAxÞ with t0 ¼ 1 proves the
inequality (14) for t ¼ 1:
The deﬁnition of Q
ðCÞ
t g imply the following scaling property:
8t40; QðCÞt g ¼
Q
ðCÞ
1 ðtq1gÞ
tq1
: ð15Þ
By using the scaling property we prove inequality (14) for any t40:
The proof of the converse is an adaptation of Theorem 3.1 of [Gen02]. &
When b ¼N and a ¼ 1 we ﬁnd the following corollary.
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Corollary 2.3. Suppose that m satisfies the Lp-Euclidean logarithmic Sobolev inequality
(13) then ðQðCÞt ÞtX0 is bounded as follows:
8t40; jjeQðCÞt gjjNpjjegjj1
e
p
 p1
nA
t
 !n
p
;
for any bounded Lipschitz function g:
Remark. This inequality is an generalization of the ultracontractive bounds on
Hamilton–Jacobi solutions in Rn; see the Corollary 2.2 of [Gen02].
3. Proof of Theorems 1.1 and 1.2 with Pre´kopa–Leindler inequality
Proof of Theorem 1.1. At the light of Corollary 2.2, to prove inequality (3) of
Theorem 1.1, we just have to prove Theorem 1.2.
Let us now prove that functions deﬁned by (4) are extremal. Let
8xARn; f ðxÞ ¼ a expðbCðx  xÞÞ;
where ap ¼ R expðpbCðx  xÞÞdx; b40 and xARn:
An easy calculus prove thatZ
C	ðrf Þdx ¼ bp
Z
f pðxÞððx  xÞ 
 rCðx  xÞ  Cðx  xÞÞdx:
The property (2) imply that
8xARn; x 
 rCðxÞ ¼ qCðxÞ:
Then we ﬁnd that Z
C	ðrf Þdx ¼ b
p1n
p2
:
A similarly calculus prove that
Entdxðf Þ ¼ n
q
þ p log a
and
Z
eCðxÞdx ¼ ðbpÞ
n=q
ap
:
Then inequality (3) is an equality. &
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Proof of Theorem 1.2. To prove inequality (7) we are going to use the
Pre´kopa–Leindler inequality. Let us recall this inequality, and refer to [DG80] for
a review.
Let a; b40; a þ b ¼ 0; and u; v; w three non-negative functions on Rn: Assume
that, for any x; yARn; we have
uðxÞavðyÞbpwðax þ byÞ; ð16Þ
then
Z
uðxÞdx
 a Z
vðxÞdx
 b
p
Z
wðxÞdx: ð17Þ
This inequality is also called the Brunn–Minkowski inequality, is a particular but
equivalent case of the Pre´kopa–Leindler inequality.
Let a; bAR such that 0oapb and let g a bounded Lipschitz function. Set for any
xARn;
uðxÞ ¼ expðbQðCÞ1 gðxÞÞ;
vðxÞ ¼ expðyCðxÞÞ;
wðxÞ ¼ exp ag b
a
x
  
;
8>><
>>:
where y ¼ ðbaa Þq1b; and set a ¼ a=b; b ¼ ðb aÞ=b:
Then for any x; yARn we have
uðxÞavðyÞb ¼ exp aQðCÞ1 gðxÞ 
b a
b
yCðyÞ
 
p exp agðx  zÞ þ aCðzÞ  b a
b
yCðyÞ
 
;
for all zARn: Let take z ¼ ððb aÞ=aÞy and by the deﬁnition of y and the property
(2) we prove that for all x; yARn we have
uðxÞavðyÞbpwðax þ byÞ:
We obtain, using the Pre´kopa–Leindler inequality
jjeQðCÞ1 gjjbpjjegjja
a
b
 n
a
Z
eyCðxÞdx
 baba
:
By using property (2) and by a change of variables for the Lebesgue measure we
prove inequality (7) for t ¼ 1: By using scaling property (15) we prove inequality (7)
for all t40:
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Let now prove that gðxÞ ¼ bCðx  xÞ; for b40 and xARn are extremal
functions. It is easy to prove that
QtgðxÞ ¼ 
b
ð1 tbp=qÞq=p
Cðx  xÞ;
for 0ptobp=q:
And we prove that for t ¼ ðb aÞ=ðbp=qbÞ; inequality (7) is an equality. &
Remark. Extremal functions of Theorems 1.1 and 1.2 are, of course, connected. One
can deduce one of them from the other one. But regrettably, unlike the circumstance in
Theorem 1.1 of [DPD02a], one does not know if all extremal functions are given by (4).
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