Abstract. We propose a second order limiter for the discontinuous Galerkin method applied to hyperbolic conservation laws. The limiter works by finding directions in which the solution coefficients can be separated and limits them independently of one another by comparing to forward and backward reconstructed differences. The limiter has a precomputed stencil of constant size, which provides computational advantages in terms of implementation and run time. We provide examples that demonstrate stability and second order accuracy of solutions.
Controlling oscillations near solution discontinuities in an accurate, robust, and efficient manner is one of the challenges for high order methods for solution of hyperbolic conservation laws in higher dimensions.
In one dimension, the issue has been largely resolved for second order methods [1, 2, 3, 4] , where the main tool to achieve non-oscillatory solutions is the enforcement of a total variation diminishing (TVD)
property. Designing a limiter is more difficult in higher dimensions than in one dimension. This is because the number of derivatives that must be controlled increases, especially for high order methods, as mixed derivatives appear. Further, it is not evident in which direction the solution must be limited and there is not a unique way of defining which elements are neighbors. An attempt at defining the TVD property on Cartesian grids led to schemes of at most first order accuracy [5] . Another approach for ensuring stability is the enforcement of a local maximum principle (LMP) on the numerical solution. The numerical solution satisfies the local maximum principle in the means if (1) min
where V i is a set containing the index of Ω i and the indices of elements neighboring Ω i , and U n i , U n j are cell averages. We will focus on this method of controlling oscillations in this work.
In the context of finite volume (FV) methods, multidimensional limiting was used in [6] by scaling the x and y-components of a reconstructed gradient by a constant multiplier. In [7] , a less diffusive method was proposed whereby the components of the gradient were scaled separately by different constant multipliers.
These multipliers were determined by solving a small linear program on each element. Multislope FV 1 methods have been studied whereby the numerical solution's directional derivatives are reconstructed and limited separately on each face of an element [8, 9] .
Limiters from the FV framework can sometimes be modified to act on DG solutions, though there are limiters devised to stabilize DG solutions specifically [10, 11] . These limiters compare the DG solution values on the edges to values reconstructed from averages on neighboring elements. In this work, we take a different approach.
The limiter that we present here can be viewed as a first step in the generalization of the moment limiter in [12, 13] to unstructured meshes, or as a standalone second order limiter with proven stability and accuracy properties. We start by noting that the second order DG solution is written in terms of an orthonormal basis that contains a constant function and two linear functions. We find two directions in which the directional derivative of the solution is proportional to either of the two solution coefficients corresponding to the non-constant basis functions. Each separated coefficient can be limited independently from the other by comparing it to a suitably reconstructed approximation to this directional derivative, as opposed to scaling them both by a constant multiplier [6] .
The result of this analysis is a limiter on two-dimensional unstructured meshes that is composed of two independent one-dimensional limiters. The implementation of the limiter is straightforward as it uses the minmod function to compare the solution coefficients to suitable forward and backward differences.
The mesh preprocessing stage determines the directional derivatives to be limited and the neighboring elements involved in the reconstruction. The stability analysis provides a set of constraints on the solution coefficients, i.e., a set of inequalities. Finding the optimal limited solution satisfying these constraints will result in the least diffusive limiter, but would be computationally costly. Instead, we derive a simplified region in the space of limiting coefficients that ensures that the numerical solution is second order accurate and that it satisfies the local maximum principle, similar to the Sweby's second order TVD region [1] .
From this region, we choose a limiter that is easy to code and compute, as opposed to finding the least diffusive limiter.
We derive a local time step restriction for which application of the limiter guarantees that the cell averages remain within a locally defined interval for one forward Euler time step. This can be extended to high order time stepping, i.e., strong stability preserving (SSP) Runge Kutta methods. The derived CFL number is larger than the one needed for linear stability [14] and we show that using the time step restriction derived from the LMP can lead to stable but inaccurate solutions.
We now present the DG method along with our limiter.
Discontinuous Galerkin method
Two dimensional hyperbolic conservation laws are partial differential equations (PDEs) of the form (2) u t + ∇ · F(u) = 0, where the solution u(x, t) = (u 1 , u 2 , ..., u M ) is defined on Ω × [0, T ], T is the final time, x = (x, y) is the spatial coordinate such that x ∈ Ω ⊂ R 2 , and F(u) = (F 1 (u), F 2 (u)) is the flux function. The initial
is provided along with suitable boundary conditions.
The discontinuous Galerkin method can be formulated by first dividing the domain Ω into an unstructured mesh of triangles such that Ω = i Ω i . The weak form of the conservation law is obtained by multiplying (2) by a test function v ∈ H 1 (Ω i ) and integrating on element Ω i . After applying the divergence theorem, we obtain (3)
where n is the unit outward facing normal on the element's boundary ∂Ω i .
Each element Ω i is mapped to the canonical triangle Ω 0 , having vertices at (0, 0), (1, 0), (0, 1), using the
where (x i , y i ) 1,2,3 are the vertices of Ω i in physical space. We label the edge defined by (0, 0) and (1, 0) of the canonical triangle edge 1, (1, 0) and (0, 1) edge 2, and (0, 1) and (0, 0) edge 3 ( Figure 4 ). The Jacobian of the transformation is
We define S(Ω 0 ) to be the space of linear polynomials on Ω 0 and {ϕ k } k=0,1,2 to be a set of orthonormal basis functions on S(Ω 0 ):
The exact solution on element Ω i is approximated by U i , which is a linear combination of the basis functions ϕ k , i.e. U i = 2 k=0 c i,k ϕ k , where the degrees of freedom (DOFs) are
As continuity between elements is not imposed, the solution is multivalued in the boundary integral. We therefore introduce a numerical flux F * (U i , U j ) to allow information exchange between adjacent cells Ω i
and Ω j . We assume that the numerical flux is consistent, monotone, and differentiable. With v chosen to be ϕ k , equation (3) now becomes
where N e i is the set of indices of elements sharing an edge with Ω i , ∂Ω i,j is the edge shared by Ω i and Ω j and n i,j is the outward pointing unit normal on that edge. We propagate (7) in time using an explicit two-stage second order Runge-Kutta (RK) method, known as Heun's method.
Let us consider the case where (2) is a scalar conservation law. With k = 0, (7) becomes
Multiplying the above by ϕ 0 = √ 2 and recognizing that the cell average of U i is U i = c i,0 ϕ 0 , we obtain
where |Ω i | is the area of the cell and det J i = 2|Ω i |. This is an equation for the propagation of the solution average on Ω i in time. We apply one forward Euler time step to (9) to obtain
For nonlinear fluxes, the DG method requires a quadrature rule of order at least three to preserve the accuracy of the scheme [11] . An efficient choice is the two-point Gauss-Legendre quadrature rule, with x i,j,q being the qth quadrature point on the edge shared by Ω i and Ω j . Replacing the boundary integral in (10) with the quadrature rule gives
For a linear flux, this becomes
where x i,j is the midpoint of the edge shared by Ω i and Ω j .
Limiting algorithm
In order to enforce the local maximum principle (1), we apply a limiter to the solution coefficients c
and c n i,2 . We consider the directional derivative of U n i (r) in the direction of the unit vector w, in the canonical coordinate system r = (r, s)
Computing the gradient of the basis functions ϕ 1 and ϕ 2 in (6), yields
where d 
, 
where l f i,k and l b i,k for k = 1, 2 are non-negative limiting coefficients for forward and backward differences that we will derive. Introducing r i,1 and r i,2 , the ratios of the backward and forward differences, (17) r
we express the limited degrees of freedom in terms of the forward differences
with non-negative limiting coefficients l i,1 and l i,2 .
We want to derive upper bounds on the limiting coefficients such that the maximum principle (1) is satisfied under a suitable time step restriction. To do so, we write the solution mean at t n+1 , U n+1 i
, in the following form
where U j are understood to be solution means in the neighborhood of Ω i or reconstructed solution values,
Next, we show that under the limiter (18) and a time step restriction, we ensure that the coefficients d j are non-negative and that the sum of the coefficients is less than or equal to 1. In summary, we need to prove 1. sum property:
2. non-negativity property:
Properties (20) and (21) We present analysis for when (2) is a linear equation. The nonlinear case closely follows the linear one and is presented in Appendix A.
Linear advection equation
We use the upwind numerical flux, which is given by
where a is the flow direction, N i such that ± a · n i,j > 0}. For a neighboring element Ω j with a · n i,j = 0, the flux term does not contribute to the right hand side of (9) , and this element can be omitted from both N ± i . Therefore, the scheme (12) becomes
By the divergence theorem, we have the following relation (23)
Using (23) in (22), we have
Introducing the coefficients
we write the linear scheme as
Limiting the numerical solution at the time t n gives
whereŨ n i andŨ n j are the limited numerical solutions on Ω i and Ω j , respectively. We aim to rewrite the inflow terms in (26) for each j ∈ N − i in the form 
Inflow term.
We start with the inflow term in (26). Consider the limited numerical solution on cell
Note that the physical point x i,j might be mapped using (4) to different edges of the canonical triangle Ω 0 by Ω i and Ω j . On Ω j , x i,j is mapped to r j,i ∈ Ω 0 , while the same point on Ω i is mapped to r i,j ∈ Ω 0 .
Using (15) and (18), the limited solution can be rewritten in terms of the forward differences
Consider the second term in the right hand side of (29). To satisfy the non-negativity property (21), we require that the multiplier of the difference U f j,1 −U n j be non-negative. If ϕ 1 (r j,i ) ≥ 0, then this requirement is satisfied. Otherwise, using (17), we replace the forward difference with the backward difference to obtain
This results in a non-negative multiplier in front of U b j,1 − U n j , if the forward and backward differences are of the same sign. If the differences are of opposite sign, then l j,1 is zero and, consequently, f j,i,1 is equal to zero. We introduce the following notation for convenience
otherwise,
Similarly, for the last term on the right hand side of (29) we introduce
Using (30) and (31) in (29), we obtain
Subtracting U n i from both sides of (32), then adding and subtracting U n i in the last two terms on the right, we havẽ
Thus, (33) is in the form of (27), with
Sum and non-negativity. The coefficients f j,i,1 and f j,i,2 are non-negative by (30) and (31). Requiring the coefficient f j,i to be non-negative gives the following condition
Note that (34) imposes a restriction on the neighboring inflow element Ω j , rather than on Ω i itself. The sum of the coefficients over the inflow edge is
3.2. Outflow term. We now deal with the outflow term in (26). Consider the limited numerical solution on cell Ω i at the quadrature point
As for the inflow term, we introduce the following notation for the first term in the right hand side of (36)
and
and for the second term in the right hand side of (36)
Therefore, (36) becomes
This is of the form (28) with g i,j,1 = l i,1 α + i,j,1 and g i,j,2 = l i,2 α + i,j,2 . As in the inflow case, l i,1 or l i,2 are zero when backward and forward differences are of opposite sign.
Sum and non-negativity. The multipliers g i,j,1 and g i,j,2 are non-negative by (37) and (38). The sum of the coefficients is given by
Putting it all together. The inflow and outflow terms have been expanded into sums of the form (27) and (28) in (33) and (39), respectively. Substituting these sums into (26) gives
This is of the form (19) . We require that the sum of coefficients in front of the differences above is less than or equal to one. Using (35) and (40), we write this requirement as
For (41) to be satisfied, we enforce on each outflow edge of Ω i
and on all elements
For non-negativity of the expansion coefficient f j,i we must enforce the constraint (34) on the inflows edges of Ω i , i.e. on the outflow edges of elements sharing an edge with Ω i , (45) ∆t
If a is not parallel to one of the edges, Ω i has either a single inflow edge or a single outflow edge, which we will refer to as ∂Ω i,j . Otherwise, either the inflow or outflow edge can be chosen to be ∂Ω i,J . In terms of ∂Ω i,J , identity (46) now becomes
Using the above in (45), we obtain
The area of the cell Ω i is 1 2 |∂Ω i,j |H i,J , where H i,J is the height of the cell measured from the edge ∂Ω i,j (Figure 3a) . Further, a simple geometric consideration reveals that ||a||H i,J = h i |a · n J |, where h i is the width of the cell in the direction of a. Using this, (47) simplifies to
The time step restriction on the entire mesh is then given by
For systems of equations, in general, information can be propagated along multiple directions. Therefore, we take the smallest cell width, i.e.,
where
, and H i,3 are the cell widths perpendicular to the three edges of the element, e 1 , e 2 , and e 3 (Figure 3b ). edge number s, if it is an outflow edge of Ω i , the constraints (42) and (44) are
≤ 1 and
, and r i,k are given by (17) , for k = 1, 2.
To illustrate, let us consider an example in Figure 4 , with the flow direction a. In this case, Ω i has one outflow edge ∂Ω i,m . This edge is mapped to edge 3 on the canonical triangle and, consequently, the only constraints on the slope of U n i (x) are (53). Next, consider the opposite flow direction −a. The outflow edges of Ω i are now ∂Ω i,k and ∂Ω i,j . These edges are mapped to edges 1 and 2 on the canonical triangle, respectively. Therefore, the constraints on the slope of U n i (x) are (51) and (52). Thus, we must check each edge for being an outflow edge and determine which edge of the canonical triangle it maps to. This involves extra coding effort and slows computations. Alternatively, we might choose enforcing (42) and (44) on all three edges of Ω i , i.e. enforce (51) -(53). This will result in a more restrictive limiter, however this limiter will be easier to implement. Inequalities (51) -(53) can be Introducing the modified limiting coefficients
, the constraints become
We give an illustration of the inequalities (51) -(53) in Figure 5a . For plotting, we chose a particular relation between the geometric constants γ and ratios r, i.e., γ 
This is the region bounded by the rectangles in Figure 5b . Multiplying the first inequality by
We choose between the current solution coefficient c n i,k and the largest one allowed, i.e., the upper bounds in the above inequalities. Thus, we havẽ
Simplifying, this becomes
3.6. Geometric requirements. By (17) , a solution that is linear in x and y will have that r i,1 = r i,2 = 1.
In this case, the reconstructed slope must not be reduced for second order spatial accuracy to be preserved, i.e. 1 ≤ l i,1 , l i,2 . Then, by (54) we have 
This means that the interpolation points must lie a minimum distance from the cell centroid that depends on δ (Figure 6 ).
3.7.
Preprocessing. The vertices of the triangle Ω i , (x i,1 , x i,2 , x i,3 ), are mapped by (4) to the vertices (0, 0), (1, 0), and (0, 1) of the canonical triangle, respectively. In order for the determinant of the Jacobian of this mapping given in (5) to be positive, the vertices must be ordered counterclockwise. There are three mappings and, consequently, three pairs of limiting directions, that depend on which vertex of the triangle is listed as x i,1 ( Figure 7 ).
The local maximum principle (1) restricts the cell average on Ω i at time t n+1 to a locally defined interval that depends on how the reconstruction neighborhood N i is chosen. It would be computationally advantageous for N i to consist of elements that share an edge with the cell Ω i , as this is the stencil for the DG method. Unfortunately, this may be incompatible with the geometrical requirements (57) and
Figure 7. Limiting directions of the triangle Ω i for three vertex numberings.
(58) given in Section 3.6. This is illustrated in Figure 8a where we determine the interpolation points for the limiter (55), (56) with δ = 1 using the procedure described in Section 2. The forward and backwards interpolation points in the direction of v i,2 do not lie far enough away from the centroid of Ω i because they lie inside the shaded diamond. However, if we enlarge N i to contain all elements that share a vertex
with Ω i , we obtain interpolation points that satisfy (57) and (58) (Figure 8b ). Note that other approaches to find interpolation points are possible, however the present one provides a systematic way to find such points and is simple to code.
These interpolation points are computed during preprocessing of the mesh. We store the pointers to the eight elements involved in limiting and four interpolation coefficients β (Figure 2 ). The coordinates of the interpolation points are not needed so they are not stored.
Numerical examples
In all examples, we choose δ = 1. The limiter (55), (56) becomes
Unless otherwise stated, we solve (2) on the square domain [−1, 1] 2 with RK2 time stepping, and limiter (61), (62). The moment limiter is implemented in CUDA C and executed on NVIDIA GPUs with the DG implementation [16] using the optimizations described in [17] . This limiting algorithm is very suitable for GPU acceleration due to the stencil of constant size.
Verification of CFL number and global bounds on the solution.
In this example, we verify the time step restriction (49). We use the flux F(u) = [u, u], along with the the initial condition of a square
(a) Edge neighborhood. The forward and backwards interpolation points in the direction of v i,2 do not satisfy the geometric requirement (58).
(b) Vertex neighborhood. All interpolation points satisfy the geometric requirements (57) and (58). 
The minimum and maximum solution cell averages of the final solution are tabulated in Table 2 for forward
Euler and RK2 time steppers using different values of the CFL number. These results verify that time step restriction (49) is tight for the forward Euler method. Additionally, we find that the CFL number can be increased without the the solution averages at the final time exceeding the global bounds of the initial condition. However, the quality of the solution is adversely affected when we exceed the CFL number required for linear stability [14] . We will demonstrate this in the following example.
Verification of accuracy.
The CFL number from a linear stability analysis of the scheme (7) ) 2 + y 2 . In Table 3 , we present the global solution bounds and L 1 errors at T = 0.5 with and without a limiter using two different CFL numbers. With a CFL number equal to 1 4 , unlimited solutions are unstable (Table 3c) , |y|) ≤ on the same mesh as in Section 4.1 until T = 0.5. We pre-process the mesh so that the outflow edges of all elements are mapped to the third edge of Ω 0 . In both the initial and final solutions (Figure 9 ), we observe oscillations in the y-direction. The amplitude of these oscillations diminishes with time ( Figures   9a and 9b ). In the x direction, the solutions are smoother, with discontinuities spread over two cell widths.
Although large overshoots are present in the solution, the means are still confined to the initial range [0, 1].
This example demonstrates that the local maximum principle (1) Figures 9e, 9f, 10c, and 10d . We observe that the oscillations in the y-direction are suppressed, although the discontinuities are more diffused and there is a slight smearing effect at the corners of the pulse.
We note however that this is an artificial example as we have a discontinuity that is perpendicular to the edges of the elements, on a mesh of elements with a special mapping to the canonical element. Rotating the initial square pulse by 45 degrees results in a solution with suppressed overshoots, even with limiter (61) (Figures 10a, 10b) .
Finally, we solve the problem with a smooth initial condition given by (63). The L 1 error at T = 0.5 is Figure 7 , we computed the minimum and maximum γ out of the four involved in the limiting process, named γ min and γ max , respectively. By maximizing γ, we mean that the configuration with the largest γ min was chosen. Conversely, by minimizing γ, we mean that the configuration with the smallest γ max was chosen. The errors in solutions obtained with different limiting directions are given in Table 5 . It appears that choosing reconstruction points closest to the cell centroid is beneficial, but not substantially so. Thus, the vertex ordering given by the mesh generator can be used directly, without additional preprocessing of the mesh. Figure 13 . This solution is of comparable quality to the moment limiter described in [13] , solved on a structured mesh of 80 × 80 = 6,400 quadrilaterals. 4.6. Double Mach reflection problem. We consider the two-dimensional Euler equations
with the equation of state where γ = 1.4 is the adiabatic constant for air. We solve the double Mach reflection problem using the set up described in [18, 16] and illustrated in Figure 14 We observe that the shocks are well resolved, and the slipline emanating from the primary triple point is tight. These are results are again comparable to those obtained with a moment limiter on Cartesian grids [13] .
We compare the GPU runtime performance of the moment limiter to the so-called Barth-Jespersen limiter. The Barth-Jespersen limiter uses either the edge neighborhood or vertex neighborhood to determine a local interval by which to bound the numerical solution at the edge midpoints. It was shown in [19] that the limiter using the edge neighborhood is first order accurate but fast and the limiter using the vertex neighborhood is second order accurate but slow. The total time spent executing the three limiting algorithms on an NVIDIA Titan X Pascal is provided in Table 7 . We observe that the moment limiter is the fastest of the three limiters and takes approximately 8.6 percent of the total DG-GPU solver run time.
The Barth-Jespersen limiter using the edge neighborhood is slightly slower than the moment limiter, but it is only first order accurate. The Barth-Jespersen limiter using the vertex neighborhood is second order accurate, but it executes three times slower per time step than the moment limiter and takes 22 percent of the total solver run time, which is non-negligible. We also note that both Barth-Jespersen limiters have a more restrictive CFL number of 1 6 in comparison to the moment limiter's CFL number of 3 13 , which explains the increased number of time steps for the Barth-Jespersen limiters in Table 7 . Table 7 . Run time comparisons for moment and Barth-Jespersen limiters. The number in brackets in the 'Limiter run time (s)' column is the percentage of the total solver run time that the limiting algorithm takes to execute. The number in brackets in the 'Time (ms)/ step' column is the speed up factor of the moment limiter compared to the Barth-Jespersen limiters per time step. 
Conclusion
We have proposed a new second order limiter that operates directly on solution coefficients by finding suitable directions in which the one-dimensional minmod operation can be employed. This is in contrast to existing limiters that sample solution values on the edges of triangles and require that they remain in some locally defined range. We derive a family of possible limiters and pick one that is easy to implement. We show on a number of numerical examples that the limiter produces second order accurate, stable numerical solutions, and performs comparably to a moment limiter on Cartesian grids.
This limiter is appealing because it has a stencil of constant size, it is easy to implement, much of its overhead is moved to the preprocessing stage, e.g., determination of the limiter stencil and interpolation coefficients, and it does not require computing the solution values at quadrature points.
Analysis for nonlinear fluxes is provided in the Appendix, though the resulting stability constraints are more involved. Traditionally, limiters developed for linear problems are applied to nonlinear systems.
Thus, we do the same here.
Extending this limiter to nonconforming meshes for use in adaptive simulations appears to be possible.
An element's limiting directions will stay the same when its neighbors are refined or coarsened, though the elements used in the reconstruction of forward and backward differences may have to be updated.
This will not require projecting the neighboring solutions onto coarser or finer elements as is sometimes done. Another possibility for future work is the extension of this limiter to higher order bases, though the analysis is more involved as there are a higher number of solution coefficients that must be limited.
An extension to three-dimensional computations would also be of practical interest. The advantages of a stencil of constant size become all the more important as the number of neighbors will grow in three dimensions. Finally, we plan on investigating the applicability of this limiter to computations involved in cut cell element geometries [7, 20] .
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Appendix A. Nonlinear Fluxes
For nonlinear fluxes, the RK-DG method requires third order accuracy to evaluate surface integrals in (9) . With Gauss-Legendre numerical integration, we will need two quadrature points. We will modify our analysis to account for this. Most of the derivation follows the linear case.
Using the divergence theorem with (11), we obtain
Then, adding and subtracting F * (U n i (x i,j,q ), U i ) · n i,j in the inner sum, we have
For c * i,j,q belonging to the interval defined by U n i and U n i (x i,j,q ), and c * * i,j,q belonging to the interval defined by U n i and U n j (x i,j,q ), we have by the mean value theorem
are the partial derivatives with respect to the first and second variables. We introduce the following coefficients
that are non-negative by the assumed monotonicity of the flux. We now have
After limiting, the solution average at time t n+1 is written
where the values v 
for the inflow term and
for the outflow term, with some non-negative multipliers v 
j,i ≥ 0 In the form (69), the above expansion is This is of the form (19) . We require that the sum of the coefficients in front of the differences above is less than or equal to one. Using (75) and (79), we write this requirement as h i λ i .
