Abstract
Introduction
Recently, the computer system architecture is undergoing a great revolution [1] . Due to power consumption problem, increasing the basic frequency of the processor blindly has been encountered a bottleneck. As mainstream chip manufacturers have begun making great efforts to develop multi-core processors [2] , there have been dual-cores, quad-cores, eight cores, and sixteen cores in one processor at present. According to the core of each different, multi-core processors will be divided into two categories: one is homogeneous multi-core processors [3, 11] ; the other is the heterogeneous multi-core processors. With regard to the isomorphic multi-core processors, each of its cores has the same structure and computing power. The Cell BE processor [4, 12] , one of the most typical of the heterogeneous multi-core processors, uses the power processor as the Power Processor Element (PPE) within eight synergistic processing elements (SPE). And each SPE has a direct access to local memory with 256K size. The SPE can also access system memory through DMA operation. Therefore, nine processing cores are integrated in a Cell BE processor chip, and all processing cores and external devices are interconnected via a high-speed bus with high bandwidth. Its architecture is shown as below: Figure 1 The architecture of Cell as heterogeneous multi-core processor
In the past few decades, OpenMP [5] has been a specification as shared memory parallel programming. It shows a significant advantage in the parallelization as it provides a simple programming and supports incremental parallelization. However, as increasing larger modern application programs and irregular and unstructured programs appear in practical applications, the early OpenMP 2.5 specification is hard to parallelize such applications as recursive applications and 'while' loop structure, and the efficiency of these parallelized applications is extremely low. Therefore, the OpenMP 3.0 specification arises at the historic moment, which defines a simple task structure for irregular and unstructured applications parallelism and proposes task parallel models [6] .
Irregular task parallel models based on the Cell BE processor
Recursive application is one of the typical irregular and unstructured applications, and OpenMP task parallel models can be used in these parallel applications, such as the Fibonacci problem:
int fib(int n) { int i, j, s; if (n < 2) return n; else { #pragma omp task shared (i) i = fib (n-1); #pragma omp task shared (j) j = fib (n-2); #pragma omp taskwait s = i + j; return s; } } As can be seen from the above example, the task parallel model turns every recursive call into a task, and then uses a task parallel strategy to perform these tasks to achieve the purpose of recursive program parallel computing. In the study of task parallel strategies, we need to fully consider the heterogeneous multi-core Cell BE processor features to maximize the advantages of the hardware platform, and also need to analyze the characteristics of the recursive applications so that different types of recursive applications can be correctly handled with task parallel strategies.
Work modes of parallel task based on Cell BE Processor
For the homogeneous multi-core architecture, each processing core can access the system memory directly and has equivalent computing ability. The existing work mode of task parallel strategy is "nocenter". And in this strategy each processing core can construct and execute the task respectively. However, the roles of the PPE and the SPE are not the same in the Cell BE processor architecture. The PPE can access the system global memory directly, while each SPE has local memory with 256K size and can only access the system memory via DMA operation. Furthermore, each SPE has a better process power than the PPE. Considering the characteristics of the processor fully, we use Master/Slave mode and take the PPE as the Master, which constructs and schedules the tasks dynamically, and take the SPEs as the Slave, in which 8 SPEs parallel perform the tasks. This operating mode is shown in the figure 2.
The EIB in Figure 2 is a communication channel, and the information can be transferred by signal, mailbox and DMA methods. The PPE can use signal, mailbox and DMA methods to communicate with SPEs while the SPE uses DMA method to communicate with the SPE. Apparently, the Master/Slave mode can be adapted to the Cell BE hardware platform. 
Analysis of dependencies between tasks
The adjacent layers of tasks also exist data dependencies after the process of each recursive call is turned into a task, because every layer of recursive application exists data dependencies. This dependency relationship usually is presented like that a task needs the results of another task. According to the task dependencies, recursive applications can be divided into the following two categories.
Backward dependence of recursive application
The recursive application is characterized by the following pseudo-code: retype funcName(args) { funcName(args); funcName(args); do something here } The greatest feature of this recursive application is that the current task requires the process results of its sub-tasks, thus the current task has to wait until all of its sub-tasks are completed and the process results are transferred to it. The following task dependency graph shows the dependencies between tasks:
Figure 3. Backwardly dependency graph
As shown in the figure 3, Task 1 is the topmost task of the recursive call layers. The Task 1 depends on the Task 2 and the Task 3, which will transfer the process results to the Task 1, and then the Task 1 can be executed after obtaining all the necessary data. All leaf nodes in the Figure 3 can be executed immediately and can be executed in parallel, because they do not need the results of other tasks.
Forward dependence of recursive applications
Such recursive application is characterized by the following pseudo-code: retype funcName(args) { do something here funcName(args); funcName(args); } The greatest feature of this recursive application is that the sub-tasks require current task results. So all sub-tasks have to wait until the current task is completed the process results are transferred to them. Similarly, the following task dependency graph shows the data dependencies between the tasks. As shown above, Task 1 is the topmost task of the recursive call layers, which can be executed immediately and passes the process results to the Task 2 and Task 3, thus Task 2 and Task 3 can be parallel executed at the same time. As executed in this order, the low-layer tasks can be executed in parallel.
Task scheduling strategy
From the recursive layer's perspective, the tasks in adjacent layer exist data dependencies for both of the backward and forward dependence of recursive applications. A task stays in the unenforceable state and cannot be scheduled for execution if its needed data is not ready to be passed. When it receives the required data, it is converted to the executable state and can be scheduled by the PPE to be performed in one SPE.
The core method of scheduling
A task has four states as follows: 1, unenforceable state; 2, executable state; 3, running state; 4, destroyed state. Unenforceable tasks, executable tasks, running tasks and destroyed tasks are respectively stored in the task pool, the executable queue, the task scheduling list and the destroyed list. The core idea of the task scheduling is to schedule executable tasks firstly. The bottom of the priority tasks is called for the backward dependence of recursive applications, while the top priority task is called for the forward dependence of recursive applications. When a task is converted from unenforceable state to executable state, it will be removed from the task pool into the executable task queue, and this task will wait to be dispatched. The task scheduling strategy takes the execution processes of recursive program into two stages, first stage is task construction, and the second is task scheduling and execution.
The task construction
First we need an explicit idea of which parts is the task composed. To achieve the purpose of parallel computing in recursive program, each recursive call function in recursive program is converted into a task; therefore, a task can be decomposed into three components: 1, the task function code; 2, the input parameters of the task; 3, the output results of the task. The task function code is composed of the recursive program code removing the recursive calls part. The input parameters of tasks and the output results of tasks are the data portion of the tasks. In order to correctly handle the data dependencies, we should define the task structures about data storage and transmission between tasks. In different recursive applications, the data type and quantity are different. So with regard to a specific application, we need to re-define the input parameters list and the output results list, but task nodes and task context are not to be re-defined. The task dependency counter and address in the task node are used to record the dependencies between tasks; if a task relies on other tasks, its dependency counter is nonzero. It indicates that task is in the executable state when the dependency counter of task is zero, and thus it can be scheduled for execution. When a task is finished, other tasks that depend on it are quickly to be found through the task dependency address, the counter will be decreased and the results will be passed to the task. The time complexity of this program is O (1).
In the process of task construction, we use the PPE to produce tasks dynamically. In this process, the various tasks are constructed layer by layer according to a recursive hierarchy by using breadth-first strategy. Two important data structures of the task pool and the executable list are created in the PPE. In the process of construction, the tasks whose task dependency counter is greater than zero are put into the task pool, and the tasks whose task dependency counter is zero are put into the executable queue.
Task scheduling perform stage
In order to record the task being performed and the status of SPEs, a state table of SPEs is set in the PPE. It is an array whose size is the number of SPEs. Each element of this array is used to store the address of the task. If an element is null, the corresponding SPE is idle. Otherwise, the corresponding SPE has been assigned with tasks.
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The PPE uses polling mechanism to get the SPE state. When the PPE detects that the state of the SPE is idle, a task is taken from the executable queue and the task address is recorded in the corresponding location of state table. Simultaneously, the address of the task context is sent to the SPE by mailbox operation. When the SPE gets the context address, it obtains the input parameters of task through DMA operation and performs this task. The results will be written to the output list by DMA operation after the task execution is completed, which will notify PPE through the SPE mailbox operation and wait for the next task. When PPE detects that a SPE has been assigned with tasks, it further checks the output mailbox of the SPE to determine whether the task is finished. If that task has been executed, the outputs of the task are delivered to the tasks that rely on this task, and task dependency counter is decreased. If the task dependency counter is zero, the task is taken from the pool into the executable task queue, and then distributed to current SPE. It indicates that the SPE is the status of executing task if PPE does not receive the notification of task completion from the SPE output mailbox, then it continues testing the next SPE. In the polling process, maybe there is no executable task with free SPEs. At this time PPE don't do any operation but only to detect whether the task in the busy SPE has been finished. The status of the task rely on it may be converted to an executable state when the task is completed. If all of the task pool, executable queue and SPE status table are empty, the recursive program will be completed and results will be put into the output list of the topmost task layer.
Optimization techniques
Parallel computing of recursive applications can be achieved by applying the above task parallel strategies, but these strategies will generate a large number of tasks in the calculation process. In general, these tasks are fine-grained, which will cause some problems. First of all, a large number of fine-grained tasks lead to great memory consumption. If the recursive application is just a module of a complex application, it will lead to the great memory cost of entire application. Secondly, the granularity of each task of the recursive applications is relatively small, so the concurrent execution efficiency will be very low. Besides, as there are dependencies between tasks, namely, a task must wait to be scheduled for execution until the tasks that it relies on are completed. The cost of task synchronization and communication consumption will be greatly increasing with massive task generating.
To solve the above problems, it is necessary to study some optimization techniques to improve the performance of parallel execution of recursive program. The study shows that the performance of task parallel execution can be improved as long as some measures are taken to minimize the amount of finegrained tasks. Pruning techniques can be used to achieve the goal of reducing the number of tasks. There are two specific pruning strategies, one is the maximum task numbers, and another is the maximum recursive layer.
Maximum task numbers
This strategy is to set a maximum limitation on the number of tasks, in the stage of task construction, the task will no longer be constructed once the number of tasks exceeds this limit, consequently, the task structure is divided into two types, one is the common task, another is the pruning task, as shown in the figure 6: Figure 6 . Maximum task numbers pruning strategy
The figure 6 shows the maximum number of tasks is three. The task construction will be stopped when the number of task construction exceeds three. Task2, task4, task5, task8 and task9 form a large grained task, while task3, task6 and task7 together form a large task. The two major tasks are pruning task and they are performed recursively.
Maximum recursive layer
This strategy is to set a maximum limitation on the recursive layer and control the number of tasks indirectly. In the stage of task construction, the task will no longer be constructed when the layer exceeds the limit. Similarly, the task structure is divided into two types, one is the common task, and another is the pruning task, as shown in the figure 7. Figure 7 shows the maximum recursion layer is three. When the recursion layer exceeds three, task construction will be stopped and seven tasks are generated. The task4, task8 and task9 together form a large grained task, which is performed recursively. Task1, task2, task3, task5, task6 and task7 are common tasks, which perform the task function code composed by the task.
Experiment
The Implementation and Optimization of Irregular Application Task Models Based on the Cell BE Processor Ji-Lin Zhang, Yi Chen, Jue Wang, En-Yi Liu, Yu-Yu Yin, Yong-Jian Ren, Cai-Hong Li This experiment is carried out in a 3.2GHz PS3 (Play Station 3) based on Cell processor [8] [9] . PPE contains a 32KB L1 instruction cache, a 32KB L1 data cache and a 512KB L2 cache. Each SPE contains 256KB local memory, and 256MBsystem memory. Two SPEs in Cell processor are disabled and only 6 SPEs are provided for users in PS3, so six SPEs are mostly used in the experiments. The operating system for experiment is Fedora 9 (Linux Kernel 2.6.25-14), and the Cell SDK 3.1 is used as the compiler.
For the two types of recursive applications, we choose Fibonacci [10] to test the parallel execution performance of backward dependence of recursive applications and quick-sort to test the parallel execution performance of forward dependence of recursive applications.
In the Fibonacci sequence evaluation, f (1) = 1, f (2) = 1; f (n) = f (n-1) + f (n-2). When n is greater than 2, the value of the n th element is equal to the addition of the (n-1) th and the (n-2) th element. When demanding the value of n th element, we firstly recursively evaluate the value of (n-1) th and (n-2) th elements, and then the values of these two elements are added to get the n th element. The goal of parallel execution for recursive program, and higher performance and better scalability can be achieved by using the parallel strategies and optimization techniques. The performance test results are shown in figure 8 . Figure 8 shows that maximum task numbers optimization technique is used to avoid generating a large number of fine-grained tasks. When using two SPEs to parallel perform tasks, the speedup is close to 2. The speedup is multiplied with the number of SPEs multiplying. However, the total number of SPEs is only six, so we can only test the speedup of 6 SPEs in which tasks are executed in parallel. Test results shows that the task parallel strategy have higher parallel performance and better scalability.
In the Quick-sort experiment, we choose a base element in the data to be sorted, and then divide these data to determine the final location of the base element and divide these data into two sections further. As far as the recursive program is concerned, this can only sort one section once a time. Two pieces of data are sorted in parallel by using the current task parallel strategies. With the recursion layer deeper, data segments which can be parallel sorted become more and more. This can improve the performance. The results of performance testing are shown in figure 9 . The horizontal axis is the number of data sorted, which are all integers. When the number of SPEs is certain, the performance of parallel execution is essentially flat with the data size increasing. As the data size is constant, the performance of parallel execution will be improved with the number of SPE increasing. As large amounts of data are needed to be transferred by each task in quick-sort, the communication cost of the task will be increased, and the execution performance is lower than the Fibonacci series evaluation.
Conclusions
In this paper, we present the task parallel methods which are combined with the features of Cell BE heterogeneous multi-core processors. We achieve two models of typical irregular applied parallel computing --backward dependence of recursive applications and forward dependence of recursive applications. On one hand, these models reduce the difficulty of programming in the Cell processor and improve the efficiency for programmers to implement irregular applications; on the other hand, under the guarantee of correct programs, the performance of programs can be improved largely.
