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This article extends recent research on item parameter drift by investigating the robustness 
properties of basic unidimensional IRT models. Specifically, the article explores whether it is 
possible to advocate the consistent choice of one model over another based on its robustness 
properties under drift. On the one hand, it is shown that the biases that are introduced due to 
drift are minor for most practically relevant circumstances across all models. On the other 
hand, it is shown that the mathematical structure of the biases is theoretically complex so that 
globally superior performance of one model over another is observed only under restrictive 
side conditions. 
A l t h o u g h v a r i o u s m e a s u r e m e n t m o d e l s based o n i t e m response theory (IRT) 
are a v a i l a b l e to p s y c h o m e t r i c m o d e l e r s (for o v e r v i e w s see, e.g., Junker , 1999; 
R u p p , 2002; v a n d e r L i n d e n & H a m b l e t o n , 1997), the prac t i ca l d a y - t o - d a y 
a p p l i c a t i o n s of m o r e c o m p l e x I R T m o d e l s are rather l i m i t e d . Instead, it is 
c o m m o n for tes t ing agencies, research institutes, a n d consultants to use one of 
the m o r e basic u n i d i m e n s i o n a l I R T m o d e l s . F o r d i c h o t o m o u s l y scored i tems, 
the one-parameter logis t ic (1PL) or Rasch m o d e l , the t w o - p a r a m e t e r logis t ic 
(2PL) , o r the three-parameter logist ic (3PL) m o d e l s are c o m m o n l y u s e d , 
w h e r e a s for p o l y t o m o u s l y scored i tems the g r a d e d response m o d e l (Samej ima, 
1969) a n d the m u l t i p l e - r e s p o n s e m o d e l (Thissen & Steinberg, 1984) are c o m -
m o n l y u s e d . In fact, s o m e of the m o s t p o p u l a r e s t i m a t i o n sof tware s u c h as 
B I L O G - M G ( Z i m o w s k i , M u r a k i , M i s l e v y , & Bock , 1996) a n d M U L T I L O G 
(Thissen, 1991) are d e s i g n e d to est imate p r i m a r i l y these basic p o w e r f u l m o d e l s . 
G i v e n s o m e of the d iscrepancies b e t w e e n theoret ical a v a i l a b i l i t y of m o d e l s 
a n d prac t i ca l m o d e l choice , it is of inherent interest to u n d e r s t a n d s o m e of the 
d r i v i n g forces b e h i n d m o d e l choice a n d to invest igate w h e t h e r i t is poss ib le to 
col lect s o m e e v i d e n c e that s u p p o r t s the eventua l m o d e l choice based o n m a t h -
emat i ca l c r i ter ia about its in ferent ia l propert ies . T h i s article seeks to p r o v i d e 
s o m e pieces of e v i d e n c e that underscore that the process of m o d e l choice is 
c o m p l e x a n d cannot be u n a m b i g u o u s l y r e s o l v e d b y i n v o k i n g certa in robust -
ness p r o p e r t i e s u n d e r lack of i n v a r i a n c e (LOI) d u e to i t e m parameter d r i f t 
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( IPD) . T h e d e v e l o p m e n t s i n this article b u i l d o n recent research i n I P D , w h i c h 
has i n v e s t i g a t e d the effect of certain types of i t e m parameter dr i f t o n examinee 
parameter est imates (Wel l s , S u b k o v i a k , & Ser l in , 2002) as w e l l as the effect of 
I P D o n i t e m response probabi l i t i es ( R u p p & Z u m b o , 2003). In this article, then, 
these i n v e s t i g a t i o n s are ex tended to incorporate a c r o s s - m o d e l c o m p a r i s o n , 
a n d it is s h o w n h o w biases d u e to d r i f t of the i t e m d i f f i c u l t y parameter m a y be 
o n l y m i n o r f r o m a prac t i ca l perspect ive , but their i m p l i c a t i o n s about m o d e l 
choice are rather c o m p l e x f r o m a m a t h e m a t i c a l perspect ive . 
C o n s e q u e n t l y , the issue of m o d e l choice as v i e w e d t h r o u g h this L O I lens 
c a n e i ther be c o n s i d e r e d prac t i ca l ly u n i m p o r t a n t , as biases i n response p r o b -
abi l i t ies are r e l a t i v e l y m i n o r across a l l m o d e l s ; or theoret ical ly i m p o r t a n t , as 
the bias pat terns s h o w that n o s ingle m o d e l possesses g l o b a l l y s u p e r i o r bias 
p r o p e r t y u n d e r d r i f t of the i t e m d i f f i c u l t y parameter . B u t before these a r g u -
ments are a n a l y t i c a l l y a n d n u m e r i c a l l y d e v e l o p e d , it is w o r t h w h i l e to say a few 
w o r d s about the process of m o d e l choice i n general . 
Choosing a Measurement Model 
A t the s i m p l e s t l e v e l c h o o s i n g a m e a s u r e m e n t m o d e l c a n be a matter of t r a i n i n g 
or t r a d i t i o n . I n the f o r m e r case, k n o w l e d g e about a certain class of measure -
m e n t m o d e l s s u c h as c lassical test theory (CTT) m o d e l s or s t ruc tura l e q u a t i o n 
m o d e l s ( S E M ) m a y l e a d one to choose one m o d e l i n g a p p r o a c h o v e r the other. 
T h i s is , of course , a reasonable course of ac t ion , because i n o r d e r to use a m o d e l 
r e s p o n s i b l y , one needs to be k n o w l e d g e a b l e , at least to a reasonable degree, 
about its m a t h e m a t i c a l s t ructure , its parameter es t imat ion process, the m e a n -
i n g of the d i f ferent parameters , the m e a n i n g of i n f o r m a t i o n p r o v i d e d i n the 
o u t p u t , a n d the contexts i n w h i c h it c a n be u s e d . H e n c e if one is k n o w l e d g e a b l e 
about a p a r t i c u l a r class of m o d e l s , one is t y p i c a l l y at least a responsib le user of 
those m o d e l s , w h i c h m a y be better t h a n b e i n g a n i r responsib le user of a larger 
class of m o d e l s that one k n o w s l i tt le about . If m o d e l choice is d r i v e n b y 
t r a d i t i o n , a s i m i l a r logic of ten u n d e r l i e s the process. F o r e x a m p l e , b y r e p u t a -
t i o n a n d p e r c e p t i o n the E d u c a t i o n a l T e s t i n g Service a n d C T B M c G r a w / H i l l are 
c o m p a n i e s that are k n o w n of ten to use the 3 P L I R T m o d e l whereas m a n y 
l a n g u a g e testers a n d the N a t i o n a l B o a r d of M e d i c a l E x a m i n e r s often use the 
1 P L I R T o r R a s c h m o d e l . S i m i l a r l y , m a n y educa t iona l a n d p s y c h o l o g i c a l re-
searchers s t i l l use C T T m o d e l s , a n d the U n i v e r s i t y of I o w a is often thought of 
as one of the centers for its c o u s i n , g e n e r a l i z a b i l i t y theory. A s i n a lmost a l l areas 
of l i fe , t r a d i t i o n s h a v e his tor ies that are h a r d to break, because they h a v e been 
s h o w n to be cons is tent ly benef ic ia l to the users a n d be of h i g h prac t i ca l u t i l i t y . 
In m a n y p r a c t i c a l scenarios , m o d e l choice is d r i v e n b y real constraints that 
m o d e l s p lace o n the data i n p u t a n d the c o n s u m e r of their o u t p u t . F o r e x a m p l e , 
s i m p l e r m o d e l s h a v e f e w e r parameters that need to be es t imated a n d thus 
m a k e less s t r ingent s a m p l e s ize requirements for stable parameter es t imat ion . 
B u t e v e n if parameters i n m o r e c o m p l e x m o d e l s can be es t imated to a des i red 
degree of accuracy , i t m a y be d i f f i c u l t to interpret t h e m m e a n i n g f u l l y f r o m a 
substant ive theoret ica l v i e w p o i n t , a n d this m a y be w h a t is d e s i r e d . C o n c e p -
t u a l l y , one c o u l d thus argue that the q u e s t i o n of m o d e l choice can be a n s w e r e d 
b y i n v o k i n g m o r e f u n d a m e n t a l propert ies of measurement , w h i c h w o u l d , for 
e x a m p l e , f a v o r the 1 P L or R a s c h m o d e l o v e r other m o d e l s because it can be 
c o n s i d e r e d a n instance of a d d i t i v e conjoint m e a s u r e m e n t (Perl ine, W r i g h t , & 
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W a i n e r , 1979). Researchers w o r k i n g ser ious ly i n cogni t ive assessment m i g h t 
not e v e n c o n s i d e r a m a t h e m a t i c a l m o d e l unless it a l l o w s t h e m f o r m a l l y to 
o p e r a t i o n a l i z e e lements of the substant ive theory as parameters i n the m o d e l . 
F o r these researchers, a m o d e l of choice needs to h a v e a n a p p r o p r i a t e mathe -
m a t i c a l s t ructure a n d needs to p r o v i d e adequate fit to the data a n d the u n d e r -
l y i n g theory that generated the data . 
A l t e r n a t i v e l y , one c o u l d argue that the choice b e t w e e n m o d e l s c a n be 
c o n s i d e r e d a q u e s t i o n of e m p i r i c a l m o d e l fit, w h i c h i m p l i e s that e v e r y n e w 
dataset s h o u l d be m o d e l e d w i t h the m o d e l that best fits the data . H o w e v e r , 
de tec t ing m o d e l fit for rea l datasets can be a t r i c k y issue i n p a r t i c u l a r for 
s m a l l e r datasets. I n d e e d , as seen above i n the d i s c u s s i o n of m o d e l c o m p l e x i t y , 
s a m p l e s ize is o f ten one of the m a i n d e t e r m i n i n g factors for m o d e l choice , e v e n 
t h o u g h s a m p l e s ize r e q u i r e m e n t s are s o m e w h a t m o d e r a t e d these days b y 
advances i n the theory a n d i m p l e m e n t a t i o n of B a y e s i a n es t imat ion p a r a d i g m s 
(see R u p p , D e y , & Z u m b o , i n press, for a n o v e r v i e w ) . B u t a l t h o u g h it is 
r e l a t i v e l y easy to f i n d faul t w i t h a g i v e n a p p l i c a t i o n of a m o d e l to a dataset 
e i ther o n e m p i r i c a l o r theoret ica l g r o u n d s , e v e n s t r o n g crit ics are not a l w a y s 
able to offer s u p e r i o r a l ternat ives (see, e.g., T r a u b , 1983, for a pass ionate c r i t i -
c i s m of u n i d i m e n s i o n a l I R T m o d e l s ) . 
It is thus of i n h e r e n t interest to de termine w h e t h e r a consistent preference 
for a g i v e n m o d e l bears p o s i t i v e or negat ive consequences i n the l o n g r u n . T o 
a n s w e r this q u e s t i o n , this article explores u n d e r w h a t c o n d i t i o n s of I P D the 
largest a m o u n t s of b ias i n response probabi l i t i es occurs to d e t e r m i n e w h e t h e r 
one c a n argue for g l o b a l l y s u p e r i o r proper t ies of one m o d e l o v e r another . I P D , 
a n i n s t a n t i a t i o n of L O I , is a c o m m o n l y o b s e r v e d p h e n o m e n o n w h e r e i t e m 
parameters f r o m a p r e v i o u s c a l i b r a t i o n of a n i t e m set appear to h a v e c h a n g e d 
(i.e., dr i f t ed) o v e r t i m e . I P D has a prac t ica l effect o n d e c i s i o n - m a k i n g , because 
if i t goes u n d e t e c t e d , a bias i n response probabi l i t i es is i n t r o d u c e d that affects 
the t rue score estimates of examinees a n d , b y i m p l i c a t i o n , their respect ive 0 
estimates. T h u s if one c o u l d m a k e general statements that s h o w e d one m o d e l 
to be s u p e r i o r i n that it resul ted genera l ly i n smal le r a m o u n t s of bias across 
d i f ferent d r i f t c o n d i t i o n s , m o r e substant ia l a r g u m e n t s about m o d e l choice 
c o u l d be d e v e l o p e d . T h i s art icle explores ana ly t i ca l , n u m e r i c a l , a n d v i s u a l 
m e t h o d s to a n s w e r this q u e s t i o n a n d h i g h l i g h t the c o n d i t i o n s that h a v e to h o l d 
to m a k e s u c h genera l c l a i m s . T h e art icle focuses o n basic u n i d i m e n s i o n a l I R T 
m o d e l s for d i c h o t o m o u s l y scored i t e m sets (i.e., the 1 P L , 2 P L , a n d 3 P L m o d e l s ) 
as these faci l i tate d i s c u s s i o n s of the u n d e r l y i n g theoret ical concerns. A l l d i s c u s -
s ions are d e v e l o p e d at the population level a n d hence c i r c u m v e n t the p r o b l e m of 
de tec t ing the true a m o u n t of bias i n the p o p u l a t i o n w i t h c a l ibra t io n samples . 
T h i s is n o t necessary for the p u r p o s e of this article, as the p o p u l a t i o n ana logue 
as a c l e a n i d e a l i z a t i o n s h o w s the m i n i m u m a n d m a x i m u m a m o u n t s of biases 
w i t h n o c o n f o u n d i n g d u e to sample - to - sample f l u c t u a t i o n . 
In a n ear l ier s t u d y ( R u p p & Z u m b o , 2003), the re la t ionships that exist 
b e t w e e n parameters f r o m di f ferent p o p u l a t i o n s o n b o t h the log i t a n d p r o b a b i l -
i t y scale w e r e m a d e expl i c i t , a n d the effect of I P D o n i t e m response p r o b a b i l -
ities as w e l l as examinee true scores w a s demonst ra ted a n a l y t i c a l l y , 
n u m e r i c a l l y , a n d v i s u a l l y . R e c a l l that for basic u n i d i m e n s i o n a l I R T m o d e l s the 
pa ra meter that indicates the i n f l e x i o n p o i n t of a n i t e m characterist ic c u r v e 
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( ICC) is o f ten c a l l e d the " i t e m d i f f i c u l t y " parameter a n d is d e n o t e d b y fy; the 
parameter that indica tes the s lope of a n I C C at its i n f l e x i o n p o i n t (i.e., the 
" s teepness" of the curve) is of ten ca l led the " i t e m d i s c r i m i n a t i o n " parameter 
a n d is d e n o t e d b y oy a n d the parameter that indicates the l o w e r asymptote of 
a n I C C is o f ten c a l l e d the " i t e m p s e u d o - g u e s s i n g " parameter a n d is d e n o t e d b y 
Yj. C o n s i s t e n t w i t h p r e v i o u s research (Wel l s et a l . , 2002) it w a s f o u n d that for 
m o d e r a t e a m o u n t s of i t e m d i s c r i m i n a t i o n parameter d r i f t (i.e., oc-drift), i t e m 
d i f f i c u l t y p a r a m e t e r d r i f t (i.e., (3-drift), a n d joint a - a n d P-dri f t , the effect o n 
e x a m i n e e true scores w a s re la t ive ly m i n i m a l . The m o d e l that w a s u s e d i n these 
s tudies w a s the 2 P L , a n d this article presents their n a t u r a l extens ion b y o f f e r i n g 
a c r o s s - m o d e l c o m p a r i s o n of the effect of I P D o n i t e m response probabi l i t i es 
a n d e x a m i n e e true scores. 
T e c h n i c a l l y , there are n i n e scenarios to c o n s i d e r for this p u r p o s e , because 
one is d e a l i n g w i t h t w o d e s i g n factors that c a n be crossed, (a) the generat ing 
m o d e l (3 leve ls : 1 P L , 2 P L , 3 P L ) , a n d (b) the f i t ted m o d e l (3 levels : 1 P L , 2 P L , 
3 P L ) . H o w e v e r , cer ta in types of parameter d r i f t cannot be c o n s i d e r e d for a l l 
scenarios . I n p a r t i c u l a r , one cannot c o n s i d e r a - d r i f t for the 1 P L , because b y 
d e f a u l t a l l d i s c r i m i n a t i o n parameter va lues are h e l d constant for this m o d e l 
( t y p i c a l l y (c<j = 1 for a l l i tems) a n d a " d r i f t " for some i tems w o u l d ef fect ively 
const i tute g o i n g f r o m a 1 P L to a 2 P L . In other w o r d s , it w o u l d const i tute a n 
instance of model misfit a n d not I P D , w h i c h p r e s u m e s that the same m o d e l 
h o l d s across ca l ibra t ions for the i t e m set u n d e r cons idera t ion . I n a d d i t i o n , one 
cannot c o n s i d e r y -dr i f t for either the 1 P L or the 2 P L , because this w o u l d 
const i tute another instance of m o d e l m i s f i t as o n l y the 3 P L a l l o w s d i f f e r i n g 
l o w e r a s y m p t o t e parameters across i tems. It is clear that i t e m parameter d r i f t 
c a n o n l y be c o n s i d e r e d across m o d e l s for a n i t e m parameter that is c o m m o n 
across a l l m o d e l s ; hence one has to l i m i t a t tent ion to the i t e m d i f f i c u l t y p a r a -
meter p. 
T h e g u i d i n g i d e a a n d quest ions for this article are the f o l l o w i n g . C o n s i d e r 
a n i t e m that d i s p l a y s p-dr i f t a n d fur ther cons ider that the i t e m is ca l ibrated 
w i t h a 1P1, 2 P L , a n d 3 P L . F o r w h a t c o m b i n a t i o n s of a -va lues , examinee loca-
t ions o n the latent scale, a n d a m o u n t s of P-dr i f t is the bias i n i t e m response 
probab i l i t i e s a n d e x a m i n e e true score smal les t (i.e., w h e r e are local minima for 
bias)? In a d d i t i o n , is i t poss ib le to i d e n t i f y one of these m o d e l s as the one that 
has the smal les t o v e r a l l a m o u n t of bias d u e to the m a t h e m a t i c a l s t ructure of the 
m o d e l (i.e., is there a global minimum of bias across models )? T o a n s w e r these 
quest ions , a f o r m a l i z a t i o n of bias is necessary. 
Formalization of Bias in Response Probabilities 
T o b e g i n , def ine the b ias i n response probabi l i t i es for examinee i o n i t e m j as the 
di f ference A,.. = p.(9 ;) - P' ;(9',) w h e r e the f irst p r o b a b i l i t y is c o m p u t e d u s i n g the 
o r i g i n a l v a l u e of the i t e m d i f f i c u l t y parameter P f whereas the s e c o n d p r o b a b i l -
i ty is c o m p u t e d u s i n g P' ; the d r i f t e d v a l u e of the i t e m d i f f i c u l t y parameter (i.e., 
for a d r i f t of m a g n i t u d e x/7 p ' ; = P y + Xf). T h e response p r o b a b i l i t y is c o m p u t e d 
u s i n g the m o d e l u n d e r c o n s i d e r a t i o n so that for the 3 P L , 
e x p ( a , ( 0 , - p.-)) 
Y ' + ( 1 - V l + e x P ; a ; ( e , - P ; ) ) ^ > ° ' - ° 0 < M < ~ < ° * Ty< I-
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for the 2 P L , 
e x p ( a , ( e , - p , ) ) < m < m 
1 + e x p ( a , ( e , - P,)) ' ' ' P ' ' ' ' 
a n d for the 1 P L or R a s c h m o d e l , 
P ( 9 ) = e x p ( e , - p , ) 
' W 1 + e x p ( 0 , - B ; . ) ' P ' , B ' 
Because the 3 P L is the m o s t genera l of the three u n i d i m e n s i o n a l m o d e l s , one 
c a n c o m p a r e the di f ference i n biases across m o d e l s m o s t eas i ly i f one uses i t as 
a s tar t ing p o i n t . T h e above d e f i n i t i o n of Ay results i n the f o l l o w i n g e x p r e s s i o n 
of b ias for the 3 P L : 
A l ; - |^Y; + (1 Y,) 1 + e x p ( a j (0. _ p.)} J |^Y; + fl Y;) 1 + e x p ( a. (0. _ (p. + T.))} j 
mi _ y a 
1 + T)y + Mfij V 
Wij Vij 
1 + wj r\j + v|/,y 
w h e r e r|y = e x p (a ; t y ) a n d yv = e x p (a y (9 r pV)). 
Because the 2 P L is a spec ia l case of the 3 P L w i t h y = c, c e (0,1), w h e r e c is 
t y p i c a l l y c h o s e n to be 0, one c a n a n a l y t i c a l l y see that bias for the 2 P L c a n be 
c o n s i d e r e d a " s p e c i a l case" of the bias for the 3 P L u n d e r cer ta in c o n d i t i o n s as 
A2PL= _ J ^ _ % 
a n d hence 
A f = ( 1 - 7 y . ) A f . 
T h i s e q u a t i o n i l lustrates a n a l y t i c a l l y the first result of c r o s s - m o d e l c o m -
p a r i s o n s . If one cal ibrates a n i t e m w i t h a 2 P L a n d a 3 P L a n d the i t e m d i s -
c r i m i n a t i o n v a l u e is the same u n d e r b o t h m o d e l ca l ibrat ions , then for a n 
i d e n t i c a l d i f ference b e t w e e n examinee a n d i t e m loca t ion o n the latent 9 scale, 
the i n t r o d u c e d bias is s m a l l e r u n d e r the 3 P L . Spec i f i ca l ly , it is s m a l l e r b y a 
factor p r o p o r t i o n a l to the p r o b a b i l i t y of not guess ing . 
T h i s resul t m a k e s sense if one cons iders the I C C s for this scenario. B o t h 
I C C s w o u l d h a v e the same s lope a n d the same loca t ion d i s p l a c e m e n t u n d e r 
dr i f t ; yet because the l o w e r - a s y m p t o t e for the 3 P L is h i g h e r than for the 2 P L , 
the h o r i z o n t a l d i s p l a c e m e n t d u e to p-dr i f t results i n a s m a l l e r vertical di f ference 
Ay b e t w e e n the c u r v e s for the 3 P L t h a n the ident i ca l d i s p l a c e m e n t for the 2 P L . 
It is a l r e a d y clear that the di f ference is not g o i n g to be v e r y large because 
l o w e r - a s y m p t o t e parameter va lues are rare ly larger t h a n .3; F i g u r e 1 i l lustrates 
this for a n i t e m w i t h P ; = 0, P'y = .6, a ; - 1.5, a n d y = .3 u n d e r the 3 P L . 
Because the 1 P L is a spec ia l case of the 2 P L a n d , b y i m p l i c a t i o n , of the 3 P L , 
the b ias u n d e r a 1 P L is a lso a spec ia l case of the bias u n d e r a 2 P L a n d 3 P L . 
H o w e v e r , i t cannot be w r i t t e n as c o m p a c t l y i n a n e q u a t i o n as above, because 
the di f ference b e t w e e n a 1 P L a n d the other t w o m o d e l s is that the d i s c r i m i n a -
t i o n pa ra meter is f i x e d , w h i c h is a parameter that is not d i rec t ly o n the p r o b -
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a b i l i t y scale a n d hence prec ludes a s i m p l e analyt i c e q u a t i o n . T h i s scenario is 
d i s c u s s e d f u r t h e r i n the next sect ion w h e r e graphics are u s e d to i l lustrate these 
biases, w h i c h m a k e s patterns i n biases easier to describe. 
Visualization of Biases Using the Aij Function 
T o apprec iate the d i f f e r e n t i a l effect of v a r i o u s types of biases a n d their d e p e n d -
encies o n m o d e l parameters , it is u s e f u l to v i s u a l i z e g r a p h i c a l l y the va lues . 
T o u n d e r s t a n d the m e a n i n g of s u c h plots , it is i m p o r t a n t to real ize that Aij is 
a c t u a l l y a function of f o u r var iables : 
1. T h e d i s c r i m i n a t i o n parameter (aj) 
2. T h e l o c a t i o n di f ference (0i - pj) 
3. T h e l o w e r - a s y m p t o t e parameter (^ ) 
4. T h e a m o u n t of |3-drift (tj) 
O n e w a y to e x p l o r e the d i f ferent ia l effect these va lues h a v e o n the response 
p r o b a b i l i t y b ias is to p l o t the AVf va lues as a f u n c t i o n of the l o c a t i o n dif ference 
a n d the d i s c r i m i n a t i o n parameter , w h i c h y i e l d s t h r e e - d i m e n s i o n a l surfaces, 
a n d t h e n to c o n s i d e r a m a t r i x of these t h r e e - d i m e n s i o n a l surfaces w h e r e the 
r o w s are d e f i n e d b y di f ferent va lues of the d r i f t parameter xj a n d the c o l u m n s 
are d e f i n e d b y di f ferent va lues of the l o w e r - a s y m p t o t e parameter v . F o r i l l u s -
trat ive p u r p o s e s , a t tent ion is restricted to the f o l l o w i n g ranges of va lues : 
1. T h e d i s c r i m i n a t i o n parameter (aj): (0,2] 
2. T h e l o c a t i o n di f ference ( 6 i - P j ) : [-3,3] 
2PL calibration (Y = 0) 
— Theta • Beta 
- 2 - 1 0 1 2 3 
3PL calibration (¾ = .3) 
Theta - Beta - 2 - 1 0 1 2 3 
Figure 1. Effect of drift for item with identical discrimination calibrated with 2PL and 3PL. 
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3. T h e l o w e r - a s y m p t o t e parameter (yj): 0, .1, .2, .3 
4. T h e a m o u n t of p -dr i f t (ij)): .2 , .4 , .6 , .8 
T h i s results i n the 4 x 4 m a t r i x of t h r e e - d i m e n s i o n a l p lots s h o w n i n F i g u r e 2. 
T h e p lo ts i n F i g u r e 2 reflect the nested nature of the three u n i d i m e n s i o n a l 
m o d e l s a n d i l lus tra te s o m e general trends. First , it is apparent that the i n t r o -
d u c e d bias is g e n e r a l l y largest for the largest a m o u n t of d r i f t ( r o w 1 w i t h v = .8) 
a n d smal les t for the smal les t a m o u n t of d r i f t ( r o w 4 w i t h %• = .2), w h i c h is 
i n t u i t i v e l y clear. S e c o n d , i t c a n be seen h o w for each a m o u n t of d r i f t the 
a m o u n t of b ias gets p r o g r e s s i v e l y less as the l o w e r a s y m p t o t e parameter i n -
creases (i.e., w i t h i n a r o w , the surfaces are genera l ly flatter for h i g h e r v a l u e s of 
Yj). T h i r d , for a g i v e n m o d e l a n d f i x e d a m o u n t of d r i f t (i.e., for a p a r t i c u l a r 
t h r e e - d i m e n s i o n a l surface) , the bias appears to be largest for i tems that h a v e 
h i g h e r d i s c r i m i n a t i o n v a l u e s t h a n for i tems that h a v e l o w e r d i s c r i m i n a t i o n 
v a l u e s for m a n y l o c a t i o n dif ferences . F o u r t h , it is clear that the i n t r o d u c e d 
biases are n o t v e r y large i n absolute m a g n i t u d e across a l l surfaces unless there 
is a n u n u s u a l l y large a m o u n t of dr i f t . F o r e x a m p l e , if the i n t r o d u c e d bias is .1, 
w h i c h is a reasonable t y p i c a l v a l u e for m a n y of the cases s h o w n above , t h e n 10 
i tems w i t h that a m o u n t of d r i f t are r e q u i r e d to p r o d u c e a true-score dif ference 
of 1 p o i n t . T h i s is a m i n u t e di f ference for m o s t prac t ica l p u r p o s e s a n d hence 
speaks w e l l to the robustness proper t ies of I R T m o d e l s . T h i s robustness result 
f u r t h e r m o r e p r e s u m e s that n o other i tems i n the data set d i s p l a y d r i f t i n the 
o p p o s i t e d i r e c t i o n , i n w h i c h case effects m i g h t cancel out , l e a d i n g to e v e n less 
of a n o v e r a l l effect o n e x a m i n e e true scores for i t e m sets. 
F o r c r o s s - m o d e l c o m p a r i s o n s , the nested nature of the three m o d e l s be-
comes i m p o r t a n t . F i rs t , the 2 P L is a spec ia l case of the 3 P L w i t h a f i x e d 
l o w e r - a s y m p t o t e parameter ( t y p i c a l l y y, = 0 for a l l i tems) a n d hence i n o r d e r to 
c o m p a r e the biases i n t r o d u c e d u n d e r a 2 P L w i t h those i n t r o d u c e d u n d e r a 3 P L 
one has to l o o k across a r o w . H e r e one c a n see that the i n t r o d u c e d bias is 
g l o b a l l y less f o r the 3 P L for a l l i d e n t i c a l loca t ion differences g i v e n that the i t e m 
d i s c r i m i n a t i o n v a l u e is i d e n t i c a l u n d e r b o t h ca l ibrat ions ; this is s h o w n a n a l y t i -
ca l ly a b o v e . A s a n i l l u s t r a t i v e e x a m p l e , c o n s i d e r a n extreme case w h e r e a n i t e m 
w i t h d i s c r i m i n a t i o n parameter v a l u e of 0(^  = 1.5 is ca l ibrated u n d e r a 2 P L ( w i t h 
Yj = 0) a n d u n d e r a 3 P L ( w i t h y. = .3) a n d d i s p l a y s a d r i f t of x= = .8. T h i s 
c o r r e s p o n d s to the t w o slices i n the f irst a n d last t h r e e - d i m e n s i o n a l surfaces i n 
the f irst r o w of the above m a t r i x as s h o w n i n F i g u r e 3. 
In accordance w i t h F i g u r e 1, one c a n see h o w the i n t r o d u c e d bias is l o w e r at 
a l l l o c a t i o n di f ferences for the 3 P L , w h i c h w o u l d h o l d for other d i s c r i m i n a t i o n 
v a l u e s as w e l l . N o t e , h o w e v e r , that i f the d i s c r i m i n a t i o n parameter va lues for a 
g i v e n i t e m are d i f ferent u n d e r the t w o m o d e l s , o r if d i f ferent l o c a t i o n d i f f e r e n -
ces are c o n s i d e r e d , one w o u l d h a v e to inspect the he ight of the surfaces loca l ly , 
w h i c h is d i s c u s s e d b e l o w . 
S e c o n d , the 1 P L is a spec ia l case of the 2 P L w i t h a f ixed d i s c r i m i n a t i o n 
p a r a m e t e r v a l u e ( t y p i c a l l y a ( = 1 for a l l i tems) a n d so c o m p a r i n g bias u n d e r the 
1 P L w i t h that u n d e r the 2 P L is t a n t a m o u n t to i n s p e c t i n g a h o r i z o n t a l sl ice f r o m 
a p a r t i c u l a r t h r e e - d i m e n s i o n a l surface i n re la t ion to the rest of the surface. F o r 
most l o c a t i o n di f ferences the i n t r o d u c e d bias is h i g h e r if the i t e m has a h i g h e r 
d i s c r i m i n a t i o n v a l u e u n d e r the 2 P L t h a n u n d e r the 1 P L (i.e., t y p i c a l l y a n (Xj 
greater t h a n 1 u n d e r the 2 P L ) ; h o w e v e r , that it is not true for all loca t ion 
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differences . A s a n i l l u s t r a t i v e e x a m p l e , cons ider a n extreme case w h e r e a n i t e m 
is c a l i b r a t e d u n d e r a 1 P L ( w i t h (0¾ = 1) a n d also u n d e r a 2 P L ( w i t h (otj = 2) a n d 
d i s p l a y s a (3-drift of X- - .8. T h i s corresponds to the t h r e e - d i m e n s i o n a l surface i n 
the u p p e r l e f t - h a n d corner of the above m a t r i x a n d leads to the t w o h o r i z o n t a l 
slices s h o w n i n F i g u r e 4. H e r e one c a n see that for locat ion differences of about 
less t h a n - . 7 un i t s o r m o r e t h a n 1.5 uni t s , m o r e bias is i n t r o d u c e d u n d e r the 1 P L 
t h a n u n d e r the 2 P L , whereas for loca t ion differences b e t w e e n - . 7 a n d 1.5 uni ts 
the o p p o s i t e is true. 
Translating Theoretical Conditions into Practical Contexts 
In o r d e r to m a k e statements about the a m o u n t of bias i n t r o d u c e d i n t o the 
response p r o b a b i l i t i e s a n d hence true scores u n d e r P-dri f t , several c o n d i t i o n s 
h a d to be e x p l i c i t l y stated i n each of the above case. Pract i t ioners w i l l recognize 
that m o s t of these c o n d i t i o n s appear s o m e w h a t unreal i s t i c . F o r e x a m p l e , i f a n 
i t e m set w e r e ca l ibra ted once w i t h a 2 P L a n d once w i t h a 3 P L a n d b o t h m o d e l s 
seemed to p r o v i d e adequate fit, as p e r h a p s j u d g e d b y some e m p i r i c a l fit 
statistic, t h e n i t is u n l i k e l y that a g i v e n i t e m w o u l d have the same d i s c r i m i n a -
t i o n v a l u e u n d e r b o t h m o d e l s a l l o w i n g for the g l o b a l statements that were 
m a d e ear l ier . S i m i l a r l y , for a g i v e n examinee the 0 estimate is l i k e l y to be 
di f ferent u n d e r the t w o m o d e l s i n this s i t u a t i o n as w e l l , w h i c h w i l l resul t i n 
di f ferent l o c a t i o n di f ferences re lat ive to the i t e m d i f f i c u l t y v a l u e for the t w o 
m o d e l s , f u r t h e r c o m p l i c a t i n g matters . M o r e o v e r , the a m o u n t of bias for a n i t e m 
ca l ibra ted u n d e r a 2 P L o n separate occasions is p r o b a b l y g o i n g to be di f ferent 
f r o m the bias for the same i t e m cal ibrated u n d e r a 3 P L o n separate occasions, 
a d d i n g yet another l ayer of c o m p l e x i t y to the issue. 
It thus appears that the a n s w e r to the q u e s t i o n of w h i c h m o d e l leads to the 
m o s t o p t i m a l proper t ies i n terms of i n t r o d u c e d biases cannot be a n s w e r e d 
s i m p l y a n d is i n d e e d c o m p l e x . In a n at tempt to p r o v i d e some c losure , h o w -
ever , a f e w genera l cons idera t ions about the types of biases can be m a d e . These 
cons idera t ions l o o k at the biases one can expect if the p o p u l a t i o n data are 
generated w i t h a cer ta in m o d e l (e.g., the 1PL) b u t a di f ferent m o d e l (e.g., a 2 P L ) 
is f it a n d d e e m e d acceptable. G i v e n the ana ly t i ca l results i n this art ic le , these 
synthet ic d e s c r i p t i o n s s h o u l d be u n d e r s t o o d as s i m p l i f i c a t i o n s o n l y . 
Case 1: Generating Model is 1PL 
If one fits a 1 P L to data , one is ef fect ively c h o o s i n g one of the h o r i z o n t a l slices 
i n a p a r t i c u l a r t h r e e - d i m e n s i o n a l surface i n a par t i cu lar c o l u m n i n the above 
m a t r i x . F i t t i n g a 2 P L or a 3 P L to s u c h data , w h i c h is rea l ly a n e x a m p l e of 
o v e r f i t t i n g , does not l e a d to differences i n a or P va lues c o m p a r e d w i t h those 
that are o b t a i n e d u n d e r a 1 P L ca l ibra t ion , because the a s s u m p t i o n s of constant 
a va lues a n d z e r o y v a l u e s h o l d . H e n c e theoret ical ly n o differences i n biases 
exist a n d p r a c t i c a l l y a n y differences i n biases b e t w e e n the di f ferent ca l ibra t ions 
w i l l be d u e to s a m p l i n g f luc tuat ions , w i l l be ex t remely m i n o r , a n d w i l l h a v e 
a lmost n o p r a c t i c a l effect o n d e c i s i o n - m a k i n g . 
Case 2: Generating Model is 2PL 
If one fits a 1 P L to data that were o r i g i n a l l y generated w i t h a 2 P L , one forces a l l 
a v a l u e s to be e q u a l w h e n i n fact they are not . D e p e n d i n g o n the degree of 
d e v i a t i o n f r o m the f i x e d v a l u e the 1 P L i m p o s e s a n d the true generat ing va lues 
as w e l l as the l o c a t i o n differences of examinees , one observes h i g h e r o r l o w e r 
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rj = o r r . \ 
Figure 2. Surfaces for Aijas a function of location differences, item discrimination values, and 
amounts of parameter drift. 
biases f o r e i ther m o d e l as one ef fect ively chooses di f ferent slices of a selected 
surface . I n extreme cases these dif ferences m i g h t l e a d to some differences i n 
d e c i s i o n - m a k i n g , b u t d u e to p o t e n t i a l cance l la t ion effects across i t e m sets these 
are p r o b a b l y g o i n g to be m i n o r . If one fits a 3 P L to data that w e r e generated 
w i t h a 2 P L one w i l l theoret ica l ly n o t observe a n y bias dif ferences as the c o n -
stant l o w e r - a s y m p t o t e a s s u m p t i o n h o l d s . 
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Case 3: Generating Model is 3PL 
It one fits a 1 P L to d a t a that w e r e o r i g i n a l l y generated w i t h a 3 P L , one inher i ts 
the results f r o m the p r e v i o u s case, w h i c h are n o w c o m p o u n d e d b y the fact that 
one a lso forces the y param e te r to be 0 for a l l i tems. If one fits a 2 P L to data that 
w e r e generated w i t h a 3 P L , one w i l l f i n d that the biases u n d e r f3-drift are g o i n g 
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2PL calibration (15 = 0) 
Delta 
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; T h e t a • Beta 
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3PL calibration (TJ = .3) 
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Figure 3. Effect of drift for item with identical discrimination calibrated with 2PL and 3PL. 
to be u n i f o r m l y larger for those i tems that h a v e y va lues di f ferent f r o m 0 u n d e r 
the 3 P L , b u t i d e n t i c a l d i s c r i m i n a t i o n va lues o therwise . 
T h r o u g h o u t this art icle biases i n response probabi l i t i es are the focus of 
d i s c u s s i o n a n d prac t i t ioners m a y w o n d e r w h a t the effect of s u c h biases is o n 
e x a m i n e e p a r a m e t e r v a l u e s . A s w a s d e m o n s t r a t e d i n W e l l s et a l . (2002), a 
vertical d i s p l a c e m e n t i n response p r o b a b i l i t i e s — d u e to a shif t i n a n I C C as a 
resul t of I P D - l e a d s to a horizontal d i s p l a c e m e n t of the associated examinee 
p a r a m e t e r v a l u e s (see F i g u r e 2, p . 80, a n d F i g u r e 6, p . 85, for examples u n d e r 
i t e m d i f f i c u l t y p a r a m e t e r dr i f t ) . Stated d i f fe rent ly , the o v e r a l l test characterist ic 
c u r v e d r i f t , w h i c h captures the c u m u l a t i v e effect of response p r o b a b i l i t y biases 
f r o m i n d i v i d u a l i tems o n examinee true scores, can be easi ly translated in to a 
re lated o v e r a l l effect for the examinee parameters . N o t s u r p r i s i n g l y , as the 
authors demonst ra te , m i n o r biases i n response probabi l i t i es l ead to m i n o r 
biases i n e x a m i n e e parameters (i.e., t y p i c a l l y , the biases i n examinee paramet -
ers are at m o s t .01 u n i t s u n d e r i t e m d i f f i c u l t y parameter dr i f t ) . T h i s is , of 
course , a lso t rue for a c r o s s - m o d e l c o m p a r i s o n w h e r e p r o b a b i l i t y biases of 
s i m i l a r m a g n i t u d e s are o b s e r v e d . A s s e s s i n g the exact m a g n i t u d e of s u c h effects 
i n pract ice is c o m p l i c a t e d b y s a m p l e - t o - s a m p l e f luctuat ions i n parameter es-
t imates , h o w e v e r . T h i s process w a s a v o i d e d for the p u r p o s e s of this article, b u t 
the m i n o r p o p u l a t i o n effects presented i n this art icle as a n i d e a l i z a t i o n of a n y 
observable real - l i fe effects c o n t i n u e to speak s t r o n g l y for the robustness 
p r o p e r t i e s of I R T m o d e l s u n d e r I P D . 
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Figure 4. Effect of drift for item with different discrimination calibrated with 1PL and 2PL. 
Conclusion 
T h i s art icle sets out to take a n a n a l y t i c a l l o o k at the issue of m o d e l o p t i m a l i t y to 
see h o w one c o u l d gather ev idence for m a k i n g the case that one of the three 
u n i d i m e n s i o n a l I R T m o d e l s is m o r e robust t h a n the others u n d e r di f ferent 
f o r m s of i t e m p a r a m e t e r dr i f t , I P D . F o r a l l practical p u r p o s e s this is not poss ib le 
a n d it is o n l y theoretically poss ib le if one compares 2 P L a n d 3 P L ca l ibra t ions 
u n d e r restr ic t ive s ide c o n d i t i o n s . T h e g o a l of this article is not to address 
c a l i b r a t i o n issues that m a y fur ther c o m p o u n d the c o m p l e x i t y of the p r o b l e m , 
because i t is c lear that s a m p l e - t o - s a m p l e f l u c t u a t i o n s i n parameter estimates 
affect the e s t i m a t i o n of p o p u l a t i o n biases a n d hence a n invest igator ' s a b i l i t y to 
detect c l e a n l y w h i c h case he or she is w o r k i n g w i t h . A t the same t ime, c i r c u m -
v e n t i n g this p r o b l e m is advantageous as it c lari f ies the u n d e r l y i n g log ic , for 
w h i c h it is i r re levant w h e t h e r one is able to p i n p o i n t exact ly w h a t the true 
p a r a m e t e r v a l u e s are. 
It is , of course , u p to the m o d e l e r to d e c i d e w h e t h e r robustness proper t ies of 
this k i n d are i n d e e d des i rable . O n the one h a n d , one m a y argue that I P D is a 
feature of the data to w h i c h a m o d e l s h o u l d be sensi t ive so that a d r i f t of a 
cer ta in m a g n i t u d e s h o u l d h a v e a s t r o n g effect o n m o d e l - b a s e d inferences. O n 
the other h a n d , one m a y argue that it is prac t i ca l ly d i f f i c u l t to d isentangle I P D 
f r o m other factors that c o u l d l e a d to a d i f fe rent ia l f u n c t i o n i n g of i tems so that 
it is a n u i s a n c e that I R T m o d e l s s h o u l d be robust t o w a r d . D e p e n d i n g o n the 
p h i l o s o p h i c a l bel iefs a b o u t w h a t m o d e l s are s u p p o s e d to a c c o m p l i s h that are 
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b r o u g h t to the table b y the m o d e l e r , e i ther l ine of r e a s o n i n g c o u l d be c o n -
s i d e r e d a p p r o p r i a t e . Therefore , it is apparent that the i m p o r t a n t d e c i s i o n of 
w h i c h m o d e l to choose i n w h i c h context cannot be d e f e n d e d o n p u r e l y mathe -
m a t i c a l g r o u n d s . A t the same t ime , it nei ther can n o r s h o u l d be d e f e n d e d o n 
p u r e l y p h i l o s o p h i c a l g r o u n d s , because the m a t h e m a t i c a l s t ructure of m o d e l s 
affects the inferences that one d r a w s f r o m their o u t p u t . T h i s article out l ines 
severa l s u c h effect co ns id e ra t io ns a n d i t is h o p e d that the results presented 
here s t i m u l a t e t h o r o u g h a n d m a t h e m a t i c a l l y precise d i s c u s s i o n about the fac-
tors that m a k e m o d e l choice defensible f r o m b o t h theoret ical a n d prac t i ca l 
perspect ives . 
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