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Abstract
A formula for the sum of any positive-integral power of the first N positive integers was published by
Johann Faulhaber in the 1600s. In this paper, we generalize Faulhaber’s formula to non-integral complex
powers with real part greater than −1.
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Introduction
Let a and N be positive integers. The formula for the sum of the ath powers of the first N pos-
itive integers was discovered and published by Johann Faulhaber (1580–1635) in his Academia
algebrae of 1631. Faulhaber’s formula can be expressed as follows:
(a + 1)
N∑
n=1
na = Na+1 +
a∑
k=1
(−1)k
(
a + 1
k
)
BkN
a−k+1. (1)
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cause the Bernoulli numbers were introduced by Jakob Bernoulli (1654–1705) in Ars conjectandi
(1713).
Various conventions exist regarding the Bernoulli numbers. We will use the Bernoulli numbers
as defined by
z
ez − 1 =
∞∑
k=0
Bk
k! z
k
(|z| < 2π).
One reference for (1) (from among many possible references) is [1].
It is natural to ask if a formula similar to Faulhaber’s formula (1) is valid for non-integral
powers of a. Surprisingly, it seems to have gone unnoticed that Faulhaber’s formula has a beauti-
ful and satisfying generalization to non-integral real powers greater than −1. Perhaps even more
extraordinary is the fact that this generalization is valid not only for real powers, but also for
complex powers a with real part greater than −1. The generalization of Faulhaber’s formula is
given in the following theorem.
Theorem. Suppose a = σ + iτ with σ −1 and a = −1. If
m = σ + 1 = min{k ∈ Z: σ < k},
γ = −(m − a),
Fa(N) = Nm+1 +
m∑
k=1
(−1)k
(
a + 1
k
)
BkN
m−k+1,
then
lim
N→∞
[
(a + 1)
N∑
n=1
na − Nγ Fa(N)
]
= (a + 1)ζ(−a). (2)
Moreover, if a is a non-negative integer, then the sequence on the left-hand side of (2) is constant.
Remark.
(1) Notice that, when a is a non-negative integer, the theorem says
(a + 1)
N∑
n=1
na = N−1Fa(N) + (a + 1)ζ(−a),
which is the classical result since (a + 1)ζ(−a) = (−1)a Ba+1 for all integers a  0 and
hence
N−1Fa(N) + (a + 1)ζ(−a) = Na+1 +
a∑
k=1
(−1)k
(
a + 1
k
)
BkN
a−k+1.
On the other hand, when a is non-integral and positive, the polynomial Fa(N) has the same
formal appearance as the classical Faulhaber polynomial, but it is not equal to any of those
classical Faulhaber polynomials because the binomial coefficients
(
a+1 ) are non-integral.
k
K.J. McGown, H.R. Parks / J. Math. Anal. Appl. 330 (2007) 571–575 573(2) While the theorem above might have been discovered at any time after the introduction of
the zeta function, we have no indication that it was. In fact, in the reviewed literature the
only related work of which we are aware is [3]. In [3], the relationship with the Faulhaber
formula was not recognized, nor was the limit of the difference between the approximat-
ing function and the sum of non-integral powers identified as being a multiple of the zeta
function. Additionally, the work in [3] addresses only real powers.
(3) In [3], the approximating function for the sum of non-integral powers is constructed itera-
tively using the binomial formula. It was by examining and improving the method of [3], to
make the proof direct rather than iterative, that we discovered and proved the theorem above
for real a. The proof we present here applies to complex powers without additional diffi-
culty and is much more efficient than our original (unpublished) proof based on the binomial
theorem.
Proof of Theorem. We will apply the Euler–Maclaurin summation formula to the function
f (n) = na (see [2, Eq. (A.24)], for instance). Letting the Pochhammer symbol (a)k denote the
product a(a − 1) · · · (a − k + 1) and noting that
dkf
dtk
(t) = (a)kta−k,
we obtain
(a + 1)
N∑
n=1
na = Na+1 +
(
a + 1
2
)
Na +
q∑
k=1
B2k
(
a + 1
2k
)
Na−2k+1
− 1 + a + 1
2
−
q∑
k=1
B2k
(
a + 1
2k
)
+ (a + 1)(a)2q+1
N∫
1
P2q+1(t)ta−2q−1 dt (3)
for all integers q  0. Here P2q+1(t) is the (2q + 1)st periodic Bernoulli function; that is,
P2q+1(t) = B2q+1
(
t − t),
where
z etz
ez − 1 =
∞∑
k=0
Bk(t)
k! z
k
(|z| < 2π).
Specifically, we fix
q =
{
m/2 if m is even,
(m + 1)/2 if m is odd.
Rearranging (3), we obtain
(a + 1)
N∑
n=1
na −
[
Na+1 +
(
a + 1
2
)
Na +
q∑
k=1
B2k
(
a + 1
2k
)
Na−2k+1
]
= −1 + a + 1
2
−
q∑
k=1
B2k
(
a + 1
2k
)
+ (a + 1)(a)2q+1
N∫
P2q+1(t)ta−2q−1 dt. (4)1
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ζ(s) = 1
s − 1 +
1
2
+
q∑
k=1
B2k(s + 2k − 1)
(2k)!(s)
− (s + 2q + 1)
(s)
∞∫
1
P2q+1(t)t−s−2q−1 dt.
Also, we have
(s + 2k + 1)
(s)
= (s + 2k)2k+1.
Applying the above identities with s replaced by −a (as we may because 	(−a) + 2q > 0) and
simplifying, we obtain
(a + 1)ζ(−a) = −1 + a + 1
2
−
q∑
k=1
B2k
(
a + 1
2k
)
+ (a + 1)(a)2q+1
∞∫
1
P2q+1(t)ta−2q−1 dt. (5)
In light of (5), the right-hand side of (4) converges to (a + 1)ζ(−a) as N → ∞. In fact, because
P2q+1(t) = O(1), we see that the difference between the right-hand side of (4) and (a+1)ζ(−a)
is O(Nσ−2q).
When a is a non-negative integer we have (a)2q+1 = 0, which allows us to observe that the
right-hand side of (4) is independent of N and hence so is the left-hand side. When m is even we
observe that
Na+1 +
(
a + 1
2
)
Na +
q∑
k=1
B2k
(
a + 1
2k
)
Na−2k+1
= Na+1 +
m∑
k=1
(−1)k
(
a + 1
k
)
BkN
a−k+1,
which completes the proof in this case. If m is odd we observe that
Na+1 +
(
a + 1
2
)
Na +
q∑
k=1
B2k
(
a + 1
2k
)
Na−2k+1
= Na+1 +
m+1∑
k=1
(−1)k
(
a + 1
k
)
BkN
a−k+1. (6)
Notice that the term k = m + 1 in the summation on the right-hand side of (6) is equal to 0
(independently of N ) when a is a non-negative integer. Finally, notice that, when a is not a non-
negative integer, the term k = m+1 on the right-hand side of (6) converges to 0 as N → ∞ since
	(a − m) < 0; in fact, that term is O(Nσ−m). 
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of the theorem and setting β = m − σ , we have
(a + 1)
N∑
n=1
na − Nγ Fa(N) = (a + 1)ζ(−a) + O
(
N−β
)
.
Proof. In the proof of the theorem, we saw that the difference between the right-hand side of (4)
and (a + 1)ζ(−a) is O(Nσ−2q). When m is even σ − 2q = σ − m = −β and when m is odd
σ − 2q = σ − m − 1 = −β − 1. We also saw that, in case m is odd, the term k = m + 1 in the
summation on the right-hand side of (6) is O(Nσ−m). Thus, both when m is even and when m is
odd, the convergence is O(N−β). 
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