Abstract-We review the field of synthetic biology from an analog circuits and analog computation perspective, focusing on circuits that have been built in living cells. This perspective is well suited to pictorially, symbolically, and quantitatively representing the nonlinear, dynamic, and stochastic (noisy) ordinary and partial differential equations that rigorously describe the molecular circuits of synthetic biology. This perspective enables us to construct a canonical analog circuit schematic that helps unify and review the operation of many fundamental circuits that have been built in synthetic biology at the DNA, RNA, protein, and small-molecule levels over nearly two decades. We review 17 circuits in the literature as particular examples of feedforward and feedback analog circuits that arise from special topological cases of the canonical analog circuit schematic. Digital circuit operation of these circuits represents a special case of saturated analog circuit behavior and is automatically incorporated as well. Many issues that have prevented synthetic biology from scaling are naturally represented in analog circuit schematics. Furthermore, the deep similarity between the Boltzmann thermodynamic equations that describe noisy electronic current flow in subthreshold transistors and noisy molecular flux in biochemical reactions has helped map analog circuit motifs in electronics to analog circuit motifs in cells and vice versa via a 'cytomorphic' approach. Thus, a body of knowledge in analog electronic circuit design, analysis, simulation, and implementation may also be useful in the robust and efficient design of molecular circuits in synthetic biology, helping it to scale to more complex circuits in the future.
I. INTRODUCTION

T
HOUGH we now know a lot about the parts list of cells, we have been unable to engineer cells to get these parts to work together in more complex circuits: After nearly two decades of research, the largest circuit built within a cell is still a synthetic '6-logic-gate circuit' [1] . A state-of-the-art '12-part circuit' necessitated 4 kinds of cells with 3 logic gates within each [2] . In contrast, Nature herself has designed complex nonlinear, stochastic, analog circuits within cells that have over 30 000 state variables [3] - [5] ; her circuits comprise asynchronous feedback circuits in pathways significantly more complex than feed-forward, high-molecular-copy-number logic gates. Furthermore, her circuits are so energy, part-count, and molecular-copy-number efficient that her computational efficiency per operation is 4 to 5 orders of magnitude more efficient than man-made systems in nanoscale GHz electronic processes and is already near the thermodynamic limits of physics [3] , [6] . To develop complex circuits that are as robust and as efficient as in nature, we will need to address 5 main challenges:
1) Oversimplified Design Paradigms and Abstractions: Even though molecules are discrete and digital, cells do not operate with reliable '1' and '0' signals like modern-day computers do. Rather, the signals in cells are inherently probabilistic as all thermodynamic signals are. In the typical copy numbers seen in cells, many such probabilistic Poisson events combine to create a mean 2-5 bit-precise analog signal with noise [4] ; RNA signals are significantly more noisy and probabilistic than protein signals that have the benefit of more averaging. The basic building-block DNA, RNA, and protein circuits of cells are not logic gates but are described by analog reaction-network differential and stochastic (probabilistic or noisy) differential equations. The signals can be thresholded above a certain molecular count to yield a '1' and thresholded below a certain molecular count to yield a '0' if only the saturated portion of basis functions are utilized (as in Fig. 1 , adapted from [7] ). But the transfer function is not really a logic gate and does not compose neatly like logic gates do. Most logical on/off ratios in biological circuits are in the 10-100 range such that 'switches' in these logic circuits are about 4 to 10 orders of magnitude more leaky than most switches in digital computers today. In certain cases, truly discrete state transitions caused by positive feedback do cause absolute digital behavior, e.g., in the differentiation or division of a cell or in cell-cycle transitions [5] ; but, digital circuits are a special case of analog circuits that already represent saturated behavior. As in engineering, analog circuit motifs that are a quantitatively accurate and insightful representation of the actual underlying differential equations but that are not oversimplified are essential for design. . [7] . Digital circuits are a special case of analog circuits.
the functions of upstream ones, which may no longer be abstracted to have the same function [8] . Therefore circuits in cells frequently exhibit non-modularity and 'loading' and do not behave like simple, modular, clean, well-defined digital logic gates but as complex stochastic analog feedback loops and circuits that are always subject to loading and interaction between modules [3] , [9] . Pathway 'cross talk' [10] drastically affects modularity in logic gates, and less so in softer analog circuits where failure is less catastrophic. 3) Metabolic Loading and Molecular Toxicity: The rate of energy consumption within most cells is constrained to have a total power budget near 10 M ATP/sec [3] - [5] , [11] , [12] , in part to avoid excessive Reactive Oxygen Species (ROS) generation. Energy-efficient cells likely outcompeted other cells in early evolution as well [13] . If cells are engineered to synthetically produce molecules at high copy numbers to ensure reliable deterministic function, metabolic loading can quickly result [4] , [13] - [15] . For example, just building a 10-bit-precise deterministic synthetic digital genetic adder in yeast takes 163 logic gates and would consume its entire power budget even with generous assumptions [4] ! Furthermore, high molecular counts increase osmolarity and cross reactivity and are toxic to cells. It is no surprise that engineering complex circuits within cells without paying careful attention to molecular counts and metabolic loading [14] , [15] has not scaled in nearly two decades.
4) Resource Consumption of Cellular Machinery:
There are a finite number of polymerases, ribosomes, RNAases, and proteases within a cell. The use of shared cellular machinery by synthetic circuits can and does have an impact on the natural functions of the cell. For example, producing proteins on one plasmid can affect protein production on another plasmid or in the cell [14] - [17] . Recent work has shown that proteases are shared [16] and can cause wanted [18] (also see Fig. 10 ) and unwanted coupling in circuits. Therefore, it is essential to design and analyze cells with a paradigm that accounts for such consumption. The availability of these resources affect the operation of synthetic circuits in different host environments, contexts, and media [10] , [15] . 5) Stochastics: Molecular copy numbers in cells are necessarily constrained such that many cellular signals operate with 2-to-5 bit precision [4] , [19] and are effectively noisy analog signals rather than deterministic digital ones.However, simulating and designing for stochastics is incredibly computationally intensive, taking hours for even 6-state-variable Poisson Gillespie simulations [20] - [22] . It has been estimated that it would take several years for genome-scale stochastic Poisson simulation of a single cell cycle in a bacterium [23] . Even highly approximate, non-Poisson and largely deterministic simulations of a single cell cycle of the smallest bacterium on earth with 528 genes took 10 hours on a 128-node LINUX cluster [24] . Bacterial persister cells and tumor cells become resistant to drugs because of rare cells whose stochastics enables them to survive and reproduce later [25] , [26] . The copy number of important molecules like p53 [5] , which regulates cell death, and whose expression is mutated in more than half of all cancers, corresponds to very low molecular concentrations and high stochasticity. Stochastics and molecular copy number are essential in evaluating the efficiency, information capacity, resource consumption, toxicity, and robustness of any engineered cellular circuit and are fundamental to biology. Yet, they are often treated as an afterthought rather than being incorporated into design from the word go. A rational and principled approach to biological design may be possible via a 'cytomorphic' mapping shown in Fig. 2 
[3]:
There is a deep connection between 'electronics', which is about the controlled, relatively long-range motions of electrons between devices, and 'chemistry', which is about the controlled, relatively short-range motions of electrons between atoms and molecules. Fig. 2 shows that there are striking similarities between chemical reaction dynamics and electronic current flow in the sub-threshold regime of transistor operation: Electron concentration at the source is analogous to reactant concentration; electron concentration at the drain is analogous to product concentration; forward and reverse current flows in the transistor are analogous to forward and reverse reaction rates in a chemical reaction; the forward and reverse currents in a transistor are exponential in voltage differences at its terminals, analogous to reaction rates being exponential in the free energy differences in a chemical reaction; increases in gate voltage lower energy barriers in a transistor increasing current flow analogous to the The logarithmic dependence of the electrochemical potential in chemical concentration or on current enables one to map log-domain analog transistor circuit motifs in subthreshold electronics to log-domain analog molecular circuit motifs in cells and vice versa. If we examine the classic Michaelis-Menten enzyme-substrate binding basis function, we find that (1) Therefore, if we look at the left hand side, the basis function may be viewed as being approximately linear and proportional to for and saturating after ; or, if we look at the right hand side, it may be viewed as being log-linear over the range where the sigmoid is linear. Hence this basis function has a log-linear analog regime of operation over the central portion of the sigmoid and a saturating digital regime at the extremes of the sigmoid (see also Fig. 2 ). The term is proportional to the free energy of the binding reaction. Highly compact eight-transistor log-domain analog differential-pair circuits [3] , [27] generate almost exactly identical mathematical basis functions in either the linear current [27] (left hand side of (1)) or log-linear voltage domain [27] (right hand side of (1)). Log-domain analog circuits can generate any polynomially linear or polynomially nonlinear dynamical system in both electronics and in chemistry [3] . In particular, they can generate dynamical systems of the form (2) where and are molecular vector state and molecular input variables respectively, the matrix coefficients are determined by chemical-reaction kinetic parameters, and the multiply operations refer to outer products derived from two-molecule chemical binding. The limitation to two-molecule binding is for practicality: Two molecules can bind to generate a complex, and the complex can then bind to a third as is true in most chemical reactions. Generalizations to other reaction types such as dissociation, transformation, substitution or production are included in (2) as well. Although noise is not explicitly represented in (2), the fluxes on the right hand side of (2) are all Poisson in both subthreshold electronic circuits and in chemical reaction networks. Therefore, log-domain 'cytomorphic' circuits can represent the deep connections between electronics and chemistry shown intuitively in Fig. 2 and (1) , or mathematically in (2) . They can be built to quantitatively model fundamental stochastic protein and DNA circuits in a precise fashion with just a few transistors [3] , [27] - [29] . Such analog circuits have already helped port log-domain linearization circuit motifs in electronics [72] to log-domain linearization circuit motifs in cells to build a 'bio-molecular slide rule' or log-domain analog calculator [7] . In the future, such circuits may also help us design robust biological circuits by exploiting feedback techniques from the mature discipline of subthreshold or log-domain analog circuit design [3] .
Most readers in the field of synthetic biology today are unfamiliar with transistor circuit design. Therefore, in this review paper, we will focus on using analog circuit schematics that do not use transistors to describe synthetic biological circuits. As we discuss, such schematics may be generated directly from the underlying molecular differential equations (e.g., Fig. 3 ) and may also be ported to exact cytomorphic circuit equivalents [3] but it is not necessary to do so. A companion paper in this volume describes how cytomorphic transistor equivalents represent molecular basis-function circuits exactly [76] . However, we shall frequently point out similarities between feedback-loop and other motifs in well-known electronic circuits and those in molecular circuits. These similarities will allow us to port robustness, efficiency, dynamics, stochastics, resourceconsumption and other circuit insights from electronics to biology in a physical and intuitive fashion without requiring a knowledge of transistor-based electronic design. Readers interested in learning more about feedback systems may find the tutorial in Chapter 2 of [3] useful. This paper is organized as follows. In Section II, we discuss fundamental examples that represent enzyme-substrate or molecular binding and the basic processes of transcription and translation via analog circuit schematics (Figs. 3 and 4) . We then show how to create a canonical analog circuit schematic that pictorially represents fundamental molecular differential equations at the DNA, RNA, protein, and small-molecule levels (Fig. 5 ). Using this canonical analog circuit schematic as a basis, we review 17 circuits in synthetic biology by drawing their analog circuit equivalents in Section III. These circuits typically utilize only portions of the canonical analog circuit schematic (Fig. 5) to operate. They also often only utilize the saturating portions of their basis functions to operate and are thus 'digital' by design, even though the published input-output and substrate as inputs and produces a forward Poisson current flux to represent complex (ES) formation. For each ES formed, an equivalent amount of E and S is consumed. This consumption is accounted for by the voltage subtractor, which generates the unbound species as the difference between the total and bound species. The 'use-it-and-lose-it' negative-feedback loops of the subtractor quantitatively account for saturation in enzyme-substrate binding, loading, and resource consumption effects on and . A second current generator, a linear conductance proportional to in this case, produces a backward Poisson current flux to represent ES dissociation. Over time, the system reaches a steady state that is determined by equilibrium between the two current fluxes.
experimental curves invariably illustrate their true analog nature. In Section IV, we review resource consumption in synthetic biological circuits and discuss why analog circuits in nature are efficient in their use of resources. In Section V, we conclude by summarizing the paper.
II. ANALOG CIRCUIT REPRESENTATIONS OF FUNDAMENTAL BIO-MOLECULAR CIRCUITS
Enzyme-substrate binding, or more generally the binding of two molecules to one another, provide an important analog basis function for many biochemical interactions in a cell including the binding of enzymes to metabolites to aid in anabolism (synthesis) or catabolism (degradation); the binding of promoters to DNA during transcription; the binding of ribosomes to mRNA transcripts during translation; the binding of an inducer to receptor proteins or to transcription factors in cell signaling; the binding of proteases and RNAases to proteins and RNA for degradation; and, the binding of monomers to each other in cell regulation. When an enzyme and substrate bind, they form a complex that raises the concentration of while depleting the level of and . The molecular differential equation that describes such binding is given by (3) Fig. 3 shows an analog circuit schematic that exactly represents this differential equation including analog behavior, loading, dynamics, molecular and energy resource consumption, and stochastics. Voltages on the nodes represent the . The dependent current generators, and control production rates of mRNA and protein respectively and the linear or nonlinear resistors, and , control degradation of mRNA and protein respectively. In this example, an 'AND' promoter has controlled by two transcription factors, one of which upregulates or increases it and another of which represses or decreases it.
concentrations of molecular species. A multiplier takes the concentrations of free and as voltage inputs and controls the production of a forward Poisson current flux proportional to . In the schematic, the difference between total and bound species is obtained using a feedback voltage subtractor, which automatically accounts for resource consumption of and , the retroactive loading caused by generation on upstream circuits that may determine or generate and , and the saturation of multipliers in biochemical binding. The backward Poisson current flux that causes to dissociate is represented by a dependent current generator proportional to , a linear 'degradation resistance' in the equation above. In general, in more complex schematics, the negative-feedback loading loops caused by the 'use-it-and-lose-it' subtractors of Fig. 3 will not always be shown to avoid cluttering the schematic; but, it should be remembered that such subtractive loops always exist from the outputs of a multiplier to each of its inputs. If the output of is itself used in a downstream circuit, an additional dependent current generator attached to will increase its effective rate of degradation while simultaneously affecting a production rate in the downstream circuit, leading to non-modularity. The value of , set to 1 in Fig. 3 , represents the volume of the compartment in which the molecules are housed. Thus, the same molecular production or degradation rates in a larger compartment lead to smaller concentrations. A stochastic electronic circuit noise analysis of the two white-noise Poisson fluxes per unit bandwidth integrated over the bandwidth of the circuit (determined by simple feedback root-locus circuit techniques or resistive-divider techniques in [3] ) yield the total molecular concentration noise in with the charge on the electron, , being '1'. For the typical case where is much larger than , the analysis is described in [3] (4)
In fact, the total molecular copy-number noise over the entire volume is given by (5) where is the total number of enzyme molecules within the volume compartment of the reaction, whether bound or unbound, and is the probability that an enzyme molecule is bound. Thus, we find that the noise is maximized when the probability of an enzyme molecule being bound is 1/2 and minimized when it is near 1 or 0. Intuitively, a chemical reaction that has a forward flux greatly in excess of the reverse flux or vice versa will exhibit little noise since almost all molecules will be bound or unbound respectively. Similarly, a transport channel in a cell membrane exhibits the least noise when the probability for its opening is near 1 or 0 [5] . For very-low-copy-number circuits, cytomorphic transistor circuits with artificially amplified thermal Poisson noise can replicate molecular circuit behavior faithfully and rapidly [3] , [76] .
The effect of the total molecular copy number of the various molecules on cellular machinery or on energy consumption is accounted for via resource-precision equations described in Section IV, which are universal in electronics, neurobiology, and cell biology [3] , [4] , [77] . Typically, genetic promoter circuits that produce molecules such as , as well as protease circuits that degrade them are also involved. As we show in an example in Fig. 10 , protease coupling between circuits is accounted for via similar use-it-and-lose-it subtractors as in Fig. 3 , w.r.t. a total protease resource. Fig. 4 shows an analog circuit schematic for an elementary genetic promoter circuit, which describes the stochastic differential equations of production and degradation that correspond to transcription and translation. Dependent current generators model the Poisson fluxes corresponding to production and degradation of mRNA and protein in an analogous fashion to similar generators in Fig. 3 . The noise of this analog circuit schematic [3] , [4] , [29] has been shown to be identical to that of experimentally measured noise in cells [19] . The noise has scaling properties that are similar to that in bipolar transistors [3] , [4] , [29] with the 'burst factor' in molecular circuits corresponding to the current gain in bipolar transistors. Eight-transistor cytomorphic equivalents of Fig. 4 that replicate experimental data in E. coli are described in [27] . Fig. 4 shows that the and in analog circuits are analogous to corresponding molecular concentrations. The production of mRNA in this case is controlled by an 'analogic' dependent current generator with two transcription-factor inputs. In this case, the 'AND' in the schematic indicates that the transcription rate is a multiplicative function of each transcription factor's binding probability to DNA. When the input transcription factor concentrations are at saturated values, these probabilities reach 1. The particular example of Fig. 4 shows a repressor input and an activator input that down or up regulate transcription respectively, with each input itself being multiplicatively regulated by an inducer. In the repressory transcription factor shown in Fig. 4 , this input is derepressing.
In cases where the mRNA dynamics is fast compared with protein dynamics, it is possible to approximate Fig. 4 with a single dependent current generator that only represents protein dynamics. In such cases, the gain and noise due to mRNA transcription can be incorporated into the gain and noise of this effective protein generator. In other cases, we can still represent the promoter circuit with one input-output protein generator that has more complex internal dynamics due to mRNA; such dynamics is just not explicitly shown but is still accurately represented by the schematic. The current generators can incorporate delays due to the transcription and translation as well.
The use of hierarchical symbolic schematics has enabled analog electronic-circuit designers to effectively manage the complexity of reams of differential equations with pictures that effectively represent quantitatively accurate behavior to any desired level of abstraction. Similarly, 'effective logic gate' representations, e.g., for an XOR built out of internal underlying 'AND' and 'OR' gates are frequently used in digital design.
The multiplicative blocks in Fig. 4 operate in a similar fashion to those in Fig. 3 since they both represent basis functions corresponding to molecular binding. However, the use-it-and-lose-it negative-feedback loops shown explicitly in Fig. 3 (for and ) are not shown explicitly in Fig. 4 but are understood to be always present whenever molecules bind. Similarly, the degradation and dynamics explicitly shown in Fig. 3 have been neglected in the multipliers of Fig. 4 since they are usually much faster than transcription and translation dynamics. They can be included in more complex schematics if needed.
The power of circuit representations lies in their ability to simultaneously and pictorially represent several interacting effects precisely with very few parameters in a physically and mathematically deep fashion. For example, the dependent current generator in Fig. 4 that represents mRNA or protein production simultaneously determines i) Poisson noise via the value of this current flux; ii) return-ratio robustness via the derivative of this current flux with respect to its control parameter and by the action of this current flux on the rest of the circuit [3] ; iii) ATP and polymerase consumption rates, that are directly proportional to this flux [4] ; and iv) loading of this circuit on its previous circuit via the value of the number of control molecules that are bound to the DNA promoter compared with the total number of control molecules.
Physically correct representations with very few parameters are important in ensuring that the model does not over-fit data while still capturing important dynamics so that the model retains high descriptive and predictive power without losing generality. For example, a physical model of the vocal tract [30] can represent many effects with very few parameters that a Hidden Markov Model takes significantly more parameters and resources to do. Therefore, vocal-tract-based analysis-by-synthesis recognition of speech generalizes better in noise and is more robust and efficient than Hidden Markov models [31] .
Using the analog circuit motifs developed above, we have created a canonical circuit schematic to succinctly capture a wide range of molecular circuits, whether at the DNA, RNA, protein, or small-molecule level. Fig. 5 shows a general schematic representation of circuits at the DNA (blue), RNA (red), protein (green), and small-molecule (purple) level. We shall use this color convention throughout the rest of this paper when we review other circuits. This circuit schematic is based on the universal basis functions of molecular binding [3] . It was created by examining a large number of published circuits that were fundamentally different in the synthetic biology or systems-biology literature, e.g., ribosome switches via taRNA, crRNA, interactions involving RNA degradation via 'ribozymes', splicing control circuits, translational and transcription-based riboswitches, transcription factors built with RNA and guide proteins like CRISPR, metabolites processed by protein enzymes etc. From schematics such as those in Figs. 3, 4, 5, and others, one realizes that analog circuits can compose any biochemical network in a scalable fashion. They can represent complex stochastic, feedback, nonlinear, loading, and resource-consumption effects independent of the molecular level that the circuit operates at. The molecular level merely serves as a 'label' that determines typical concentration ranges, copy numbers, time constants, gain and other parameters but does not fundamentally alter the structure of the basis functions or the core underlying differential-equation mathematics of biochemistry. Therefore, Fig. 5 shows that common circuit topologies recur at the blue, red, green, and purple levels. At the purple level, the distributed-RC circuit rigorously represents the partial differential equations of diffusion as is well known in circuit theory [3] . Diffusion has been used for communicating between cells, e.g., in Fig. 10 . In the past, distributed circuit models on working silicon chips have even quantitatively modeled sophisticated traveling-wave partial differential equations that describe inner-ear active fluid mechanics [79] , which are significantly more complex than simple diffusion. In in-vitro or cell-free synthetic biology [92] , sometimes DNA itself may be degraded. Such degradation can be captured by adding 'blue degradation elements' to the schematic in Fig. 5 .
III. REVIEW OF CIRCUITS IN SYNTHETIC BIOLOGY
In the following discussion, we will review some of the essential circuits that have helped shape the field of synthetic biology with analog circuit schematics. The use of these schematics can shed physical insight into the operation of these circuits; establish connections between artificial and natural circuits that predict new phenomena in biology from old electronic knowledge; and also provide a unifying perspective w.r.t. underlying common themes and motifs in topologies that may appear different. Using the canonical circuit schematic of Fig. 5 , we shall begin by focusing on circuits where the control is primarily at the 'blue DNA level', then at the 'red RNA level', and finally at the 'green protein level'. Some of the circuits operate at multiple levels and most use purple inducer inputs.
A. DNA-Based Circuits
Early circuits in synthetic biology and most circuits today use well-characterized DNA-based transcriptional regulation to function. Such circuits consist of multiple DNA promoters that interact with one another via their regulating input proteins and encoded output proteins: Each promoter's encoded output mRNA transcript production and thus translated output-protein production is regulated by input transcription-factor proteins that bind to it. Activator transcription factors up-regulate encoded protein production while repressor transcription factors down-regulate encoded protein production respectively. Small-molecule inducer inputs in turn control the activity or effectiveness of the activators and repressors and thus their ability to regulate transcription. The small-molecule inducer inputs typically enable access to the internal regulatory workings of the cell from its outside. Circuits and feedback loops of interacting promoters (or proteins) are created because the encoded output protein of one promoter can serve as the regulatory input protein of another promoter thus wiring molecules together into networks. For example, in the special case where the encoded output protein and input regulatory protein are one and the same, an auto-regulatory feedback loop can be created. We now review several examples of such circuits.
1) The Latch or Toggle Switch: The toggle switch [32] is one of the earliest circuits in synthetic biology. It functions by configuring two different repressor-encoding promoters, e.g., with encoded proteins LacI and TetR, such that each represses transcription from the other as shown in Fig. 6 . The resulting cross-inhibitory positive-feedback loop then leads to bi-stability [32] . This circuit uses a crossinhibitory positive-feedback loop to produce switch-like behavior. To design the positive feedback loop with bi-stability, two different repressors were configured to cross-inhibit each other; when repressor 1 expression level is high, it represses the expression of repressor 2, which further increases repressor 1, and vice versa. The states can be switched by using inducers that derepress their respective targets.
and preserves digital state as in a classic SR digital latch in electronics: One promoter at relatively high protein-production level represses the other promoter at a state of relatively low protein-production level thus weakening the weak production and strengthening the strong production even more; the resulting win-lose battle favors the initially high repressor and ends in a 'high-low' repressor configuration via positive feedback. The 'high-low' state may be switched by a transient input inducer pulse that binds to and reduces the activity of the high repressor; when this activity is reduced sufficiently, the low repressor recovers in level sufficiently until it is strong enough to shut off the formerly high repressor, which is now at a disadvantage due to its inducer being present. Once the switching has occurred, the transient inducer pulse may be removed and the circuit will remember its digital state. The IPTG small-molecule inducer functions to weaken the activity of the LacI transcription factor, and thus helps TetR to go high, while the aTc small-molecule inducer functions to weaken the TetR transcription factor, and thus helps LacI to go high.
It is worth noting that the high repressor must be constantly produced and degraded, unlike in a classic CMOS SR latch where it costs little energy to maintain state, only to switch it. In that sense, this circuit functions more like an NMOS or PMOS latch with resistive load. More exactly, the nonlinear behavior of the circuit schematic of Fig. 6 is well represented by cross-inhibitory differential-pair circuits configured in a positive-feedback loop with tail currents representing the saturating rates of production of the repressors. Such cytomorphic differential-pair-like circuits fit experimental data for the LacI repressor in E. coli well including the ability to mimic Hill coefficients seen in the biological data [27] . The metastable state for switching occurs when the pair of repressor levels is near where and are effective inducer-dependent DNA-binding constants of the respective transcription factors. As in electronic circuits, the positive-feedback loop gain [3] must be greater than 1 at this point for bi-stability to occur. [35] . TetR-VP16 trans-activator (tTA) binds to its hybrid promoter --and induces the expression of human placental secreted alkaline phosphatase (SEAP) and tTA. The expression is repressed by a constitutively expressed fusion protein, E-KRAB, which is inhibited by erythromycin. At low concentrations of erythromycin, SEAP expression level is strongly repressed. Once erythromycin concentration passes a threshold, it induces SEAP expression, which is kept high by tTA's positive auto-regulatory loop. To return to a state of low SEAP expression, the erythromycin level needs to drop below a lower threshold to account for the persistence of the positive feedback. Hence the circuit produces hysteretic behavior w.r.t. erythromycin switching thresholds.
2) An Auto-Regulating Positive-Feedback Circuit: Fig. 7 shows an auto-regulating positive-feedback circuit [35] . The core of this circuit is a transcription factor TetR-VP16 that auto activates its own transcription. The molecule SEAP (Secreted Alkaline Phosphatase) serves as both a reporter molecule, i.e., a molecule with a concentration that is a monotonically increasing function of TetR-VP16, as well as an effector enzyme molecule, in this case as a phosphatase enzyme that dephosphorylates its substrate. As in the latch, this circuit will exhibit instability if its positive-feedback loop gain is greater than 1, which can only occur if the levels of TetR-VP16 are sufficiently high. Switching of state in this circuit is enabled by a repressing transcription factor, E-KRAB that acts with TetR-VP16 at the 'AND promoter' to reduce transcription and lower the loop gain of the positive-feedback loop. At relatively high levels of the repressor, levels of TetR-VP16 are attenuated as the positive-feedback loop is weakened. The constitutive or unregulated production of E-KRAB is represented by the circular (non dependent) current source in Fig. 7 . Like the IPTG-LacI inducer-repressor pair in the previous section, the activity of the E-KRAB repressor is modulated by the small-molecule inducer erythromycin, a macrolide antibiotic, which like IPTG, also has a derepressing effect.
A system is said to exhibit hysteresis if it possesses statedependent thresholds for switching from one state to another. Positive-feedback loops exhibit hysteresis because parameters of the circuit are altered by its existent state such that conditions for switching one state to another are different in different states. Examples in biology include positive-feedback loops in cell-cycle transitions [33] that manifest hysteresis. As in the positive-feedback loops in electronics that ensure that small levels of noise do not cause jittering and oscillation between states when parameters or inputs are right near the switching-threshold levels, such hysteresis ensures robust unidirectional state transitions in cells. Similarly, positive-feedback loops in evolutionary dynamics manifest hysteresis such that the environmental conditions that lead to population collapse are different from the environmental conditions necessary for recovery [34] .
The circuit of Fig. 7 exhibits hysteresis as well: When the erythromycin concentration is low, the E-KRAB repressor is effective at maintaining TetR-VP16 at a low level. When the erythromycin concentration increases past a threshold, derepressing and thus reducing the activity and effect of E-KRAB, the TetR-VP16 auto-activating positive-feedback loop goes unstable and eventually saturates at a high level of TetR-VP16 (and SEAP) expression. To now switch the circuit back to its low level of expression, the high-to-low switching threshold of erythromycin is lower than the low-to-high switching threshold of erythromycin: Formerly, the repression of E-KRAB just needed to be weakened enough to enable the leaky basal expression level of TetR-VP16 to auto-activate the positive-feedback loop. Now, the repression of E-KRAB has to be strong enough to enable the high expression level of TetR-VP16 to fail to activate the positive-feedback loop.
This example illustrates why positive-feedback loops are usually built like an SR latch in electronics and rarely via an autoactivating transcription factor as in this example: If the leaky expression level of the TetR-VP16 is not high enough, the loop may never activate and permanently remain at low levels of expression, necessitating a separate 'startup circuit' for circuit operation to be robust. In contrast, precisely because on/off ratios are never that high in biology, Fig. 7 does not need an explicit startup circuit. The need for leaky expression does suggest that this circuit may not always be robust in other contexts.
3) The Repressilator or Ring Oscillator: Oscillation is a recurring biological phenomenon that is associated with many cellular processes. Examples include encoding information in the calcium signaling pathway [36] , keeping time in circadian clocks [37] , and forming spatial patterns in organisms [38] . Early pioneering work in synthetic biology created an oscillatory network using three transcriptional repressors LacI, TetR and cI in a negative-feedback loop as shown in Fig. 8 [39] . The circuit is widely known as the 'Repressilator'.
As in ring oscillators in electronics, formed with an odd number of inverting stages in a loop, the Repressilator requires an odd number of repressory stages for generating oscillations. As standard feedback root-locus theory for circuits predicts [3] , oscillations are favored by high-loop-gain conditions including strong promoters and closely spaced degradation time constants in the loop including those for mRNA and proteins. Just as in electronic feedback circuits, the presence of mRNA and protein delays in the loop can reduce the critical loop gain needed for an oscillation. Each of the three inverting stages has different input and output levels. The three inducers, namely IPTG, aTc, and temperature, which modulate transcription-factor activity, can help to ensure that the output of one stage is at a level that enables its following stage to operate with sufficient gain. A more accurate analogy to this circuit is a cascade of three current-mode differential-pair circuits like those described in [3] , [27] .
A repressilator's oscillation period is primarily governed by the sum of the delays of the inverting stages in its feedback loop, which in turn are primarily governed by the effective inducer-dependent DNA-binding 's, transcription and translation delays, and degradation time constants of each of its gain stages. Hence, as in electronics, such oscillators are not as easily tunable as oscillators built with other topologies whose oscillation period does not depend on a complex combination of multiple parameters.
4) A Tunable Relaxation Oscillator: Some of the simplest oscillators in electronics are relaxation oscillators: Such oscillators use fast positive feedback to architect transitions between two states and slower negative feedback to determine the duration of existence in each state. Fig. 9 shows a similar molecular relaxation oscillator topology [40] : Here, AraC with an arabinose inducer, auto activates its own production but also causes the production of LacI, which then represses AraC production via a delayed negative-feedback loop. As usual, LacI is derepressed by an IPTG inducer. One unusual feature of the circuit in Fig. 9 compared to traditional relaxation oscillators is that it Fig. 9 . A Tunable Relaxation Oscillator [40] . The circuit is comprised of activator AraC, repressor LacI and a hybrid promoter pLac/Ara-1 that is regulated by and drives the transcription of both genes. The presence of an auto-regulatory positive feedback loop on AraC, and a negative-feedback loop between LacI and AraC gives rise to oscillatory behavior. Both AraC and LacI respond to inducers arabinose and IPTG respectively, which can be used to tune the periodicity of the oscillations. also has an additional minor negative-feedback loop where LacI represses its own production via auto-repression.
Strong auto repression attenuates the input-output function of the minor negative-feedback loop, which weakens the overall loop gain of the major negative-feedback loop. Thus, as IPTG concentration increases, LacI auto-repression is weakened and the loop gain of the major negative-feedback loop is increased, which is effective in counteracting the positive-feedback loop sooner, such that the oscillatory period falls. In contrast, as arabinose concentration increases, the positive-feedback loop is strengthened, the major negative-feedback loop takes longer to counter the stronger positive feedback, and the oscillatory period rises.
Any minor negative-feedback loop with delay (due to transcription or translation or both) and a loop gain greater than 1 will oscillate; two time constants in a major negative-feedback loop with delay and two gain stages is even more prone to oscillation; and, positive feedback with delayed negative feedback increases major loop gain and causes instability and oscillation via a relaxation-oscillator mechanism [3] . Thus, the circuit of Fig. 9 is quite prone to oscillation via three independent mechanisms that synergize. Consequently, unlike the repressilator that requires relatively careful inducer tuning to ensure that the loop gain in one negative-feedback loop is sufficiently high to trigger oscillation, the oscillations in this circuit persist for a large range of inducer concentrations. Hence, the presence of oscillation is more robust to inducer parameter variations in the circuit of Fig. 9 than in the circuit of Fig. 8 . Fig. 10 . A Protease-Coupled Collective Oscillator [18] . The circuit couples a negative-feedback oscillator (intracellular) and a collective quorum-sensing oscillator (involving many cells in a colony). Negative-feedback oscillator. LacI inhibits its own expression, forming an auto-regulatory negative feedback loop. AraC-arabinose induces LacI expression. If the circuit has a delay and loop gain greater than 1, it will produce oscillations. Quorum sensing oscillator. The oscillator expresses LuxI and AiiA, which increase and degrade AHL respectively to form a relaxation oscillator with positive and negative feedback. The AHL-LuxR complex binds to pLuxR and drives the transcription of LuxI and AiiA, simultaneously creating the positive and negative feedback loops. The diffusible molecule AHL synchronizes oscillations amongst cells in the colony and increases collective loop gain in the quorum sensing oscillatory. Coupling. All molecules, except LuxR, are tagged with the LAA degradation tag, which causes them to share a common ClpX protease tag and couple via a global use-it-and-lose-it ClpX-based negative-feedback loop.
5) A Protease-Coupled Collective Oscillator:
The proteasecoupled oscillator of Fig. 10 is an elegant circuit that utilizes transcription-factor, protease, and small-molecule interactions to function [18] . It is comprised of a colony of several cells that exchange a small-molecule AHL inducer (N-Acyl homoserine lactone) amongst themselves to synchronize relaxation oscillators within each of them, increasing their propensity to create more AHL if there is more AHL in the environment and thus increasing the positive-feedback loop gain of each relaxation oscillator. Thus, as in a laser that also has collective positive feedback (amongst resonant atomic oscillators versus relaxation cellular oscillators), there is a critical quorum or colony size or cell-density that excites a collective oscillation: the collective positive-feedback loop gain must exceed 1 for the oscillation to trigger just as there is a critical population-inversion threshold in a laser for an oscillation to excite. This collective 'quorumsensing oscillator' utilizes both LuxI, which catalyzes the production of AHL and serves to implement positive feedback, and lactonase AiiA, which degrades AHL, and serves to implement the delayed negative feedback characteristic of a relaxation oscillator. AHL is a highly diffusable molecule that is secreted by the cell, which makes it an ideal messenger for cell-cell signaling. LuxI and AiiA genes are both linked to the pLuxR promoter, which is activated by the LuxR-AHL complex as shown in Fig. 10 . In addition to this quorum-sensing (QS) oscillator, each cell also contains a negative-feedback (NFB) oscillator, architected by LacI-mediated auto repression and implicit delay. As long as there is delay and a loop gain greater than 1, the Fig. 11 . A Band-Detect Feed-Forward Loop [41] . The circuit uses an incoherent feedforward loop to generate an output that is dependent on the concentration of AHL in the environment. At low concentrations of AHL, the AHL-LuxR complex does not generate enough cI to repress LacI production; thus LacI inhibits EYFP production at the 'OR' EYFP promoter. At high concentrations of AHL, the AHL-LuxR complex induces expression, which inhibits EYFP. EYFP is expressed only at an intermediate level of AHL-LuxR concentration such neither LacI nor is at a concentration strong enough to repress EYFP.
negative-feedback oscillator will excite, but on a significantly faster time scale than the slower collective quorum-sensing oscillation. One interesting innovative feature in this circuit is an ingenious mechanism for coupling the two oscillators to one another. The mechanism uses protein-degradation resource coupling within the cell, mediated by a common ClpX protease that is shared by all proteins that bind to the protease and are consequently degraded by it. The resulting ClpX use-it-andlose-it negative-feedback loops then result in the analog circuit schematic of Fig. 10 as in all biochemical binding reactions. Indeed, these loops arise via an identical mechanism to the use-it-and-lose-it negative-feedback loops in the classic biochemical binding circuit of Fig. 3: and function as common shared biochemical binding resources in Fig. 3 versus in Fig. 10 . The coupling occurs at a rapid time scale, significantly faster than the time scale of either oscillation.
The two oscillators serve to couple to one another because the use of the ClpX protease by a high level of LacI in the fast NFB oscillator reduces ClpX binding to the AHL-synthesizing LuxI in the slow QS oscillator, causing lower degradation of LuxI, and thus also making LuxI higher in value. Thus, certain manipulations that increase LacI levels (such as a low level of IPTG that increases NFB loop gain and LacI oscillation amplitude in Fig. 10 ) lower the frequency of the fast NFB oscillation but help the resulting higher LuxI level trigger the QS oscillation sooner, and consequently increase the QS oscillator frequency. In turn, the high LuxI levels during the slow QS oscillation drive the LacI levels in the NFB oscillator into a high-saturated value that strongly attenuates the strength of its negative-feedback loop and temporarily stops fast NFB oscillation. The overall coupling and synchronization between the oscillators lowers the variability in NFB oscillation significantly. The increase in LuxI levels caused by the NFB oscillator promotes triggering of the QS oscillation more easily making it occur at effectively lower cell densities.
The circuit of Fig. 10 is a fine example of how analog feedback circuits at the blue, green, and purple levels, and at multiple time scales synergize and conspire to create interesting nonlinear dynamical and control systems.
6) A Band-Detect Feed-Forward Loop: Fig. 11 illustrates a feed-forward loop (FFL) [90] that effectively creates a 'band detect' function for a diffusive small-molecule AHL input entering the cell: the circuit output responds to an AHL input only within a certain band of concentration values that is not too low and not too high [41] . AHL entering the cell binds to a transcription-factor LuxR to create an AHL-LuxR complex. The AHL-LuxR complex up-regulates both (a mutated and less sensitive version of LacI) and cI production. The cI down-regulates LacI production. The overall circuit is termed an 'incoherent feed forward loop' since one pathway (via ) has a sign that will, in the long term, repress EYFP production in response to its LuxR-AHL input, while another pathway (via cI and LacI) has a sign, that will, in the long term, activate EYFP production in response to the same LuxR-AHL input. Other FFLs can be coherent where both pathways have the same sign [90] . Both pathways combine at the 'OR' EYFP promoter, where either the or LacI repressor can repress production of EYFP. The net effect is that, at high AHL, the relatively insensitive pathway will repress EYFP production; at low AHL, the LacI pathway will repress EYFP production because cI has not been produced at a concentration that is strong enough to repress LacI production; at intermediate AHL, neither pathway represses EYFP production. Thus, only intermediate values of AHL input lead to an EYFP output, making this circuit a 'band detector' of AHL input. This 'digital NOR circuit' was used to architect interesting spatial patterns [41] in a manner analogous to the more analog reaction-diffusion equations first pioneered by Alan Turing [38] : A central source of AHL diffuses radially and, within a certain banded circumferential zone of the center where AHL is not too high or not too low, cells expressing fluorescent EYFP glow. Controlled spatial pattern formation with multiple centers and multiple fluorescent colors were also architected. An interesting experimental observation was that non-equilibrated circuit dynamics could cause bands to move w.r.t. the center and change their locations. The RC dynamics in the analog circuits of Fig. 11 as well as the distributed-RC diffusive dynamics in Fig. 11 can help design and analyze such pattern formation.
Like XOR-based one-shot circuits in electronics that are used to generate pulses, the circuit of Fig. 11 can exhibit 'glitches': For example, a sudden and abrupt decrease in AHL input can reduce causing EYFP to be expressed; since cI does not fall instantly, and LacI does not build instantly, EYFP will continue to remain high for a while causing a 'transient glitch'. Hence, even in relatively digital circuits, analog circuits are important in analyzing diffusive and circuit dynamics.
7) Log-Linear Analog Computation:
The cytomorphic mapping shown in Fig. 2 , (1) and (2) enable us to also map Boltzmann log-domain electronic circuit motifs to Boltzmann log-domain biological circuit motifs in a principled fashion in the future. Logarithmic transduction affords advantages such as constant-precision sensing at any intensity (Weber's law) and is seen in many natural systems including audition, vision, and in cells. To widen the dynamic range of input operation of an inducer, it is useful to have a wide log-linear range rather than the two-order-of-magnitude log-linear range typically observed for (1) . Versions of (1) with a higher Hill coefficient have even less log-linear range, e.g., just half an order of magnitude for a Hill coefficient of 4.
If the concentration of a transcription factor is fixed, as the inducer increases in value, it will eventually be bound to all the available transcription-factor molecules and saturate the number of bound inducer-transcription-factor complexes that are possible. In addition, if the number of DNA binding sites for a complex are limited, these sites will eventually all be bound by complexes and gene expression will saturate. These two sources of saturation limit the log-linear dynamic range of inducer operation. Fig. 12 shows a genetic circuit motif [7] and an associated analog circuit schematic that simultaneously alleviates both these saturation problems to widen the log-linear dynamic range.
In Fig. 12 , a positive-feedback loop increases the generation of transcription factor by catalyzing its own production on a low-copy plasmid. As the amount of inducer increases, more transcription factors are created alleviating saturation of complexes. The high-copy plasmid has several binding sites that also shunt away the complexes, thus alleviating saturation of DNA binding sites on the low-copy plasmid. The high-copy plasmid also serves to control the gain of the positive-feedback loop by altering the number of complexes available to the low-copy plasmid. Such control exploits 'the fanout loading' of the downstream high-copy plasmid on the upstream low-copy plasmid Fig. 12 . A Linearizing Analog Circuit Motif [7] . The circuit combines graded analog positive feedback via the low copy plasmid (LCP) and the high-copy decoy plasmid (HCP) to create an expansive nonlinearity that compensates for compressive saturating nonlinearities in inducer-transcription-factor and transcription-factor-DNA binding to create a log-linear input-output function [7] . It is similar to another linearizing analog circuit motif in electronics [72] .
as a desirable feature in our analog circuit. Fanout is often a problem in molecular digital circuits.
The genetic circuit of Fig. 12 actually exploits an idea from subthreshold ( Fig. 2 corresponds to a subthreshold transistor) log-domain analog circuit design reported in [72] : Expansive -based linearization of compressive-and-saturating -based differential-pair circuits causes them to widen their linear range of operation [72] . The function of the is achieved by positive feedback in Fig. 12 and the function of the is analogous to that of the saturation of biochemical binding. Indeed, in the future, other linearization circuit motifs from log-domain circuit design, e.g., those in [3] could also be ported to cells. The Supplementary section of [7] models how, analogous to the case in electronics [72] , widest dynamic range in the circuit motif of Fig. 12 is achieved at an optimal value of positive feedback. Fig. 13 and its associated schematic show how to use logarithms to divide by using : Two linearized positive-feedback circuit motifs enable two inducers, Arab and AHL, to effectively control the expression of the mCherry fluorescent protein on the high copy plasmid. The Arab input controls mCherry by activating its production. The AHL input generates LacI on the low-copy plasmid, which Fig. 13 . A 'pRatio' circuit for a 'biomolecular slide rule' [7] . This circuit demonstrates how subtracting logarithmic inputs can effectively encode a division operation as in a slide rule [7] . It combines two different log-linear circuits from Fig. 12 , wherein one circuit activates mCherry expression, while the other activates LacI expression, and thus represses mCherry expression. The Ribosomal Binding Sites of mCherry (RBS1, RBS2) help ensure that the slope-magnitudes of each logarithmic contribution are nearly matched.
then represses mCherry production. The IPTG inducer fine tunes this repression gain. The RBS1 and RBS2 translation gains (analogous to in Fig. 4 ) also serve to fine tune the gain of the positive logarithm w.r.t. the gain of the negative logarithm. The net result is that the logarithmic ratio of the two inducer molecules is obtained over almost four orders of magnitude. This 'pRATIO' circuit, generalizes the concept of pH, a logarithmic ratio used to measure concentration w.r.t. a reference, to any arbitrary ratio of two inputs w.r.t. one another. It may have applications for the wide dynamic range sensing of biomolecules by serving as a log differential amplifier.
In log-linear systems, the computational basis functions needed for universality besides the logarithm itself are addition, subtraction, and scaling. The [7] shows how to architect logarithmic addition by merely summing fluxes. Fig. 13 shows to implement logarithmic subtraction. Scaling is also implicit in Fig. 13 (via the IPTG, RBS1, and RBS2 gains) . The equivalent of addition, subtraction, and scaling with logarithms corresponds to multiplication, division, and power laws in the linear domain, much as in the operation of slide rules. The [7] discusses how to implement a square root with only two transcription factors, more efficient in part count than a heroic in-vitro digital implementation that used 130 parts. It is likely that synthetic biology will benefit from other such efficient analog circuits in the future.
B. RNA-Based Circuits
Transcriptional genetic networks are simple yet versatile, so they have often been the medium of choice when designing synthetic circuits. However, such circuits typically place a significant metabolic strain on the host since each protein regulator undergoes synthesis and degradation constantly [4] . Recently, the use of programmable RNA parts for genetic-engineering has started gaining traction among synthetic biologists. Both DNA and RNA are capable of catalyzing enzymatic reactions, tuning transcription and translation, undergoing self-cleavage, and much more. Nucleic acids are easy to program and synthesize, which make them an attractive target for synthetic biology [42] . We will discuss the mechanisms of a few RNA devices, and how they have been incorporated into synthetic circuits. Since this review focuses primarily on circuits in living cells, we shall not review other excellent work on in-vitro synthetic biology that has used DNA and RNA including stranddisplacement and catalytic-hairpin-assembly circuits [47] - [51] . Readers may consult the latter references for an excellent introduction.
In living cells, RNA copy numbers are typically quite low, and the on/off ratios of most devices are lower than those of DNA-based devices. Therefore, analog and stochastic computation becomes quite important in RNA-based circuits, even if they are designed to be 'switches'.
One important RNA device that regulates gene expression post-transcriptionally in eukaryotic cells is the microRNA (miRNA). Since it does not code for a protein, miRNA is also called a non-coding RNA (ncRNA; miRNAs are often nucleotides long and are optimized for both binding affinity and specificity [43] . In eukaryotic cells, miRNA binds to Argonaute, a protein in the RNA-induced silencing complex (RISC), and [45] . At low levels of any HeLa-High markers (miR-21, --), bcl2 and LacI are co-translated via self-cleaving linker 2A. Once cleaved, LacI represses hBax expression while bcl2 inhibits hBax via protein binding. The additional repression provided by the synthetic miR-FF4 mRNA ensures that hBax concentration is low even under conditions that result in leaky hBax expression, as described in [45] . High levels of any HeLa-Low markers (miR-141,142,146) also reduce hBax expression by targeting the hBax mRNA transcript to the RNAi pathway. Overall, the circuit is an example of a 6-state-variable logic circuit implemented via highly redundant mechanisms described in the text.
base pairs with its target mRNA transcript. Once bound, RISC silences gene expression by one of several mechanisms, such as cleaving mRNA transcripts; promoting de-adenylation, which speeds up mRNA degradation; or by inhibiting translation initiation directly [43] .
1) A RNAi Logic Classifier Circuit:
In cells, miRNA is known to regulate cell cycle by repressing specific cyclin complexes [44] . The miRNA profiles in different cell types are often very different and reflect their differences in phenotype. Hence, miRNA is potentially a good biomarker to differentiate between cell types, in particular, between cancerous and normal cells. This idea was used in [45] to detect a six-variable miRNA profile characteristic of HeLa cervical cancer cells, and to express a suicide or apoptosis-promoting protein hBax, only upon successful detection of the profile. The key to designing an accurate classifier is to select miRNAs that are expressed at high or low levels in cancer cells, also known as HeLa-high or HeLa-low markers respectively, and to choose a sufficient number of markers such that the classifier has good selectivity without being overly complex. The logic in the circuit is configured such that HeLa-high miRNA markers, at high concentration, promote hBax expression, while HeLa-low miRNA markers effectively veto such expression if any of them are at high concentration. In [45] , the strategy used was that must be at (1, 1, 0, 0, 0) logic levels in order for the killing hBax protein to be expressed. In particular, the specific miRNAs in the HeLa cell that were used corresponding to the above logic were ------. The circuit that implements this logic along with a circuit schematic is shown in Fig. 14 .
While the circuit of Fig. 14 appears to be fairly complex, it simplifies considerably if one realizes that a lot of its apparent complexity arises from its use of redundant logic. Such redundancy improves the effective on/off ratio, which is not high in most cells in a single logical stage, by repeating the same logic function with the same input(s) in a cascade of two stages to get a higher on/off ratio: the effective on/off ratio is then the product of the on/off ratios of the two logical stages in the cascade.
The basic logic of the circuit of Fig. 14 can be understood as follows: The LacI-bcl2 transcript 1 is generated if miR-21 is NOT 1; if it is, serial RNAi redundant logic will block the rtTA transcript 1 translation as well as LacI-2A-bcl2 transcript 1 translation in the two-logic-stage rtTA-LacI cascade. Similarly, the LacI-2A-bcl2 transcript 2 is generated via redundant logic if --is NOT 1 via similar serial redundant logic in a two-stage cascade. Note that both miR-17 and miR-30a must both NOT be 1 in order for rtTA translation to proceed, such that the needed --OR logic is naturally implemented via a dual AND version. Overall, the generation of the LacI-bcl2 transcripts, whether via transcript 1 or via transcript 2, both of which lead to identical LacI-bcl2 proteins implies that the HeLa-high conditions are not satisfied and that hBax production must be inactivated. To do so, the LacI-bcl2 protein self cleaves to implement redundant logic in a two-stage serial cascade, once via LacI repression of hBax generation, and once via bcl2-hBax protein binding, preventing its oligomerization [46] . Finally, the requirement that (miR-141, miR-142, miR-146) all be at 0 levels for hBax to be produced is implemented by having any of them block translation on the hBax mRNA transcript. This translational blocking is the only non-redundant logic in the entire circuit.
The final redundant two-stage logic circuit in Fig. 14 , which has been neglected until now, arises from the synthetic miR-FF4 miRNA: Since it is always present whenever the LacI-bcl2 transcript is present, repression of hBax production is achieved via transcription repression by LacI as well as by translation repression by miR-FF4.
The analog circuit schematic of Fig. 14 sheds clarity on how the logic is implemented at the blue, red, or green levels. Furthermore, since actual implementations are not as digital as described, it allows one to represent how the various parameters such as degradation or actual on/off ratios, affect circuit operation. Future implementations of such a classifier could likely be improved by using analog pattern recognition circuits that are insensitive to absolute signal values in the miRNA patterns, which vary amongst cells, but are sensitive to the relative miRNA ratios that convey information about cell phenotype.
2) A Controlled Splicing Circuit: Splicing is another way of modifying RNA to regulate gene expression as shown in Fig. 5 . It is the process of removing introns while joining exons from pre-RNA to form a spliced mRNA transcript. Splicing can be Fig. 15 . A Controlled Splicing Circuit [52] . An aptamer is added to the intronic region next to the exon containing a stop codon. When the aptamer is not bound by a ligand, only the introns are spliced out, leaving a transcript with an upstream stop codon. This stop codon drastically reduces protein output. When a ligand is added, the RNA adopts a new conformation that blocks the intron-exon boundaries via steric hindrance, such that the intron-exon-intron sequence is spliced from the transcript. The final transcript is free from any premature stop codon, which then leads to high levels of gene expression.
used to design an RNA device that integrates a protein-binding aptamer in the intronic region of a mini-gene construct as shown in Fig. 15 [52] . In this case, the construct also encodes a stop codon, which is flanked by two introns. When placed upstream of a gene of interest, the mini-gene essentially adds a stop codon to the spliced transcript right next to the gene of interest, which results in pre-mature termination of translation. When a cognate protein binds to the aptamer, it alters the shape of the transcript and is thought to block the spliceosome recognition sites that flank the exon via steric hindrance. Consequently, the intron-exon-intron sequence is spliced from the transcript, which also removes the stop codon, and the resulting transcript now expresses the protein of interest. The analog circuit schematic in Fig. 15 reveals the usual use-it-and-lose-it feedback loops and the dynamics that govern this controlled splicing circuit.
3) A Translational Riboswitch: The formation of miRNA offers mechanistic strategies that can be used to regulate gene expression. In eukaryotic cells, miRNA is first transcribed by RNA polymerase II [53] , and forms a nascent precursor molecule called pri-miRNA. Drosha, an RNase III enzyme, cleaves the pri-miRNA into nucleotide long pre-miRNA. Pre-miRNA takes on a stem-loop structure and is processed by yet another RNase III enzyme, Dicer. Finally, the mature miRNA is incorporated into RISC. Throughout the processing, non-essential fragments are trimmed from the precursor molecules and rapidly degraded. In theory, a synthetic gene Fig. 16 . A Translational Riboswitch [54] . The RNA device contains a GFP coding region, a tetracyline aptamer, a pri-miRNA with Drosha cleavage site and a poly-A tail. When the RNA is cleaved by Drosha, it loses its poly-A tail and is destabilized. In addition, the pre-miRNA from the cleavage is processed by Dicer into a mature miRNA which targets the GFP coding region on other RNAs. Overall, GFP is strongly repressed. In the presence of tetracycline, the aptamer adopts a structure that prevents Drosha from cleaving it, thus acting as a derepressor.
could be regulated by miRNA-formation mechanisms if it is linked to a pri-miRNA was feasible: As Fig. 16 shows, a pri-miRNA sequence was encoded in the 3' UTR of an mRNA transcript coding for a protein of interest. Drosha processing cleaved out pre-miRNAs and separated the coding region from the poly-A tail, thereby promoting degradation of the fragments, and thus repressing gene expression. The resulting miRNA was complementary to the very transcript it was made from, so it also targeted other copies of the transcripts, effectively providing a second layer of repression.
Such an RNA device can also be converted to a riboswitch by encoding an aptamer within it, that is say, sensitive to a small molecule such as theophylline. Upon binding, the RNA-theophylline complex adopts a structured conformation that blocks Drosha processing, possibly via steric hindrance. As theophylline concentration changes, the circuit produces a graded response in gene expression; at high concentrations of theophylline, gene expression is high, and vice versa. In summary, by encoding a gene with a pri-miRNA sequence and with an RNA aptamer, a ligand-sensitive circuit capable of strong transcriptional repression was created. The analog circuit schematic shows the feedback loops that represent this molecular circuit.
4) A Theophylline-Responsive Riboswitch: When theophylline binds to an RNA aptamer, the RNA structural change has several other implications as well, such as exposing parts Fig. 17 . A Theophylline-responsive Riboswitch [55] . The riboswitch uses an aptamer-based design. When Theophylline is added, the ribosome binding site (RBS) becomes exposed, which initiates translation.
of the RNA that were previously sequestered via base pairing. An early riboswitch design used this mechanism as a way to control translation [55] . It first places the aptamer upstream of the Ribosome Binding Site (RBS). The RBS is initially inaccessible due to the extensive pairwise interactions it forms with the 5'UTR. When the aptamer is activated by theophylline, it adopts a different structure, which exposes the RBS for translation initiation as shown in Fig. 17 . The analog circuit schematic that represents the riboswitch is shown.
5) A ncRNA-Responsive Riboswitch: pT181, a trans-acting ncRNA, can also be used to regulate riboswitches [56] . Like theophylline, Fig. 18 shows that pT181 targets the 5' UTR of the mRNA transcript and blocks transcription when bound to the mRNA. Mechanistically, pT181 binds to the terminator hairpin in the 5' UTR and stabilizes it. The presence of the hairpin stalls RNA polymerase, which results in the early termination of transcription. In the absence of pT181, an anti-terminator loop is formed and transcription proceeds. Using an ncRNA regulator implies that the specificity and repression efficiency of the ncRNA may be tuned finely, making a highly modular regulatory device feasible. The analog circuit schematic for this device is shown. 6) CRISPR Circuits: A CRISPR (Clustered Regularly Interspaced Short Palindromic Repeats)-Cas system has been adapted to perform transcriptional interference, drawing several parallels to the RNAi pathway [57] . Cas9, a DNA endonuclease, recruits a small guide RNA (sgRNA) as a template for double stranded DNA (dsDNA) recognition. The resulting complex will bind to any DNA that is complementary to the embedded sgRNA and cleave it. This mechanism is analogous to miRNA-based translational repression, wherein RISC uses miRNA as a guide RNA to find and cleave its target.
Due to the high specificity of CRISPR-Cas9, it has provided an excellent tool for genome editing [58] . For applications that Fig. 18 . A ncRNA-responsive Riboswitch [56] . Transcription is regulated by pT181, which induces the formation of a transcription terminator hairpin in the 5' UTR region. This hairpin triggers the premature dissociation of RNA polymerase, thus repressing transcription. In the absence of pT181, the 5' UTR region adopts an anti-terminator hairpin conformation instead and transcription proceeds as normal.
do not benefit from editing the genome, but desire specific regulation, a mutated Cas9 (dCas9), with a DNA binding domain but no nuclease activity can efficiently implement steric blocking of transcription: A CRISPR interference system (CRISPRi) that uses dCas9 and sgRNA was able to repress transcription efficiency by up to 1000-fold [59] . By designing dCas9 and sgRNA to target inducible promoters, the level of repression can be controlled as well. Several labs have demonstrated the use of CRISPRi pathway in designing a variety of biological circuits, such as logic gates in Fig. 19 [60] , and layered signaling cascades [61] , [62] .
The analog circuit schematic in Fig. 19 clearly illustrates how the combination of protein (Cas9) and RNA (sgRNA-LacI), which form a complex, reduces the production of LacI, and thus increases the expression of the effector protein.
C. Protein-Based Circuits
1) A TEV-Protease Receptor Circuit:
Changes in protein conformation and binding occur at a much faster time scale than the processes of transcription and translation such that protein circuits offer significantly faster response times [63] , [64] . Protein specificity and function can also be modified through mutagenesis or fusion enabling flexibility. Fig. 20 shows how fusion proteins can also be used as an assay for receptor activation [65] : The receptor is joined to a transcription factor via a tether that contains the tobacco etch virus (TEV) protease cleavage site. When activated by a ligand, the receptor recruits a cognate arrestin protein, which is fused with the TEV protease. The protease cleaves the tether upon binding such that the transcription Fig. 19 . An 'AND' Logic CRISPR Circuit [60] . When transfected into bladder cancer cells, cancer-specific promoter hTERT and bladder-specific promoter hUP II will drive sgRNA-LacI and Cas9 respectively. The resulting Cas9-sgRNA complex binds and cleaves the DNA sequence of LacI gene specifically, thus reducing LacI expression. At low concentrations of LacI, the effector is successfully expressed. factor is released, thus activating gene expression. The analog circuit schematic is a classic two-gain-stage amplifying cascade that saturates at large input ligand levels.
2) A Protein Multiplier Circuit: Nissim and Bar-Ziv used fusion proteins to construct a dual-promoter expression integrator (DPI) [66] , which can effectively implement multiplication or an AND logic function with protein circuits. The circuit is shown in Fig. 21 . One of the two proteins has a yeast GAL4 Fig. 21 . A Protein Multiplier Circuit [67] . Inputs TF1 and TF2 drive the expression of fusion proteins DocS-VP16 and Coh2-GAL4. GAL4 first binds to its cognate promoter and recruits VP16 via the tight binding of DocS and Coh2. VP16 then drives the expression of GFP. If either TF1 or TF2 is absent, GFP output will remain low.
DNA binding domain that is fused with bacterial protein Cohesion (Coh2). The second protein has a Dockerin (DocS) domain fused to a VP16 domain, a strong transcription-activating domain. Coh2 and DocS bind with high affinity [67] , and their association brings both GAL4 and VP16 into close proximity of each other. Together, the resulting complex exhibits strong transcriptional activation capabilities, similar to a GAL4-VP16 fusion protein [68] . By placing Coh2-GAL4 and DocS-VP16 genes downstream of inducible promoters, the circuit expresses its output only when both fusion proteins are expressed. The equivalent analog circuit schematic is also shown in Fig. 21. 3) Dynamical Protein Circuits: In the protein circuits discussed thus far, the domains that make up a fusion protein are typically fixed once the gene encoding it has been designed. It is possible to construct a fusion protein that can be altered dynamically such that it acquires different functional domains depending on varying conditions within the cell. This modification leads to a class of protein-based devices that can respond quickly to changing environments. Fig. 22 shows the protein scaffold Ste5 along with the Msg5 modulator protein. This Ste5 scaffold binds to Ste11, Ste7 and Fus3, three kinases that phosphorylate one another in sequence and thus create an amplifying cascade of phosphorylation in this portion of the 'MAPK pathway' [5] . Msg5 is a phosphatase that dephosphorylates Fus3, thus reducing MAPK pathway output and serving as a negative modulator of the kinase amplifying cascade housed by Ste5 [70] ; in contrast, Ste50 activates Ste11, increases MAPK pathway output and is a positive modulator of the kinase amplifying cascade housed by Ste5 [71] . Fig. 22 shows that because negative-modulator output is controlled by the MAPK pathway and vice versa, a negative-feedback loop can be designed to architect dynamic functions. Similarly, positive modulators can implement positive-feedback loops. Fig. 22 . Dynamical Protein Circuits [69] . Components. Ste5 is a protein scaffold that binds to Ste11, Ste7 and Fus3, three kinases that phosphorylate one another in sequence. Msg5 is a MAPK phosphatase that inactivates phosphorylated Fus3. Both Ste5 and Msg5 are modified to include complementary leucine zipper sites, which allow Msg5 to associate with Ste5 and negatively modulate its kinase amplifying cascade activity. In this pulse-generator example circuit, Ste5 activates the signaling cascade that leads to the expression of modified Msg5. Normally, Msg5 would inhibit the cascade, completing the negative feedback loop, but the presence of the decoy zipper that binds with higher affinity shunts Msg5 away from Ste5. Only when Msg5 saturates the entire available Decoy will it bind to Ste5 to inhibit its activity. These dynamics lead to the generation of a pulse.
In Fig. 22 , Ste5 activates the signaling cascade that leads to the expression of modified Msg5. Normally, Msg5 would inhibit the cascade, completing the negative feedback loop, but the presence of a decoy protein that binds Msg5 with higher affinity directs Msg5 away from Ste5. Only when Msg5 saturates all the available Decoy proteins, will it bind to Ste5 to inhibit its activity. Therefore, in response to an input to Ste5, a pulse is generated: The Fus3 output remains high until sufficient Msg5, unbound to Decoy, is created after which the activity of Fus3 can be turned down.
The analog circuit schematic that represents the circuit is also shown in Fig. 22 . The negative-feedback loop due to Msg5 explains why a pulse is generated: Delayed negative feedback al-ways causes a derivative response, which in this case leads to a pulse. The use-it-and-lose-it feedback loops model loading effects that may be significant at low molecular count. Linear and non-linear dynamics due to positive and negative-feedback loops, and their stochastic behavior due to low molecular counts at the Ste5 input may be represented as needed.
IV. RESOURCE CONSUMPTION
The previous sections have reviewed several specific circuits that operate at the DNA, RNA, protein, and small-molecule levels via the lens of analog circuits. It is now time to step back from the details and review a few fundamental principles that determine the scaling behavior of these circuits.
The fundamental laws of noise in gene and protein expression [19] set limits on the energy, time, space, molecular count, and part-count resources needed to compute at a given level of precision [4] . Using these laws for the fundamental genetic circuit represented in Fig. 4 , it has been shown that the molecular counts of protein and RNA, and , and power consumption, , required to represent a protein output at a given signal-to-noise ratio, , and at a given protein degradation bandwidth, , are given by (6) where is a 'burst-noise factor' parameter [3] , [19] , [29] , is the protein to mRNA copy-number ratio, and and are the ATP costs of synthesizing an mRNA or a protein. Thus, for any given biological circuit design we can map the resource consumption rate of ATP to and the molecularcopy-number resource use to an analog voltage . Using the resource-precision equations of (6), work in [4] has shown that analog computation is significantly more efficient than digital computation at the modest 2-to-5-bit precision in cells w.r.t. the use of molecular copy number, ATP consumption, and in general, w.r.t. the use of all cellular machinery. Fig. 23 was computed for the simple exemplary computation of addition in yeast for the two resources of molecular copy number [ Fig. 23(a) ] and ATP power consumption [ Fig. 23(b) ] [4] . Work in [3] , [77] has shown that cells must use collective analog strategies to be scalable and efficient in their use of resources. Collective analog computation is scalable to arbitrary complexity and precision using many moderate-precision analog parts that collectively interact via analog and digital means as in the brain. For example, recent work showed how to create a 16-bit-precise adder on a working experimental chip using four interacting 4-bit-precise analog units [78] . These units computed using the analog basis function of Kirchhoff's current law rather than logic and used discrete event-based interactions amongst the analog units. Similarly, by using state-machines, e.g., like those with recombinases that are discussed in [73] - [75] , molecular circuits that do arbitrarily complex sequential analog computation can be built in a hybrid state ma- [4] . The graph shows (a) the power consumption and; (b) the number of molecules needed for analog or digital genetic adders over varying levels of computational precision. chine configuration [3] , [84] . In terms of robustness and efficiency, such state machines exploit the best of the analog and digital domains [3] , [77] , [84] and are easily capable of being programmed [81] , [84] to do universal Turing computation.
Due to the shared use of ribosomes, polymerases, RNAases, proteases, and ATP amongst several protein-synthesizing synthetic circuits, 'cross talk' interactions amongst these circuits can occur. Such cross talk is easily represented via adder interactions as in Figs. 3 or 10 or via Kirchhoff's current law in cytomorphic circuits [3] , [76] . Such representations show the ubiquitous presence of use-it-and-lose-it feedback loops in biological computation, which in turn lead to the ubiquitous importance of non-modularity and loading.
V. CONCLUSION
In the past, the synergy between circuits in biology and circuits in electronics has led to productive research in neurobiological systems in the eye, ear, vocal tract, heart, and brain, for example as described in [31] , [78] - [90] . However, the deep mathematical similarity captured by Fig. 2 and (2) including stochastics make analog circuits and analog cytomorphic transistor circuits especially powerful for design, analysis, simulation, and implementation of synthetic biological circuits: robustness-efficiency, analog-digital, and other feedback-circuits-and-systems tradeoffs in cells are identical to those in ultra-low-power analog circuit design [3] , [4] . Ultra-low-power analog electronic circuits face very similar tradeoffs like cells in biology because of their need to operate quickly, accurately and robustly in spite of mismatched and noisy components and signals, a necessary consequence of having very low levels of available power and space or parts. A review of over 17 circuits in this paper over two decades and the canonical circuit of Fig. 5 suggest that analog circuits, a relatively mature discipline, may provide a unifying and useful intuitive-and-rigorous language for helping synthetic biology, a relatively modern discipline, scale. Indeed there is an increasing appreciation in the synthetic-biology community of the importance of analog circuits and analog computation for the future of the field [91] .
