This study examines the impact of changes in the yield curve factors on the Credit Default Swap (CDS) spreads of the U.S. industrial sectors. Stock returns and the crude oil-based volatility index are used in a quantile regression framework to test the validity of Merton's model. The results suggest that the long-term factor of the yield curve is a negatively significant determinant of the CDS premia regardless of the sector and market state. The CDS spread of the financial sector exhibits sensitivity to the short-term factor of the yield rate in extreme market states. Basic materials, oil and gas and the utilities sector are responsive to variations in the medium-term factor of the yield rate in upmarket conditions. The empirical findings also suggest a significant inverse relationship between CDS spreads and stock returns.
Introduction
The analysis of the sensitivity of the credit default swap (CDS) premia to the yield rate has captured the renewed attention of researchers and market participants following the global financial crisis of 2008. According to the leading clearinghouses like ICE Trust and ICE Clear Europe, and CME Clearing, the CDS market exhibited resilience during the turbulent market conditions of 2008 (ICE 2010), making it even more relevant to economic and financial analysis. As a yield curve plots the interest rates of bonds of different maturities, which are known as the term of a debt for a given borrower in a given currency, it serves as a reliable determining factor of credit risk. The trade-off between the interest rate and credit risk is therefore certain, which implies that a rising interest rate could trigger the cost of investment and thereby necessitate a higher probability of default (Fofack 2005; Aver 2008; Louzis et al. 2012; Nkusu 2011) . Advancement in the credit derivative market has led to the need for an in-depth analysis of the pricing of credit risk and its relationship, not only with a single yield rate but also its time-varying components, i.e., long-, short-and medium-term factors. Similarly, there is an extended need to observe the direction and magnitude of the relationship between the decomposed yield rate factors and the sector-wise CDS premia to uncover the price dynamics among the bond and the CDS markets, especially during the market crashes 1 (Shi and Phillips 2017) .
The yield curve sensitivity of any given firm represents the market risk of the firm, while the CDS spreads represent the credit risk of a firm (Bielecki and Rutkowski 2013) . Therefore, through the study, an attempt has been made to examine the mixed effect of both risks on the ten U.S. industrial sectors. Most of the past studies have relied on the cross-sectional averaging across different entities/sectors over the long term to obtain any rational estimates of probabilities of default, as the occurrence of default events were considered rare. This study attempts to explore the interaction between the disintegrated yield curve factors and the sector-wise CDS premia by employing a quantile regression (QR) framework. QR is considered to be a preferred approach, as it can highlight any hidden sensitivities in the CDS spreads as a result of movements in the yield curve. One of the advantages of the QR framework is that unlike an OLS regression, it has robust results for any outliers (Cúrdia and Woodford 2015; Umar et al. 2018) .
This research attempts to contribute to the existing literature on the determinants of CDS spreads in multiple ways. First, to check the validity of Merton's model, three yield curve factors are used in a single econometric model. Second, a QR framework is employed to highlight the sensitivities between the yield rate factors and the CDS premia. Third, sector-wise CDS spreads are used to identify the heterogeneity in responses. Fourth, a sample period of 2007 to 2018 is used to include the global financial crisis period for analysis of the relationship between the variables in varying market states.
The paper is organized as follows. Section 2 presents a brief review of the literature on the CDS premia and its determinants. Section 3 discusses the methodology and the empirical framework, Section 4 presents the findings, and Section 5 concludes the study.
Literature Review
The motivation for this study stems from the multifaceted nature of the CDS market. Financial institutions such as banks and hedge funds mitigate their credit risk by actively engaging in the CDS market trading, which makes it a rapidly growing market. Along with this, the growth of the CDS market has led to a rise in the relevant empirical research due to easy access to the pricing data. The broadly classified dimensions of the empirical research are based on (1) the factors of credit default swap spreads, (2) the CDS market performance and (3) the correlation between the equity and CDS markets. The structural model of Merton (1974) and its expansions assert that leverage, asset volatility and market conditions such as interest rates serve as strong determinants of credit spreads (Tang and Yan 2010) . Other major factors include firm-level elementary variables such as stock volatility, leverage, total asset size, profitability, cash ratios and investor risk aversion.
Several studies have concluded that CDS spreads display more favourable characteristics as a market indicator of distress. On the basis of rigorous empirical analysis, studies have found that CDS spreads tend to lead the signals derived from bond markets (Blanco et al. 2005) . In addition, the evidence suggests that CDS trading tends to continue during periods of distress, in times when liquidity in bond markets may be severely restricted (Kiff et al. 2009 ). Credit risk modelling based on the correlation between interest rates and credit spreads has been the focus of research because of its significance in terms of implications. Most past research tends to establish a negative correlation between the short-term interest rate and credit spreads (Duffee 1998 ). In addition, quite often, a negative loading of the spot interest rate is included in a credit spread determination (Feldhütter and Lando 2008; Frühwirth et al. 2010; Driessen 2005) . As the spot rates are determined by numerous risk factors, each factor could exhibit a different impact on credit spreads (Wu and Zhang 2008) . On the other hand, interest rate factors with their different loadings (directly obtained from the term structure of LIBOR 2 /swap rates and CDS spreads) are common variables that determine the spot interest rate and credit. Table 1 presents the major studies that have used various proxies for credit risk by considering different interest rates and their findings. In general, the findings reveal that the yield rate has a strong 2 LIBOR, the London Interbank Offered Rate, is used as a basis for defining the lending rates in the international interbank market for the short-term loans. predictability power for the CDS premia, but the nature of the relationship between these variables remains inconclusive. Further, there is evidence that aggregate factors rather than firm-specific factors have significant explanatory power for the CDS spreads. Most of the past studies have used the conventional ordinary least squares (OLS) estimation and generalized autoregressive conditional heteroskedasticity (GARCH) framework to assess the nature of the relationship between CDS spreads and yield rates. In comparatively recent studies, Shahzad et al. (2017) has applied the Nonlinear Autoregressive Distributed Lag (NARDL) approach and Malhotra and Corelli (2018) used Granger causality to find the determinants of CDS spreads. However, none of these studies simultaneously used the yield curve factors in a single model to assess the impact of the small-, medium-and long-term yield rate shifts on the sector-wise CDS premia. Stock returns and an additional variable of the volatility index (OVX) are used as a proxy for the global macroeconomic financial risk in the analysis. The motivation behind the study is to explore any sensitivities between the sector-wise CSD premia and the yield curve factors. The use of the single-yield rate in Merton's model does not identify which of the factors of the yield rate is the most significant determinant in the pricing of the CDS spread for a given industrial sector. The simultaneous use of yield curve factors (i.e., the long-term (level), the short-term (slope) and the medium-term (curvature)) in place of the single-yield rate in Merton's model is the contribution of this study. Besides this, it also attempts to explore the sensitivities between the sector-wise CSD premia and the yield curve factors in varying market states (bullish, bearish, normal), which would add to the strand of literature on the determinants of CDS premia.
Methodology
The modified adaptation of the Nelson-Siegel (1987) model, as suggested by Diebold and Li (2006) , is used in the study. The empirical model of the analysis takes the following form:
where CDS i,t is sector-wise CDS spread; ∆L t , ∆S t and ∆C t are the unanticipated movements in the level, slope and curvature factor of the yield curve; while β 0,t , β L,t , β S,t and β C,t are the parameters that measure the sensitivity of CDS spreads to changes in the long-, medium-and short-term yield rates 3 . Diebold and Li (2006) used variations in the exponential component of the Nelson-Siegel model to obtain the factor structure of the yield curve, i.e., level, slope and curvature. Chen and Tzang (1988) , Devaney (2001) , Swanson et al. (2002) and Stevenson et al. (2007) used an array of interest rates jointly and established that regardless of the time structure, there exists a negative relationship between yield rates and CDS spreads. Zhu (2006) found that CDS spreads and bond yields may hold equivalence in the long run, but there is a substantial deviation in the short term. In addition, Shahzad et al. (2017) and (Malhotra) found that the equity prices and the volatility index serve as less significant but positive determinants of the industry-level CDS spreads. Wegener et al. (2017) suggested that positive oil price shocks lead to lower sovereign CDS. Thus, in the framework of the analysis, two potentially influential macroeconomic and financial variables are used, namely sector-wise returns and the OVX volatility index. Thus, the final proposed model can be specified as follows:
where ∆R S,t and ∆OVX t denote the changes in the sector-wise returns and volatility index. The OLS regression model estimates the mean of the explained variable for specific values of the explanatory variables, i.e., it focuses on the central tendency of the variable and does not take into account the extreme values. In the case of non-normal errors, OLS regression fails to give robust results. Koenker and Bassett (1982) came up with the standard quantile regression (QR), which is an expansion of the classical linear regression model. It allows for the impact of an explanatory variable to vary across the quantiles of the explained variable. An additional attribute of this technique is that it aids in analysing the effect of independent variables not only in the middle of the distribution but also at the tails. In this way, it treats the outliers and non-normality issues. Therefore, it could be used to see how the relationships between variables are impacted in varying market states. Additionally, it acknowledges the implicit heterogeneity in the data by relaxing the assumption of independently and identically distributed error terms. Thus, in the case of non-normal errors, when the OLS regression fails to give robust results, the QR model proves to be efficient. Further, it is rational to assume that the impact of the yield curve factors on the sector-wise CDS premia may be disproportionate under specific market states (bearish/bullish). With this contextual intent, the quantile regression (QR) model is used to examine the sector-wise CDS spread sensitivities to changes in the yield curve factors. Eventually, in the QR framework, the multifactor model in Equation (2) can be rewritten as follows:
where Q θ denotes the conditional quantile of the CDS spreads for the sector-wise portfolios, 0 < θ < 1. The quantiles can be inferred to be signifying various market conditions. For instance, the upper quantiles are linked with an upbeat state of the market, while the lower quantiles are associated with a bearish state of the market. Conditional on the quantile, different weights are assigned to the positive and negative residuals, which are then minimized. The positive error terms carry a weight of θ, and the negative error terms are (1 − θ) in the objective function. For instance, at the 0.90 quantile, the positive error terms have a weight of 90, and the negative error terms have a weight of 10. At the 0.50 quantile, the weights are equal for the positive and negative error terms. The QR model allows for the parameters to vary over quantiles by amplifying θ from 0 to 1. In this way, a distribution of the explained variable contingent on the explanatory variables is obtained. Buchinsky (1995) advocated for the application of the bootstrap method to obtain the error terms of the QR coefficients, due to its improved results for smaller datasets.
Data and Results

Data Overview
The data series in the study consists of the CDS premia and the closing prices for the ten U.S. industrial sectors, the Standard & Poor's 500 index and the OVX index (the CBOE Crude Oil Volatility Index 4 ) over the period December 2007 to August 2018. The sample period (2007 to 2018) includes the global financial crisis period to study the relationship between the variables under varying market conditions.
The industrial sectors were categorized by following the Industry Classification Benchmark (ICB), namely "Oil and Gas", "Basic Materials", "Industrials", "Consumer Goods", "Consumer Services", "Healthcare", "Telecommunications", "Utilities", "Financials" and "Technology". The CBOE Crude Oil ETF Volatility Index (OVX) quantifies the market's expectation of 30-day volatility of crude oil prices by applying the VIX methodology to the United States Oil Fund. Recently, this index has gained wide acceptability in tracking and analyzing the volatility of oil futures. For the estimation of the level, slope and curvature factors of the yield curve, data on zero-coupon yields were obtained from the U.S. Treasury, ranging across 11 different maturities, i.e., for 1, 3 and 6 months and 1, 2, 3, 5, 7, 10, 20 and 30 years 5 . The first difference between two successive observations was taken to capture changes in the yield curve factors of level, slope and curvature. The sector-wise stock returns were computed as the first log difference between two consecutive observations. Further weekly data were used that comprised 2777 observations, as advocated by Ferrer et al. (2016) , Flannery and James (1984) and Hirtle (1997) , to take care of noisy data and irregularities such as non-random trading bias 6 . The data for the series were extracted from Thomson Financial DataStream and the U.S. Department of the Treasury.
The descriptive statistics for the entire sample are provided in Table 2 . The weekly sector-wise mean returns are close to zero and mostly negative with a least value of −0.34 for the Consumer Services sector and a maximum value of 0.91 for the Healthcare sector. The negative mean returns indicate that over the sample period, these sectors faced financial losses or lacklustre returns. On a risk 4 Chicago Board Options Exchange (CBOE) has created the implied volatility OVX that tracks the prices for the U.S. Oil Fund Exchange-traded fund while the volatility Index, VIX represents the market's expectation of 30-day forward-looking volatility. 5 The dataset can be downloaded from https://www.treasury.gov/resource-center/data-chart-center/interest-rates/Pages/ TextView.aspx?data=yield. 6 Ferrer et al. (2016), Flannery and James (1984) and Hirtle (1997) suggested the use of midweek data series to deal with the seasonality factor. basis, measured by the standard deviation, the Utilities sector appears as the riskiest (52.8), with a minimum average weekly return of −680.2 and a maximum of 667.6. In contrast, with a minimum standard deviation, the Consumer Goods sector is the least risky (7.35). The majority of the sectors exhibit positive asymmetry, which implies that the returns are skewed to the right compared to a normal distribution. The kurtosis statistic exceeds the reference value of the normal distribution, i.e., 3, for all sectors, indicating that the data are leptokurtic. This suggests that the data are more peaked around the mean compared to the Gaussian distribution. Furthermore, the S&P 500 and OVX indices also reflect a negative trend with close to zero values and a standard deviation of 2.31 and 4.07, respectively. The S&P 500 data are negatively skewed (−1.17), while the OVX data are positively skewed (0.15). Both the data series are inherently leptokurtic. Finally, the mean weekly changes in the level, slope and curvature of the U.S. yield curve are positive but also close to zero, reflecting the rising trend. The factors of level and scope exhibit negative asymmetry (−0.01 and −1.23), while the curvature is positively skewed (0.93). The data of the three factors is also leptokurtic, like the rest of the series. Ultimately, for the entire series, the flight from normality is checked through the Jarque-Bera statistic, leading to rejection of the null hypothesis (normal distribution) at a 1% significance level. For the purpose of determining the order of integration of the data series, a unit root test and stationarity test results are provided in Table 3 . The empirical statistics of the unit root tests (augmented Dickey-Fuller (ADF) and Phillips-Perron (PP)) and the stationarity test (Kwiatkowski-Phillips-Schmidt-Shin (KPSS)) results indicate stationarity for the data series of sector-wise returns, the S&P 500 index and variations in the level, slope and curvature of the yield curve. Contrary to this, the OVX series exhibited a unit root, so its first difference is used to ascertain stationarity. Further, Figure 1 presents the time trends in the U.S. sector-wise CDS premia, and Figure 2 presents the movements of the S&P 500 index, the OVX index and the level, slope and curvature of the yield curve. 
Empirical Results
The estimates of the QR model as detailed in Equation (3) are presented in this section. Table 4 reports the estimated coefficients of the U.S. yield curve factors at five quantiles (0:05; 0:25; 0:50; 0:75; 0:95) for the ten U.S. industrial sectors. For computing the standard errors of the coefficients, Buchinsky's (1995) bootstrap method is used. The results show that the CDS premia are considerably sensitive to the fluctuations in the term structure of the yield curve. Particularly, the coefficients of 
The estimates of the QR model as detailed in Equation (3) are presented in this section. Table 4 reports the estimated coefficients of the U.S. yield curve factors at five quantiles (0:05; 0:25; 0:50; 0:75; 0:95) for the ten U.S. industrial sectors. For computing the standard errors of the coefficients, Buchinsky (1995) bootstrap method is used. The results show that the CDS premia are considerably sensitive to the fluctuations in the term structure of the yield curve. Particularly, the coefficients of changes in the level factor of the yield curve were negatively significant across the majority of the quantiles for most of the industrial sectors, except for in the lowest quantile (0.05). This implies that changes in the long-term factor of the yield rate serves as a highly significant determinant of the CDS premia, regardless of the sectors. This determining ability is held in all market conditions except for when it is bearish. Besides, the absolute value of the coefficients suggest that the CDS premia exhibit greater susceptibility to changes in the long-term factor of the yield curve, especially in the highest quantile (0.95), i.e., when the market is under extremely bullish conditions. In particular, the Basic Materials, Financials and Technology sectors display highest sensitivity to changes in the long-term yield rates, with estimated coefficient values of −39.3, −91.5 and −38.7 at a 1% level of significance in the upmarket conditions. The negative sign of the coefficients indicates an inverse relationship between the CDS premia and the yield curve factor. The CDS premia, in general, did not show signs of any unusual sensitivity to movements in the slope factor of the yield curve, except for in the Financial sector. This suggests that the Financial sector is exclusively responsive to changes in the short-term U.S. yield rates, specifically in the lowest quantile (0.05) and in the higher quantiles (0.75 and 0.95). In other words, the Financials sector is most influenced by fluctuations in the short-term interest rates under extremely bearish or bullish market conditions, with the magnitude being the highest in the booming market state (−76.02). The movements in the curvature factor of the yield curve cause responsiveness in the CDS prices of the Basic Materials, Oil and Gas and Utilities sectors. This indicates that the changes in the medium-term interest rates did not have a uniformly significant impact on all ten U.S. industrial sectors. The response of the sectors that showed significant sensitivity to these changes was more pronounced in the higher quantiles (0.75 and 0.95), highlighting the fact that during the bullish market conditions, these sectors show more sensitivity to shifts in the medium-term yield rates. Particularly the Oil and Gas sector and the Utilities sector exhibit significant sensitivity in both extremely bullish and bearish market situations (0.05, 0.75 and 0.95). The inverse relationship between yield rates and CDS spreads has also been evidenced by Alexander and Kaeck (2007) , Chen et al. (2013) and Raunig (2015) . The macroeconomic factors' estimated coefficients, using the QR approach, are provided in Table 5 . The results specify that the CDS premia are highly exposed to the changes in the S&P 500 index, regardless of the industrial sector. It is further observed that the vulnerability is at its lowest for the lowest quantile (0.05) for the majority of the sectors. This implies that changes in the market index is a key driver of changes in the CDS spreads in all market states, except for in bearish conditions. The negative coefficient signifies the inverse nature of the relationship between the CDS premia and the stock index. On the contrary, the sector-wise CDS premia show insensitivity to any changes in the OVX index. The sectors that display significant reactions are the Oil and Gas sector and Industrials, specifically in a bullish market state (0.95 quantile). These results are consistent with the empirical findings of Shahzad et al. (2017) , which shows that the equity prices serve as a strong determinant of CDS spreads while oil prices do so to a lesser extent. Generalizing the findings, there is evidence that the long-term factor (level) of the yield rate is the most significant determinant in the pricing of the CDS spreads, regardless of the industrial sector. The inverse relationship is evidenced to be the strongest in the normal market state (mid-quantiles). The disproportionate response of the sector-wise CDS premia to any changes in the level, slope or curvature of the yield rate in various market states leads to the conclusion that some industrial sectors exhibit more sensitivity as compared to others. Further, by contrasting the OLS estimates, it is found that the QR approach provides a better illustration of the sector-wise CDS premia sensitivities subject to the market conditions.
Conclusions
This study attempted to explore the sensitivity of U.S. sector-wise CDS spreads to the yield rate factors. The motivation for this study stemmed from the multifaceted nature of the rapidly growing CDS market, in which participants such as banks and hedge funds actively trade credit risk. The increasing availability of pricing data has made the CDS market a growing area for empirical research. CDS and bond spreads provide for two complementary sources of information. In this context, the paper attempted to investigate the responsiveness of the U.S. sector-wise CDS premia to the variations in the term structure of the U.S. yield rates, market index and volatility index over the period of December 2007 to August 2018. Using yield rates of 11 different maturities and CDS spreads of 10 industrial sectors, the QR approach was employed to examine the sensitivities among the variables in specific market states. In conclusion, the long-term yield curve factor (slope) and the market index were evidenced to have been the fundamental factors explaining the variability in the CDS premia, especially in booming market conditions. This implies that the price of the derivatives incorporated macroeconomic shocks from the conventional stock markets, especially when investors believed that a stock or the overall market would go higher. These results are in line with the findings of Galil et al. (2014) , Raunig (2015) , Shahzad et al. (2017) and Malhotra and Corelli (2018) , establishing that CDS premia are significantly influenced by macroeconomic variables. The findings of the study have important implications for various economic agents related to policy development and portfolio risk management through market busts and booms. The diversification benefits were greater when the economy was expanding, i.e., when the long-term yield rate (slope) increased (upper quantiles), especially for the financial sector. Financial institutions can also make hedging decisions based on these findings. Conversely, for most of the industrial sectors, there were limited diversification benefits when the market state was either bearish or normal (lower-or mid-quantiles), as then the changes in the yield curve factors (specifically slope and curvature) exhibited a weak relationship with CDS premia. In future research, more variables could be used by employing empirical approaches that further lead to an in-depth analysis of the nexus between CDS premia and yield rate factors. This study could be extended to other time series and regions. The findings can aid policy-makers and institutional investors in devising relevant policies for the development and restructuring of a derivative market by providing insight into the pricing dynamics of sector-wise CDS and yield rate fluctuations.
