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Abstract:
Predictive Process Monitoring analyzes an event log aiming to predict critical business met-
rics as time, cost and process outcomes. Various techniques and approaches of predictions
were developed in both academia and industry sectors in order to provide understandable pre-
dictions to the users. In this Master’s Thesis, we introduce a web based tool for the compar-
ison of predictive process monitoring algorithms which provides researchers or end users in-
volved in this field an easier way for choosing the suitable prediction approach to a certain
log. This project uses a queuing system which is able to build different predictive models at
the same time. We show the results of different predictive models with a visual comparison
that allows the evaluation of each predictive model. The new functionalities have been imple-
mented in a web application, which allows users to configure and trigger the tasks of the
queuing system and shows the results. The application has been evaluated on a real-life log
pertaining to the treatment process of sepsis patients in a hospital. 
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Veebipõhine tööriist võrdlemaks prognoositavate algoritmiseirete protsesse
Lühikokkuvõte:
Ennetava Protsessi Jälgimine analüüsib sündmuste logi, mille eesmärk on prognoosida krii-
tilisi ärimõõdikuid aja, kulude ja protsessi tulemuste põhjal. Mitmed ennustamise tehnikad ja
lähenemisviisid on välja töötatud nii akadeemilises kui ka tööstussektorites, et pakkuda kasu-
tajatele arusaadavaid ennustusi. Selles magistritöös tutvustame veebipõhist tööriista, et võr-
relda prognoositavate  algoritmiseirete protsesse. See pakub teadlastele või selles valdkonnas
olevatele lõppkasutajatele lihtsamaid viise valimaks kindlale logile sobivat prognoosimisviisi.
See projekt kasutab järjestavat süsteemi,  mis suudab samal ajal luua erinevaid prognoosi-
mudeleid. Näitame erinevate prognoosimudelite tulemusi kasutades visuaalset võrdlust, mis
võimaldab  hinnata  iga  ennustatavat  mudelit.  Uued  funktsioonid  on  seadistatud  veebira-
kenduses, mis võimaldavad kasutajatel seadistada ja käivitada järjestava süsteemi ülesandeid
ja seejärel näitab tulemusi. Rakendust on hinnatud  päriselu logi põhjal, mis on seotud haiglas
olevate sepsisehaigete patsientide raviprotseduuriga.
Võtmesõnad:
Protsessi Ennustav Seire, Protsessikaeve, Protsessi Analüüsitööriistad
CERCS: P170
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1 Introduction
Nowadays, several companies store process execution information in the form of textual files.
These files are called event logs, which hold historical traces of completed process executions
[17]. The logs are the entry point of any process mining techniques. Process mining allows
one to gain advantage of past process executions, to discover the flow of the activity execu-
tions (process discovery), check the conformance of a log by performing a replay against an
existing business process model, and to enhance the processes by using the information avail-
able in the log. 
In the context of process mining a family of techniques based on providing continuous
estimations on future process executions can be found, called Predictive Process Monitoring.
It provides the user with continuous predictions in a currently running process case in order
to achieve some business goals.  Predictive Process  Monitoring builds  a  predictive model
from historical traces. At runtime partial traces of a currently running case are used to query
the predictive model and derive predictions about the achievement of a goal in the future de-
velopment of the case. Example goals are discovering any defected cases, missed deadlines
or anything which might go wrong in the process.
Currently in both academia and industry sectors there is a number of approaches used in
Predictive Process Monitoring for the creation of the predictive model. Choosing the suitable
approach for a given log can be a time consuming task, and the there is no tool support to
provide a visual comparison among different approaches.
In this thesis we aim to answer the following questions, on a give log: “What is the suit-
able Encoding method?”, “Do clustering adds any value to the predictive model?”, “In case
of remaining time predictions which is the most suitable regression method?” and “Which
classifier should be used in the outcome based predictions?”.
In order to provide answers to the mentioned question, we have implemented a Web
Tool For The Comparison Of Predictive Process Monitoring Algorithms. The tool allows the
user to build different predictive models at the same time. We show the results of different
predictive models with a visual comparison that allows the evaluation of each of them. The
application has been evaluated on a real-life log pertaining to the treatment process of sepsis
patients in a hospital. 
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2 Related Work
2.1 Remaining Time Predictions
The approaches that study time predictions answer questions as “How long does it take for an
activity A to be completed?”, “In a running case, will activity B be performed in a certain
time” and “What will be the duration of a currently running case?”.
In [1] the authors presented a regression based method for remaining time prediction, using
information about activities’ durations, occurrence and the activities’ attributes. The approach
considered the duration as a continuous variable, the occurrences are ordered and the activ-
ity’s attributes unordered variables. The evaluation of the presented approach showed that
their regression based method performs better than the naive approach of averaging remain-
ing times. In [2] the authors have introduced an approach based on building a transition sys-
tem by using abstraction mechanism on the past executions, the transition system is annotated
by attaching a set of measurements to each state. The annotated system is used to derive pre-
dictions. On the other hand in [9], the authors predicted the remaining execution time of a
process using stochastic Petri nets.
2.2 Outcome Based Predictions
Outcome predictions aim to classify the running cases to predict the outcomes in business
processes. This type of prediction aims to answer several questions related to the ongoing
cases, for example, “Do activity A always happen before activity B in the ongoing trace?”,
“Given a specified time do the ongoing trace complete within that time?”  and “Do the ongo-
ing trace result in a negative outcome?”.
A framework presented in [3] provides predictions on the outcome of an ongoing trace using
Decision Tree Learning to predict the fulfilment of Linear Temporal Logic (LTL) rules. In [4]
a tool for outcome prediction is presented. The tool gives the user different methods for clus-
tering and classification. The user would have to set the prefix length, select either Decision
Tree  or  Random  Forest  Learning  method  after  selecting  a  clustering  method.  The  tool
provides Model-based clustering and the DBSCAN clustering. Another tool [5] predicts if the
ongoing trace will be completed “on time” or  “late”. The tool allows the user to use only
Random Forest Learning or combine the learning method with a clustering method. The eval-
uation of the tool has shown that the predictions of a combination of  Random Forest Learn-
ing and k-medoids Clustering outperforms others. [10, 11] aimed to predict the next task, in
[10] the authors used a similar transition system used in [2] to predict the next sequences of
tasks. [11] used Long Short-Term Memory (LSTM) Neural Networks to predict the next se-
quences of tasks.
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3 Background
3.1 Process mining
Discovering, monitoring and providing improvements to the business processes are exactly
the aim of Process Mining. Process mining entry point is an event log. The event log contains
cases (traces). Each case is a sequence of events (activities). An event has information about
the execution of an activity, a timestamp, in addition to information about the data used dur-
ing the execution of the activity. Beside the execution related information, an event can hold
information about who has executed an activity (actors) [6].
There are three types of operations used in process mining on an event log: Process Discov-
ery, Conformance Checking, and Enhancement. Process discovery, takes an event log as input
and aims to discover a model from the event log. The models can be represented using UML
activity diagram, BPMN or Petri net.  For Conformance checking in addition to the log a
model is given as input. The primary objective of conformance checking is to validate if the
given model is compliant with the log. Enhancement also requires a log with a model. En-
hancement produces a new improved model based on information retrieved from the given
log. [6]
3.1.1Event Logs
An event log is the entry point of Process Mining. The logs used in this project are in Extens-
ible Event Stream (XES) [7] format. A XES file follows XML schema, the root is the log, the
log contains the traces, the trace tag holds the events and information about the trace itself
(trace attributes). The event has a timestamp, an id and additional attributes related to the
event. An example of log is shown in Figure 1. An event log L is a set of traces,  where
αc=(ec
1 , ec
2 ,... , ec
n)∈Σ* represents a trace, Σ* a  set of all possible strings over the alpha-
bet  Σ , c  is the case id, and  n is the size of case. An event ec=(a ,t , d1 , ... , dm) ,
where a∈Σ is the process activity associated to the event, t∈N  is the event timestamp
and d1 ,... , dm is a list of additional attributes (event attributes) [10]. 
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3.2 Predictive Process Monitoring
Predictive Process Monitoring is a family of techniques providing continuous estimations,
predictions, and recommendations to the user to achieve business goals in a currently running
process case. Predictive Process Monitoring takes an event log and builds a predictive model
based on the historical process execution cases. The model is used to continuously provide
the user with predictions over running cases. Various Predictive Process Monitoring tech-
niques have been developed which can be classified based on the type of prediction they
provide for example, remaining time prediction, and outcome based predictions [3]. Building
a predictive model always takes an event log as input. The log is encoded and different com-
binations of clustering, prediction methods are applied on the encoded log to achieve a spe-
cific type of predictions. Figure 2 is an overall description of Predictive Process Monitoring.
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Figure 1: XES file of the Sepsis patients Log
Figure 3 shows a Predictive Process Monitoring approach combined with clustering.
In Figure 2 and 3, both approaches have a similar flow. They start by extracting the prefixes
of the historical traces, which leads to a log that contains prefixes with length equals to the
given prefix length. Then the encoder encodes the traces prefixes. Once the encoder job is
done each trace is labelled. The labelled traces are the input of the regression/classification
method which will output the predictive model. The predictive model is stored to be used on
ongoing encoded traces. The approach given in Figure 3 differs from the one in Figure 2 be-
cause the encoded traces are the input of a clustering method. The labels of the traces are
dropped before clustering. The clustering will output clusters. These clusters are the input of
the regression/classification method which will output one predictive model per cluster. At
runtime we identify to which cluster an ongoing trace belongs, and that trace is forwarded to
the predictive model corresponding to that cluster.
3.2.1Encoding Methods
The encoded log is the log which will be feed to the algorithms to create the predictive mod-
els. For us to achieve a comparison tool we have looked and implemented most of the encod-
ing methods presented in [8].
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Figure 2. Predictive process monitoring
Figure 3.  Predictive process monitoring combined with clustering 
Index-Based Encoding: Each trace is represented as a sequence of events, the data associ-
ated to the event are divided into static and dynamic information. The static information is the
same for all the events in the sequence (e.g., information related to the case), dynamic in-
formation is event related such as timestamp, the event Id and other event attributes. The case
vector  is  represented  as:
ti=(si
1 , ... , si
u , event i 1 , event i 2 ,... , event i m ,h i1
1 , hi 2
1 ,h i m
1 , ... , hi 1
r , hi 2
r , hi m
r ) , Where si
1 ,... , si
u are
the static attributes, each event i j  is the event at position j ,  hi j is the dynamic feature
at position j . Figure 4 shown an example of Index-Based Encoding.
Simple Index-Based Encoding: Each trace is a sequence of events, differently from Index-
Based Encoding,  the events are represented to show only the control flow of a case and an
event  holds  a  unique  dynamic  attribute.  The  trace  case  be  presented  as:
ti=(eventi 2 ,... , event i m)  , where event i j is the event id or name at position j . 
Boolean Encoding: In this method, the trace is presented as a vector of booleans. Each ele-
ment of the vector corresponds to an event and is True if the event occur in the trace False
otherwise. 
Frequency-Based Encoding:  In this method, the trace is represented as a numeric vector.
Each element of the vector is the number of occurrences of an event in the trace. 
Index Latest Payload Encoding: Is similar to Index-Based Encoding. The difference is that
only the attributes of the latest event occurred in the trace are taken into consideration.
Figure 5 shows an example of the last four encoding methods. 
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Figure 4. index-based encoding [8]
Figure 5. Encoding Methods [8]
3.2.2Prediction Methods
For us to build a predictive model, the encoded log has to be passed to a learning method.
The learning methods used in this project can be grouped into two groups, Classification and
Regression.
1. Classification is an approach for building predictive models from a training dataset to
predict categorical outcomes. The aim of classification technique is to categorize new
records using the same features of the training dataset. There are multiple classifiers
for solving classification problems like Decision Trees,  Random Forest,  K-Nearest
Neighbor (KNN), Rule-Based Classifier, Naïve Bayes Classifiers etc. In this subsec-
tion we will focus on the classifiers used in the tool we have implemented in this pro-
ject.
a) Decision Trees A decision tree is a flowchart like in a shape of tree, it has leaves
and branches. The decision tree assigns a probability to each of the possible leaf
based on the context. The input is an encoded log, the output is a predictive model
which can be used to predict the outcome of ongoing encoded traces. 
b) Random Forest Is a combination of decision trees, such that each tree depends on
the values of a random independent vector with the same distribution of all the
trees in the forest. The error of a forest classifiers depends on the strength of each
tree in the forest and the relation between them [13]. The creation of multiple de-
cisions tree on a dataset improves the accuracy of the prediction model.
c) K-Nearest Neighbor (KNN) Is an non parametric lazy learning algorithm. Non
parametric means that KNN does not make any assumptions about the distribution
of the dataset. By lazy we mean that KNN generalization is not relying on the at-
tributes  of  the  input  dataset.  Simply  KNN provides  a  prediction  based on the
nearest neighbor in the dataset.
2. Regression is a machine learning technique which predicts a number based on an es-
timated function from the given dataset. To train a regression model, the dataset last
column is the target or the expected value to be predicted. We have chosen the follow-
ing regression methods to be included in our tool.
a) Linear Regression Fits a linear function based on independent variables in the
dataset. If the dataset has only a single feature then it is defined as Simple Linear
Regression. If the dataset has multiple features then it is defined as multivariate
Linear  Regression.  The function  can  be  presented  in  this  formula  y=f (x)
where f (x)  is the linear function and y  is the prediction.
b) Lasso Regression the Least Absolute Shrinkage and Selection Operator (Lasso)
[14] shrinks some independent features of the dataset and sets others to 0.
c) Random Forest Regression differs from the Random Forest Classification since
the method predicts a number by calculating the average results of each tree.
d) XGBoost Extreme Gradient Boosting is a tree ensemble learning method similar
to Random Forest.  XGBoost uses the weak classifiers, trees which might have
only two leaves. Upon the completion of training a tree ensemble, a new classifier
is added to improve the trained tree.
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3.2.3Clustering methods
Clustering is a learning technique, where a structure has to be applied on an unlabeled data-
set. The main purpose of clustering is to divide a dataset into groups (clusters), in a way that
the elements within a cluster are more similar to each other than elements belonging to differ-
ent  clusters.  There are  many clustering algorithms proposed in  the literature,  hierarchical
clustering, DBSCAN, k-means and k-medoids. In this subsection we will focus on the clus-
tering algorithm which has been used in this project k-means.
k-means: Is a popular clustering method and one of the most used method. The method takes
a numeric dataset X and an integer number k (n), the algorithm aims to group the objects of X
into k clusters in a way to minimise the sum of squared errors between the elements within a
cluster [16].
3.3 A Web-Based Tool For Predictive Process Analytics
The tool developed  in this project is an extension of the tool presented in [12] called Nirdiz-
ati Training.  
3.3.1General Framework
The tool, consists of five main modules besides a storage module. The first module is the
Front-end. The front-end allows the user to select settings used for the prediction and to visu-
alize the prediction results.  The second module is the Log Manager which is the module
which handles uploading and retrieving the logs. The training phase is done in the third mod-
ule, the Prediction Module. This module deals with the encoded log from the Encoder (the
fourth  module)  which  uses  the  logs  from the  Storage  Module.  Once  the  encoded log  is
loaded, the data is split into a training set which will be used to build the predictive model,
and a test set which will be used for evaluating the created model. The last module is the
Evaluation Module. This module aggregate the results of the test set and calculate the error of
the created model [12]. Figure 6 explains the relations between the presented modules.
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Figure 6. General Framework of a Nirdizati Training [12] 
3.3.2Back-end Application
The back-end application was divided into two servers. Each server handles and provide web
services: Django Back-end1 and Java Spring Back-end2 [12]. The Django Back-end have the
following web services: 
1. Log Manager: The log manager was the service which interfaces with uploading the
log, querying the log to the encoder, and fetches the encoded log to the predictor. 
2. Encoding: The service supported index-based encoding combined with different la-
bels such as remaining time, next activity and conformance to a business rule.
3. Forecasting: The supported forecasting method is ARMA.
4. Regression: This service supported prediction methods,  the supported methods are
linear, lasso, random forest and xgboost regression algorithms.
5. Inter-case Prediction Service: This prediction method was implemented by taking into
consideration intercase features shared by all cases of a log.
The Java Back-end supported the prediction methods for classifications, decision trees using
the REPTree algorithm, Random Forest Classification and K-Nearest Neighbors (KNN).
3.3.3Front-end Application
The front-end application was developed using AngularJS Material3. The front end applica-
tion covered  three main sections. These are the dashboard, prediction and log uploading and
selection. The log uploading is shown in Figure 7, it allows a user to upload a log for ana-
lysis. 
1 https://www.djangoproject.com/ 
2 https://projects.spring.io/spring-framework/
3 https://material.angularjs.org/latest/
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Figure 7. Log Upload Page 
The prediction page provides the user three menus to select from, the log, the type of predic-
tion and the method. The selection panel is shown in Figure 8.
 The predictions types and methods served by the selection panel are listed in Figure 9. 
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Figure 8. Prediction Page
Figure 9. Prediction Types and Methods
4 Contribution
4.1 Framework  for  The  Comparison  of   Predictive  Process
Monitoring Algorithms
In order to develop a tool for the Comparison of  Predictive Process Monitoring Algorithms,
we have updated the structure of the framework shown in Figure 6.  We have included a
queuing system which can be considered as the main interface of the tool. The front-end ap-
plication allows the user to upload the log and configure the settings of the prediction al-
gorithms to be compared. The log manager is the module responsible of uploading and re-
trieving the log. The Encoder job is to request the log from the log manager and encode the
log to be feed to the Prediction module, which is responsible of creating the predictive model
and provide the predictions. The evaluation module job is to aggregate, prepare and store the
results in the storage module. The newly updated module is the queuing system. The queuing
system job is to receive the configurations from the front-end, and assign each task to a
worker which triggers the encoder and the prediction module. Figure 10 shows the new archi-
tecture of the framework.
4.1.1The Implemented Methods
• Encoding:  Simple Index-Based Encoding, Boolean Encoding, Frequency Encoding,
Index-Based Encoding and Latest Payload Encoding. Subsection 4.3 describes the en-
coding methods in detail.
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Figure 10. Framework for The Comparison of  Predictive Process Monitoring Algorithms
• Labelling: For each trace we have included a label which will be predicted. For re-
gression the label is Remaining Time, for classification Fast/Slow Remaining Time or
Fast/Slow Duration.  Remaining  Time:  RemainingTime=Ten−T ep where  T en is
the timestamp of the last event in the trace and T ep is the timestamp of the event at
the position of the prefix length. Duration:  Duration=T en−T e1 where T en is the
timestamp of the last event in the trace and T e1 is the timestamp of the first event in
the trace. For classification calculate the label comparing the remaining time/duration
of the current case with the threshold that can be user-specified or automatically com-
puted as the average remaining time/duration of the cases in the input log.
• Clustering: K-means.
• Classification: K-Nearest Neighbor (KNN), Decision Trees and Random Forest.
• Regression:  Linear Regression,  Lasso Regression,  Random Forest  Regression and
XGBoost.
• Metrics: For Classification predictions we have calculated Accuracy, Area Under The
Curve, and F1 score, on the other hand for Regression predictions we have calculated
Root Mean Square Error, Mean Absolute Error and Coefficient of Determination.
4.2 Types of Encoding
Encoding is an important stage for creating a predictive model. Choosing the right encoding
for the dataset can be a difficult task. Therefore in our tool we have implemented all the pro-
posed encoding methods in subsection 3.2.1. For us to minimise the execution and improve
the performance of the tool we have merged the implementation of the five encoding methods
into one function which outputs five different encoded logs from the training set. The func-
tion first starts by removing traces with size lower than the prefix length, once that done we
loop through each trace. For  Simple Index-Based Encoding, we recorded the sequence of
the events. For  Boolean Encoding and  Frequency Encoding, we started the process with
creating a list of all the unique events occurred in the log, and then for each trace, for boolean
for each unique event in the list we check if it did appear in the current trace, if yes then we
assign 1 otherwise 0. On the other hand, for frequency we followed the same process but in-
stead of checking if an event occurred in a trace we count how many times it occurred and as-
sign that number to the event. In the Index-Based Encoding, the sequence of the events and
the event attributes are represented in the encoded trace. Finally for Index  Latest Payload
Encoding, we have represented the encoded trace as a sequence of events plus to the attrib-
utes of the latest event in the trace.
4.3 Clustering
In order for us to combine a k-means clustering into the creation of a predictive model we
have implemented the procedure shown in Figure 11. Once the log has been retrieved and en-
coded, we split the data into two sets: the training set which is 80% of the whole log and the
testing set which includes the remaining traces of the log. The training set is given as input to
the k-means clustering in order to create a clustering model. As a result we get N training set
clusters where each cluster has similar traces from the training set. Each cluster is used to
build a classifier/regressor. Each prefix in the testing set is used for making predictions. The
prefix is associated to a cluster and the corresponding regressor/classifier is used to get pre-
dictions on that prefix. The evaluation part is done by comparing the predictions with the
ground truth derived from the completed traces in the testing set.
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Figure 11. Clustering
5 Tool Implementation
In this section we introduce how the tool was implemented and the features available in the
tool. We describe the back-end and the views in the front-end application.  
5.1 Front-end Application
In this project we have extended the proposed front-end in [12]. The structure remains the
same, we added views to interface the Queuing System and visualize the results coming from
the Evaluation module. 
5.1.1Views in the Application
The user first lands on the dashboard page. The page shows the details of the log. It shows the
number of the active traces and resources per day (Figure 13). It also has details about the
events in the log, in terms of the number of executions (Figure 12).
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Figure 12. Number of Executions
From the menu side bar the users will be able to navigate through the application. In this sub-
section we will focus on the  Comparison tab. The table includes a menu to  Classification
Configuration,  Classification Results,  Regression Configuration, and  Regression Results as
shown in Figure 14. 
Classification Configuration page allows the user to select 30 combinations of different ap-
proaches to predict a business rule. The logic behind this control panel, is to help the user to
run different approaches. The control panel  includes different encoding, prediction methods,
and it  allows the user to  combine the creation of the predictive model  with a  clustering
method or not. The user needs to select a log. Since the predictions are done on a prefix trace
the user has to enter the prefix length. The current available rules are: Fast/Slow based on the
remaining time or Fast/Slow based on the trace duration. The user can enter a threshold to
discriminate between fast and slow traces. The system can automatically set it to the average
duration/ remaining time in the log. A screenshot of the control panel is shown in Figure 15.
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Figure 14. Comparison Menu
Figure 13. Log Dashboard 
Regression Configuration page is similar to the Classification Configuration page. It differs
from it since in Regression we predict the remaining time of the traces. The user can choose
different combination of encoding, prediction methods and the option to combine them with
clustering method or not. The log should be selected, and the prefix length has to be entered.
From this panel a user can run 40 different combination of regression predictions. A screen-
shot is shown in Figure 16.
Classification Results page. is the page where the user can check the results of the classifica-
tion algorithms. The page lists the available results for classification predictions. From the
page the user will be able to check which logs, prefix, rules, threshold, and which combina-
tions results are available. The page have four main tabs. These tabs are General, Bubble
chart by classifier, Bubble chart by clustering, Bubble chart by encoding. These tabs will be
covered in subsection 6.2. The page includes a list of the available combinations as a check
box. Once the user selects any, a new tab will be added which holds the full results of the se-
lected combination. Figure  17 is a screenshot of the page.
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Figure 15. Classification Configuration 
Figure 16. Regression Configuration
Regression Results page, lists the available regression combination of remaining time predic-
tions. Similar to the classification results page it has four main tabs. These tabs are General,
Bubble chart by classifier, Bubble chart by clustering, Bubble chart by encoding. These tabs
will be covered in subsection 6.2. The page includes a list of the available combinations as a
check box. Once the user selects any, a new tab will be added which holds the full results of
the selected combination. Figure 18 is a screenshot of the page.
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Figure 17. Classification Results 
Figure 18. Regression Results Page
5.2 Back-end Application
The back-end application is based on the following web services:
• Log Manager - This service has been implemented by [12] and described in Section
3.3.2.1
• Encoding - To achieve the aim of providing The Comparison Of Predictive Process
Monitoring Algorithms, this service supports multiple encoding methods. These meth-
ods are frequency encoding, boolean encoding, simple index encoding, simple index
encoding with latest payload and complex index encoding.
• Clustering - After the encoding, this service provides the user with the ability of clus-
tering the encoded logs with k-means clustering, or running the predictions directly on
the encoded log.
• Regression - Our project has not added any new regression methods. It does support
the methods mentioned in Section 3.3.2.1.
• Classification - In [12] the authors decided on splitting the back-end into two servers.
Due to the nature of the back-end architecture shown in Figure 10, we have integrated
the mentioned classification methods in Section 3.3.2.1 to our back-end. 
• Evaluation - In this project we had to modify the presented Evaluation module in [12],
to be front-end individual. The Evaluation module represent the results of each com-
bination as a JSON array, and provides a general aggregated results for each configur-
ation run. The general results and the individual predictions results can be requested
by any front-end as long as they have the back-end endpoints. 
5.3 Queuing System
The queuing system is the real interface of the back-end. The aim of the queuing  system is to
allow the user to run multiple combination of different encoding methods with different pre-
diction methods. Currently the system has two end points to receive the user’s settings, Clas-
sification Configuration and  Regression Configuration. The end points are developed to be
front-end individual.  By front-end individual,  we mean that the mentioned end points re-
ceives the information through a HTTP post request with JSON4 data which allows future de-
velopment to use the same back-end with a different front end. After the user sends the post
request the queuing system assigns tasks to the running workers, and the system can have n
workers. Each worker will handle one task. After the completion of that task the system will
assign a new task to the same worker till the queued tasks are all completed. In this project
we used Django-RQ5 queuing system, which is a simple application which allows us to queue
tasks in our Django Server. The application provides an admin section which let the user
check the queuing pipelines, how many tasks are queued, how many have been completed,
how many has failed and how many workers are running. The default application settings has
three executions priorities: high, low and default. For simplicity we only assigned tasks to the
default queuing pipeline. A screenshot of how the RQ Queues table looks like is shown in
Figure 19.
4 http://www.json.org/
5  https://github.com/ui/django-rq
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5.3.1Classification Configuration
The classification  configuration allows the user  to  choose  one of  five different  encoding
methods listed in subsection 3.2.1 and three classification prediction method listed in subsec-
tion 3.3.2.1. For this type of predictions we proposed two different rules, fast/slow prediction
based on the remaining time, or fast/slow prediction based on the duration of a trace. The ar-
chitecture of this configuration allows the user to enter a threshold or choose the “default”
threshold. This means that we calculate the average of the selected rule and use this value as
threshold for us to categorize slow/fast traces of the training dataset. Also the user can choose
to combine the prediction with k-means clustering or without any clustering (for that option
the keyword “None” is used). The predictions are done on prefix traces, therefore the prefix
length has to be included in the JSON along with the name of the log. The user can queue a
combination of 30 prediction tasks with a single JSON post. An example is provided in Fig-
ure  20.
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Figure 19.  RQ Queues
Figure 20. Classification Configuration JSON 
5.3.2  Regression Configuration
This configuration is similar to the Classification Configuration. It differ since in Regression
we are predicting the remaining time then we do not need a threshold value. The user is still
allowed to queue at maximum 40 different combination of remaining time predictions using
this configuration by making HTTP post request with JSON data defining which encoding
methods, prediction methods, predictions with or without clustering and prefix along with the
name of the log. A JSON example is provided in Figure 21.
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Figure 21. Regression Configuration JSON 
6 Evaluation and Verification
6.1  Evaluation Measures
To provide the researchers with a tool to compare different prediction approaches we have
evaluated the created predictive models by using some well known predictions measures. For
Regression predictions we have calculated Root Mean Square Error,  Mean Absolute Er-
ror, and Coefficient Of Determination. For the classification predictions we have calculated
Accuracy, Area Under The Curve, and F1 Score.
6.1.1Root Mean Square Error
Root Mean Square Error (RMSE) calculates sample standard deviation on the differences
between the actual and the predicted values. RMSE can be used when we are predicting nu-
merical values and it can be calculated with the following formula:
RMSE=√ 1n∑n
i=0
(x i− x^ i)
2
Where n is the number of rows in the dataset, x i the predicted value at i and x^ i is
the actual value.
6.1.2Mean Absolute Error
Mean Absolute Error calculate the average vertical distances between the actual and the pre-
dicted values. To calculate the distance between the observed points the values have to be nu-
merical and it can be calculated with the following formula:
MAE=1
n∑n
i=0
|xi− x^ i|
Where n is the number of rows in the dataset, x i the predicted value at i and x^ i is
the actual value.
6.1.3Coefficient Of Determination
Coefficient Of Determination or “R squared” is the square of the measure  of the linear cor-
relation between the actual and the predicted values. It can be calculated with the following
formula:
r2=(
n(∑ xy )−(∑ x)(∑ y )
[n∑ x2−(∑ x )2] [n∑ y2−(∑ y)2]
)
2
Where n  is the number of rows in the dataset, x  is the predicted and y  is the actual
value.
6.1.4  Accuracy 
Accuracy it is a measure of statistical bias, a description of systematic errors. Accuracy can
only be used on  binary classification, the formula is the following:
ACC= TP+TN
TP+TN+FP+FN
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Where TP (True Positive) is the number of positive predictions correctly classified, TN (True
Negative) is the number of negative predictions correctly classified, FP (False Positive) is the
number of negative predictions classified as positive and FN (False Negative) is the number
of positive predictions classified as negative. These values can be calculated from the confu-
sion matrix. Figure 22 is a representation of a confusion matrix.
6.1.5Area Under The Curve
For Area Under The Curve, we compute the area under the ROC curve, ROC stands for Re-
ceiver Operating Characteristic. In this project we used the python function provided by sk-
learn.metrics6. The function takes a vector of probabilities and vector of the actual values.
6.1.6F1 Score
F1 Score is a weighted average of the precision and recall, F1 Score is a value between 1 and
0, the closer to 1 is the better score. The formula is:
F 1= 2TP
2TP+FP+FN
6.2 Results 
In this section we provide the comparison results provided by the implemented tool using a
real-life log pertaining to the treatment process of sepsis patients in a hospital. The log in-
cludes data from Nov 7, 2013 till June 5, 2015. It contains 4531 traces, 15214 activities dis-
tributed among 16 unique activities. This section has two subsection: Classification Results
and Regression Results. The results shown in the subsections have a prefix length equals to
eight.
6.2.1Regression Results
The results are represented in three different manners: row aggregated results (General), three
different bubble charts and trace per trace results. 
General This tab includes the results of all the different regression combination related to a
log and a prefix. Each row in the table represents a single combination and shows measure-
ment scores as MAE, RMSE, and R squared. An example of the results can be found in Fig-
ure 23.
6  http://scikit-learn.org/stable/modules/generated/sklearn.metrics.auc.html
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Figure 22. Confusion Matrix 
The results table can be sorted based on each metric. From Figure 23, we can see that for the
selected log and prefix a Boolean Encoding combined with K-means clustering predicted by
Lasso method (28) have the lowest MAE value. Frequency Encoding with K-means cluster-
ing predicted by Linear Regression (11) has the second lowest MAE value and the lowest
RMSE value. After we sorted the table based on R squared score we were able to see that the
combination of complex index encoding, linear regression with k-means clustering has scored
the worst scores.
Bubble Charts  We used MAE as x-axis and RMSE as y-axis, the size of the bubble is R
squared, and the bubble Id is the unique Id of a combination. A bubble is shown in Figure 24.
For better comparison three different bubble charts are provided, all the three follow the same
concept and they differ by the bubble colour. In the BY REGRESSOR chart the different col-
ours represent the regression method. An example can be seen in Figure 25.
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Figure 24. Regression Bubble 
 Figure 23. General Regression Tab
From Figure 25, we can see that all the regression methods used have low MAE and RMSE.
The group of bubbles with MAE less than five hundred and RMSE less than eight hundred
can be considered as the best combinations for the mentioned log with a prefix length equal
to eight. The combination of Index Latest Encoding with XGBoost regression (21) has the
highest MAE and the lowest R squared score. The combination of Simple Index Encoding
with XGBoost regression (5) has the highest RMSE.
In the BY CLUSTERING chart the colours represent the clustering methods. In this project we
have only two  possibilities: with k-means clustering or without any clustering. An example
can be seen in Figure 26. 
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Figure 25. Regression By Regressor bubble chart
In Figure 26, we can see that clustering improves the predictions since most of the blue
bubbles (K-means clustered) have lower MAE, RMSE than the red ones which have not been
combined with any clustering.
Finally in the BY ENCODING chart the colours represent the used encoding method. An ex-
ample can be seen in Figure 27.
Figure 27. Regression By Encoding bubble chart
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Figure 26. Regression By Clustering bubble chart
 Trace Per Trace in this table we show the row data of the actual traces. In particular we list
the traces ids and their actual and predicted Remaining time .  An example can be seen in Fig-
ure 28. 
6.2.2Classification Results
As in Regression Results the classification results are represented in three different manners:
row aggregated results (General), three different bubble charts and trace per trace results.
General This tab includes the results of all the different classification combination related to
a log, a prefix and a rule. Each row in the table represents a single combination and measure-
ment scores as AUC, F1 Score, and ACC. An example of the results can be found in Figure
29.
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Figure 28. Regression Per Trace Results
The results table can be sorted based on each metric. In Figure 29, we can see that for the se-
lected log, rule and prefix the Frequency Encoding combined with K-means clustering pre-
dicted by K-Nearest Neighbor and Random Forest methods (8) and (9) have the highest F1
Score and ACC values. The run with Random Forest (9) has lower AUC value.
Bubble Charts  We used F1 Score as x-axis and AUC as y-axis, the size of the bubble is
ACC, and the bubble Id is the unique Id of a combination. A bubble is shown in Figure 30.
For better comparison three different bubble charts are provided, all the three follow the same
concept and they differ by the bubble colour. In the BY CLASSIFIER chart the different col-
ours represent the classification methods. An example can be seen in Figure 31.
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Figure 30. Classification Bubble
Figure 29. General Classification tab
From Figure 31, we can see that The combination of Simple Index Encoding with K-Nearest
Neighbor classifier combined with K-means clustering (2) has a low F1 score and the highest
AUC. Simple Index Encoding with Decision tree classifier combined with K-means cluster-
ing (1) can be considered as the worst case since it has the lowest AUC and a low F1 score.
Boolean Encoding with Random Forest classifier combined with K-means clustering (21) can
be considered as the best fit for the selected log. 
In the BY CLUSTERING chart the colours represent the clustering methods. An example can
be seen in Figure 32.
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Figure 31. Classification By Classifier bubble chart 
In Figure 32, as in regression we can see that clustering improves the predictions since most
of the blue bubbles (K-means clustered) have high F1 Score, AUC and they are the biggest
which means they have high ACC as well. 
In the BY ENCODING chart the colours represent the used encoding method. An example can
be seen in Figure 33.
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Figure 32. Classification By Cluster bubble chart
Figure 33. Classification By Encoding bubble chart
In Figure 33, we can see that Boolean encoding (the green bubbles) has better results than
other encoding methods, since two of the highest values are runs encoded with boolean en-
coding. In general we can see that the green bubbles are performing better than others. The
Frequency encoding comes in the second place. Combining the information from Figure 32
and Figure 33 we can see that the combinations of Simple Index encoding combined with K-
means clustering can be considered as the worst for this log.
Trace Per Trace in this table we show the row data of the actual traces, where we list the
traces ids and their actual and predicted outcome.  An example can be seen in Figure 34. 
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Figure 34: Classification Per Trace
7 Conclusion 
This thesis proposes a tool comparison of predictive process monitoring algorithms. The tool
allows the user to create predictive models and compare different combinations of Regression
prediction algorithms, and different combinations of Classification prediction algorithms. Re-
gression methods predict the remaining time and classification methods mainly focus on pre-
dicting two possible rules: Fast/Slow based on the remaining time of a trace, and Fast/Slow
based on the duration of a trace. We were able to see prediction results of 40 combinations of
regression algorithms, and 30 combinations for each classification rule.  
The tool supports the user in answering the following questions: 
• What is the suitable Encoding method? 
• Do clustering add any value to the predictive model?
• In case of remaining time predictions which is the most suitable regression method? 
• Which classifier should be used in the outcome based predictions?
In general choosing the suitable prediction method strongly depends on the given log,
and with the help with the proposed tool this complex consuming task became easier. 
In the future, we would like to improve the tool for the existing predictions by extend
the possible combinations in both regression and classification, by including more Encoding,
Clustering, Regression and Classification methods, and including other predictions than re-
maining time and outcome based predictions. For Classification adding more possibilities for
the business rules. One more improvement would be improving the tool to have an interface
exploiting  the  created  predictive  models  to  provides  run-time  predictions.
The  implemented  tool  code  is  publicly  available  in  Bitbucket  repositories,  front-end7,
backend8
7 https://bitbucket.org/aytaleb/thesis_frontend
8 https://bitbucket.org/aytaleb/thesis_backend
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