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Abstract
The current series of three papers is concerned with the asymptotic dynamics in the following
parabolic-elliptic chemotaxis system with space and time dependent logistic source,{
∂tu = ∆u− χ∇ · (u∇v) + u(a(x, t)− ub(x, t)), x ∈ RN ,
0 = ∆v − λv + µu, x ∈ RN , (0.1)
where N ≥ 1 is a positive integer, χ, λ and µ are positive constants, and the functions
a(x, t) and b(x, t) are positive and bounded. In the first of the series, we investigate the
persistence and asymptotic spreading in (0.1). To this end, under some explicit condition
on the parameters, we first show that (0.1) has a unique nonnegative time global clas-
sical solution (u(x, t; t0, u0), v(x, t; t0, u0)) with u(x, t0; t0, u0) = u0(x) for every t0 ∈ R
and every nonnegative bounded and uniformly continuous initial function u0. Next we
show the pointwise persistence phenomena of the solutions in the sense that, for any so-
lution (u(x, t; t0, u0), v(x, t; t0, u0)) of (0.1) with strictly positive initial function u0, there are
0 < m(u0) ≤M(u0) <∞ such that
m(u0) ≤ u(x, t+ t0; t0, u0) ≤M(u0) ∀ t ≥ 0, x ∈ RN ,
and show the uniform persistence phenomena of solutions in the sense that there are 0 <
m < M such that for any strictly positive initial function u0, there is T (u0) > 0 such that
m ≤ u(x, t+ t0; t0, u0) ≤M ∀ t ≥ T (u0), x ∈ RN .
We then discuss the spreading properties of solutions to (0.1) with compactly supported ini-
tial function and prove that there are positive constants 0 < c∗−(a, b, χ, λ, µ) ≤ c∗+(a, b, χ, λ, µ) <
∞ such that for every t0 ∈ R and every nonnegative initial function u0 ∈ Cbunif(RN ) with
nonempty compact support, we have that
lim
t→∞
sup
|x|≥ct
u(x, t+ t0; t0, u0) = 0, ∀c > c∗+(a, b, χ, λ, µ),
and
lim inf
t→∞
sup
|x|≤ct
u(x, t+ t0; t0, u0) > 0, ∀0 < c < c∗−(a, b, χ, λ, µ).
We also discuss the spreading properties of solutions to (0.1) with front-like initial functions.
In the second and third of the series, we will study the existence, uniqueness, and stability
of strictly positive entire solutions of (0.1) and the existence of transition fronts of (0.1),
respectively.
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1 Introduction and Statement of the Main Results
The current series of three papers is devoted to the study of the asymptotic dynamics of the
following parabolic-elliptic chemotaxis system with space and time dependent logistic source on
R
N , {
∂tu = ∆u− χ∇ · (u∇v) + u(a(x, t)− b(x, t)u), x ∈ RN ,
0 = ∆v − λv + µu, x ∈ RN , (1.1)
where u(x, t) and v(x, t) denote the population densities of some mobile species and chemical
substance, respectively, χ is a positive constant which measures the sensitivity of the mobile
species to the chemical substance, a(x, t) and b(x, t) are positive functions and measure the
self growth and self limitation of the mobile species, respectively. The constant µ is positive
and the term +µu in the second equation of (1.1) indicates that the mobile species produces
the chemical substance over time. The positive constant λ measures the degradation rate of
the chemical substance. System (1.1) is a space-time logistic source dependant variant of the
celebrated parabolic-elliptic Keller-Segel chemotaxis systems (see [21, 22]). Chemotaxis, the
oriented movements of biological cells and organism in response to chemical gradient, plays
a very important role in a wide range of biological phenomena (see [19, 25, 33], etc.), and
accordingly a considerable literature is concerned with its mathematical analysis.
It is known that chemotaxis systems present very interesting dynamics. For example, consider
the following chemotaxis model,{
∂tu = ∆u− χ∇ · (u∇v) + u(a(x, t) − b(x, t)u), x ∈ Ω,
τvt = ∆v − λv + µu, x ∈ Ω
(1.2)
complemented with certain boundary conditions if Ω ⊂ RN is a bounded domain, where τ ≥ 0
is a nonnegative constant link to the speed of diffusion of the chemical substance. Note that
when τ = 0 and Ω = RN in (1.2), we recover (1.1). Hence, (1.1) models the situation where the
chemoattractant defuses very quickly and the underlying environment is very large. When the
functions a(x, t) and b(x, t) are identically equal to zero, and χ > 0 in (1.2), it is known that
finite time blow-up may occurs if either N = 2 and the total initial population mass is large
enough, or N ≥ 3 (see [16, 20, 24, 30, 14, 46, 47, 48]). It is also known that some radial solutions
to (1.1) in plane collapse into a persistent Dirac-type singularity in the sense that a globally
defined measure-valued solution exists which has a singular part beyond some finite time and
asymptotically approaches a Dirac measure (see [28, 42]). We refer the reader to [1, 15] and the
references therein for more insights in the studies of chemotaxis models.
It is also known that when (1.2) is considered with logistic source, that is a(x, t) > 0 and
b(x, t) > 0, the finite time blow-up phenomena may be suppressed to some extent. For example,
when Ω is a bounded smooth domain, a(x, t) and b(x, t) are constant positive functions, τ = 0
and λ = µ = 1, it is shown in [43] that if either N ≤ 2 or b > N−2
N
χ, then for every nonnegative
Ho¨lder’s continuous initial u0(x), (1.2) with Neumann boundary condition possesses a unique
bounded global classical solution (u(x, t;u0), v(x, t;u0)) with u(x, 0;u0) = u0. Furthermore, if
2
b > 2χ, then the trivial steady state (a
b
, a
b
) is asymptotically stable with respect to nonnegative
and non-identically zero perturbations. These results are extended by the authors of the current
paper, [37], to (1.1) on RN when a(x, t) and b(x, t) are constant functions. The work [37]
also studied some spreading properties of solutions to (1.1) with compactly supported initial
functions. When a(x, t) and b(x, t) are constant positive functions, τ = 1 and λ = µ = 1, it is
shown in [49] that it is enough for b
χ
to be sufficiently large to prevent finite time blow up of
classical solutions and to guarantee the stability of the constant equilibrium solution (a
b
, a
b
).
In reality, the environments of many living organisms are spatially and temporally hetero-
geneous. It is of both biological and mathematical interests to study chemotaxis models with
certain time and space dependence. In the case that the chemotaxis is absent (i.e. χ = 0) in
(1.2), the population density u(x, t) of the mobile species satisfies the following scalar reaction
diffusion equation,
∂tu = ∆u+ u(a(x, t)− b(x, t)u), x ∈ Ω (1.3)
complemented with certain boundary conditions if Ω ⊂ RN is a bounded domain. Equation (1.3)
is called Fisher or KPP type equation in literature because of the pioneering works by Fisher
([11]) and Kolmogorov, Petrowsky, Piskunov ([23]) in the special case a(t, x) = b(t, x) = 1. A
huge amount of research has been carried out toward the asymptotic dynamics of (1.3), see, for
example , [6, 13, 31, 40, 52], etc. for the asymptotic dynamics of (1.3) on bounded domains,
and [2, 3, 4, 5, 8, 9, 26, 27, 29, 32, ?, 38, 39, 44, 45, 53], etc. for the asymptotic dynamics of
(1.3) on unbounded domains. In the very recent work [17], the authors studied the asymptotic
dynamics of (1.2) on bounded domain Ω with Neumann boundary condition and with space and
time dependent logistic source. However, there is little study on the asymptotic dynamics of
(1.2) on unbounded domain with space and time dependent logistic source.
The objective of the current series of three papers is to carry out a systematic study of the
asymptotic dynamics of the chemotaxis model (1.1) on the whole space with a and b being
depending on both x and t. In this first part of the series, we investigate the global existence of
nonnegative classical solutions of (1.1), the persistence of classical solutions of (1.1) with strictly
positive initial functions, and the asymptotic spreading properties of classical solutions of (1.1)
with compact supported and front-like nonnegative initial functions. In the second and third
of the series, we will study the existence, uniqueness, and stability of strictly positive entire
solutions of (1.1) and the existence of transition fronts of (1.1), respectively.
In the rest of the introduction, we introduce the notations and standing assumptions, and
state the main results of this paper.
1.1 Notations and standing assumptions
For every x = (x1, x2, · · · , xN ) ∈ RN , let |x|∞ = max{|xi|, | i = 1, · · · , N} and |x| =√
|x1|2 + · · · + |xN |2. We define
SN−1 := {x ∈ RN | |x| = 1}.
For x = (x1, x2, · · · , xN ), y = (y1, y2, · · · , yN ) ∈ RN , x · y =
∑N
i=1 xiyi. For every x ∈ RN and
r > 0 we define
B(x, r) := {y ∈ RN | |x− y| < r}.
Let
Cbunif(R) = {u ∈ C(R) |u(x) is uniformly continuous in x ∈ R and sup
x∈R
|u(x)| <∞}
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equipped with the norm ‖u‖∞ := supx∈R |u(x)|. For any 0 ≤ ν < 1, let
C
b,ν
unif(R
N ) := {u ∈ Cbunif(RN ) | sup
x,y∈R,x 6=y
|u(x)− u(y)|
|x− y|ν <∞}
with norm ‖u‖
C
b,ν
unif
:= supx∈R |u(x)|+ supx,y∈R,x 6=y |u(x)−u(y)||x−y|ν . Hence Cb,0unif(RN ) = Cbunif(RN ).
For every function w : Rn× I → R, where I ⊂ R, we set winf(t) := infx∈RN w(x, t), wsup(t) :=
supx∈RN w(x, t), winf = infx∈RN ,t∈I w(x, t) and wsup = supx∈RN ,t∈I w(x, t). In particular for
every u0 ∈ Cbunif(Rn), we set u0 inf = infx u0(x) and u0 sup = supx u0(x).
A function u0 ∈ Cbunif(RN ) is called nonnegative if u0 inf ≥ 0, positive if u0(x) > 0 for
all x ∈ RN , and strictly positive if u0 inf > 0. For given ξ ∈ SN−1, a nonnegative function
u0 ∈ Cbunif(RN ) is call a front-like function in the direction of ξ if lim infx·ξ→−∞ u0(x) > 0 and
u0(x) = 0 for x ∈ RN with x · ξ ≫ 1.
In what follows we shall always suppose that the following hypothesis holds:
(H) a(t, x) and b(t, x) are uniformly Ho¨lder continuous in (x, t) ∈ RN × R with exponent 0 <
ν < 1 and
0 < inf
t∈R,x∈Rn
min{a(x, t), b(x, t)} ≤ sup
t∈R,x∈Rn
max{a(x, t), b(x, t)} <∞.
1.2 Statements of the main results
The objective of the current part of the series is to investigate the global existence and persistence
of nonnegative bounded classical solutions of (1.1), and the spreading properties of nonnegative
classical solutions of (1.1) with compactly supported or front-like initial functions.
We say that (u(x, t), v(x, t)) is a classical solution of (1.1) on [t0, T ) if (u(·, ·), v(·, ·)) ∈
C(RN × [t0, T )) ∩ C2,1(RN × (t0, T )) and satisfies (1.1) for (x, t) ∈ RN × (t0, T ) in the classical
sense. When a classical solution (u(x, t), v(x, t)) of (1.1) on [t0, T ) satisfies u(x, t) ≥ 0 and
v(x, t) ≥ 0 for every (x, t) ∈ RN × [t0, T ), we say that it is nonnegative. A global classical
solution of (1.1) on [t0,∞) is a classical solution on [t0, T ) for every T > 0. We say that
(u(x, t), v(x, t)) is an entire solution of (1.1) if (u(x, t), v(x, t)) is a global classical solution of
(1.1) on [t0,∞) for every t0 ∈ R. For given u0 ∈ Cbunif(RN ) and t0, T ∈ R with T > t0, if
(u(x, t), v(x, t)) is a classical solution of (1.1) on [t0, T ) with u(x, t0) = u0(x) for all x ∈ R, we
denote it as (u(x, t; t0, u0), v(x, t; t0, u0)) and call it the solution of (1.1) with initial function
u0(x) at time t0.
Note that, due to biological interpretations, only nonnegative initial functions will be of
interest. Note also that for u0 ≡ 0, (u(x, t; t0, u0), v(x, t; t0, u0)) ≡ (0, 0) for all t ∈ R and
x ∈ RN . From both mathematical and biological point of view, it is important to find conditions
which guarantee the global existence of (u(x, t; t0;u0), v(x, t; t0, u0)) for every t0 ∈ R and u0 ∈
Cbunif(R
N ) \ {0} with u0 ≥ 0. We have the following result on the global existence of classical
solutions (u(x, t; t0, u0), v(x, t; t0, u0)) of (1.1) with u0 ≥ 0 and u0 6≡ 0.
Theorem 1.1 (Global existence). Suppose that χµ ≤ binf , then for every t0 ∈ R and non-
negative function u0 ∈ Cbunif(Rn) \ {0}, (1.1) has a unique nonnegative global classical solution
(u(x, t; t0, u0), v(x, t; t0, u0)) satisfying
lim
tց0
‖u(·, t0 + t; t0, u0)− u0‖∞ = 0.
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Moreover, it holds that
‖u(·, t+ t0; t0, u0)‖∞ ≤ ‖u0‖∞easupt. (1.4)
Furthermore, if
(H1) : binf > χµ
holds, then the following hold.
(i) For every nonnegative initial function u0 ∈ Cbunif(RN ) \ {0} and t0 ∈ R, there hold
0 ≤ u(x, t+ t0; t0, u0) ≤ max{‖u0‖∞, asup
binf − χµ} ∀ t ≥ 0, ∀x ∈ R
N , (1.5)
and
lim sup
t→∞
‖u(·, t + t0; t0, u0)‖∞ ≤ asup
binf − χµ. (1.6)
(ii) For every u0 ∈ Cbunif(RN ) with infx∈RN u0(x) > 0 and t0 ∈ R, there hold
ainf
bsup
≤ lim sup
t→∞
sup
x∈RN
u(x, t+ t0; t0, u0), lim inf
t→∞ infx∈RN
u(x, t+ t0; t0, u0) ≤ asup
binf
. (1.7)
(iii) For every positive real number M > 0, there is a constant K1 = K1(ν,M, a, b) such that
for every u0 ∈ Cbunif(RN ) with 0 ≤ u0 ≤M , we have
‖v(·, t + t0; t0, u0)‖C1,νunif(RN ) ≤ K1, ∀ t0 ∈ R, ∀ t ≥ 0. (1.8)
Remark 1.1. (i) Theorem 1.1 rules out finite-time blow-up phenomena when χµ ≤ binf , and
guarantees that classical solutions are bounded whenever (H1) holds. This results recovers
Theorem 1.5 in [37] when a(x, t) and b(x, t) are constant functions.
(ii) Theorem 1.1 (iii) provides a uniform upper bound independent of the initial time t0, for
‖v(·, t + t0; t0;u0)‖C1,νunif(RN ) for every u0 ∈ C
b
unif(R
N ) whenever (H1) holds. This result
will be useful to show that a sequence of solutions converges up to a subsequence in the
open compact topology to a solution.
By Theorem 1.1, for any strictly positive u0 ∈ Cbunif(RN ), lim supt→∞ supx∈RN u(x, t +
t0; t0, u0) has a positive lower bound and lim inft→∞ infx∈RN u(x, t + t0; t0, u0) has a positive
upper bound. But it is not clear whether there is a positive lower bound (resp. a positive lower
bound independent of u0) for lim inft→∞ infx∈RN u(x, t+t0; t0, u0) under hypothesis (H1), which
is related to the persistence in (1.1).
Persistence is an important concept in population models. Assume (H1). We say pointwise
persistence occurs in (1.1) if for any strictly positive u0 ∈ Cbunif(RN ), there exist positive real
numbers m(u0) > 0 and M(u0) > 0 such that
m(u0) ≤ u(x, t+ t0; t0, u0) ≤M(u0) ∀ x ∈ RN , t0 ∈ R and t ≥ 0. (1.9)
It is said that uniform persistence occurs in (1.1) if there are 0 < m < M < ∞ such that for
any t0 ∈ R and any strictly positive initial function u0 ∈ Cbunif(RN ), there exists T (u0) > 0 such
that
m ≤ u(x, t+ t0; t0, u0) ≤M ∀ t ≥ T (u0), x ∈ RN , t0 ∈ R.
Note that uniform persistence implies pointwise persistence.
We have the following results on the pointwise persistence/uniform persistence of solutions
of (1.1) with strictly positive initials.
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Theorem 1.2. (i) (Pointwsie persistence) Suppose that (H1) holds. Then pointwise persis-
tence occurs in (1.1).
(ii) (Uniform persistence) Suppose that (H1) holds. If, furthermore,
(H2) : binf > (1 +
asup
ainf
)χµ
holds, then uniform persistence occurs in (1.1). In particular, for every strictly positive
initial u0 ∈ Cbunif(RN ) and ε > 0, there is Tε(u0) > 0 such that the unique classical solution
(u(x, t+ t0; t0, u0), v(x, t + t0; t0, u0)) of (1.1) with u(·, t0; t0, u0) = u0(·) satisfies
M − ε ≤ u(x, t+ t0; t0, u0) ≤M + ε, ∀t ≥ Tε(u0), x ∈ RN , t0 ∈ R (1.10)
and
µM
λ
− ε ≤ v(x, t+ t0; t0, u0) ≤ µM
λ
+ ε, ∀t ≥ Tε(u0), x ∈ RN , t0 ∈ R, (1.11)
where
M :=
(binf − χµ)ainf − χµasup
(bsup − χµ)(binf − χµ)− (χµ)2 >
ainf − χµasupbinf−χµ
bsup − χµ (1.12)
and
M :=
(bsup − χµ)asup − χµainf
(bsup − χµ)(binf − χµ)− (χµ)2 <
asup
binf − χµ. (1.13)
Furthermore, the set
Iinv := {u ∈ Cbunif(RN ) | M ≤ u0(x) ≤M, ∀x ∈ RN} (1.14)
is a positively invariant set for solutions of (1.1) in the sense that for every t0 ∈ R and
u0 ∈ Iinv, we have that u(·, t+ t0; t0, u0) ∈ Iinv for every t ≥ 0.
Remark 1.2. (1) Assume (H1). By Theorem 1.1 (ii), m(u0) ≤ asupbinf for every u0 ∈ Cbunif(RN )
with u0 inf > 0. It remains open whether uniform persistence occurs under (H1). It should
be noted that uniform pointwise occurs under (H1) when (1.1) is studied on bounded
domains with Neumann boundary conditions (see [18, Remark 1.2]).
(2) The proof of Theorem 1.2 (i) is highly nontrivial and is based on a key and fundamental
result proved in Lemma 3.5. Roughly speaking, Lemma 3.5 shows that for any given time
T > 0, the concentration u(x, t; t0, u0) of the mobile species at time t0+T can be controlled
below by u0 inf provided that u0 inf is sufficiently small. This result will also play a crucial
role in the study of existence of strictly positive entire solutions in the second part of the
series.
(3) When the functions a(x, t) and b(x, t) are both space and time homogeneous, M =M = a
b
,
where M and M are as in Theorem 1.2 (ii). Hence we recover [37, Theorem 1.8].
(4) Assume (H1). By Theorems 1.1 and 1.2, for any t0 ∈ R and strictly positive u0 ∈
Cbunif(R
N ),
0 < lim inf
t→∞ infx∈RN
u(x, t+ t0; t0, u0) ≤ lim sup
t→∞
sup
x∈RN
u(x, t+ t0; t0, u0) <∞.
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Naturally, it is important to know whether there is a strictly positive entire solution, that
is, an entire solution (u+(x, t), v+(x, t)) of (1.1) with inft∈R,x∈RN u+(x, t) > 0. It is also
important to know the stability of strictly entire positive solutions of (1.1) (if exist) and
to investigate the asymptotic behavior of globally defined classical solutions with strictly
positive initial functions. These problems will be studied in the second part of the series.
By Theorem 1.2, for any strictly positive u0 ∈ Cbunif(RN ), there is a positive lower bound (resp.
a positive lower bound independent of u0) for lim inft→∞ infx∈RN u(x, t+t0; t0, u0) provided (H1)
(resp. (H2)) holds. It is clear that for any nonnegative u0 ∈ Cbinf(RN ) with nonempty and com-
pact support, infx∈RN u(x, t+ t0; t0, u0) = 0 for any t ≥ 0 and hence lim inft→∞ infx∈RN u(x, t+
t0; t0, u0) = 0. It is important to know whether lim supt→∞ supx∈RN u(x, t + t0; t0, u0) has
a positive lower bound; whether there is a positive number m(u0) > 0 such that the set
I(t) := {x ∈ RN |u(x, t + t0; t0, u0) ≥ m(u0)} spreads into the whole space RN as t → ∞;
and if so, how fast the set I(t) spreads into the whole space RN , which is related to the asymp-
totic spreading property in (1.1).
We have the following two theorems on the asymptotic behavior or spreading properties of
the solutions of (1.1) with compactly supported and front-like initial functions, respectively.
Theorem 1.3 (Asymptotic spreading). (1) Suppose that (H1) holds. Then for every t0 ∈ R
and every nonnegative initial function u0 ∈ Cbunif(RN ) with nonempty compact support
supp(u0), we have that
lim
t→∞ sup|x|≥ct
u(x, t+ t0; t0, u0) = 0, ∀c > c∗+(a, b, χ, λ, µ),
where
c∗+(a, b, χ, λ, µ) := 2
√
asup +
χµ
√
Nasup
2(binf − χµ)
√
λ
. (1.15)
(2) Suppose that
(H3) : binf >

1 +
(
1 +
√
1 + Nainf4λ
)
asup
2ainf

χµ.
Then for every t0 ∈ R and every nonnegative initial function u0 ∈ Cbunif(RN ) with nonempty
support supp(u0), we have that
lim inf
t→∞ inf|x|≤ct
u(x, t+ t0; t0, u0) > 0, ∀ 0 < c < c∗−(a, b, χ, λ, µ),
where
c∗−(a, b, χ, λ, µ) := 2
√
ainf − χµasup
binf − χµ − χ
µ
√
Nasup
2
√
λ(binf − χµ)
. (1.16)
Theorem 1.4 (Asymptotic spreading). (1) Suppose that (H1) holds. Then for every ξ ∈
SN−1, every t0 ∈ R, and every nonnegative front-like initial function u0 ∈ Cbunif(RN ) in
the direction of ξ, we have that
lim
t→∞ supx·ξ≥ct
u(x, t+ t0; t0, u0) = 0, ∀c > c∗+(a, b, χ, λ, µ),
where c∗+(a, b, χ, λ, µ) is as in (1.15).
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(2) Suppose that (H3) holds. Then for every ξ ∈ SN−1, every t0 ∈ R, and every nonnegative
front-like initial function u0 ∈ Cbunif(RN ) in the direction of ξ, we have that
lim inf
t→∞ infx·ξ≤ct
u(x, t+ t0; t0, u0) > 0, ∀ 0 < c < c∗−(a, b, χ, λ, µ),
where c∗−(a, b, χ, λ, µ) is as in (1.16).
Remark 1.3. (1) We first note that under hypothesis (H3), using the uniform pointwise
result given by Theorem 1.2 (ii), one can show that for every t0 ∈ R and every nonnegative
u0 ∈ Cbunif(RN ) with nonempty compact support, there hold
M ≤ lim inf
t→∞ inf|x|≤ct
u(x, t+ t0; t0, u0) and lim sup
t→∞
sup
|x|≤ct
u(x, t+ t0; t0, u0) ≤M
for any 0 < c < c∗+(a, b, χ, λ, µ), where M , M , and c∗+(a, b, χ, λ, µ) are given by (1.12),
(1.13), and (1.16) respectively. Hence, in the case of space-time homogeneous logistic,
solutions of (1.1) with nonnegative initial data spread to the unique constant equilibrium
solution, which recover [ Theorem 1.9 (1) [37]] and [Theorem D (ii) [36]].
(2) Note that limχ→0+(c∗−(a, b, χ, λ, µ), c∗+(a, b, χ, λ, µ)) = (2
√
ainf , 2
√
asup). Thus in the case
of space-time homogeneous logistic source, we obtain that c∗−(a, b, χ, λ, µ) and c∗−(a, b, χ, λ, µ)
converge to 2
√
a, the minimal spreading speed of (1.3).
(3) Let
Cb0(R
N ) = {u ∈ Cbunif(RN ) |u ≥ 0, supp(u) is nonempty and compact},
Csup = {c | lim sup
t→∞
sup
|x|≥c′t
u(x, t+ t0; t0, u0) = 0, ∀c′ > c, u0 ∈ Cb0(RN )},
and
Cinf = {c | lim inf
t→∞ inf|x|≤c′′t
u(x, t+ t0; t0, u0) > 0, ∀c′ < c, u0 ∈ Cb0(RN )}.
Let
c∗inf(a, b, χ, λ, µ) = sup{c | c ∈ Cinf}, c∗sup(a, b, χ, λ, µ) = inf{c | c ∈ Csup}.
[c∗inf(a, b, χ, λ, µ), c
∗
sup(a, b, χ, λ, µ)] is called the spreading speed interval of (1.1). By The-
orem 1.3,
c∗−(a, b, χ, λ, µ) ≤ c∗inf(a, b, χ, λ, µ) ≤ c∗sup(a, b, χ, λ, µ) ≤ c∗+(a, b, χ, λ, µ).
It is interesting to know how c∗inf(a, b, χ, λ, µ) and c
∗
sup(a, b, χ, λ, µ) depend on χ, in partic-
ular, it is interesting to know whether the chemotaxis speeds up, or slows down, or neither
speeds up nor slows down the spreading speeds of the mobile species. We plan to study this
issue somewhere else.
(4) Theorem 1.4 describes the spreading properties of nonnegative solutions with front-like
initial functions. It is interesting to know whether (1.1) admits transition front solutions,
which are the analogue of traveling wave solutions in the space and time homogeneous
chemotaxis models and have recently been widely studied in the absence of chemotaxis. We
will study the existence of transition fronts in (1.1) in the third part of the series.
The rest of the paper is organized as follows. In section 2, we study the existence of global
classical solutions and prove Theorem 1.1. Section 3 is devoted to the investigation of pointwise
and uniform persistence in (1.1). Theorem 1.2 is proved in this section. In section 4, we discuss
the asymptotic properties of solutions and give the proofs of Theorems 1.3 and 1.4.
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2 Global Existence
This section is devoted to the study of the global existence of classical solutions to (1.1). We
start with the following result about the local existence and uniqueness of classical solutions.
Lemma 2.1 (Local existence). For every t0 ∈ R and nonnegative function u0 ∈ Cbunif(Rn),
there is Tmax = Tmax(t0, u0) ∈ (0,∞] such that (1.1) has a unique nonnegative classical solution
(u(x, t; t0, u0), v(x, t; t0, u0)) on [t0, t0 + Tmax) satisfying
lim
tց0
‖u(·, t0 + t; t0, u0)− u0‖∞ = 0. (2.1)
Furthermore, if Tmax <∞, then
lim
tրTmax
‖u(·, t0 + t; t0, u0)‖∞ =∞. (2.2)
Proof. The result follows from properly modified arguments of the proof of [37, Theorem 1.1].
Next, we present a lemma on the bounds of ‖v(·, t+ t0; t0, u0)‖∞ and ‖∇v(·, t+ t0; t0, u0)‖∞,
which will be used in this section as well as later sections.
Lemma 2.2. For every t0 ∈ R and nonnegative function u0 ∈ Cbunif(Rn), the following hold,
‖v(·, t + t0; t0, u0)‖∞ ≤ µ
λ
‖u(·, t+ t0; t0, u0)‖∞, ∀ 0 ≤ t < Tmax(t0, u0), (2.3)
and
‖∇v(·, t+ t0; t0, u0)‖∞ ≤ µ
√
N√
λ
‖u(·, t + t0; t0, u0)‖∞, ∀ 0 ≤ t < Tmax(t0, u0). (2.4)
Proof. Observe that
v(x, t+ t0; t0, u0) = µ
∫ ∞
0
∫
RN
e−λse−
|x−y|2
4s
(4πs)
N
2
u(y, t+ t0; t0, u0)dyds.
(2.3) and (2.4) then follow from simple calculations.
Now we present the proof of Theorem 1.1. Note that Theorem 1.1 provides a sufficient
condition on the parameters χ and binf to guarantee the existence of time globally defined
classical solutions.
Proof of Theorem 1.1. Let t0 ∈ R and u0 ∈ Cbunif(Rn), u0 ≥ 0, be given. According to Lemma
2.1, there is Tmax = Tmax(t0, u0) ∈ (0,∞] such that (1.1) has a unique nonnegative classical
solution (u(x, t; t0, u0), v(x, t; t0, u0)) on [t0, t0+Tmax) satisfying (2.1) and (2.2). Since binf ≥ χµ,
we have that (u(x, t; t0, u0), v(x, t; t0, u0)) satisfies
ut = ∆u− χ∇v · ∇u+ u(a(x, t)− u(b(x, t) − χµ)− χλv)
≤ ∆u− χ∇v · ∇u+ u(a(x, t)− u(b(x, t) − χµ))
≤ ∆u− χ∇v · ∇u+ u(asup − (binf − χµ)u) (2.5)
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for t ∈ (t0, t0 + Tmax). Thus, by comparison principles for parabolic equations, it follows from
(2.5) that
u(x, t+ t0; t0, u0) ≤ u(t; ‖u0‖∞), ∀ 0 ≤ t < Tmax(t0, u0), ∀ x ∈ RN , (2.6)
where u(t; ‖u0‖∞) solves the ODE{
d
dt
u = u(asup − (binf − χµ)u)
u(0) = ‖u0‖∞.
(2.7)
Since binf ≥ χµ, then u(t; ‖u0‖∞) is defined for all t ≥ 0. This implies that Tmax(t0, u0) = ∞.
Moreover, u(t; ‖u0‖∞) ≤ |u0‖∞etasup for all t > 0. Hence (1.4) holds.
(i) If binf > χµ, we have that u(t; ‖u0‖∞) ≤ max{‖u0‖∞, asupbinf−χµ} for all t > 0, and
limt→∞ u(t; ‖u0‖∞) = asupbinf−χµ provided that ‖u0‖∞ > 0. Hence (1.5) and (1.6) hold.
(ii) First, by (2.3),
ut = ∆u− χ∇v · ∇u+ u(a(x, t) − u(b(x, t)− χµ)− χλv)
≥ ∆u− χ∇v · ∇u+ u(ainf − ‖u(·, t; t0, u0)‖∞(bsup − χµ)− χλµ
λ
‖u(·, t; t0, u0)‖∞)
= ∆u− χ∇v · ∇u+ u(ainf − ‖u(·, t; t0, u0)‖∞bsup) (2.8)
for t > t0. By comparison principle for parabolic equations, we have
u(x, t+ t0; t0, u0) ≥ e
∫ t+t0
t0
(ainf−‖u(·,s+t0;t0,u0)‖∞bsup)dsu0 inf ∀t ≥ t0.
This together with u0 inf > 0 implies that
inf
x∈RN
u(x, t+ t0; t0, u0) > 0 ∀ t ≥ t0.
Next, for any ǫ > 0, there is T ǫ > 0 such that
u(x, t+ t0; t0, u0) ≤ u∞ + ǫ and v(x, t+ t0; t0, u0) ≤ µ
λ
(u∞ + ǫ) ∀ t ≥ T ǫ,
where u∞ = lim supt→∞ supx∈RN u(x, t+ t0; t0, u0). This combined with (2.8) imply that
ut ≥ ∆u− χ∇v · ∇u+ u(ainf − (u∞ + ǫ)bsup)
for t ≥ T ǫ. By comparison principle for parabolic equations again, we have
u(x, t+ t0; t0, u0) ≥ e(ainf−(u∞+ǫ)bsup)(t−T ǫ) inf
x∈RN
u(x, T ǫ + t0; t0, u0) ∀ t ≥ T ǫ.
By the boundedness of u(x, t+ t0, t0, u0) for t ≥ 0, we must have
ainf − (u∞ + ǫ)bsup ≤ 0 ∀ ǫ > 0.
The first inequality in (1.7) then follows.
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Now, if lim inft→∞ infx∈RN u(x, , t + t0; t0, u0) = 0, then the second inequality in (1.7) holds
trivially. Assume u∞ := lim inft→∞ infx∈RN u(x, , t + t0; t0, u0) > 0. Then for any 0 < ǫ < u∞,
there is Tǫ > 0 such that
u(x, t+ t0; t0, u0) ≥ u∞ − ǫ and v(x, t+ t0; t0, u0) ≥ µ
λ
(u∞ − ǫ) ∀ t ≥ Tǫ.
This combined with (2.5) yields that
ut ≤ ∆u− χ∇v · ∇u+ u(asup − (u∞ − ǫ)binf)
for t ≥ Tǫ. By comparison principle for parabolic equations, we have
u(x, t+ t0; t0, u0) ≤ e(asup−(u∞−ǫ)binf)(t−Tǫ)‖u(·, Tǫ + t0; t0, u0)‖ ∀ t ≥ Tǫ.
This together with the first inequality in (1.7) implies that
asup − (u∞ − ǫ)binf ≥ 0 ∀ 0 < ǫ < u∞.
The second inequality in (1.7) then follows.
(iii) Let x ∈ RN and t ≥ 0 be fixed. Define
f(y) = λv(x+ y, t+ t0; t0, u0)− µu(x+ y, t+ t0; t0, u0), ∀y ∈ B(0, 3)
and
φ(y) = v(x+ y, t+ t0; t0, u0), ∀y ∈ B¯(0, 3)
Let G1 be the solution of {
∆G1 = f, y ∈ B(0, 3)
G1 = 0, on ∂B(0, 3).
Choose p ≫ N such that W 2,p(B(0, 3)) ⊂ C1+νunif (B(0, 3)) (with continuous embedding). Thus,
by regularity for elliptic equations, there is c1,ν > 0 (depending only on ν, N and the Lebesgue
measure |B(0, 3)| of B(0, 3)) such that
‖G1‖C1+νunif (B(0,3)) ≤ c1,ν‖f‖Lp(B(0,3)). (2.9)
Next, define
G2(y) = v(x+ y, t+ t0; t0, u0)−G1(y), ∀y ∈ B¯(0, 3).
Hence G2 solves {
∆G2 = 0, y ∈ B(0, 3)
G2(y) = φ(y), y ∈ ∂B(0, 3).
Thus, (see [7, page 41]),
G2(y) =
2− ‖y‖2
2NωN
∫
∂B(0,3)
φ(z)
|y − z|N dS(z), ∀y ∈ B(0, 3),
where ωN = |B(0, 1)| is the Lebesgue measure of B(0, 1), and
∂yiG2(y) = −
yi
NωN
∫
∂B(0,3)
φ(z)
|y − z|N dS(z) +
2− ‖y‖2
2ωN
∫
∂B(0,3)
(yi − zi)φ(z)
|y − z|N+2 dS(z),∀y ∈ B(0, 3).
(2.10)
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But
|y + h− z| ≥ |z| − |y + h| ≥ 1, ∀z ∈ ∂B(0, 3), y, h ∈ B(0, 1)
and
||y + h− z| − |y − z|| ≤ |h|,∀y, h, z ∈ RN .
It follows from (2.10), that there is c2,ν > 0 (depending only on ν, N and |B(0, 3)|) such that
|∂yiG2(y + h)− ∂yiG2(y)| ≤ c2,ν |h|ν‖φ‖∞, ∀y, h ∈ B(0, 1).
Combining the last inequality with (2.9), there is cν(N,P )(depending only on ν, N and |B(0, 3)|)
such that
‖G1 +G2‖C1+νunif (B(0,1)) ≤ cν [‖f‖∞ + ‖φ‖∞]. (2.11)
Note that v(x + h, t + t0; t0, u0) = (G1 + G2)(h), thus (iii) follows from (1.5), (2.3), (2.4), and
(2.11).
3 Pointwise persistence
In this section we explore the pointwise persistence of positive classical solutions and prove
Theorem 1.2. In order to do so, we first prove some lemmas. The next Lemma provides a
finite time pointwise persistence for solutions (u(x, t; t0, u0), v(x, t; t0, u0)) of (1.1) with strictly
positive function u0.
Lemma 3.1. Suppose that (H1) holds. Then for every T > 0, t0 ∈ R, and for every nonnegative
initial function u0 ∈ Cbunif(RN ), there holds that
inf
x∈RN
u(x, t+ t0; t0, u0) ≥ u0 infet(ainf−bsup‖u0‖∞eTasup ), ∀0 ≤ t ≤ T. (3.1)
In particular for every T > 0 and for every nonnegative initial u0 ∈ Cbunif(RN ) satisfying
‖u0‖∞ ≤MT := ainfe
−asupT
bsup
, we have that
inf
x∈RN
u(x, t+ t0; t0, u0) ≥ inf
x∈RN
u0(x), ∀0 ≤ t ≤ T, ∀t0 ∈ R. (3.2)
Proof. Let t0 ∈ R and u0 ∈ Cbunif(RN ), u0 ≥ 0, be given. Since (H1) holds, it follows from
Theorem 1.1 that (u(·, t+ t0; t0, u0), u(·, t+ t0; t0, u0)) is defined for all t ≥ 0. By (1.4) and (2.3),
χλ‖v(·, t + t0; t0;u0)‖∞ ≤ χµ‖u(·, t+ t0; t0;u0)‖∞ ≤ χµ‖u0‖∞easupt, ∀ t ≥ 0.
Hence, for every t0 < t ≤ t0 + T , it follows from the previous inequality and (2.8) that
ut ≥ ∆u− χ∇v · ∇u+ u(ainf − bsup‖u0‖∞easupT ). (3.3)
Thus, by comparison principle for parabolic equations, it follows from (3.3) that
inf
x∈RN
u(x, t+ t0; t0, u0) ≥ u0 infet(ainf−bsup‖u0‖∞e
asupT ), ∀ 0 ≤ t ≤ T, T > 0, t0 ∈ R. (3.4)
Observe that ‖u0‖∞ ≤MT := ainfe
−asupT
bsup
implies that ainf−bsup‖u0‖∞easupT ≥ 0. This combined
with (3.4) yields (3.2).
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Remark 3.1. We note that a slight modification of the proof of Lemma 3.1 yields that if (H1)
does not hold then
inf
x∈RN
u(x, t+ t0; t0, u0) ≥ u0 infet(ainf−(bsup+χµ)‖u0‖∞e
asupT ), ∀ 0 ≤ t ≤ T < Tmax(u0), (3.5)
for every nonnegative initial u0 ∈ Cbunif(RN ). Hence for every initial function u0 ∈ Cbunif(RN )
with infx∈RN u0(x) > 0, it always holds that
inf
x∈RN ,0≤t≤T
u(x, t+ t0; t0, u0) > 0, ∀ 0 ≤ T < Tmax(u0),∀t0 ∈ R.
It should be noted (3.5) and (3.1) do not implies the pointwise persistence of u(x, t+ t0; t0, u0).
Lemma 3.2. Assume that (H1) holds. Let u0 ∈ Cbunif(RN ), {u0n}n≥1 be a sequence of non-
negative functions in Cbunif(R
N ), and let {t0n}n≥1 be a sequence of real numbers. Suppose that
0 ≤ u0n(x) ≤ M := asupbinf−χµ and {u0n}n≥1 converges uniformly locally to u0. Then there exist a
subsequence {t0n′} of {t0n}, functions a∗(x, t), b∗(x, t) such that (a(x, t + t0n′), b(x, t + t0n′)) →
(a∗(x, t), b∗(x, t)) locally uniformly as n′ →∞, and u(x, t+t0n′ ; t0n′ , u0n′)→ u∗(x, t; 0, u0) locally
uniformly in C2,1(RN × (0,∞)) as n′ → ∞, where (u∗(x, t; 0, u0), v∗(x, t; 0, u0) is the classical
solution of

ut(x, t) = ∆u(x, t)− χ∇ · (u(x, t)∇v(x, t)) + (a∗(x, t)− b∗(x, t)u(x, t))u(x, t), x ∈ RN
0 = (∆− λI)v∗(x, t) + µu∗(x, t), x ∈ RN
u∗(x, 0) = u0(x), x ∈ RN .
Proof. Without loss of generality, by the Arzela Ascoli’s Theorem, we may suppose that (a(x, t+
t0n), b(x, t + t0n)) → (a∗(x, t), b∗(x, t)) locally uniformly in RN × R as n → ∞. Recall that
(u(x, t+ t0n; t0n, u0n), v(x, t + t0n; t0n, u0n)) satisfies for x ∈ RN , t > 0,
ut(x, t+ t0n; t0n, u0n) = ∆u(x, t+ t0n; t0n, u0n)− χ∇ · (u(x, t+ t0n; t0n, u0n)∇v(x, t+ t0n; t0n, u0n))
+ (a(x, t+ t0n)− b(x, t+ t0n)u(x, t + t0n; t0n, u0n))u(x, t+ t0n; t0n, u0n).
So, by variation of constant formula, we have that
u(·, t+ t0n; t0n, u0n) = et(∆−I)u0n︸ ︷︷ ︸
I0n
(t) +
∫ t
0
e(t−s)(∆−I)(a(·, s + t0n) + 1)u(·, s + t0n; t0n, u0n)ds︸ ︷︷ ︸
I1n(t)
− χ
∫ t
0
e(t−s)(∆−I)∇ · (u(·, s + t0n; t0n, u0n)∇v(·, t+ t0n; t0n, u0n))ds︸ ︷︷ ︸
I2n(t)
−
∫ t
0
e(t−s)(∆−I)b(·, s + t0n)u2(·, s + t0n; t0n, u0n)ds︸ ︷︷ ︸
I3n(t)
,∀ t > 0, (3.6)
where {et(∆−I)}t≥0 denotes the analytic semigroup generated on X0 := Cbunif(RN ) by ∆−I. Let
Xβ , β > 0, denote the fractional power spaces associated with ∆− I. Let 0 < β < 12 be fixed.
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There is a constant Cβ > 0, (see [12]), such that
‖I0n(t+ h)− I0n(t)‖Xβ =≤ Cβhβt−β‖u0n‖∞ ≤ Cβhβt−βM,
‖I1n(t+ h)− I1n(t)‖Xβ ≤ Cβ(asup + 1)M
[
hβ
∫ t
0
e−(t−s)
(t− s)β ds+
∫ t+h
t
e−(t+h−s)
(t+ h− s)β ds
]
≤ Cβ(asup + 1)M
[
hβΓ(1− β) + h
1−β
1− β
]
,
and
‖I2n(t+ h)− I2n(t)‖Xβ ≤ CβbsupM2
[
hβΓ(1− β) + h
1−β
1− β
]
.
It follows from [37, Lemma 3.2] that
‖I3n(t+ h)− I3n(t)‖Xβ ≤
µ
√
NCβM
2
√
λ
[
hβ
∫ t
0
e−(t−s)
(t− s)β+ 12
ds+
∫ t+h
t
e−(t+h−s)
(t+ h− s)β+ 12
ds
]
≤ µ
√
NCβM
2
√
λ
[
hβΓ(1− β) + h
1−β
1− β
]
.
Hence the function (0,∞) ∋ t 7→ u(·, t+ t0n; t0n, u0n) ∈ Xβ is locally uniformly Ho¨lder’s contin-
uous. It then follows from Arzela-Ascoli Theorem and [10, Theorem 15] that there is a subse-
quence {t0n′} of {t0n} and a function u ∈ C2,1(RN × (0,∞)) such that u(x, t + t0n′ ; t0n′ , u0n′)
converges to u(x, t) locally uniformly in C2,1(RN × (0,∞)) as n′ → ∞. Furthermore, taking
v(x, t) = µ(λI −∆)−1u(x, t), we have that
ut(x, t) = ∆u(x, t)− χ∇ · (u(x, t)∇v(x, t)) + (a∗(x, t)− b∗(x, t)u(x, t))u(x, t), x ∈ RN
for t > 0. Since u0n′(x)→ u0(x) locally uniformly as n→∞, it is not hard to show from (3.6)
that u(x, t) satisfies
u(x, t) =et(∆−I)u0 − χ
∫ t
0
e(t−s)(∆−I)∇ · (u(·, s)∇v(·, s))ds
+
∫ t
0
e(t−s)(∆−I)((1 + a∗(·, s))u − b∗(·, s)u2(·, s)))ds. (3.7)
Note that (u∗(x, t; 0, u0), v∗(x, t; 0, u0)) also satisfies the integral equation (3.7). It thus follows
from the Generalized Grownwall’s inequality, [37, Lemma 2.5] that u(x, t) = u∗(x, t; 0, u0).
Lemma 3.3. Assume that (H1) holds. For every M > 0, ε > 0, and T > 0, there exist
L0 = L(M,T, ε)≫ 1 and δ0 = δ0(M,ε) such that for every initial function u0 ∈ Cbunif(RN ) with
0 ≤ u0 ≤M and every L ≥ L0,
u(x, t+ t0; t0, u0) ≤ ε, ∀ 0 ≤ t ≤ T, t0 ∈ R, ∀ |x|∞ < 2L (3.8)
whenever 0 ≤ u0(x) ≤ δ0 for |x|∞ < 3L.
14
Proof. It follows from (2.5) and comparison principle for parabolic equations that
0 ≤ u(x, t+ t0; t0, u0) ≤ U(x, t+ t0; t0, u0), ∀ x ∈ RN , t ≥ 0, (3.9)
where U solves {
Ut = ∆U − χ∇v(·, ·; t0, u0) · ∇U + asupU, t > t0
U(·, t0) = u0
(3.10)
It follows from Theorem 1.1 (iii) and [10, Theorem 12] that U((x, t0 + t; t0, u0)) can be written
in the form
U(x, t0 + t; t0, u0) =
∫
RN
Γ(x, t, y, 0)u0(y)dy. (3.11)
Moreover, for every 0 < λ0 < 1, there is a constant K2 = K2(λ0, N, ν,K1, T ), where K1 is given
by Theorem 1.1 (iii), such that
|Γ(x, t, y, τ)| ≤ K2 e
−λ0|x−y|
2
4(t−τ)
(t− τ)N2
and |∂xiΓ(x, t, y, τ)| ≤ K2
e
−λ0|x−y|
2
4(t−τ)
(t− τ)N+12
, ∀x ∈ RN , ∀ τ ≤ t ≤ τ+T.
(3.12)
We then have
U(x, t0 + t; t0, u0) ≤ K2
∫
RN
e−
λ0|x−y|2
4t
t
N
2
u0(y)dy
= K2
∫
RN
e−
λ0
4
|z|2u0(x+ t
1
2 z)dz
≤ K2
[ ∫
|z|∞≤ L√
T
e−
λ0
4
|z|2u0(x+ t
1
2 z)dz +
∫
|z|∞≥ L√
T
e−
λ0
4
|z|2u0(x+ t
1
2 z)dz
]
.
This implies that for |x| ≤ 2L,
U(x, t0 + t; t0, u0) ≤ K2δ0
∫
RN
e−
λ0
4
|z|2dz +K2‖u0‖∞
∫
|z|∞≥ L√
T
e−
λ0
4
|z|2dz
≤ K2δ0
(
4π
λ0
)N
2
+K2M
∫
|z|∞≥ L√
T
e−
λ0
4
|z|2dz. (3.13)
Take δ0 =
ε
2K2
(
4π
λ0
)−N
2
and choose L0 ≫ 1 such that
∫
|z|∞≥ L0√
T
e−
λ0
4
|z|2dz < ε2K2M , it follows
from (3.13) that for every L ≥ L0, there holds that U(x, t + t0; t0, u0) ≤ ε for every |x|∞ ≤ 2L
whenever u0(x) ≤ δ0 for all |x|∞ ≤ 3L. This combined with (3.9) yields the lemma.
Lemma 3.4. Suppose that (H2) holds. Consider the sequence (Mn,Mn)n≥0 defined inductively
by M 0 = 0 and
Mn =
asup − χµMn
binf − χµ , and Mn+1 =
ainf − χµMn
bsup − χµ , ∀ n ≥ 0. (3.14)
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Then for every n ≥ 0, it holds that
Mn+1 > Mn ≥ 0 and Mn > Mn+1 > 0.
Moreover, we have that
lim
n→∞(Mn,Mn) = (M,M ),
where M and M are given by (1.12) and (1.13), respectively.
Proof. For every n ≥ 0, it holds that
Mn+1 =
(binf − χµ)ainf − χµasup + (χµ)2Mn
(binf − χµ)(bsup − χµ) (3.15)
and
Mn+1 =
(bsup − χµ)asup − χµainf + (χµ)2Mn
(binf − χµ)(bsup − χµ)
. (3.16)
Thus, since M0 = 0, M0 =
asup
binf−χµ > 0, and (H2) holds, it follows by mathematical induction
that Mn ≥ 0 and Mn ≥ 0 for every n ≥ 0. Therefore, it follows from (3.14) that
0 ≤Mn ≤
ainf
bsup − χµ and 0 ≤Mn ≤
asup
binf − χµ, ∀n ≥ 0.
Observe that M0 < M1. Hence, (3.15) implies that Mn < Mn+1 for every n ≥ 0. Similarly,
we have that M0 > M1. Hence (3.16) implies that Mn+1 < Mn for every n ≥ 0. Thus the
sequence (Mn,Mn) is convergent. By passing to limit in (3.15) and (3.16), it is easily seen that
limn→∞(Mn,Mn) = (M,M ), where M and M are given by (1.13) and (1.12) respectively.
Lemma 3.5. For fixed T > 0, there is 0 < δ∗0(T ) < M
+ =
asup
binf−χµ + 1 such that for any
0 < δ ≤ δ∗0(T ) and for any u0 with δ ≤ u0 ≤M+,
δ ≤ u(x, t0 + T ; t0, 0, u0) ≤M+ ∀ x ∈ RN , ∀ t0 ∈ R. (3.17)
Proof. We divide the proof into four steps.
First of all, let a0 =
ainf
3 and
DL = {x ∈ RN | |xi| < L for i = 1, 2, · · · , N}.
Consider {
ut = ∆u+ a0u, x ∈ DL
u = 0, x ∈ ∂DL,
(3.18)
and its associated eigenvalue problem{
∆u+ a0u = σu, x ∈ DL
u = 0, x ∈ ∂DL.
(3.19)
Let σ
L
be the principal eigenvalue of (3.19) and φL(x) be its principal eigenfunction with φL(0) =
1. Note that
φL(x) = Π
N
i=1 cos
( π
2L
xi
)
and 0 < φL(x) ≤ φL(0), ∀x ∈ DL.
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Note also that u(x, t) = eσL tφL(x) is a solution of (3.18). Let u(x, t;u0) be the solution of (3.18)
with u0 ∈ C(D¯L). Then
u(x, t;κφL) = κe
σ
L
tφL(x) (3.20)
for all κ ∈ R.
In the following, let L0 ≫ 0 be such that σL > 0 ∀L ≥ L0.
Step 1. Let T > 0 be fixed. Consider{
ut = ∆u+ bǫ(x, t) · ∇u+ a0u, x ∈ DL
u = 0, x ∈ ∂DL,
(3.21)
where |bǫ(x, t)| < ǫ for x ∈ D¯L and t0 ≤ t ≤ t0 + T . Let ubǫ,L(x, t; t0, u0) be the solution of
(3.21) with ubǫ,L(x, t0; t0, u0) = u0(x).
We claim that there is ǫ0(T ) > 0 such that for any L ≥ L0, κ > 0, and 0 ≤ ǫ ≤ ǫ0(T ),
ubǫ,L(0, t0 + T ; t0, κφL) ≥ e
TσL0
2 κ > κ (3.22)
provided that |bǫ(x, t)| < ǫ for x ∈ DL; and for any L ≥ L0 and 0 ≤ ǫ ≤ ǫ0(T ),
0 ≤ ubǫ,L(x, t+ t0; t0, κφL) ≤ ea0tκ ∀ 0 ≤ t ≤ T, x ∈ DL. (3.23)
In fact, by (3.20), there is ǫ0(T ) > 0 such that for any 0 ≤ ǫ ≤ ǫ0(T ),
ubǫ,L0(0, t0 + T ; t0, κφL0) > e
TσL0
2 κ (3.24)
provided that |bǫ(x, t)| < ǫ for x ∈ DL0 . Note that for L ≥ L0,
φL(x) ≥ φL0(x) ∀ x ∈ DL0 .
and

∂tubǫ,L(·, t0 + t; t0, κφL) = ∆ubǫ,L(x, t0 + t; t0, κφL) + bǫ(x, t) · ∇ubǫ,L(x, t0 + t; t0, κφL)
+a0ubǫ,L(x, t0 + t; t0, κφL), x ∈ DL0 ,
ubǫ,L(x, t0 + t; t0, κφL) > 0, x ∈ ∂DL0 .
Then by comparison principle for parabolic equations,
ubǫ,L(x, t0 + t; t0, κφL) ≥ ubǫ,L0(x, t0 + t; t0, κφL0)
for x ∈ DL0 , which together with (3.24) implies (3.22). (3.23) follows directly from comparison
principle for parabolic equations.
Step 2. Consider {
ut = ∆u+ bǫ(x, t) · ∇u+ u(2a0 − c(x, t)u), x ∈ DL
u = 0, x ∈ ∂DL,
(3.25)
where 0 ≤ c(x, t) ≤ bsup. Let u(x, t; t0, u0) be the solution of (3.25) with uε(x, t0; t0, u0) = u0(x).
Assume L ≥ L0 and 0 ≤ ǫ ≤ ǫ0(T ).
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We claim that
uε(0, t0 + T ; t0, κφL) ≥ e
TσL0
2 κ (3.26)
provided that 0 < κ ≤ κ0(T ) := a0e−a0Tbsup .
Note that (3.23) yields,
∂tubǫ,L(x, t; t0, κφL)−∆ubǫ,L(x, t; t0, κφL)− bǫ(x, t) · ∇ubǫ,L(x, t; t0, κφL)
− ubǫ,L(x, t; t0, κφL)
(
2a0 − c(x, t)ubǫ ,L(x, t; t0, κφL)
)
= −ubǫ,L(x, t; t0, κφL)
(
a0 − c(x, t)ubǫ,L(x, t; t0, κφL)
)
≤ 0 for t0 ≤ t ≤ t0 + T, x ∈ DL
when 0 < κ ≤ a0e−a0T
bsup
. Then by comparison principal for parabolic equations,
uε(x, t; t0, κφL) ≥ ubǫ,L(x, t; t0, κφL) for t0 ≤ t ≤ t0 + T, x ∈ DL.
This together with (3.22) implies (3.26).
Step 3. For any given x0 ∈ RN , consider
ut = ∆u−χ∇v ·∇u+u(a(x+x0, t)−χλv(x, t; t0, x0, u0)−(b(x+x0, t)−χµ)u), x ∈ RN , (3.27)
where v(x, t; t0, x0, u0) is the solution of
0 = ∆v − λv + µu, x ∈ RN .
Let u(x, t; t0, x0, u0) be the solution of (3.27) with u(x, t0; t0, x0, u0) = u0(x). Let ǫ0(T ) > 0 and
κ0(T ) > 0 be as in Steps 1 and 2, respectively.
We claim that there is 0 < δ0(T ) ≤ κ0(T ) such that for any u0 ∈ Cbunif(RN ) with 0 ≤ u0 ≤M+
and u0(x) < δ0(T ) for |xi| ≤ 3L, i = 1, 2, · · · , N ,
0 ≤ λv(x, t; t0, x0, u0) ≤ a0
2χ
, |∇v(x, t; t0, x0, u0)| < ǫ0(T )
2χ
for t0 ≤ t ≤ t0+T, x ∈ DL, x0 ∈ RN
(3.28)
provided that L≫ 1.
Indeed, let 0 < ε ≤ ε0(T ) be fixed. Lemma 3.3 implies that there is δ1 = δ1(M+, ε) and
L1 = L1(M
+, T, ε) > L0 such that for every L ≥ L1, there holds
u(x, t+ t0; t0, x0, u0) ≤ ε, ∀ 0 ≤ t ≤ T, t0 ∈ R, ∀x0 ∈ RN , ∀|x| ∈ D2L (3.29)
whenever 0 ≤ u0(x) ≤ δ1, ∀ x ∈ D3L.
Next, note that
v(x, t0 + t; t0, x0, u0) = µ
∫ ∞
0
∫
RN
e−λs
(4πs)
N
2
e−
|x−z|2
4s u(z, t; t0, x0, u0)dzds
and
∂xiv(x, t0 + t; t0, x0, u0) = µ
∫ ∞
0
∫
RN
(zi − xi)e−λs
2s(4πs)
N
2
e−
|x−z|2
4s u(z, t; t0, x0, u0)dzds.
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Hence, by (3.29), for L ≥ L1, 0 ≤ t ≤ T , and |x|∞ < L, we have
v(x, t0 + t; t0, x0, u0) ≤ µ
π
N
2
[∫ L
0
∫
|z|∞≤ L
2
√
T
e−λse−|z|
2
dzds
]
sup
0≤t≤T,|z|∞≤2L
u(z, t+ t0; t0, x0, u0)
+
µasup
(binf − χµ)π
N
2
∫ ∫
s≥L or |z|∞≥ L
2
√
T
e−λse−|z|
2
dzds
≤ µ
λ
ε+
µasup
(binf − χµ)π
N
2
∫ ∫
s≥L or |z|∞≥ L
2
√
T
e−λse−|z|
2
dzds
(3.30)
and
|∂xiv(x, t0 + t; t0, 0, u0)| ≤
εµ
π
N
2
∫ L
0
∫
|z|∞≤ L
2
√
T
|zi|e−λse−|z|2√
s
dzds
+
µasup
(binf − χµ)π
N
2
∫ ∫
s≥L or |z|∞≥ L
2
√
T
|zi|e−λse−|z|2√
s
dzds
≤ εµ√
λ
+
µasup
(binf − χµ)π
N
2
∫ ∫
s≥L or |z|∞≥ L
2
√
T
|zi|e−λse−|z|2√
s
dzds,
(3.31)
whenever 0 ≤ u0(x) ≤ δ1 for every |x|∞ ≤ 3L. These together with (3.29) implies (3.28).
Note that {
ut ≥ ∆u− χ∇v · ∇u+ u(2a0 − (b(x+ x0, t)− χµ)u), x ∈ DL
u(x, t; t0, x0, u0) > 0, x ∈ ∂DL.
Let κ = infx∈DL u0(x). Then κ ≤ δ0(T ) ≤ κ0(T ). By comparison principle for parabolic
equations,
u(x, t; t0, x0, u0) ≥ uǫ(t, x; t0, κφL) for x ∈ DL, t0 ≤ t ≤ t0 + T.
This together with the conclusion in Step 2
u(0, T + t0; t0, x0, u0) ≥ e
TσL0
2 κ = e
TσL0
2 inf
x∈DL
u0(x). (3.32)
Step 4. In this step we claim that there is 0 < δ∗0(T ) < min{δ0(T ),M+}, where M+ = asupbinf−χµ ,
such that for any 0 < δ ≤ δ∗0(T ) and for any u0 with δ ≤ u0 ≤M+,
δ ≤ u(x, t0 + T ; t0, 0, u0) ≤M+ ∀ x ∈ RN . (3.33)
Assume that the claim does not hold. Then there are δn → 0, t0n ∈ R, u0n with δn ≤ u0n ≤
M+, and xn ∈ RN such that
u(xn, t0n + T ; t0n, 0, u0n) < δn. (3.34)
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Note that
u(x+ xn, t; t0n, 0, u0n) = u(x, t; t0n, xn, u0n(·+ xn)).
Let ǫ0 := ǫ(T ) > 0, δ0 := δ0(T ) > 0, and κ0 := κ0(T ) > 0 be fixed and be such that the
conclusions in Steps 2-3 hold. Let
D0n = {x ∈ RN | |xi| < 3L, u0n(x+ xn) > δ0
2
}.
Without loss of generality, we may assume that limn→∞ |D0n| exists.
Case 1. limn→∞ |D0n| = 0. We claim that in this case, |χ∇v(x + xn, t + t0n; t0n, 0, u0n)| < ǫ0
and 0 ≤ v(x+ xn, t+ t0n; t0n, 0, u0n) ≤ a0 for |xi| ≤ L, i = 1, 2, · · · , N , L≫ 1 and n≫ 1.
Indeed, let {u˜0n}n≥1 be sequence of elements of Cbunif(RN ) satisfying{
δn ≤ u˜0n(x) ≤ δ02 , x ∈ D3L and
‖u˜0n(·)− u0n(·+ xn)‖Lp(RN ) → 0, ∀p > 1.
Let wn(x, t) := u(t+ t0n, x; t0n, xn, u0n(·+ xn))− u(t+ t0n, x; t0n, xn, u˜0n) and vn(x, t) := v(t+
t0n, x; t0n, xn, u0n(·+ xn))− v(t+ t0n, x; t0n, xn, u˜0n). Hence {(wn, vn)}n≥ satisfies

∂twn = ∆wn + bn(t, x) · ∇wn + fn(t, x)wn + gn(t, x)vn + hn · ∇vn, x ∈ RN , t > 0
0 = ∆vn − λvn + µwn, x ∈ RN , t > 0
wn(0, x) = u0n(x+ xn)− u˜0n(x), x ∈ RN ,
(3.35)
where bn(t, x) = −χ∇v(t + t0n, x + xn; t0n, xn, u0n(· + xn)), gn(t, x) := −χλu(t + t0n, x +
xn; t0n, xn, u˜0n), hn(t, x) := −χ∇u(t+ t0n, x+ xn; t0n, xn, u˜0n), and
fn(t− t0n, x− xn) :=a(t, x)− χλv(t, x; t0, xn, u0n(·+ xn))
− (b(t, x) − χµ)(u(t, x; t0, xn, u0n(·+ xn)) + u(t, x; t0, xn, u˜0n)).
For w0n(0, ·) ∈ Lp(RN ), (3.35) has a unique solution w(t, x;w0n) with w(0, x;w0n) = w0n(x)
in Lp(RN ). Note that ∇ · (wnbn) = bn · ∇wn + wn∇ · bn and ∇ · bn = −χ(λv − µu)(t +
t0n, x; t0n, xn, u0n(·+ xn)). Hence
∂twn = ∆wn +∇ · (wnbn) + (fn(t, x)−∇ · bn)wn + gn(t, x)vn + hn · ∇vn, x ∈ RN , t > 0.
Thus, the variation of constant formula yields that
wn(t, ·) = et(∆−I)wn(0) +
∫ t
0
e(t−s)(∆−I)∇ · (wn(s, ·)bn(s, ·))ds︸ ︷︷ ︸
I1
+
∫ t
0
e(t−s)(∆−I)((1 + fn(s, ·)−∇ · bn(s, ·))wn(s, ·) + gn(s, ·)vn(s, ·) + hn · ∇vn)ds︸ ︷︷ ︸
I2
,
where {et(∆−I)}t≥0 denotes the C0−semigroup on Lp(RN ) generated by ∆− I.
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Observe that ‖bn(t, ·)‖∞ ≤ µ‖u(t+ t0n, x+xn; t0n, u0n(·+xn))‖∞ ≤ µ asupbinf−χµ . Hence, by [37,
Lemma 3.1], we have
‖I1‖Lp(RN ) ≤ C
∫ t
0
(t− s)− 12 e−(t−s)‖∇bn(s, ·)‖∞‖wn(s, ·)‖Lp(RN )ds
≤ Cµasup
binf − χµ
∫ t
0
(t− s)− 12 e−(t−s)‖wn(s, ·)‖Lp(RN )ds.
We also observe that sup0≤t≤T,n≥1 ‖1+fn(t, ·)−∇·bn(t, ·)‖∞ <∞, sup0≤t≤T,n≥1 ‖gn(t, ·)‖∞ <∞,
and sup0≤t≤T,n≥1 ‖hn(t, ·)‖∞ <∞, thus we have
‖I2‖Lp(RN ) ≤ C
∫ t
0
e−(t−s)
{
‖wn(s, ·)‖Lp(RN ) + ‖vn(s, ·)‖W 1,p(RN )
}
ds.
Since (∆ − λI)vn = −µwn, then by elliptic regularity, we have that
‖vn(t, ·)‖W 2,p(RN ) ≤ C‖wn(t, ·)‖Lp(RN ).
Hence, since ‖et(∆−I)wn(0, ·)‖Lp(RN ) ≤ e−t‖wn(0, ·)‖Lp(RN ), we obtain
‖wn(t, ·)‖Lp(RN ) ≤ ‖wn(0)‖Lp(RN ) + C
∫ t
0
(t− s)− 12 ‖wn(s, ·)‖Lp(RN )ds
for some constant C > 0. Therefore it follows from Generalized Gronwall’s inequality (see
Lemma 2.5 [37]) that
‖wn(t, ·)‖Lp(RN ) ≤ CT ‖wn(0, ·)‖Lp(RN ), ∀ 0 ≤ t ≤ T, ∀n ≥ 1,
where CT > 0 is a constant. Thus
lim
n→∞ sup0≤t≤T
‖wn(t, ·)‖Lp(RN ) = 0. (3.36)
For p > N , by regularity and a priori estimates for elliptic operators, there is a constant
C > 0 such that
‖(∆− λI)−1w‖
C
1,b
unif(R
N )
≤ C‖w‖Lp(RN ), ∀w ∈ Lp(RN ).
Combining this with (3.36) we have that
lim
n→∞ sup0≤t≤T
‖vn(t, ·)‖C1,bunif (RN ) = 0. (3.37)
It follows from the claim in Step 3 that for every n ≥ 1,
0 ≤ λv(t+ t0n, x; t0n, xn, u˜0n) ≤ a0
2χ
, |χ∇v(t+ t0n, x; t0n, xn, u˜0n)| ≤ ε0
2
, ∀0 ≤ t ≤ T, x ∈ DL.
Thus (3.37) implies that, for n≫ 1, ∀0 ≤ t ≤ T, x ∈ DL, there holds
0 ≤ χλv(t+ t0n, x; t0n, xn, u0n(·+ xn)) ≤ a0, |χ∇vt+ t0n, x; t0n, xn, u0n(·+ xn))| ≤ ε0.
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Hence, it follows from the arguments of (3.32) that
u(T + t0n, 0; t0n, xn, u0n(·+ xn)) > δn,
which is a contradictions. Hence case 1 does not hold.
Case 2. lim infn→∞ |D0n| > 0.
In this case, without lost of generality, we might suppose that infn≥1 |D0n| > 0, and there a
suitable N−cube, D ⊂⊂ D3L with infn≥1 |D ∩D0n| > 0. Let Ψn(x, t) denotes the solution of

ut = ∆u, x ∈ D3L
u = 0, on (0, T )× ∂D3L
u(·, 0) = δ02 χD∩D0n .
(3.38)
Thus, by comparison principle for parabolic equations, we have
et∆u0n(x+ xn) ≥ Ψn(x, t), ∀x ∈ D3L, 0 ≤ t ≤ T, n ≥ 1.
From this, it follows that
‖et∆u0n(·+ xn)‖2C∞(D3L) ≥
1
|D3L|
∫
D3L
Ψ2n(x, t)dx, ∀0 ≤ t ≤ T, n ≥ 1. (3.39)
Note that for every n ≥ 1, Ψn(x, t) can be written as
Ψn(x, t) =
δ0
2
∞∑
k=1
e−tλ˜kφk(x)
[∫
D3L
φk(y)χD∩D0n (y)dy
]
,
where {φk}k≥1 denotes the orthonormal basis of L2(D3L) consisting of eigenfunctions with cor-
responding eigenvalues {λ˜k} of −∆ with Dirichlet boundary conditions on D3L. Since λ˜1 is
principal, then we might suppose that φ1(x) > 0 for every x ∈ D3L. Thus
‖Ψn(·, t)‖2L2(D3L) =
∞∑
k=1
e−2tλ˜k
[
δ0
2
∫
D3L
φk(y)χD∩D0n (y)dy
]2
≥ e−2tλ˜1
[∫
D3L
φ1(y)χD∩D0n (y)dy
]2
≥ e−2tλ˜1
[
δ0
2
|D ∩D0n|min
y∈D
φ1(y)
]2
. (3.40)
Since infn≥1 |D0n| > 0 and miny∈D φ1(y) > 0, it follows from (3.39) and (3.40) that
inf
0≤t≤T,n≥1
‖et(∆−I)u0n(·+ xn)‖C(D3L) > 0.
Thus there is 0 < T0 ≪ 1 such that
inf
n≥1
‖u(·, T0 + t0n; t0n, xn, u0n(·+ xn))‖C0(D3L) > 0.
Hence, we might suppose that u(·, T0 + t0n; t0n, xn, u0n(· + xn)) → u∗0 locally uniformly and
‖u∗0‖C(D3L) > 0. Moreover, by Lemma 3.2, we might assume that (u(·, T + t0n; t0n, xn, u0n(· +
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xn)), v(·, T + t0n; t0n, xn, u0n(· + xn))) → (u∗(x, t), v∗(x, t)), a(x + xn, t) → a∗(x, t), and b(x +
xn, t)→ b∗(x, t), where (u∗, v∗) satisfies

u∗t = ∆u∗ − χ∇ · (u∗∇v∗) + (a∗ − b∗u∗)u∗
0 = (∆ − λI)v∗ + µu∗
u∗(·, 0) = u∗0.
Sine ‖u∗0‖∞ > 0 and u∗(x, t) ≥ 0, it follows from comparison principle for parabolic equations
that u∗(x, t) > 0 for every x ∈ RN and t ∈ (0, T ]. In particular u∗(0, T ) > 0. Note by (3.34)
that we must have u∗(0, T ) = 0, which is a contradiction. Hence the result holds.
We now present the proof of Theorem 1.2.
Proof of Theorem 1.2. (i) Let u0 ∈ Cbuinf(RN ), with u0 inf > 0 be given. It follows from (1.6)
that there is T1 > 0 such that
u(x, t+ t0; t0, u0) ≤M+ := asup
binf − χµ + 1, ∀ t ≥ T1, ,∀ t0 ∈ R.
Note that T1 is independent of t0. We claim that
m(u0) := inf
t0∈R,(x,t)∈RN×[0,∞)
u(x, t+ t0; t0, u0) > 0. (3.41)
In fact, since u0 inf > 0, by Lemma 3.1, we have that
δ1 := inf
t0∈R,(x,t)∈RN×[t0,t0+T1]
u(x, t+ t0; t0, u0) ≥ u0 infe−T1(ainf+bsup‖u0‖∞eT1asup) > 0. (3.42)
Let
δ2 = min{δ1, δ0(T1)},
where δ0(T1) is given by Lemma 3.5. Then δ2 > 0. By induction, it follows from Lemma 3.5
that
δ2 ≤ inf
x
u(x, t0 + nT1; t0, u0)) ≤M+, ∀ t0 ∈ R and ∀ n ∈ N. (3.43)
Lemma 3.1 implies that for every t0 ∈ R, x ∈ RN , t ∈ [0, T1] and n ∈ N ∪ {0}, we have
u(x, t0 + nT1 + t; t0, u0) = u(x, t0 + nT1 + t; t0 + nT1, u(x, t0 + nT1, t0, u0))
≥ δ2et(ainf−bsupM+eT1asup )
≥ δ2e−T1(ainf+bsupM+eT1asup ) (3.44)
By (3.44), we obtain that
inf
t0∈R,(x,t)∈RN×[0,∞)
u(x, t0 + t; t0, u0)) ≥ δ2e−T1(ainf+bsupM+T1)
The last inequality yields that m(u0) > 0. Hence (3.41) holds.
(ii) Let (Mn,Mn)n≥0 be the sequence define by (3.14). Let u0 ∈ Cbunif(RN ) with u0 inf > 0
be fixed.
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We first claim that for every n ≥ 0, and ε > 0 there is T nε (u0) such that
Mn − ε ≤ u(x, t+ t0; t0, u0) ≤Mn + ε ∀x ∈ RN , ∀ t ≥ T nε (u0), ∀ t0 ∈ R, (3.45)
which implies that for any ε > 0 there is Tε(u0) such that (1.10) holds.
In fact, for n = 0, it clear that M0 = 0 ≤ u(x, t + t0; t0, u0) for every x ∈ RN , t ≥ 0, and
t0 ∈ R. It follows (2.6) that there is T 0ε (u0) such that
u(x, t+ t0; t0, u0) ≤M1 + ε, ∀x ∈ RN , t ≥ T 0ε (u0), ∀ t0 ∈ R.
Hence (3.45) holds for n = 0. Suppose that (3.45) holds for n − 1, (n ≥ 1). We show that
(3.45) also holds for n. Indeed, let ε > 0. It follows from the induction hypothesis that there is
T˜ n−1ε (u0)≫ 1 that
Mn−1 −
ε
4
≤ u(x, t+ t0; t0, u0) ≤Mn−1 + ε
4
∀ x ∈ RN , ∀ t ≥ T n−1ε (u0), ∀ t0 ∈ R. (3.46)
This implies that

ut(·, ·+ t0; t0, u0)
≥ ∆u(·, ·+ t0; t0, u0)− χ(∇v · ∇u)(·, ·+ t0; t0, u0)
+(ainf − χµ(Mn−1 + ε4 )− (bsup − χµ)u(·, · + t0; t0, u0))u(·, · + t0; t0, u0), t > T˜ n−1ε (u0),
u(·, T˜ n−1ε (u0) + t0; t0, u0) ≥ m(u0),
(3.47)
where m(u0) := inf{u(x, t+ t0; t0, u0) | x ∈ RN , t ∈ [0,∞), t0 ∈ R} > 0. Hence, it follows from
comparison principle for parabolic equations that there is T˜ nε (u0) ≥ T˜ n−1ε (u0) such that
u(x, t+ t0; t0, u0) ≥
(ainf − χµ(Mn−1 + ε4))+
bsup − χµ −
ε
4
, ∀ t ≥ T˜ nε (u0), x ∈ RN , ∀ t0 ∈ R. (3.48)
Note that, since (H2) holds, then it follows from Lemma 3.4 that
(ainf − χµ(Mn−1 + ε4))+
bsup − χµ ≥Mn −
χµε
4(bsup − χµ) ≥Mn −
ε
4
. (3.49)
It follows from (3.48) and (3.49) that

ut(·, ·+ t0; t0, u0)
≤ ∆u(·, · + t0; t0, u0)− χ(∇v · ∇u)(·, ·+ t0; t0, u0)
+(asup − χµ(Mn − ε2)− (binf − χµ)u(·, · + t0; t0, u0))u(·, · + t0; t0, u0), t > T˜ nε (u0),
u(·, T˜ nε (u0) + t0; t0, u0) ≤Mn−1 + ε4 .
(3.50)
Hence, it follows from comparison principle for parabolic equations that there is T nε (u0) ≥ T˜ nε (u0)
such that
u(x, t+ t0; t0, u0) ≤
(ainf − χµ(Mn − ε2))+
bsup − χµ +
ε
2
, ∀ t ≥ T nε (u0), x ∈ RN , ∀ t0 ∈ R. (3.51)
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Observe that, sine (H2) holds, Lemma 3.4 implies that
(ainf − χµ(Mn − ε2))+
binf − χµ
≤Mn + ε
2
. (3.52)
Hence, it follows from (3.48)-(3.52) that (3.45) also holds for n. Thus we conclude that (3.45)
holds for every n ≥ 0.
Next, we show that the set Iinv given by (1.14) is an invariant set for positive solutions of
(1.1).
By Lemma 3.4 we have that Mn ր M and Mn ց M . It suffices to show that the set
I
n
inv := {u0 ∈ Cbunif(RN ) | Mn ≤ u0(x) ≤ Mn}, n ≥ 0, is positively invariant for (1.1). This is
also done by induction on n ≥ 0. The case n = 0 is guaranteed by Theorem 1.1 (i). Suppose
that Ininv is a positive invariant set for (1.1). Let u0 ∈ In+1inv . Since, by Lemma 3.4, Mn > Mn+1,
it follows from (3.47) and comparison principle for parabolic equations that
u(x, t+ t0; t0, u0) ≥ min
{
Mn+1 ,
ainf − χµMn
bsup − χµ︸ ︷︷ ︸
=Mn+1
}
=Mn+1, ∀x ∈ RN , ∀ t ≥ 0,∀ t0 ∈ R.
Using this last inequality, by (3.50), it follows from comparison principle for parabolic equations
that
u(x, t+ t0; t0, u0) ≤ max
{
Mn+1 ,
asup − χµMn+1
binf − χµ︸ ︷︷ ︸
=Mn+1
}
=Mn+1, ∀x ∈ RN , ∀ t ≥ 0,∀ t0 ∈ R.
Thus, In+1inv is also a positive invariant set for (1.1). The result thus follows.
4 Asymptotic spreading
In this section, we study the spreading properties of positive solutions and prove Theorems 1.3
and 1.4. We first present two lemmas.
Lemma 4.1. Consider
ut = uxx + q0ux + u(a0 − b0u), x ∈ R1, (4.1)
where q0 ∈ R1 is a constant and a0, b0 are two positive constants. Let u(x, t;u0) be the solution
of (4.1) with u(·, 0;u0) = u0(·) ∈ Cbunif(R1) (u0(x) ≥ 0). For every nonnegative front-like initial
function u0 ∈ Cbunif(R1) (i.e. lim infx→−∞ u0(x) > 0 and u0(x) = 0 for x≫ 1), there hold
lim sup
t→∞,x≥ct
u(x, t;u0) = 0 ∀ c > c∗0
and
lim inf
t→∞,x≤ct
u(x, t;u0) > 0 ∀ c < c∗0,
where c∗0 = 2
√
a0 − q0.
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Proof. Let v(x, t;u0) = u(x− q0t, t;u0). Then v(x, t) satisfies
vt = vxx + v(a0 − b0v), x ∈ R1. (4.2)
By [23, Theorems 16 and 17] and comparison principle for parabolic equations, for every non-
negative front-like initial function u0 ∈ Cbunif(R1),
lim sup
t→∞,x≥ct
v(x, t;u0) = 0 ∀ c > 2
√
a0
and
lim inf
t→∞,x≤ct
v(x, t;u0) > 0 ∀ c < 2√a0.
Note that u(x, t;u0) = v(x+ q0t, t;u0). The lemma thus follows.
Lemma 4.2. Consider
ut = ∆u+ q0(x, t) · ∇u+ u(a0 − b0u), x ∈ RN , (4.3)
where q0 ∈ RN is a continuous vector function and a0, b0 are positive constants. Let u(x, t;u0)
be the solution of (4.3) with u(·, 0;u0) = u0(·) ∈ Cbunif(RN ) (u0(x) ≥ 0). If
lim inf
|x|→∞
inf
t≥0
(4a0 − |q0(x, t)|2) > 0, (4.4)
then for any nonnegative initial function u0 ∈ Cbunif(RN ) with nonempty support,
lim inf
t→∞,|x|≤ct
u(x, t;u0) > 0 ∀ 0 < c < c∗0,
where c∗0 = lim inf |x|→∞ inft≥0(2
√
a0 − |q0(x, t)|).
Proof. It follows from Theorem 1.5 in [2].
Next, we prove Theorem 1.3.
Proof of Theorem 1.3. (1) Let t0 ∈ R and u0 ∈ Cbunif(RN ) with u0 ≥ 0 such that there is R≫ 1
with u0(x) = 0 for all ‖x‖ ≥ R. By (1.6), for every ε > 0 there is Tε > 0 such that
‖u(·, t + t0; t0, u0)‖ ≤ asup
binf − χµ + ε, ∀t ≥ Tε. (4.5)
By (2.4) and (4.5), we have that
‖∇v(·, t+ t0; t0, u0)‖∞ ≤ µ
√
N
2
√
λ
( asup
binf − χµ + ε
)
, ∀t ≥ Tε. (4.6)
Choose C > 0 such that
u0(x) ≤ Ce−
√
asup|x|, ∀ x ∈ RN ,
and let
Kε := sup
0≤t≤Tε
‖∇v(·, t+ t0; t0, u0)‖∞.
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Let ξ ∈ SN−1 be given and consider
U(x, t; ξ) := Ce−
√
asup(x·ξ−(2√asup+χKε)t).
Recall from inequality (2.5) that ut(·, ·+ t0; t0, u0) ≤ L0u(·, ·+ t0; t0, u0), where
Ls(w) := ∆w−χ∇v(·, ·+s+t0; t0, u0)·∇w+(asup−(binf−χµ)w)w,∀ w ∈ C2,1(RN×(0,∞)),∀ s ≥ 0.
We have that
U t − L0U =
(
(2asup + χ
√
asupKε)− asup + χ√asupξ · ∇v(·, ·+ t0; t0, u0)− (asup − (binf − χµ)U)
)
U
=
(
χ
√
asup(Kε − ξ · ∇v(·, ·+ t0; t0, u0)) + (binf − χµ)U
)
U
≥ (χ√asup(Kε − ‖ξ · ∇v(·, · + t0; t0, u0)‖∞) + (binf − χµ)U)U
≥ 0.
Since u0(x) ≤ U(x, 0; ξ), then it follows from comparison principle for parabolic equations that
u(x, t+ t0; t0, u0) ≤ U(x, t; ξ), ∀ x ∈ RN , ∀ t ∈ [0, Tε], ∀ ξ ∈ SN−1. (4.7)
Next, let
Lε :=
µ
√
N
2
√
λ
( asup
b∞ − χµ + ε
)
and
W (x, t; ξ) := e−
√
asup(ξ·x−(2√asup+χLε)t)U(0, Tε; ξ), ∀t ≥ 0, ∀ x ∈ RN , ∀ ξ ∈ SN−1.
Similarly, using inequality (4.6), we have that
W t − LTεW =
(
χ
√
asup(Lε − ξ · ∇v(·, ·+ Tε + t0; t0, u0) + (binf − χµ)W
)
W
≥ (χ√asup(Lε − ‖ξ · ∇v(·, · + Tε + t0; t0, u0)‖∞) + (binf − χµ)W)W
≥ 0.
But by (4.7), we have that W (x, 0; ξ) = U(x, Tε; ξ) ≥ u(·, Tε + t0; t0, u0). Hence by comparison
principle for parabolic equations we obtain that
u(x, t+ t0; t0, u0) ≤W (x, t; ξ), ∀ x ∈ RN , ∀ t ≥ Tε, ∀ ξ ∈ SN−1. (4.8)
Observe that
lim
ε→0+
(2
√
asup + χLε) = 2
√
asup +
χµ
√
Nasup
2(binf − χµ)
√
λ
= c∗+(a, b, χ, λ, µ).
Thus, it follows from (4.8) and the definition of W that
lim
t→∞ sup|x|≥ct
u(x, t+ t0; t0, u0) = 0,
whenever c > c∗+(a, b, χ, λ, µ). This complete the proof of (1).
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(2) We first claim that
4(ainf − χµasup
binf − χµ)−
Nµ2χ2a2sup
4λ(binf − χµ)2 > 0. (4.9)
Indeed, let µ˜ =
χµasup
binf−χµ . (4.9) is equivalent to 4(ainf − µ˜)−
N
4λ µ˜
2 > 0. This implies that
0 < µ˜ =
χµasup
binf − χµ <
2ainf
1 +
√
1 + Nainf4λ
and then
binf − χµ
χµ
>
(
1 +
√
1 + Nainf4λ
)
asup
2ainf
.
This proves the claim.
Next, by (1.6), (2.3), and (2.4), for every ε > 0, we can choose Tε with Tε → ∞ as ε → 0
such that
‖v(·, t + t0; t0, u0)‖∞ < µasup
λ(binf − χµ) + ε and ‖∇v(·, t + t0; t0, u0)‖∞ <
µ
√
N
2
√
λ
( asup
binf − χµ + ε
)
(4.10)
for all t ≥ Tε.
Note that for every ε > 0 and t ≥ Tε + t0, we have
ut(·, ·; t0, u0) ≥ ∆u(·, ·; t0, u0)− χ∇v(·, ·; t0, u0) · ∇u(·, ·; t0, u0)
+ (ainf − χµasup
binf − χµ
− χµε− (bsup − χµ)u(·, ·; t0, u0))u(·, ·; t0, u0). (4.11)
For every ε > 0, let U(·, ·; ε) denotes the solution of the initial value problem{
Ut(·, ·; ε) = Aε(U)(·, ·; ε), t > 0, x ∈ RN
U(·, 0; ε) = u(·, Tε + t0; t0),
(4.12)
where
Aε(U)(·, ·; ε) = ∆U(·, ·; ε) + q(·, ·; ε) · ∇U(·, ·; ε) + U(·, ·; ε)Fε(U(·, ·; ε)),
Fε(s) = ainf − χµasup
binf − χµ
− χµε− (bsup − χµ)s, ∀s ∈ R.
and
q(x, t; ε) =
{
−χ∇v(·, t+ Tε + t0; t0, u0), t ≥ 0
−χ∇v(·, Tε + t0; t0, u0), t < 0.
Hence, by comparison principle for parabolic equations, it follows from (4.11) and (4.12) that
u(x, t+ Tε + t0;u0) ≥ U(x, t; ε), ε > 0, t ≥ 0, x ∈ RN . (4.13)
Observe that for 0 < ε≪ 1, since (H3) holds, it follows form (4.9) and (4.10) that
lim
R→∞
inf
t≥0,|x|≥R
(4Fε(0)− ‖q(x, t; ε)‖2) ≥ 4Fε(0) − χ2χ
2µ2N
4λ
( asup
binf − χµ
+ ε
)2
> 0. (4.14)
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By Lemma 4.2, it holds that
lim inf
t→∞ inf|x|≤ct
U(x, t; ε) > 0 (4.15)
for every 0 < ε≪ 1 and 0 ≤ c < c∗ε where
c∗ε := lim inf|x|→∞
inf
t≥Tε
(
2
√
ainf − χµasup
binf − χµ
− χµε− χ‖∇v(x, t+ t0; t0, u0)‖
)
.
Combining inequalities (4.13) and (4.15), we obtain that
lim inf
t→∞ inf|x|≤ct
u(x, t+ Tε + t0; t0, u0) > 0 ∀ 0 < ε≪ 1, ∀ 0 ≤ c < c∗ε. (4.16)
Using (4.10), we have that
c∗ε ≥ 2
√
ainf − χµasup
binf − χµ − χµε− χ
µ
√
N
2
√
λ
( asup
binf − χµ + ε
)
Hence
lim inf
ε→0+
c∗ε ≥ 2
√
ainf − χµasup
binf − χµ −
χµ
√
Nasup
2
√
λ(binf − χµ)
:= c∗−(a, b, χ, λ, µ) (4.17)
This together with (4.16) implies (1.4).
We now prove Theorem 1.4.
Proof of Theorem 1.4. (1) For given ξ ∈ SN−1 and nonnegative front-like initial function u0 ∈
Cbunif(R
N ) in the direction of ξ, there is C > 0 such that
u0(x) ≤ Ce−
√
asupx·ξ, ∀ x ∈ RN .
For any ε > 0, let Tε > 0 be as in (4.5). As in the proof of Theorem 1.3(1), let
Kε := sup
0≤t≤Tε
‖∇v(·, t + t0; t0, u0)‖∞
and
U(x, t; ξ) := Ce−
√
asup(x·ξ−(2√asup+χKε)t).
By the arguments of Theorem 1.3(1),
u(x, t+ t0; t0, u0) ≤ U(x, t; ξ), ∀ x ∈ RN , ∀ t ∈ [0, Tε].
As in the proof of Theorem 1.3(1) again, let
Lε :=
µ
√
N
2
√
λ
( asup
b∞ − χµ + ε
)
and
W (x, t; ξ) := e−
√
asup(ξ·x−(2√asup+χLε)t)U(0, Tε; ξ), ∀t ≥ 0, ∀ x ∈ RN .
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By the arguments of Theorem 1.3(1) again,
u(x, t+ t0; t0, u0) ≤W (x, t; ξ), ∀ x ∈ RN , ∀ t ≥ Tε.
(1) then follows.
(2) For given ξ ∈ SN−1 and nonnegative front-like initial function u0 ∈ Cbunif(RN ) in the
direction of ξ, for any ε > 0, let Tε > 0 be such that (4.5) and (4.10) hold. By the arguments of
Theorem 1.3(2), for t ≥ Tε + t0, we have
ut(·, ·; t0, u0) ≥ ∆u(·, ·; t0, u0)− χ∇v(·, ·; t0, u0) · ∇u(·, ·; t0, u0)
+ (ainf − χµasup
binf − χµ − χµε− (bsup − χµ)u(·, ·; t0, u0))u(·, ·; t0, u0).
We claim that lim infx·ξ→−∞ u(x, Tε+ t0; t0, u0) > 0. Indeed, suppose that this claim is false.
Then there is a sequence {xn}n≥1, such that xn ·ξ → −∞ and u(xn, Tε+t0; t0, u0)→ 0 as n→∞.
For each n ≥ 1, let un(x, t) = u(x+xn, t+t0; t0, u0) and vn(x, t) := v(x+xn, t+t0; t0, u0). Observe
that un(x, 0) = u0(x + xn). So, since u0 ∈ Cbunif(RN ), then un(·, 0) are uniformly bounded and
equicontinuous. By Arzela-Ascoli Theorem, without loss of generality, we may suppose that
un → u∗∗0 as n→∞ locally uniformly to some u∗∗0 ∈ Cbunif(RN ). Thus, without loss of generality,
by Lemma 3.2 we may suppose that (un(x, t), vn(x, t), a(x + xn, t + t0), a(x + xn, t + t0)) →
(u∗∗(x, t), v∗∗(x, t), a∗∗(x, t), b∗∗(x, t)) as n → ∞ in the open compact topology. Moreover, the
function (u∗∗, v∗∗) is the classical solution of the PDE

u∗∗t = ∆u∗∗ − χ∇ · (u∗∗∇v∗∗) + (a∗∗(x, t)− b∗∗(x, t)u∗∗)u∗∗, x ∈ Rn, t > 0
0 = (∆− λI)v∗∗ + µu∗∗, x ∈ Rn, t > 0,
u∗∗(x, 0) = u∗∗0 (x), x ∈ RN .
But, by the hypothesis on u0, there is some δ0 > 0 and R0 ≫ 1 such that
u0(x) ≥ δ0, whenever x · ξ ≤ −R0.
Since for every x ∈ RN , (x + xn) · ξ → −∞ as n →∞, then u∗∗0 (x) ≥ δ0 for every x ∈ RN . By
Theorem 1.2 (i), there is m(u∗∗0 ) > 0 such that
m(u∗∗0 ) ≤ u∗∗(x, t) ≤ max{‖u0‖∞,
asup
binf − χµ} ∀x ∈ R
N , ∀ t ≥ 0. (4.18)
On the other hand, we have that u∗∗(0, Tε) = limn→∞ u(xn, Tε+t0; t0, u0) = 0. Which contradicts
(4.18). Thus the claim holds.
Hence there is a bounded, continuous, and non-increasing function φ(s) with lims→−∞ φ(s) >
0 and φ(s) = 0 for s≫ 0 such that
u(x, Tε + t0; t0, u0) ≥ φ(x · ξ) ∀ x ∈ RN .
Let u∗(x, t) be the solution of (4.1) with q0 = χµ
√
N
2
√
λ
(
asup
binf−χµ + ε
)
, a0 = ainf − χµasupbinf−χµ − χµε,
b0 = bsup − χµ, and u∗(x, 0) = φ(x). By comparison principle for parabolic equations, we have
u∗x(x, t) < 0 ∀ x ∈ R, t > 0.
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Let U∗(x, t+ Tε + t0) = u∗(x · ξ, t) for x ∈ RN and t ≥ 0. Then for t ≥ Tε + t0,
U∗t (·, ·) ≤ ∆U∗(·, ·) − χ∇v(·, ·; t0, u0) · ∇U∗(·, ·)
+ (ainf − χµasup
binf − χµ − χµε− (bsup − χµ)U
∗(·, ·))U∗(·, ·).
Observe that U∗(x, Tε + t0) ≤ u(x, Tε + t0; t0, u0). Then, by comparison principle for parabolic
equations,
u(x, t; t0, u0) ≥ U∗(x, t) ∀ x ∈ RN , t ≥ Tε + t0.
By Lemma 4.1,
lim inf
t→∞,x·ξ≤ct
u(x, t; t0, u0) > 0 ∀ 0 < c < c∗ε,
where
c∗ε = 2
√
ainf − χµasup
binf − χµ − χµε− χ
µ
√
N
2
√
λ
( asup
binf − χµ + ε
)
.
Letting ε→ 0, (2) follows.
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