This communication presents a non-supervised segmentation method based upon a discrete-level unilateral Markov field model of the image. Such models have been shown to yield numerically efficient algorithms, for segmentation and for hyperparameter estimation as well. Our contribution lies in the derivation of a parsimonious telegraphic parameterization of the unilateral Markov field. On a theoretical level, this parameterization ensures that some important properties of the field (e.g., stationarity) do hold. On a practical level, it reduces the computational complexity of the algorithm used in the segmentation and parameter estimation stages of the precedure. In addition, it decreases the number of hyperparameters that must be estimated, thereby improving convergence speed and accuracy of the corresponding estimation method.
INTRODUCTION
This communication deals with segmentation of images modeled as Markov random fields (hlRFs). MRFs have proved useful in image segmentation because they can explicitly model important features of actual images, such as the presence of homogeneous regions separat,ed by sharp discontinuit,ies. However, the corresponding methods are often computationally intensive and solving the Unsupervised problem, i.e., estimation of the MRF parameters, generally presents great difficulties.
In order to overcome such difficulties, Devijver and Dekesel [l] proposed an unsupervised segmentation approach in which the image model belongs to a special class of vnilaferal MRFs: Pickard random fields (PRFs). Such The parsimonious character of the parameterization results in a significant reduction of the amount of computations and in a bett.er robustness of the estimation procedure. Consequently, the proposed method presents better characteristics from both theoretical and practical standpoints.
APPROACH
Our approach is akin to that presented in [l] . The image to be segmented is modeled as a n-ary PRF X.
Such models are stat,ionary and their joint probability is determined by a measure r 011 a four-pixel elementary cell (6 E) that must fulfill several symmetry and independence conditions [2] . As a consequence, the marginal probability of each row and column of X presents the structure of a stationary and reversible Markov chain whose initial and transition probabilities can easily be deduced from r.
It is assumed that the observed image Y is a noisecorrupted version of a n-ary P R F X , and that the conditional probability distribution of pisel xi is given by 
~~)p(~~~). (4)
Taking advantage of tlie Markov chain structure of X i and X3, tlie first two terms of the right hand side of ( 4) can be evaluated in an efficient manner by ineans of forward-backward algorithms [l] . It should be stressed that the type of parameterization of Markov chains X i and Xj has a significant impact on the computational cost of the forward-backward procedures.
The estimation stage, i.e., tlie deterniination of parameter vector 0 which controls the probability distributions fk and tlie Markov chain measures, is carried out using a maximum likelihood (ML) approach. The procedure can be shown to increase the likelihood until a critical point of the likelihood function is reached. It should be underlined that, in [I], the distributions of X i and Xj are parameterized in a standard manner by the initial and transition probabilities. Consequently, statioiiarity and reversibility of each row and column is not guaranteed, and measure T generally does not fulfill the Pickard conditions. In addition, O ( n S ) parameters must be estimated, which significantly increases the computational burden and induces convergence difficulties when the number of states increases (see Section 4).
In order to alleviate these theoretical and practical difficulties, we propose a felegraph model (TM) for the rows and columns of X , and we derive the corresponding reestimation formulas.
TELEGRAPH MODEL AND REESTIMATION FORMULAS
The TA1 adopted here is a straightforward generalization of a class of of Markov chains proposed in [4] for segmentation of seismic signals. The initial probability vector p and transition probabilit,y matrix P of each row and column is parameterized with t.wo vectors X and p such that and I = identity matrix. It can be verified that matrix diag(p)P is symmetric, and that the conditions for p and P to be a valid probability vector and a valid probability transition matrix are given by n Therefore, as long as the initial state probability vector is equal to p and that constraints (10) are fulfilled, (9) defines a stationary and reversible Markov chain that we choose to parameterize with 6 = {A, p } .
The segmentation stage is carried out in the same way as in [l] . The interest of the T M lies in a siniplification of the forward-backward algorithm used to evaluate the approximate marginal likelihood values stages. We first notice that, for a given value of p , the optimal value of X is obtained through independent maximization of each Q k . This yields and x necessarily fulfills the third constraint of (10).
Substituting (16) In the resulting unsupervised segmentation procedure, the first consists of estimating t,he model parameters using the above EM algorithm. By construction, the model is consistent with the Pickard propert,ies of measure T. Then, in a second stage, t.lie image is segmented using the parameter values estimated previously. Both stages make use of the saiiie forwardbackward algorithm, whose computational complexity is reduced because of the parsimony of the Thl parameterization.
RESULTS
tribution (probabilities fk) is Gaussian. With simulated data, we observed a satisfactory behavior of the method, with fast convergence and accurate results of t>he estimation procedure. With real data, occasional divergence of the estimation procedure was observed. This may be interpreted as a consequence of a degenerate likelihood function which may occur when the mean and variance of a probability distribution are jointly estimated [T;]. Here, the problem was overcome by preestimating the mean values t n k using local averages on Y. In this manner, results were satisfactory ant he method was able to segment small structures, as illustrated in Figure 1 Comparison with the procedure described in [l] confirms that the method proposed here presents a smaller computational complexity and a faster and more robust convergence. It therefore appears as an interesting alternative to existing unsupervised segmentation methods.
