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ON DISJOINTNESS PROPERTIES OF SOME PARABOLIC FLOWS
ADAM KANIGOWSKI, MARIUSZ LEMAŃCZYK, AND CORINNA ULCIGRAI
Abstract. The Ratner property, a quantitative form of divergence of nearby trajector-
ies, is a central feature in the study of parabolic homogeneous flows. Discovered by Mar-
ina Ratner and used in her 1980th seminal works on horocycle flows, it pushed forward
the disjointness theory of such systems. In this paper, exploiting a recent variation of the
Ratner property, we prove new disjointness phenomena for smooth parabolic flows bey-
ond the homogeneous world. In particular, we establish a general disjointness criterion
based on the switchable Ratner property. We then apply this new criterion to study dis-
jointness properties of smooth time changes of horocycle flows and smooth Arnol’d flows
on T2, focusing in particular on disjointness of distinct flow rescalings. As a consequence,
we answer a question by Marina Ratner on the Möbius orthogonality of time-changes of
horocycle flows. In fact, we prove Möbius orthogonality for all smooth time-changes of
horocycle flows and uniquely ergodic realizations of Arnol’d flows considered.
Dedicated to the memory of Marina Ratner
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1. Introduction
In this paper we study ergodic properties of parabolic dynamical systems. Classical
examples of parabolic systems are horocycle flows acting on unit tangent bundles of com-
pact surfaces with constant negative curvature. In the 1980’s, Marina Ratner established
many spectacular rigidity phenomena for horocycle flows. In particular, Ratner classified
invariant measures and joinings (for basic ergodic theory notions, see Section 2): both
invariant measures and joinings have to be algebraic. The key phenomenon used in M.
Ratner’s theorems is the Ratner property (originally, in [30], it was called H-property, re-
named as the R-property in [36]) which describes a special (polynomial) way of divergence
of nearby trajectories. In [31], M. Ratner showed that the R-property persists for smooth
time changes of horocycle flows. This, in [31], allowed her to show that (smooth) time
changes of horocycle flows share with horocycle flows similar rigidity phenomena.
There is no formal definition for a system to be parabolic. In view of the above, it
seems that the Ratner property is one of characteristics making a system parabolic. For
a long time there were no known examples of systems with the Ratner property beyond
horocycle flows and their (smooth) time changes. The situation has changed within the last
12 years. K. Fra¸czek and the second author showed in [15] that there exists a class of flows
on T2 (smooth flows with one singular point) for which a variant of the R-property holds.
However, the flows in [15] are not (globally) smooth. The first class of globally smooth
flows with a variation of the Ratner property beyond the horocyclic world was given by B.
Fayad and the first author in [10]. The class considered in [10] consists of (some) smooth
mixing flows on the torus T2 with one fixed point (these are sometimes known as Arnol’d
and Kochergin flows). This triggered further investigations and the first and third authors
and J. Kułaga-Przymus in [21] proved that the same variant of the Ratner property holds
for smooth Arnol’d flows on every surface of genus g > 1. The variation of the Ratner
property considered in [10] and [21] is the so called switchable Ratner property (or SR-
property for short). For this variant (whose definition is recalled in Section 2.5), one only
requires that the controlled form of divergence for nearby trajectories in Ratner’s property
holds either in the future or in the past, depending on the initial points. A recent result
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of G. Forni and the first author [14] shows that the SR-property holds also in the class of
smooth (non-trivial) time changes of constant type Heisenberg nilflows.
All the above mentioned variations of the R-property (which are detailed in Section 2.5)
were defined in order to have the same strong dynamical consequences of the original R-
property itself, hence we will sometimes call them simply Ratner properties. In particular,
all Ratner properties, as the original R-property does, restrict the type of self-joinings that
the flow can have (see Section 2.5) and allow to enhance mixing properties.
The Ratner property (or its variations) of a flow imposes some restrictions not only on
the set of self-joinings but also on the set of its joinings with another (ergodic) flow. In
particular, we can ask whether for two systems sharing the same Ratner property is it
possible to classify joinings between them. The first result in this direction can be found
in Ratner’s work [31], where she shows that two flows (h¯t) and (h˜t) given by two smooth
time changes of a horocycle flow (ht) are disjoint, i.e. the only joining between them is the
product measure, whenever the cocycles corresponding to the time changes are not jointly
cohomologous (see Section 2.3 for basic definitions).
In the present paper, we establish a general disjointness criterion based on the SR-
property (Theorem 3.1), which we then use to prove disjointness properties of horocycle
flows, their smooth time changes and some Arnol’d flows on T2, see Theorems 1.1, 1.2
and 1.3. The statement (as well as the proof) of the criterion, which is rather technical, is
given in Section 3. We now pass to a description of our main new disjointness results.
Disjointness for time-changes of horocycle flows. To state the first of our results,
we need to recall some basic definitions. Let G = SL(2,R) and Γ be a lattice in G. Let
ht :=
(
1 t
0 1
)
, t ∈ R,
and, by an abuse of notation, let also (ht) denote the horocycle flow acting on M := G/Γ
(by left multiplication by ht) considered with Haar measure µ. For τ ∈ C1(M), τ > 0, let
(h˜τt ) denote the time change of (ht) given by τ , i.e. for x ∈M ,
h˜τt (x) = hu(x,t)x, where
∫ u(x,t)
0
τ(hsx) ds = t.
Let us remark that while a time change seems to be the easiest form of perturbation of a
flow (indeed, it preserves orbits), a time change of a horocycle flow typically breaks the
homogeneity of the original flow and therefore can introduce new spectral and disjointness
phenomena (see, for example, the results below). Thus, (smooth) time changes of horocycle
flows constitute a fundamental class of non-homogeneous parabolic flows.
We will be particularly interested in rescalings of a flow (Rt) acting on a probability
standard space (Z,D, κ). Given a real number p > 0, by the p-rescaling of (Rt) we simply
mean the flow (Rpt) (in which the time was rescaled by the factor p). Notice that when p is
an integer, the time-one map of p-rescaling coincides with the p-power of the time-one map
R1 of the flow, so considering rescalings is an analogous operation to considering the powers
of a given transformation. In the case of a horocycle flow (or, more generally, a unipotent
flow on a homogenous space), rescalings are also called algebraic reparametrizations since
the time-changed flow is still of algebraic nature. We are interested in the situation when
two rescalings (Rpt) and (Rqt), where p, q > 0 and p 6= q, are disjoint, i.e. the only
joining between them is product measure. Let us recall that the notion of disjointness was
introduced by Furstenberg in [17] to study how different two systems can be. In particular,
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if two flows are isomorphic, the isomorphism yields a non-trivial joining, so that the two
flows cannot be disjoint (in fact, disjoint flows do not have a non-trivial common factor).
Notice that two different rescalings of a horocycle flow (ht) are never disjoint. Indeed,
if (gs) denotes the geodesic flow given by left multiplication by
gs :=
(
es 0
0 e−s
)
on SL(2,R)/Γ, the renormalization equation
(1.1) htgs = gshe−2st, ∀ t, s ∈ R,
yields that, for any positive p 6= q, the flows (hpt) and (hqt) are conjugated by gs with
s = − log(q/p)2 (and hence are not disjoint).
However, for a large class of smooth time changes of a horocycle flow, we have the
following result on disjointness of rescalings. In Theorem 1.2, we consider the class B+(M)
of W 6-smooth positive functions (time changes) which have non-trivial support outside of
the discrete series (see Section 4.2 for the relevant definitions which require some basic
notions from the representation theory of SL(2,R)).
Theorem 1.1. Assume that Γ is cocompact. Assume moreover that the cocycle determined
by τ ∈ B+(M) is not a quasi-coboundary. Then for any positive p, q ∈ R \ {0}, p 6= q, the
flow rescalings (h˜τpt) and (h˜τqt) are disjoint.
Notice that the above theorem does not hold if the cocycle given by τ is a quasi-
coboundary, since in this case, (h˜τt ) is isomorphic to (ht) and we have already remarked
that the theorem fails for any horocycle flow because of the renormalization equation (1.1).
Thus, non-trivial and sufficiently smooth time changes of (ht) have always better disjoint-
ness properties than the horocycle flow itself.
Theorem 1.1 is proved using the new disjointness criterion given by Theorem 3.1 below,
together with quantitative estimates on deviations of ergodic averages which follows from
the works of Flaminio and Forni [12] and Bufetov and Forni [6] (it can be deduced from
the results in [6], see Appendix B).
Let us remark that the question on possible disjointness of different rescalings of time
changes of a horocycle flow is implicit in [31]. Indeed, from the results in [31], one can
deduce (see [13] for details) that, for a smooth time change (h˜vt ) of the horocycle flow,
the rescalings (h˜vpt) and (h˜vqt) are disjoint if and only if the cocycles determined by v and
v ◦ g−r, where r := 12 log(q/p), are not jointly cohomologous (see [31] for the definition).
Shortly after proving our result, and motivated by it, L. Flaminio and G. Forni informed
us that an alternative proof of Theorem 1.1 can be obtained from the above mentioned
disjointness result by Ratner [31], together with some considerations on the cohomological
equation derived from their work in [12], and that, it also holds for an arbitrary v ∈
W 6(M) such that the cocycle generated by v is not quasi-coboundary, see [13]. The main
result proved in [13] is indeed that this absence of joint cohomology between the cocycles
determined by v and v ◦ g−r holds for r 6= 0 whenever the cocycle determined by v is
not a quasi-coboundary. Note that the latter result is also a posteriori implied by our
Theorem 1.1 when v ∈ B+(M).
We stress that our proof of Theorem 1.1 does not rely on Ratner’s result from [31] and
hence is perhaps more direct. It has furthermore the advantage of showing how devi-
ations of ergodic averages and, in particular, quantitative shearing phenomena (through
our disjointness criterion) play directly a role in disjointness of rescalings. While it might
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be possible to adapt Flaminio and Forni’s approach, which seem to rely essentially on
representation theory only, to generalizations to other unipotent flows, our criterion of
disjointness (Theorem 3.1), which requires as an input only dynamical properties of the
flow, can be applied to study many other parabolic flows with similar quantitative shearing
properties outside of the homogeneous world (see the further results in this paper on which
we will detail shortly, as well as the conclusive remark at the end of Introduction men-
tioning other recent works based on our criterion, see [4, 8, 14]), thus providing a unifying
approach to disjointness questions.
Disjointness properties of Arnol’d flows. Another important class of parabolic flows
is given by area-preserving flows on surfaces. Let us define the class of Arnol’d flows,
which, as we explain below, are flows which arise naturally when studying area preserving
flows on a surface of genus one. A flow from this class has a special representation (see
Section 2.2 for definitions) over an irrational rotation Rα(x) = x + α on T and under a
roof function f : T→ R>0 which (identifying T with [0, 1)) has the form
f(x) = −A− log x−A+ log(1− x) + h(x),
where h ∈ C5(T) and A− 6= A+ (both A−, A+ are positive numbers), see Figure 1. We
will denote such flows by ((Rα)
f
t ).
Figure 1. Special representation of an Arnol’d flow.
A motivation to study Arnol’d flows comes from considering smooth area-preserving
flows on the torus T2, with the simplest possible critical points, namely a center and
a simple saddle (as in Figure 2). These flows are also known as multi-valued or locally
Hamiltonian flows (see in particular the works by Novikov and its school [29]) since in suit-
able coordinates they are locally given by
·
x= ∂H∂y ,
·
y= −∂H∂x , whereH is a local Hamiltonian.
The minimal components of a typical such flow consist of invariant circles (which foliates a
neighbourhood of the center, see Figure 2) and a non-trivial minimal component (suppor-
ted on a torus minus a disk). The restriction (φt) of the flow to the minimal component
admits a special representation of the form described above. All this was first remarked
by Arnol’d in the paper [3] (from which the name Arnol’d flows comes), where mixing of
(φt) was conjectured.
Our next result shows disjointness of rescalings of Arnol’d flows:
Theorem 1.2. There exists a full Lebesgue measure set D ⊂ T such that for every α ∈ D
and every p, q > 0, pq /∈
{
1, A−A+ ,
A+
A−
}
, the flows ((Rα)
f
pt) and ((Rα)
f
qt) are disjoint.
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(a) on the torus (b) on R2/Z2
Figure 2. A locally Hamiltonian flow on T2 with a periodic orbits island
and a minimal component (Arnol’d flow).
The proof of Theorem 1.2 which is done in Section 7 (and uses the results of Sections 6) is
also based on the disjointness criterion given by Theorem 3.1.
Theorems 1.2 and 1.1 show an interesting phenomenon: the Ratner property in the non-
homogeneous setting yields stronger dynamical consequences than in the homogeneous one.
The reason (which will be explained in more details in Section 5) is that the Ratner property
for a horocycle flow (hence in the homogeneous setting) depends only on the distance
between the initial points and not on their position in the space. In all other examples of
a Ratner property (in particular, for smooth non-trivial time changes of horocycle flows)
divergence depends both on their distance and, what is more important, on their position
in the space. This allows one to get stronger rigidity conclusions for the set of joinings.
Finally, our third main result, which is once again based on the disjointness criterion
given by Theorem 3.1, shows that the two classes of parabolic flows considered so far,
namely smooth time changes of horocycle flows and Arnol’d flows, are typically disjoint:
Theorem 1.3. There exists a full Lebesgue measure set of rotation numbers D ⊂ T such
that for every α ∈ D, every horocycle flow (ht) (with Γ cocompact) and every τ ∈ C1(M),
the Arnol’d flow ((Rα)
f
t ) and the time-change flow (h˜τt ) are disjoint.
The proof of Theorem 1.3 is at the heart of Section 8. Notice that since the result
holds for all smooth time changes, it implies in particular disjointness between (homogen-
ous) horocycles flows and area-preserving flows in the class of Arnol’d flows considered in
Theorem 1.2 (sets D in both theorems are the same).
Consequences for Möbius disjointness. We now briefly discuss a relation between
Theorems 1.1 and 1.2 with the Möbius disjointness problem [34] which is lately under
intensive study, see e.g. survey [11]. If (Tt) is a continuous flow on a compact metric space
X then it is called Möbius disjoint if
(1.2) lim
N→∞
1
N
∑
n6N
F (Tntx)µ(n) = 0
for all F ∈ C(X), t ∈ R and x ∈ X, where µ stands for the classical Möbius function
(whose definition is recalled in Section 9). Sarnak conjectured in [34] that all zero entropy
homeomorphisms are Möbius disjoint. As recent development shows, Sarnak’s conjecture
is very likely equivalent to the famous Chowla conjecture on correlations of the Möbius
function, see [11] for details.
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Möbius disjointness for horocycle flows has been proved by Bourgain, Sarnak and Ziegler
in [5]. A few years ago M. Ratner asked about Möbius disjointness of (smooth) time changes
of horocycle flows (see Question 7 in [11]). Since the flows appearing in Theorems 1.1
and 1.2 are totally ergodic (in fact, they are known to be mixing, see respectively [35] for
Arnol’d flows and [28] for time changes of horocycle flows), in view of the so called Kátai-
Bourgain-Sarnak-Ziegler criterion for orthogonality in [5] (recalled in Section 9), our results
in particular imply that Möbius disjointness holds for all smooth time-changes in B+(M)
of horocycle flows and for all uniquely ergodic models of Arnol’d flows (see Section 9 for
more details). In particular, Theorem 1.1 answers positively Ratner’s question on Möbius
disjointness (Question 7 in [11]).
A question which has seen a recent surge of interest is uniform convergence in Möbius
disjointness, namely whether the convergence in (1.2) is uniform in x ∈ X. It is for example
shown in [2] that Sarnak’s conjecture is equivalent to its uniform convergence form. While
on the level of Möbius disjointness we cannot see any difference between horocycle flows
and their (non-trivial) time changes, this situation changes drastically when we ask about
uniformity. Indeed, Theorem 1.1 not only answers positively Ratner’s question on Möbius
disjointness, but it also yields uniform convergence (in x ∈ M) in (1.2). On the other
hand, the question of whether uniform convergence holds for horocycle flows themselves
remains largely open, see Question 5 in [11]. Thus, this is another instance, where in the
non-homogeneous set up one can prove stronger properties than in the homogeneous world.
In the case of Arnol’d flows and the corresponding locally Hamiltonian flows, however,
while we show Möbius disjointness of any uniquely ergodic realization, we have been unable
until now to show uniformity of convergence in (1.2). Uniform convergence for Möbius
disjointness, especially in its stronger form of so called convergence on (typical) short
intervals, will be discussed in some detail in Section 9.
We conclude by saying that the (parabolic) disjointness criterion (Theorem 3.1) seems
to be a general tool in studying disjointness of systems with a Ratner property. A variant
of this criterion is used in a recent work of G. Forni and the first author [14], where
disjointness properties of time changes of Heisenberg nilflows are studied and also in recent
works of P. Berk and the first author [4] and C. Dong and the first author [8] for getting
disjointness of some classes of interval exchange transformations (IET’s) and translation
flows.
Outline of the paper. The structure of the paper is as follows. In Section 2, we recall
some basic definitions and properties, in particular about flows and special flows, joinings
and irrational rotations on the circle. We also recall, for the convenience of the reader, the
definition of the SR-property (a recent variation of the classical Ratner property), which
is not directly used, but implicitly drives many of the exploited phenomena. In Section 3,
we state and prove the new disjointness criterion (Theorem 3.1). Section 4 is devoted
to the proof of Theorem 1.1 on disjointness for time changes of horocycle flows which
gives the first illustration of the use of our criterion. In Section 5, we state a disjointness
criterion in the language of special flows and we then show how it can be deduced from
our main criterion on disjointness. The proof of the disjointness result for Arnol’d flows,
i.e. Theorem 1.2, takes Sections 6 and 7: in Sections 6 we first prove some estimates on
the growth of Birkhoff sums of derivatives of the roof function, then in Sections 7 we use
them in order to quantify shearing and derive the splitting and slow drift of nearby orbits,
properties which are needed to apply the disjointness criterion. In Section 8, we show that
Arnol’d flows from the considered class are disjoint with smooth time changes of horocycle
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flows (Theorem 1.3). Finally, in Section 9 we discuss consequences of our main results to
the problem of Möbius disjointness. Three appendices follow. In the first two, we give the
proofs of two technical results which are used in the proof of Theorem 1.1: in the first one,
Appendix A, we prove some quantitative shearing properties for time-changes of horocycle
flows; in Appendix B we state a result on ergodic averages of a special family of smooth
functions which can be deduced from [6] (we thank G. Forni for the proof). Finally, in
Appendix C, we present a missing link in the literature, namely, the equivalence between
two different kinds of convergence on short intervals.
2. Preliminaries: definitions, notation and some basic facts
2.1. Flows, joinings and disjointness. Assume that (Z,D, κ) is a probability standard
Borel space. If Z is additionally a metric space (with a metric d), then we will also
write (Z,D, κ, d) to emphasize the role of d. By Aut(Z,D, κ), we denote the set of all
automorphisms of (Z,D, κ), i.e. R ∈ Aut(Z,D, κ) if R : Z → Z is a bi-measurable,
measure-preserving κ-a.e. bijection. Each R ∈ Aut(Z,D, κ) determines a unitary operator,
also denoted by R, on L2(Z,D, κ) given by Rf := f ◦R for f ∈ L2(Z,D, κ). Endowed with
the weak operator topology of unitary operators, Aut(Z,D, κ) becomes a Polish group.
We will be mainly deal with flows, i.e. with measurable, measure-preserving R-actions
(Rt)t∈R ⊂ Aut(Z,D, κ). Measurability means that the map (z, t)→ Rtz is measurable (in
fact, it is equivalent to saying that the unitary representation t 7→ Rt is continuous). If
no confusion arises, we will abbreviate notation (Rt)t∈R to Rt. By the centralizer C(Rt)
of the flow Rt, we mean the set of all W ∈ Aut(Z,D, κ) that commute with the flow:
WRt = RtW (for each t ∈ R) (in fact, C(Rt) is a closed subgroup of Aut(Z,D, κ)). It is
well-known (see e.g. [7]) that if a flow Rt is ergodic (i.e. its only invariant sets are either of
zero or full measure) then for Lebesgue a.e. s ∈ R, the time automorphism Rs is ergodic.
Given 0 6= r ∈ R, by Rrt we denote the flow t 7→ Rrt.
Assume that Tt, St are flows on probability standard Borel spaces (X,B, µ) and (Y, C, ν),
respectively. A joining between Tt and St is a Tt×St-invariant (for each t ∈ R) probability
measure on (X × Y,B ⊗ C) with the projections µ and ν, respectively. By J(Tt, St) we
denote the set of joinings between the flows Tt and St. Following Furstenberg [17], we say
that Tt and St are disjoint, and we write Tt ⊥ St, if product measure µ ⊗ ν is the only
member of J(Tt, St). Note that if Tt ⊥ St then at least one of the two flows must be ergodic.
If both flows are ergodic, then by Je(Tt, St) we denote the subset of ergodic joinings, that
is, of those ρ ∈ J(Tt, St) which make the flow (Tt × St)t∈R ⊂ Aut(X × Y,B ⊗ C, ρ) ergodic
(this set is always nonempty, as the ergodic decomposition of any joining yields a.e. ergodic
component also a joining). Note also that if W yields an isomorphism of Tt and St then
the formula
ρ(B × C) := µ(B ∩W−1C), B ∈ B, C ∈ C,
determines a member of J(Tt, St) which is ergodic if Tt (hence St) is ergodic. Note also that,
for each r 6= 0, we have J(Tt, St) = J(Trt, Srt) with the equality Je(Tt, St) = Je(Trt, Srt)
whenever the flows Tt and St are ergodic.
Unless it is stated otherwise, flows are assumed to be free R-actions, i.e. t 7→ Ttx is 1-1
for µ-a.e. x ∈ X. If Tt is ergodic and St = Id (for each t ∈ R, so St is not a free R-action)
then Tt ⊥ St. In fact, whenever an automorphism R ∈ Aut(Z,D, κ) is ergodic then R is
disjoint from the identity (defined on an arbitrary probability, standard Borel space). We
recall here that joinings for automorphisms are defined similarly as for flows – we replace
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R-actions by Z-actions, in fact, joinings can be defined for actions of more general groups,
see e.g. [19] for more details.
Remark 2.1. Although, in general, ergodic properties of a time automorphism and the
whole flow are different (e.g. a time automorphism can have more factors, or can have a
larger centralizer), there is no difference if we consider disjointness of time automorphisms.
More precisely, given r 6= 0, the flows Trt and Srt are disjoint if and only if the time
automorphisms Tr and Sr are disjoint. Indeed, the Z-subaction (Trn × Srn) is cocompact,
so if ρ ∈ J(Tr, Sr) then 1r
∫ r
0 ρ ◦ (Ts × Ss) ds ∈ J(Trt, Srt).
2.2. Special flows. Assume that R ∈ Aut(Z,D, κ) is an ergodic automorphism and let
f : Z → R belongs to L1(Z,D, κ), f > 0 (κ-a.e). For n > 0, set f (n)(z) = ∑n−1j=0 f(Rjz).
Complemented by f (0)(z) = 0 and f (−n)(z) := −f (n)(T−nz), we obtain the cocycle identity
(2.1) f (m+n)(z) = f (m)(z) + f (n)(Rmz)
true for κ-a.e. z ∈ Z and all m,n ∈ Z. By a special flow Rf = (Rf )t∈R with the base R
and the roof function f , we mean the R-action given by
(2.2) Rft (z, r) = (R
nz, r + t− f (n)(z)),
where n ∈ Z is the only number satisfying f (n)(z) 6 r + t < f (n+1)(z). Then T ft is a flow
defined on the probability standard Borel space (Zf ,Df , κf ), where the space
Zf = {(z, r) ∈ Z × R : z ∈ Z, 0 6 r < f(z)},
consists of the area in the plane under the graph of the function f , Df is the restriction of
the product σ-algebra D⊗B(R) to Zf , and κf is the restriction of product measure κ⊗λR
to Df , normalized by ∫Z f dκ. It is not hard to see that in view of the ergodicity of R, the
special flow Rft is also ergodic.
Remark 2.2. One can observe that if r 6= 0 then the two special flows
(Rf
r−1t)t∈R and (R
rf
t )t∈R are isomorphic.
Indeed, the map Zf 3 (x, s) 7→ (x, rs) ∈ Zrf is measure-preserving and equivariant.
2.3. Time changes of flows. Assume thatRt is a flow on (Z,D, κ) and let v ∈ L1(Z,D, κ)
be a positive function. The function v determines a cocycle over Rt (which, by abusing
the notation, we will denote again by v), given by the formula
(2.3) v(t, x) :=
∫ t
0
v(Rsx)ds.
Recall that the cocycle property means that v(t1 + t2, x) = v(t1, x) + v(t2, Rt1x) for κ-a.e.
x ∈ Z and all t1, t2 ∈ R. One can then show (see for example [7]) that for a.e. x ∈ Z and
all t ∈ R, there exists a unique u = u(t, x) such that
(2.4)
∫ u
0
v(Rsx) ds = t
(Note that if t < 0, then u < 0.) Now, we can define R˜t(x) := Ru(t,x)(x) and this is
indeed an R-action as the function u = u(t, x) satisfies the cocycle identity: u(t1 + t2, x) =
u(t1, x) + u(t2, R˜t1x). The new flow R˜t has the same orbits as the original flow (hence it
is ergodic if Rt was), and it preserves the measure κ˜ κ, where dκ˜dκ = v/
∫
Z v dκ. We will
also use notation R˜vt for the time change if it is not clear which function v is used.
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We say that v is a quasi-coboundary if v(t, x) = ξ(x) − ξ(Rtx) + t for a measurable
ξ : Z → R. If v is a quasi-coboundary, then the flows Rt and R˜t are isomorphic. More
generally, if w : Z → R+ is another time change of Rt and if
v(t, x)− w(t, x) = ξ(x)− ξ(Rtx)
(for κ-a.e. x ∈ Z and all t ∈ R) then the two time changes R˜vt and R˜wt are isomorphic,
where the isomorphism is given by the map x 7→ R˜wξ(x)x (in the special case of the trivial
time change of Rt given by w = 1, for which the associated cocycle is w(x, t) ≡ t, this
reduces to the previous definition of quasi-coboundary). Note that on Z we consider, in
general, two different absolutely continuous measures.
Remark 2.3. One can show that any special flow Rft , where R ∈ Aut(Z,D, κ), can be
obtained from a time change of the suspension of R, i.e. from a time change of the special
flow over R built under the constant function 1.
Remark 2.4. If Rt is a smooth flow on a manifold Z and v is also smooth then the time
change flow R˜vt is a smooth flow. In fact, when A : Z → TZ is a vector field and
d
dt
Rtx = A(Rtx)
and if v : Z → R+ is smooth, then consider the vector field 1vA. There is a unique (smooth)
flow R˜t given by
d
dt
R˜tx =
1
v(R˜tx)
A(R˜tx)
and one can show that the flow R˜t thus defined (which is clearly smooth by construction)
coincides with the flow R˜vt defined at the beginning of the section.
Let us conclude this section with two very simple lemmas on time changes which will
be helpful later.
Lemma 2.1. Assume that Z is a compact metric space and Rt : Z → Z is a uniquely
ergodic flow. Then, for any v ∈ C(Z) a positive function with ∫Z v dκ = 1, we have
lim
t→∞
t
u(t, z)
= 1
uniformly in z ∈ Z.
Proof. Remark that for each (and, in fact, uniformly in) z ∈ Z, we have
t
u(t, z)
=
1
u(t, z)
∫ u(t,z)
0
v(Rsz) ds −−−→
t→∞
∫
Z
v dκ = 1.
The conclusion follows immediately. 
The following shows that the study of rescalings of a flow can be reduced to the study
of time changes.
Lemma 2.2. Consider a flow Rt : Z → Z on (Z,D, κ), v : Z → R+ integrable and let
R˜vt be the corresponding time change. Fix 0 < p ∈ R and consider R˜pvt . Then, for κ-a.e.
x ∈ Z and all t ∈ R, we have
R˜pvt (x) = R˜
v
(1/p)t(x).
Proof. For κ-a.e. x ∈ Z and all t ∈ R we have ∫ u(x,t)0 (pv)(Rsx) ds = pt. This can be
interpreted by saying that R˜pvpt (x) = Ru(x,t)(x). Hence, since Ru(x,t)(x) = R˜t(x), it gives
the conclusion. 
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2.4. Irrational rotations, Denjoy-Koksma inequality. For each x ∈ R, we set
‖x‖ := min({x}, 1− {x}), where {x} = x− [x]
stands for the fractional part of x. By T = [0, 1) we denote the additive circle. Then,
clearly, ‖ · ‖ determines a translation invariant metric on T. By λT (or λ) we will denote
Lebesgue measure on T.
Let
[0, 1) 3 α = [0; a1, a2, . . .] = 1
a1 +
1
a2+...
be irrational. Then the positive integers ai are called partial quotients of α. By setting
p0 = 0, p1 = 1, pn+1 = an+1pn + pn−1, q0 = 1, q1 = a1, qn+1 = an+1qn+1 + qn−1
for n > 2, we obtain the sequences (pn), (qn) of numerators and denominators of α, re-
spectively. Then (see e.g. [23])
1
2qnqn+1
<
∣∣∣∣α− pnqn
∣∣∣∣ < 1qnqn+1 ;
equivalently,
(2.5)
1
2qn+1
< ‖qnα‖ < 1
qn+1
.
From this inequality, we can deduce the following elementary spacing properties of orbits
which we will use several times later.
Lemma 2.3 (Spacing of orbits up to return times). For any x ∈ T and n ∈ N, the orbit
{x+ iα, 0 6 i < qn} is such that
(2.6) ‖x+ iα− (x+ jα)‖ > 1
2qn
, for all 0 6 i 6= j < qn.
On the other hand, in each interval of length 2/qn there must be a point of the form x+ jα
for some 0 6 j < qn.
Proof. For the first part, note that for 0 6 i, j < qn, ‖x+ iα− (x+ jα)‖ = ‖(i− j)α‖ with
|i− j| < qn. Since 12qn < ‖qn−1α‖ and ‖rα‖ > ‖qn−1α‖ whenever |r| < qn, we have (2.6).
For the second, assuming that α > pnqn , we have kα−
kpn
qn
< 1qn+1 for 0 6 k < qn, so that in
particular there exist 0 6 i 6= j < qn such that
‖x+ iα− (x+ jα)‖ < 1
qn
+
1
qn+1
<
2
qn
.
Treating the case α < pnqn similarly, the second part follows. 
If f : T → R has bounded variation then, for each n > 0 and x ∈ T, we have the
following Denjoy-Koksma inequality :
(2.7)
∣∣∣∣f (qn)(x)− qn ∫
T
f dλ
∣∣∣∣ 6 2Var(f),
see e.g. [25].
We will also make use of so called Ostrowski expansion of a natural number N . Namely,
we can represent N as
N =
K∑
j=1
bjqj ,
where 0 6 bj 6 aj (and bK 6= 0) and if, for some j, we have bj = aj then necessarily
bj+1 = 0. Such a decomposition is unique, see e.g. [25].
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2.5. Ratner properties. Our main disjointness criterion (Theorem 3.1) is based on quant-
itative divergence properties and is inspired by the Ratner property (originally defined in
[30]) and in particular its recent variation known as the switchable Ratner property (SR-
property), first introduced in [10]. While the SR-property is not explicitly used in the
paper, it is implicitly present, both in formulation of the disjointness criterion and the
phenomena driving it. We hence include in this section its formal definition followed by
some explanations, as we think that the reader who is not familiar with it, might benefit
by reading it before the following section.
Let (X, d) be a σ-compact metric space, B the σ-algebra of Borel subsets of X and µ
a Borel probability measure on X. Let (Tt)t∈R be an ergodic flow acting on (X,B, µ).
The Ratner property encodes a quantitative property of controlled divergence of nearby
trajectories in the flow direction. Heuristically, we want that formost pairs of nearby points
x, x′, the orbits of x, x′ split in the flow direction (say at time t = M) by a definite amount
(the shift p, which belongs to a fixed compact set P ) and then realign, so that now Tt(x)
and the time-shifted orbit Tt+p(x′) are close, and stay close for a fixed proportion κM of
the time it took to see the shift, namely for most times t ∈ [M,M+L] where L > κM (this
is made precise in Definition 2.1). One can see that this type of phenomenon is possible
only for parabolic systems, in which orbits of nearby points diverge with polynomial or
subpolynomial speed.
In the switchable variation, this phenomenon might not happen for positive times t (i.e.
in the future), but only in the past, i.e. for t < 0 (and one can switch between exploiting the
past or the future according to the pair of points x, x′). This is encoded by the following
formal definition. (We comment below on the relation with the definitions in the literature,
see Remark 2.5).
Definition 2.1 (SR-property). We say that the flow (Tt) has the SR-property (with shifts
set P ) if there exists a compact set P ⊂ R \ {0} (the shifts set) such that:
for every ε > 0 and N ∈ N there exist κ = κ(ε), δ = δ(ε,N) and a set Z = Z(ε,N) with
µ(Z) > 1− ε, such that:
for every x, y ∈ Z with d(x, y) < δ and x not in the orbit of y, there exist p = p(x, y) ∈ P
and M = M(x, y), L = L(x, y) such that M > N and L > κM , and at least one of the
following holds:
(i) d(Tt(x), Tt+p(y)) < ε for t ∈ U ⊂ [M,M + L], or
(ii) d(Tt(x), Tt+p(y)) < ε for − t ∈ U ⊂ [M,M + L],
where U ⊂ [M,M + L] is such that its Lebesgue measure |U | satisfies |U | > (1− ε)L.
Referring to the heuristic explanation before the definition, most initial points is form-
alized by the set Z of arbitrarily large measure. The splitting and realignement with shift
of nearby orbits should happen for arbitrarily large times (i.e. for every N > 0 there must
be an M > N). Finally, (i) describes controlled splitting in the future, while (ii) describes
controlled splitting in the past.
Remark 2.5. In the classical Ratner property, P = {1,−1} and for all x, y ∈ Z (i) has to
be satisfied. The first extensions of the Ratner property were introduced by K. Frączek and
M. Lemańczyk in [15] and [16] (as mentioned in the introduction) and amounted to allow
P to be any finite set (the finite Ratner property) or any compact set P ⊂ R \ {0} (the
weak Ratner property)1. The switchable variation (where the possibility (ii) of controlled
1The definition given in [15] and [16] is slightly different, in that the property is stated in terms of the
time t maps of the flow, and the flow is said to have the corresponding Ratner properties if the set of times
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splitting in the past is also allowed) was introduced by B. Fayad and the first author in
[10].
All the variants of the Ratner properties are defined so that, if (Tt) has the SR-property,
then it has the finite extension of joinings property (shortened as FEJ property, see [10]),
which is a rigidity property that restricts the type of self-joinings that (Tt) can have (see
[33, 15]).
3. A criterion for disjointness
The main result of this section is the new disjointness criterion which the main results of
the rest of the paper are based on. Since this criterion and the explanations in this section
are inspired by the SR-property (even if the property is not used directly), the reader who
is not familiar with it might benefit from reading Section 2.5 first.
The statement of the criterion is given in Section 3.2. Since it is rather technical, let us
first explain the guiding ideas behind it. The criterion was devised and formulated so that
it can be applied to prove disjointness of two flows which both have the SR-property (see
Definition 2.1), so that in both flows one can observe a controlled form of divergence of
nearby trajectories (for example polynomial divergence), but the speed of divergence for
the two flows is different (for example for one flow is it linear, in the other quadratic).
The key shearing phenomenon exploited in the criterion is that, for pairs of two nearby
points in the first system and two nearby points in the second, after some time (depending
on both pairs of points) we will see a relative divergence, i. e. in one pair we will see a
realignement with some shift C1 > 0 in the flow direction, while in the other we will see
a realignement with a shift C2 > 0 with C1 6= C2. To see that this is the case when both
flows have the Ratner property (not switchable for now) but with different speeds, one can
reason as follows. Using the Ratner or SR-property, one can find timesM1 > 0 andM2 > 0
such that the first pair splits exactly by 1 at time M1 and the second splits by exactly 1 at
time M2. If the second pair has not yet not split at time M1 (or symmetrically, first pair
has not yet split at time M2), then we are done with C1 = 1 for one flow and C2 = 0 for
the other. The interesting case is when M1 and M2 are very close (assume for simplicity
that M1 = M2). In this case one can use the fact that the speed of divergence is different
to conclude that after some time, say 10M1, the two pairs will have split by a different
amount (in the linear and quadratic case, it is a simple consequence of the fact that a line
and parabola can have at most two points of intersection -at time M1- and after M1 they
start slowly diverging). This explains how the relative shearing appears in this situation.
Let us remark that if both flows have only the switchable Ratner property, one might
have pairs of points for which one see the Ratner form of shearing only in the past for one
flow, and only in the future for the other. Therefore, there is no hope to implement the
heuristic described above on the whole (or large parts) of the space. An essential feature of
the criterion is that for one of the two flows one can consider only pairs of points in small
parts of space (whose measure is bounded from below, but not necessarily close to one),
on which one sees controlled shearing both forward and backward. Thus, one can couple
these pairs with pairs in the other flow which have the Ratner property in the future or
the past to get the relative divergence explained above. We will come back to this point
after the statement of the criterion in Section 3.2.
t such that Tt has the corresponding property is uncountable. This is clearly implied by the definition
given here.
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In order to give the precise formulation of the criterion, we now first need to give the
definition of almost linear reparametrization.
3.1. Almost linear reparametrizations. In the disjointness criterion stated in the next
Section 3.2, we will consider a class of time reparametrizations given by functions t 7→ a(t)
which are almost linear (in the sense of Definition 3.1). Heuristically, we want the function
a(·) to be "close" to a linear function, either being close to a piecewise linear function,
which on each interval of continuity has the form a(t) = t + Ri (we call this case (PAL)
for Piecewise Almost Linear), or having derivative a′(t) close to 1 (a case dabbed (SAL),
for Smoothly Almost Linear).
For a (measurable) set I ⊂ R, |I| denotes its Lebesgue measure.
Definition 3.1 (almost linear functions and good triples). Assume that I = [u1, u2] is an
interval, a : I → R, U ⊂ I and 0 < d, ξ < 1. We say that a is almost linear and that the
triple (a, U, d) is ξ-good if at least one of the following holds:
(PAL) (Piecewise Almost Linear function) we can write U as U =
⋃v
i=1(ci, di), where
v 6 |I|/d and |U | > (1 − ξ)|I|, and for each i = 1, . . . , v, for x ∈ (ci, di) we have
that a(t) = t+Ri for some Ri ∈ R such that
R1 6 ξ|I|, |Ri+1 −Ri| < ξ for every i = 1, . . . , v − 1.
In this case we say that a is a piecewise almost linear function.
(SAL) (Smooth Almost Linear function) the function a ∈ C1(I), U = I = [u1, u2] and we
have that |a(ui)− ui| 6 ξ|I| for i = 1, 2 and
1− ξ < a′(t) 6 1 + ξ, for every t ∈ I.
In this case we say that a is a smooth almost linear function.
Remark 3.1. The notion of (PAL) for a(·) is introduced in order to deal with special
flows: in this case, we need to take care of the fact that special flows are discontinuous
close to the roof. This phenomenon produces the decomposition (ci, di), i = 1, . . . , v in
(PAL).
This definition of almost linear functions and good triples is given so that the following
result (which is essentially based on a change of variables argument) holds. The lemma
guarantees that if a(·) is (PAL) or (SAL) then the orbital integrals ∫M+LM f(Ttx)dt and∫M+L
M f(Ta(t)x)dt are close.
Lemma 3.1 (Closeness of almost linear good reparametrizations). Let 0 < d, ξ < 1,
a : [M,M + L]→ R and let U ⊂ [M,M + L] be such that a is almost linear and (a, U, d)
is ξ-good. Assume that f : R→ (0, 1] is measurable. Then
1
L
∫ M+L
M
f(a(t)) dt <
1
L
∫ M+L
M
f(s) ds+ 9ξ/d.
The rest of this subsection will be taken by the proof of this lemma.
Proof. Assume first that a is smoothly almost linear, that is, (SAL) is satisfied. Then∣∣∣∣ 1L
∫ M+L
M
f(a(t)) dt− 1
L
∫ M+L
M
f(a(t))a′(t) dt
∣∣∣∣ 6 ξ.
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On the other hand, substituting s = a(t), by the assumptions on the endpoints given by
(SAL), we obtain that
1
L
∫ M+L
M
f(a(t))a′(t) dt =
1
L
∫ a(M+L)
a(M)
f(s) ds =
1
L
∫ M+L
M
f(s) ds+ 2ξ.
Combining the estimates, this concludes the proof in this case (since d < 1 and hence
3ξ < 9ξ/d).
Assume now that a is piecewise almost linear, so (PAL) is satisfied. Let As := {1 6 i 6
v : di−ci 6 ξ} (where s stays for short intervals). Let Us :=
⋃
i∈As [ci, di] and Ul := U \Us
(where l stays for large). We then have∣∣∣∣ 1L
∫ M+L
M
f(a(t)) dt− 1
L
∫
Ul
f(a(t)) dt
∣∣∣∣ = 1L
∫
(I\U)⋃Us f(a(t)) dt
6 |I\U |
L
+
ξv
L
6 ξL
L
+
ξ
L
L
d
<
2ξ
d
(where in the last inequality we used that d < 1). Moreover, substituting r = a(t) on
each (ci, di) for i /∈ As and denoting by a(x±) respectively the right and left limit of the
function a(t) as t→ x±, we get
1
L
∫
Ul
f(a(t)) dt =
1
L
∑
i=1,...,v
i/∈As
∫ a(d−i )
a(c+i )
f(r) dr
=
1
L
∑
i=1,...,v
i/∈As
∫ a(d−i )−ξ
a(c+i )
f(r) dr +
1
L
∑
i=1,...,v
i/∈As
∫ a(d−i )
a(d−i )−ξ
f(r) dr.(3.1)
Since |As| 6 v 6 L/d (where |As| denotes the cardinality of As), we have
1
L
∑
i=1,...,
vi/∈As
∫ a(d−i )
a(d−i )−ξ
f(r) dr 6 ξ|As|
L
6 ξ
d
.
Now, we estimate the first term in RHS of (3.1). We claim that the intervals [a(c+i ), a(d
−
i )−
ξ] for i /∈ As are non-empty (since i /∈ As implies that di−ci > ξ and hence a(d−i )−a(c+i ) >
ξ) and pairwise disjoint. To see this, notice that by the definition (PAL) of almost linear
function, for i /∈ As, we have
a(c+i ) = ci +Ri 6 di +Ri − ξ = a(d−i )− ξ = di +Ri − ξ 6 ci+1 +Ri+1 = a(c+i+1),
which proves that the intervals [a(c+i ), a(d
−
i ) − ξ] are pairwise disjoint (and in increasing
order). This now gives that
1
L
v∑
i=1,i/∈As
∫ a(d−i )−ξ
a(c+i )
f(r) dr 6 1
L
∫ a(d−v )
a(c+1 )
f(r) dr.
Remark now that, by the assumptions in (PAL) and recalling that d < 1, we have that
|Rv| =
∣∣∣∣∣
v−1∑
i=1
(Ri+1 −Ri) +R1
∣∣∣∣∣ 6 ξv + ξL 6 2ξLd .
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Hence, using this bound on Rv and the assumptions in (PAL) (and d < 1), we have that∣∣∣∣∣ 1L
∫ a(d−v )
a(c+1 )
f(r) dr − 1
L
∫ M+L
M
f(r) dr
∣∣∣∣∣ 6 |a(c+1 )−M |+ |a(d−v )−M − L|L
6 |c1 −M |+ |dv −M − L|+ |R1|+ |Rv|
L
6 3ξ + 2ξ
d
.
Combining all the estimates together, we get the desired conclusion also in this case. This
finishes the proof. 
3.2. The disjointness criterion. Recall that we are considering measurable, measure-
preserving R-actions (i.e. flows) on probability standard Borel spaces. In fact, we will be
constantly assuming that our configuration spaces are σ-compact metric spaces (considered
with the Borel σ-algebras and probability Borel measures).
Let (Tt) and (St) be two weakly mixing flows acting on (X,B, µ, d1) and (Y, C, ν, d2),
respectively. Given A ⊂ X, we set V 1 (A) := {x ∈ X : d1(x,A) < }, and a similar
notation V 2 (A′) is used for a subset A′ of Y . Let P = {p,−p}, p 6= 0.
Let us first state the criterion, then make some comments that connect it to the heuristics
presented at the beginning of the section.
Theorem 3.1 (Disjointness criterion). Let 0 < c < 1. Assume that we have a sequence of
sets
(Xk) ⊂ B, µ(Xk)→ µ(X),
together with a sequence of automorphisms
(Ak) ⊂ Aut(Xk,B|Xk , µ|Xk), such that Ak → Id uniformly2.
Assume moreover that for every 0 <  < 1 and N ∈ N there exist a sequence
(Ek) = (Ek()) ⊂ B, µ(Ek) > cµ(X),
and 0 < κ = κ() < , δ = δ(,N) > 0 and a set
Z = Z(,N) ⊂ Y, ν(Z) > (1− )ν(Y )
such that for all y, y′ ∈ Z satisfying d2(y, y′) < δ, every k such that d1(Ak, Id) < δ and
every x ∈ Ek ∩Xk, x′ := Akx there are
M > N, L > 1, L
M
> κ, and p ∈ P
for which at least one of the following holds:
(3.2) max
(
d1(Ttx, Ta(t)+px
′), d2(Sty, Sa(t)y′)
)
<  for t ∈ U ⊂ [M,M + L]
or
(3.3) max
(
d1(Ttx, Ta(t)+px
′), d2(Sty, Sa(t)y′)
)
<  for − t ∈ U ⊂ [M,M + L],
where a := ax,x′,y,y′ : [M,M + L]→ R is extended by a(−t) = a(t), and (a, U, c) is -good.
Then, the flows (Tt) and (St) are disjoint.
As we explained at the beginning of this section, the criterion is meant to be applied to
two flows having the SR-property (or the Ratner property) but with different speed. The
parameters (Xk, Ak, Ek) allows us to relax the SR-property for one of the flows: we only
need to control a positive proportion of space (the sets Ek) and only in a favorite direction
(that we control well, for instance, the geodesic direction Ak = g1/k for the horocycle
2This means that for each δ′ > 0, d1(Akx, x) < δ′ for all k large enough and x ∈ Xk.
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flow), we do not need to control all nearby points. The set Z is just the set, where the
SR-property holds for the other flow. The almost linear function a(t) describes the relative
drift between points x, x′ (or y, y′) (for example, it would be t+ td(x, x′) if the divergence
is linear). Formulas (3.2) and (3.3) then describe the relative shearing, either in the future
or in the past.
The rest of this section is devoted to the proof of the disjointness criterion.
Proof. Let ρ ∈ J((Tt)t∈R, (St)t∈R) be an ergodic joining, ρ 6= µ×ν. Recall that by the weak
mixing of the flow, all non-zero time automorphisms are weakly mixing, hence ergodic and
therefore disjoint from the identity. Thus, since Tw is disjoint from Id for w ∈ P = {p,−p}
and ρ is not product measure, there exist Bw ∈ B, Cw ∈ C such that
(3.4) |ρ(T−w(Bw)× Cw)− ρ(Bw × Cw)| > η
for some 0 < η < 1. There exists 0 <  < cη1000 such that
max
(∣∣µ(V 1 (Bw))− µ(Bw)∣∣ , ∣∣ν(V 2 (Cw))− ν(Cw)∣∣) < η/32.
Since ρ is a joining, by the triangle inequality, for each t ∈ R, we have
(3.5) |ρ(T−tV 1 (Bw)× V 2 (Cw))− ρ(T−tBw × Cw)| <
η
16
.
By applying the pointwise ergodic theorem to the joining flow (Tt × St, ρ) and the sets
T−wBw × Cw and T−wV 1 (Bw)× V 2 (Cw) for w ∈ P , there exist N0 ∈ N, κ > 0 (which we
can assume additionally to be of the form κ = κ(ε) as in the assumptions of our theorem)
and a set U1 ∈ B ⊗ C with ρ(U1) > (1 − c100)ρ(X × Y ) (recall that c comes from our
assumption) such that for every L,M > N0 with LM > κ and w ∈ P ∪ {0}, we have
(3.6)
∣∣∣∣ 1L
∫ M+L
M
1T−wBw×Cw(Ttx, Sty) dt− ρ(T−wBw × Cw)
∣∣∣∣ < η16 ,
(3.7)
∣∣∣∣ 1L
∫ M+L
M
1T−wV 1 (Bw)×V 2 (Cw)(Ttx, Sty) dt− ρ(T−wV 1 (Bw)× V 2 (Cw))
∣∣∣∣ < η16
and
(3.8)
∣∣∣∣ 1L
∫ M+L
M
1T−wBw×Cw(T−tx, S−ty) dt− ρ(T−wBw × Cw)
∣∣∣∣ < η16 ,
(3.9)
∣∣∣∣ 1L
∫ M+L
M
1T−wV 1 (Bw)×V 2 (Cw)(T−tx, S−ty) dt− ρ(T−wV 1 (Bw)× V 2 (Cw))
∣∣∣∣ < η16
whenever (x, y) ∈ U1. Let U2 := U1 ∩ (X × Z), where Z = Z(,N0) comes from our
assumptions. Then ρ(U2) > (1− c/50)ρ(X×Y ). Note also that since X×Y is σ-compact,
measure ρ is regular and hence, we can additionally assume that U2 is compact. Define
proj : X × Y → X, proj(x, y) = x. Then the fibers of proj are σ-compact, and since
U2 is compact, the fibers of the map proj|U2 : U2 → proj(U2) ⊂ X are also σ-compact
and proj(U2) is also compact. Thus, by Kunugui’s selection theorem (see e.g. [18], Thm.
4.1), it follows that there exists a measurable (selection) y : proj(U2)→ X × Y such that
(x, y(x)) ∈ U2. Note that µ(proj(U2)) > ρ(U2) > (1−c/50)µ(X). By Luzin’s theorem there
exists Xcont ⊂ proj(U2), µ(Xcont) > (1 − c/50)µ(X) such that y is uniformly continuous
on Xcont. Finally, set
U˜ := U2 ∩ (Xcont × Y ).
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We have ρ(U˜) > (1 − c/10)ρ(X × Y ). Moreover, if UX := proj(U˜) then also µ(UX) >
ρ(U˜) > (1−c/10)ρ(X×Y ). Hence, by the definitions of sequences (Ak) and (Ek) = (Ek()),
it follows that there exists k0 = k0() such that for k > k0, we have
(3.10) µ(A−k(UX ∩Xk) ∩ (UX ∩Xk) ∩ Ek) > 0.
Let δ = δ(,N0) come from the assumptions of our theorem. By the uniform continuity
of y : Xcont → Y it follows that there exists 0 < δ′ < δ such that d1(x1, x2) < δ′ implies
d2(y(x1), y(x2)) < δ for each x1, x2 ∈ Xcont. Since Ak → Id uniformly and U˜ ⊂ Xcont×Y ,
there exists k1 = k1() such that for k > k1, d2(y(x), y(Akx)) < δ for x ∈ Xk ∩Xcont. Fix
k > max(k0, k1 + 1) (so that d1(Ak, Id) < δ′). Let x ∈ A−k(UX ∩Xk) ∩ (UX ∩Xk) ∩ Ek.
Such a point does exist in view of (3.10). Set x′ = Akx, y = y(x), y′ = y(x′). By definition,
(x, y), (x′, y′) ∈ U˜ and d2(y, y′) < δ and all other assumptions of our theorem are satisfied
for (x, y), (x′, y′) (so that we obtainM,L, p depending on (x, y) and (x′, y′) satisfying (3.2)
or (3.3)).
We will assume that (3.2) holds and will get a contradiction using (3.6) and (3.7). If (3.3)
holds, we argue analogously using (3.8) and (3.9). We claim that
(3.11) ρ(T−w(Bw)× Cw) > ρ(Bw × Cw)− η
2
.
Indeed, in view of (3.5), (3.11) follows by showing that
ρ(T−w(V 1 (Bw))× V 2 (Cw)) > ρ(Bw × Cw)−
η
4
.
Using (3.2) (for w = p), (3.6) (for w = 0) and (x, y) ∈ U˜ ⊂ U1 (and remembering that
for U in (3.2), we have |U | > (1− )L as (a, U, c) is -good), we obtain that
(3.12)
1
L
∫ M+L
M
1V 1 (Bw)×V 2 (Cw)(Ta(t)+wx
′, Sa(t)y′) dt >
1
L
∫ M+L
M
1Bw×Cw(Ttx, Sty) dt >
ρ(Bw × Cw)− − η
16
.
Hence to complete the proof of claim (3.11), it is enough to show that
(3.13)
1
L
∫ M+L
M
1V 1 (Bw)×V 2 (Cw)(Ta(t)+wx, Sa(t)y) dt < ρ(T−wV
1
 (Bw) × V 2 (Cw)) +
η
8
.
Since (a, U, c) is -good, we get by Remark 3.1 (for f(t) = 1V 1 (Bw)×V 2 (Cw)(Tt+wx, Sty))
1
L
∫ M+L
M
1V 1 (Bw)×V 2 (Cw)(Ta(t)+wx, Sa(t)y) dt 6
1
L
∫ M+L
M
1V 1 (Bw)×V 2 (Cw)(Ts+wx, Ssy) ds+ 9/c 6
ρ(T−wV 1 (Bw)× V 2 (Cw)) + η/16 + 9/c,
where the latter inequality follows from (3.7) for w ∈ P remembering that (x, y) ∈ U˜ ⊂ U1.
This completes the proof of (3.13) and hence also of (3.11) since 9/c < η/16.
Now, reasoning in a similar way, we get
(3.14) ρ(T−w(Bw)× Cw) < ρ(Bw × Cw) + η
2
,
so putting together (3.11) and(3.14) yields |ρ(T−w(Bw) × Cw) − ρ(Bw × Cw)| < η2 . This
however contradicts (3.4). 
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4. Disjointness for time changes of horocycle flows (proof of
Theorem 1.1)
In this section, as a first application of the disjointness criterion given by Theorem 3.1,
we show how it can be used to give a proof of Theorem 1.1 on disjointness of rescalings of
smooth time changes of horocycle flows. We first state two results which provide the main
ingredients for the proof, namely Proposition 4.1 in Section 4.1, which follows from the
form of shearing (in the Ratner property) of time-changes of horocycle flow (and whose
proof is postponed to Appendix A), and Lemma 4.2 in Section 4.2, which follows from the
work of Bufetov and Forni [6] (see Appendix B). Theorem 1.1 is then proved in Section 4.3,
exploiting these two as ingredients and the disjointness criterion.
4.1. Preliminaries and shearing properties of time changes of horocycle flows.
The Lie algebra sl(2,R) is generated by U, V,X, where
U :=
(
0 1
0 0
)
, V :=
(
0 0
1 0
)
, X :=
(
1 0
0 −1
)
and X generates the geodesic flow (gt), U is the generator of the horocycle flow (ht) and
V generates the opposite horocycle flow (ut).
For two points x, y ∈ M which are sufficiently close, dM (x, y) 6 0 (for some 0 de-
pending on M), let dX , dV and dU denote distances along, respectively, the geodesic, the
opposite horocycle and the horocycle (the distances are measured locally in the Lie al-
gebra). For a function ξ ∈ C1(M) and an element L ∈ sl(2,R), we denote by Lξ the
derivative of ξ in direction L.
In this section τ ∈ C1(M) is fixed and we consider (h˜τt ). For simplicity, we will drop τ
from the notation and denote the time change simply by (h˜t). Recall that u = u(t, x) is
given by (2.4) (for v = τ).
Take x, y ∈M with dM (x, y) < 0. Using local coordinates, it follows that
x = exp(dU (x, y)U) exp(dX(x, y)X) exp(dV (x, y)V )y,
where dW (x, y) < 20 for W ∈ {U,X, V }. We have the following observation, which is a
straightforward consequence of the Taylor formula:
Lemma 4.1. For every  > 0 there exists δ > 0 such that for every x, y ∈M , dM (x, y) < δ,
we have
|τ(x)− τ(y)−
∑
W∈{U,X,V }
dW (x, y)(Wτ)(x)| < 
∑
W∈{U,X,V }
dW (x, y).
We will also use the following matrix presentation: if dM (x, y) < 0, then (by the right
invariance of dG) there are (unique) small s = s(x, y), r = r(x, y), v = v(x, y) satisfying
(4.1) xy−1 = hv¯
(
es 0
r e−s
)
.
Remark 4.1. Notice that for every  > 0 there exists δ > 0 such that if dM (x, y) < δ then
max
(∣∣∣∣dU (x, y)|v| − 1
∣∣∣∣ , ∣∣∣∣dX(x, y)|s| − 1
∣∣∣∣ , ∣∣∣∣dV (x, y)|r| − 1
∣∣∣∣) < 3.
Let χx,y : R→ R be given by
(4.2) χx,y(t) = e−2st− e−3srt2.
We have the following crucial Proposition 4.1, which provides an exact formula for the
amount of splitting in a time-changed flow. This proposition provides a stronger form of
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Ratner property (indeed, it implies the Ratner property, see Remark 4.2) in which points
are allowed to diverge by an unbounded amount.
In what follows, we set 0−1 := +∞. Let Ax(T ) be such that
(4.3) χx,y(u(T, x)) = u(χx,y(T ) +Ax(T ), y).
(In fact, Ax(T ) depends also on y, so Ax(T ) = Ax,y(T ) and this number, or rather χx,y(T )+
Ax(T ), is uniquely determined by χx,y(u(T, x)) and y, cf. (2.4).)
Proposition 4.1. Fix K > 1. For every  ∈ (0,K−3), there exist N > 0 and δ¯ = δ¯()
such that for every x, y satisfying max(|r|, |s|, |v¯|) < δ¯ (cf. (4.1)) and every T ∈ R with
|T | ∈ [N,K|r|−1/2], for Ax(T ) defined as above, we have
(4.4)
∣∣∣∣∣Ax(T ) + e−2s
∫ u(T,x)
0
(τ − τ ◦ g−s) (htx) dt
∣∣∣∣∣ 6 .
Moreover, we have
(4.5) dM (h˜Tx, h˜χx,y(T )+Ax(T )y) 6 .
Remark 4.2. Proposition 4.1, in particular, implies the Ratner property for the time-
changed flow (h˜t) (see S 2.5 for the definition). In order to see this, let T˜ := min(|r|−1/2, |s|−1).
Notice that by Lemma 4.1, for every T = O(T˜ ), we have∣∣∣∣∣
∫ u(T,x)
0
(τ − τ ◦ gs)(htx) dt
∣∣∣∣∣ =
∣∣∣∣∣
∫ u(T,x)
0
s(Xτ)(htx) + O(
3|s|) dt
∣∣∣∣∣ 6
|s|
∣∣∣∣∣
∫ u(T,x)
0
(Xτ)(htx) dt
∣∣∣∣∣+ O(3) = O(3).
Therefore, by (4.4), we have |Ax(T )| = O(2) (we use Proposition 4.1 with  replaced by
2) and therefore, by (4.5),
dM (h˜Tx, h˜χx,y(T )y) = O(
2),
for every T = O(T˜ ). Recall that χx,y(t) = e−2st−e−3srt2 and hence there exists T0 = O(T˜ )
such that χ(T0) = T0 ± 1 and for every t ∈ [T0, (1 + 4)T0], |χ(t)− χ(T0)| = O(2). Hence,
for t ∈ [T0, (1 + 4)T0], we have
dM (h˜tx, h˜t±1y) < ,
what finishes the proof of Ratner property.
The proof of Proposition 4.1, which is a little long and tedious, is postponed to Ap-
pendix A.
4.2. Deviations of ergodic averages estimates. In order to prove Theorem 1.1, in
addition to Proposition 4.1 stated in the previous section, we will also need the following
estimates on ergodic averages for time-changes of a horocycle flow which can be deduced
from the work of Bufetov and Forni [6] (see Appendix B).
Recall that from the representation theory of SL(2,R) it follows that the space L20(M) of
zero mean square-integrable functions has a decomposition into irreducible (for the regular
representation of SL(2,R)) components, parametrized by the eigenvalues of the Casimir
operator  (listed with multiplicities) of the following form:
L20(M) =
⊕
µ∈Spec()\{0}
Hµ = Hp ⊕Hc ⊕Hd,
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where
Hp =
⊕
µ∈Spec(),
µ>1/4
Hµ, Hc =
⊕
µ∈Spec(),
µ∈(0,1/4)
Hµ, Hd =
⊕
µ∈Spec(),
µ=−n2+n, n∈Z\{0}
Hµ.
It follows from [12] that the cocycles generated by the functions (cf. 2.3 with Rs replaced
by hs) supported onHd\H0 are coboundaries for (ht). We will consider time-changes which
belong to the class B+(M) defined as follows. Let Wα(M) = Wα,α(M) ⊂ L2(M) denote
the standard Sobolev space. Let B(M) be given by
B(M) = W 6(M)\Hd ⊂ L20(M).
Thus, the functions in B(M) are not fully contained in the discrete series, or equivalently,
in virtue of the above decomposition of L20(M), the elements of B(M) are those functions
in W 6(M) projecting non-trivially on Hc ⊕ Hd. Finally, we let B+(M) consist of those
positive functions τ (which can then be taken as roof functions) which are of the form
τ = c+ τ ′, where τ ′ ∈ B(M) and c ∈ R. We call functions with non-trivial support on Hc
of type I and functions supported on Hp of type II.
The following lemma is a consequence of the work by Bufetov and Forni [6], more
precisely, of Lemma B.1, which is deduced from [6] in Appendix B (for βτ , β
(1/4)
τ and v,
see Lemma B.1).
Lemma 4.2 (Consequence of Bufetov-Forni [6]). For every  > 0, there exists T > 0 such
that
(T1) if τ is of type I then there exist ατ ∈ (0, 1), cτ ∈ R \ {0} such that for |s| < T−1
and |T | = O(|s|−1/ατ ), we have∣∣∣∣∫ T
0
(τ − τ ◦ gs)(htx)dt− scτTατβτ (glog Tx)
∣∣∣∣ < 2;
(T2) if τ is of type II and β(1/4)τ vanishes identically then for |s| < T−1 and |T | =
O(|s|−2), we have∣∣∣∣∫ T
0
(τ − τ ◦ gs)(htx)dt− sT 1/2( d
ds
βτ )(0, v log T, glog Tx)
∣∣∣∣ < 2;
(T3) if τ is of type II and β(1/4)τ does not vanish identically, then for |s| < T−1 and
|T | = O( |s|−2
log2 s
), we have∣∣∣∣∫ T
0
(τ − τ ◦ gs)(htx)dt+ s
2
T 1/2 log Tβ(1/4)τ (glog Tx)
∣∣∣∣ < 2.
Proof. The proof in case (T1) is a straightforward consequence of the first part of Lemma B.1,
since φτ (s) = φ′τ (0)s+ O(s2) and hence (setting cτ := φ′τ (0))
φτ (s)T
ατβτ (glog Tx) = cτsT
ατβτ (glog Tx) + O(s
2Tατ ),
where O(s2Tατ ) = O(|s|). For (T2), we have
βτ (s,v log T, glog Tx) = s(
d
ds
βτ )(0,v log T, glog Tx) + O(s
2)
and a reasoning analogous to the above one applies. An analogous reasoning (expanding
e−s/2 − 1 at 0) gives (T3). This finishes the proof. 
In the next section, we will also make use of the following observation.
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Remark 4.3. Recall that the linear space P([0, 1]) := {p : [0, 1]→ R : p is a quadratic polynomial}
is finite dimensional and hence any two norms on this space are equivalent. In particular,
it follows that there exists a constant CP such that for every U > 0 and every quadratic
polynomial w : R→ R, w = at2 + bt+ c,
C−1P max
(|a|U2, |b|U, |c|) < sup
t∈[0,U ]
|w(t)| < CP max
(|a|U2, |b|U, |c|) .
4.3. Proof of Theorem 1.1. In this section we prove Theorem 1.1, by showing how
the assumptions of the disjointness criterion can be verified using Proposition 4.1 and
Lemma 4.2.
Proof of Theorem 1.1. We will first give a proof when the assumptions of (T2) are satisfied,
in fact, this is the most complicated case. We will then state what changes are needed if τ
satisfies (T1) or (T3). Fix p, q and assume WLOG that 0 < p < q. Let A := {vt : t ∈ R} ⊂
T∞. Notice that if c′ > 0 is small enough, then for some dp,q > 0, we have
(4.6) ‖d/ds(βτ )(0, ·, ·)‖C0(A×M)
(
(p−1/2 − q−1/2
)
− c
′
p1/2
> 2dp,q.
Set
(4.7) L := {(a, x) ∈ A×M : |d/ds(βτ )(0, a, x)| > ‖d/ds(βτ )(0, ·, ·)‖C0(A×M) − c′}.
By the continuity of d/ds(βτ )(0, ·, ·) there exists a set S×R ⊂ L, with λ∞(S)µ(R) =: c > 0,
where λ∞ stands for Haar measure on T∞. Moreover, since L is open, we can choose S
being open.
We will show that the assumptions of Theorem 3.1 are satisfied. Let P = {−rp,q, rp,q},
where rp,q > 0 is a small constant to be specified later. Let (nk) ⊂ R be an increasing
sequence going to ∞ such that v log(pn2k) ∈ S (such (nk) exists since S is open and
the orbit of 0 under the linear flow in direction v is dense in A). Define Xk := M and
Ak(x) = g1/nk(x). Then obviously Ak → Id uniformly. Fix  > 0 and N ∈ N. Let
Ek = g− log(pn2k)(R); then µ(Ek) = µ(R) > c.
Let κ = κ() = 4, Z(,N) = M and δ = δ(,N) = min(10, T−10 , δ¯), where δ¯ =δ¯()
comes from Proposition 4.1 and T comes from Lemma 4.2. Take k such that d(Ak, Id) < δ,
x ∈ Ek, x′ = Akx and y, y′ ∈ M so that max(dM (x, x′), dM (y, y′)) < δ. By the definition
of Ak, it follows that r(x, x′) = 0, v¯(x, x′) = 0 and s(x, x′) = 1/nk (see (4.1)).
Set
(4.8) T¯ := min(n2k, s(y, y
′)−2, |r(y, y′)|−1/2).
We claim now that
(4.9)
∣∣∣∣∣1p
∫ u(pn2k,x)
0
(
τ − τ ◦ gn−1k
)
(htx)dt− 1
q
∫ u(qn2k,y)
0
(
τ − τ ◦ gn−1k
)
(hty)dt
∣∣∣∣∣ > dp,q.
Indeed, notice first that by (T2), for every W = O(n2k) and every z ∈ M , we have (since
|u(T, ·)− T | < 4T )∣∣∣∣∣
∫ u(W,z)
0
(
τ − τ ◦ gn−1k
)
(htz)dt−
∫ W
0
(
τ − τ ◦ gn−1k
)
(htz)dt
∣∣∣∣∣ 6∣∣∣∣∣
∫ u(W,z)−W
0
(
τ − τ ◦ gn−1k
)
(ht(hW z))dt
∣∣∣∣∣=O(n−1k (4n2k)1/2) = O(2).
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Hence, (4.9) is by (T2), up to O(2), equal to∣∣∣∣1pn−1k (pn2k)1/2(d/dsβτ )(0,v log(pn2k), glog(pn2k)x)− 1qn−1k (qn2k)1/2(d/dsβτ )(0,v log(qn2k), glog(qn2k)y)
∣∣∣∣ .
Since x ∈ Ek, we have (v log(pn2k), glog(pn2k)x) ∈ S ×R ⊂ L and therefore, by (4.7) and the
triangle inequality, the above expression is larger than
‖d/ds(βτ )(0, ·, ·)‖C0(A×M
(
|p−1/2 − cp,q| − q−1/2
)
,
which, by (4.6), gives (4.9).
By (4.5), in Proposition 4.1 (with K to be specified at the end of the proof), for x, x′
and then for y, y′, using (4.8), for N 6 t 6 KT¯ , we get
(4.10) dM (h˜ptx, h˜χx,x′ (pt)+Ax(pt)x
′) 6 2 and dM (h˜qty, h˜χy,y′ (qt)+Ay(qt)y
′) 6 2.
Define a(t) := 1q (χy,y′(qt) +Ay(qt)). By the definition of χ(·) and Ay(·) (from (4.3), we
have that Ay(·) is smooth on every interval I ⊂ [0,KT¯ ]), it follows that a satisfies (SAL)
from Definition 3.1 for every interval I = [η1T¯ , η2T¯ ] ⊂ [0,KT¯ ]. 3
From (4.10), for all N 6 t 6 T˜ , we have
dM (h˜qty, h˜qa(t)y
′) 6 2.
Let moreover b(t) = 1p(χx,x′(pt) +Ax(pt)). Then, analogously, by (4.10), we have
dM (h˜ptx, h˜pb(t)x
′) 6 2.
So to finish the proof of (3.2), it is enough to show that there exists t0 ∈ [N,KT˜ ] such
that
(4.11) |a(t0)− b(t0)− rp,q| < 2,
for some rp,q 6= 0 and, for every t ∈ [0, κt0], we have
(4.12) |a(t+ t0)− b(t+ t0)− a(t0)− b(t0)| < 2.
By the definition of χx,x′(t) and χy,y′(t), we get
(4.13) a(t)− b(t) = pol(t) + sub(t),
where
pol(t) = (e−2s(y,y
′) − e−2s(x,x′))t− qe−3s(y,y′)r(y, y′)t2, and sub(t) = Ax(pt)
p
− Ay(qt)
q
(here we use the fact that r(x, x′) = 0). Notice that by (4.4) for x and by (T2), for every
t0 ∈ [0,KT¯ ] and every t ∈ [0, κt0], we have (recalling that s(x, x′) = n−1k )
1
p
|Ax(p(t+t0))−Ax(pt0) = e−2s
∫ u(p(t+t0),x)−u(pt0,x)
0
(τ−τ◦gs(x,x′))(ht(hu(pt0,x)x))dt+O(2) 6
s(x, x′) (u(p(t+ t0), x)− u(pt0, x))1/2 ‖d/ds(βτ )(0, ·, ·)‖C0(A×M + O(2) = O(κ) + O(2),
3Indeed, in view of (4.3),
a(t) =
1
q
∫ χy(u(qt,y))
0
τ(hθy) dθ =
1
q
∫ χy(u(qt,y))−u(qt,y)
0
τ(hθy) dθ + t.
Now, χy(u(qt, y))−u(qt, y) = O(|s|t) = O(|s|T¯ ) 6 T¯ and since the integrand is bounded, we only need to
show that d
dt
(χy(u(qt, y))− u(qt, y)) = O(2). The latter follows from the fact that u′(qt, y) is bounded
and χ′y(u(qt, y))− 1 = e−2s − 1 + O(rT¯ ).
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where the (only) inequality above holds since |u(p(t+t0), x)−u(pt0, x)| = O(t) = κO(T¯ ) =
κO(s(x, x′)2). Therefore, 1p |Ax(p(t+t0))−Ax(pt0)| = O(κ)+O(2). An analogous reasoning
for y shows that 1q |Ax(q(t+ t0))−Ax(qt0)| = O(κ) + O(2). Hence, for every t0 ∈ [0,KT¯ ]
and every t ∈ [0, κt0], we have
(4.14) |sub(t+ t0)− sub(t0)| = O(2).
By definition, the functions a(·) and b(·) are continuous on [0,KT¯ ] and therefore to
prove (4.11), it is enough to show that there exists t1 < KT¯ such that
(4.15) |a(t1)− b(t1)| > 2|rp,q|.
We consider two cases:
A. There exists t′ ∈ [0, 2T¯ ] such that |pol(t′)| > dp,q/2 (see (4.9)). Let then T ′ > 0
be the smallest number for which |pol(T ′)| = dp,q/2. By Remark 4.3, for the polynomial
k 7→ pol(kT ′) and for every K˜ > 2, we have
(4.16) sup
k∈[0,K˜]
|pol(kT ′)| > C−2P K˜
dp,q
2
.
Moreover, by (4.4) for x, by (T2) and (4.8) (since T ′ < 2T¯ ), for k ∈ [0,K], we have
(4.17)
1
p
|Ax(pkT ′)| =
O(2) + p−1|s(x, x′)|(pkT ′ + O(4pkT ′))1/2‖(d/dθβτ )(0, ·, ·)‖C0(A×M) 6
2k1/2
p−1/2
‖(d/dθβτ )(0, ·, ·)‖C0(A×M),
and similarly
(4.18)
1
q
|Ay(qkT ′)| 6 2k
1/2
q−1/2
|(d/dθβτ )(0, ·, ·)‖C0(A×M).
Notice that if K˜ > 0 is such that
C−2P K˜
dp,q
4
> 2K˜1/2(
1
p−1/2
+
1
q−1/2
)|(d/dsβτ )(0, ·, ·)‖C0(A×M),
then by (4.16), (4.17) and (4.18) it follows that there exists k ∈ [0, K˜] such that (see (4.13))
|a(kT ′)− b(kT ′)| > |pol(kT ′)| − |sub(kT ′)| > C−2P K˜
dp,q
4
what finishes the proof of (4.15) (and hence also the proof of (4.11), where t0 6 kT ′) if
|rp,q| is small enough and K˜ < K. Moreover, by Remark 4.3 and the definition of T ′, it
follows that for every t ∈ [0, κt0], we have
|pol(t+ t0)− pol(t0)| = O(2).
This and (4.14) (see (4.13)) finishes the proof of (4.12) and the proof of Theorem 1.1 is
complete in this case.
B. For every t′ ∈ [0, 2T¯ ], we have |pol(t′)| < dp,q2 . This, by Remark 4.3, in particular
means that
(4.19) |e−2n−1k − e−2s(y,y′)| 6 CPdp,q
2T¯
and
(4.20) |r(y, y′)| 6 CPdp,q
4qT¯ 2
.
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We claim moreover that
(4.21) 2T¯ > n2k.
Indeed, if not then by (4.8), T¯ = min(|r(y, y′)|−1/2, s(y, y′)−2). If T¯ = s(y, y′)−2, then by
(4.21), we get −2n−1k < −21/2|s(y, y′)|. But then (by Taylor’s formula)
|e−2n−1k − e−2s(y,y′)| > e−2s(y,y′) − e−21/2s(y,y′) > 2− 2
1/2
2
|s(y, y′)|
which is a contradiction with (4.19). On the other hand, if T¯ = |r|−1/2, then we get a
contradiction with (4.20) (by making dp,q smaller if necessary). Hence (4.21) holds. Notice
that by (4.19) and (4.20) (see also Remark 4.3), for every t0 ∈ [0, 2T¯ ] and every t ∈ [0, κt0],
we have
pol(t+ t0)− pol(t0) = O(2).
This and (4.14) (see (4.13)) show that (4.12) holds for every t0 6 2T¯ . So we only have to
show that (4.15) holds for some t0 6 2T¯ .
Notice that by Lemma 4.1 for gn−1k hty (recall that n
−1
k = s(x, x
′)) and gs(y,y′)−1hty, we
have
1
q
∣∣∣∣∣
∫ u(qn2k,y)
0
(
τ − τ ◦ gn−1k
)
(hty)dt−
∫ u(qn2k,y)
0
(
τ − τ ◦ gs(y,y′)
)
(hty)dt
∣∣∣∣∣ =
1
q
∣∣∣∣∣
∫ u(qn2k,y)
0
(s(x, x′)− s(y, y′))(Xτ)(gs(y,y′)hty) + O(3|s(x, x′)− s(y, y′)|) dt
∣∣∣∣∣ .
Moreover, using the equality gs(y,y′)hty = he−2s(y,y′)tgs(y,y′), substituting t
′ = e−2s(y,y′)t and
using that
∫
M Xτdµ = 0, we get that the above expression is equal to
|s(x, x′)− s(y, y′)|O(3u(qn2k, y)) = |s(x, x′)− s(y, y′)|O(3n2k) = O(3),
where the last equality follows by (4.19) and (4.21). Therefore, by (4.9) and (4.4), it follows
that if we set t1 = n2k (we also use (4.21) to be able to use (4.4)), then
|sub(t1)| > 2dp,q
3
.
By (4.21), it follows that t1 = n2k < 2T¯ and hence by the assumption in B., we have
|pol(t1)| < dp,q2 . This implies that
|a(t1)− b(t1)| > |sub(t1)| − |pol(t1)| > dp,q
6
and this gives (4.15) (if |rp,q| is small enough) and hence also (4.11). This finishes the proof
in case τ satisfies (T2).
In case τ satisfies the assumptions of (T1) or (T3), we define analogously
L := {x ∈M : |Ξ(x)| > ‖Ξ(·)‖C0(M) − c′},
where Ξ = βτ in (T1) and Ξ = β
(1/4)
τ in (T3), and µ(L) > c.
In case τ satisfies the assumptions of (T1), we set Xk = M , Akx = gk−1x and Ek =
g− log pk1/ατ (L); and Xk = M , Akx = gk−1x and Ek = g− log(pk2 log k)(L). We define κ, δ, Z
as above. Finally, we set
T¯ := min(k1/ατ , r−1/2(y, y), s(y, y′)−1/ατ )
if τ satisfies (T1) and
T¯ := min(k1/ατ , r−1/2(y, y), s(y, y′)−1/ατ )
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if τ satisfies (T3). The rest of the proof follows the lines of the proof in case (T2), i.e. we
first show (4.9) with u(pk1/ατ ) and u(qk1/ατ ) in case (T1) and u(pk2 log k) and u(qk2 log k)
in case (T3). The functions a(·) and b(·) are defined by the same expressions. The proof
(with these new definitions) follows the same lines as the proof in case (T2). This completes
the proof of Theorem 1.1. 
5. Disjointness criterion for special flows
In this section we assume that (Tt) = (T
f
t ) and (St) = (S
g
t ) are special flows over
ergodic isometries T ∈ Aut(X,B, µ, d1), S ∈ Aut(Y, C, ν, d2) and under f ∈ L1+(X,B, µ),
g ∈ L1+(Y, C, ν), respectively. Our aim is to give assumptions on the parameters of special
flows so that Theorem 3.1 applies.
Then (T ft ) acts on Xf with metric d
f
1 (which is the restriction of the product metric)
and (Sgt ) acts on Y g with metric d
g
2. For (x, s) ∈ Xf and t ∈ R, we denote by n(x, s, t) ∈ Z
the unique number for which
f (n(x,s,t))(x) 6 t+ s < f (n(x,s,t)+1)(x),
i.e.
(5.1) T ft (x, s) = (T
n(x,s,t)x, s+ t− fn(x,s,t)(x)).
We define m(y, r, t) analogously for (y, r) ∈ Y g. We assume that
(5.2) f and g are bounded away from zero.
Note that
(5.3) n(x, s, t+ 1)− n(x, s, t) 6 1/min(1,min f).
Proposition 5.1 (Disjointness criterion for special flows). Let P = {−p, p} with p 6= 0,
0 < c < 1/2 and let
ζ :=
∫
X fdµ∫
Y gdν
.
Assume that we have a sequence of measurable sets
(X ′k) ⊂ X, µ(X ′k)→ µ(X),
together with a sequence of automorphisms
A′k ∈ Aut(X ′k,B|X′k , µ|X′k), k > 1, such that A
′
k → Id uniformly.
Assume moreover that for every ′ > 0 and N ′ ∈ N there exist
(E′k) = (E
′
k(
′)) ⊂ B, µ(E′k) > c for k > 1,
as well as 0 < κ′ = κ′(′) < ′, δ′ = δ(′, N ′) > 0 and a set
Z ′ = Z(′, N ′) ⊂ Y, ν(Z ′) > (1− ′)ν(Y ),
such that for all y, y′ ∈ Z ′ satisfying d2(y, y′) < δ′, every k such that d1(A′k, Id) < δ′ and
every x ∈ E′k ∩X ′k, x′ := A′kx there are
M ′ > N, L′ > 1, L
′
M ′
> κ′
and p ∈ P for which one of the following sets of estimates, (F) or (B) (where F stands
for Forward and B for Backward), holds:
(F) Forward control:
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(F1) For any t such that n(x, s, t) ∈ [M ′,M ′ + L′], we have4
max
(∣∣∣∣n(x, s, t) ∫
X
fdµ− t
∣∣∣∣ , ∣∣∣∣m(y, r, t)∫
Y
gdν − t
∣∣∣∣) < t1/3;
(F2) for w ∈ [M ′,M ′ + L′] ∩ Z, we have∣∣∣(f (w)(x)− f (w)(x′))− (g([ζw])(y)− g([ζw])(y′))− p∣∣∣ < ′;
(F3) for w ∈ [0,max(1, ζ)(M ′ + L′)] ∩ Z, we have
|f(Twx)− f(Twx′)| < κ(′) and |g(Swy)− g(Swy′)| < κ(′);
(F4) for every w, u ∈
[
ζM ′
2 , 2ζ(M
′ + L′)
]
, |w − u| 6M ′1/2, we have∣∣∣(g(w)(y)− g(w)(y′))− (g(u)(y)− g(u)(y′))∣∣∣ < ′.
(B) Backward control:
(B1) For any t such that n(x, s,−t) ∈ [M ′,M ′ + L′], we have
max
(∣∣∣∣n(x, s,−t)− t∫
X
fdµ
∣∣∣∣ , ∣∣∣∣m(y, r,−t)− t ∫
Y
gdµ
∣∣∣∣) < t1/3;
(B2) for w ∈ [M ′,M ′ + L′] ∩ Z, we have∣∣∣(f (−w)(x)− f (−w)(x′))− (g([−ζw])(y)− g([−ζw])(y′))− p∣∣∣ < ′;
(B3) for w ∈ [0,max(1, ζ)(M ′ + L′)] ∩ Z, we have∣∣f(T−wx)− f(T−wx′)| < κ(′) and |g(S−wy)− g(S−wy′)∣∣ < κ(′);
(B4) for every w, u ∈
[
ζM ′
2 , 2ζ(M
′ + L′)
]
, |w − u| 6M ′1/2, we have∣∣∣(g(−w)(y)− g(−w)(y′))− (g(−u)(y)− g(−u)(y′))∣∣∣ < ′.
Then (T ft ) and (S
g
t ) are disjoint.
The rest of this section will be devoted to the proof of this criterion, which will be
deduced from the disjointness criterion for flows given by Theorem 3.1.
Proof. We will show that the assumptions of Theorem 3.1 (with c replaced by c/2) are
satisfied. Let
Cf,g := max
(
1,
∫
X
fdµ,
(∫
X
fdµ
)−1
,
∫
Y
gdν,
(∫
Y
gdν
)−1)
,
cf,g := min(1, inf
T
f, inf
T
g) > 0.
Fix  > 0 and N ∈ N. Set ′ := 22cf,g . Let κ′ = κ′(′) > 0 be obtained from the assumption
of our proposition and set
(5.4) κ := min
 κ′
100C2f,g
,
1
100
,
1
18(c−1f,g + 1)
(∫
f dµ
)2/3
 .
By taking ′ still smaller, we can assume that
(5.5)
4κ′2∫
f dµ
< κ.
4Here s, r ∈ R are any numbers for which (x, s) ∈ Xf and (y, r) ∈ Y g.
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Let
W f () :=
{
(x, s) ∈ Xf : 
100
< s < f(x)− 
100
}
and
W g() :=
{
(y, r) ∈ Y g : 
100
< r < g(y)− 
100
}
.
For J ⊂ R let
UfJ (x, s) := {t ∈ J : T ft (x, s) ∈W f ()}, UgJ (y, r) := {t ∈ J : Sgt (y, r) ∈W g()}.
By Birkhoff ergodic theorem there exist T > 0, V1 ⊂ Xf , µf (V1) > (1 − 2)µf (Xf ) and
V2 ⊂ Y g, νg(V2) > (1− 2)νg(Y g) such that for every (x, s) ∈ V1, (y, r) ∈ V2, we have
(5.6)
∣∣∣UfJ (x, s)∣∣∣ > (1− 2) |J | and ∣∣UgJ (y, r)∣∣ > (1− 2) |J |,
holds for all J = [U,U + V ], with |V ||U | > κ′, |U | > T.
Define N ′ := [max(2T, κ−3N, −1, c−4f,g)] + 1. Moreover, by enlarging N
′ if necessary, we
have
(5.7) N ′1/21 6
κ′
10
∫
f dµ ·N ′1 for each N ′1 > N ′.
Let
Xk := {(x, s) ∈ Xf : x ∈ X ′k, (A′kx, s) ∈ Xf}
and set
Ak(x, s) := (A
′
kx, s)
for (x, s) ∈ Xk. Finally, set
Ek = Ek() :=
{
(x, s) ∈ Xf : x ∈ E′k(′), (x, s) ∈ V1, s <
1
j0
}
,
where j0 is chosen in such a way that whenever for a set C ⊂ X, we have µ(C) > c then
µf ({(x, s) ∈ Xf : x ∈ C, s < 1/j0}) > 34c (the existence of j0 follows immediately from
the fact that f is in L1). By the properties of A′k, X
′
k and E
′
k(
′) it follows that Ak, Xk
and Ek satisfy the assumptions of Theorem 3.1. Let
Z(,N) = {(y, r) ∈ Y g : y ∈ Z ′(′, N ′), r < −j0} ∩ V2 5
and
δ(,N) := min(δ′(′, N ′),

1000
).
Take k such that df1(Ak, Id) < δ, (x, s) ∈ Ek and set (x′, s′) := Ak(x, s), take (y, r), (y′, r′) ∈
Z(,N) for which dg2((y, r), (y
′, r′)) < δ. Then d1(A′k, Id) < δ, x ∈ E′k, x′ = A′kx,
y, y′ ∈ Z ′(′, N ′) and d2(y, y′) < δ′. Hence A. or B. holds for (x, x′) and (y, y′). We
will assume that A. holds and show that (3.2) holds for ((x, s), (x′, s′)), ((y, r), (y′, r′)) (if
B. holds we argue analogously to show that (3.3) holds). Since A. holds, we obtain M ′, L′
and p.
Let M,L ∈ N be any numbers such that n(x, s,M) ∈ [M ′ + 1,M ′ + c−1f,g + 1] ∩ Z, and
n(x, s,M +L) ∈ [M ′+L′− c−1f,g − 1,M ′+L′− 1]∩Z. Notice that such M,L always exist.
Indeed, this follows by (5.2) and (5.3): for all (x, s) ∈ Xf , n(x, s, u+ 1)−n(x, s, u) 6 c−1f,g.
We also have:
(5.8) if t ∈ [M,M + L] then n(x, s, t) ∈ [M ′,M ′ + L′].
5Again, by changing j0 if necessary, we can assume that νg(Z(,N)) > 1− .
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We will show that M > N , LM > κ. By property (F1) (and (5.8)) for t = M , it follows
that
(5.9) 2M >M +M1/3 > n(x, s,M)
∫
X
fdµ >M ′
∫
X
fdµ.
Hence M > N (since M ′ > N ′ > κ−3N , and use (5.9)). Moreover,
(5.10) M ′ > n(x, s,M)
2
> M −M
1/3
2
∫
X fdµ
> M
3
∫
X fdµ
6
and by property (F1) of Prop. 5.1 for t = M + L, we have
(5.11)
M + L
2
6 (M + L)− (M + L)1/3 6 n(x, s,M + L)
∫
X
fdµ 6 (M ′ + L′)
∫
X
fdµ.
Again by property (F1) first for t = M + L and then t = M , the definition of M and L
and κ (to see that 2(c−1f,g + 1)
∫
f dµ 6M1/3 < (M + L)1/3), by (5.11) (and the definition
of κ to see that 3(2(M ′ + L′)
∫
f dµ)1/3 6 (M ′ + L′)1/2), (5.7), (5.10), we have
L = (M + L)−M >
n(x, s,M + L)
∫
X
fdµ− (M + L)1/3 − n(x, s,M)
∫
X
fdµ−M1/3 >
(n(x, s,M + L)− n(x, s,M))
∫
X
fdµ− 2(M + L)1/3 >(
(M ′ + L′)− c−1f,g − 1−M ′ − c−1f,g − 1
)∫
X
fdµ−2(M+L)1/3 > L′
∫
X
fdµ−3(M+L)1/3 >
L′
∫
X
fdµ− (M ′ + L′)1/2 > L′
∫
f dµ− κ
′
10
∫
f dµ(L′ +M ′) >
2
3
L′
∫
f dµ− κ
′
10
∫
f dµ ·M ′ >(∫
f dµ · κ′M ′
)(
2
3
− 1
10
)
> 1
2
∫
f dµ · κ′M ′ >∫
f dµ
2
κ′
M
3
∫
f dµ
> κM,
the last inequality by the definition of κ.
Let U := Uf[M,M+L](x, s) ∩ Ug[M,M+L](y, r). By (5.6), we have |U | > (1 − )L. By the
definition of U (see the definitions of UfJ , U
g
J and W
f ,W g), it follows that U is a disjoint
union of intervals, U =
⋃v
i=1(ci, di) and
(5.12) 0 6 n(x, s, ci+1)− n(x, s, di) 6 1.
Moreover, Uf[M,M+L](x, s) is a union of intervals of length >
infT f
2 >
cf,g
2 and similarly
Ug[M,M+L](y, r) is a union of intervals of length >
infT g
2 >
cf,g
2 . Therefore the number of
intervals in Uf[M,M+L](x, s) and U
g
[M,M+L](y, r) is bounded by
2L
cf,g
. So v 6 4cf,gL. Define
a(t) := t+ f (n(x,s,t))(x′)− f (n(x,s,t))(x)− p.
6Use M ′ > N ′ > c−4f,g + 1 which implies 2M ′ > M ′ + c−1f,g + 1 > n(x, s,M), then property (F1) and
finally that M > 6.
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Notice that a(t) = t + Ri on each (ci, di) (since n(x, s, ·) is constant on (ci, di)) and
(cf. (5.12))
|Ri+1 −Ri| =∣∣∣(f (n(x,s,ci+1))(x′)− f (n(x,s,ci+1))(x))− (f (n(x,s,di))(x′)− f (n(x,s,di))(x))∣∣∣ 6
|f(Tn(x,s,di)x)− f(Tn(x,s,di)(x′))| 6 ′,
the last inequality by (F3), (5.8) and the definition of κ′. Using (F3) and (5.8) again, in
view of (5.10) and (5.5), we have
|R1| = |f (n(x,s,c1))(x′)− f (n(x,s,c1))(x)− p| 6
n(x, s, c1)κ
′2 + |p| 6 2M ′κ′2 6 4κ
′2∫
f dµ
M < L.
So (a, U, cf,g4 ) is -good. Let us also define b(t) := t + g
(m(y,r,t))(y′) − g(m(y,r,t))(y). We
will show that for t ∈ U , we have
(5.13) df1(T
f
t (x, s), T
f
a(t)+p(x
′, s′)) < /200 and dg2(S
g
t (y, r), S
g
b(t)(y
′, r′)) < /200.
Let us show the first inequality, the proof of the second being analogous.7 By the definition
of special flow and since t ∈ U , we have
(5.14) f (n(x,s,t))(x) +

100
6 t+ s < f (n(x,s,t)+1)(x)− 
100
.
Notice that
(5.15) f (n(x,s,t))(x′) < a(t) + p+ s′ < f (n(x,s,t)+1)(x′).
Indeed, by (5.14) we have
a(t)+p+s′ = t+s−f (n(x,s,t))(x)+(s′−s)+f (n(x,s,t))(x′) > 
100
−δ+f (n(x,s,t))(x′) > f (n(x,s,t))(x′),
since δ < 100 . Similarly, by the cocycle identity
8 and (5.14)
a(t) + p+ s′ = t+ s− f (n(x,s,t))(x) + (s′ − s) + f (n(x,s,t))(x′) <
f(Tn(x,s,t)x) + f (n(x,s,t))(x′)− 
100
+ δ < f (n(x,s,t)+1)(x′),
the last inequality since |f(Tn(x,s,t)x)− f(Tn(x,s,t)x′)| < 1000 (see (F3)) and δ < 1000 what
completes the proof of (5.15). Therefore, by the definition of special flow and (5.15), we
have
T ft (x, s) = (T
n(x,s,t)x, t+ s− f (n(x,s,t))(x))
and
T fa(t)+p(x
′, s′) = (Tn(x,s,t)x′, a(t) + p+ s′ − f (n(x,s,t))(x′)).
Hence, the first inequality in (5.13) follows because of the definition of a(t), since df1 is
the product metric, T is an isometry and δ < /1000. Analogously, we show the second
inequality which completes the proof of (5.13).
Notice that by (5.13), for t ∈ U , by the triangle inequality9, we have
(5.16) dg2(S
g
b(t)(y
′, r′), ∂Y g) > dg2(S
g
t (y, r), ∂Y
g)− dg2(Sgb(t)(y′, r′), Sgt (y, r)) > /200.
7In the calculation below s = s′ but, in general, r 6= r′.
8Applied to RHS of (5.14).
9Here ∂Y g := {(y, 0) : y ∈ Y } ∪ {(y, g(y)) : y ∈ y}.
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Therefore, by the triangle inequality, for t ∈ U
dg2(S
g
t (y, r), S
g
a(t)(y
′, r′)) 6
dg2(S
g
t (y, r), S
g
b(t)(y
′, r′)) + dg2(S
g
b(t)(y
′, r′), Sga(t)−b(t)(S
g
b(t)(y
′, r′))) 6
/200 + dg2(S
g
b(t)(y
′, r′), Sga(t)−b(t)(S
g
b(t)(y
′, r′))).
So to finish the proof of our proposition, by (5.16), it is enough to show that
|b(t)− a(t)| < /300 for t ∈ U.
which by the definition of a(t), b(t), follows by showing
|(g(m(y,r,t))(y′)− g(m(y,r,t))(y))− (f (n(x,s,t))(x′)− f (n(x,s,t))(x))− p| < /300
whenever t is such that n(x, s, t) ∈ [M ′,M ′ + L′] ∩ Z (see (5.8)). But by property (F1)
and (5.10),
|m(y, r, t)− ζn(x, s, t)| = 1∫
g dν
∣∣∣∣m(y, r, t) ∫ g dν − n(x, s, t)∫ f dµ∣∣∣∣ 6
2t1/3 6 4M1/3 < M ′1/2,
so by (F4), the above follows by
|(g([ζw])(y′)− g([ζw])(y))− (f (w)(x′)− f (w)(x))− p| < /600
for w = n(x, s, t) ∈ [M ′,M ′ + L′] ∩ Z, which in turn follows from property (F2) since
′ < /1000. Hence, (3.2) holds and the proof is complete. 
6. Arnol’d flows and Birkhoff sums estimates
6.1. Definition of a class of Arnol’d flows. The class of Arnol’d special flows (Rα)
f
t
acting on Tf which we consider consists of special flows over a rotation Rα such that α
and f satisfy the following assumptions.
Assumptions on the base rotation. Let α ∈ T \Q and let (qn) denote the sequence of
denominators of α.
Definition 6.1 (the Diophantine condition D). We say that α ∈ D if α ∈ T and α satisfies:
(D1) Let Kα := {n ∈ N : qn+1 6 qn log7/8 qn}. Then∑
i/∈Kα
log−7/8 qi < +∞.
(D2) There exists a subsequence (nk) such that
qnk+1 > qnk log(qnk) log(log qnk), for k > 1.
(D3) For every n > 1 sufficiently large, we have qn+1 6 qn log2 qn.
Thus, for some constant Dα > 0, we have qn+1 6 Dαqn log2 qn for every n ∈ N.
Let us remark that condition (D1) first appeared in the work [10] by Fayad and the first
author, where it was introduced since it plays a crucial role in proving the SR-property.
Lemma 6.1. The set D has full Lebesgue measure in T.
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Proof. We claim that (D2), (D3) are also full (Lebesgue) measure conditions by Khinchine’s
theorem. Indeed, recall that Khintchine theorem states that, given ψ : N → R+, the
inequality
(6.1)
∣∣∣∣α− pq
∣∣∣∣ < ψ(q)q
is satisfied infinitely often for Lebesgue a.e. α if
∑
q ψ(q) = ∞, or Lebesgue a.e. α does
not satisfy the inequality infinitely often if the series converges. For (D2), consider
ψ(q) = 1q log q log log q and use Legendre theorem to conclude that for the infinitely many
solutions pnk/qnk of (6.1) we have that qnk are denominators of α. For (D3), one can
reason analogously using the function ψ(q) = 1
q log2 q
. 
Assumptions on the roof function. We assume that f : T→ R+ is of the form:
(6.2) f(x) = A−(− log x) +A+(− log(1− x)) + g(x),
where g ∈ C4(T) and
A−, A+ > 0 and A− 6= A+.
It follows that f ∈ C4(T \ {0}), f > 0 and the behavior around 0 is given by the following:
(R1) limx→0+
f(x)
− log(x) = A− and limx→0+
f(x)
− log(1−x) = A+;
(Rj) limx→0+
djf
dxj
(x)
(−1)jx−j = (j − 1)!A− and limx→0+
djf
dxj
(x)
(1−x)−j = (j − 1)!A+ for j = 1, 2, 3, 4.
6.2. Denjoy-Koksma estimates. In what follows, for simplicity of notation, we assume
that
∫
T f dλ = 1. For x ∈ T and n ∈ N define in,x = i(n, x) so that 0 6 in,x < qn satisfies
(6.3) ‖x+ in,xα‖ = min
06j<qn
‖x+ jα‖.
Set also
(6.4) Bn,x := qn ‖x+ in,xα‖ = min
06j<qn
qn ‖Rjαx‖.
The quantity Bn,x will play a crucial role in all the following estimates of the Birkhoff
sums f and its derivatives, since these depend on the contribution of the closest visit to
the origin of T, given by ‖x+ in,xα‖ = Bn,x/qn.
Remark 6.1. Remark that we have
0 < Bn,x < 1 for each n > 0.
This can be seen by considering the interval (−1/qn, 1/qn) which has length 1/2qn, and
applying Lemma 2.3, which in particular guarantees that there exists a point of the orbit
{x+ jα, 0 6 j < qn} which enters it and thus gives Bn,x < 1.
6.3. Estimates of Birkhoff sums at return times. The following lemma, which provides
estimates for Birkhoff sums of f and its derivatives at special times given by the the de-
nominators of α (which corresponds dynamically to closest returns of the orbit to zero), is
a consequence of the Denjoy-Koksma inequality.
Lemma 6.2 (Special time estimates). There exists C(f) > 0 such that for every n ∈ N
and x ∈ T, we have:
(6.5)
∣∣∣f (qn)(x)− qn∣∣∣ < C(f)(log qn + | logBn,x|),
(6.6)
∣∣∣f ′(qn)(x)− (A− −A+)qn log qn∣∣∣ < C(f)qn(1 + 1
Bn,x
)
,
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(6.7)
∣∣∣f ′′(qn)(x)− f ′′(x+ iα)∣∣∣ 6 C(f)q2n,
(6.8)
∣∣∣f ′′′(qn)(x)− f ′′′(x+ iα)∣∣∣ 6 C(f)q3n,
(6.9)
∣∣∣f ′′′′(qn)(x)− f ′′′′(x+ iα)∣∣∣ 6 C(f)q4n
for all i = 0, . . . , qn − 1.
Since the function f and its derivatives do not have bounded variation, the proof is
based on defining suitable truncations to which Denjoy-Koksma inequality can be applied.
Proof. For given n ∈ N, let us consider the truncation f¯n(x) := 1[− 1
4qn
, 1
4qn
](x)f(x). Then,
since (by Lemma 2.3) there is at most one point (namely x + in,xα) of the form x + jα,
j = 0, . . . , qn − 1, in the interval [− 14qn , 14qn ], we have
(6.10)
∣∣∣f¯n(qn)(x)− f (qn)(x)∣∣∣ = { 0 if x+ iα ∈ [− 14qn , 14qn ],
f(x+ iα) otherwise.
Moreover, recalling (6.4) and form of f (see (6.2)),
f(x+in,xα) 6 CA−,A+,g(f(‖x+in,xα‖) = CA−,A+,g
(
f
(
Bn,x
qn
))
6 Cf (log qn+| logBn,x|).
Besides, by the Denjoy-Koksma inequality for f¯n, we get∣∣∣∣f¯n(qn)(x)− qn ∫
T
f¯n dλ
∣∣∣∣ < 2Var(f¯n).
Now, ∣∣∣∣∫
T
f¯n dλ− 1
∣∣∣∣ = ∣∣∣∣∫
T
f¯n dλ−
∫
T
fdλ
∣∣∣∣ =
A−
∫ 1/(4qn)
0
log t dt+A+
∫ 1
1−1/(4qn)
log(1− t) dt+ O(1/qn) =
A−
∫ 1/(4qn)
0
(log t+ 1) dt+A+
∫ 1
1−1/(4qn)
(log(1− t)− 1) dt+ O(1/qn) =
A−(t log t)|1/(4qn)0 +A+((1− t) log(1− t))|11−1/(4qn) + O(1/qn) = O
(
log qn
qn
)
.
Since Var(f¯n) = O(log qn), this completes the proof of (6.5).
We have f ′(x) = −A−x +
A+
1−x + g
′(x). Now, (6.10) holds with f replaced by f ′, so∣∣∣f¯ ′n(qn)(x)− f ′(qn)(x)∣∣∣ 6 ∣∣∣∣f ′(Bn,xqn
)∣∣∣∣ = O( qnBn,x
)
.
Moreover, by the Denjoy-Koksma inequality for f¯ ′n, we get∣∣∣∣f¯ ′n(qn)(x)− qn ∫
T
f¯ ′n dλ
∣∣∣∣ < 2Var(f¯ ′n).
Then Varf¯ ′n = O(qn) and
qn
∫
T
f¯ ′n dλ = qn
∫ 1−1/(4qn)
1/(4qn)
f ′ dλ = qn
(
f
(
1− 1
4qn
)
− f
(
1
4qn
))
=
qn(−A+ log qn +A− log qn + O(1)) = (A− −A+)qn log qn + O(qn).
Hence, (6.6) follows.
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We now study the second derivative: f ′′(x) = A−
x2
+ A+
(1−x)2 + g
′′(x). Again, (6.10) holds
with f replaced by f ′′. This we can write as
f ′′(qn)(x)− 1[ −1
4qn
, 1
4qn
](x+ iα)f ′′(x+ iα) = f¯ ′′n (qn)(x).
Hence, by the Denjoy-Koksma inequality (for f ′′n), we obtain∣∣∣∣f ′′(qn)(x)− 1[ −1
4qn
, 1
4qn
](x+ iα)f ′′(x+ iα)
∣∣∣∣ 6 qn ∫
T
f¯ ′′n dλ+ 2Var(f¯ ′′n).
Now, Var(f¯ ′′n) = O(q2n) and
qn
∫
T
f¯ ′′n dλ = qn
(
f ′
(
1− 1
4qn
)
− f ′
(
1
4qn
))
= O(q2n).
It follows that ∣∣∣∣f ′′(qn)(x)− 1[ −1
4qn
, 1
4qn
](x+ iα)f ′′(x+ iα)
∣∣∣∣ = O(q2n).
Therefore, if x+ iα ∈
[
−1
4qn
, 14qn
]
then (6.7) follows, while otherwise f ′′(‖x+ iα‖) = O(q2n),
so (6.7) holds again.
The proofs of remaining inequalities follow the same lines. 
6.4. Estimates on Birkhoff sums of f . In this subsection, we prove the following es-
timates on f (n).
Lemma 6.3 (Birkhoff sums of f). There exists T0 > 0 such that for every T > T0 and
x ∈ T satisfying
{x+ jα : 0 6 j 6 T} ∩
[
− 1
2T log4 T
,
1
2T log4 T
]
,
we have
|f (n)(x)− n| < T 1/5 for all n ∈ [0, T ] ∩ Z.
Proof. Let n =
∑k
j=1 bjqj , where 0 6 bj 6
qj+1
qj
with bk > 0, be the Ostrowski expansion
of n. Then
f (n)(x) =
k∑
j=1
f (bjqj)
(
x+
(
j−1∑
i=0
biqi
)
α
)
=
k∑
j=1
bj−1∑
s=0
f (qj)(zj,s)
 ,
where zj,s = x +
(∑j−1
i=0 biqi
)
α + sqjα. Then, by the estimates given by Lemma 6.2 (see
in particular (6.5)), for j ∈ {1, ..., k}, we have
|f (qj)(zj,s)− qj | 6 C(f)(log qj − logBj,zj,s).
Hence ∣∣∣f (n)(x)− n∣∣∣ =
∣∣∣∣∣∣
k∑
j=1
bj−1∑
s=0
(
f (qj)(zj,s)− qj
)∣∣∣∣∣∣ 6 C(f)
k∑
j=1
bj−1∑
s=0
log
qj
Bj,zj,s
.
Using our assumption, we have
qj
Bj,zj,s
=
1
‖zj,s + i(j, zj,s)α‖ 6 2T log
4 T,
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(we will determine T0 later), where i = i(zj,s, j). Therefore,∣∣∣f (n)(x)− n∣∣∣ 6 C(f)
 k∑
j=1
bj
 log(2T log4 T ) 6 2C(f)k(max
16j6k
bj
)
log T
if T is sufficiently large. The latter expression is bounded from above by C log4 T (which
in turn is bounded by T 1/5) for a certain constant C > 0 since, given that the sequence of
denominators grows exponentially fast, k 6 C1(α) log qk 6 C1(α) log T and since by (D3)
(of Definition 6.1), bj 6 qj+1qj 6 C(α) log
2 qj and qk 6 T , we have
max
16j6k
bj 6 C(α) log2 qk 6 C(α) log2 T.
Combining these inequalities, this concludes the proof. 
6.5. Estimates on Birkhoff sums of f ′. The Birkhoff sums of f ′ are the most delicate
to control, since f ′ is not integrable and we need very precise control on the growth in
order to later exploit cancelations between different shearing rates. Let us first state the
two estimates on Birkhoff sums of f ′ which will be used in the rest of the paper (Lemma 6.4
and Lemma 6.5).
The first estimate (in Lemma 6.4) provides a fine control of f ′(r) (of order r log r with
optimal control on the constants) as long as one assumes that the points in the orbit of x
of length r stay sufficiently far from the singularity. Estimates similar to Lemma 6.4 but
in the more general context of interval exchange transformations were proved by the third
author in [37] (see Proposition 3.4 in [37], as well as its generalization by Ravotti in [32]
and Proposition 4.4 in [21]) and inspired in turn by the work of Kochergin on rotations,
see e.g. [24].
Given a constant M > 0, for arbitrary n > 0, define
(6.11) Σn(M) :=
Mqn+1⋃
i=0
R−iα
([
− 1
qn log
7/8 qn
,
1
qn log
7/8 qn
])
.
The points in Σn(M) are those whose orbit get close to the singularity and that should be
avoided to have the following estimate (which is proved later in this section).
Lemma 6.4 (Control of Birkhoff sums of f ′ far from singularities). Fix any M > 1. There
exists 0 = 0(f) such that for every 0 <  < 0 there exists N 3 n0 = n0() such that for
all n > n0, if 4qn 6 r 6Mqn+1 and x /∈ Σn(M), we have
(6.12) ((A− −A+)− 2)r log r 6 f ′(r)(x) 6 ((A− −A+) + 2)r log r.
Moreover, for every r ∈ [0, 4qn] ∩ Z, we have
(6.13) |f ′(r)(x)| < 2qn log qn.
The other estimate on the Birkhoff sums of f ′ which we need later (and is also proved
later in this section) is the following.
Lemma 6.5 (Control of Birkhoff sums of f ′ on good time scales). Assume that M > 1.
There exists n1 such that for every n ∈ N, n > n1, any x /∈ Σn(M) and any integers T
and r such that
qn log qn 6 T < qn+1, 0 6 r <
Bn,xT
2
,
there exists a constant C ′(f) such that we have
(6.14) |f ′(r)(x)− (A− −A+)r log qn| 6 C ′(f)T .
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Moreover, there exists 0 = 0(f) such that for any positive  < 0, any x and T as above
and every pair of integers 0 6 r, s < T such that in addition |r − s| 6 3Bn,xT , we have
(6.15) |f ′(r)(x)− f ′(s)(x)− (A− −A+)(r − s)log qn| < 2T.
Both Lemma 6.4 and Lemma 6.5 will be deduced from the following estimate of Birkhoff
sums of f ′ (which is written in a form which indeed allows one to deduce both previously
stated lemmas).
Lemma 6.6 (Resonant control of Birkhoff sums of f ′). There exists a constant Cf > 0
such that for every δ > 0 there exists J = J(δ) ∈ N such that, for all integers r > qJ , if
jr > J denotes the unique integer such that qjr 6 r 6 qjr+1, we have
(6.16)
∣∣∣f ′(r)(x)− (A− −A+)r log qjr ∣∣∣ 6 Cf (r + δ qjr log qjr + Res(x, r)) ,
for all x ∈ T, where
Res(x, r) := min
{
r
qjr
max
06i<r
1
||x+ iα|| , max06i<r
1
||x+ iα|| + 2qjr+1 log
(
r
qjr
)}
.
Furthermore, there exists a constant δα > 0 (depending on α only) such that the estimate
(6.16) with δ = δα holds for every r ∈ N.
Let us first show how to deduce the proofs of Lemma 6.4 and Lemma 6.5 from Lemma 6.6,
we will then prove Lemma 6.6. We will use several times the following remark.
Remark 6.2. For any r > 0, let jr be such that qjr 6 r < qjr+1 (so that the Ostrowski
expansion of r is a sum over jr terms). Then, since by the assumption (D3) (of Definition
6.1) on the rotation r 6 qjr+1 6 qjr log2 qjr for any large r, we have that
lim
r→∞
| log qjr − log r|
log r
= lim
r→∞
log rqjr
log r
6 lim
r→∞
log(log2 qjr)
log qjr
= 0.
Proof of Lemma 6.4. Consider the Ostrowski expansion r =
∑jr
j=0 bjqj , where bj 6 aj and
bjr > 1. We claim that the first part of the lemma will be proved once we show that there
exists n0 such that for n > n0 and r as in the assumptions, we have
(6.17)
∣∣∣f ′(r)(x)− (A− −A+)r log qjr ∣∣∣
6 
2
2
(r log r).
Remark first that, since by assumption r > 4qn, we can guarantee that r is sufficiently
large if n is sufficiently large. Thus, by Remark 6.2, there is n0 such that for n > n0 and
r as in the assumptions
|(A− −A+)r log qjr − (A− −A+)r log r| 6
2
2
(r log r).
Thus, once we prove (6.17), combining it with the above equation we get the first part of
the lemma (namely (6.12)).
Let us now prove (6.17). By Lemma 6.6 for δ = 2/6Cf , the trivial bounds qjr 6 r and
the assumption r > 4qn, we get the estimate∣∣∣f ′(r)(x)− (A− −A+)r log qjr ∣∣∣ 6 Cf (r + 26Cf r log r + Res(x, r)
)
(6.18)
6
(
Cf
log (qn4)
+
2
6
+
CfRes(x, r)
r log r
)
r log r.(6.19)
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We now want to show that each of the three terms in parentheses can be bounded by 
2
2 .
Since for n sufficiently large the first term in the parenthesis is less than 2/6, we only have
to show that Res(x, r)/r log r 6 2/6Cf . To see this, remark first that, by the assumptions
r 6Mqn+1 and x /∈ Σn(M), we have that
min
06i<r
||x+ iα|| > 1/(qn log7/8 qn).
Then, consider two cases:
• if qjr > qn, so that qn/qjr 6 1, we use the first estimate for Res(x, r) given by
Lemma 6.6 (together with the assumption r > 4qn), which gives
Res(x, r)
r log r
6
r
qjr
(
qn log
7/8 qn
)
r log r
6
qn
qjr
log7/8 qn
log(4qn)
6 log
7/8 qn
log(4qn)
<
2
6Cf
if n > n0 as long as n0 is large enough.
• Otherwise, if qjr < qn (and hence qjr+1 6 qn), we use the other estimate for
Res(x, r) given by Lemma 6.6. Using also that, by Remark 6.2, log rqjr 6 
7 log r if
r is large and the assumption r > 4qn, it gives
Res(x, r)
r log r
6
qn
(
log7/8 qn
)
+ 2qjr+1 log(r/qjr)
r log r
6 log
7/8 qn
4 log(4qn)
+
2qn
7 log r
4qn log r
,
which can be made less than 
3
6Cf
if n > n0 with n0 large enough and  < 0, where
0 := min
{
1
24Cf
, 1
}
.
This concludes the proof of (6.17) and hence, by the initial claim, of the first part of the
lemma.
To prove the second part (namely (6.13)), let us apply the final part of Lemma 6.6
(e.g. the estimate (6.16) with δ = δα, which is valid for any r), which gives
(6.20) |f ′(r)(x)| 6 (A− −A+)r log qjr + Cf (r + δαqjr log qjr +Res(x, r)).
To estimate Res(x, r), we use the second estimate given by Lemma 6.6. Since x /∈ Σ(M)
with M > 1, using also assumption (D3) of Definition 6.1 on α and qjr+1 6 qn (since
qjr 6 4qn < qn), we get
Res(x, r) 6 max
06`<r
1
||x+ `α||+2qjr+1 log
(
Dα log
2 qjr
)
6 qn(log qn)7/8+4qn log (D1/2α log qn),
which is less than 4qn log qn if n > n0 for n0 is sufficiently large. Thus, combining this
with the initial estimate (6.20) and using that qjr 6 r 6 4qn, if 0 < 1 is chosen so that
204(A− − A+ + Cf (2 + δα)) < 1 (recalling also the assumption on T ), gives that, for any
 < 0,
|f ′(r)(x)| 6 4qn log qn ((A− −A+) + Cf (2 + δα)) < 2qn log qn < 2T.
This concludes also the proof of the second part. 
Let us now prove Lemma 6.5 using again Lemma 6.6.
Proof of Lemma 6.5. Recall first that Bn,x < 1 (see Remark 6.1), hence the assumptions
r < Bn,xT/2 and T < qn+1 imply in particular that r < T and that jr 6 n (since
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qjr 6 r < T < qn+1). Applying the last part of Lemma 6.6, i.e. the estimate with δ = δα
which holds for any r, (and using the assumption T > qn log qn) we get
|f ′(r)(x)− (A− −A+)rlog qjr | < Cf (r + δαqjr log qjr + Res(x, r))
6 Cf (T + δαqn log qn + Res(x, r)) 6 Cf (T (1 + δα) + Res(x, r)).
We will now show that Res(x, r) 6 T , so that the RHS is bounded by Cf (2 + δα)T .
If r > qn, since we then have qjr = qn (as we already observed above that jr 6 n), this
estimate will conclude the proof. If, on the other hand, r < qn, we also have qjr < qn,
so that the terms (A− − A+)rlog qjr and (A− − A+)rlog qn are both less than (A− −
A+)qnlog qn < (A−−A+)T (by the assumptions on T ). Thus also in this case we conclude
the proof, by setting C ′(f) := Cf (2 + δα) + 2(A− −A+).
We are hence now left to show that Res(x, r) 6 T . To see this, let us first show that,
for any r < Bn,xT/2, we have
(6.21) max
06`<r
1
||x+ `α|| 6 min
{
qn log
7/8 qn,
2qn
Bn,x
}
.
The first bound (by qn log7/8 qn) follows simply from the assumption x /∈ Σn(M) and
M > 1 (recall the definition (6.11) of Σn(M)). Let us hence prove the second bound
(namely by 2qn/Bn,x). Let us denote by mx,r = m(x, r) the index 0 6 mx,r < r such that
||x+mx,rα|| = min{||x+ `α||, 0 6 ` < r}.
Since mx,r < r, dividing mx,r by qn we get that there exists 0 6 j 6 r/qn such that
0 6 mx,r − jqn 6 qn. Since the points (Rqnα)ix and (Rqnα)i+1x for 0 6 i < r − 1 are at
most 1/qn+1 apart (recall (2.5)), using also the assumptions r < Bn,xT/2 and T < qn+1,
it follows that
‖(x+ (mx,r − jqn)α)− (x+mx,rα)‖ 6 r
qn
1
qn+1
6 Bn,xT
2qn
1
qn+1
6 Bn,x
2qn
.
Moreover, by the definition of Bn,x (recall (6.4)), we have that Bn,x/qn 6 ||x + (mx,r −
jqn)α|| and by Lemma 2.3 (since r > qn) that ||x + mx,rα|| < 1/qn. It follows that
x′ := x+ (mx,r − jqn)α and x′′ := x+mx,rα either both belong to the interval
[
Bn,x
2qn
, 32qn
]
or both to the interval
[
1− 32qn , 1−
Bn,x
2qn
,
]
, so that (for n large) we either have that
||x′|| = x′ and ||x′′|| = x′′, or we have that ||x′|| = 1− x′ and ||x′′|| = 1− x′′. Thus, from
the previous equation (and the definition of Bn,x), we also deduce that
Bn,x
qn
6 ||x+ (mx,r − jqn)α|| 6 ||x+mx,rα||+ Bn,x
2qn
.
Recalling the definition of mx,r, this gives that min{||x + `α||, 0 6 ` < r} > Bn,x2qn , which
concludes the proof of (6.21).
Let us go back to show the estimate Res(x, r) < T . We consider separately two cases:
• Assume first that qjr < qn. Remark that this means that qjr+1 6 qn and hence
r 6 qn. Thus, by this remark and since by Remark 6.2 for any 0 < δ < 1 we have
log(r/qjr) 6 δ log r/4 for r large (and recalling that T > qn log qn), we get
Res(x, r) 6 qn log q7/8n + 2qjr+1 log
(
r
qjr
)
6 qn log qn
(
1
log1/8 qn
+
δ
2
)
< δ T
for n sufficiently large.
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• Otherwise, if qjr > qn, we have qjr = qn (since by the assumptions jr 6 n). In this
case using (6.21) and the assumption r < Bn,xT/2, we can then estimate
Res(x, r) 6 r
qn
max
06`<r
1
||x+ `α|| 6
Bn,xT
2qn
2qn
Bn,x
= T.
This concludes also the first part of the lemma.
For the second part of the lemma, assuming without loss of generality that r > s and
using the cocycle property of Birkoff sums, we have that |f ′(r)(x)− f ′(s)(x)| = |f ′(r−s)(z)|
for z := Rsα(x). We claim that, by Lemma 6.6, for any  > 0 there exists n0 > 0 such that
for all n > n0, we have that, for any r, s as in the assumptions,
(6.22) |f ′(r)(x)− f ′(s)(x)− (A− −A+)(r − s)log qjr−s | <
Cf (r − s) + 
2
6
qn log qn + CfRes(z, r − s).
To see this, pick N = N(, f) such that,
(6.23) qn−N 6
1√
2
N
qn <
(
min
{
2
6δα
,
2
4(A− −A+)
})
qn,
where δα is the constant in the last part of Lemma 6.6 (the second bound for N will be
used only later in the proof). Applying the first part of Lemma 6.6 for δ = 2/(6Cf ),
(since n−N goes to infinity as n does) there exists n0 such that for all n > n0 (6.22) holds
as long as r − s > qn−N (remark that qjr−s 6 qn since r − s < T < qn+1). On the other
hand, if r − s 6 qn−N , we can use the final part of Lemma 6.6 to get that
|f ′(r)(x)−f ′(s)(x)−(A−−A+)(r−s)log qjr−s | < Cf (r−s)+δαqjr−s log qjr−s+CfRes(z, r−s)
which also in this case gives (6.23) since by assumption on r, s and choice (6.23) of N
we have that δαqjr−s log qjr−s 6 δαqn−N log qn 6 
2
6 qn log qn. This concludes the proof of
(6.22) and the claim.
We now want to show that for some n1 > n0 and 0 > 0 such that each of the three
terms in the RHS of (6.22) is less than (2/6)T if  < 0 and n > n1. Since by assumption
r − s 6 3T (recall that Bn,x < 1, by Remark 6.1) to control the first term, it is enough
to choose  < 0, where 0 := 1/(6Cf ). For the second is is enough to recall that by
assumption qn log qn < T . Finally, to estimate Res(z, r − s) we use two regimes:
• either qjr−s > qn and hence qjr−s = qn (since as we already remarked r−s < qn+1),
in which case we use the first estimate for Res(z, r − s) (in Lemma 6.6) combined
with (6.21) and the assumption on (r − s) to get
Res(z, r − s) 6 r − s
qjr−s
max
06`<r−s
1
||z + `α|| 6
r − s
qn
max
06`<r
1
||x+ `α||
6 
3Bn,xT
qn
2qn
Bn,x
= 23T,
which is less than (2T )/(6Cf ) for  < 0, given that 0 < 1/(12Cf ).
• Otherwise, if qjr−s < qn (and hence qjr−s+1 6 qn), we use the other estimate (and
assumption (D3) of Definition 6.1 on α) to get
Res(z, r − s) 6 max
06`<r−s
1
||z + `α|| + 2qjr−s+1 log
(
Dα log
2 qjr−s
)
6 qn(log qn)7/8 + 4qn log (D1/2α log qn),
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which is less than 3qn log qn if n > n0 for n0 is sufficiently large and hence less
than 
2
6Cf
T if  < 0.
Thus, we showed that
|f ′(r)(x)− f ′(s)(x)− (A− −A+)(r − s)log qjr−s | 6 2
T
2
.
In order to conclude, it is now enough to show that
(6.24)
∣∣(A− −A+)(r − s)log qjr−s − (A− −A+)(r − s)log qn∣∣ 6 22 T.
If r − s > qn, we have that qjr−s = qn (since we also know that r − s < T < qn+1) and
hence there is nothing to prove. Thus we can assume that r− s < qn. Recall the choice of
N made earlier (see (6.23)) and consider again two cases.
• If qn−N 6 r − s < qn, by definition of jr−s we have qjr−s > qn−N . Since we can
write qn = (
∏n−1
j=n−N
qj+1
qj
)qn−N , using also the assumption (D3) on α (cf. Def. 6.1),
we get in this case that
log
qn
qjr−s
6 log qn
qn−N
6
n−1∑
j=n−N
log (Dα log
2 qj) 6 2N log
(
D1/2α log qn
)
.
Thus, since this bound divided by log qn goes to zero as n grows to infinity, in-
creasing n1 if necessary, for n > n1 (recalling that by assumption qn log qn < T ),
we have
(r − s) log
(
qn
qjr−s
)
6 qn
(
2
2(A− −A+) log qn
)
6 
2T
2(A− −A+) .
• Otherwise, if 0 6 r − s 6 qn−N , we simply have∣∣(r − s) (log qjr−s − log qn)∣∣ 6 2qn−N log qn
6 2 
2
4(A− −A+)qn log qn <
2T
2(A− −A+)
by the assumption on T and the choice of N .
In all cases, this concludes the proof of (6.24) and hence of the second part of the lemma.

The rest of this section will be devoted to the proof of Lemma 6.6.
Proof of Lemma 6.6. As in the proof of Lemma 6.3, consider the Ostrowski expansion of
r, which, by the definition of jr, is given by r =
∑jr
j=1 bjqj , where bj 6 aj 6
qj+1
qj
and
bjr > 1. Correspondingly, we get the following decomposition of Birkhoff sums of f ′:
f ′(r)(x) =
jr∑
j=1
bj−1∑
s=0
f ′(qj)(zj,s)
 , where {zjr,s = x+ sqjrα,
zj,s = x+
∑jr
k=j+1 bkqkα+ sqjα for 1 6 j < jr.
Then, by applying the estimates of Lemma 6.2 (in particular (6.6) for the point zj,s), we
have
(6.25)
∣∣∣∣∣∣f ′(r)(x)−
jr∑
j=1
(A− −A+)bjqj log qj
∣∣∣∣∣∣ 6 C(f)
jr∑
j=1
bj−1∑
s=0
qj
(
1 +
1
Bj,zj,s
)
.
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Let us first show that for any δ > 0, there exists J0 = J0(δ) such that for r > qJ0 , we have
(6.26)
∣∣∣∣∣∣
jr∑
j=1
(A− −A+)bjqj log qj − (A− −A+)r log qjr
∣∣∣∣∣∣ 6 δ2(A+ −A−)qjr log qjr .
and also that there exists a constant δα > 0 depending on α such that the estimate above
holds for every r ∈ N if we take δ = 2δα (which is needed to prove the final part of the
lemma). To prove the latter, it is enough to use the Ostrowski expansion of r to write∣∣∣∣∣∣
jr∑
j=1
bjqj log qj − r log qjr
∣∣∣∣∣∣ =
jr−1∑
j=1
bjqj log
qjr
qj
6
jr−1∑
j=1
qj
 log qjr
(remark that log(qjr/qj) = 0 for j = jr so the last sum does not include the term jr) and
then using that
∑jr−1
j=1 < qjr by definition of Ostrowski expansion.
To now prove (6.26), choose N = N(δ) such that qjr−N/qjr 6 1/
√
2
N 6 δ/8. Writing
qjr = (
∏jr−1
j=jr−N
qj+1
qj
)qjr−N and using the assumption (D3) on α (cf. Def. 6.1), for any
jr −N 6 j < jr, we have
log
qjr
qj
6 log qjr
qjr−N
6
jr−1∑
j=jr−N
log(log qj)
2 6 2N log log qjr .
Thus, using that, by definition of Ostrowski expansion, r =
∑jr
j=1 bjqj and
∑
j<jr−N bjqj 6
qjr−N , we get that∣∣∣∣∣∣r log qjr −
jr∑
j=1
bjqj log qj
∣∣∣∣∣∣ 6
∣∣∣∣∣∣
jr−1∑
j=jr−N
bjqj log
qjr
qj
∣∣∣∣∣∣+ 2
 ∑
j<jr−N
bjqj
 log qjr
6 qjr(2N log log qjr) + 2qjr−N log qjr
6
(
2N log log qjr
log qjr
+
δ
4
)
qjr log qjr ,
where the last inequality follows from the previous choice of N . Thus, for some J > J0,
we can hence guarantee that, for r > qJ , the RHS is less than δ/2(qjr log qjr) and this
concludes the proof of (6.26).
Let us now estimate the RHS of (6.25). Recall that qj/Bj,z = 1/||z + i(j, z)α|| (by the
definition ofBj,z, cf. (6.4)), so that, recalling also the definition of Ostrowski decomposition,
we have
(6.27)
jr∑
j=1
bj−1∑
s=0
qj
(
1 +
1
Bj,zj,s
)
6 r +
jr∑
j=1
bj−1∑
s=0
1
||x+ i(j, zj,s)α|| .
For each 1 6 j 6 jr, the points of points x+ i(j, zj,s)α for s = 0, 1, . . . , bj − 1 are distinct
(since they belong to disjoint orbits of length qj) and they are contained in an orbit of
Rα of length qj+1 (namely the orbit of the point zj+1,bj+1 := zj,0 = x +
∑jr
k=j+1 bkqkα if
1 6 j < jr, or of the point x for j = jr). Thus, by the orbit spacing given by Lemma 2.3
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(and recalling the definition of || · ||, see Section 2.4), for 1 6 j 6 jr we can estimate
bj−1∑
s=0
1
||x+ i(j, zj,s)α|| 6
bj−1∑
s=0
1
{x+ i(j, zj,s)α} +
bj−1∑
s=0
1
1− {x+ i(j, zj,s)α}(6.28)
6 2
bj−1∑
s=0
1
min
k=0,...,bj−1
||x+ i(j, zj,k)α||+ s 1
2qj+1
,
where moreover, for 1 6 j < jr,
min
k=0,...,bj−1
||x+ i(j, zj,k)α|| > ||x+ i(j + 1, zj+1,bj+1)α||.
One has the following estimate on the sum of inverses of arithmetic progression of step
h > 0 and length K ∈ N, starting at x0 > 0 (see for example Lemma 5.1 in [24] or Lemma
9 in [37]):
(6.29)
K∑
s=1
1
x0 + sh
6 1
x0
+
logK
h
.
Thus, applying this estimate for each 1 6 j < jr and including the contribution of the
minimum of each arithmetic progression with 1 6 j < jr (namely 1/||x+ i(j+1, zj+1,s)α||)
with the arithmetic progression level j+ 1 (notice that it is a distinct term since it belongs
to a different block of the orbit), we get
(6.30)
jr−1∑
j=1
bj−1∑
s=0
1
||x+ i(j, zj,s)|| 6
jr−1∑
j=1
2qj+1log(bj + 1).
Using assumption (D3) (of Definition 6.1) on the rotation number, bj 6 qj+1/qj 6
Dα log
2 qj . Thus (since
∑
j6jr qj/qjr is bounded uniformly in r because qj grow expo-
nentially) there exists a constant Cα > 0 such that for any r we have∑jr−1
j=1 2qj+1log(bj + 1)
qjr log qjr
6 log(Dα log
2 qjr + 1)
log qjr
jr−1∑
j=1
2qj+1
qjr
6 Cα.
Moreover, the above expression can be made less than δ/2 if jr > J1, up to enlarging J1 if
necessary (since the term before the sum goes to zero as jr grows while the sum over j, as
already remarked, is uniformely bounded in r).
Combining this with (6.27) and (6.30), we have thus shown that for r > qJ1 , we have
(6.31)
jr∑
j=1
bj−1∑
s=0
qj
(
1 +
1
Bj,zj,s
)
6 r + δ
2
(qjr log qjr) + Res(x, r),
where the term Res(x, r) (where Res stays for resonant) is simply the sum relative to
j = jr, namely, recalling the definition (6.4) of B and of i(·, ·),
Res(x, r) :=
bjr−1∑
s=0
qjr
Bjr,zjr,s
=
bjr−1∑
s=0
1
||zjr,s + i(jr, zjr,s)α||
=
bjr−1∑
s=0
max
06`<qjr
1
||zjr,s + `α||
.
Moreover, we have also shown that the above estimate (6.31) for δ = 2Cα holds for all r.
Thus, the estimate (6.31) combined with (6.25), (6.26) and concludes the proof of both
parts of the lemma when setting δα := Cα + 1 and Cf := max{C(f), (A− −A+)} as long
as we prove the estimate on Res(x, r) stated in the lemma. This follows from two separate
estimates (of which one then takes the minimum). On one hand, we can estimate Res(x, r)
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by the number of terms times the largest term, i.e. (since the points zjr,s + i(jr, zjr,s)α for
s = 0, . . . , bjr are just points in the orbit of x of length r)
Res(x, r) 6 bjr max
s=0,...,bjr−1
1
||zjr,s + i(jr, zjr,s)α||
6 r
qjr
max
06`<r
1
||x+ `α|| .
Alternatively, we can estimate Res(x, r) by using (6.28) for j = jr. Using the bound (6.29)
for an arithmetic progression of step 1/qjr+1 and length bjr 6 r/qjr and bounding trivially
the minimum term of the progression (as above), we get
Res(x, r) 6 max
06`<r
1
||x+ `α|| + 2qjr+1 log
(
r
qjr
)
.
Taking the minimum of these two estimates concludes the estimate of Res(x, r) and hence
the proof of the lemma. 
6.6. Birkhoff sums of f ′′, f ′′′ and f ′′′′.
Lemma 6.7 (Control of Birkhoff sums of f ′′). There exists a constant C ′(f) > 0 such
that for every  > 0 we can find n0 ∈ N such that for every n > n0 and x ∈ T for which
Bn,x > 1/5 and for all k ∈ [1, B
5
n,xqn+1
6qn
] ∩ Z, we have
(6.32) |f ′′(kqn)(x)− kf ′′(x+ iα)| 6 C ′(f)kq2n,
(6.33) |f ′′′(kqu)(x)− kf ′′′(x+ iα)| 6 C ′(f)kq3n,
(6.34) |f ′′′′(kqu)(x)− kf ′′′′(x+ iα)| 6 C ′(f)kq4n,
where i = i(n, x).
Proof. For s = 0, 1, . . . , k−1, set zs = x+sqnα. In view of (6.7) (applied to zs), we obtain
f ′′(kqn)(x) =
k−1∑
s=0
f ′′(qn)(zs) =
k−1∑
s=0
(
f ′′(zs + i(zs, n)α) + O(q2n)
)
,
whence∣∣∣f ′′(kqn)(x)− kf ′′(x+ iα)∣∣∣ = ∣∣∣∣∣
k−1∑
s=0
(
f ′′(zs + i(zs, n)α)− f(x+ iα)
)∣∣∣∣∣+ O(kq2n) 6
k−1∑
s=0
∣∣f ′′(zs + i(zs, n)α)− f(x+ iα)∣∣+ O(kq2n).
Note that if neither x + iα nor zs + i(n, zs)α belongs to
[
−1
10qn
, 110qn
]
then f ′′ at each of
these points is of order O(q2n), so the corresponding summand in the latter sum is of the
same order. Suppose now that either x + iα or zs + i(n, zs) belongs to
[
−1
10qn
, 110qn
]
. We
claim that in this case i(n, x) = i(n, zs). Indeed, since k 6 B5n,xqn+1/(6qn), we have
‖x− zs‖ = ‖sqnα‖ 6 k‖qnα‖ 6
B5n,xqn+1
6qn
‖qnα‖ <
B5n,x
6qn
<
1
6qn
.
Now, if x + iα ∈
[
−1
10qn
, 110qn
]
then zs + iα ∈
[
−1
4qn
, 14qn
]
which means that i = i(n, zs) and
reversing the role of the two points (if necessary), the claim follows.
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So we have i(n, x) = i = i(n, zs) and our next claim is that the points x+ iα and zs+ iα
are on the same side of the singularity (at 0). Indeed, as ‖x − zs‖ 6 B
5
n,x
6qn
= ‖x + iα‖/6,
we only need to note that
0 /∈
(
x+ iα− ‖x+ iα‖
6
, x+ iα+
‖x+ iα‖
6
)
which is obvious. It follows that we can use the mean value theorem to obtain
|f ′′(x+ sqnα+ iα)− f ′′(x+ iα)| = f ′′′(θ)‖sqnα‖ 6 f ′′′(θ)
B5n,x
6qn
,
where
θ ∈
(
x+ iα− B
5
n,x
6qn
, x+ iα+
B5n,x
6qn
)
.
But Bn,x > 1/5 and ‖x + iα‖ = Bn,x/qn, so ‖θ‖ > Bn,x/(4qn). Since f ′′′(x) = −2A−x3 +
2A+
(1−x)3 + g
′′′(x), we have
f ′′′(θ)
B5n,x
6qn
= O
(
4qn
Bn,x
)3 B5n,x
6qn
= O(B2n,xq
2
n) = O(q
2
n)
which completes the proof. 
Lemma 6.8 (Control of Birkhoff sums of higher derivatives). There exist C(f), c(f) > 0
such that for every n ∈ N, x ∈ T satisfying Bn,x < c(f) and for k ∈ [1, Bn,xqn+16qn ] ∩ Z, we
have
(6.35) c(f)kf ′′(x+ i(n, x)α) 6 |f ′′(kqn)(x)| 6 C(f)kf ′′(x+ i(n, x)α),
(6.36) c(f)kf ′′′(x+ i(n, x)α) 6 |f ′′′(kqn)(x)| 6 C(f)kf ′′′(x+ i(n, x)α),
(6.37) c(f)kf ′′′′(x+ i(n, x)α) 6 |f ′′′′(kqn)(x)| 6 C(f)kf ′′′′(x+ i(n, x)α).
Proof. We will show the proof of (6.35), the proof of (6.36) and (6.37) follows the same
lines. As in the proof of previous lemma, we have
f ′′(kqn)(x) =
k−1∑
s=0
f ′′(qn)(zs) =
k−1∑
s=0
f ′′(zs + i(zs, n)α) + O(kq2n).
We will show first that there is a constant C > 0 such that
(6.38) C−1f ′′(x+ i(n, x)α) 6 f ′′(zs + i(n, zs)α) 6 Cf ′′(x+ i(n, x)α).
Indeed:
• If x+ i(n, x)α and zs + i(n, zs)α are not in
[
−1
10qn
, 110qn
]
then both numbers f ′′(x+
i(n, x)α) and f ′′(zs + i(n, zs)α) are of order q2n since f ′′(t) =
A−
t2
+ A+
(1−t)2 + g
′′(t),
so (6.38) holds for a relevant constant.
• if x+ i(n, x)α ∈
[
−1
10qn
, 110qn
]
or zs + i(n, zs)α ∈
[
−1
10qn
, 110qn
]
then,
‖sqnα‖ 6 s‖qnα‖ 6 Bn,xqn+1
6qn
· 1
qn+1
=
‖x+ i(n, x)α‖
6
.
Hence, as before, i(n, zs) = i(n, x) and
zs + i(n, x)α ∈
[
x+ i(n, x)α− ‖x+ i(n, x)α‖
6
, x+ i(n, x)α+
‖x+ i(n, x)α‖
6
]
.
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For simplicity, for the rest of the proof, we denote i = i(n, x). Then (for relevant
constants)
C1f
′′(x+ iα) 6 f ′′
(
5
6
(x+ iα)
)
= f ′′(x+ iα− x+ iα
6
) 6 C ′1f ′′(zs + iα)
and a lower bound will be obtained in the same way by using f ′′(76(x+ iα)) instead
of f ′′(56(x+ iα), whence (6.38) holds.
Now, in view of (6.38), we have
f ′′(kqn)(x) =
k−1∑
s=0
f ′′(zs + i(zs, n)α) + O(kq2n) 6 Ckf ′′(x+ iα) + O(kq2n) < C˜kf ′′(x+ iα)
as f ′′(x+ iα) is at least of order q2n. For the lower bound, by (6.38), we have
f ′′(kqn)(x) > C−1kf ′′(x+ iα) + O(kq2n)
and we want to show that the latter term is > C ′′kf ′′(x + iα), that is, for some constant
D > 0 (implicit in O(kq2n)), we want to have
C−1kf ′′(x+ iα)−Dkq2n) > C ′′kf ′′(x+ iα).
Hence, we want to have (C−1−C ′′)f ′′(x+iα) > Dq2n and for that we only need f ′′(x+iα) >
D′q2n. 
Remark 6.3. Note that in the course of the above proof, we showed
|f ′′(kqn)(x)| = O (kf ′′(x+ i(n, x)α) + q2n)
with no assumption on x ∈ T. It follows that the RHS inequality in (6.35) requires no
assumption on x.
Recall also that we have ‖x + i(n, x)α‖ < 1qn for each x ∈ T, so we can choose n0 so
that f ′′(x+ i(n, x)α) > 0 for each n > n0 and all x ∈ T (as f ′′(y) is of order 1/‖y‖2).
We also have the following lemma:
Lemma 6.9. There exist D > 0, n0 ∈ N such that for every x ∈ T, n ∈ N, n > n0 and
every w ∈
[
qn0 ,max
(
Bn,xqn+1
4 − qn, 0
)]
∩ Z, we have
(6.39) |f ′′(w)(x)| 6 D w
qn
f ′′(x+ i(n, x)α).
Proof. Fix n and x ∈ T and let w be arbitrary. Then
(6.40) w = kqn + s, 0 6 s < qn.
Since f ′′(x) = A−
x2
+ A+
(1−x)2 + g
′′(x), we have f ′′(w)(x) > −C1w, where C1 = ‖g′′‖∞. By the
same token
f ′′((k+1)qn−w)(x+ wα) > −C1((k + 1)qn − w) > −C1qn.
Thus
−C1w < f ′′(w)(x) < f ′′((k+1)qn)(x) + C1qn,
whence (assuming that C1 > 1)
(6.41)
∣∣∣f ′′(w)(x)∣∣∣ 6 C1 max(w, qn + ∣∣∣f ′′((k+1)qn)(x)∣∣∣) .
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Let us now consider w as in the assumption. Since f ′′(x+i(n, x)α) is at least of order q2n,
C ′ wqn f
′′(x+i(n, x)α) > wqn for some constant C ′ > 0. Therefore w = O
(
w
qn
f ′′(x+ i(n, x)α)
)
and qn = O
(
w
qn
f ′′(x+ i(n, x)α)
)
. Therefore (6.41) follows by showing∣∣∣f ′′((k+1)qn)(x)∣∣∣ = O( w
qn
f ′′(x+ i(n, x)α)
)
.
But k + 1 satisfies the assumptions of Lemma 6.8, so the above follows from (6.35) and
(6.40). 
6.7. A combinatorial lemma. We present here a combinatorial lemma which will be
used in the proof of Theorem 1.3.
Lemma 6.10 (Combinatorial lemma). Let U, V ∈ R \ {0}. Fix p, q ∈ R \ {0}, p 6= q.
If pq /∈ {1, UV , VU }, then for every K > 0 there exists c = c(p, q, U, V,K) > 0 such that for
every 0 < A < 10c, for every 0 6= B ∈ R and for every j1, j2 ∈ {U, V }, we have
(6.42) max
(|qj1A−2 − pj2B−2|, |q2j1A−3 − p2j2B−3|) > K.
Proof. The proof goes by contradiction. Assume that for some K, there are 0 < An →
0, 0 6= Bn ∈ R and j1,n, j2,n ∈ {U, V } such that (6.42) does not hold, that is
|qj1,nA−2n − pj2,nB−2n | < K and |q2j1,nA−3n − p2j2,nB−3n | < K.
Denote Cn = BnAn . Then
|qj1,n − pj2,nC2n| < KA2n and |q2j1,n − p2j2,nC3n| < KA3n.
Hence Cn is bounded, and, passing to a subsequence if necessary, we can assume that
Cn → C and ji,n = ji for i = 1, 2. It follows that qj1 = pj2C2 and q2j1 = p2j2C3.
Raising to the third power the first, squaring for the second equality and dividing, we
obtain pq =
j2
j1
∈ {1, UV , VU }, a contradiction. 
7. Disjointness in Arnol’d flows (proof of Theorem 1.2)
We begin by giving now an overview of the steps of the proof and the general strategy
to prove Theorem 1.2.
Strategy of proof. Let ((Rα)
f
t ) be an Arnol’d flow. To prove the disjointness result
in Theorem 1.2 it is enough (by Remark 2.2) to prove that for any real numbers p, q > 0,
p 6= q, the special flows ((Rα)pft ) and ((Rα)qft ) are disjoint (see the beginning of Section 7.1).
In order to show this, we will exploit the disjointness criterium for special flows given by
Proposition 5.1 proved in Section 5.
Let us recall that Proposition 5.1 involves the definition of sets Ek (to which the initial
condition x belongs), with the corresponding automorphisms Ak (so that x′ := Ak(x)) and
a set Z (to which the points y, y′ belong). In Section 7.1, we first define the sets Ek so that
points x ∈ Ek do not come too close to the singularity at all (large) scales (this is made
precise by (7.1)). More importantly, for x ∈ Ek, we want the qnk orbit (here qnk are the
denominators of α at the special times (nk) given by (D2) in the Diophantine condition, see
Definition 6.1) to come close to the singularity but in a controlled way (see (7.2)), where
the closeness is given by a crucial parameter 1 cp,q > 0. We set x′ = Ak(x) = x+ 1qnk+1 .
Remark that, because of the definition of (nk), the orbit of x of length kqn, k 6
cp,qqnk+1
qnk
,
is almost a copy of the orbit of length qnk (we have resonance) and this crucially happens
iterating both forward and backward.
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The set Z is such that the points y, y′ satisfy a Ratner-type form of shearing either
going forward or backward in time (see (7.4)). This is essentially the set on which the
switchable Ratner property (see Section 2.5) holds for the Arnold flow and the definition is
indeed the same as the set Z is in [10] or [21]. If y, y′ display this good form of Ratner-like
shearing going forward, we then show that the Forward assumptions (F1)− (F4) in F. of
Proposition 5.1 hold, while if the Ratner-like form of shearing happens backward, we show
that the Backward assumptions (B1) − (B4) in B. of Proposition 5.1 hold. Notice that
here it is crucial that the definition of Ek is such that x, x′ have controlled shearing both
going forward and backward, since the choice of whether to verify the set of assumptions
F. or B. depends on the pair y, y′ only.
Let us outline the proof if y, y′ are forward ’good’. The properties (F1), (F3) and (F4)
of F. of Proposition 5.1 all depend on a slow and controlled form of shearing between
orbits and follow by the fact that x, x′, y, y′ approach the singularity in a controlled way
(they do not come too close) and we may use Denjoy-Koksma type estimates (see Section
6.2). This is the content of Lemma 7.2, which is then proved in Section 7.3. The main
difficulty is to prove property (F2) of Proposition 5.1, which gives the splitting á la Ratner
of nearby trajectories. This is the content of Proposition 7.3 (in the forward case, the
backward being analogous). Here the proof splits into two cases, according to what is the
relative order of magnitude of the distances between the points x, x′ (given by (7.7)) and
between the points y, y′ (see (7.6))
If Case 1. (called asynchronous splitting case) holds, these orders of magnitude are
different. In this case the proof becomes simpler. We know in this case that x, x′ and
y, y′ both display a Ratner-like shearing property going forward, but since their distances
are not comparable, one pair will start splitting and the other one will still stay close
together (depending on which distance is larger), this is why we say that the shearing is
asynchronous. Hence property (F2) of Proposition 5.1 in this case reduces essentially to
the Ratner property (forward) for one of the two flows (i.e. either |f (n)(x)−f (n)(x′)| 6  or
|f (ζn)(y)− f (ζn)(y′)| 6  and the realignement with a shift rp,q is caused only by splitting
for the other term).
Case 2. (dabbed second order splitting) corresponds to the delicate case when the
distances between x, x′ and y, y′ are such that the shearing phenomena in the two flows,
in the main order, are comparable and hence there is a cancellation of the main order of
shearing. This is the most difficult (and technical) part of the proof. It is here that one has
to understand the behaviour of the second order terms and use fine estimates on Birkhoff
sums growth for further derivatives. The arguments in this case consist of two parts. The
first part consists in showing that if the Birkhoff sums split by some p ∈ P then they stay
-close for a κ proportion of time (see (7.12)) and the second is that they will split at some
point (see (7.13)). This part is split into two further subcases 2(a) and 2(b). We give a
local outline of the arguments used in this part in Section 7.4.
Let us finish the outline by giving the scale of the constants that appear: we will show
that the shifts space is P = {−rp,q, rp,q} and the constant cp,q involved in the definition
of the sets (Ek) is such that 1  cp,q  rp,q > 0, which should be understood that cp,q
is smaller than any algebraic expression involving constants, p and q and similarly rp,q
is smaller than any algebraic expression involving cp,q (it is here that the combinatorial
Lemma 6.10 is used).
7.1. Set up and beginning of the proof. Let us first remark that, for any given R 3
p, q > 0, p 6= q, in order to show that ((Rα)fp−1t) ⊥ ((Rα)fq−1t), it is enough to prove that
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((Rα)
pf
t ) ⊥ ((Rα)qft ). This follows from Remark 2.2, since for a fixed 0 6= r ∈ R, the flow
((Rα)
f
r−1t) acting on (T
f , λf ) is isomorphic to ((Rα)
rf
t ) acting on (Trf , λrf ).
To show this, we will use Proposition 5.1 for f, g replaced with pf and qf , respectively.
As no confusion arises, to simplify notation we will drop all ’ in Proposition 5.1 (so we will
have Xk, Ak, , N , etc.). From now on p, q ∈ R are fixed. We will assume that 0 < p < q
and hence ζ < 1.
To apply Proposition 5.1, we first of all need to define the sets (Ek), the automorphisms
(Ak) and the set Z which appear in it. This is the goal of this subsection. In the proof,
the sets will not depend on  (i.e. they are defined globally).
Definition of the sets sequences (Ek), (Xk) and (Ak). Let us first define the sets Ek
so that each x ∈ Ek does not come too close to the singularity at all (large) scales (this
will be given by (7.1)), but the qnk orbit does come close to the singularity in a controlled
way (this will be given by (7.2)). Given s ∈ N, we let us first define
(7.1) E′(s) :=
x ∈ T : x /∈
qs⋃
i=−qs
Riα
[
− 1
qs log
2 qs
,
1
qs log
2 qs
]
and let Es0 =
⋂
s>s0 E
′(s). Notice that since (qs) grows exponentially, λ(Es0) → 1 as
s0 → +∞.
Let (qnk) be the sequence from (D2). We now specify the important constant cp,q > 0.
We want cp,q > 0 to be a small number, smaller than any expression involving 1, p, q which
will appear in the course of the proof (below). In particular, we require (see Lemma 6.7
for C ′(f) and Lemma 6.10 for c(·, ·, ·, ·, ·))
cp,q <
1
100
c(p, q, A−, A+,min((C ′(f) + 1)|p|+ |q|+ 1, (C ′(f) + 1)(p2 + q2) + 1)).
Define
(7.2) Ek :=
qnk−1⋃
i=0
Riα
[
2cp,q
qnk
,
3cp,q
qnk
] ∩ Es0 ,
where s0 is such that for every k ∈ N, λ(Ek) > cp,q/2 > 0.
We now define the sequences (Ak) and (Xk). Let δk := 1qnk+1
, Xk := T and Ak(x) =
x+ δk. Notice that Ak → Id uniformly and obviously λ(Xk)→ λ(T). When k is fixed, in
view of the definitions of Ek and Ak, by taking x ∈ Ek and letting x′ = Akx, we obtain:
(7.3)
 [cp,qqnk+1]⋃
i=−[cp,qqnk+1]
Riα[x, x
′]
 ∩ [− cp,q
2qnk
,
cp,q
2qnk
]
= ∅.
Definition of P and Z. We first define the set P := {−rp,q, rp,q}, where rp,q > 0 is
chosen as follows. Let p¯ = min(p, p−1, q, q−1, ζ, ζ−1) and
rp,q :=
(
cp,qp¯
100
)200
.
Fix  > 0 much smaller than rp,q, N ∈ N and let κ := 10. We now define the set
Z = Z(,N) (in fact, Z will depend only on ). Set
(7.4) Ws :=
y ∈ T : y /∈
qs⋃
i=−qs
Riα
[
− 1
qs log
7/8 qs
,
1
qs log
7/8 qs
]
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and let Z :=
(⋂
s>s0,s/∈KαWs
)
∩ Es0 , where s0 = s0() is such that λ(Z) > 1−  (s0 does
exist since λ(Ws) > 1− 2log7/8 qs and (D1) holds for α, cf. (7.1)). Let δ = δ(,N) :=
1
qs′ log qs′
,
where s′ := [κ−20 max{N, s20}]. We will moreover assume that
(7.5)
1
log1/2 δ
< κ2.
Assume d(Ak, Id) < δ. We now take any Ek 3 x, set x′ := Akx, and let y, y′ ∈ Z,
‖y − y′‖ < δ and we have to show that either of A. or B. in Proposition 5.1 holds for
x, x′, y, y′. Let v ∈ N be unique such that
(7.6)
1
qv+1 log qv+1
< ‖y − y′‖ 6 1
qv log qv
. (y-variation scale)
By the definition of Ak and (D2), we have
(7.7) ‖x− x′‖ = 1
qnk+1
∈
[
1
qnk+1 log qnk+1
,
1
qnk log qnk
]
. (x-variation scale)
Let, moreover
(7.8) T = T (x, x′, y, y′) := ζcp,q min(‖x− x′‖−1, ‖y − y′‖−1, qv+1). (choice of T )
7.2. Forward or backward shearing and concluding arguments. We now explain
the mechanism which allows one to choose whether to verify the Forward assumptions F. or
the Backward assumptions F. of Proposition 5.1. We state some lemmas which correspond
to the verification of these assumptions and then give the concluding arguments of the proof
of Theorem 1.2.
In the two following subsections all parameters (i.e. , κ, Z, δ) are as defined above.
7.2.1. Forward or backward continuity. The first ingredient needed for the proof of The-
orem 1.2 is the following lemma, which was proved as Lemma 4.7 in [10] and allows to
show that certain orbits of nearby points, either in the past, or in the future, do not get
too close to the singularity at the origin. This lemma plays a crucial role in [10] to prove
the switchable Ratner (SR) property and determines whether the shearing needed in the
SR-property can be seen moving forward (or in the future), or backward (or in the past).
Lemma 7.1 (Forward or backward continuity). Fix s ∈ N and let y, y′ ∈ T. If at least
one of the following holds:
(a) s ∈ Kα,
(b) s /∈ Kα and
(7.9) [y, y′] ∩
qs⋃
i=−qs
Riα
[
− 1
qs log
7/8 qs
,
1
qs log
7/8 qs
]
= ∅,
then one of the following holds:
(7.10) [y, y′] ∩
[
qs+1
4
]⋃
i=0
R−iα
[
− 1
qs log
7/8 qs
,
1
qs log
7/8 qs
]
= ∅.
or
(7.11) [y, y′] ∩
[
qs+1
4
]⋃
i=0
Riα[−
1
qs log
7/8 qs
,
1
qs log
7/8 qs
] = ∅.
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7.2.2. Forward control. In this subsection we will assume that x, x′ are as in (7.7) and
satisfy (7.3), and y, y′ are as in (7.6) and satisfy (7.10) (with s = v) and T is as in (7.8).
Remark 7.1. Notice that if v ∈ Kα then either (7.10) or (7.11) holds. We assume here
that (7.10) holds, (7.11) will be treated in the next subsection. If v /∈ Kα then the same is
true provided that we show the validity of (7.9). It holds indeed as y, y′ ∈ Z, cf. (7.4).
We have the following two lemmas.
Lemma 7.2. The following is true:
(H1) If t is such that n(x, s, t) ∈ [ T
log2 T
, T ] ∩ Z, then property (F1) of Proposition 5.1
holds (for each r ∈ R; we deal here with Sg replaced with (Rα)qf , and n(x, s, t) is
considered for (Rα)pf with s ∈ R arbitrary, (x, s) ∈ Tpf ).
(H2) If w ∈ [0, T ] ∩ Z, then (F3) of Proposition 5.1 holds (here and in (H3), f , g are
replaced with pf , qf , respectively).
(H3) If w, u ∈ [0, T ] ∩ Z, |w − u| < T 2/3, then (F4) of Proposition 5.1 holds.
Let aw :=
(
(pf)(w)(x)− (pf)(w)(x′))− ((qf)([ζw])(y)− (qf)([ζw])(y′)).
Lemma 7.3. There exists an interval [R,S] ⊂
[
T
log2 T
, T
]
such that for all w ∈ [R,S] ∩ Z
such that [w,w + κw] ⊂ [R,S] and all s ∈ [w,w + κw] ∩ Z, we have
(7.12) |aw − as| < 3/2
and, moreover, there exists w0 ∈ [R, (1− )S] ∩ Z such that
(7.13) |aR| < rp,q
2
, |aw0 | > rp,q.
We will give proofs of Lemma 7.2 and Lemma 7.3 in Sections 7.3 and 7.4.
7.2.3. Backward control. In this subsection we keep unchanged our assumptions on x, x′
and y, y′ and T . We assume that y, y′ satisfy (7.11), cf. Remark 7.1. We have the following
two lemmas.
Lemma 7.4. The following is true:
(H1) If t is such that n(x, s,−t) ∈ [ T
log2 T
, T ] ∩ Z, then (B1) of Proposition 5.1 holds.
(H2) If w ∈ [0, T ] ∩ Z, then (B3) of Proposition 5.1 holds.
(H3) If w, u ∈ [0, T ] ∩ Z, |w − u| < T 2/3, then (B4) of Proposition 5.1 holds.
Let aw :=
(
(pf)(w)(x)− (pf)(w)(x′))− ((qf)([ζw])(y)− (qf)([ζw])(y′)).
Lemma 7.5. There exists an interval [R,S] ⊂
[
T
log2 T
, T
]
such that for all w ∈ [R,S] ∩ Z
such that [w,w + κw] ⊂ [R,S] and all s ∈ [w,w + κw] ∩ Z, we have
(7.14) |a−w − a−s| < 3/2
and, moreover, there exists w0 ∈ [R, (1− )S] such that
(7.15) |a−R| < rp,q
2
, |a−w0 | > rp,q.
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7.2.4. Concluding arguments. We now show that, using the previous lemmas, we can con-
clude the proof of Theorem 1.2. The next section will be then devoted only to the proof
of the lemmas.
Proof of Theorem 1.2. As we have already remarked at the beginning of Section 7.1, it is
sufficient to verify the assumptions of Proposition 5.1, for (Ek), (Ak) and Z defined as in
that section.
If (7.10) holds, we show that A. in Proposition 5.1 is true using Lemma 7.2 and
Lemma 7.3. If (7.11) holds, we show that B. is true using Lemma 7.4 and Lemma 7.5.
Since the proofs follow the same lines, we will assume that (7.10) is satisfied and show that
A. holds.
We will show that A. in Proposition 5.1 holds. Notice that by (7.12), we have |aw+1 −
aw| 6 3/2 for w ∈ [R,S]. This and (7.13) imply that there exists w′ ∈ [R, (1 − )S]
such that |aw′ ± rp,q| < 23/2. Define M := w′ and L := κw′. Then by (7.12), for
s ∈ [M,M + κM ] ∩ Z, we get
|as ± rp,q| 6 |as − aw′ |+ |aw′ ± rp,q| 6 3/2 + 23/2 < .
This implies that property (F2) of Proposition 5.1 holds on [M,M +L]∩Z (we recall that
P = {rp,q,−rp,q}). Moreover, [M,M + L] ⊂ [R,S] ⊂ [ Tlog2 T , T ], whence (H1), (H2) and
(H3) (in Lemma 7.2) apply in particular on [M,M + L]. Therefore, property (F1), (F3)
and (F4) of Proposition 5.1 hold. This finishes the proof of A. 
7.3. Slow shearing properties: proof of Lemma 7.2. In this section we give the
proof of Lemma 7.2, in which the properties of the disjointness criterium which depends
on slow and controlled shearing are verified for the forward case F. The proof of the
parallel Lemma 7.4 for the backward case is analogous. In the next subsection we will
prove Lemma 7.3 which verifies the crucial property (F3) (which gives the splitting of
orbits) for the forward case F.
Proof of Lemma 7.2. We first show that (H2) holds. Notice that by (7.3), the x-variation
scale (7.7) (indeed, ‖x − x′‖−1 = qnk+1, whence T < ζcp,qqnk+1), (7.10), the y-variation
scale (7.6) and the choice of T in (7.8), we have
(7.16) 0 /∈ [x+ wα, x′ + wα], 0 /∈ [y + wα, y′ + wα], for every w ∈ [0, T ] ∩ Z.
Therefore, for every w ∈ [0, T ] ∩ Z, some θw ∈ [x, x′], by (7.3), the x-variation scale (7.7)
and (D2) together with (7.5), we have
|pf(Rwαx)− pf(Rwαx′)| = p|f ′(Rwαθw)|‖x− x′‖ 6
A˜pqnk
cp,q
1
qnk+1
6 1
log1/2 qnk
< κ2,
where A˜ is a constant depending on A−, A+ and g. Similarly, for some θ′w ∈ [y, y′], by (7.10)
and the y-variation scale (7.6), we have
|qf(Rwαy)− qf(Rwαy′)| = q|f ′(Rwαθ′w)|‖y − y′‖ 6 A˜qqv log7/8 qv
1
qv log qv
6
1
log1/9 qv
<
1
log1/9 qs′
6 1
s′1/10
< κ2.
Therefore (F3) of Proposition 5.1 holds. By the cocycle identity (applied to qf (u)(y) −
qf (w)(y) and then y′) and (7.16), we have that (H3) follows by showing that
|qf ′(w−u)(θu)|‖y − y′‖ 6 ,
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for |w − u| ∈ [0, T 2/3] ∩ Z, u 6 T and some θu ∈ [y + uα, y′ + uα]. By (7.10) (since
u 6 T 6 cp,qqv+1, cf. the choice of T in (7.8)), it follows that θu /∈ Σv(1/4) (see (6.11)).
Therefore, by (6.13) for n = v, since T 2/3 6 q2/3v+1 6 4qv (cf. the assumption (D3) on the
rotation number) and by the y-variation scale (7.6), we get
|qf ′(w−u)(θu)|‖y − y′‖ 6 q2qv log qv · 1
qv log qv
= q2 < .
This finishes the proof of (H3). It remains to show (H1). We will show the first part of
property (F1) of Proposition 5.1 (i.e. the inequality involving n(x, s, t)), the proof of the
second one following the same lines. By definition
(7.17) − pf(x) < −s 6 t− pf (n(x,s,t))(x) 6 pf(Rn(x,s,t)α x).
Let ` ∈ N be unique such that q` 6 T < q`+1. We have
q`+1 > T > ζcp,q min(qv log qv, qnk , qv+1) > ζcp,q min(qv, qnk) > min(qv−b˜, qnk−b˜),
where b˜ is a constant (in fact, b˜ = 2 log(ζcp,q)), so `+ 1 > min(v− b˜, nk− b˜). Furthermore,
1
qs′
>
1
qs′ log qs′
= δ > ‖x− x′‖ = 1
qnk+1
,
1
qs′ log qs′
= δ > ‖y − y′‖ = 1
qv log qv
,
whence s′ < v and s′ < nk + 1. It follows that ` + 1 > s′ − 1 − b˜ > s′/2 > s20 and finally
` > s0.
Since x ∈ Ek ⊂ Es0 ⊂ E′(`+1) (see (7.1) and (7.2)) and n(x, s, t) 6 T < q`+1, it follows
that min(‖x‖, ‖Rn(x,s,t)α x‖) > 1q`+1 log2 q`+1 . Therefore, by the definition of f , we have
max(pf(x), pf(Rn(x,s,t)α ) < A˜1 log q`+1 < T
1/10
cf. (D3) (of Definition 6.1). Coming back to (7.17), we have shown that
|t− pf (n(x,s,t)(x)| < T 1/10.
Moreover, in view of (7.17), t > pf (n(x,s,t))(x)− T 1/10 > pn(x, s, t) infT f − T 1/10 > Tlog3 T ,
the latter inequality follows from the lower bound on n(x, s, t).
Since
|t− n(x, s, t)
∫
pf dλ| 6 |pf (n(x,s,t))(x)− n(x, s, t)
∫
pf dλ|+ |t− pf (n(x,s,t))(x)|
and the second summand is bounded by T 1/10, it is enough to show that the first summand
is bounded by T 1/4 as T 1/4 + T 1/10 < t1/3 (by the lower bound on t we have just shown).
Therefore, we need to show that
|pf (n(x,s,t))(x)− n(x, s, t)
∫
T
pf dλ| < T 1/4.
This, in turn, will follow if we show that (since
∫
T fdλ = 1)
|f (n)(x)− n| < T 1/5,
for n ∈ [ T
log2 T
, T ] ∩ Z. Notice that since x ∈ Es0 ⊂ E′(` + 1), for j < T < q`+1, (by (D3)
of Definition 6.1), we have
‖x+ jα‖ > 1
q`+1 log
2 q`+1
> 1
q` log
2 q` · (2 log2 q`)
> 1
2T log4 T
.
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It follows that the assumptions of Lemma 6.3 are satisfied. Hence (H1) holds and the proof
of Lemma 7.2 is finished. 
7.4. Splitting of orbits: proof of Lemma 7.3. In this section we give the proof of
Lemma 7.3, which gives the splitting of nearby trajectories and is the most delicate and
technical part of the proof of Theorem 1.2. We give at the beginning an outline of the
proof, to help the reader to go trough the (sometimes complicated technically) parts of the
proof.
Let us first recall that
apw := pf
(w)(x)− pf (w)(x′), aqw := qf ([ζw])(y)− qf ([ζw])(y′)
and remark that, by mean value (which can be applied thanks to (7.16)), for every w ∈
[0, T ] ∩ Z there exist θw,x,x′ ∈ [x, x′], θw,y,y′ ∈ [y, y′] such that
apw = pf
′(w)(θw,x,x′)(x− x′), and aqw := qf ′([ζw])(θw,y,y′)(y − y′).
The distances ‖x−x′‖ and ‖y−y′‖ play hence a fundamental role in comparing apw and aqw.
Recall that the denominators qnk and qv which encode the magnitude of these distances
are defined by the y-variation scale (7.6) and x-variation scale (7.7).
Outline of the proof. Let nk and v be the indices of the denominators which en-
code the distances between x, x′ and y, y′, respectively (defined by (7.6) and x-variation
scale (7.7)). As already anticipated in the general outline given at the beginning of Sec-
tion 7 that the proof of the splitting of nearby orbits has two separate cases, namely Case
1. (asynchronous splitting case) when v = nk and Case 2. (second order splitting) when
v 6= nk.
The asynchronous splitting case is treated first and is not so difficult, since the property
(F2) of Proposition 5.1 can (in this case) be deduced by the Ratner property (forward) for
one of the two flows.
The arguments in Case 2. consist of two parts. The first part consists in showing that
if the Birkhoff sums split by some p ∈ P then they stay -close for a κ proportion of time
(see (7.12)) and the second is that they will split at some point (see (7.13)). This part is
split into two further subcases 2(a) and 2(b).
For this we split the cocycle inequality in property (F2) of Proposition 5.1 according to
(7.27) and show (7.12) separately for a1,w and a2,w (considering two subcases 2(a) and
2(b)). For a1,w (see (7.31) and (7.33)) we use (6.15) and for a2,w (see (7.30), (7.32)) we
use (6.14) (we have very precise estimates for the growth of the first derivative). The last
part is to show (7.13) (which is also the most technical one).
In 2(a, we use the fact that a2,w dominates a1,w and so aw is large for some w since by
the assumptions of I, a2,w is large.
Now, in case 2(b), we study aw for w = mqn (along these times we have the best control).
We argue by contradiction that amqn is always small. Then a(m+l)qn −amqn −alqn also has
to be small. We show (see (7.38) and (7.39)) that for a2,· the above expression is small and
hence we deal only with a1,· (see (7.40)). By the cocycle identity (and estimating the third
derivative), we derive (7.43) and by an analogous reasoning (using (7.43)), we get (7.44).
Now, by the choice of cp,q, it follows that the main contribution to the Birkhoff sums of the
second and third derivatives is given by the closest visit. Roughly, if Aqn denotes the closest
visit of x and Bqn the closest visit of y, by (7.43) and (7.44), we get that |pA−2 − qB−2|
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and |p2A3 ± q2B−3| both have to be small. This however cannot hold simultaneously (see
Lemma 6.10). Therefore for some m, aqmqn is large and (7.13) holds. This concludes the
outline of the proof.
In the rest of the section we now present the proof by discussing separately the two cases
outlined above.
Case 1: Asynchronous shearing. We assume in this case that nk 6= v. Let T˜ := Tlog T .
We will find [R,S] which is contained in [ T
log2 T
, T˜ ]. By (7.10) and since θw,y,y′ ∈ [y, y′], it
follows that for every w ∈ [0, T ] ∩ Z (see (6.11)), we have
(7.18) θw,y,y′ /∈ Σv(1/4).
Similarly, by (7.3) and since θw,x,x′ ∈ [x, x′], it follows that for every w ∈ [0, T ] ∩ Z, we
have
(7.19) θw,x,x′ /∈ Σnk(cp,q).
Assume first that nk < v. In this case, by the choice of T in (7.8) and the y-variation
scale (7.6), T = cp,qζqnk+1 6 cp,qqv. Therefore T˜ 6 qvlog qv < qv (the function u/ log u is
increasing on the interval (e,∞)) and by (6.13) together with (7.18), for n = v, M = 14
and x = θw,y,y′ , and then by the y-variation scale (7.6), we get for w ∈ [0, T˜ ] ∩ Z
(7.20) |aqw| = |qf ′([ζw])(θw,y,y′)(y − y′)| 6 q2qv log qv‖y − y′‖ 6 5/3.
By (6.12) in Lemma 6.4 for n = nk, M = cp,q and x = θw,x,x′ , we get for w ∈ [qnk , T˜ ] ∩ Z
(7.21) p((A− −A+)− 2)w(logw)‖x− x′‖ 6 |apw| 6 p((A− −A+) + 2)w(logw)‖x− x′‖.
Now, set
R := qnk and S := T˜ .
Take w, s ∈ [R,S] with s ∈ [w,w + κw]. We have
|aw − as| = |(apw − aqw)− (aps − aqs)| 6 |apw − aps|+ |aqw|+ |aqs| 6 |apw − aps|+ 25/3
by (7.20). Now, by (7.21),
(7.22) |apw − p(A− −A+)w(logw)‖x− x′‖| < p2w(logw)‖x− x′‖
(and the same holds for s; if apw is negative we have to modify signs). Moreover, w < T˜ =
T/ log T , whence
w logw <
T
log T
log
(
T
log T
)
< 2T = 2ζcp,qqnk+1.
It follows that
(7.23) p2w(logw)‖x− x′‖ = 2pζcp,q2 < 5/3
(remembering that ‖x− x′‖ = 1qnk+1 ). Thus
|apw − aps| = p(A− −A+)‖x− x′‖|w logw − s log s|+ O(5/3).
But s ∈ [w,w + κw], so
|w logw − s log s| 6 |w logw − (w + κw) log(w + κw)| = O(κw logw)
and therefore (see (7.23))
|apw − aps| = O(p(A− −A+)‖x− x′‖κw logw) + O(5/3) = O(κ) + O(5/3) < 3/2
which completes the proof of (7.12).
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Moreover, by (7.22)
|apqnk − p(A− −A+)qnk(log qnk)‖x− x
′‖| < p2qnk(log qnk)‖x− x′‖.
But by (D3) (of Definition 6.1), qnk(log qnk)/qnk+1 6 1/ log log qnk , so |aR| < rp,q/2.
Finally, setting w0 = [(1− )T˜ ], by (7.22) and (7.23), we obtain
|apw0 − p(A− −A+)w0(logw0)‖x− x′‖ < 5/3.
But
w0 logw0  ((1− )T˜ log((1− )T˜ )) 
(1− ) T
log T
log
(
(1− ) T
log T
)
 (1− )T  qnk+1.
Now, by (7.20) and (7.21) for a constant D > 0, it follows that
|aw0 | > |apw0 | − 5/3 > Dcp,q − 5/3 > rp,q,
so (7.13) holds and the proof is finished.
Now if nk > v the proof is symmetric. One restricts the interval to [ Tlog2 T , T˜ ] :=
[ T
log2 T
,
qnk
log qnk
] then shows that (7.20) holds for afw and (7.21) holds for agw. This finishes
the proof in case nk 6= v.
Case 2: Second order splitting. nk = v. Let Cx,y := min(Bv,x, Bv,y), cf. (6.4). Notice
that by (7.3) for x and (7.10) for y, we have
(7.24) Bv,x > cp,q/2 and Bv,y > log−7/8 qv.
We will find numbers R,S satisfying additionally [R,S] ⊂ [ Tlog T , Cx,yT10 ] (notice that by
(7.24) and by the choice of T in (7.8), Cx,yT10 > 2
T
log T ). By (7.16), for every w ∈ [0, T ]∩Z
there exist θw,x,x′ ∈ [x, x′], θw,y,y′ ∈ [y, y′] such that
apw = pf
′(w)(x)(x− x′) + p
2
f ′′(w)(θw,x,x′)(x− x′)2
and
aqw = f
′([ζw])(y)(y − y′) + q
2
f ′′([ζw])(θw,y,y′)(y − y′)2.
Notice that since θw,x,x′ ∈ [x, x′], by (7.3) and (7.7), we have Bv,θw,x,x′ >
cp,q
2 for every
w ∈ [0, Cx,yT10 ] ∩ Z. So, by (6.39) in Lemma 6.9, for every w ∈ [0, Cx,yT10 ] ∩ Z (recall the
choice of T in (7.8))
(7.25) |f ′′(w)(θw,x,x′)|(x− x′)2 6 DCx,yTqv 4
c2p,q
1
q2v+1
6 10
(here, we use the fact that v = nk satisfies (D2)). Similarly, since θw,y,y′ ∈ [y, y′], by (7.10)
and the y-variation scale (7.6), we have Bv,θw,y,y′ >
1
log7/8 qv
for every w ∈ [0, Cx,yT10 ]∩Z. So
by (6.39) in Lemma 6.9, for every w ∈ [0, Cx,yT10 ]∩Z, since Cx,y 6 Bv,y and Bv,y > log−7/8 qv,
we have (recall the choice of T in (7.8))
(7.26) f ′′([ζw])(θw,y,y′)(y − y′)2 6
ζ4DCx,yTqvB
−2
v,y
Tqv log qv
= O
(
log7/8 qv
log qv
)
6 10.
Since aw = a
p
w + a
q
w, by (7.25), (7.26), it is enough to study the expression a¯w =
pf ′(w)(x)(x− x′)− qf ′([ζw])(y)(y − y′) for w ∈ [0, Cx,yT10 ]. We rewrite it in the form
a¯w = a1,w + a2,w, where a1,w :=
(
pf ′(w)(x)− qf ′([ζw])(y)
)
(y − y′),(7.27)
a2,w := pf
′(w)(x)
(
(x− x′)− (y − y′)) .
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We consider now two subcases (Case 2(a) and Case 2(b)):
Case 2(a). In this subcase, we assume that there exists w0 ∈ [ Tlog T , Cx,yT30 ] ∩ Z such that
|a2,w0 | > 10.
Notice that by the choice of T in (7.8), Tlog T > cp,qζqv. Therefore and since x /∈ Σv(cp,q/2)
(cf. (7.3)) by (6.12), (7.7) and the y-variation scale (7.6), we have
|a2,[ T
log T
]| 6 2p|A− −A+|T
2cp,q
T
6 5.
Moreover, for every w ∈ [ Tlog T , Cx,yT10 ] ∩ Z by (7.3), (7.7) and the y-variation scale (7.6),
we have
|a2,w+1 − a2,w| = p|f ′(x+ wα)|
∣∣(x− x′)− (y − y′)∣∣ 6 4|A− −A+|pc−1p,qqv 2qv log qv < 3
and therefore there exists w′ ∈ [ Tlog T , Cx,yT30 ] ∩ Z such that
(7.28) |a2,w′ ± 10| < 2.
In particular, using additionally (6.12), we have
(7.29) w′ logw′‖(x− x′)− (y − y′)‖ = O(1).
Define R = w′, S := (1 + )w′. Then for every w ∈ [R,S] such that [w,w + κw] ⊂ [R,S]
and every s ∈ [w,w + κw], by (6.12) and (7.29), we have
(7.30) |a2,w − a2,s| 6(
p|A− −A+|(s log s− w logw) + O(2w logw + 2s log s)
) ‖(x− x′)− (y − y′)‖ =
O(κw′ logw′)‖(x− x′)− (y − y′)‖+ O(2) = O(2).
Moreover, by (6.15) (for x and y), we have (recall that ζ = p/q)
(7.31) |a1,w − a1,s| = ‖y − y′‖
∣∣∣(pf ′(w)(x)− pf ′(s)(x))− (qf ′([ζw])(y)− qf ′([ζs])(y))∣∣∣
= O
(
2T
T
)
= O(2).
By the two above, for every w ∈ [R,S], s ∈ [w,w + 3w], we have
|aw − as| 6 3/2.
which gives (7.12). Moreover, by (6.14) (recalling that ζ = pq ) and by the choice of T in
(7.8), we have for w′
|aw′ | > |a2,w′ | − |a1,w′ | > 10− 2 − ‖y − y′‖T > 8 > rp,q,
and so (7.13) holds. This finishes the proof in case 1(a).
Case 2(b). In this case, we assume that, contrary toCase 2(a), for every w ∈ [ Tlog T , Cx,yT30 ]∩
Z, we have
|a2,w| 6 10.
This, by (6.12) (since x /∈ Σl by (7.3)), means that for every w, s ∈ [ Tlog T , Cx,yT30 ] ∩ Z,
s ∈ [w,w + 3w], we have (similarly to 1(a))
(7.32) |a2,w − a2,s| 6 5/3.
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Moreover, for w, s ∈ [ Tlog T , Cx,yT30 ], s ∈ [w,w+ 3w], by (6.15) and the definition of a1,w, we
have (similarly to 1(a).)
(7.33) |a1,w − a1,s| 6 5/3.
So, by (7.32) and (7.33), it follows that (7.12) holds for every interval [R,S] ⊂ [ Tlog T , Cx,yT30 ]∩
Z. Therefore to finish the proof it is enough to show that there exists w0 ∈ [ Tlog T , Cx,yT40 ]
such that (7.13) holds.
By assumption, 10 > |a2,w| = |pf ′(w)(x)| |(x− x′)− (y − y′)|. Moreover, by the choice
of T in (7.8), T > cp,qζqv log qv. Therefore, by (6.12) (notice that x /∈ Σl by (7.3)) for
w = [
Cx,yT
40 ], we get (using (7.24) and (D3).)
(7.34) 10 > p
100
∣∣(x− x′)− (y − y′)∣∣Cx,yT log T >
pcp,qζ
200
qv log
2 qv
∣∣(x− x′)− (y − y′)∣∣ > qv+1 log(log qv) ∣∣(x− x′)− (y − y′)∣∣ .
This, by the x-scale (7.7) and the y-scale (7.6), means that
(7.35)
1
2qv+1
< ‖y − y′‖ < 2
qv+1
.
So, by the choice of T in (7.8), we get
(7.36)
ζcp,qqv+1
2
< T < 2ζcp,qqv+1.
We will show that (7.13) holds for w0 = qmqv for some m ∈ Jv,T := [ Tqqv log T ,
Cx,yT
40qqv
] ∩ Z.
This follows by showing that for some m, l ∈ Jv,T such that m+ l ∈ Jv,T , we have
(7.37) |aq(m+l)qv − aqmqv − aqlqv | > 3rp,q.
Notice that, by definition of a2,w, we have for some θ′ ∈ [x, x + qmqvα] (by the cocycle
identity)
(7.38) |a2,q(m+l)qv − a2,qmqv − a2,qlqv | = |pf ′′(qlqv)(θ′)qm‖qvα‖
(
(x− x′)− (y − y′)) |
Notice that m ∈ Jv,T , so, by (7.36), it follows that qm‖qvα‖ 6 4c
2
p,q
2 and therefore since
θ′ ∈ [x, x + qmqvα] and (7.3) holds, we have Bu,θ′ > cp,q2 . Therefore, by Lemma 6.8 and
(7.34), we obtain
(7.39) p|f ′′(qlqv)(θ′)|qm‖qvα‖|
(
(x− x′)− (y − y′)) | 6 80pq2mlC(f)c−2p,qq2v
q2v+1 log(log qv)
6 ,
where the last inequality holds since m, l ∈ Jv,T so in particular (by (7.36)) m, l 6 qv+140qqv .
Hence (7.37) follows by showing
(7.40) |a1,q(m+l)qv − a1,qmqv − a1,qlqv | > 4rp,q.
We argue by contradiction assuming that for every m, l ∈ Jv,T such that m + l ∈ Jv,T ,
(7.40) does not hold.
We will often use the following condition: If θ ∈ [x, x + qmqvα], θ′ ∈ [y, y + ζpmqvα]
and m ∈ Jv,T , then
(7.41) 2B(v, x) > Bv,θ >
Bv,x
2
and 2B(v, y) > Bv,θ′ >
Bv,y
2
.
We will first show that
(7.42) C(f, p, q)cp,q 6 C(f, p, q)Bv,x < Bv,y < C(f, p, q)−1Bv,x.
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for some constant C(f, p, q) > 0, with C(f, p, q)9 > rp,q. Notice that by (7.24), the
right inequality is immediate (Bv,y 6 1 and Bv,x > cp,q). If Bv,y > c(f) (see Lemma
6.8) then (7.42) follows (since B(v, x) < 1). Hence, we will assume that B(v, y) 6 c(f)
so that we can use Lemma 6.8 for y and v. Notice that we can use Lemma 6.8 for x
since Bv,x 6 cp,q 6 c(f) (see (7.2)) Notice also that by the cocycle identity, for some
θm,l ∈ [x, x+ qmqvα],
pf ′(q(m+l)qv)(x)− pf ′(qmqv)(x)− pf ′(qlqv)(x) = pf ′′qlqv(θm,l)qm‖qvα‖.
and for some θ′m,l ∈ [y, y + ζqmqvα], we get (using that ζ = p/q)
qf ′(q(m+l)qv)(x)− qf ′(qmqv)(x)− qf ′(qlqv)(x) = qf ′′qlqv(θ′m,l)pm‖qvα‖.
Hence, by the definition of a1,w (recall that, for sake of contradiction, we assume that (7.40)
does not hold), it follows that
4rp,q > ‖y − y′‖
∣∣∣pf ′′(qlqv)(θm,l)qm‖qvα‖ − qf ′′(plqv)(θ′m,l)pm‖qvα‖∣∣∣ .
This, for m = l = [Cx,yT80qqv ] (then m, l,m + l ∈ Jv,T ), imply by (7.35), (7.41) (for θm,l and
θ′m,l), (6.35) and (7.36) that
16rp,q
pq
q2v+1 > m|f ′′(qlqv)(θm,l)− f ′′(plqv)(θ′m,l)| > mlq2v(C(f)pB−2v,y − c(f)qB−2v,x) >
q2v+1
ζ2c2p,q
106q
C2x,y(C(f)pB
−2
v,y − c(f)qB−2v,x).
This, by the definition of Cx,y, finishes the proof of (7.42) since if it does not hold then
Cx,y = Bv,y and then the inequality above shows that
C(f)p 6 3c(f)qc−3p,qB2v,y +
108qrp,q
ζ2c2p,q
,
which is not true since rp,q > 0 is taken sufficiently small. Hence (see (7.24)), Cx,y >
cp,q min(1, C(f, p, q)) and so the right endpoint of Jv,T is a fixed (depending on p, q only)
proportion of qv+1 (see (7.36)). To emphasize that denote Cx,y := Cp,q.
Notice that for some θm,l ∈ [x, x+ qmqvα], we have
pf ′(q(m+l)qv)(x)−pf ′(qmqv)(x)−pf ′(qlqv)(x) = pf ′′(qlqv)(x)qm‖qvα‖+pf ′′′(qlqv)(θm,l)(qm‖qvα‖)2.
Moreover, by (7.41) and (6.36), we get
pf ′′′(qlqv)(θm,l)(qm‖qvα‖)2 6
C ′(f)pq3m2lq3vC−3p,q
q2v+1
Similarly, for some θ′m,l ∈ [y, y + ζqmqvα], we have
qf ′(p(m+l)qv)(y)−qf ′(pmqv)(x)−qf ′(plqv)(x) = qf ′′(plqv)(x)pm‖qvα‖+qf ′′′(plqv)(θ′m,l)(pm‖qvα‖)2
and by (7.41) and (6.36), we get
qf ′′′(plqv)(θ′m,l)(pm‖qvα‖)2 6
C ′(f)qp3m2lq3vC−3p,q
q2v+1
.
Therefore, by the definition of a1,w and by (7.40), for all m, l,m+ l ∈ Jv,T , we have (since
p < q and so p3q < pq3)
(7.43) |y − y′|m‖qvα‖pq|f ′′qlqv(x)− f ′′plqv(y)| 6 10rp,q + 2
C ′(f)pq3m2lq3vC−3p,q
q3v+1
.
Denote the RHS of (7.43) by e1(l,m).
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Let h, l ∈ Jv,T be such that m + l + h ∈ Jv,T . Notice that for b ∈ {p, q}, for some
θbh,l ∈ [x, x+ qlqvα], we have
f ′′(b(l+h)qv)(x)− f ′′(blqv)(x)− f ′′(bhqv)(x) = f ′′′(bhqv)(x)bl‖qvα‖+ f ′′′′(bhqv)(θbh,l)(bl‖qvα‖)2.
By (7.41) for θbh,l and (6.37), we have
f ′′′′(bhqv)(θh,l)(bl‖qvα‖)2 6
4C ′(f)b3l2hq4vC−4p,q
q2v+1
.
Using this for b = p and b = q, in view of (7.43), for l + h, l, h, we have
(7.44) |y − y′|ml‖qvα‖2|qf ′′′(qhqv)(x)− pf ′′′(phqv)(x)| 6 e2(m, l, h),
where
|e2(m, l, h)| 6 6
(
10rp,q + 2
C ′(f)pq3m2lq3vC−3p,q
q3v+1
)
+
20C ′(f)pq(p4 + q4)hml2q4vC−4p,q
q4v+1
.
We will show that (7.43) and (7.44) can not both be true. Consider l,m, h for which
max(p, q, 1) max(l,m, h) 6 C6p,q. Then, by (7.42), the assumptions of Lemma 6.7 are
satisfied for x, y, v. So, by (6.32), for some j(x, v), j(u, v) ∈ {A−, A+}, we have
|f ′′qlqv(x)− f ′′plqv(y)| > |qlq2vj(x, v)B−2v,x − plq2vj(y, v)B−2v,y | − 2(C ′(f) + 1)(|p|+ |q|)lq2v
and by (6.33)
|qf ′′′qhqv(x)− pf ′′′phqv(x)| >
|2j(x, v)q2hq3vB−3v,x ± 2j(y, v)p2hq3vB−3v,y | − 2(p2 + q2 + 1)(C ′(f) + 1)qhq3v .
Therefore in (7.43), using (7.35), we have
(7.45) |qj(x, v)B−2v,x − pj(x, v)B−2v,y | − 2(C(f) + 1)(|p|+ |q|) 6 e1(m, l)
q2v+1
pqmlq2v
and
(7.46) |2q2j(x, v)B−3v,x ± p2j(y, v)B−3v,y | − 2(C ′(f) + 1)(p2 + q2) 6 e2(m, l, h)
q3v+1
pqmlhq3v
.
Let m = [Jqv+1qv ], l = [
Kqv+1
qv
], h = [Wqv+1qv ]. Then, by the definition of e1(m, l), we have
|e1(m, l)
q2v+1
pqmlq2v
| 6 rpq
pqJK
+ 2JC ′(f)q2C−3p,q
and
|e2(m, l, h)
q3v+1
pqmlhq3v
| 6 6
(
10rp,q
pqJKW
+
2C ′(f)q2JC−3p,q
W
)
+ 20C ′(f)(p4 + q4)KC−4p,q .
If we now choose J := [ C
6
p,q
2C′(f)q2 ], K :=
[
C4p,q
20C′(f)(p4+q4)
]
andW := [C3p,q] and remember that
rp,q < (pq)
−1C30p,q then, by the above estimates and (7.45), (7.46), we have
|qj(x, v)B−2v,x − pj(y, v)B−2v,y | 6 2(C(f) + 1)(|p|+ |q|) + 10
and
|q2j(x, v)B−3v,x ± p2j(y, v)B−3v,y | < 2(C(f) + 1)(p2 + q2) + 10.
If in the latter inequality “±” is in fact “+”, then
|q2j(x, v)B−3v,x + p2j(y, v)B−3v,y | > q2j(x, v)B−3v,x >
10−3q2 min(A−, A+)c−3p,q > 2(C(f) + 1)(p
2 + q2) + 10,
60 ADAM KANIGOWSKI, MARIUSZ LEMAŃCZYK, AND CORINNA ULCIGRAI
by the choice of cp,q > 0 and this gives a contradiction. So we have
|qj(x, v)B−2v,x − pj(y, v)B−2v,y | 6 2(C(f) + 1)(|p|+ |q|) + 10
and
|q2j(x, v)B−3v,x − p2j(y, v)B−3v,y | < 2(C(f) + 1)(p2 + q2) + 10.
But, by Lemma 6.10 for U = A− and V = A+, this means (since Bv,x 6 cp,q) that
p
q ∈ {1, A−A+ ,
A+
A− } which is a contradiction with the assumptions on p, q. This contradiction
shows that (7.40) and hence also (7.37) holds, which in turn implies (7.13). This finishes
the proof.
8. Disjointness of time changes of horocycle flows and Arnol’d flows
(proof of Theorem 1.3)
In this section we will prove Theorem 1.3. Since τ ∈ C1(M) is fixed, we denote (h˜τt ) by
(h˜t). We will divide the proof into several steps. We will start with the following general
lemma. We recall that df stands for the product metric.
Lemma 8.1. For every 0 <  < 1/100, if df ((y, s), (y′, s′)) < 3 and t ∈ R is such that
((Rα)
f )t(y, s) ∈ {(x, u) ∈ Tf : 2 < u < f(x)− 2} and for w ∈ {n(y, s, t), n(y, s, t) + 1},
we have
|f (w)(y)− f (w)(y′)− b˜(t)| < 48/3
for some function b˜ : R→ R, then
df
(
(Rα)
f
t (y, s), (Rα)
f
t−b˜(t)(y
′, s′)
)
< 2.
Proof. We will show the proof in case t > 0; the proof of case t < 0 follows the same lines.
By assumptions
f (n(y,s,t)(y′) 6 f (n(y,s,t)(y)− b˜(t) + 48/3 6 t− 2 + s′− b˜(t) + |s− s′|+ 48/3 6 t− b˜(t) + s′
and
f (n(y,s,t)+1)(y′) > f (n(y,s,t)+1(y)−b˜(t)−48/3 > t+2+s′−b˜(t)−|s−s′|−48/3 > t+s′−b˜(t).
Therefore, (Rα)
f
t−b˜(t)(y
′, s′) = (Rn(y,s,t)α y′, t + s′ − b˜(t) − f (n(y,s,t)(y′)) and, by definition,
(Rα)
f
t (y, s) = (R
n(y,s,t)
α y, t+ s− f (n(y,s,t)(y)). This, by our assumptions, finishes the proof.

The set D′. Let us define the set D′ by
D′ := {α ∈ [0, 1] \Q : (D1) and (D3) (of Definition 6.1) are satisfied}.
For the proof of Theorem 1.3, we will show that the assumptions of Theorem 3.1 are satisfied
for (Tt) = (h˜t) and (St) = ((Rα)
f
t ). To simplify notation, we assume that
∫
T fdλ = 1.
The set P . Let A¯ = max(|A− −A+|±1) and define
P :=
{
1
32 · 2018A¯2 ,
1
32 · 2018A¯2
}
.
Construction of (Xk) and (Ak). For k ∈ N, set Xk := M and Akx:=v1/kx (here (vt)
denotes the opposite horocycle flow). Obviously Ak → Id uniformly on M .
Construction of (Ek). In the statement of Theorem 3.1 the sets (Ek()) depend on the
parameter  > 0. However in our case we simply set Ek() = M for every k ∈ N and  > 0.
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Fix  > 0 and N ∈ N. Let κ = κ() = 20. By ergodic theorem it follows that there
exist V > 0 and a set W  ⊂ Tf , λf (W ) > 1 − 2 such that for every (y, s) ∈ W  and
every |V | > V, U > κ|V |, we have
(8.1) λ
({
t ∈ [V, V + U ] : ((Rα)f )t(y, s) ∈ {(x, s) ∈ Tf : 2 < s < f(x)− 2}
})
>
(1− 5/3)U
and for every (y, s) ∈W and |t| > V, we have
(8.2) |n(y, s, t)− t| < 3|t|.
We will now define a set Z ⊂ T. First, let
Ws :=
y ∈ T : y /∈
qs⋃
i=−qs
Riα
[
− 1
qs log
7/8 qs
,
1
qs log
7/8 qs
] .
and set Z(u):=
⋂
s>u,s/∈KαWs. Since λ(Ws) > 1 − 2log7/8 qs , by (D1), it follows that
limu→+∞ λ(Z(u)) = 1. Let u ∈ N be such that Z(u) > 1 − 2 and define Z := Z(u).
We then set
Z := W  ∩ Zf ⊂ Tf .
By the definition of f , we have λf (Zf ) > 1− 5/3. Therefore, λf (Z) > 1− .
Finally, let δ = δ(,N) := min
(
κ20, V −4 ,
1
qs′ log qs′
, δ¯(2), N−3
3
, n0(
2)2
)
, where s′ :=
κ−1 max(N, u2ε) and δ¯(2), N
−3
3
come from Proposition 4.1 (with K = 1) and n0(2) comes
from Lemma 6.4. We now take x, x′ := Akx with dM (Ak, Id) 6 δ and (y, s), (y′, s′) ∈
Z with df ((y, s), (y′, s′)) < δ and we will show that (3.2) or (3.3) holds for x, x′ and
(y, s), (y′, s′).
Let v ∈ N be unique such that
(8.3)
1
qv+1 log qv+1
6 ‖y − y′‖ 6 1
qv log qv
,
and let ` ∈ R, ` 6 qv+1 be unique such that
(8.4) ‖y − y′‖ = 1
` log `
.
By the definition of Z (in particular by the definition ofWv), it follows that the assumption
of Lemma 7.1 are satisfied for s = v and y, y′ ∈ T. If (7.10) holds, we will show (3.2) and
if (7.11) holds we will show (3.3). Since the proofs of both cases are analogous, we will
assume that (7.10) is true for y, y′. Let
(8.5) T˜ :=
1
8
min(k1/2, `).
By Proposition 4.1 (for K = 1 and 2) and (8.5), it follows that for every t ∈ [N, T˜ ], we
have that (4.5) holds for x, x′ (with 2 instead ). Since x′ = vk−1x, by the definition of
χ(·) = χx,x′(·), it follows that χ(t) = t − k−1t2 (cf. (4.2)) and moreover, by (4.4), we get
that |Ax(t)| 6 2 (since s = 0 for x and x′) for t ∈ [N, T˜ ]. Therefore, by (4.5), we have
(8.6) dM (h˜tx, h˜t−k−1t2x′) < 22 for t ∈ [N, T˜ ].
Notice that by (7.10) and (8.5) (recall that ` 6 qv+1) it follows that for every n ∈ [0, T˜ ],
by the mean value theorem, we have
(8.7) f (n)(y)− f (n)(y′) = f ′(n)(θn)(y − y′),
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where θn ∈ [y, y′]. Moreover, since θn ∈ [y, y′], it follows by (7.10) that θn /∈ Σv(1/4) (see
(6.11)) and hence we can use Lemma 6.4. Therefore, for every n ∈ [4qv, T˜ ], by (8.7), (8.4)
and (6.12), we have
(8.8)
∣∣∣∣f (n)(y)− f (n)(y′)− (A− −A+)n log n` log `
∣∣∣∣ = O(2).
Similarly, by (8.7), (8.4) and (6.13) for every n ∈ [0, 4qv], we have
(8.9) |f (n)(y)− f (n)(y′)| = O(2).
Notice that by (8.3) and (8.4), for n ∈ [0, 4qv], we have |(A− − A+)n logn` log ` | = O(4).
Therefore and by (8.8) and (8.9) for every n ∈ [0, T˜ ], we have
(8.10)
∣∣∣∣f (n)(y)− f (n)(y′)− (A− −A+)n log n` log `
∣∣∣∣ = O(2).
Moreover, since (y, s) ∈ Zf , by (8.2), for t 6 (1− 2)T˜ , we have
n(y, s, t) 6 T˜ − 1
and using (8.2) again, we have
|(A− −A+)n(y, s, t) log n(y, s, t)
` log `
− (A− −A+) t log t
` log `
| 6 |A− −A+|
` log `
23t log t = O(3),
the last inequality by (8.5). The two above inequalities and (8.10) imply that for every
t ∈ [0, (1− 2)T˜ ], for wt ∈ {n(y, s, t), n(y, s, t) + 1}, we have
(8.11) |f (wt)(y)− f (wt(y′)− b˜(t)| 6 28/3,
where b˜(t) = (A− −A+) t log t` log ` .10
But Lemma 8.1 (cf. (8.11)) implies that for every t ∈ [0, T˜ ] for which (Rα)ft (y, s) ∈
{(y, s) ∈ Tf : 2 < s < f(y)− 2}, we have (since df ((y, s), (y′, s′)) < δ < 3)
(8.12) df ((Rα)
f
t (y, s), (Rα)
f
t−b˜(t)(y
′, s′)) < 2.
Let c˜(t) := −k−1t2 + b˜(t). We claim the following:
(8.13) |c˜(T0)| > 1
32 · 2018A¯2 , for some T0 ∈
[
T˜
8A¯
,
T˜
2A¯
]
.
Indeed, denote K0 := T˜8A¯ . Then, notice that by (8.5), we have
|c˜(4K0)− 16c˜(K0) + 12(A−−A+)K0 logK0
` log `
| = |A−−A+|4K0 log 4K0 − 4K0 logK0
` log `
< 2,
and
|c˜(4K0)− 4c˜(K0)− 12k−1K20 | < 2.
Furthermore, by the definition of K0 and (8.5), it follows that
max(12k−1K20 , 12|A− −A+|
K0 logK0
` log `
) > 1
1000A¯2
.
10In what follows we will often use the following property of b˜(·): for an interval [R,S] ⊂ [0, T˜ ] such
that S 6 R1+5 and every t ∈ [R,S], we have
|b˜(t)− (A− −A+) t logR
` log `
| 6 5|A− −A+| t logR
` log `
| 6 3,
since t, R 6 T˜ . This means that for such [R,S], the function b˜(·) is almost linear with coefficient (A− −
A+)
logR
` log `
.
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The three above equations imply that max(|c˜(4K0)|, |c˜(K0)|) > 132·2018A¯2 . This finishes the
proof of the claim (8.13).
Let u := 1
32·2018A¯2 . Notice that by (8.5) and the definition of u, we have
c˜(u2T˜ ) 6 k−1
(
u2T˜
)2
+ |A− −A+|u
2T˜ log u2T˜
` log `
6 u.
Therefore and since c˜(·) is continuous, by (8.13), we have |c˜(T1)| = u for some T1 ∈
[u2T˜ , T˜
2A¯
]. Moreover, for every t ∈ [T1, (1 + κ)T1], we have (since T1 6 T˜ and by (8.5))
(8.14) |c˜(t)− c˜(T1)| 6 k−1(t2 − T 21 ) +
|A− −A+|
` log `
(t log t− T1 log T1) 6
k−1(2κT˜ + κ2T˜ 2) +
2κ|A− −A+|T˜ log T˜
` log `
6 3,
where the last inequality follows by the definition of κ.
We set M := T1 and L := κT1. Let
(8.15) U :=
{
t ∈ [M,M + L] : (Rα)ft (y, s) ∈ {(y, s) ∈ Tf : 2 < s < f(y)− 2}
}
.
By (8.1), it follows that |U | > (1 − 3/2)|L|. Moreover, by (8.15), we have U =⋃w
i=1(ci, di), where |di − ci| > infT f − 22 for every i = 2, . . . w − 1 and hence w 6 |L|d¯ ,
where d¯ = infT f2 . Let a(t) := t − b˜(ci) on (ci, di), i = 1, . . . w and we set a(t) = 0 for
t ∈ [M,M + L] \ U . Notice that by (8.5) (since c1 6 T˜ ), we have
(8.16) |b˜(c1)| = |A− −A+|c1 log c1
` log `
6 |A− −A+| 6 2L,
since 2L = 2κT1 > κ3T˜ > κ4δ−1/2 > κ−1 > |A− − A+|. Moreover, by (7.10), for
i = 1, . . . , w, |ci+1 − ci| 6 |f (n(y,s,ci))(y)| + 22 = O(log qv) < 3qv < 3`) and hence, we
have (since ci+1 6 T˜ 6 `)
(8.17) |b˜(ci+1)− b˜(ci)| 6 2|A− −A+|(ci+1 − ci) log ci+1
` log `
6 3
since |ci+1 − ci| 6 3` and ci+1 6 T˜ 6 ` (see (8.5)) for i = 1, . . . , w. Therefore, by
(8.16), (8.17) and the definition of U , (a, U, d¯) is 3/2-good (see (PAL) in Definition 3.1).
Moreover, for t ∈ (ci, di), i = 1, . . . w, by (8.17), we have
(8.18) |a(t)− (t− b˜(t))| = | − b˜(ci) + b˜(t)| 6 |b˜(ci+1)− b˜(ci)| 6 3.
By (8.12), (8.15) and (8.18), since [M,M + L] ⊂ [0, T˜ ], we have
(8.19) df ((Rα)
f
t ((y, s)), (Rα)
f
a(t)((y
′, s′)) <  for every t ∈ U ∩ [M,M + L].
Furthermore, by (8.18), we have t−k−1t2 := (t− b˜(t))+ c˜(t) = a(t)+ c˜(t)+O(3). Since
c˜(M) = ±u = ± 1
32·2018A¯2 ∈ P , by (8.6) and (8.14), we have
(8.20) dG/Γ(h˜tx, h˜a(t)+px′) <  for every t ∈ [M,M + L].
By (8.19) and (8.20), it follows that (3.2) holds and this, by Theorem 3.1, finishes the proof
of Theorem 1.3.
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9. Time changes of horocycle flows and Sarnak’s conjecture
(answer to M. Ratner’s question)
We now turn our attention to the problem of Möbius disjointness of time automorph-
isms of flows considered in the present paper. Recall that the Möbius function µ : N →
{−1, 0, 1} is defined as µ(1) = 1, µ(p1 . . . pk) = (−1)k for pairwise different prime num-
bers p1, . . . , pk and µ(n) = 0 for the remaining n ∈ N. It is not hard to see that
µ(mn) = µ(m)µ(n) whenever m and n are coprime, i.e. µ is an example of arithmetic
multiplicative function. Hence, µ is a member of
M1 := {u : N→ C : u is multiplicative and |u| 6 1}.
A basic method to prove disjointness of a bounded numeric sequence (an) ⊂ C with
all members of M1 (in fact, with all bounded multiplicative functions) is the following
criterion:
Proposition 9.1 ([22],[5]). If for all sufficiently large prime numbers p 6= q we have
(9.1) lim
N→∞
1
N
∑
n6N
apnaqn = 0,
then
(9.2) lim
N→∞
1
N
∑
n6N
anu(n) = 0
for each u ∈M1.
Given a topological dynamical system (X,T ), where T is a homeomorphism of a compact
metric space X, we want to study disjointness of (X,T ) with u ∈ M1, meaning that
limN→∞ 1N
∑
n6N f(T
nx)u(n) = 0 for each f ∈ C(X) and x ∈ X. As constant functions
are continuous, to have such a disjointness, we need to assume that, additionally to u ∈
M1, the mean of u exists and equals zero:
(9.3) M(u) := lim
N→∞
1
N
∑
n6N
u(n) = 0
(µ has mean zero, by the Prime Number Theorem).
In what follows, we consider the problem of disjointness of (X,T ) only with the members
inM1 satisfying (9.3).
Now, assume additionally that (X,T ) is a uniquely ergodic topological dynamical sys-
tem, with the unique T -invariant measure µ which makes (X,µ, T ) totally ergodic. If we
fix x ∈ X then each accumulation point ρ of the empiric measures 1N
∑
n6N δ(T p×T q)n(x,x),
N > 1, yields a member of J(T p, T q) (indeed, T p and T q are also uniquely ergodic, and
µ is their only invariant measure). If we take a zero mean f ∈ C(X) and T p ⊥ T q (for
p 6= q sufficiently large), then immediately, T p × T q is still uniquely ergodic (with µ ⊗ µ
being the unique invariant measure) and we find that the sequence (an), an = f(Tnx),
satisfies (9.1) (indeed, the limit equals
∫
X×X f ⊗ f d(µ ⊗ µ) = 0). Hence, cf. [5], if the
different, sufficiently large, prime powers of T are disjoint then we find that the system
(X,T ) is orthogonal to any u ∈M1 satisfying (9.3).
Notice that the flows (Tt) we are considering are mixing. Hence, all non-zero time
automorphisms Tt0 are totally ergodic. When considering any uniquely ergodic model of
Tt0 (in fact, those considered in Theorem 1.1 are themselves uniquely ergodic), they satisfy
the disjointness assumption: Tpt0 ⊥ Tqt0 for p 6= q prime numbers sufficiently large, whence
the assumption (9.1) is satisfied for each x and zero mean f (in the model) and we obtain
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disjointness with u. As a matter of fact, the result holds also for t0 = 0 as the mean of u
equals 0.
On the other hand, to distinguish between Möbius disjointness of zero entropy systems
and positive entropy systems11, it is proved in [2] that the following conditions are equi-
valent (for the definition of strong u-MOMO, see Appendix C):
Proposition 9.2. The following conditions are equivalent:
(i) Sarnak’s conjecture holds.
(ii) Sarnak’s conjecture holds uniformly (in x ∈ X).
(iii) Strong µ-MOMO property holds for each zero (topological) entropy system.
Motivated by some recent break-through results in multiplicative number theory [26],
[27] and the role of convergence on (typical) short intervals (see [11] for more details),
we will now consider a fourth natural condition of orthogonality which is a uniform short
interval convergence (USIC for short) in (X,T ):
Definition 9.1. (X,T ) satisfies the strong u-USIC12 property if
1
M
∑
M6m<2M
∣∣∣∣∣∣ 1H
∑
m6h<m+H
f(T hx)u(h)
∣∣∣∣∣∣→ 0
when H,M →∞, H = o(M), uniformly in x ∈ X.
The meaning of convergence in Definition 9.1 is the following: For all sequences (M`), (H`)
tending to infinity with H`/M` → 0 when `→∞, we have
(9.4) lim
`→0
1
M`
∑
M`6m<2M`
∣∣∣∣∣∣ 1H`
∑
m6h<m+H`
f(T hx)u(h)
∣∣∣∣∣∣ = 0
uniformly in x ∈ X.
Note also that by considering M, 2M, . . . , 2kM, . . ., both in Definition 9.1 and in (9.4)
we can consider (and we will) the sum from 1 to M instead of the sum from M to 2M .
In Appendix C we show that a system (X,T ) satisfies the strong u-MOMO property if
and only if it satisfies the strong u-USIC property.
Corollary 9.1. The following condition
(iv) µ-USIC property holds for each zero (topological) entropy system
is equivalent to (i) in Proposition 9.2 (and hence to (ii) and (iii)).
Question It is proved in [2] that the systems satisfying so called AOP property, in
particular systems whose prime powers are disjoint, satisfy the strong u-MOMO property.
Collecting all the results, we obtain the following.
Corollary 9.2. For each flow (Tt) being either a uniquely ergodic model of an Arnol’d flow
satisfying the assumptions of Theorem 1.2 or a non-trivial smooth time-change in B+(M)
11As proved by Downarowicz and Serafin [9], there are positive entropy systems which are Möbius
disjoint. On the other hand no positive entropy system satisfies the strong µ-MOMO property [2].
12Acronym for Uniform Short Intervals Convergence. Note that the strong u-USIC property requires
for u to satisfy convergence on (typical) short intervals which we obtain by taking f = 1 in Definition 9.1.
In view of [26], µ fulfills this requirement. In what follows, we consider only u satisfying the relevant short
interval convergence.
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of a horocycle flow in the cocompact case, we obtain the following: For each t0 ∈ R and
each f ∈ C(X), we have
1
M
∑
16m<M
∣∣∣∣∣∣ 1H
∑
m6h<m+H
f(Tht0x)u(h)
∣∣∣∣∣∣→ 0
when H,M →∞, H = o(M), uniformly in x ∈ X.
In particular, for such flows, Sarnak’s conjecture holds uniformly.
Corollary 9.2 brings the positive answer to M. Ratner’s question (see 7 in [11]). Al-
though, Möbius disjointness itself is known for horocycle flows [5], it remains however an
open question whether the assertions of Corollary 9.2 hold for horocycle flows themselves
even when u = µ.
Remark 9.1. If we have a dynamical system (X,T ) for which the sums
(∗) 1
N
∑
n6N
h(Tnx)µ(n)
converge to zero uniformly in x ∈ X (for each h ∈ C(X)) then one can show (considering
respectively the sums (∗) with T−Nx and T−1 or with TNx and T ) that we have also
convergence for sums of the following type:
(9.5) lim
N→∞
1
N
∑
n6N
h(Tnx)µ(N − n) = 0,
(9.6) lim
N→∞
1
N
∑
n6N
h(Tnx)µ(N + n) = 0.
We do not know if (9.5), (9.6) hold in case of horocycle flows or locally Hamiltonian flows
on T2.
Appendix A. Consequences of shearing for time changes of horocycle
flows
This appendix is devoted to the proof of Proposition 4.1. We use the notation introduced
in Section 4.1
Proof of Proposition 4.1. We will for simplicity assume that
∫
M τdµ = 1. Fix 0 <  < K
−3.
Using the unique ergodicity of (ht), let N > 0 be such that for every T ∈ R satisfying
|T | > N and every y ∈M , remembering that
∫
M Xτ dµ = 0, we have
(A.1) max
(∣∣∣∣∫ T
0
τ(hty) dt− T
∣∣∣∣ , ∣∣∣∣∫ T
0
(Xτ)(hty) dt
∣∣∣∣) 6 3|T |
and (cf. Remark 2.1)
(A.2) |u(T, y)− T | 6 4|T |.
Moreover, let δ := min(20, N−20 ). Take x, y ∈M with max(|r|, |s|, |v¯|) < δ and let T ∈ R
be such that |T | ∈ [N,K|r|−1/2]. We will additionally assume that T > 0, the case T < 0
is analogous.
We have
(A.3) hTxy−1h−χx,y(T ) = hv¯
(
es + rT v(x, y, T )
r e−s − rχx,y(T )
)
,
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where (using also (4.2))
v(x, y, T ) = Te−s − χx,y(T )es − Tχx,y(T )r = e−3sr2T 3.
By the definition of δ, we hence obtain (remembering that |r| < δ)
(A.4) |v(x, y, T )| = e−3s|r|2T 3 6 2|r|2K|r|−3/2 6 2Kδ1/2 < 2.
In what follows (since x, y are now fixed), we will write χ instead of χx,y.
By (2.4)) and (4.3), we obtain
Ax(T ) =
∫ u(χ(T )+Ax(T ),y)
u(χ(T ),y)
τ(hθy) dθ =
∫ χ(u(T,x))
u(χ(T ),y)
τ(hθy) dθ.
Representing the last term as the difference of two integrals, where
∫ u(χ(T ),y)
0 τ(hθy)dθ =
χ(T ), the assertion (4.4) can be rewritten as
(A.5)
∣∣∣∣∣
∫ χ(u(T,x))
0
τ(hty) dt− χ(T ) + e−2s
∫ u(T,x)
0
(τ − τ ◦ g−s) (htx) dt
∣∣∣∣∣ 6 .
Changing variables (t replaced by χ(θ)), we have
(A.6)
∫ χ(u(T,x))
0
τ(hty) dt− χ(T ) =
∫ u(T,x)
0
τ(hχ(t)y)χ
′(t) dt− χ(T ) =
e−2s
∫ u(T,x)
0
τ(htx) dt+ e
−2s
(∫ u(T,x)
0
(−τ(htx) + τ(hχ(t)y) dt)
)
+
∫ u(T,x)
0
τ(hχ(t)y)(χ
′(t)− e−2s) dt− χ(T ).
We now claim that
(A.7)
∣∣∣∣∣
∫ u(T,x)
0
(−τ(htx) + τ(hχ(t)y)) dt+
∫ u(T,x)
0
(τ − τ ◦ g−s) (htx) dt
∣∣∣∣∣ 6 3/2.
Indeed, this claim is equivalent to showing
(A.8)
∣∣∣∣∣
∫ u(T,x)
0
(τ(hχ(t)y)− τ(g−shtx)) dt
∣∣∣∣∣ 6 3/2.
Notice that by (A.3), we have
(A.9)
g−shtxy−1h−χ(t) = hv¯e−2s
(
1 + e−srt e−sv(x, y, t)
esr 1− esrχ(t)
)
=
hw(t)+v¯e−2s
(
(1− esrχ(t))−1 0
esr 1− esrχ(t)
)
,
where w(t) = e
−sv(x,y,t)
1−esrχ(t) (recall that v(x, y, t) = e
−3sr2t3). We also have v′(x, y, t) =
3e−3sr2t2 6 C ′|r| for some constant C ′ > 0 (since t 6 K|r|−1/2). Moreover, |rχ(t)| =
O(|r|t+ r2t2) = O(r1/2) and
|v(x, y, t)rχ′(t)| = O(r2t3|r|(1 + |r|t)) = O(|r|3/2).
Therefore (enlarging C ′ if necessary), we have
(A.10) |w′(t)| 6 2C ′|r|.
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Now, (A.8) (in particular) follows by showing that for every S ∈ [0, T ] and Ψ ∈ {τ,Xτ},
we have
(A.11)
∣∣∣∣∣
∫ u(S,x)
0
(Ψ(h−w(t)−v¯e−2sg−shtx)−Ψ(g−shtx)) dt
∣∣∣∣∣ < 32
and
(A.12)
∣∣∣∣∣
∫ u(T,x)
0
(τ(hχ(t)y)− τ(h−w(t)−v¯e−2sg−shtx)) dt
∣∣∣∣∣ < 3/22 .
We will first show (A.11). Using g−sht = he−2stg−s, substituting t′ = e−2st and making
use of (A.10), we get∫ u(S,x)
0
Ψ(h−w(t)−v¯e−2sg−sht) dt = e2s
∫ u(e−2sS,x)
0
Ψ(ht′−w(e2st′)−v¯e−2sg−sx)dt′ =
e2s
∫ u(e−2sS,x)
0
Ψ(ht−w(e2st)−v¯e−2sg−sx)(1− e2sw′(e2st)) dt+ O(|r|S).
Substituting t′ = t − w(e2st) − v¯e−2s and using max(w(0) + v¯e−2s, w(e2su(e−2sS, x)) −
v¯e−2s) < δ1/4, we get
e2s
∫ u(e−2sS,x)
0
Ψ(ht−w(e2st)−v¯e−2sg−sx)(1− e2sw′(e2st)) dt =
e2s
∫ u(e−2sS,x)
0
Ψ(ht′g−sx) dt′ + O(δ1/4) =
∫ u(S,x)
0
Ψ(g−shtx) dt+ O(δ1/4),
where the latter equality follows by substituting t = e2st′ and using the renormalization
identity. This finishes the proof of (A.11).
We will now show (A.12). To begin the proof of that claim, note that by (A.9), we have
h−w(t)−v¯e−2sg−shtx =
(
(1− esrχ(t))−1 0
esr 1− esrχ(t)
)
hχ(t)y,
whence dU (h−w(t)−v¯e−2sg−shtx, hχ(t)y) = 0. Now, by Lemma 4.1, we get that the LHS of
(A.12) is equal to∫ u(T,x)
0
∑
W∈{X,V }
(Wτ)(h−w(t)−v¯e−2sg−shtx)dW (h−w(t)−v¯e−2sg−shtx, hχ(t)y) dt+
O
3u(T, x) sup
t∈[0,u(T,x)]
∣∣∣∣∣∣
∑
W∈{X,V }
dW (h−w(t)−v¯e−2sg−shtx, hχ(t)y)
∣∣∣∣∣∣
 .
Moreover, by (A.9), Remark 4.1 and (A.2), the above expression is equal to∫ u(T,x)
0
(Xτ)(h−w(t)−v¯e−2sg−shtx)esrχ(t)dt+
∫ u(T,x)
0
(V τ)(h−w(t)−v¯e−2sg−shtx)esrdt+O(3T 2|r|).
The middle summand we estimate by O(es|r|u(x, T )) which by (A.2) and the fact that
|r| < δ1/2 < 3 is O(3) and since T 6 K|r|−1/2, the last expression is equal to
res
∫ u(T,x)
0
χ(t)(Xτ)(h−w(t)−v¯e−2sg−shtx) dt+ O(3).
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Since resχ(t) = e−srt+e−2sr2t2 = e−srt+O(r), and u(T, x) 6 2T 6 2Kr−1/2 (see (A.2)),
in order to show (A.12), it is enough to establish
(A.13)
∣∣∣∣∣
∫ u(T,x)
0
t(Xτ)(h−w(t)−v¯e−2sg−shtx) dt
∣∣∣∣∣ = O(2|r|−1).
Integration by parts yields∫ u(T,x)
0
t(Xτ)(h−w(t)−v¯e−2sg−shtx) dt =
T
∫ u(T,x)
0
(Xτ)(h−w(t)−v¯e−2sg−shtx) dt−
∫ u(T,x)
0
(∫ t
0
(Xτ)(h−w(θ)−v¯e−2sg−shθx) dθ
)
dt.
Therefore and by (A.11) (for Ψ = Xτ and S = u(T, x) and then S = t ), (A.13) follows by
showing that ∣∣∣∣∫ t
0
(Xτ)(g−shθx) dθ
∣∣∣∣ = O(3|r|−1/2), 13
this however, by the renormalization equation and substituting t′ = e−2sθ, follows by
showing that ∣∣∣∣∣
∫ e−2st
0
(Xτ)(ht′g−sx) dt′
∣∣∣∣∣ = O(3|r|−1/2),
which is true by (A.1) if e−2st > N (if not, we estimate O(N) = O(3|r|−1/2)). This
finishes the proof of (A.13) and hence also the proof of (A.12). Now, the proof of (A.8) is
complete and the claim (A.7) follows.
Next, by definition, e−2s
∫ u(T,x)
0 τ(htx)dt − χ(T ) = e−3srT 2, so to finish the proof of
(A.5), by (A.6) and (A.7), it is enough to show that
(A.14)
∣∣∣∣∣
∫ u(T,x)
0
τ(hχ(t)y)(χ
′(t)− e−2s) dt+ e−3srT 2
∣∣∣∣∣ < 5/4.
Let us notice that we consider the function χ(t) = e−2st−e−3srt2 on the interval [0,O(r1/2)]
and that its maximal value is obtained at es/2r. It follows that χ on the interval un-
der consideration is invertible and we denote the inverse function by χ−1(w) = t. Set
m(w) := 1− e−2s
χ′(χ−1(w)) . Moreover, notice that m(w) = m(χ(t)) =
−2e−3srt
e−2s−2e−3srt . By a direct
computation, we verify the following properties of m:
(z1) |wm(w)| = O(1), for every χ−1(w) ∈ [0,O(|r|−1/2)]; indeed, wm(w) = χ(t) −2e−3srt
e−2s−2e−3srt =
O(rt2) = O(1).
(z2) |m(N)| < δ1/2; indeed, N ∈ [χ(e2sN − 1), χ(e2sN + 1)]
(z3) |m′(w)| > 0 for every χ−1(w) ∈ [0,O(|r|−1/2)]; indeed, m′(w) = m′(χ(t)χ′(t) and
both terms in the product are of constant sign.
Changing variable (w = χ(t)) and then integrating by parts, we have
(A.15)
∫ u(T,x)
0
τ(hχ(t)y)(χ
′(t)− e−2s) dt =
∫ χ(u(T,x))
0
τ(hwy)m(w) dw =
m(χ(u(T, x)))
∫ χ(u(T,x))
0
τ(hwy) dw −
∫ χ(u(T,x))
0
(∫ w
0
τ(hθy) dθ
)
m′(w) dw.
13Indeed, the first expression is then multiplied by T and the second by evaluation of the integrand
yields multiplication by u(T, x), in both cases, we obtain O(3|r|−1/2T ) = O(3|r|−1).
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Therefore, by (A.1) and (z1), we have
(A.16)
∣∣∣∣∣m(χ(u(T, x)))
∫ χ(u(T,x))
0
τ(hwy) dw −m(χ(u(T, x)))χ(u(T, x))
∣∣∣∣∣ = O(3).
Moreover,
(A.17)
∫ χ(u(T,x))
0
(∫ w
0
τ(hθy) dθ
)
m′(w)dw =
∫ χ(u(T,x))
0
(w + p(w))m′(w) dw,
where, by (A.1), |p(w)| < 2w for w > N, and |p(w)| = O(N) for w ∈ [0, N]. Notice that
by integrating by parts, we have
(A.18)
∫ χ(u(T,x))
0
wm′(w) dw = m(χ(u(T, x)))χ(u(T, x))−
∫ χ(u(T,x))
0
m(w) dw.
But changing variables, w = χ(t), we obtain
(A.19)
∫ χ(u(T,x))
0
m(w) dw =
∫ u(T,x)
0
(χ′(t)− e−2s) dt =
χ(u(T, x))− e−2su(T, x) = −e−3sr(u(T, x))2.
In particular, from (A.18), (A.19) and (z1), we obtain
(A.20)
∫ χ(u(T,x))
0
wm′(w) dw = O(1).
By (z3), (z2), (A.2) and (A.20), we get
(A.21)
∣∣∣∣∣
∫ χ(u(T,x))
0
p(w)m′(w) dw
∣∣∣∣∣ 6∣∣∣∣∫ N
0
p(w)m′(w) dw
∣∣∣∣+
∣∣∣∣∣
∫ χ(u(T,x))
N
p(w)m′(w) dw
∣∣∣∣∣ 6
O(N)m(N) + 
2
∣∣∣∣∣
∫ χ(u(T,x))
0
wm′(w) dw
∣∣∣∣∣ = O(2).
Finally, in view of (A.15), (A.16), (A.17), (A.18), (A.19) and (A.21), we get∣∣∣∣∣
∫ u(T,x)
0
τ(hχ(t)y)(χ
′(t)− e−2s) dt+ e−3sr(u(T, x))2
∣∣∣∣∣ = O(2).
Hence (A.14) follows by the triangle inequality since by (A.2) and T 6 Kr−1/2, we have∣∣e−3sr(u(T, x))2 − e−3srT 2∣∣ 6 e−3s|r|(u(T, x)2 − T 2) 6 2e−3srT 2 6 3/2.
This finishes the proof of (4.4).
For the proof of (4.5), notice that h˜T (x) = hu(T,x)(x) and, by (4.3), h˜χ(T )+Ax(T )y =
hu(χ(T )+Ax(T ),y)y = hχ(u(T,x))y. The statement now follows by (A.3) and (A.4), where T is
replaced by u(T, x). 
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Appendix B. Ergodic averages for horocycle flows
The following result (Lemma B.1 below) on ergodic averages for horocycle flows follows
from the work of Flaminio-Forni [12] and Bufetov-Forni [6]. We are indebted to Giovanni
Forni for explaining it to us.
For any smooth real-valued function f ∈W r(M), with r > 11/2, let
f =
∑
µ∈spec()
fµ
denote the decomposition of f with respect to a splitting of the space L2(M) into irre-
ducible components, parametrized by the eigenvalues µ of the Casimir operator  (listed
with multiplicities), cf. Section 4.2. That is, fµ is the projection of f on the irreducible
component of Casimir parameter µ. Set
µf := min{µ ∈ spec() \ {0}: fµ 6= 0}.
Lemma B.1 (ergodic averages estimates). For any real-valued function τ ∈ W r(M) (for
any r > 11/2) with non-trivial support on the irreducible components of the complementary
series there exist a function φτ ∈ C∞(R), with φτ (0) = 0 and φ′τ (0) 6= 0, and a function
βτ ∈ C(M) such that the following holds. There exist constants Cr > 0, ατ ∈ (0, 1) and
γτ ∈ (0, ατ ) such that, for every (x, T ) ∈M × R, we have
|T−ατ
∫ T
0
(τ − τ ◦ gs) ◦ ht(x)dt− φτ (s)βτ (glog Tx)| 6 Crs‖τ‖rT−γτ .
For any function τ ∈ W r(M) (for any r > 11/2) with trivial support on the irreducible
components of the complementary series, and not fully supported on the discrete series,
there exist functions βτ ∈ C∞(R×T∞, C(M)) and β(1/4)τ ∈ C(M) with βτ (0, θ, x) ≡ 0 and
d
dsβτ (0, θ, x) 6≡ 0, and a vector v ∈ T∞, such that the following holds. There exist constants
Cr > 0 and γ ∈ (0, 1/2) such that, for every (x, T ) ∈M × R, we have
|T− 12
∫ T
0
(τ − τ ◦ gs) ◦ ht(x)dt− βτ (s,v log T, glog Tx)
− (e−s/2 − 1)β(1/4)τ (glog Tx) log T | 6 Crs‖τ‖rT−γ .
The function β(1/4)τ vanishes identically if and only if the projection τ1/4 of the function
τ ∈W r(M) on the irreducible component of Casimir parameter 1/4 is a coboundary of the
horocycle flow.
Proof. We distinguish three cases: µf < 1/4, µf > 1/4 and µf = 1/4. In the first case,
µf < 1/4, let H1, . . . ,Hk denote all the irreducible components of Casimir parameters
µ1 = · · · = µk = µf . Let D±1 , . . . , D±k denote the basis of distributional eigenvectors of
the geodesic flow of the space of invariant distributions for the horocycle flow supported
on D′(H1)⊕ · · · ⊕D′(Hk). Let β±1 , . . . , β±k be the corresponding cocycles for the horocycle
flow. In this case, the components H1, . . . ,Hk belong to the complementary series and
by [6], Lemma 3.1, the following holds. Let νf := (1−4µf )1/2 ∈ R+. There exist constants
Cr > 0 and γf ∈ (0, 1+νf2 ) such that, for all (x, T ) ∈M × R we have
(B.1) |T−
1+νf
2
∫ T
0
f ◦ ht(x)dt− Re
k∑
i=1
D−i (f)β
−
i (glog Tx, 1)| 6 Cr‖f‖rT−γf ;
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in the second case, µf > 1/4, the function f has no components on the complementary
series and no component corresponding to the Casimir eigenvalue µ = 1/4. Let then
(µn)n∈N denote the sequence of Casimir parameters in the interval (1/4,+∞) (listed with
multiplicities), let
(
D±µn
)
denote the sequence of normalized horocycle invariant distribu-
tions and let
(
β±µn
)
denote the corresponding sequence of additive Hölder cocycles. By [6],
Lemma 3.2, the following holds:
For every n ∈ N, let vn = (4µn − 1)1/2 ∈ R+. There exist constants Cr > 0 and
γ ∈ (0, 1/2) such that, for all (x, T ) ∈M × R,
(B.2)
|T−1/2
∫ T
0
f ◦ ht(x)dt−Re
∑
n∈N
D+µn(f) exp(i
vn
2
log T )β+µn(glog Tx, 1)|
6 Cr‖f‖rT−γ .
Finally, in the case µf = 1/4, we have to add to the above expansion for the case
µ > 1/4 the following contribution of the irreducible components with Casimir parameter
µ = 1/4. LetH1/4,1, . . . ,H1/4,l denote all the irreducible components of Casimir parameters
µ1 = · · · = µl = 1/4. Let D±1/4,1, . . . , D±1/4,l denote the basis of distributional eigenvectors
of the geodesic flow of the space of invariant distributions for the horocycle flow supported
on D′(H1/4,1) ⊕ · · · ⊕ D′(H1/4,l). Let β±1/4,1, . . . , β±1/4,l be the corresponding cocycles for
the horocycle flow. By the exact scaling and asymptotic results of [6], Theorem 1.2 and
Corollary 1.3, or Corollary 3.2, it follows that for the projection f1/4 of f ∈ W r(M) onto
the component H1/4,1⊕· · ·⊕H1/4,l of the Hilbert spaceW r(M), the following holds. There
exist constants Cr > 0 and γ ∈ (0, 1/2) such that, for all (x, T ) ∈M × R,
(B.3)
|T−1/2
∫ T
0
f1/4 ◦ ht(x)dt−
l∑
i=1
D+1/4,i(f1/4)β
+
1/4,i(glog Tx, 1)
+
l∑
i=1
(D−1/4,i(f1/4)−
log T
2
D+1/4,i(f1/4))β
−
1/4,i(glog Tx, 1)| 6 Cr‖f‖rT−γ .
We then apply the above asymptotic formulas to the functions f = τ − τ ◦ gs. Since the
action of the geodesic flow gR preserves the splitting of Sobolev spaces into irreducible
components, hence in particular, for all s ∈ R, we have
fµ = τµ − τµ ◦ gs , for all µ ∈ spec() .
It remains to compute the values of the invariant distributions D±µ ∈ D′(Hµ) on the
function τ − τ ◦ gs for any irreducible component Hµ of Casimir parameter µ > 1/4. For
µ 6= 1/4, it follows from [12], Theorem 3.2 and Lemma 3.5 (see also [6], formulas (5)
and (6)) that we have
D±µ (τ ◦ gs) = [(gs)∗(D±µ )](τ) = exp(−
1±√1− 4µ
2
s)D±µ (τ) ,
and, for µ = 1/4, we have
D+1/4(τ ◦ gs) = [(gs)∗(D+1/4)](τ) = e−
s
2D+1/4(τ) ,
D−1/4(τ ◦ gs) = [(gs)∗(D+1/4)](τ) = e−
s
2 [D−1/4(τ)−
s
2
D+1/4(τ)] .
Since for every r > 0 there exists a constant Cr > 0 such that
‖τ ◦ gs − τ‖ 6 Crs‖τ‖r ,
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we can conclude the argument as follows. If µτ < 1/4, we set
φτ (s) := exp(−1−
√
1− 4µτ
2
s)− 1 , for all s ∈ R ,
βτ (x) := (1±
√
1− 4µτ )Re
k∑
i=1
D−i (τ)β
−
i (x) , for all x ∈M ,
so that from formula (B.1) we derive that
|T−
1+νf
2
∫ T
0
(τ − τ ◦ gs) ◦ ht(x)dt− φτ (s)βτ (glog Tx)| 6 Crs‖τ‖rT−γ .
If µτ > 1/4, then we set v = (vn2 ) and, for all (s, θ, x) ∈ R× T∞ ×M , we have
βτ (s, θ, x) = Re
∑
n∈N
[exp(−1−
√
1− 4µn
2
s)− 1]D+µn(τ) exp(i
vn
2
θ)β+µn(x, 1)
so that, from formula (B.2), we derive that
|T− 12
∫ T
0
(τ − τ ◦ gs) ◦ ht(x)dt− βτ (s,v log T, glog Tx)| 6 Crs‖τ‖rT−γ .
If µτ = 1/4, then we also set
β(1/4)τ (x) :=
l∑
i=1
D+1/4,i(τ)β
+
1/4,i(x, 1) , for all x ∈M ,
so that, by formulas (B.2) and (B.3), we derive
|T− 12
∫ T
0
(τ − τ ◦ gs) ◦ ht(x)dt− βτ (s,v log T, glog Tx)
− (e−s/2 − 1)β(1/4)τ (glog Tx) log T | 6 Crs‖τ‖rT−γ .

Appendix C. Strong MOMO and USIC properties
We now consider a bounded arithmetic functions u : N→ C and a topological dynamical
system (X,T ) (i.e. X is a compact metric space and T is a homeomorphism of X).
The following notion has been introduced in [2]. MOMO is an acronym for Möbius
Orthogonality of Moving Orbits.
Definition C.1 (strong MOMO). (X,T ) satisfies the strong u-MOMO property if for all
(bk) ⊂ N with bk+1 − bk →∞, (xk) ⊂ X and f ∈ C(X), we have
lim
K→∞
1
bK
∑
k<K
∣∣∣∣∣∣
∑
bk6n<bk+1
f(Tnxk)u(n)
∣∣∣∣∣∣ = 0.
Proposition C.1. (X,T ) satisfies strong u-MOMO property if and only if it satisfies
strong u-USIC property.
Proof. To prove one implication, suppose that (X,T ) does not satisfy u-USIC. Then ac-
cording to (9.4) there are: ε0 > 0, (M`), (H`) tending to ∞ with H`/M` → 0, f ∈ C(X)
such that for a certain subsequence (`k) which we still denote by (`), we can find x` ∈ X
such that
(C.1)
1
M`
∑
M`6m<2M`
∣∣∣∣∣∣ 1H`
∑
m6h<m+H`
f(T hx`)u(h)
∣∣∣∣∣∣ > ε0.
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We now proceed as in the proof of Theorem 5 in [1]. We have
1
H`
H`−1∑
r=0
1
M`/H`
∑
M`6m<2M`,m=r mod H`
∣∣∣∣∣∣ 1H`
∑
m6h<m+H`
f(T hx`)u(h)
∣∣∣∣∣∣ > ε0.
Hence, for each `, we can choose 0 6 r` < H` such that
(C.2)
1
M`/H`
∑
M`6m<2M`,m=r` mod H`
∣∣∣∣∣∣ 1H`
∑
m6h<m+H`
f(T hx`)u(h)
∣∣∣∣∣∣ > ε0.
By passing to a subsequence if necessary, we can assume that M`+1 > 2M` + H`. The
sequence (bk) is defined as
{b1 < b2 < . . .} :=
⋃
`
{M` 6 m < 2M` +H`, m = r` mod H`}
(note that bk+1 − bk > H` → ∞). Moreover, for all k such that bk ∈ [M`, 2M` + H`],
we set xk = x`. We let K` be the largest k so that bk < 2M`. Now, bK`/(2M`) → 1 (as
H`/M` → 0) and using (C.2), we obtain
lim inf
`→∞
1
bK`
∑
k<K`
∣∣∣∣∣∣
∑
bk6n<bk+1
f(Tnxk)u(n)
∣∣∣∣∣∣ >
lim inf
`→∞
1
2M`
∑
M`6m<2M`,m=r` mod H`
∣∣∣∣∣∣ 1H`
∑
m6h<m+H`
f(T hx`)u(h)
∣∣∣∣∣∣ > ε0/2.
We omit what happens between bK` and bK`+1 as we are interested in an estimate from
below.
To prove the other implication, we will need a lemma which has been shown in [2] (see
Lemma 24 and its proof therein):
Lemma C.1. Let f ∈ C(X), (xk) ⊂ X, (bk) ⊂ N, bk+1 − bk →∞. Assume that
lim sup
K→∞
1
bK+1
∑
k6K
∣∣∣∣∣∣
∑
bk6n<bk+1
f(Tnxk)u(n)
∣∣∣∣∣∣ > 0.
Then there exist δ0 > 0 and a subsequence (k`) such that the upper density
η := d
⋃
`>1
[bk` , bk`+1)
 > 0
and for each ` > 1 we have
(C.3)
1
bk`+1 − bk`
∣∣∣∣∣∣
bk`+1−1∑
n=bk`
f(Tnxk`)u(n)
∣∣∣∣∣∣ > δ0.
We now proceed, as before, by contradiction. That is, we suppose that the assumption
of Lemma C.1 is satisfied. We need to select (M`) and (H`). For that we use the assertion
of that lemma. First of all (M`) will be chosen so that the upper density η > 0 of
the set
⋃
r>1[bkr , bkr+1) is “realized”, that is, |[1,M`] ∩
⋃
r>1[bkr , bkr+1)| > η2M` for each
` > 1. Moreover, due to the assumption bk+1 − bk → ∞, we can assume (by passing to
a subsequence of (M`) if necessary) that the union of intervals [bkr , bkr+1) whose length
is short, say 6 `, has cardinality smaller than or equal to M`/`. Finally, set H` =
√
`.
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Clearly H`/M` → 0, and according to the strong u-USIC property, most of the m in the
interval [1,M`] is “good” in the sense that the relevant sums along [m,m+H`) are small,
i.e., given ε > 0, for ` large enough, we have
1
H`
sup
x∈X
∣∣∣∣∣∣
∑
m6h<m+H`
f(T hx)u(h)
∣∣∣∣∣∣ < ε
for a (1 − ε)-proportion of m ∈ [1,M`]. We can make such “good” intervals of length
H` disjoint by considering m = s mod H` and then choosing 0 6 s` < H` so that
most of the intervals [m,m + H`) with m = s` mod H` are “good” (as in the proof of the
necessity). Now, such “good” intervals will cover (with a small error) many of our “bad”, i.e.
satisfying (C.3), intervals [bkr , bkr+1) (as the (upper) density of the union of such intervals is
fixed, equal to η). However, if [m,m+H`) is good then |
∑
m6h<m+H` f(T
hy)u(h)| = o(H`)
(with “o” which does not depend on m) regardless y ∈ X. It follows that we must have
|∑bkr6n<bkr+1 f(Tnxkr)u(n)| = o(bkr+1 − bkr), a contradiction. 
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