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1 Introduction
Integrodifference equations (abbreviated IDEs) are infinite-dimensional dynamical
systems in discrete time. They act as iterates of integral operators of e.g. Urysohn-
or Hammerstein-type on an ambient function space. Beyond early applications
in population genetics [50], the latter kind has recently enjoyed wide popularity
in spatial ecology [33, 40], where it is employed in order to describe the dispersal
and growth of populations with nonoverlapping generations over some habitat Ω.
Here, the nonlinearity is commonly given by a growth function g of e.g. Beverton-
Holt, Ricker or logistic type (see [14]). Dispersal is realized by means of an integral
operator with a kernel k. If growth precedes dispersal, one obtains a recursion of
Hammerstein form [33, 25, 26]
ut+1(x) =
∫
Ω
k(x, y)g(ut(y), α) dy for all x ∈ Ω, (1.1)
while species first dispersing and then growing can be modeled via [4, 39]
ut+1(x) = g
(∫
Ω
k(x, y)ut(y) dy, α
)
for all x ∈ Ω. (1.2)
In both cases, the values ut(x) ≥ 0 describe the population density at a point x in
the habitat Ω for the t-th generation, resp. the density vector when various pop-
ulations interact. In such applications modeling dispersal, an advantage of IDEs
compared to e.g. reaction-diffusion systems is their flexibility. Specifying a partic-
ular kernel k allows one to incorporate a variety of different dispersal strategies
[25].
Being models in the life sciences, IDEs require detailed information on the ro-
bustness and destabilization of solutions as well as the accompanying bifurcations
when the environment is varied. Indeed, various papers point out the occurrence
of bifurcations in terms of period doubling cascades for Ricker [4] and logistic non-
linearities [33, 53], a fold bifurcation [53] for Allee growth, but also the alternately
transcritical and pitchfork bifurcations along the trivial branch for Beverton-Holt
growth functions [53]. While these observations are often based on simulations, for
instance [38, Lemma 4, 5] prove a criterion for transcritical bifurcations in matrix
models; global bifurcations are addressed in [2, 48]. Finally, [13] give an explicit
analysis of a logistic model equipped with a degenerate kernel. Here, the IDEs
reduce to polynomial difference equations in R2 such that classical criteria apply.
The paper at hand provides a systematic approach to identify and verify (local)
bifurcations of codimension 1 in periodic IDEs on compact habitats Ω. It extends
the above contributions in various aspects:
• Seasonality is an important issue in applications from the life sciences and
for earlier work on periodic bifurcations in ecology we refer to [10, 11, 17, 18]
or specifically to [58] dealing with IDEs. The contribution at hand general-
izes the more theoretically oriented references [37] (equations in R via period
map) or [43] (finite-dimensional systems as operator equations in the space
of periodic sequences) to an infinite-dimensional set-up suitable for IDEs.
• Our setting applies to models typically studied in theoretical ecology (scalar
IDEs [4, 26, 33, 47, 53, 58], systems [13, 33], structured [2, 38, 48] etc.). The
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considered problem class includes both growth-dispersal equations (1.1) and
dispersal-growth IDEs (1.2) as special cases although they are conjugated as
follows: The right-hand sides are compositions of integral operators K (with
dispersal kernel k) and superposition operators G (induced by the growth
function g). Now for solutions ut of (1.1) the sequence G ◦ ut solves (1.2)
and conversely, given a solution vt to (1.2), K ◦ vt satisfies (1.1). In this sense
also bifurcating objects for (1.1) and (1.2) are conjugated and simply capture
different consensus times [39]. Nonetheless, both kinds of equations are in-
vestigated in the literature and we aim for a flexible, generally applicable
approach.
• We work with IDEs involving a general measure-theoretical integral based
on a finite measure µ. This unifies the analysis for “classical IDEs” (where
µ is the Lebesgue measure) with their Nystro¨m discretizations (important in
simulations), and also applies to so-called metapopulation models for dispersal
between finitely many patches [33] as well as finite-dimensional difference
equations [43] (we refer to Ex. 3.1 for details). Extending this, general dif-
ference equations on the space of measures, as well as their applications in
population dynamics, were recently studied in [52].
Finally, our analysis restricts to those solutions whose period is a multiple of the
basic period of the difference equation. Other constellations of these two periods
require a possibly large codimension as pointed out in [12].
1.1 Bifurcations in integrodifference equations
First of all, when dealing with periodic equations the bifurcating objects are peri-
odic solutions (denoted as cycles in [18]) rather than fixed points, and the period
reflects the seasonal driving. As a rule of thumb, IDEs inherit their bifurcation
behavior from the scalar (autonomous) models
ut+1 = g(ut, α) (1.3)
given by their growth function g. However, the critical values for the parameter α
are typically larger due to the loss of population when leaving the bounded habitat
Ω (see [47]). In order to list further similarities and discrepancies between (1.3) and
(1.1),(1.2), two kinds of behavior can be observed:
• For monotone growth functions like in the Beverton-Holt case, [51, Thms. 3.3
and 4.9] or [25, 26, 58] supplemented by strict subhomogeneity [57] or con-
cavity [34], global attractivity results hold. Every solution in the cone of
nonnegative functions converges to zero, or there exists a unique nonzero
globally attractive periodic solution (see Figs. 7 and 10). These are the only
biologically meaningful solutions although, in (1.1), (1.2), there are countably
many more bifurcations along the trivial solution, whose branches consist of
functions having negative values and are biologically irrelevant (cf. Sect. 5.2).
• For non-monotone growth (logistic, Hassell, Ricker) the dynamics of nonneg-
ative solutions is much more complicated [21] featuring e.g. a period dou-
bling scenario (cf. Sect. 5.3). Adding dispersal yields even richer dynamics
since, different from scalar equations (1.3), for instance along the primary
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nontrivial branch, more than just one period doubling bifurcation occurs in
(1.1) or (1.2) (see Fig. 15). In addition, the period doublings can lead to posi-
tive solutions with an increasing spatial inhomogeneity [4, 33, 53].
1.2 Contents
In a quite general framework of periodic IDEs, the paper at hand provides suf-
ficient conditions for local continuation and various branchings of periodic solu-
tions. In practise these criteria must be verified numerically — particularly when
dealing with realistic examples. We accordingly formulate our assumptions such
that they can be tackled effectively using numerical tools.
Although our proofs are purely analytical, we always provide interpretations
in terms of dynamical systems, formulate our conclusions accordingly and hint
at ecological interpretations. The subsequent Sect. 2 contains basic notions and
ingredients to understand the local dynamics near periodic solutions of periodic
IDEs. Although the methods of [43] developed for systems of difference equations
in Rd formally extend to IDEs, we choose a different approach: Rather than fixed
points of the period map [37], we directly compute periodic solutions. This has
at least two advantages when it comes to numerics: Evaluating the period map
of a θ-periodic IDE over a domain Ω ⊂ Rκ involves κθ-fold integrals which, in
turn, require high-dimensional cubature rules. Instead of solving periodic eigen-
value problems, we employ cyclic block operators (see Prop. 2.3), whose evalua-
tion avoids (numerical) stability issues (see e.g. [54, pp. 291ff]). Under a weak hy-
perbolicity condition, we provide a persistence (continuation) result for periodic
solutions in Sect. 3. As illustration serves the effect of dispersal when added to the
Allee equation. Afterwards, fold and crossing curve bifurcations are addressed in
Sect. 4. The aforesaid crossing curve bifurcations include classical transcritical and
pitchfork bifurcation scenarios as special cases, but the existence of a known solu-
tion branch is not assumed. We also give sufficient conditions for stability changes
along bifurcating solution branches in terms of their Morse index. By doubling
the particular period length, flip bifurcations can be naturally embedded into our
framework for pitchfork bifurcations. Finally, certain symmetry properties are dis-
cussed, demonstrating that for e.g. Hammerstein operators with symmetric kernel,
the solution branches bifurcating off the trivial branch either consist of even func-
tions, or appear as pairs of solution branches sharing the same total population.
The concrete applications covered in Sect. 5 not only illustrate our theoretical
results, but additionally demonstrate their applicability. Being scalar IDEs over a
symmetric interval as habitat (i.e. κ = 1), they are admittedly simple, but never-
theless exhibit essential features and allow numerical simulations of reliable accu-
racy. The required discretizations are based on Nystro¨m methods [8, 9, 35], that
is, one replaces integrals by quadrature rules. Since the integrals become finite
weighted sums, this results in parametrized finite-dimensional difference equa-
tions approximating the integral operators in (1.1) and (1.2). Due to Ex. 3.1(2), the
branching behavior of these discretizations is also covered by our abstract frame-
work. The examples are arranged such that their analysis requires an increasing
numerical effort: Sect. 5.1 discusses IDEs having a degenerate kernel, essentially
reducing the problems to finite dimensions. This allows an explicit analysis of
fold and 2-periodic pitchfork bifurcations. While the related paper [13] studies
the (equivalent) finite-dimensional version of a spatial logistic growth model, we
3
work directly with IDEs having polynomial growth functions without ecological
motivation. For periodic spatial Beverton-Holt equations of both Hammerstein-
and dispersal-growth type, bifurcations along the trivial solution are studied in
Sect. 5.2. It is shown that the primary bifurcation is transcritical at a critical pa-
rameter value related to the basic reproduction number R0 of the species. The
countably many further (but biologically irrelevant) bifurcations along 0 alternate
between being of pitchfork and transcritical type, which confirms a numerical ob-
servation from [53]. In particular, if we equip the considered IDEs with the Laplace
kernel, then the computational effort of our analysis reduces to the numerical so-
lution of a transcendental equation in the reals. Related results concerning branch-
ings along the zero solution also hold for an autonomous Ricker IDE tackled in
Sect. 5.3. Whence, our focus is a period doubling scenario along nontrivial solu-
tion branches. This eventually requires a fully numerical analysis based on path-
following schemes to detect also unstable branches of periodic solutions, corre-
sponding eigenvalue computations and an approximate evaluation of integrals.
For the reader’s convenience we added two appendices. First, App. 1 contains
the necessary abstract bifurcation results initiated in [19, 20]. We rely on a criterion
for crossing curve bifurcations due to [49, 36] in Thm. 1.3, which not only contains
transcritical and pitchfork patterns as special cases, but also applies without as-
suming a given known solution branch. Supplementing [49, 36], an “exchange of
stability principle” for Thm. 1.3 is provided, covering the behavior of the critical
eigenvalue 1 along the bifurcating branches. Second, one goal of this paper is to
provide an analytical justification for bifurcations observed in computer simula-
tions of IDEs. This still requires to approximate eigenvalues of integral operators
or to compute solution branches by e.g. pseudo-arc length continuation. App. 2
sketches the central algorithms for this purpose and surveys some of the related
literature. Implementations in Matlab are available for interested readers.
1.3 Notation
Let R+ := [0,∞) denote the nonnegative reals and S1 the unit circle in C. On a real
Banach spaceX ,Br(x) := {y ∈ X : ‖y − x‖ < r} is the open ball with center x and
radius r > 0; B¯r(x) is its closure. On the Cartesian product X × Y with another
real Banach space Y we use the norm
‖(x, y)‖ := max {‖x‖X , ‖y‖Y } .
Moreover, Ll(X,Y ), l ∈ N, is the linear space of bounded l-linear operators from
X l to Y ; L0(X,Y ) := Y , L(X,Y ) := L1(X,Y ), L(X) := L(X,X) and IX is the
identity map on X . We write σ(T ) for the spectrum, σp(T ) ⊆ σ(T ) for the point
spectrum of (the complexification of) T ∈ L(X), and refer to (λ, x) ∈ C × X as
eigenpair of T if x 6= 0 and Tx = λx hold. The null space and range of T are
N(T ) := T−1(0) resp. R(T ) := TX .
The spaces X,Y equipped with a bilinear form 〈·, ·〉 : Y ×X → R satisfying
∀x ∈ X \ {0} : ∃y ∈ Y : 〈y, x〉 6= 0, ∀y ∈ Y \ {0} : ∃x ∈ X : 〈y, x〉 6= 0
are called a duality pairing 〈Y,X〉 (cf. [35, pp. 45ff]). One speaks of a bounded bilinear
form if there exists a C ≥ 0 such that |〈y, x〉| ≤ C ‖x‖ ‖y‖ for all x ∈ X , y ∈ Y . The
annihilator of a subspace X0 ⊆ X is denoted by
X⊥0 := {y ∈ Y : 〈y, x〉 = 0 for all x ∈ X0} .
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Given an operator T ∈ L(X), its dual operator T ′ ∈ L(Y ) is uniquely determined
by 〈y, Tx〉 = 〈T ′y, x〉 for all x ∈ X , y ∈ Y [35, p. 46, Thm. 4.6].
In case U ⊆ X is an (open) subset, then Cm(U, Y ) consists of all mappings
f : U → Y whose m-th Fre´chet derivative exists and is continuous, where m ∈ N0.
Norms on finite-dimensional spaces are denoted by |·|. In particular, on Rd we
exclusively use the norm induced by the inner product 〈y, x〉 := ∑dj=1 xjyj . The
space L(Rm,Rd) is canonically identified with the d ×m-matrices Rd×m, and the
transpose of K ∈ Rd×m is denoted by KT ∈ Rm×d.
2 Periodic difference equations
We first present the basics necessary to keep this paper self-contained, but also to
carve out differences and extensions to the finite-dimensional situation [43]. Above
all, periodic solutions of difference equations are characterized as zeros of a cyclic
operator, to which the abstract bifurcation results from App. 1 apply. This is based
on the subsequent preparations on differentiability. We moreover state some sta-
bility criteria and develop an ambient Fredholm theory. The latter relies on duality
pairings (cf. [35, pp. 45ff] or [56, pp. 303ff]).
Abstractly, we are interested in (nonautonomous) difference equations
ut+1 = Ft(ut, α), (∆α)
which depend on a parameter α ∈ A from an ambient set A to be specified later.
The right-hand sides Ft : Ut × A → X are defined on subsets Ut ⊆ X , t ∈ Z. A
sequence φ = (φt)t∈Z satisfying φt ∈ Ut and φt+1 = Ft(φt, α) for all t ∈ Z is called
an entire solution of (∆α) and, given ε > 0, the set
Bε(φ) := {(t, x) ∈ Z×X : ‖x− φt‖ < ε}
is its ε-neighborhood. One typically identifies φ and {(t, φt) ∈ Z×X : t ∈ Z}. Keep-
ing α ∈ A fixed, the solution of (∆α) starting at an initial time τ ∈ Z in the initial
state uτ ∈ Uτ is given by
ϕα(t; τ, uτ ) :=
{
Ft−1(·, α) ◦ . . . ◦ Fτ (·, α)(uτ ), τ < t,
uτ , t = τ,
as long as the compositions stay in Ut. We call ϕα the general solution of (∆α).
The paper focuses on periodic difference equations (∆α), i.e. the situation
where there exists a basic period θ0 ∈ N such that
Ft+θ0 = Ft : Ut ×A→ X, Ut+θ0 = Ut for all t ∈ Z.
In case θ0 = 1, the right-hand sides Ft and the subsets Ut are constant in t, and one
obtains an autonomous difference equation (∆α).
2.1 The cyclic operator G
In order to characterize periodic solutions of (∆α) the following notions are funda-
mental: Given θ ∈ N, the linear space of θ-periodic sequences in X ,
`θ(X) := {φ = (φt)t∈Z : φt ∈ X and φt+θ = φt for all t ∈ Z} ,
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is equipped with the norm ‖φ‖ := maxθ−1t=0 ‖φt‖X . We identify `θ(X) with the
θ-fold product Xθ, as these spaces are (topologically) isomorphic by means of
the mutually inverse maps φ 7→ φˆ := (φ0, . . . , φθ−1) and (φ0, . . . , φθ−1) 7→
(. . . , φ0, . . . , φθ−1, . . .), the underline indicating the element of index 0 in a se-
quence φ ∈ `θ(X).
We restrict to such solutions, whose period θ is a multiple of the period θ0 of
the difference equation (∆α). With the product Uˆ := U0× . . .×Uθ−1 ⊆ Xθ and the
cyclic mapping
G : Uˆ ×A→ Xθ, G(uˆ, α) :=

Fθ−1(uθ−1, α)− u0
F0(u0, α)− u1
...
Fθ−2(uθ−2, α)− uθ−1
 , (2.1)
we arrive at the elementary, yet crucial
Theorem 2.1. Let α ∈ A, θ ∈ N be a multiple of θ0 and φ ∈ `θ(X). Then φ is a solution
of (∆α) if and only if G(φˆ, α) = 0.
Proof. The immediate proof is left to the suspicious reader.
Proposition 2.2 (properties ofG). Letm ∈ N andA be an open subset of a Banach space
P . If each mapping Ft : Ut×A→ X , 0 ≤ t < θ0, is m-times continuously differentiable,
then the following holds for all uˆ ∈ Uˆ and α ∈ A:
(a) G : Uˆ ×A→ Xθ is of class Cm with the partial derivatives
D1G(uˆ, α)vˆ =

D1Fθ−1(uθ−1, α)vθ−1 − v0
D1F0(u0, α)v0 − v1
...
D1Fθ−2(uθ−2, α)vθ−2 − vθ−1
 , (2.2)
Di1D
j
2G(uˆ, α)vˆ1 . . . vˆip1 . . . pj =

Di1D
j
2Fθ−1(uθ−1, α)v1θ−1 · · · viθ−1p1 · · · pj
Di1D
j
2F0(u0, α)v10 · · · vi0p1 · · · pj
...
Di1D
j
2Fθ−2(uθ−2, α)v1θ−2 · · · viθ−2p1 · · · pj
 (2.3)
for i, j ∈ N0, 1 ≤ i+ j ≤ m, (i, j) 6= (1, 0) and vˆ, vˆk ∈ Xθ, pk ∈ P , 1 ≤ k ≤ m.
(b) If every D1Ft(ut, α) ∈ L(X), 0 ≤ t < θ, is compact, then D1G(uˆ, α) ∈ L(Xθ) is
a Fredholm operator of index 0.
Note that continuous differentiability of Ft in the assumptions of Prop. 2.2 is to
be understood in the sense of Fre´chet for open sets Ut, or as cone differentiability
when Ut is a cone in X (cf. [22, pp. 225–226]).
Proof. (a) Thanks to e.g. [56, pp. 246–247, Prop. 4] and (2.1), the differentiability
properties of Ft and of the component functions transfer to G.
(b) The partial derivative D1G(uˆ, α) ∈ L(Xθ) is Fredholm of index 0, because
due to (2.2) it is a compact perturbation of the identity, and thus [56, p. 300,
Thm. 5.E] implies the claim.
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2.2 Periodic linear equations, stability and Fredholm theory
Our first goal is capturing the local dynamical behavior of (∆α) near given
branches φ(α) of θ-periodic solutions via their linearization. Thereto, suppose the
partial derivatives D1Ft : Ut × A → L(X), t ∈ Z, exist. Given α ∈ A, the linear
difference equation
vt+1 = D1Ft(φ(α)t, α)vt (Vα)
in X is called the variational equation (associated to the θ-periodic solution φ(α) of
(∆α)). It has the transition operator
Φα(t, τ) :=
{
D1Ft−1(φ(α)t−1, α) · · ·D1Fτ (φ(α)τ , α), τ < t,
IX , τ = t,
the period operator Ξθ(α) := Φα(θ, 0) and the Floquet spectrum σθ(α) := σ(Ξθ(α)).
The elements of σθ(α) are called Floquet multipliers.
In this setting, the stability properties of a solution φ(α) ∈ `θ(X) to (∆α) are as
follows:
• σθ(α) ⊆ B1(0) if and only if φ(α) is exponentially stable, i.e. there exist reals
K ≥ 1, γ ∈ (0, 1) and ρ > 0 such that
‖ϕα(t; τ, uτ )− φ(α)t‖ ≤ Kγt−τ ‖uτ − φ(α)τ‖ for all τ ≤ t, uτ ∈ B¯ρ(φ(α)τ )
(see [24], [27, p. 2, Thm. 1], [45, Thm. 2.1(a)]),
• if there exists a decomposition σθ(α) = σ0∪σu with supλ∈σ0 |λ| < infλ∈σu |λ|,
1 < infλ∈σu |λ| and σu 6= ∅, then φ(α) is unstable (see [27, p. 3, Thm. 2] or [45,
Thm. 2.1(b)]).
In what follows, let us keep a parameter α∗ ∈ A and a solution φ∗ ∈ `θ(X) to
(∆α∗) fixed. A spectral decomposition σθ(α∗) = σs∪˙σc∪˙σu into disjoint closed sets
σs ⊆ B1(0), σc ⊆ S1 and σu ⊆ C \ B¯1(0) gives rise to a decomposition
X = Xs ⊕Xc ⊕Xu
of the space X into closed subspaces Xs, Xc and Xu (cf. [30, p. 178, Thm. 6.17]). If
Xc⊕Xu is finite-dimensional, then m∗(φ∗) := dimXu is called the Morse index and
m∗(φ∗) := dimXc ⊕Xu is the upper Morse index of a solution φ∗. In case
σθ(α∗) ∩ S1 = ∅,
that is, σc = ∅, or equivalently, Xc = {0}, one denotes the periodic solution φ∗
as hyperbolic. In this situation we have m∗(φ∗) = m∗(φ∗), and φ∗ is exponentially
stable if and only if m∗(φ∗) = 0. Thus, the Morse index is a measure of instability.
In order to simplify our subsequent analysis, we suppose for the remaining
section that every D1Ft(φ(α)t, α) ∈ L(X), 0 ≤ t < θ0, is compact. We now address
the question of how the Floquet spectrum is related to the point spectrum of the
derivative of G:
Proposition 2.3. If θ ∈ N is a multiple of θ0, then
σp(D1G(φˆ∗, α∗)) =
{
λ− 1 ∈ C : λθ ∈ σp(Ξθ(α∗))
}
.
Moreover, for any λ ∈ C, ξˆ ∈ Xθ, the following statements are equivalent:
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(a) (λ− 1, ξˆ) is an eigenpair of D1G(φˆ∗, α∗),
(b) (λθ, ξ0) is an eigenpair of Ξθ(α∗), and λtξt = Φα∗(t, 0)ξ0 for all 0 ≤ t < θ.
Proof. The proof is a straightforward generalization of a well-known result for
cyclic matrices, found in e.g. [54, pp. 293–295]. The argument is based on the
fact that the power [IXθ +D1G(φˆ∗, α∗)]θ is block diagonal.
Proposition 2.4. If θ ∈ N is a multiple of θ0 and ξ∗ = (ξ∗t )t∈Z ∈ `θ(X), then the
following statements are equivalent:
(a) ξ∗ is a solution of (Vα∗),
(b) ξˆ∗ ∈ N(D1G(φˆ∗, α∗)),
(c) ξ∗t = Φα∗(t, 0)ξ∗0 holds for all 0 ≤ t < θ. If ξ∗0 6= 0, then (1, ξ∗0) is an eigenpair of
Ξθ(α∗).
In particular, we have dimN(D1G(φˆ∗, α∗)) = dimN(Ξθ(α∗)− IX).
Proof. We suppress the dependence on the fixed parameter α∗.
(a) ⇒ (b) In particular, ξ∗t+1−θ = ξ∗t+1 = DFt(φ∗t )ξ∗t for all 0 ≤ t < θ. Referring
to the representation (2.2), we now have
(DG(φˆ∗)ξˆ∗)t+1 = DFt(φ∗t )ξ∗t − ξ∗t+1 = 0 for all 0 ≤ t < θ,
(DG(φˆ∗)ξˆ∗)0 = DFθ−1(φ∗θ−1)ξ∗θ−1 − ξ∗0 = DFθ−1(φ∗θ−1)ξ∗θ−1 − ξ∗θ = 0
yielding DG(φˆ∗)ξˆ∗ = 0, as desired.
(b) ⇒ (c) The result is evident for ξ∗ = 0. If ξ∗ 6= 0, then the result follows as a
special case of Prop. 2.3.
(c) ⇒ (a) Assume that (1, ξ∗0) is an eigenpair of Ξθ and that ξ∗t = Φ(t, 0)ξ∗0 for
all 0 ≤ t < θ. For any t ∈ Z, there exists a uniquely determined k ∈ Z such that
t˜ := t + kθ ∈ {0, . . . , θ − 1}, and by the θ-periodicity of (ξ∗t )t∈Z we have ξ∗t = ξ∗t˜
for every t ∈ Z. The θ-periodicity of (DFt(φ∗t ))t∈Z now implies that ξ∗t+1 = ξ∗t˜+1 =
Φ(t˜+ 1, t˜)ξ∗
t˜
= DFt˜(φ∗t˜ )ξ
∗
t˜
= DFt(φ∗t )ξ∗t whenever 0 ≤ t˜ ≤ θ − 2, and
ξ∗t+1 = ξ∗θ = ξ∗0 = Ξθξ∗0 = Φ(θ, θ− 1)Φ(θ− 1, 0)ξ∗0 = DFθ−1(φ∗θ−1)ξ∗θ−1 = DFt(φ∗t )ξ∗t
whenever t˜ = θ − 1. It follows that ξ∗ is a θ-periodic solution of (Vα), as desired.
The final remark results from the fact that ξˆ∗ is uniquely determined by ξ∗0 , since
ξ∗t = Φ(t, 0)ξ∗0 for 0 ≤ t < θ. This implies that there is a one-to-one correspondence
between elements ξ∗0 ∈ N(Ξθ − IX) and ξˆ∗ ∈ N(DG(φˆ)), yielding the claim.
Suppose that we have given a duality pairing 〈Y,X〉 such that the dual operator
D1Ft(φ(α)t, α)′ ∈ L(Y ) of the derivative D1Ft(φ(α)t, α) exists for all 0 ≤ t < θ.
This allows us to introduce the dual variational equation (w.r.t. the duality pairing)
vt = D1Ft(φ(α)t, α)′vt+1, (V ′α)
which is a linear (backwards) difference equation in Y . Its dual transition operator
possesses the representation
Φ′α(t, τ) :=
{
D1Fτ (φ(α)τ , α)′ · · ·D1Ft−1(φ(α)t−1, α)′, t > τ,
IY , t = τ
(2.4)
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and thus Φ′α(t, τ) = Φα(t, τ)′, which results in the dual period operator
Ξ′θ(α) := Φ′α(θ, 0) = Φα(θ, 0)′.
If we introduce the bilinear form
〈·, ·〉θ : Y θ ×Xθ → R, 〈yˆ, xˆ〉θ :=
θ−1∑
t=0
〈yt, xt〉, (2.5)
then 〈Y θ, Xθ〉θ becomes a duality pairing as well. Boundedness is inherited from
〈·, ·〉. As clearly I ′Xθ = IY θ , the associate dual operator of D1G(uˆ, α) is given by
D1G(uˆ, α)′ ∈ L(Y θ), D1G(uˆ, α)′vˆ =

D1F0(u0, α)′v1 − v0
...
D1Fθ−2(uθ−2, α)′vθ−1 − vθ−2
D1Fθ−1(uθ−1, α)′v0 − vθ−1

for all uˆ ∈ Uˆ and tuples vˆ ∈ Y θ.
The relationship between (V ′α∗), D1G(φˆ∗, α∗)′ and Ξ′θ(α∗) resembles the rela-
tionship between (Vα∗), D1G(φˆ∗, α∗) and Ξθ(α∗) described in Prop. 2.4:
Proposition 2.5. If θ ∈ N is a multiple of θ0 and η∗ = (η∗t )t∈Z ∈ `θ(Y ), then the
following statements are equivalent:
(a) η∗ is a solution of (V ′α∗),
(b) ηˆ∗ ∈ N(D1G(φˆ∗, α∗)′),
(c) η∗t = Φ′α∗(θ, t)η∗0 holds for all 0 ≤ t < θ. If η∗0 6= 0, then (1, η∗0) is an eigenpair of
Ξ′θ(α∗).
In particular, we have dimN(D1G(φˆ∗, α∗)′) = dimN(Ξθ(α∗)′ − IY ).
Proof. The proof is dual to that of Prop. 2.4 and thus omitted.
Proposition 2.6. If θ ∈ N is a multiple of θ0, then the following holds:
(a) dimN(D1G(φˆ∗, α∗)) = dimN(D1G(φˆ∗, α∗)′) <∞,
(b) R(D1G(φˆ∗, α∗)) =
{
vˆ ∈ Xθ : 〈ηˆ∗, vˆ〉θ = 0 for all ηˆ∗ ∈ N(D1G(φˆ∗, α∗)′)
}
.
Proof. The statement follows from the Fredholm alternative for duality pairings, as
shown in e.g. [35, p. 53, Thm. 4.15] (for (a)) and [35, p. 55, Thm. 4.17] (for (b)).
Our Props. 2.3–2.6 finally culminate in
Corollary 2.7. For any n ∈ N, the following are equivalent:
(a) (Vα∗) has exactly n linearly independent θ-periodic solutions (up to multiples),
(b) dimN(D1G(φˆ∗, α∗)) = n,
(c) dimN(Ξθ(α∗)− IX) = n,
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(d) (V ′α∗) has exactly n linearly independent θ-periodic solutions (up to multiples),
(e) dimN(D1G(φˆ∗, α∗)′) = n,
(f) dimN(Ξ′θ(α∗)− IY ) = n.
If any (and thus all) of the above hold with N(D1G(φˆ∗, α∗)′) = span
{
ηˆ1, . . . , ηˆn
}
, then
the linear functionals
z′j : Xθ → R, z′j(vˆ) := 〈ηˆj , vˆ〉θ for all 1 ≤ j ≤ n
satisfy R(D1G(φˆ∗, α∗)) =
⋂n
j=1N(z′j).
Proof. We proceed in several steps:
(a)⇔ (c) ξ 7→ Φα∗(·, 0)ξ is isomorphism from X to the solution space of (Vα∗),
thus mapping a basis of N(Ξθ(α∗) − IX) to linearly independent θ-periodic solu-
tions.
(c)⇔ (b) is due to Prop. 2.4.
(b)⇔ (e) is established in Prop. 2.6.
(e)⇔ (f) is shown in Prop. 2.5.
(f) ⇔ (d) η∗ 7→ Φ′α∗(θ, ·)η∗ is an isomorphism between Y and the solution
space of (V ′α∗) transferring linearly independent elements of N(Ξ′θ(α∗) − IY ) to
linearly independent θ-periodic solutions of the dual variational equation (Vα∗).
Finally, the Fredholm theory from [35, pp. 52–58] yields the following equiva-
lences
vˆ ∈ R(T ) ⇔ vˆ ∈ N(T ′)⊥ ⇔ 〈ηˆ∗, vˆ〉 = 0 for all η∗ ∈ N(T ′)
(2.4)⇔ 〈ηˆj , vˆ〉 = 0 for all 1 ≤ j ≤ n
⇔
θ−1∑
t=0
〈
ηjt , vt
〉
= 0 for all 1 ≤ j ≤ n
⇔ z′j(vˆ) = 0 for all 1 ≤ j ≤ n⇔ vˆ ∈
n⋂
j=1
N(z′j)
with T := D1G(φˆ∗, α∗). This leads to our assertion.
3 Periodic integrodifference equations
This section applies the above preparations to periodic difference equations (∆α),
whose right-hand side Ft is a nonlinear integral operator. We specify concrete
mappings Ft including both dispersal-growth as well as growth-dispersal (Ham-
merstein) equations, and formulate standing assumptions guaranteeing sufficient
smoothness and complete continuity of Ft. As an application, a persistence re-
sult for periodic solutions of IDEs is given. Furthermore, we determine the dual
operator of the linearization of Ft.
Throughout, we suppose Ω is a compact metric space such that additionally,
(Ω,A, µ) is a measure space fulfilling µ(Ω) < ∞, so that the σ-algebra A contains
the Borel sets generated by the metric on Ω, and so that µ(Ω′) > 0 holds for all
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nonempty open sets Ω′ ⊆ Ω. In this section, the parameter space A is assumed to
be an open subset of a Banach space P . It is handy to abbreviate (when U ⊆ Rd)
C(Ω, U) := {u : Ω→ U |u is continuous} , Cd := C(Ω,Rd),
and we choose X = Cd with the norm ‖u‖ := maxx∈Ω |u(x)| in what follows.
The next result motivates our assumption of having no open sets of measure 0.
Lemma 3.1. The bilinear form
〈u, v〉 :=
∫
Ω
〈u(y), v(y)〉dµ(y) for all u, v ∈ Cd (3.1)
yields a bounded duality pairing 〈Cd, Cd〉.
Proof. The proof extends [35, p. 46, Thm. 4.4] to our more general setting. Begin
by noting that for each u ∈ Cd \ {0}, there exists an x0 ∈ Ω with u(x0) 6= 0 and an
open neighborhood Ω′ ⊆ Ω of x0 so that |u(x)| ≥ |u(x0)|2 > 0 for all x ∈ Ω′. Now
〈u, u〉 =
∫
Ω
〈u(y), u(y)〉dµ(y) ≥
θ−1∑
t=0
∫
Ω′
ut(y)2 dµ(y) ≥ |u(x0)|
2
4 µ(Ω
′) > 0
holds via the assumption µ(Ω′) > 0. Due to the Cauchy-Schwarz inequality in Rd,
we have
|〈u, v〉| ≤
∫
Ω
|〈u(y), v(y)〉| dµ(y) ≤
∫
Ω
|u(y)| |v(y)| dµ(y) ≤ µ(Ω) ‖u‖ ‖v‖
for all u, v ∈ Cd, and therefore 〈·, ·〉 is also bounded.
The right-hand side of (∆α) is assumed to be of the form
Ft(u, α)(x) := Gt
(
x,
∫
Ω
ft(x, y, u(y), α) dµ(y), α
)
for all x ∈ Ω. (3.2)
In order to deal with periodic IDEs (∆α), we assume there exists a basic period
θ0 ∈ N such that ft = ft+θ0 and Gt = Gt+θ0 , t ∈ Z; then Ft = Ft+θ0 holds for all
t ∈ Z. Given a differentiability order m ∈ N, the following standing assumptions
are supposed for every 0 ≤ t < θ0:
(H1) ft : Ω×Ω×U1t ×A→ Rp is continuous with an open, nonempty and convex
U1t ⊆ Rd and the derivatives Dj(3,4)ft : Ω×Ω× U1t ×A→ Lj(Rd × P,Rp) for
1 ≤ j ≤ m exist as continuous functions.
(H2) Gt : Ω × U2t × A → Rd is continuous with an open, nonempty and convex
U2t ⊆ Rp and the derivatives Dj(2,3)Gt : Ω × U2t × A → Lj(Rp × P,Rd) for
1 ≤ j ≤ m exist as continuous functions.
As a result, the Urysohn operator
Ut : C(Ω, U1t )×A→ Cp, Ut(u, α) :=
∫
Ω
ft(·, y, u(y), α) dµ(y)
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is of class Cm and referring to [44]1, this guarantees that the right-hand side (3.2)
of (∆α) defined on an ambient subset
Ut ⊆
{
u ∈ C(Ω, U1t ) :
∫
Ω
ft(x, y, u(y), α) dµ(y) ∈ U2t for all x ∈ Ω
}
fulfills for every t ∈ Z:
(P1) Ft ∈ Cm(Ut ×A,Cd) (see [44, Proceed as in the proof of Prop. 2.7]),
(P2) D1Ft(u, α) ∈ L(Cd) is compact for all (u, α) ∈ Ut ×A .
Working with a rather general measure µ in (3.2) allows us to capture both
classical IDEs, as well as their spatial discretizations in a unified framework:
Example 3.1 (measures). (1) In the applications [4, 33, 39, 47, 50, 53], µ is simply
the κ-dimensional Lebesgue measure yielding the Lebesgue integral in (3.2) and
therefore the IDE
ut+1(x) = Gt
(
x,
∫
Ω
ft(x, y, ut(y), α) dy, α
)
for all x ∈ Ω.
(2) Suppose that the compact set Ω ⊂ Rκ is countable, η ∈ Ω and wη denote
nonnegative reals. Then µ(Ω′) :=
∑
η∈Ω′ wη defines a measure on the family of
countable subsets Ω′ ⊂ Rκ. The assumption ∑η∈Ω wη < ∞ guarantees that µ(Ω)
is finite. The resulting µ-integral
∫
Ω udµ =
∑
η∈Ω wηu(η) leads to difference equa-
tions
ut+1(x) = Gt
x,∑
η∈Ω
wηft(x, η, ut(η), α), α
 for all x ∈ Ω, (3.3)
which cover Nystro¨m methods with nodes η and weights wη as they appear in nu-
merical discretizations [8], [35, pp. 224ff]. Alternatively, this captures models for
populations spread between finitely many different patches (metapopulation mod-
els, see [33, Example 1]). For singletons Ω, (3.3) turns into a system of difference
equations in Rd as studied in [43].
Now fix a parameter α∗ ∈ A and an associate θ1-periodic solution φ∗ of (∆α∗).
From (3.2), one obtains the partial derivative
[D1Ft(φ∗t , α∗)v](x) (3.4)
= D2Gt
(
x,
∫
Ω
ft(x, y, φ∗t (y), α∗) dµ(y), α∗
)∫
Ω
D3ft(x, y, φ∗t (y), α∗)v(y) dµ(y)
for all t ∈ Z, x ∈ Ω and v ∈ Cd. Apparently, (3.4) is the product of a multiplication
operator with a Fredholm integral operator and therefore compact.
Theorem 3.2 (persistence of periodic solutions). Let α∗ ∈ A, θ1 ∈ N and define θ :=
lcm(θ0, θ1). If φ∗ is an θ1-periodic solution of (∆α∗) satisfying the weak hyperbolicity
condition
1 6∈ σθ(α∗), (3.5)
then there exist ρ, ε > 0 and a Cm-function φ : Bρ(α∗) → Bε(φ∗) ⊆ `θ(Cd) such that
the following statements hold for all α ∈ Bρ(α∗):
1This reference assumes a globally defined operator Ft, i.e. Ut = Cd. Yet, the reader can verify that
the corresponding proofs merely require the domains U1t , U
2
t to be convex (as assumed above).
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(a) φ(α) is the unique θ-periodic solution of (∆α) in Bε(φ∗) and φ(α∗) = φ∗,
(b) Dφ(α∗) = (. . . , ψ0, . . . , ψθ−1, . . .) with ψ0, . . . , ψθ−1 ∈ L(P,Cd) uniquely given
by the cyclic system of Fredholm integral equations of the second kind
ψ0 = D1Fθ−1(φ∗θ−1, α∗)ψθ−1 +D2Fθ−1(φ∗θ−1, α∗),
ψ1 = D1F0(φ∗0, α∗)ψ0 +D2F0(φ∗0, α∗),
...
ψθ−1 = D1Fθ−2(φ∗θ−2, α∗)ψθ−2 +D2Fθ−2(φ∗θ−2, α∗),
(3.6)
(c) in case the solution φ∗ is even hyperbolic, i.e. σθ(α∗) ∩ S1 = ∅, then also φ(α) is
hyperbolic with the same Morse index as φ∗,
where the occurring derivatives are given by (3.4) and
[D2Ft(φ∗t , α∗)p](x) = D2Gt
(
x,
∫
Ω
ft(x, y, φ∗t (y), α∗) dµ(y), α∗
)
(3.7)∫
Ω
D4ft(x, y, φ∗t (y), α∗)pdµ(y) +D3Gt
(
x,
∫
Ω
ft(x, y, φ∗t (y), α∗) dµ(y), α∗
)
p
for all t ∈ Z, x ∈ Ω and p ∈ P .
It is an immediate consequence of statement (c) that the solutions φ(α) are ex-
ponentially stable, provided φ∗ is exponentially stable and has Morse index 0.
Proof. First of all, φ∗ is a θ-periodic solution of (∆α∗), and Thm. 2.1 yields
G(φˆ∗, α∗) = 0. Moreover, due to (P1) and Prop. 2.2(a), the mappingG : Uˆ×A→ Cθd
is of class Cm. Thanks to (P2), we obtain that every D1Ft(φ∗t , α∗) is compact.
Hence, Prop. 2.3 applies, and so hyperbolicity (3.5) implies that the partial deriva-
tiveD1G(φˆ∗, α∗) ∈ L(Cθd) is invertible. Now the implicit function theorem (e.g. [56,
pp. 250–251, Thm. 4.E]) guarantees the existence of neighborhoods Bρ(α∗) ⊆ A,
Bε(φˆ∗) ⊆ Uˆ and of a Cm-function φˆ : Bρ(α∗)→ Bε(φˆ∗) such that
G(φˆ(α), α) ≡ 0 on Bρ(α∗). (3.8)
(a) This results by Thm. 2.1 with φ(α) := (. . . , φˆ(α)0, . . . , φˆ(α)θ−1, . . .) ∈ `θ(Cd),
therefore φ : Bρ(α∗) → `θ(Cd) is also of class Cm and the claimed uniqueness is
due to the implicit function theorem.
(b) Taking the derivative in (3.8) gives D1G(φˆ∗, α∗)Dφˆ(α∗) + D2G(φˆ∗, α∗) = 0
with derivatives given in (2.2), (2.3). This yields the cyclic system (3.6), which can
be uniquely solved because of the hyperbolicity assumption (3.5) and Prop. 2.3.
(c) The hyperbolicity of φ∗ implies that there exist disjoint sets σs, σu with
σθ(α∗) = σu∪˙σs, σu ⊆ B1(0), σs ⊆ C \ B¯1(0)
and since all Ξθ(α) are compact, σu consists of finitely many eigenvalues (having
finite multiplicity). By assumption, α 7→ D1Ft(φ(α)t, α) is continuous on Bρ(α∗);
thus, Ξθ : Bρ(α∗) → L(Cd) is continuous. Hence, [30, pp. 213–214, Sect. 5] shows
that the above spectral splitting persists in a neighborhood of α∗, while the di-
mension of the unstable subspace of Ξθ(α) remains constant. This implies the
claim.
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Figure 1: Equilibrium branches φ±(aL) as functions of the dispersal parameter α =
aL (left). Four largest eigenvalues λ±(aL) along these two branches of nontrivial
solutions to (3.11) (right)
If an IDE (∆α) depends on a real parameter α, then the effect of parameter
changes to the total population can be determined using the following tool.
Remark 3.1 (average population vector). Suppose that P = R. The value of the
function
Mθ : Bρ(α∗)→ Rd, Mθ(α) := 1
θ
θ−1∑
t=0
∫
Ω
φ(α)t(y) dµ(y)
is understood as average population vector over one period length θ. If the func-
tions ψ1, . . . , ψθ ∈ Cd are given by (3.6), then M˙θ(α∗) = 1θ
∑θ−1
t=0
∫
Ω ψt(y) dµ(y) al-
lows one to determine whether changes in α near α∗ lead to an increase (M˙θ(α∗)i >
0) or a decrease (M˙θ(α∗)i < 0) in the i-th average population, 1 ≤ i ≤ d.
The next example relates the dynamics of a scalar difference equation (in R) to
its IDE counterpart (in the function space C1). We demonstrate how the size of the
habitat can be considered as a parameter (although Ω is constant in (3.2)) and in
which way it affects the stability and bifurcation behavior of our IDE.
Example 3.2 (Allee equation). Let β > 0. The scalar Allee equation
ut+1 =
βu2t
1 + u2t
(3.9)
(cf. [14, pp. 54–55]) has the trivial solution, which is exponentially stable for every
parameter β > 0. However, at β = 2 there is a change in the behavior of (3.9):
• For β < 2 it has only the trivial equilibrium.
• For β = 2 the nontrivial fixed point 1 appears.
• For β > 2 there exist two equilibria φ±(β) := 12 (β ±
√
β2 − 4) 6= 0, where the
lower φ−(β) is unstable, while the upper one φ+(β) is exponentially stable.
Summarizing, a supercritical fold bifurcation in (3.9) appears for β = 2. Let us
now restrict to the hyperbolic case β = 10, where φ±(10) = 5 ± 2√6. We aim
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to determine the way in which the behavior of (3.9) changes under the additional
effect of dispersal [53]. For simplicity, assume an interval [−L2 , L2 ] of length L > 0
as habitat Ω and consider the corresponding autonomous growth-dispersal IDE
ut+1 = 10
∫ L
2
−L2
k(·, y) ut(y)
2
1 + ut(y)2
dy
on C[−L2 , L2 ]. We introduce the toplinear isomorphism TL ∈
L
(
C[−L2 , L2 ], C[−1, 1]
)
, (TLu)(ξ) := u
(
L
2 ξ
)
for all ξ ∈ [−1, 1]. The change of
variables formula implies
(TLut+1)(x˜) = 5L
∫ 1
−1
k
(
L
2 x˜,
L
2 y˜
) ut(L2 y˜)2
1 + ut
(
L
2 y˜
)2 dy˜ for all x˜ ∈ [−1, 1].
Therefore, the sequence vt := TLut in C[−1, 1] satisfies the IDE
vt+1(x) = 5L
∫ 1
−1
k
(
L
2 x,
L
2 y
) vt(y)2
1 + vt(y)2
dy for all x ∈ [−1, 1]
on the constant habitat [−1, 1]. In order to become more concrete, choose k as the
Laplace kernel (cf. [39, 47, 53])
k(x, y) := a2e
−a|x−y| for all x, y ∈ R, (3.10)
with some dispersal rate a > 0. The resulting Hammerstein IDE
vt+1(x) = 5
aL
2
∫ 1
−1
e−
aL
2 |x−y| vt(y)
2
1 + vt(y)2
dy for all x ∈ [−1, 1] (3.11)
fits in the setting (3.2) and depends only on the product aL > 0, which we consider
as parameter. Our numerical simulations indicate that (3.11) behaves similarly to
its scalar predecessor (3.9) when aL is varied. For parameters aL > 0.464 there are
two fixed point branches φ±(aL) ∈ C1 (see Fig. 1 (right)2) merging at aL ≈ 0.464.
The associate eigenvalue branches depicted in Fig. 1 (left) indicate that the upper
branch φ+ stays exponentially stable, while the lower branch φ− stays unstable.
Along φ+ the total population M1(aL) is increasing for aL > 0.464, i.e. both larger
habitats, as well as larger dispersal rates a are beneficial for the population size.
Lemma 3.3. The dual operator of D1Ft(u, α) ∈ L(Cd) exists and is given by
[D1Ft(u, α)′v](x) (3.12)
=
∫
Ω
D3ft(y, x, u(x), α)TD2Gt
(
y,
∫
Ω
ft(y, η, u(η), α) dµ(η), α
)T
v(y) dµ(y)
for all t ∈ Z, x ∈ Ω, u ∈ Ut, α ∈ A and v ∈ Cd.
2Here and in the following our coloring scheme is based on stability, where green means exponential
stability and increasingly darker tones of red indicate corresponding instability with growing Morse
index
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Proof. Let t ∈ Z. Notation-wise, it is convenient to neglect the dependence on α in
Gt, ft,Ft and to write Mt(x) := D2Gt
(
x,
∫
Ω ft(x, η, u(η)) dµ(η)
) ∈ Rd×p. We have
〈w,DFt(u)v〉 =
∫
Ω
〈w(x), [DFt(u)v](x)〉dµ(x)
(3.4)=
∫
Ω
〈w(x),Mt(x)
∫
Ω
D3ft(x, y, u(y))v(y) dµ(y)〉dµ(x)
=
∫
Ω
〈Mt(x)Tw(x),
∫
Ω
D3ft(x, y, u(y))v(y) dµ(y)〉dµ(x)
=
∫
Ω
∫
Ω
〈Mt(x)Tw(x), D3ft(x, y, u(y))v(y)〉dµ(y) dµ(x)
=
∫
Ω
∫
Ω
〈D3ft(x, y, u(y))TMt(x)Tw(x), v(y)〉dµ(y) dµ(x)
and Fubini’s theorem (e.g. [16, pp. 159–160, Thm. 5.2.2]) implies
〈w,DFt(u)v〉 =
∫
Ω
∫
Ω
〈D3ft(y, x, u(y))TMt(y)Tw(y), v(x)〉dµ(y) dµ(x)
=
∫
Ω
〈
∫
Ω
D3ft(y, x, u(x))TMt(y)Tw(y) dµ(y), v(x)〉dµ(x)
=
∫
Ω
〈[DFt(u)′w](x), v(x)〉dµ(x) = 〈DFt(u)′w, v〉
for all v, w ∈ Cd, as well as u ∈ Ut. This proves the claim.
4 Bifurcations in periodic integrodifference equations
Although this section contains only two branching criteria for periodic solutions
to IDEs (∆α), our setting is nevertheless sufficiently flexible to cover fold, trans-
critical, pitchfork and flip bifurcations. The first three of these address a rather
typical feature of models from theoretical ecology, namely monotone right-hand
sides. Hence, the Krein-Rutman theorem [22, p. 228, Thm. 19.3] guarantees that
a simple, real, positive eigenvalue (with positive eigenfunction) is dominant. It
crosses the critical value 1, leading to such a primary bifurcation.
In the remaining text, we retreat to parameter spaces A being open subsets of
the real numbers, i.e. P = R. Suppose that θ is a multiple of both the periods
θ0 of an IDE (∆α) and of a fixed reference solution φ∗, and that the assumptions
(H1–H2) on the right-hand side hold. The previous Sect. 3 showed that qualitative
changes in the set of θ-periodic solutions to (∆α) require the weak hyperbolicity
condition (3.5) to be violated, i.e.
1 ∈ σθ(α∗). (4.1)
Therefore, it is crucial to determine parameter values α∗ giving rise to such
changes, and to understand these changes at least locally. Specifying this, a θ1-
periodic solution φ∗ to (∆α∗) bifurcates at a parameter α∗ ∈ A, if there exists a
parameter sequence (αn)n∈N with limit α∗ in A and distinct sequences (φ1n)n∈N,
(φ2n)n∈N of θ-periodic solutions to (∆αn) satisfying limn→∞ φ1n = limn→∞ φ2n.
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Let us stress that this bifurcation notion is purely ”analytical” and that stability
changes will be addressed separately. We describe such bifurcations where the pair
(φ∗, α∗) is contained in a smooth branch of θ-periodic solutions. This means:
There exist ε > 0, open intervals S ⊆ R containing 0, A0 ⊆ A containing
α∗ and a smooth curve
[
γ
α
]
: S → Bε(φ∗)×A ⊆ `θ(Cd)× R such that
γ(0) = φ∗, α(0) = α∗ and each γ(s) is an θ-periodic solution of the
IDE (∆α(s)) for all s ∈ S. The image Γ =
[
γ
α
]
(S) is called a branch.
(4.2)
For later use we now abbreviate the solution sets
Γ+ :=
[
γ
α
]
(S ∩ (0,∞)), Γ− :=
[
γ
α
]
(S ∩ (−∞, 0)),
obtain Γ = Γ+∪˙
{[
φ∗
α∗
]} ∪˙Γ−, and call them exponentially stable or unstable if all
solutions of (∆α) on them possess the respective stability characteristic.
In order to deduce sufficient criteria for bifurcation, assume that α∗ ∈ A is a
critical parameter in the sense that the following bifurcation conditions hold:
(B1) φ∗ is a θ1-periodic solution to (∆α∗).
(B2) 1 is a simple Floquet multiplier, i.e. there exists ξ∗0 ∈ Cd \ {0}with
N(Ξθ(α∗)− ICd) = span {ξ∗0} ,
giving rise to a θ-periodic solution ξ∗ = (ξ∗t )t∈Z ∈ `θ(Cd) of the variational
equation (Vα∗) (cf. Prop. 2.4). Furthermore, choose an η∗0 ∈ Cd \ {0} so that
N(Ξθ(α∗)′ − ICd) = R(Ξθ(α∗)− ICd)⊥ = span {η∗0}
(cf. [56, p. 294, Prop. 6(ii)]), which in turn induces an entire θ-periodic
solution η∗ = (η∗t )t∈Z ∈ `θ(Cd) of the dual variational equation (V ′α∗)
(cf. Prop. 2.5).
As final preparation for our subsequent bifurcation criteria we note that a com-
bination of (2.5) and Lemma 3.1 yields the duality pairing 〈Cθd , Cθd〉θ with
〈wˆ, vˆ〉θ =
θ−1∑
t=0
∫
Ω
〈wt(y), vt(y)〉dµ(y) for all vˆ, wˆ ∈ Cθd
and we state a technical result.
Lemma 4.1. If i, j ∈ N0 with 1 ≤ i+ j ≤ m, (i, j) 6= (1, 0), then
〈wˆ,Di1Dj2G(φˆ∗, α∗)vˆ1 · · · vˆi〉θ
=
θ−1∑
t=0
∫
Ω
〈wt+1(x),
[
Di1D
j
2Ft(φ∗t , α∗)v1t · · · vit
]
(x)〉dµ(x)
holds for all vˆk, wˆ ∈ Cθd , 1 ≤ k ≤ i.
17
Proof. From Prop. 2.2(a) we obtain[
Di1D
j
2G(φˆ∗, α∗)vˆ1 · · · vˆi
]
t+1 = D
i
1D
j
2Ft(φ∗t , α∗)v1t · · · vit for all t ∈ Z
and it immediately results that
〈wˆ,Di1Dj2G(φˆ∗, α∗)vˆ1 · · · vˆi〉θ =
θ−1∑
t=0
∫
Ω
〈wt(x),
[
Di1D
j
2G(φˆ∗, α∗)vˆ1 · · · vˆi
]
t
(x)〉dµ(x)
=
θ−1∑
t=0
∫
Ω
〈wt+1(x),
[
Di1D
j
2G(φˆ∗, α∗)vˆ1 · · · vˆi
]
t+1(x)〉dµ(x)
=
θ−1∑
t=0
∫
Ω
〈wt+1(x),
[
Di1D
j
2Ft(φ∗t , α∗)v1t · · · vit
]
(x)〉dµ(x)
due to the θ-periodicity of (∆α).
4.1 Fold bifurcation
We start with our possibly simplest bifurcation pattern.
Theorem 4.2 (fold bifurcation). Let m ≥ 2, and suppose (B1–B2) are satisfied. If
g01 :=
θ−1∑
t=0
∫
Ω
〈η∗t+1(x), D2Ft(φ∗t , α∗)(x)〉dµ(x) 6= 0,
then there exists a branch Γ of θ-periodic solutions of the IDE (∆α) as in (4.2), with Cm-
functions γ, α satisfying γ˙(0) = ξ∗ and α˙(0) = 0. Moreover, every θ-periodic solution of
(∆α) in Bε(φ∗)×A0 is captured by Γ. Under the additional assumption
g20 :=
θ−1∑
t=0
∫
Ω
〈η∗t+1(x), [D21Ft(φ∗t , α∗)(ξ∗t )2](x)〉dµ(x) 6= 0,
the θ-periodic solution φ∗ of (∆α∗) bifurcates at α∗ into the branch Γ, α¨(0) = − g20g01 , and
locally in Bε(φ∗)×A0 the following hold (cf. Fig. 2):
(a) Subcritical case: If g20/g01 > 0, then (∆α) has no θ-periodic solution for α > α∗
and exactly two distinct θ-periodic solutions for α < α∗.
(b) Supercritical case: If g20/g01 < 0, then (∆α) has no θ-periodic solution for α < α∗
and exactly two distinct θ-periodic solutions for α > α∗,
where the occurring derivatives are given by (3.7) and
[D21Ft(φ∗t , α∗)vv¯](x) = D22Gt
(
x,
∫
Ω
ft(x, y, φ∗t (y), α∗) dµ(y), α∗
)
(4.3)∫
Ω
D3ft(x, y, φ∗t (y), α∗)v(y) dµ(y)
∫
Ω
D3ft(x, y, φ∗t (y), α∗)v¯(y) dµ(y)
+D2Gt
(
x,
∫
Ω
ft(x, y, φ∗t (y), α∗) dµ(y), α∗
)∫
Ω
D23ft(x, y, φ∗t (y), α∗)v(y)v¯(y) dµ(y)
for all t ∈ Z, x ∈ Ω and v, v¯ ∈ Cd.
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Figure 2: Subcritical ( g20g11 > 0) and supercritical (
g20
g11
< 0) fold bifurcation of θ-
periodic solutions to (∆α) described in Thm. 4.2, as well as the exchange of stabil-
ity between the branches Γ+ and Γ− from unstable (dashed line) to exponentially
stable (solid) covered in Cor. 4.3
Proof. For the sake of brief notation, we will repeatedly employ the abbreviation
Gij := Di1D
j
2G(u∗, α∗), gij := z′(Gij(ξ∗)i) for all i, j ∈ N0, i, j ≤ m
with the linear functional z′ : Cθd → R given by z′(vˆ) := 〈ηˆ∗, vˆ〉θ. Let us subdivide
the proof into two steps:
(I) Our goal is to apply Thm. 1.2 to the abstract equation G(φˆ, α) = 0 between
the same Banach spaces X = Cθd and Z = Cθd . Above all, it follows from (P1) and
Prop. 2.2(a) that G : Uˆ × A → Cθd is of class Cm, m ≥ 2. Thanks to (B1), φ∗ is a
θ-periodic solution of (∆α∗), and Thm. 2.1 implies G(φˆ∗, α∗) = 0, i.e. (A.1) holds.
Moreover, due to Prop. 2.2(b), the derivative D1G(φˆ∗, α∗) is Fredholm of index 0.
As a consequence of (B2) and Prop. 2.4, 2.5, we have
N(G10) = span{ξˆ∗}, N(G′10) = span{ηˆ∗},
so that (A.2) holds. According to Cor. 2.7, the linear functional z′ : Cθd → R satisfies
N(z′) = R(G10) and is clearly bounded, yielding (A.3). In conclusion, we are in
the abstract setting of App. 1 with u∗ = φˆ∗.
(II) Lemma 4.1 immediately guarantees
z′(G01) = 〈ηˆ∗, G01〉θ =
θ−1∑
t=0
∫
Ω
〈η∗t+1(x), D2Ft(φ∗t , α)(x)〉dµ(x) = g01,
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z′(G20(ξ∗)2) = 〈ηˆ∗, D21G(φˆ∗, α∗)(ξˆ∗)2〉θ
=
θ−1∑
t=0
∫
Ω
〈η∗t+1(x),
[
D21Ft(φ∗t , α)(ξ∗t )2
]
(x)〉dµ(x) = g20.
Thm. 1.2 now applies to G(φˆ, α) = 0, and Thm. 2.1 implies the desired results.
If the Floquet multiplier 1 is the unique element of σθ(α∗) on the unit circle, i.e.
σθ(α∗) ∩ S1 = {1} , (4.4)
then more can be said on the dynamics near the branch Γ. More specifically, when
the remaining Floquet spectrum is contained in the open disk B1(0), i.e.
σθ(α∗) \ {1} ⊆ B1(0), (4.5)
then a bifurcation goes hand in hand with a stability change for φ∗ (see Fig. 2):
Corollary 4.3 (stability along Γ). Suppose that (4.4) holds (cf. Fig. 2):
(a) If g20 > 0, then the Morse index along Γ increases by 1 as s grows through 0 in
(4.2). In particular, under (4.5), Γ− is exponentially stable and Γ+ is unstable.
(b) If g20 < 0, then the Morse index along Γ decreases by 1 as s grows through 0 in
(4.2). In particular, under (4.5), Γ+ is exponentially stable and Γ− is unstable.
Proof. If Ξ˜θ(s) ∈ L(Cd) denotes the period operator of the variational equation
vt+1 = D1Ft(γ(s)t, α(s))vt, then the following holds true in a vicinity of s = 0:
Since the embedding operator J in (A.4) is the identity on Cθd , Lemma 1.1 applies.
By the spectral mapping theorem, there is a smooth curve of simple eigenpairs
(λ(s), ξ(s)) for ICθ
d
+ D1G(γ(s), α(s)) with (λ(0), ξ(0)) = (1, ξˆ∗). Therefore, the
function ρ(s) := |λ(s)| is differentiable in a neighborhood of 0. Due to Thm. 1.2(c),
one has λ˙(0) = g20, and consequently ρ˙(0) = g20.
(a) For g20 > 0, the function ρ is strictly increasing near 0. Whence, Prop. 2.3
implies that the Morse index along the solution branch Γ increases as s grows
through the value 0. Since s 7→ λ(s) is a curve of (algebraically) simple eigenvalues,
also their geometric multiplicity is 1, and so the Morse index increases by 1. In
particular, (4.5) implies that σ(Ξ˜θ(s)) ⊆ B1(0) for s < 0, while Ξ˜θ(s) possesses an
eigenvalue of modulus > 1 for s > 0.
(b) For g20 < 0, a dual argument shows that the Morse index along Γ drops by
1 as s increases through 0. If (4.5) holds, then σ(Ξ˜θ(s)) ⊂ B1(0) for s > 0, whereas
s < 0 leads to Floquet spectrum outside the closed unit disk in C.
Note that Ex. 3.2 and Fig. 1 feature a supercritical fold bifurcation of fixed
points.
4.2 Crossing curve bifurcation
The following bifurcation patterns require
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(B3) For all 0 ≤ t < θ, one has
D2Gt
(
x,
∫
Ω
ft(x, y, φ∗t (y), α∗) dµ(y), α∗
)∫
Ω
D4ft(x, y, φ∗t (y), α∗) dµ(y)
+D3Gt
(
x,
∫
Ω
ft(x, y, φ∗t (y), α∗) dµ(y), α∗
)
≡ 0 on Ω
as further bifurcation condition. Note that (B3) means D2Ft(φ∗t , α∗) ≡ 0 on Z.
Theorem 4.4 (crossing curve bifurcation). Let m ≥ 2, and suppose (B1–B3) are satis-
fied. If
g11 :=
θ−1∑
t=0
∫
Ω
〈η∗t+1(x), [D1D2Ft(φ∗t , α∗)ξ∗t ](x)〉dµ(x) 6= 0,
θ−1∑
t=0
∫
Ω
〈η∗t+1(x), [D22Ft(φ∗t , α∗)](x)〉dµ(x) = 0
hold, then the θ-periodic solution φ∗ of an IDE (∆α∗) bifurcates at α∗ as follows: The pair
(φ∗, α∗) is the intersection of two branches Γ1,Γ2 of θ-periodic solutions as in (4.2), and
every θ-periodic solution of (∆α) in Bε(φ∗) is captured by Γ1 or Γ2. We have
(a) Γ1 = {(φ1(α), α) ∈ `θ(Cd)× R : α ∈ A0} with a Cm−1-function φ1 : A0 →
Bε(φ∗) of θ-periodic solutions φ1(α) to (∆α) satisfying
φ1(α∗) = φ∗, φ˙1(α∗) = 0,
(b) Γ2 =
[
γ2
α2
]
(S) with a Cm−1-curve
[
γ2
α2
]
: S → Bε(φ∗)×A0 such that
γ2(s) = φ∗ + sξˆ∗ + o(s),
α2(s) = α∗ − s2g11
θ−1∑
t=0
∫
Ω
〈η∗t+1(x), [D21Ft(φ∗t , α∗)(ξ∗t )2](x)〉dµ(x) + o(s),
where the occurring derivatives are given by (4.3) and
[D1D2Ft(φ∗t , α∗)v](x)
= D2Gt
(
x,
∫
Ω
ft(x, y, φ∗t (y), α) dµ(y), α∗
)∫
Ω
D3D4ft(x, y, φ∗t (y), α∗)v(y) dµ(y)
+D2D3Gt
(
x,
∫
Ω
ft(x, y, φ∗t (y), α∗) dµ(y), α∗
)∫
Ω
D3ft(x, y, φ∗t (y), α∗)v(y) dµ(y)
+D22Gt
(
x,
∫
Ω
ft(x, y, φ∗t (y), α) dµ(y), α∗
)∫
Ω
D3ft(x, y, φ∗t (y), α∗)v(y) dµ(y)∫
Ω
D4ft(x, y, φ∗t (y), α∗) dµ(y)
for all t ∈ Z, x ∈ Ω and v ∈ Cd.
In the bifurcation diagram (cf. Figs. 3–4), the branch Γ1 is graph of a function
over the α-axis, whose tangent in (φ∗, α∗) is α 7→ (φ∗, α).
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Remark 4.1. The assumption (B3) is satisfied, if φ∗ is embedded into a constant
branch of solutions, i.e. φ∗t+1 = Ft(φ∗t , α) for all t ∈ Z, α ∈ A holds. In this situation,
one has φ1(α) ≡ φ∗ on A0, that is, Γ1 = {(φ∗, α) ∈ `θ(Cd)× R : α ∈ A0}.
Proof. As shown in step (I) of the proof for Thm. 4.2, we are in the set-up of App. 1.
Under the present assumptions, Lemma 4.1 leads to
z′(G11ξˆ∗) = 〈ηˆ∗, G11ξˆ∗〉θ
=
θ−1∑
t=0
∫
Ω
〈η∗t+1(x), [D1D2Ft(φ∗t , α)ξ∗t ] (x)〉dµ(x) = g11,
z′(G02) = 〈ηˆ∗, G02〉θ =
θ−1∑
t=0
∫
Ω
〈η∗t+1(x), D22Ft(φ∗t , α)(x)〉dµ(x).
Therefore, Thm. 1.3 applies and yields a solution branch Γ1 =
[
γ1
α1
]
(S) given by a
Cm−1-curve
[
γ1
α1
]
: S → Bε(φ∗)×A0 such that
γ1(0) = φ∗, α1(s) = α∗ + s, γ˙1(0) = 0, (4.6)
as well as a branch Γ2 having the properties claimed in (b). The assertion (a) fol-
lows from (4.6) if we define φ1(α) := γ1(α− α∗).
Corollary 4.5 (stability along Γ1). Suppose that (4.4) holds (cf. Fig. 3 and 4):
(a) If g11 > 0, then m∗(φ1(α)) increases by 1 as α grows through α∗. In particular,
under (4.5) the θ-periodic solution φ1(α) of (∆α) is exponentially stable for α < α∗
and unstable for α > α∗.
(b) If g11 < 0, then m∗(φ1(α)) decreases by 1 as α grows through α∗. In particu-
lar, under (4.5) the θ-periodic solution φ1(α) of (∆α) is unstable for α < α∗ and
exponentially stable for α > α∗.
Proof. The argument parallels the proof for Cor. 4.3 (with Γ1 instead of Γ), except
we now apply Thm. 1.3(c) in order to deduce ρ˙(0) = g11:
(a) In case g11 > 0, the Morse index along Γ1 increases by 1 as s grows through
the value 0. Due to φ1(α) = γ1(α− α∗) and (4.6), this yields
m∗(φ1(α)) = m∗(φ∗) for all α ≤ α∗, m∗(φ1(α)) = m∗(φ∗) for all α ≥ α∗, (4.7)
the claimed (stability) assertions for the variational equation (Vα) along φ = φ1.
(b) The argument in case g11 < 0 is dual. In particular,
m∗(φ1(α)) = m∗(φ∗) for all α ≥ α∗, m∗(φ1(α)) = m∗(φ∗) for all α ≤ α∗ (4.8)
implies the assertions.
Further information on the derivatives of the right-hand sides Ft yields a more
detailed description of the local branch Γ2, and we encounter two well-known
bifurcation patterns. In the generic case, also Γ2 can be represented as graph of a
function over the α-axis (see Fig. 3):
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Figure 3: Transcritical bifurcation of θ-periodic solutions to (∆α) from a branch Γ1
into Γ2 described in Prop. 4.6, as well as the exchange of stability from unstable
(dashed line) to exponentially stable (solid)
Proposition 4.6 (transcritical bifurcation). Under the additional assumption
g20 =
θ−1∑
t=0
∫
Ω
〈η∗t+1(x), [D21Ft(φ∗t , α∗)(ξ∗t )2](x)〉dµ(x) 6= 0
we obtain that Γ2 = {(φ2(α), α) ∈ `θ(Cd)× R : α ∈ A0} holds with a Cm−1-function
φ2 : A0 → Bε(φ∗) of θ-periodic solutions φ2(α) to (∆α) satisfying
φ2(α∗) = φ∗, φ˙2(α∗) = −2 g11g20 ξˆ∗.
Locally in Bε(φ∗) × A0, φ2(α) is the unique θ-periodic solution of (∆α) distinct from
φ1(α) for α 6= α∗, and φ∗ is the unique θ-periodic solution of (∆α∗) (cf. Fig. 3). Further-
more, in case (4.4) one additionally has:
(a) If g11 > 0, then m∗(φ2(α)) decreases by 1 as α grows through α∗. In particu-
lar, under (4.5) the θ-periodic solution φ2(α) of (∆α) is unstable for α < α∗ and
exponentially stable for α > α∗.
(b) If g11 < 0, then m∗(φ2(α)) increases by 1 as α grows through α∗. In particular,
under (4.5) the θ-periodic solution φ2(α) of (∆α) is exponentially stable for α < α∗
and unstable for α > α∗.
Proof. Note that Cor. 1.4 immediately applies, since Lemma 4.1 guarantees
z′(G20(ξˆ∗)2) = 〈ηˆ∗, G20(ξˆ∗)2〉θ
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=
θ−1∑
t=0
∫
Ω
〈η∗t+1(x),
[
D21Ft(φ∗t , α)(ξ∗t )2
]
(x)〉dµ(x) = g20.
Given the branch Γ2 from Thm. 4.4(b), one has α˙2(0) = − g202g11 6= 0. Therefore,
we can, thanks to the inverse function theorem, define φ2(α) := γ2(α−12 (α)) in a
neighborhood of α∗, which w.l.o.g. will also be denoted as A0. By construction,
each φ2(α) is a θ-periodic solution of (∆α), and has the properties
φ2(α∗) = φ∗, φ˙2(α∗) = 1α˙2(0) γ˙2(α
∗) = −2 g11g20 ξˆ∗.
The statements on the Morse index along Γ2 result from Lemma 1.1 as in the proof
of Cor. 4.3. In the notation used there, Cor. 1.4 leads to ρ˙(0) = g202 along Γ2.
• In case g20 > 0 the Morse index increases. If − g20g11 > 0 (equivalently g11 < 0),
then α−12 increases and we conclude an increase in the Morse index of φ2(α)
as α grows through α∗. If− g20g11 < 0 (equivalently g11 > 0), then α
−1
2 decreases
and we derive a decrease in the Morse index of φ2(α) as α grows through α∗.
• In case g20 < 0 the Morse index decreases. If− g20g11 > 0 (equivalently g11 > 0),
then α−12 increases and we conclude a decrease in the Morse index of φ2(α) as
α grows through α∗. If − g20g11 < 0 (equivalently g11 < 0), then α
−1
2 decreases
and we derive an increase in the Morse index of φ2(α) as α grows through
α∗.
In conclusion, the sign of the coefficient g11 determines an increase resp. decrease
in m∗(φ2(α)) as α grows through α∗.
The complementary situation g20 = 0 leads to a, in general, nongeneric bifur-
cation where the branch Γ2 can no longer be written as graph over the α-axis (see
Fig. 4). However, symmetry properties of the right-hand side of (∆α) might en-
force g20 = 0 to hold. For instance, the condition that
u 7→ Ft(φ∗t − u, α∗) + Ft(φ∗t + u, α∗) is affine-linear (4.9)
implies D21Ft(φ∗t , α∗) = 0 for all 0 ≤ t < θ. Moreover, the subsequent result is also
crucial in the framework of Sect. 4.3.
Proposition 4.7 (pitchfork bifurcation). Let m ≥ 3, and suppose ψ¯ ∈ `θ(Cd) is the
uniquely determined solution of the linear system of Fredholm integral equations
ψ¯0 = D1Fθ−1(φ∗θ−1, α∗)ψ¯θ−1 +D21Fθ−1(φ∗θ−1, α∗)(ξ∗θ−1)2,
ψ¯1 = D1F0(φ∗0, α∗)ψ¯0 +D21F0(φ∗0, α∗)(ξ∗0)2,
...
ψ¯θ−1 = D1Fθ−2(φ∗θ−2, α∗)ψ¯θ−2 +D21Fθ−2(φ∗θ−2, α∗)(ξ∗θ−2)2,
0 =
∑θ−1
t=0
∫
Ω〈η∗t (x), ψ¯t(x)〉dµ(x).
(4.10)
Under the additional assumptions
θ−1∑
t=0
∫
Ω
〈η∗t+1(x), [D21Ft(φ∗t , α∗)(ξ∗t )2](x)〉dµ(x) = 0, (4.11)
24
φ∗ φ∗
φ∗ φ∗A A
A A
α∗ α∗
α∗ α∗
`θ(Cd) `θ(Cd)
`θ(Cd) `θ(Cd)
Γ1 Γ1
Γ1 Γ1
Γ2 Γ2
Γ2 Γ2
g11 > 0
g11 < 0
g11 < 0
g11 > 0
g¯ > 0
g¯ < 0 g¯ < 0
g¯ > 0
Figure 4: Subcritical (g¯/g11 > 0) and supercritical (g¯/g11 < 0) pitchfork bifurcation
of θ-periodic solutions to (∆α) from a branch Γ1 into Γ2 described in Prop. 4.7, as
well as the exchange of stability from unstable (dashed line) to exponentially stable
(solid)
g¯ :=
θ−1∑
t=0
∫
Ω
〈η∗t+1(x), [D31Ft(φ∗t , α∗)(ξ∗t )3](x)〉dµ(x)
+ 3
θ−1∑
t=0
∫
Ω
〈η∗t+1(x), [D21Ft(φ∗t , α∗)ξ∗t ψ¯t](x)〉dµ(x) 6= 0
we have α˙2(0) = 0, α¨2(0) = − g¯3g11 , γ¨2(0) = ψ¯, and locally in Bε(φ∗)×A0 (cf. Fig. 4):
(a) Subcritical case: If g¯/g11 > 0, then φ1(α) is the unique θ-periodic solution for
α ≥ α∗, and (∆α) possesses exactly two θ-periodic solutions distinct from φ1(α) for
α < α∗. In case (4.4), the Morse index along Γ2 is given by m∗(φ1(α)) + sgn g11
for all α < α∗. In particular, under (4.5), g11 > 0 implies that Γ2 is unstable, while
g11 < 0 implies exponential stability of Γ2,
(b) Supercritical case: If g¯/g11 < 0, then φ1(α) is the unique θ-periodic solution for
α ≤ α∗, and (∆α) possesses exactly two θ-periodic solutions distinct from φ1(α) for
α > α∗. In case (4.4), the Morse index along Γ2 is given by m∗(φ1(α)) − sgn g11
for all α > α∗. In particular, under (4.5), g11 > 0 implies that Γ2 is exponentially
stable, while g11 < 0 implies instability of Γ2,
where the occurring derivatives are given by (4.3) and
[D31Ft(φ∗t , α∗)v3](x)
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= D32Gt
(
x,
∫
Ω
ft(x, y, φ∗t (y), α∗) dµ(y), α∗
)(∫
Ω
D3ft(x, y, φ∗t (y), α∗)v(y) dµ(y)
)3
+ 3D22Gt
(
x,
∫
Ω
ft(x, y, φ∗t (y), α∗) dµ(y), α∗
)(∫
Ω
D3ft(x, y, φ∗t (y), α∗)v(y) dµ(y)
)
(∫
Ω
D23ft(x, y, φ∗t (y), α∗)v(y)2 dµ(y)
)
+D2Gt
(
x,
∫
Ω
ft(x, y, φ∗t (y), α∗) dµ(y), α∗
)∫
Ω
D33ft(x, y, φ∗t (y), α∗)v(y)3 dµ(y)
for all t ∈ Z, x ∈ Ω and v ∈ Cd.
We point out that under the symmetry condition (4.9), the linear system (4.10)
has the trivial solution ψ¯, and the expression for g¯ simplifies to the first sum.
Proof. (I) Cor. 1.5 applies, since Lemma 4.1 guarantees
z′(G20(ξˆ∗)2) = 〈ηˆ∗, G20(ξˆ∗)2〉θ =
θ−1∑
t=0
∫
Ω
〈η∗t+1(x),
[
D21Ft(φ∗t , α)(ξ∗t )2
]
(x)〉dµ(x)
and
z′(G30(ξˆ∗)3) + 3z′(G20ξˆ∗ ˆ¯ψ) = 〈ηˆ∗, G30(ξˆ∗)3〉θ + 3〈ηˆ∗, G20ξˆ∗ ˆ¯ψ〉θ
=
θ−1∑
t=0
∫
Ω
〈η∗t+1(x),
[
D31Ft(φ∗t , α)(ξ∗t )3
]
(x)〉dµ(x)
+ 3
θ−1∑
t=0
∫
Ω
〈η∗t+1(x),
[
D21Ft(φ∗t , α)ξ∗t ψ¯t
]
(x)〉dµ(x) = g¯.
The claim on the solution structure in Bε(φ∗) × A0 follows with the solutions
φ1(α) = γ1(α−11 (α)) ∈ `θ(Cd) of (∆α) from Thm. 4.4(a) and the properties of Γ2
determined by α˙2(0) = 0, α¨2(0) = − g¯3g11 , which contains the remaining θ-periodic
solutions.
(II) Along the branch Γ2, we get from Lemma 1.1 and Cor. 1.5 that λ¨(0) = 32 g¯.
For g¯ > 0, the critical Floquet multiplier leaves the closed unit disk for s 6= 0, and
we thus obtain a Morse index along Γ2 given by
m∗(Γ2) = m∗(φ∗) + 1. (4.12)
Conversely, for g¯ < 0 the critical Floquet multiplier enters the open unit disk for
s 6= 0, and thus we obtain an upper Morse index along Γ2 given by
m∗(Γ2) = m∗(φ∗)− 1. (4.13)
(III) Suppose that (4.4) holds. First, let g¯g11 > 0 and α < α
∗. The case g11 > 0
requires g¯ > 0 and thus m∗(Γ2)
(4.12)= m∗(φ∗) + 1
(4.7)= m∗(φ1(α)) + 1. The case
g11 < 0 leads to g¯ < 0. Since the solutions on Γ2 for s 6= 0 resp. the solutions φ1(α)
are hyperbolic, it follows that
m∗(Γ2) = m∗(Γ2)
(4.13)= m∗(φ∗)− 1 (4.8)= m∗(φ1(α))− 1 = m∗(φ1(α))− 1,
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which settles the subcritical situation. Second, let g¯g11 < 0 and α > α
∗. The case
g11 > 0 requires g¯ < 0, and so hyperbolicity of the solution branches implies
m∗(Γ2) = m∗(Γ2)
(4.13)= m∗(φ∗)− 1 (4.7)= m∗(φ1(α))− 1 = m∗(φ1(α))− 1.
The case g11 < 0 leads to g¯ > 0 and m∗(Γ2)
(4.12)= m∗(φ∗) + 1
(4.8)= m∗(φ1(α)) + 1,
which settles also the supercritical situation.
(IV) Stability properties of the solutions on Γ2 result from Cor. 4.5.
Although our assumptions were formulated so as not to require the explicit
knowledge of θ-periodic solutions φ0(α) to (∆α) in a whole neighborhood A0 ⊆ A
of α∗, such knowledge is exceedingly helpful.
Remark 4.2 (equation of perturbed motion). Let φ : A0 → Bε(φ∗) ⊂ `θ(Cd), ε > 0,
be of class Cm with φ(α∗) = φ∗, and consider the equation of perturbed motion
ut+1 = F˜t(ut, α) := Ft(ut + φ(α)t, α)− φ(α)t+1, (∆˜α)
which is θ-periodic, has the trivial solution for all α ∈ A0 and satisfies (H1–H2) on
a (possibly smaller) neighborhood A0 of α∗. For 1 ≤ i ≤ m and t ∈ Z one obtains
Di1F˜t(0, α∗) = Di1Ft(φ∗t , α∗), Di2F˜t(0, α∗) = 0,
D1D2F˜t(0, α∗) = D1D2Ft(φ∗t , α∗) +D21Ft(φ∗t , α∗)φ˙(α∗)t,
and thus (∆˜α) satisfies (B3). Besides the value φ˙(α∗) ∈ Cθd , no further information
on φ is needed; φ˙(α∗) is given by Thm. 3.2(b) if 1 /∈ σθ(α∗), which in turn typi-
cally holds provided the bifurcating branch is of period greater than θ. The punch
line is that (∆α) undergoes a crossing curve bifurcation (in the sense of Thm. 4.4)
at (φ∗, α∗) if and only if (∆˜α) does at (0, α∗). The same holds for transcritical and
pitchfork bifurcations (a` la Prop. 4.6 resp. Prop. 4.7). With Γ˜2 =
[
γ2
α2
]
(S) as the non-
trivial solution branch of equation (∆˜α) near (0, α∗), the branches of (∆α) around
(φ∗, α∗) are Γ1 = {(φ(α), α) ∈ `θ(Cd)× R : α ∈ A0} and Γ2 =
[
γ2+φ◦α2
α2
]
(S).
4.3 Period doubling
Assume that a solution φ∗ ∈ `θ(Cd) of a θ-periodic difference equation (∆α∗) pos-
sesses a Floquet multiplier ν 6= 1, but νl = 1 holds for some l ∈ N. Then the spectral
mapping theorem shows 1 ∈ σlθ(α∗), which means that (4.1) holds with the period
θ replaced by lθ. Therefore, provided the further assumptions of our above re-
sults from Sects. 4.1–4.2 are satisfied, they ensure that lθ-periodic solutions to (∆α)
bifurcate from φ∗.
The case l = 2 (i.e. a Floquet multiplier −1) deserves particular attention. Since
Ξ2θ(α∗) has the eigenvalue (−1)2 = 1, the 2θ-periodic sequences ξ∗ and η∗ from
assumption (B2) actually satisfy
ξ∗t+θ = −ξ∗t , η∗t+θ = −η∗t for all t ∈ Z
as a result of Prop. 2.4(c) and Prop. 2.5(c). Due to the θ-periodicity of φ∗ and Ft,
this implies
g20 =
θ−1∑
t=0
∫
Ω
〈η∗t+1(x), [D21Ft(φ∗t , α∗)(ξ∗t )2](x)〉dµ(x)
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+
θ−1∑
t=0
∫
Ω
〈η∗t+θ+1(x), [D21Ft+θ(φ∗t+θ, α∗)(ξ∗t+θ)2](x)〉dµ(x) = 0
and consequently neither Thm. 4.2 (fold bifurcation) nor Prop. 4.6 (transcritical
bifurcation) apply. This leads to the territory of Prop. 4.7 guaranteeing a pitchfork
bifurcation of 2θ-periodic solutions from φ∗ ∈ `θ(Cd). For this reason, one speaks
of a flip or period doubling bifurcation. Here, the bifurcation indicators simplify to
g11 = 2
θ−1∑
t=0
∫
Ω
〈η∗t+1(x), [D1D2Ft(φ∗t , α∗)ξ∗t ](x)〉dµ(x),
and since every solution ψ¯ ∈ `θ(Cd) of (4.10) also solves this linear equation for θ
replaced by 2θ, one obtains
g¯ =2
θ−1∑
t=0
∫
Ω
〈η∗t+1(x), [D31Ft(φ∗t , α∗)(ξ∗t )3](x)〉dµ(x)
+ 6
θ−1∑
t=0
∫
Ω
〈η∗t+1(x), [D21Ft(φ∗t , α∗)ξ∗t ψ¯t](x)〉dµ(x) 6= 0,
i.e. the bifurcation indicators double their values.
4.4 Bifurcation of symmetric solutions
This subsection explains how symmetry properties of the functions Gt, ft in x, y
affect the bifurcating branches. Suppose the habitat Ω ⊂ Rκ is symmetric, i.e. Ω =
−Ω. Given u ∈ Cd, we define the involution u−(x) := u(−x) and the projections
uo := 12 (u− u−), ue := 12 (u+ u−)
on Cd. This yields a unique decomposition of u into its odd and even parts, respec-
tively, that is, if odd resp. even functions vo, ve ∈ Cd with u = vo + ve exist, then
vo = uo and ve = ue. Inspired by this, we will call an IDE (∆α) even if
Gt(−x, z2, α) = Gt(x, z2, α), ft(−x,−y, z1, α) = ft(x, y, z1, α)
holds for all 0 ≤ t < θ0, x, y ∈ Ω, z1 ∈ U1t , z2 ∈ U2t and α ∈ A.
Proposition 4.8. If (∆α) is even, then the following hold:
(a) φ is a solution of (∆α) if and only if φ− is.
(b) Assume u ∈ Ut is even. Then for every i, j ∈ N0, i + j ≤ m, the function
Di1D
j
2Ft(u, α)v1 · · · vi ∈ Cd is odd if an odd number of vk, 1 ≤ k ≤ i are odd
and the rest are even, and even if an even number of vk, 1 ≤ k ≤ i are odd and the
rest are even.
As a consequence of (b), it holds that for even IDEs, Ft(u, α) is an even function
whenever u is, that is, the set {u ∈ Ut |ut is even} is positively invariant under
Ft(·, α) for each 0 ≤ t < θ0, α ∈ A, justifying the choice of nomenclature.
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Given θ ∈ N, we denote a sequence φ ∈ `θ(Cd) as odd if each of its members
φt ∈ Cd, t ∈ Z, is odd, and even if all members are even. Due to
φ−t = 12 (φt + φ
−
t )− 12 (φt − φ−t ) = φet − φot ,
it follows that for any solution φ of (∆α) which is not even, φ− is a distinct solution.
Proof. Let α ∈ A.
(a) If φ is a solution of (∆α), then for all x ∈ Ω one has
φ−t+1(x)
(3.2)= Gt
(
−x,
∫
Ω
ft(−x, y, φt(y), α) dµ(y), α
)
= Gt
(
−x,
∫
Ω
ft(−x,−y, φt(−y), α) dµ(y), α
)
= Gt
(
x,
∫
Ω
ft(x, y, φt(−y), α) dµ(y), α
)
(3.2)= Ft(φ−t , α)(x),
where we have used the change of variables formula [46, p. 332, 9.3.1 Thm.] ap-
plied with the reflection ρ : x ∈ Ω 7→ −x ∈ Ω satisfying ρ(Ω) = −Ω = Ω.
(b) is again an immediate consequence of the above change of variables formula
together with the observation that both Di2D
j
3Gt(−x, z2, α) = Di2Dj3Gt(x, z2, α)
and Di3D
j
4ft(−x,−y, z1, α) = Di3Dj4ft(x, y, z1, α) hold for all orders i+ j ≤ m.
Corollary 4.9. Consider an even, θ-periodic solution φ∗ of (∆α∗). If (λ, ξ0) is a simple
eigenpair of Ξθ(α∗), then the eigenfunction ξ0 is either odd or even. Moreover, if (λ, η0) is
a simple eigenpair of Ξθ(α∗)′, then η0 is either odd or even.
Although this result fits into symmetric bifurcation theory, the following ad hoc
proof is available.
Proof. Assume ξ0 ∈ Cd is neither odd nor even, and consider ξo0 and ξe0 , its unique
decomposition into non-zero odd and even parts. By construction, we have
λξo0 + λξe0 = λξ0 = Ξθ(α∗)ξ0 = Ξθ(α∗)ξo0 + Ξθ(α∗)ξe0.
By Prop. 4.8 and finite induction, Ξθ(α∗)ξo0 is odd and Ξθ(α∗)ξe0 is even. Thanks
to the uniqueness of the decomposition, one necessarily has Ξθ(α∗)ξo0 = λξo0 and
Ξθ(α∗)ξe0 = λξe0 . Due to ξo0 6= 0 and ξe0 6= 0, it follows that (λ, ξo0) and (λ, ξe0) are
distinct eigenpairs of Ξθ(α∗), contradicting the simplicity of the eigenvalue λ. The
claim follows for Ξθ(α∗), and also for Ξθ(α∗)′ by an analogous argument.
We will consider for any fixed multiple θ ∈ N of θ0 the set
C :=
{
(φ, α) ∈ (`θ(Cd) \ {0})×A
∣∣∣∣ φ is an entire solution of (∆α) and(φ, α) is not a bifurcation point of (∆α)
}
,
that is, the set of θ-periodic nontrivial solutions that are not θ-periodic bifurcation
points, and for each θ-periodic bifurcation point (φ∗, α∗) of (∆α) the family
C(φ∗,α∗) :=
{
C ⊂ C
∣∣∣∣ C is a connected component of C containing a sequence((φn, αn))n∈N satisfying limn→∞(φn, αn) = (φ∗, α∗)
}
.
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Proposition 4.10. Suppose (∆α) is even and satisfies Ft(0, α) ≡ 0 on Z for all α ∈ A. If
the assumptions of Thm. 4.4 are satisfied in a point (0, α∗), with (1, ξ∗0) a simple eigenpair
of Ξθ(α∗), then exactly one of the following hold:
(a) ξ∗0 is even. If the assumptions for a transcritical bifurcation from Prop. 4.6 hold, then
for all C ∈ C(0,α∗) 6= ∅ and all (φ, α) ∈ C, φ is even.
(b) ξ∗0 is odd, and C(0,α∗) = {C+, C−} with disjoint branches C+ ∩ C− = ∅, where
(φ, α) ∈ C+ ⇔ (φ−, α) ∈ C− for all (φ, α) ∈ `θ(Cd)×A. In particular, a pitchfork
bifurcation takes place at (0, α∗); as a consequence, due to the validity of (4.11) the
assumptions of Prop. 4.6 do not hold. Moreover, both branches possess the same total
population at each time step, i.e.{(∫
Ω
φt(x) dµ(x), α
)
∈ Rd ×A| (φ, α) ∈ C+
}
=
{(∫
Ω
φt(x) dµ(x), α
)
∈ Rd ×A| (φ, α) ∈ C−
}
for all t ∈ Z.
Proof. That C(0,α∗) is nonempty follows directly from Thm. 4.4, and that ξ∗0 is either
odd or even is due to Cor. 4.9. We consider each case.
(a) Assume first that ξ∗0 is even, and that Prop. 4.6 applies. By Thm. 4.4, the
locally unique nontrivial solution branch is φ2 : A0 → Bε(0). Assume that φ2(α)
is not even for some α ∈ A0. By Prop. 4.8(a), it follows that φ2(α)− is a distinct
nontrivial solution of (∆α). Evidently, ‖φ2(α)−‖ = ‖φ2(α)‖ < ε, contradicting the
local uniqueness of φ2. Thus, φ2(α) is even for all α ∈ A0.
Fix now C ∈ C(0,α∗), and consider the subset
Cne := {(u, α) ∈ C |u is not even} .
By the above, Cne 6= C, and by the decomposition u = uo + ue, uo = 12 (u − u−),
Cne is open as a subset of C. Assume Cne 6= ∅. Now ∅ 6= ∂Cne ⊂ C, so there exists
(u†, α†) ∈ ∂Cne; necessarily, u† is even. This allows us to select some convergent
sequence ((un, αn))n∈N in Cne with limit (u†, α†). But by an argument similar to
the above, (u−n , αn)n∈N is now also a sequence of θ-periodic solutions converging
towards ((u†)−, α†) = (u†, α†), and as un is not even for any n ∈ N, one has un 6=
u−n for all n ∈ N. Thus, (u†, α†) ∈ C is a bifurcation point, which is impossible by
construction. It follows that Cne = ∅, that is, u is even for all (u, α) ∈ C.
(b) Assume ξ∗0 is odd. Considering the solution branch
[
γ2
α2
]
: S → Bε(0)×A0,
there must exist, by construction, some C+ ∈ C(0,α∗) such that (γ2(s), α2(s)) ∈ C+
for all sufficiently small positive s ∈ S. We suppose that γ2(s) is even for all such
s, that is, γ2(s)o = 0 for all positive s ∈ S close to 0. As γ2(s)0 = sξ∗0 + γ˜2(s)0, one
necessarily has γ˜2(s)o0 ≡ −sξ∗0 near 0. Due to ˙˜γ2(0) = 0, this implies ξ∗0 = ( ˙˜γ2(0)0)e,
which is impossible, since no non-zero function is both odd and even. Hence, with
C+ne := {(u, α) ∈ C+ |u is not even} ,
we necessarily have C+ne 6= ∅. If C+ne 6= C+, then again C+ne is open as a subset
of C+ with ∂C+ne 6= ∅, and we again obtain a contradiction. Thus C+ne = C+,
that is, for any (u, α) ∈ C+, u is not even, implying u 6= u−. As C+ contains
no bifurcation points, each α can appear at most once in C+, implying (u−, α) /∈
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C+. By Prop. 4.8, there consequently exists C− ∈ C(0,α∗) \ {C+} so that (u−, α) ∈
C−, and by Thm. 4.4, C(0,α∗) consists exactly of the two disjoint components C+
and C−. It follows that (0, α∗) is a pitchfork bifurcation point; therefore, Prop. 4.6
cannot apply. As the conditions of Thm. 4.4 are assumed, Prop. 4.6 can only fail if
(4.11) holds. The final statement is another consequence of the change of variables
formula from [46, p. 332, 9.3.1 Thm.].
5 Applications
Our setting is now simpler than above, since merely single IDEs rather than sys-
tems are considered. We writeC(Ω) for the Banach algebra of continuous functions
u : Ω→ R equipped with the sup-norm ‖·‖, and
`θ := {(φt)t∈Z : φt ∈ C(Ω) and φt+θ = φt for all t ∈ Z}
abbreviates the space of θ-periodic sequences in C(Ω).
The subsequent types of IDEs essentially serve two purposes: First, they il-
lustrate all types of bifurcations introduced in Sect. 4. Second, they demonstrate
different degrees of numerical effort in order to verify the required assumptions.
5.1 Degenerate kernels
The example class of degenerate kernel IDEs is the simplest one, since a bifurcation
analysis can be kept on a purely analytical level and does not require numerical
tools. For a logistic nonlinearity in (1.1), this is demonstrated in [13], while our
growth functions in nature are academic and not motivated by ecology. On the
parameter space A = R we study Hammerstein IDEs with right-hand side
Ft(u, α) =
∫
Ω
k(·, y)gt(y, u(y), α) dµ(y),
whose kernels can be represented as k(x, y) =
∑n
i=1 ki(y)ei(x) for all x, y ∈ Ω and
some n ∈ N. Here, k1, . . . , kn ∈ C(Ω) and the functions e1, . . . , en ∈ C(Ω) are
supposed to be linearly independent. This results in Ft(u, α) ∈ span {e1, . . . , en}
for all u, α, and the dynamical behavior of (∆α) is immediately finite-dimensional,
i.e. completely determined by a difference equation in Rn.
Nevertheless, degenerate kernel IDEs can still be considered as infinite-dimen-
sional dynamical systems, and showcase our methods for periodic equations, dual
operators and so on; they are somewhat artificial, to allow for explicit computation,
but non-artificial examples are largely relegated to numerics.
Example 5.1 (cosine kernel). On the habitat Ω = [−L2 , L2 ] equipped with the
Lebesgue measure µ and real numbers a, L > 0 satisfying aL ≤ 12 , we suppose
that k(x, y) := k0(x− y) is given as finite radius dispersal kernel
k0 : R→ R, k0(r) := pia2
{
cos (piar) , 2a |r| ≤ 1,
0, 2a |r| > 1 (5.1)
(cf. [13, 33]), which is degenerate, because it can be written as
k0(x− y) = pia2
{
e1(x)e1(y) + e2(x)e2(y), 2a |x− y| ≤ 1,
0, 2a |x− y| > 1
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with the odd resp. even functions e1, e2 : [−L2 , L2 ]→ R,
e1(x) := cos(piax), e2(x) := sin(piax).
In this context, it is handy to abbreviate ωij :=
∫ L2
−L2
e1(x)ie2(x)j dx, i, j ∈ N0, sat-
isfying ωij > 0 for even j and ωij = 0 otherwise. Note that in both subsequent
Exs. 5.2 and 5.3 equipped with the cosine kernel, the bifurcation points only de-
pend on the product aL ∈ (0, 12 ], and not on a, L individually.
Fold bifurcation
Our first example is an autonomous IDE (∆α) having the right-hand side
F(u, α) :=
∫
Ω
k(·, y) (2α+ u(y)2) dµ(y) (5.2)
defined on the sets Ut ≡ C(Ω). The partial derivatives compute as
D1F(u, α)v = 2
∫
Ω
k(·, y)u(y)v(y) dµ(y), D2F(u, α) = 2
∫
Ω
k(·, y) dµ(y)
and D21F(u, α)v2 = 2
∫
Ω k(·, y)v(y)2 dµ(y) for u, v ∈ C(Ω), α ∈ R. The variational
equation (Vα) along a fixed-point φ∗ becomes vt+1 = 2
∫
Ω k(·, y)φ∗(y)vt(y) dµ(y),
and has the dual variational equation (see Lemma 3.3)
vt
(3.12)= −2φ∗
∫
Ω
k(y, ·)vt+1(y) dµ(y).
In general, it is difficult to verify a fold bifurcation in IDEs explicitly, since the
fold point (φ∗, α∗) is unknown and has to be determined numerically using e.g.
path-following techniques. This situation simplifies for specific kernels.
Example 5.2 (cosine kernel). For the cosine kernel (5.1) from Ex. 5.1, the inclusion
F(u, α) ∈ span {e1, e2} holds for all u and α, since
F(u, α) (5.2)= pia2
2∑
i=1
∫ L
2
−L2
ei(y)(2α+ u(y)2) dy ei.
Thus, (∆α) is an even IDE. In a fixed point φ∗ of (∆α∗) one has
D1F(φ∗, α∗)v = pia
2∑
i=1
∫ L
2
−L2
ei(y)φ∗(y)v(y) dy ei,
D21F(φ∗, α∗)v2 = pia
2∑
i=1
∫ L
2
−L2
ei(y)v(y)2 dy ei,
D2F(φ∗, α∗) = pia
2∑
i=1
∫ L
2
−L2
ei(y) dy ei = piaω10e1
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Figure 5: Branch of the subcritical fold bifurcation for (∆α) with right-hand side
(5.2) and kernel (5.1) (left). Total population over α ∈ [0.0, 0.3] with a = 14 , L = 2
along the branch (right)
and D1F(φ∗, α∗)′v = piaφ∗
∑2
i=1
∫ L2
−L2
v(y) dy ei for all v ∈ C[−L2 , L2 ]. In order to
apply Thm. 4.2, consider the (potential) bifurcation point (φ∗, α∗) with
φ∗ := 2
apiω30
e1 =
6
sin piaL2 (5 + cos(piaL))
e1, α
∗ := 39− 8 cos(piaL)− cos(2piaL) .
It is straightforward to show N(D1F(φ∗, α∗) − IC(Ω)) = span {e1}. Hence, (B1–
B2) hold, and we define ξ∗0 := e1. For the dual operator of the derivative, one
obtains the null spaceN(D1F(φ∗, α∗)′−IC(Ω)) = span {φ∗ e1} = span
{
e21
}
. Setting
η∗0 := e21, we can verify the conditions of Thm. 4.2. Thanks to aL ∈ (0, 12 ], one
obtains
g01 =
∫ L
2
−L2
η∗0(x)[D2F(φ∗, α∗)](x) dx = piaω10ω30 > 0,
g20 =
∫ L
2
−L2
η∗0(x)[D21F(φ∗, α∗)(ξ∗0)2](x) dx = piaω230 > 0.
Therefore, Thm. 4.2(a) implies that (∆α) with the right-hand side (5.2) undergoes
a subcritical fold bifurcation at (φ∗, α∗) (see Fig. 5 (left)). Finally, one shows that
N(D1F(φ∗, α∗)−λIC(Ω)) = {0} for all λ ∈ Cwith |λ| > 1, and so Cor. 4.3 yields that
the bifurcating branch Γ− growing in the direction of −e1 is exponentially stable
for all α < α∗ near α∗, while the bifurcating branch Γ+ growing in the direction of
e1 is unstable (with Morse index 1) for all α < α∗ near α∗. The graph of the total
population in Fig. 5 (right) reflects the fold.
We point out that along the branches Γ+ and Γ− further bifurcations of pitch-
fork and period doubling type can be observed for parameters α < α∗. Without
providing an explicit analysis, we refer to Fig. 6 (left) for a schematic illustration.
Bifurcation of 2-periodic solutions
For Ut ≡ C(Ω) consider an autonomous IDE (∆α) with right-hand side
F(u, α) := α
∫
Ω
k(·, y)u(y) (u(y)2 − 1) dµ(y) (5.3)
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satisfying the symmetry condition (4.9) with φ∗t ≡ 0 on Z. A 2-periodic solution
born from a period doubling is explicitly constructed and shown to pitchfork bi-
furcate into solutions of the same period 2.
For all v ∈ C(Ω), the derivatives of (5.3) in the origin read as
D1F(0, α)v = −α
∫
Ω
k(·, y)v(y) dµ(y), D2F(0, α) = 0,
D1D2F(0, α)v = −
∫
Ω
k(·, y)v(y) dµ(y), D21F(0, α) = 0,
D31F(0, α)v3 = 6α
∫
Ω
k(·, y)v(y)3 dµ(y).
Example 5.3 (cosine kernel). Working again with the degenerate kernel (5.1) studied
in Ex. 5.2, the right-hand side (5.3) becomes
F(u, α) = piaα2
2∑
i=1
∫ L
2
−L2
ei(y)u(y)
(
u(y)2 − 1) dy ei
and is even. For all v, v¯ ∈ C[−L2 , L2 ], the derivatives read as
D1F(u, α)v =
piaα
2
2∑
i=1
∫ L
2
−L2
ei(y)(3u(y)2 − 1)v(y) dy ei,
D21F(u, α)vv¯ = 3piaα
2∑
i=1
∫ L
2
−L2
ei(y)u(y)v(y)v¯(y) dy ei,
D31F(u, α)v3 = 3piaα
2∑
i=1
∫ L
2
−L2
ei(y)v(y)3 dy ei,
D2F(u, α) =
pia
2
2∑
i=1
∫ L
2
−L2
ei(y)u(y)(u(y)2 − 1) dy ei,
D22F(u, α) = 0,
D1D2F(u, α)v =
pia
2
2∑
i=1
∫ L
2
−L2
ei(y)(3u(y)2 − 1)v(y) dy ei.
First, we claim a period doubling at (0, α00) with α00 := 2piaω20 > 0. Indeed, one
shows N(D1F(0, α00) + IC(Ω)) = span {e1} and 1 /∈ σ(D1F(0, α00)). As per Sect. 4.3,
we set θ := 2, and verify N(Ξ2(α00) − IC(Ω)) = N(Ξ2(α00)′ − IC(Ω)) = span {e1},
giving rise to 2-periodic solutions ξ∗ = (ξ∗t )t∈Z of (Vα) resp. η∗ = (η∗t )t∈Z ∈ `2 of
(V ′
α00
), satisfying ξ∗0 = η∗0 = e1, ξ∗1 = η∗1 = −e1. Noting that D21F(0, α00) = 0 implies
that the quantity ψ¯ from (4.10) is zero, we can compute the bifurcation conditions
g11 =
1∑
t=0
∫ L
2
−L2
η∗t+1(x)[D1D2F(0, α00)ξ∗t ](x) dx = piaω220 > 0,
1∑
t=0
∫ L
2
−L2
η∗t+1(x)[D22F(0, α00)](x) dx = 0,
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1∑
t=0
∫ L
2
−L2
η∗t+1(x)[D21F(0, α00)(ξ∗t )2](x) dx = 0,
g¯ =
1∑
t=0
∫ L
2
−L2
η∗t+1(x)[D31F(0, α00)(ξ∗t )3](x) dx+ 0 = −12ω40 < 0.
Whence, Prop. 4.7(b) guarantees a supercritical pitchfork bifurcation of 2-periodic
solutions from the trivial branch at α00, that is, a flip bifurcation.
Second, we verify a bifurcation along this branch of 2-periodic solutions. This
branch, parametrized by
[
γ
α
]
: S → Bε(0) × R, ε > 0, defined in a neighborhood
S ⊆ R of 0, is locally unique. Moreover, Prop. 4.7 suggests the ansatz γ(s)0 = se1,
α(s) = α00 − g303g11 s2 + α˜(s) = α00(1 + ω40ω20 s2) + α˜(s), where α˜(0) = ˙˜α(0) = ¨˜α(0) = 0.
Using this, one obtains α(s) = α00(1 + ω40ω20 s
2) + ω
2
40s
4
ω220(ω20−s2ω40) and γ(s)1 = −se1,
which can be re-parametrized as φ±(α)t = ±(−1)t
√
apiω20α−2
apiω40α
e1 for α ≥ α00 near
α00. Concerning ourselves with the ”upper” branch φ+ (but suppressing the plus
sign for readability) and retaining θ = 2, we observe that the linear equation
0 =
[
D1F(φ(α)1, α)(A1e1 +B1e2)
D1F(φ(α)0, α)(A0e1 +B0e2)
]
−
[
A0e1 +B0e2
A1e1 +B1e2
]
=
[
((piaω20α− 3)A1 −A0)e1 + ( 3piaαω20ω22−piaαω02ω40−6ω222ω40 B1 −B0)e2
((piaω20α− 3)A0 −A1)e1 + ( 3piaαω20ω22−piaαω02ω40−6ω222ω40 B0 −B1)e2
]
has the unique (up to multiples of A0 and A1) solution B0 = B1 = 0 and A0 = A1
for α = 2α00 =: α01; we write φ∗ := φ(α01) =
(
(−1)t
√
ω20
2ω40 e1
)
t∈Z. By Prop. 2.4, we
have N(Ξ2(α01)− IC(Ω)) = span {e1}, and derive the 2-periodic solution ξ∗ of (Vα01)
satisfying ξ∗0 = ξ∗1 = e1. The simple nature of our system allows us to determine
N(Ξ2(α01)′ − IC(Ω)) = span
{
(3φ∗12 − 1)e1
}
using a similar equation, now yielding
a 2-periodic solution η∗ of (V ′
α01
) with η∗0 = (3φ∗12 − 1)e1 = (3φ∗02 − 1)e1 = η∗1 .
Before proceeding, we note that D2F(φ∗t , α01) 6= 0 for all t ∈ Z; hence, Thm. 4.4
fails to apply directly. As we know φ explicitly, this is not a significant hindrance;
we pass over to the equation (∆˜α) of perturbed motion with
ψt := φ˙(α01)t = (−1)t
pia
√
ω20
3
8
√
2ω40
e1 for all t ∈ Z.
It remains to determine the unique solution ψ¯ of (4.10). We start by noting that
there are infinitely many ψ˜ ∈ `2 solving all but the last line of (4.10); it is not hard
to demonstrate that ψ˜0 = 0, ψ˜1 = 6
√
2ω40
ω20
e1 represents such a solution. In order to
satisfy also the last line of (4.10), we note that
ψ¯t := ψ˜t −
∑1
s=0
∫ L2
−L2
η∗s (x)ψ˜s(x) dx
∑1
s=0
∫ L2
−L2
η∗s (x)ξ∗s (x) dx
ξ∗t = 3(−1)t+1
√
2ω40
ω20
e1 for all t ∈ Z
35
A`θ
fold
0
Γ+
Γ−
α∗
φ∗
pitchfork
period-doubling
A
`θ
0
φ+
φ−
α00α
1
0
Figure 6: Schematic bifurcation diagrams for the cosine kernel (5.1) with aL ≤ 12
illustrating branches of θ-periodic solutions: Ex. 5.2 has a subcritical fold bifur-
cation of fixed points at (φ∗, α∗) (left). After a supercritical period doubling at
(0, α00), Ex. 5.3 has a supercritical pitchfork bifurcation of 2-periodic solutions at
(φ±(α01), α01) (right). Fixed point branches are solid (θ = 1), branches of 2-periodic
solutions are dashed (θ = 2) and 4-periodic solutions are indicated by dotted lines
(θ = 4)
solves (4.10), regardless of the choice of ψ˜. This yields the bifurcation conditions
g11 =
1∑
t=0
∫ L
2
−L2
η∗t+1(x)
(
[D1D2F(φ∗t , α01)ξ∗t ](x) + [D21F(φ∗t , α01)ψtξ∗t ](x)
)
dx
=piaω20 > 0,
1∑
t=0
∫ L
2
−L2
η∗t+1(x)[D21F(φ∗t , α01)(ξ∗t )2](x) dx = 0,
g¯ =
1∑
t=0
∫ L
2
−L2
η∗t+1(x)
(
[D31F(φ∗t , α01)(ξ∗t )3](x) + 3[D21F(φ∗t , α01)ξ∗t ψ¯t](x)
)
dx
=− 192ω40 < 0.
Thanks to Prop. 4.7(b) this guarantees a supercritical pitchfork bifurcation into a
2-periodic solution from φ∗ at α = α01, which is not a period doubling.
5.2 Trivial branch analysis
Models from ecology typically possess the zero solution. Hence, in order to de-
termine critical parameter values it suffices to approximate eigenpairs of the lin-
earization in 0 numerically. This section features a flexible class of IDEs which
exhibits a countable number of bifurcations from the trivial solution. The primary
bifurcation is always transcritical and so is every second one. In between two tran-
scritical bifurcations a pitchfork one occurs (at least in the autonomous case). This
verifies an observation illustrated in [53, Fig. 7] for the first three branches.
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Concretely, we consider right-hand sides in (∆α) of the form
Ft(u, α) := G
(
αβt
∫
Ω
f(·, y, u(y)) dµ(y)
)
(5.4)
with sufficiently smooth functions f : Ω × Ω × U1 → R, G : U2 → R defined on
open intervals U1, U2 ⊆ R containing 0 and satisfying the identities
f(x, y, 0) ≡ 0 on Ω× Ω, G(0) = 0,
as well as the symmetry condition D3f(x, y, 0) = D3f(y, x, 0) for all x, y ∈ Ω.
Moreover, (βt)t∈Z is assumed to be a θ-periodic sequence in (0,∞) and α > 0 is the
bifurcation parameter. Thus, (∆α) has the trivial solution and we are in the set-up
of (3.2) with the functions
Gt(x, z, α) = G(z), ft(x, y, z, α) = αβtf(x, y, z).
It is convenient to introduce the Fredholm integral operator K ∈ L(Ω),
Kv := G′(0)
∫
Ω
D3f(·, y, 0)v(y) dµ(y) for all v ∈ C(Ω), (5.5)
which is symmetric and therefore has the dual operator
K′v = G′(0)
∫
Ω
D3f(y, ·, 0)v(y) dµ(y) = Kv for all v ∈ C(Ω). (5.6)
Moreover, its eigenvalues λi, i ∈ I from a countable index set I = {0, 1, . . .} ⊆ N0,
are reals and might be ordered according to . . . < λ2 < λ1 < λ0, while ξi ∈ C(Ω),
i ∈ I , denote the associated eigenfunctions.
Simplicity of eigenvalues
A crucial assumption in our bifurcation analysis is the simplicity of critical eigen-
values. Here we provide a sufficient criterion guaranteeing that every eigenvalue
ofK on a symmetric domain in R is simple, when µ is the Lebesgue measure on R.
Proposition 5.1. Equip Ω = [−L2 , L2 ] with the Lebesgue measure. If G′(0) > 0 and
det(D3f(xi, yj , 0))ni,j=0 ≥ 0, det(D3f(xi, xj , 0))ni,j=0 > 0 for all n ∈ N0
and all −L2 < x0 < . . . < xn < L2 , −L2 < y0 < . . . < yn < L2 hold, then every eigenpair
(λi, ξi), i ∈ I , of K satisfies:
(a) λi is positive and simple,
(b) ξi ∈ C(Ω) has exactly i distinct zeros xi0 < . . . < xii and i sign changes,
(c) the zeros of ξi and ξi+1 strictly interlace, that is, xi+10 < x
i
0 < x
i+1
1 < x
i
1 < . . . <
xi+1i < x
i
i < x
i+1
i+1.
Proof. Apply [42, Thm. 4.1] to the kernel k(x, y) := G′(0)D3f(x, y, 0).
Corollary 5.2. If furthermore D3f(−x,−y, 0) = D3f(x, y, 0) holds for arbitrary x, y ∈
[−L2 , L2 ], then ξi is even for even i ∈ I and odd for odd i ∈ I .
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Proof. Cor. 4.9 yields that every eigenfunction is odd or even. Fix i ∈ I and as-
sume first it is even. As odd functions cannot have an even number of zeros, it
is immediate from Prop. 5.1 that ξi is even. Assume next i is odd, but that ξi is
even. As it has an odd number of zeros, necessarily ξi(0) = 0. Being even (and
nowhere constant zero, as it has a finite number of zeros), it is either strictly posi-
tive or strictly negative near 0, which is impossible, as this implies ξi has at most
i− 1 sign changes, contradicting Prop. 5.1. Accordingly, ξi is odd.
Bifurcations along the trivial branch
The branchings of solutions to (∆α) along zero are now determined by properties
of (5.5), as we have derivatives
D1Ft(0, α)v = αβtKv, D1D2Ft(0, α)v = βtKv, D2Ft(0, α) = D22Ft(0, α) = 0
for all t ∈ Z and α ∈ A. We formulate a first standing hypothesis:
(Z1) Suppose that K ∈ L(C(Ω)) has a simple eigenpair (λ, ξ∗0) with λ > 0 and set
α∗ := 1
λ θ
√
βθ−1 · · ·β0
.
Let us clarify the bifurcation behavior of (∆α) in (0, α∗). First, the resulting varia-
tional, resp. is dual difference equation
vt+1 = α∗βtKvt, vt = α∗βtK′vt+1
(5.6)= α∗βtKvt+1
possess θ-periodic solutions
ξ∗t := atξ∗0 ∈ C(Ω), η∗t := a−1t ξ∗0 ∈ C(Ω), at := (α∗λ)t
t−1∏
r=0
βr > 0
with η∗t ξ∗t ≡ (ξ∗0)2 on Z. Thus, (∆α) satisfies the bifurcation conditions (B1–B3) at
(0, α∗), and
g11 :=
θ−1∑
t=0
∫
Ω
η∗t+1(x)[D1D2Ft(0, α∗)ξ∗t ](x) dµ(x) =
θ−1∑
t=0
βt
∫
Ω
η∗t+1(x)[Kξ∗t ](x) dµ(x)
= 1
α∗
θ−1∑
t=0
∫
Ω
η∗t+1(x)ξ∗t+1(x) dµ(x) =
θ
α∗
∫
Ω
ξ∗0(x)2 dµ(x) > 0.
More can be said under an additional assumption tailor-made for various growth-
dispersal and dispersal-growth right-hand sides, and their linear combinations.
(Z2) There exist c2, d2, c3, d3 ∈ R such that the representation{
D21Ft(0, α∗)vv¯ = c2α∗βtK(vv¯) + d2 (α∗βt)
2 (Kv)(Kv¯),
D31Ft(0, α∗)v3 = c3α∗βtKv3 + d3 (α∗βt)
3 (Kv)3
(5.7)
holds for all t ∈ Z and v, v¯ ∈ C(Ω).
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growth function gˆ(z) c2 d2 c3 d3
logistic z(1− z) −2 −2 0 0
Hassell z(1+z)c −2c −2c 3(1 + c)c 3(1 + c)c
Ricker ze−z −2 −2 3 3
Table 1: Coefficients in commonly used growth functions gˆ, c > 0
Remark 5.1. One frequently encounters the situation f(x, y, z) = k0(x, y)g(z) with
a continuous function k0 : Ω × Ω → R and a C3-growth function g : U1 → R sat-
isfying g(0) = 0. In case G′′(0)g′′(0) = 0 the coefficients in (Z2) explicitly compute
as
c2 = g
′′(0)
g′(0) , d2 =
G′′(0)
G′(0)2 , c3 =
g′′′(0)
g′(0) , d3 =
G′′′(0)
G′(0)3 .
This applies to both Hammerstein equations (G(z) = z, g = gˆ) and dispersal-
growth equations (G = gˆ, g(z) = z) with the growth functions gˆ from e.g. Tab. 1.
Let us first provide criteria for transcritical bifurcations in (5.4). The assumption
(5.7) leads to the following bifurcation indicators
g20 =
θ−1∑
t=0
∫
Ω
η∗t+1(x)
(
c2α
∗βt[K(ξ∗t )2](x) + d2 (α∗βt[Kξ∗t ](x))
2
)
dµ(x)
(5.5)=
θ−1∑
t=0
c2
∫
Ω
ξ∗t (y)2
∫
Ω
α∗βtk(x, y)η∗t+1(x) dµ(x) dµ(y)
+
θ−1∑
t=0
d2
∫
Ω
η∗t+1(x)ξ∗t+1(x)2 dµ(x)
=
θ−1∑
t=0
∫
Ω
c2η
∗
t (x)ξ∗t (x)2 + d2η∗t (x)ξ∗t (x)2 dµ(x)
= (c2 + d2)
(
θ−1∑
t=0
at
)∫
Ω
ξ∗0(x)3 dµ(x), (5.8)
g30 =
θ−1∑
t=0
∫
Ω
η∗t+1(x)
(
c3α
∗βt[K(ξ∗t )3](x) + d3 (α∗βt[Kξ∗t ](x))
3
)
dµ(x)
(5.5)=
θ−1∑
t=0
c3
∫
Ω
ξ∗t (y)3
∫
Ω
α∗βtk(x, y)η∗t+1(x) dµ(x) dµ(y)
+
θ−1∑
t=0
d3
∫
Ω
η∗t+1(x)ξ∗t+1(x)3 dµ(x)
=
θ−1∑
t=0
∫
Ω
c3η
∗
t (x)ξ∗t (x)3 + d3η∗t (x)ξ∗t (x)3 dµ(y)
= (c3 + d3)
(
θ−1∑
t=0
a2t
)∫
Ω
ξ∗0(x)4 dµ(x), (5.9)
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from which one immediately has
g20 = 0 ⇔ c2 + d2 = 0 or
∫
Ω
ξ∗0(x)3 dµ(x) = 0. (5.10)
Proposition 5.3 (transcritical bifurcation). Suppose (Z1–Z2) hold and c2 + d2 6= 0. If∫
Ω ξ
∗
0(x)3 dµ(x) 6= 0, then there is a transcritical bifurcation at (0, α∗).
Proof. The assumptions of Prop. 4.6 are satisfied.
For many popular IDEs, one indeed observes that a stability loss from the trivial
branch occurs via a transcritical bifurcation; this is indeed a special case of the
above. Denoting the spectral radius of K by r(K) > 0, we obtain:
Proposition 5.4 (primary bifurcation). Suppose that (Z2) holds with c2 + d2 6= 0 and
α∗ = 1
r(K) θ
√
βθ−1···β0
. If
G′(0)D3f(x, y, 0) > 0 for all x, y ∈ Ω,
then the trivial solution of (∆α) is exponentially stable for 0 < α < α∗ and unstable
for α > α∗. In particular, a transcritical bifurcation into a nontrivial branch φ00 of θ-
periodic solutions takes place at (0, α∗), where, near α∗, φ00 is unstable for α < α∗ and
exponentially stable for α > α∗.
Remark 5.2 (basic reproduction number). The critical value α∗ in Prop. 5.4 is a
threshold parameter. For models studied in Sects. 5.2 and 5.2 it distinguishes be-
tween extinction (0 < α ≤ α∗) and persistence (α∗ < α) of a population, since
the primary branch φ00 consists of globally attractive θ-periodic solutions (w.r.t.
solutions having positive values). The reciprocal of α∗ might be interpreted as
extension of the basic population turnover number introduced in [29, 52] to periodic
problems. Since the IDEs with right-hand side (3.2) studied here address popula-
tions having non-overlapping generations, this basic population turnover number
coincides with the notorious basic reproduction number R0 (cf. [2, 10, 11, 17, 18] in
ecological and [14, p. 353] in epidemic models). Nevertheless, one can also formu-
late IDEs describing populations having overlapping generations, which involve
e.g. one integral for newborns and one integral for the rest. In such a model, the
basic turnover number does not coincide with the basic reproduction number and
we refer to [52, Rem. 3.14] for the relation between the two.
Proof. LetC+(Ω) denote the solid cone of nonnegative functions inC(Ω). For every
nonzero v ∈ C+(Ω) there exists a x0 ∈ Ω and a c > 0 such that v(x) > c holds in a
neighborhood U ⊆ Ω of x0. Moreover, γ := G′(0) minx,y∈ΩD3f(x, y, 0) > 0 due to
the compactness of Ω and we arrive at
[Kv](x) (5.5)= G′(0)
∫
Ω
D3f(x, y, 0)v(y) dµ(y) ≥ cγµ(Ω) > 0 for all x ∈ Ω;
thus, Kv is an interior point of C+(Ω). This shows that K is strongly positive and
the Krein-Rutman theorem [22, p. 228, Thm. 19.3] applies. Hence, r(K) > 0 is a
simple eigenvalue ofK, |λ| < r(K) for all λ ∈ σ(K)\{r(K)}, with an eigenfunction
ξ∗0 ∈ C(Ω) such that infx∈Ω ξ∗0(x) > 0. Inserting this into the above yields g20 6= 0,
implying a transcritical bifurcation. In combination with g11 > 0 as computed
earlier and applying Cor. 4.5, Prop. 4.6 yields the claimed stability properties.
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To describe the degenerate case
∫
Ω ξ
∗
0(x)3 dµ(x) = 0 in (5.10), and to establish a
pitchfork bifurcation, is not as straightforward and requires further preparations.
For the solution ψ¯ of (4.10), a manipulation as above shows that one must solve
ψ¯t+1 = α∗βtK
(
ψ¯t + c2(ξ∗t )2
)
+ d2(ξ∗t+1)2 for all 0 ≤ t < θ − 2,
ψ¯0 = α∗βθ−1K
(
ψ¯θ−1 + c2(ξ∗θ−1)2
)
+ d2(ξ∗0)2,
0 =
∑θ−1
t=0
∫
Ω η
∗
t (x)ψ¯t(x) dµ(x).
If D21Ft(0, α∗) ≡ 0 on Z holds, then ψ¯ = 0, and the condition c3 + d3 6= 0 becomes
sufficient for a pitchfork bifurcation at (0, α∗). Without this — oppressively strong
— assumption, the following simplified scheme for computing ψ¯ is advisable.
Proposition 5.5. Suppose (Z1–Z2) hold with c2 + d2 6= 0, and that either θ is odd or
−λ 6∈ σ(K). If g20 = 0, then the Fredholm integral equation of the second kind
w¯ = λ−θKθw¯ + (ξ∗0)2 (5.11)
possesses a unique solution w¯ ∈ R(K− λIC(Ω)). Moreover, one has
g¯ := g30 + 3
θ−1∑
t=0
∫
Ω
η∗t+1(x)[D21Ft(0, α∗)ξ∗t ψ¯t](x) dµ(x)
= g30 + 3
θ−1∑
t=0
∫
Ω
ξ∗0(x)2
(
(c2 + d2)2λ−t
(
t−1∑
r=0
aθ+r−tar +
θ−1∑
r=t
arar−t
)
[Ktw¯](x)
− (c2 + d2)2ξ∗t (x)2 + c2d2
(
ξ∗t+1(x)2 − α∗βt[K(ξ∗t )2)](x)
) )
dµ(x).
Proof. Let us first establish existence and uniqueness of the solution w¯. Start by
noting λ−θKθ − IC(Ω) = λ−θ(K− λIC(Ω))
∏θ−1
t=1
(
K− λe2ιpit/θIC(Ω)
)
; as σ(K) \ {0}
consists only of real eigenvalues,
∏θ−1
t=1
(
K− λe2ιpit/θIC(Ω)
) ∈ GL(C(Ω)) results
from our assumptions. Consider for w¯ ∈ R(K− λIC(Ω)) the equivalent system
(ξ∗0)2 = (K− λIC(Ω))v, v = λ−θ
(
θ−1∏
t=1
(
K− λe 2pitθ ιIC(Ω)
))
w¯.
As the assumption g20 = 0 yields
∫
Ω η
∗
0(x)ξ∗0(x)2 dµ(x) = 0, one has the inclusion
(ξ∗0)2 ∈ R(K− λIC(Ω)). This implies there is some unique v¯ ∈ R(K− λIC(Ω)) such
that v = v¯ + ρξ∗0 solves the first part of the equation for all ρ ∈ R. Note also that as
Kξ∗0 = λξ∗0 and λ−θ
∏θ−1
t=1
(
K− λe2ιpit/θIC(Ω)
)
=
∑θ−1
t=0 λ
−t−1Kt holds, one obtains
λ−θ
(∏θ−1
t=1
(
K− λe2ιpit/θIC(Ω)
))
ρλθ ξ
∗
0 = ρξ∗0 , which by invertibility guarantees
λθ
(θ−1∏
t=1
(K− λe2ιpit/θIC(Ω))
)−1
ρξ∗0 = ρλθ ξ
∗
0 ∈ N(K− λIC(Ω)).
Thus, the second equation has w¯ = λθ(
∏θ−1
t=1 (K−λe2ιpit/θIC(Ω)))−1v¯+ρλθ ξ∗0 as solu-
tions, which all share the same unique projection into R(K−λIC(Ω)), independent
of ρ. Due to
(K− λIC(Ω))
θ−1∏
t=1
(K− λe 2pitθ ιIC(Ω)) =
(
θ−1∏
t=1
(K− λe 2pitθ ιIC(Ω))
)
(K− λIC(Ω)),
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this projection is also a solution to the original equation, as required. Next, con-
sider the system
w0 = αβθ−1Kwθ−1 + (ξ∗0)2, wt = αβt−1Kwt−1 + (ξ∗t )2 for all 1 ≤ t < θ
of second kind integral equations. Using the variation of constants formula,
wt := atλ−t
(
θ−t−1∑
r=0
aθ−rλ−rKt+rw¯ +
θ−1∑
r=θ−t
aθ−rλθ−rKt+r−θw¯
)
for all 0 ≤ t < θ
provides a solution. Now define ψ¯t := (c2 + d2)wt − c2(ξ∗t )2, 0 ≤ t < θ; it is
immediate that it satisfies (4.10). Finally, we compute
θ−1∑
t=0
∫
Ω
η∗t+1(x)[D21Ft(0, α∗)ξ∗t ψ¯t](x) dµ(x)
(5.7)=
θ−1∑
t=0
∫
Ω
η∗t+1(x)
(
c2α
∗βt[K
(
ξ∗t ψ¯t
)
](x) + d2(α∗βt)2[Kξ∗t ](x)[Kψ¯t](x)
)
dµ(x)
=
θ−1∑
t=0
∫
Ω
c2α
∗βt[Kη∗t+1](x)ξ∗t (x)
(
(c2 + d2)wt(x)− c2(ξ∗t )2(x)
)
+ d2η∗t+1(x)ξ∗t+1(x)α∗βt[K
(
(c2 + d2)wt − c2(ξ∗t )2
)
](x) dµ(x)
=
θ−1∑
t=0
∫
Ω
ξ∗0(x)2
(
(c2 + d2)2(wt(x)− ξ∗t (x)2)
+ c2d2
(
ξ∗t (x)− α∗βt[K(ξ∗t )2](x)
))
dµ(x)
=
θ−1∑
t=0
∫
Ω
ξ∗0(x)2
(
(c2 + d2)2λ−t
(
t−1∑
r=0
aθ+r−tar +
θ−1∑
r=t
arar−t
)
[Ktw¯](x)
− (c2 + d2)2ξ∗t (x)2 + c2d2
(
ξ∗t+1(x)2 − α∗βt[K(ξ∗t )2](x)
) )
dµ(x),
where the final line follows from a tedious-yet-elementary index manipulation that
is left to the interested reader.
Remark 5.3. The above computations also apply to right-hand sides
Ft(u, α) = αβtG
(∫
Ω
f(·, y, u(y)) dµ(y)
)
instead of (5.4) with the only exception that the expressions c2 + d2, c3 + d3 in
(5.8)–(5.10) have to be replaced by c2 + λd2, c3 + λ2d3.
Let us next compare bifurcations from the trivial branch for such IDEs having
the same growth function and the same kernel, first where growth precedes dis-
persal and second the other way around. Restricted to the cone of nonnegative
continuous functions C+(Ω), both classes have very simple dynamics. After the
primary and transcritical bifurcation, all nontrivial solutions converge to a nonzero
periodic solution in C+(Ω) [25, Thm. 5.1]. Along this branch of globally attractive
and positive solutions no further bifurcations occur (cf. Figs. 7 and 10). From the
trivial branch, however, countably many branches bifurcate, but all of them con-
sist of biologically meaningless functions with negative values (cf. Figs. 8, 9 and
11, 12).
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Growth-dispersal Beverton-Holt equation
Consider a θ-periodic scalar IDE (∆α) with Hammerstein right-hand side
Ft(u, α) := βt
∫
Ω
k(·, y) αu(y)1 + u(y) dµ(y), (5.12)
defined on the open and convex domain Ut ≡ {u ∈ C(Ω) : infx∈Ω u(x) > −1}. It is
of the form (5.4) with G(z) = z, f(x, y, z) = k(x, y) z1+z and thus
G′(z) = 1, D3f(x, y, z) =
k(x, y)
(1 + z)2 .
Given u ∈ U , α > 0, we obtain the partial derivatives
D1Ft(u, α)v = βt
∫
Ω
k(·, y) αv(y)(1 + u(y))2 dµ(y),
D1D2Ft(u, α)v = βt
∫
Ω
k(·, y) v(y)(1 + u(y))2 dµ(y), D
2
2Ft(u, α) = 0,
D21Ft(u, α)v2 = −2βt
∫
Ω
k(·, y) αv(y)
2
(1 + u(y))3 dµ(y),
D31Ft(u, α)v3 = 6βt
∫
Ω
k(·, y) αv(y)
3
(1 + u(y))4 dµ(y).
Because (∆α) possesses the trivial solution, they become
D1Ft(0, α)v = αβtKv, D21Ft(0, α)v2 = −2αβtKv2,
D1D2Ft(0, α)v = βtKv, D31Ft(0, α)v3 = 6αβtKv3
and D22Ft(0, α) = 0 for all t ∈ Z, v ∈ C(Ω).
If (λi, ξi), i ∈ I , is a simple eigenpair of K with
∫
Ω ξ
i(x)2 dµ(x) = 1, then (Z1)
holds with the critical parameter α∗ given by
α0i :=
1
λi
θ
√
βθ−1 · · ·β0
and so does the representation (5.7) with c2 = −2, c3 = 6, d2 = d3 = 0 (for this, see
Rem. 5.1). We have
g11(i) =
θ
α0i
∫
Ω
ξi(x)2 dµ(x) > 0, g20(i) =− 2
(
θ−1∑
t=0
(α0iλ)t
t∏
r=0
βr
)∫
Ω
ξi(x)3 dµ(x),
g30(i) = 6
(
θ−1∑
t=0
(α0iλ)2t
t∏
r=0
β2r
)∫
Ω
ξi(x)4 dµ(x)
for all i ∈ I and g¯(i) can be calculated using the above and Prop. 5.5.
A further analysis needs an explicit knowledge of the eigenpairs of K. For
general kernels, this requires numerical methods from App. 2. An exception is
the convenient, yet realistic Laplace kernel (cf. [39, 47, 53]), whose eigenvalues are
determined by a transcendental equation.
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Figure 7: First critical values α0i for bifurcations from the trivial branch (left).
Nontrivial branch φ00 of the primary transcritical bifurcation at α00 ≈ 1.74 for the
Beverton-Holt growth-dispersal IDE with right-hand side (5.12), Laplace kernel
(3.10) and a = 1, L = 2 (center). Total population over α ∈ [0, 6] along φ00 (right)
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Figure 8: Branch φ01 of the supercritical pitchfork bifurcation at α01 ≈ 5.12 for the
Beverton-Holt growth-dispersal IDE with right-hand side (5.12), Laplace kernel
(3.10) and a = 1, L = 2 (left). Total population over α ∈ [α01, 7] along φ01 (right)
Example 5.4 (Laplace kernel). For a, L > 0, Ω = [−L2 , L2 ] and µ being the Lebesgue
measure, consider again the Laplace kernel (3.10), which is symmetric and positive.
It thus yields an operator K ∈ L(C[−L2 , L2 ]) as desired with index set I = N0 and
furthermore an even IDE (∆α). Rather than working with Prop. 5.1, the eigenpairs
can be explicitly computed (cf. [47, Appendix 2]): If
• tan(aL2 ν) = 1ν has the positive solutions ν0 < ν2 < . . .,
• cot(aL2 ν) = − 1ν has the positive solutions ν1 < ν3 < . . .,
then σ(K) \ {0} = {λi ∈ R : i ∈ N0} ⊂ (0, 1) with the strictly decreasing sequence
of simple eigenvalues λi = 11+ν2
i
and the associate eigenfunctions
ξi : [−L2 , L2 ]→ R, ξi(x) :=
{
cos(aνix), i is even,
sin(aνix), i is odd
for all i ∈ N0.
Also here the eigenvalues λi depend only on the product aL, and not on a, L indi-
vidually. The associate eigenfunctions ξi are even for even indices i ∈ N0 and odd
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for odd i. Finally we explicitly compute
∫ L2
−L2
ξi(x)3 dx 6= 0 for all even i.
Case i is even: Prop. 5.3 and the preceding computations thus yield
g20(i)
{
6= 0 for even i ∈ N0,
= 0 for odd i ∈ N0,
g30(i) > 0 for all i ∈ N0.
Therefore, the trivial solution of (∆α) with right-hand side (5.12) bifurcates trans-
critically into a θ-periodic branch φ0i at the countably many critical parameters α
0
i
for even i (cf. Prop. 4.6).
Case i is odd: One would suspect that for odd indices i ∈ N, pitchfork bifurca-
tions from the trivial branch take place at each α0i . However, asD
2
1Ft(0, α0i ) 6= 0 for
all t ∈ Z, our earlier comment about the difficulty of verifying a pitchfork bifurca-
tion applies. On the other hand, the structure of the Laplace kernel (3.10) allows us
to verify Prop. 5.5 explicitly. To do so, we begin with a useful remark: For any odd
i ∈ N, consider the corresponding eigenpair ( 11+ν2
i
, sin(aνi·)
)
of K. Suppressing
the index i for readability, we observe that as ν solves cot(aL2 ν) = − 1ν , one has
1
ν2
= cot(aL2 ν)
2 =
cos(aL2 ν)2
sin(aL2 ν)2
=
1− sin(aL2 ν)2
sin(aL2 ν)2
,
yielding sin(aL2 ν) = ± ν√1+ν2 and cos(aL2 ν) = ∓ 1√1+ν2 , which allows for significant
simplification of the upcoming calculations.
In order to find w¯ from Prop. 5.5, we define for each ζ ∈ C the differential
respectively boundary operators
dζ : C2[−L2 , L2 ]→ C[−L2 , L2 ], [dζv](x) := v′′(x)− a2
(
1− ζλ
)
v(x),
b : C2[−L2 , L2 ]→ R2, [bv](x) :=
[
v′(−L2 )− av(−L2 )
v′(L2 ) + av(
L
2 )
]
.
The key to solving the periodic eigenvalue problem for the Laplace kernel (3.10) is
the relation
d0Kv = −a2v, bKv =
[ 0
0
]
for all v ∈ C[−L2 , L2 ]
(cf. [28] for a similar approach). Applying this to (5.11) yields the linearly inhomo-
geneous 2θ-th order differential equation
dθ0w¯ = (−a
2
λ )
θw¯ + dθ0(ξ∗0)2. (5.13)
Additionally, d01 = −a2 and d0 cos(2aν·) = −a2λ˜−1 cos(2aν·), where λ˜ := 11+4ν2 .
From this, one may observe that w˜(x) := B0 +B1 cos(2aνx) is a particular solution
of (5.13), where
B0 :=
λθ
2λθ − 2 , B1 :=
λθ
2λ˜θ − 2λθ .
Let ζt := e2piι
t
θ ∈ C denote the θ-th roots of unity. Regarding the linearly homo-
geneous differential equation dθ0w¯ = (−a
2
λ )θw¯, its characteristic polynomial has
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exactly the roots ζ0, . . . , ζθ−1, and so if Zt :=
√
ζt
λ − 1, then the general solutions
are of the form
x 7→
θ−1∑
t=0
(Ct cos(aZtx) + St sin(aZtx))
with complex coefficients Ct, St (cf. [3, p. 190, (14.5) Thm.]). Next, we note that
dζt cos(aZr·) =− a2 ζr−ζtλ cos(aZr·), dζt sin(aZr·) =− a2 ζr−ζtλ sin(aZr·),
dζt1 =− a2(1− ζtλ ), dζt cos(2aν·) =− a2(λ˜−1 − ζtλ ) cos(2aν·)
and in particular dζt cos(aZt·) = dζt sin(aZt·) = 0. Making use of the identities
θ−1∏
t=1
(1− ζt) = θ,
θ−1∏
t=0
(p− ζtq) = pθ − qθ for all p, q ∈ C
suggests the boundary conditions
0 = bdζθ−1 · · · d̂ζt · · · dζ0(w¯ − (ξ∗0)2)
= −a(−a2)θ−1
[
ζθ−1t θ
(
CtC˜t − StS˜t
)− B˜t
ζθ−1t θ
(−CtC˜t − StS˜t)+ B˜t
]
for all 0 ≤ t < θ,
where B˜t := (2+ζt−λ)(λ−1)(ζt−λ)(ζt−λλ˜−1) ,
C˜t := cos(aL2 Zt)− Zt sin(aL2 Zt), S˜t := Zt cos(aL2 Zt) + sin(aL2 Zt)
and the hat ·̂ denotes excluding the operator. We immediately obtain StS˜t = 0 for
all t ∈ Z. Moreover, B˜t 6= 0 for all t, by e.g. writing out its real and imaginary parts,
implying CtC˜t 6= 0 for all t. Thus follows Ct = ζtB˜tθC˜t , leaving the St unspecified.
We can therefore define the function
w¯(x) := B0 +B1 cos(2aνx) +
θ−1∑
t=0
Ct cos(aZtx).
Since w¯ is even, z′(w¯) =
∫ L/2
−L/2 ξ
∗
0(x)w¯(x) dx = 0, showing that it is the requested
unique w¯ ∈ R(K− λIC(Ω)) from Prop. 5.5. As d0 cos(aZt·) = −a2 ζtλ cos(aZt·) holds
for all t ∈ Z, returning to (5.11) leads to
Ktw¯ = B0 + λ˜tB1 cos(2aν·) + λt
θ−1∑
r=0
ζ−tr Cr cos(aZr·).
Finally, we combine this with Prop. 5.5 to obtain the expression
g¯ =
(
c3 + d3 − 3(c22 + c2d2 + d22)
) ( 3L
8 +
λ(5−2λ)
4a
) θ−1∑
t=0
a2t
+ 3 (c2+d2)
2
4a
θ−1∑
t=0
(
t−1∑
r=0
aθ+r−tar +
θ−1∑
r=t
arar−t
)(
2B0 aL+2λλt
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−B1(aL+ 2λ(3− 2λ))( λ˜λ )t − 8(3−λ)λθ
+ 8(1− λ)
θ−1∑
r=1
Crζ
−t
r
(λZ2r−2) sin
(
aL
2 Zr
)
−2λZr cos
(
aL
2 Zr
)
Zr(λ(Z2r+4)−4)
)
− 3c2d2λ˜2
36λ4−78λ3−16λ2+96λ−32+aL(8−5λ)λ
λ˜
+ 8(λ
2−3λ+2)2
eaL
8aλ3
θ−1∑
t=0
atat+1 (5.14)
determining whether a super- or subcritical pitchfork bifurcation occurs.
This situation simplifies significantly in an autonomous setting, where θ = 1,
β0 = 1 and we additionally impose c2d2 = 0. Here, an elementary, albeit tedious,
consequence of our assumptions and (5.14) yields
g¯(i) = (c3 + d3)
(
3L
8 +
3+5ν2i
4a(1+ν2i )2
)
− (c2 + d2)2
(
15aL(1+ν2i )3+30+80ν2i+66ν4i
)
24a(νi+ν3i )2
(5.15)
and the following hold using Thm. 4.4 with Props 4.6, 4.7:
• c3 + d3 ≤ 5(c2+d2)
2
3 ⇔ g¯(i) < 0, that is, a supercritical pitchfork bifurcation
from the trivial branch takes place at each α0i .
One obtains this by observing that g¯(i) < 0 if and only if
c3 + d3 < (c2+d2)
2
3
(
5 + 5ν2 +
16ν2
3aL(1+ν2)2+6+10ν2
)
. (5.16)
As ddν
(
cot(aL2 ν) +
1
ν
)
= −aL2 csc(aL2 ν)− 1ν2 < 0 wherever defined and
lim
ν↗ 2piiaL
(
cot(aL2 ν) +
1
ν
)
= −∞, lim
ν↘ 2piiaL
(
cot(aL2 ν) +
1
ν
)
=∞,
it follows that cot(aL2 ν) = − 1ν possesses exactly one solution in each interval( 2pii
aL ,
2pi(i+1)
aL
)
. Hence, as i→∞, one has νi →∞, and, as is easily verified, the
right-hand side of (5.16) strictly monotonously decreases towards 5(c2+d2)
2
3 ;
thus, it is the largest number satisfying
(c2+d2)2
3
(
5 + 5ν2 +
16ν2
3aL(1+ν2)2+6+10ν2
)
> 5(c2+d2)
2
3 for all odd i ∈ N0.
• Conversely, if c3 + d3 > 5(c2+d2)
2
3 , then there is some odd i0 ∈ N so that a
supercritical pitchfork bifurcation from the trivial branch takes place at α0i if
i < i0, while a subcritical pitchfork bifurcation takes place at α0i if i > i0.
This readily results from the monotonicity of the right-hand side of (5.16).
Conclusion of Ex. 5.4: Since c2 = −2, c3 = 6, d2 = d3 = 0 (cf. Rem. 5.1), one has
c3 + d3 = 6 ≤ 203 = 5(c2+d2)
2
3 and we can summarize:
• For every even i ∈ N0, a transcritical bifurcation of θ-periodic solutions takes
place at (0, α0i ). Prop. 4.10 yields that until another bifurcation occurs along
these nontrivial branches φ0i , they each consist of only even functions. Due
to Prop. 5.4, the trivial branch is exponentially stable for α < α00, and unsta-
ble for α > α00, with exponential stability being transferred to the nontrivial
branch φ00 of θ-periodic solutions (see Fig. 7 (center)). For α > α00, this only bi-
ologically relevant branch consists of the nonnegative functions guaranteed
by [25, Thm. 5.1]; for α < α00 the functions φ00(α) have negative values.
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Figure 9: Branch φ02 of the transcritical bifurcation at α02 ≈ 12.73 for the Beverton-
Holt growth-dispersal IDE with right-hand side (5.12), Laplace kernel (3.10) and
a = 1, L = 2 as part of a fold (left). Total population over parameters α ∈ [12.4, 15]
reflecting a fold in φ02 (right)
• For every odd i ∈ N and θ = 1, a supercritical pitchfork bifurcation of fixed
points takes place at (0, α0i ). Prop. 4.10 yields that until another bifurcation
occurs along these nontrivial branches φ0i , they consist of ”symmetric” pairs
of branches yielding the same total population (see Fig. 8). This explains that
the curve capturing the total population in Fig. 8 (right) appears to be a single
line.
Globally, the branches φ0i , i ≥ 2 even (from transcritical bifurcations), appear to be
part of supercritical folds (see Fig. 9 (right)), occurring at parameters α < α0i .
Dispersal-growth Beverton-Holt equation
Let us now focus on the θ-periodic dispersal-growth IDE (∆α) with right-hand side
Ft(u, α) :=
αβt+1
∫
Ω k(·, y)u(y) dµ(y)
1 +
∫
Ω k(·, y)u(y) dµ(y)
(5.17)
defined on
{
u ∈ C(Ω) : infx∈Ω
∫
Ω k(x, y)u(y) dµ(y) > −1
}× (0,∞). It is not of the
form stipulated by (5.4), (5.7), but this problem can be circumvented as follows:
Rather than relying on Rem. 5.3, we apply the transformation u¯t = 1αβtut lead-
ing to the modified IDE
ut+1 = F¯t(ut, α), F¯t(u, α) :=
αβt
∫
Ω k(·, y)u(y) dµ(y)
1 + αβt
∫
Ω k(·, y)u(y) dµ(y)
, (∆¯α)
whose right-hand side is defined on the sets
Ut ≡
{
u ∈ C(Ω) : inf
x∈Ω
∫
Ω
k(x, y)u(y) dµ(y) > − 1
α¯βt
}
, A = (0, α¯)
depending on a fixed real α¯ > 0. It is immediate that φ ∈ `θ solves (∆α) if and only
if φ¯ ∈ `θ solves (∆¯α) whenever both are defined. Now the right-hand side of (∆¯α)
can be written as (5.4) with functions G(z) = z1+z , f(x, y, z) = k(x, y)z and hence
G′(z) = 1, D3f(x, y, z) = k(x, y).
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Figure 10: First critical values α0i for bifurcations from the trivial branch (left).
Nontrivial branch φ00 of the primary transcritical bifurcation at α00 ≈ 1.74 for the
Beverton-Holt dispersal-growth IDE with right-hand side (5.17), Laplace kernel
(3.10) and a = 1, L = 1 (center). Total population over α ∈ [0, 6] along φ00 (right)
Given u ∈ Ut, α ∈ (0, α¯), one has derivatives
D1F¯t(u, α)v =
αβt(
1 + αβt
∫
Ω k(·, y)u(y) dµ(y)
)2 ∫
Ω
k(·, y)v(y) dµ(y),
D1D2F¯t(u, α)v =
βt − αβ2t
∫
Ω k(·, y)u(y) dµ(y)(
1 + αβt
∫
Ω k(·, y)u(y) dµ(y)
)3 ∫
Ω
k(·, y)v(y) dµ(y),
D21F¯t(u, α)v2 = −
2(αβt)2(
1 + αβt
∫
Ω k(·, y)u(y) dµ(y)
)3 (∫
Ω
k(·, y)v(y) dµ(y)
)2
,
D31F¯t(u, α)v3 =
6(αβt)3(
1 + αβt
∫
Ω k(·, y)u(y) dµ(y)
)4 (∫
Ω
k(·, y)v(y) dµ(y)
)3
and along the trivial solution φ00(α) ≡ 0 of (∆¯α) they simplify to
D1F¯t(0, α)v = αβtKv, D21F¯t(0, α)v2 = −2 (αβtKv)2 ,
D1D2F¯t(0, α)v = βtKv, D31F¯t(0, α)v3 = 6 (αβtKv)
3 for all t ∈ Z, v ∈ C(Ω).
The earlier computations now hold with c2 = c3 = 0, d2 = −2, d3 = 6 (cf. Rem. 5.1).
Indeed, for any eigenpair (λi, ξi) of K, choose α¯ such that 1α¯θ < λ
θ
iβ0 · · ·βθ−1, and
observe that our previous computations of g11(i), g20(i) and g¯(i) in (5.8), (5.9) and
(5.14) respectively (5.15) remain unchanged.
Example 5.5 (Laplace kernel). If we return to the Laplace kernel (3.10), then also
(∆¯α) becomes an even IDE. One sees by choosing α¯ > α0i that the bifurcation be-
havior of (∆¯α) at (0, α0i ) is identical to that exhibited by the growth-dispersal IDE
from Sect. 5.2. Moreover, it is clear that this behavior carries over to (∆α). In par-
ticular, we again observe countably infinitely many bifurcations along the trivial
branch, alternating between transcritical and supercritical pitchfork bifurcations,
with all the same remarks as for Ex. 5.4, as Figs. 10–12 serve to illustrate.
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Figure 11: Branch φ01 of the supercritical pitchfork bifurcation at α01 ≈ 5.12 for the
Beverton-Holt dispersal-growth IDE with right-hand side (5.17), Laplace kernel
(3.10) and a = 1, L = 2 (left). Total population over α ∈ [5, 6] along φ01 (right)
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Figure 12: Branch φ02 of the transcritical bifurcation at α02 ≈ 12.73 for the Beverton-
Holt dispersal-growth IDE with right-hand side (5.17), Laplace kernel (3.10) and
a = 1, L = 2 as part of a fold (left). Total population over parameters α ∈ [12, 13]
reflecting a fold in φ02 (right)
5.3 Period doubling cascade
Our final example is the numerically most challenging one, because solution
branches are not known beforehand and must be computed using path-following
methods. In addition, even within the biologically relevant cone, it exhibits the
most complex dynamical behavior so far.
We turn to autonomous scalar Ricker IDEs (∆α) with right-hand side
F(u, α) := α
∫
Ω
k(·, y)u(y)e−u(y) dµ(y) (5.18)
on Ut ≡ C(Ω), A = (0,∞). Solutions with different even periods were observed in
[33, Sect. 5] experimentally and in [53, Fig. 10] based on path-following, while [4]
discusses a dispersal-growth version of (5.18).
As Hammerstein operator, (5.18) fits in the framework of (5.4) with G(z) = z,
f(x, y, z) = k(x, y)ze−z and βt ≡ 1 on Z. This yields the derivatives
G′(z) = 1, D3f(x, y, z) = k(x, y)(1− z)e−z.
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Figure 13: Schematic bifurcation diagrams: Branches of θ-periodic solutions in the
Beverton-Holt IDE having the right-hand sides (5.12)/(5.17), α ∈ [0, 50] and the
Laplace kernel (5.19) with a = 1, L = 2 (left), as well as IDE with right-hand side
(5.18) and α ∈ [0, 3000] (logarithmic axis) for the Gauß kernel (5.19) with a = 1, L =
2 (right). Fixed point branches are solid (θ = 1), branches of 2-periodic solutions
are dashed (θ = 2) and 4-periodic solutions are indicated by dotted lines (θ = 4)
Along the zero branch, we expect a behavior similar to what was observed above
in Sect. 5.2. If (λ, ξ∗) is a simple eigenpair of K and α∗ = 1λ > 0, then (5.7) is
satisfied and Rem. 5.1 yields c2 = −2, c3 = 3, d2 = d3 = 0. By Prop. 5.3 the con-
dition
∫
Ω ξ
∗(x)3 dµ(x) 6= 0 is sufficient for a transcritical bifurcation at (0, 1λ) — in
particular, Prop. 5.4 yields a primary transcritical bifurcation with exchange of sta-
bility from the trivial branch at
(
0, 1r(K)
)
— while verifying a pitchfork bifurcation
in case
∫
Ω ξ
∗(x)3 dµ(x) = 0 requires computation of g¯, as outlined in Prop. 5.5.
Concerning bifurcations along the nontrivial branches, let us suppose that φ∗
denotes a θ1-periodic solution of (∆α∗) with right-hand side (5.18) and σθ1(α∗) ∩
S1 = {−1} for some α∗ > 0. Therefore, Thm. 3.2 shows that φ∗ can be continued
to a smooth branch φ : Bρ(α∗) → C(Ω) of θ1-periodic solutions φ(α) to the au-
tonomous IDE (∆α), where ψ = φ˙(α∗) is uniquely determined by (3.6). In order
to detect bifurcations along this global branch φ, we make use of the correspond-
ing equation of perturbed motion (∆˜α) and Rem. 4.2, which has the θ1-periodic
right-hand sides
F˜t(u, α) = α
∫
Ω
k(·, y)
[
(u(y) + φ(α)t(y))e−u(y)−φ(α)t(y) − φ(α)t(y)e−φ(α)t(y)
]
dµ(y)
and therefore the derivatives
D1F˜t(0, α∗)v = −α∗
∫
Ω
k(·, y)(φ∗t (y)− 1)e−φ
∗
t (y)v(y) dµ(y),
D1D2F˜t(0, α∗)v =
∫
Ω
k(·, y) [(1− φ∗t (y))ψt(y) + φ∗t (y)] e−φ
∗
t (y)v(y) dµ(y),
D21F˜t(0, α∗)v2 = α∗
∫
Ω
k(·, y)(φ∗t (y)− 2)e−φ
∗
t (y)v(y)2 dµ(y),
D31F˜t(0, α∗)v3 = −α∗
∫
Ω
k(·, y)(φ∗t (y)− 3)e−φ
∗
t (y)v(y)3 dµ(y)
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Figure 14: First critical values α0i for bifurcations from the trivial branch (left). The
α-dependence of the corresponding eigenvalues λ0i−1(α) (center). Primary trans-
critical bifurcation of the branch φ00 at α00 ≈ 1.36 for the Gauß kernel (5.19) with
a = 1, L = 2 (right)
and D22F˜t(0, α∗) = 0 for t ∈ Z, v ∈ C(Ω). In order to verify bifurcation conditions
for period doublings, we choose θ = 2θ1 and arrive at 1 ∈ σθ(α∗) (cf. Sect. 4.3).
A more detailed analysis is possible for particular kernels. The subsequent one
is popular in applications, but requires numerical methods throughout. For this
purpose, our simulations are based on Nystro¨m discretizations (see App. 2) of the
integral operators involved. To validate them, the midpoint rule (Nn = 100), the
trapezoidal rule (Nn = 101), as well as the Chebyshev rule (Nn = 100) are applied
in order to compare the corresponding results. In any case, the simulations capture
the behavior of the IDEs (∆α) w.r.t. the measures µn given in App. 2.
Example 5.6 (Gauß kernel). Let a, L > 0 and Ω = [−L2 , L2 ] be endowed with the
Lebesgue measure. For the Gauß kernel
k(x, y) := a√
pi
e−a
2(x−y)2 , (5.19)
we conclude total positivity from [5, 7.I(b)]. Hence, by Prop. 5.1 its eigenvalues
0 < . . . < λi < . . . < λ1 < λ0
form a strictly decreasing sequence and are all simple, while Cor. 5.2 grants us that
the eigenfunction ξi corresponding to λi, i ∈ N0, alternates between being even or
odd. Moreover, the resulting IDE (∆α) becomes even. The above Prop. 5.4 yields
that the trivial branch loses stability to a transcritical bifurcation at the parameter
α00 = 1r(K) > 0. Concerning the spectral radius, [6, Thm. 6.1] yields the estimate
1
2 erf(aL) ≤ r(K) ≤ 2 erf(aL2 )
with the error function erf(x) := 2√
pi
∫ x
0 e
−t2 dt; this inclusion improves for small
values of aL > 0. At the countably many critical parameters α0i := 1λi , i ∈ N0, one
has alternating transcritical and supercritical pitchfork bifurcations from the trivial
solution (cf. Fig. 14). The first such values α0i are listed in Fig. 14 (left). However,
as the eigenfunctions ξi assume both negative and positive values for i > 0, the
bifurcations at these α0i do not lead to biologically relevant solutions, at least close
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Figure 15: First critical values α1i for bifurcations along the primary branch φ
0
0
(left). The α-dependence of the corresponding eigenvalues λ1i−1(α) for α ≥ 0.1
(center). Period doubling cascade for the Ricker IDE with right-hand side (5.18)
and α ∈ [0, 40] for the Gauß kernel (5.19) with a = 1, L = 2 (right)
to (0, α0i ). Along the primary bifurcation branch φ00, which transcritically bifur-
cates from the trivial solution (see Fig. 14 (right)), one detects a strictly increas-
ing sequence α1i > α
0
0 of critical parameter values yielding supercritical period
doubling bifurcations (see Fig. 15 for the values (left) and the eigenvalue depen-
dence on α (center)). These additional period doublings into unstable 2-periodic
solutions distinguishes the spatial Ricker model (5.18) from its scalar counterpart
ut+1 = αute−ut . In fact, there happens to be a period doubling cascade of positive
functions as illustrated in Fig. 15 (right). A schematic diagram containing several
bifurcations for (∆α) with right-hand side (5.18) is given in Fig. 13 (right). In par-
ticular, period doublings can be observed along any branch φ0i , i ∈ N.
6 Concluding remarks and perspectives
First, we did not tackle stability properties of periodic solutions φ∗ at critical pa-
rameter values α∗, i.e. at bifurcation points. Such results require reduction to a
— in our case — 1-dimensional θ-periodic center manifold of (∆α∗), and we refer
to the manuscript [45] having a particular focus on these issues, where the time-
dependence can even be aperiodic.
Second, this paper addressed simple Floquet multipliers crossing the stability
boundary S1 at ±1 under parameter variation. The complementary situation of
complex-conjugated pairs, leading to Neimark-Sacker bifurcations, is featured in
the companion paper [1], where we provide conditions for bifurcations of discrete
tori.
Our results allow some immediate generalizations and transfers, which were
neglected here for the sake of an accessible and compact presentation:
• Both the habitats Ω and the measures µ in (3.2) can vary θ0-periodically in
time, as long as they stay compact resp. finite. For general difference equa-
tions acting on the space of measures, and their applications in population
dynamics, we refer to [52].
• Although the examples in Sect. 5 were scalar (d = 1), our abstract results do
53
apply to systems of IDEs like for instance predator-prey models [33, 1]. An-
other field of applications is the analysis of models capturing an age- or size-
structure of a population [10, 11, 17, 18], which are additionally equipped
with a spatial component (cf. [2, 38, 48]). The specific algebraic form of such
structured models might simplify our assumptions and their concrete verifi-
cation.
• Our tools are not restricted to IDEs in the space Cd of Rd-valued continuous
functions on Ω, but apply also to IDEs between Lp(Ω,Rd) spaces, as
〈u, v〉 :=
∫
Ω
〈u(x), v(x)〉dµ(x) for all u ∈ Lp′(Ω,Rd), v ∈ Lp(Ω,Rd)
induces a duality pairing 〈Lp′(Ω,Rd), Lp(Ω,Rd)〉 with p > 1, 1p + 1p′ = 1.
Hence, only well-definedness and smoothness properties of the superposi-
tion and integral operators involved in (3.2) remain to be verified.
We point out that our assumptions require to evaluate integrals and to solve (sys-
tems of) integral equations. In case µ is the Lebesgue measure this necessitates
numerical methods (e.g. [8, 9], [35, pp. 219ff]) to approximate integrals. The sit-
uation of a measure µ as in Ex. 3.1(2) allows a direct treatment and is therefore
relevant in numerical discretizations, since integrals become weighted sums and
the resulting linear equations can be solved exactly.
1 Abstract bifurcation results with one-dimensional
kernel
We review the necessary machinery from local bifurcation theory for index 0 Fred-
holm operators with one-dimensional kernel dating back to [19, 20]. While a fold
bifurcation result can be found in standard references (cf. e.g. [32]), the subsequent
Thm. 1.3 due to [36] is of more recent origin. It does not rely on the knowledge
of a given solution branch, but includes the classical transcritical and pitchfork bi-
furcations as special cases. Moreover, the behavior of critical eigenvalues along
bifurcation branches is studied.
Suppose throughout thatX,Z are real Banach spaces andU ⊆ X ,A ⊆ R denote
nonempty open neighborhoods of u∗ ∈ X , α∗ ∈ R in the respective spaces. We deal
with Cm-mappings G : U ×A→ Z, m ∈ N, vanishing at (u∗, α∗), i.e.
G(u∗, α∗) = 0. (A.1)
The pair (u∗, α∗) is called a bifurcation point of the abstract equation
G(u, α) = 0, (Oα)
whenever there exists a parameter sequence (αn)n∈N in A having the limit α∗ and
distinct solutions u1n, u2n ∈ U , n ∈ N, to (Oαn) with limn→∞ u1n = limn→∞ u2n = u∗.
Assume henceforth that D1G(u∗, α∗) ∈ L(X,Z) is Fredholm of index 0 and
N(D1G(u∗, α∗)) = span {ξ∗} (A.2)
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holds for some ξ∗ ∈ X \ {0}. There exists, for instance by the Hahn-Banach theo-
rem, a continuous functional z′ ∈ Z ′ and a (fixed) closed subspace X1 ⊆ X with
N(z′) = R(D1G(u∗, α∗)), X = N(D1G(u∗, α∗))⊕X1. (A.3)
Lemma 1.1 (cf. [15, p. 38, Prop. 3.6.1]). Suppose that X ⊆ Z with the embedding
operator J satisfying
J ∈ L(X,Z). (A.4)
If there is an open neighborhood S ⊆ R of 0 and a Cm−1-mapping [ γα ] : S → U × A
satisfying G(γ(s), α(s)) ≡ 0 on S and [ γα ](0) = [ u∗α∗ ], then there exist a ρ > 0 with
(−ρ, ρ) ⊆ S and a Cm−1-curve [ ξ
λ
]
: (−ρ, ρ)→ X × C so that [ ξ
λ
]
(0) =
[
ξ∗
0
]
and
D1G(γ(s), α(s))ξ(s) ≡ λ(s)Jξ(s), z′(Jξ(s)) ≡ 1 on (−ρ, ρ) (EΓ)
hold. Moreover, each λ(s) ∈ C is a simple eigenvalue of D1G(γ(s), α(s)) ∈ L(X,Z) and
uniquely determined in a neighborhood of 0.
It is handy to abbreviateGij := Di1D
j
2G(u∗, α∗) and gij := z′(Gij(ξ∗)i) for every
i, j ∈ N0, i+ j ≤ m. We now formulate the basic bifurcation results:
Theorem 1.2 (abstract fold bifurcation, [32, p. 12, Thm. I.4.1 and p. 29, (I.7.30)]). If
(A.1), (A.2) and g01 6= 0 hold, then there exist ε > 0, open convex neighborhoods S ⊆ R of
0, A0 ⊆ A of α∗ so that {(u, α) ∈ Bε(u∗)×A0 : G(u, α) = 0} = Γ, where Γ =
[
γ
α
]
(S)
and
[
γ
α
]
: S → Bε(u∗)×A0 is a Cm-curve satisfying
γ(0) = u∗, α(0) = α∗, γ˙(0) = ξ∗, α˙(0) = 0.
Furthermore, in case m ≥ 2 and g20 6= 0, the pair (u∗, α∗) is a bifurcation point of (Oα),
one has α¨(0) = − g20g01 and
(a) if g20g01 < 0, then # {u ∈ Bε(u∗) : G(u, α) = 0} =

0, α < α∗,
1, α = α∗,
2, α > α∗,
(b) if g20g01 > 0, then # {u ∈ Bε(u∗) : G(u, α) = 0} =

0, α > α∗,
1, α = α∗,
2, α < α∗,
(c) if additionally (A.4) holds, then the solution of (EΓ) satisfies λ˙(0) = g20.
The classical Crandall-Rabinowitz result, e.g. [19, Thm. 1], [32, p. 18,
Thm. I.5.1], is prototypical for further bifurcation phenomena. However, it re-
quires a constant solution branch G(u∗, α) ≡ 0 on A or the a priori knowledge
of a smooth solution branch. Here, we weaken this to the local assumption
D2G(u∗, α∗) = 0 (A.5)
supplemented by a transversality condition, which guarantees thatG−1(0) consists
of two intersecting curves, one of them tangential to the α-axis in (u∗, α∗):
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Theorem 1.3 (abstract crossing curve bifurcation). Let m ≥ 2. If beyond (A.1), (A.2)
and (A.5) also the transversality conditions
g11 6= 0, g02 = 0
hold, then there exist ε > 0, open convex neighborhoods S ⊆ R of 0 and A0 ⊆ A of α∗
such that {(u, α) ∈ Bε(u∗)×A0 : G(u, α) = 0} = Γ1 ∪ Γ2, where the branches Γ1 =[
γ1
α1
]
(S), Γ2 =
[
γ2
α2
]
(S) have the following properties:
(a)
[
γ1
α1
]
: S → Bε(u∗)×A0 is a Cm−1-curve satisfying
γ1(0) = u∗, α1(s) = α∗ + s, γ˙1(0) = 0, (A.6)
(b)
[
γ2
α2
]
: S → Bε(u∗)×A0 is a Cm−1-curve satisfying
γ2(s) = u∗ + sξ∗ + γ˜2(s), α2(s) = α∗ − g202g11 s+ α˜2(s) (A.7)
and γ˜2 : S → X1, α˜2 : S → R are Cm−2-functions fulfilling
γ˜2(0) = ˙˜γ2(0) = 0, α˜2(0) = ˙˜α2(0) = 0,
(c) if additionally (A.4) holds, then the solution of (EΓ1) satisfies λ˙(0) = g11.
Proof. Referring to [36, Cor. 2.3], it only remains to establish (c). For that purpose,
we obtain from Lemma 1.1 that the simple eigenvalue 0 of D1G(u∗, α∗) is embed-
ded into a C1-curve λ : (−ρ, ρ) → C satisfying (EΓ1). If we differentiate (EΓ1) on
the interval (−ρ, ρ), then z′(Jξ˙(s)) ≡ 0 and
λ˙(s)Jξ(s) ≡D21G(γ1(s), α1(s))γ˙1(s)ξ(s) + α˙1(s)D1D2G(γ1(s), α1(s))ξ(s)
+D1G(γ1(s), α1(s))ξ˙(s)− λ(s)Jξ˙(s) (A.8)
follows. Setting s = 0 now implies λ˙(0)Jξ∗ (A.6)= G11ξ∗ + G10ξ˙(0). Applying the
functional z′ in combination with (A.3) yields the desired λ˙(0) = z′(G11ξ∗).
Further information on the branch Γ2 is provided next:
Corollary 1.4 (abstract transcritical bifurcation). In case g20 6= 0, then
# {u ∈ Bε(u∗) : G(u, α) = 0} =
{
1, α = α∗,
2, α 6= α∗.
If additionally (A.4) holds, then the solution of (EΓ2) satisfies λ˙(0) = g202 .
Proof. From z′(G20(ξ∗)2) = g20 6= 0 follows α˙2(0) 6= 0, and the assertion on the
local solution structure of (Oα) results with Thm. 1.3. As in the proof of Thm. 1.3,
we obtain the identity (A.8) with Γ2 instead of Γ1, and for s = 0 results
λ˙(0)Jξ∗ (A.7)= G20(ξ∗)2 − g202g11G11ξ∗ +G10ξ˙(0), z′(Jξ˙(0)) = 0
We apply the functional z′, and thus λ˙(0) = g20 − g202g11 g11 =
g20
2 holds.
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We point out that the degenerate case g20 = z′(G20(ξ∗)2) = 0 yields the in-
clusion G20(ξ∗)2 ∈ R(G10). Due to X1 = N(G10)⊥, the linear-inhomogeneous
equation
G10ψ¯ +G20(ξ∗)2 = 0 (A.9)
possesses a unique solution ψ¯ ∈ X1, which is crucial for
Corollary 1.5 (abstract pitchfork bifurcation). In case m ≥ 3 and
g20 = 0, g30 + 3z′(G20ξ∗ψ¯) 6= 0
hold, then one has α¨2(0) = − g30+3z
′(G20ξ∗ψ¯)
3g11 , γ¨2(0) = ψ¯ and:
(a) If α¨2(0) > 0, then # {u ∈ Bε(u∗) : G(u, α) = 0} =
{
1, α ≤ α∗,
3, α > α∗,
(b) if α¨2(0) < 0, then # {u ∈ Bε(u∗) : G(u, α) = 0} =
{
3, α < α∗,
1, α ≥ α∗,
(c) if additionally (A.4) holds, then the solution of (EΓ2) satisfies λ˙(0) = 0 and λ¨(0) =
2
3g30 + 2z′(G20ξ∗ψ¯).
Proof. Thm. 1.3 yields the claim except the following:
(I) The expression for α¨2(0) is shown in [49, (4.6)]. In order to compute γ¨2(0),
let us differentiate G(γ2(s), α2(s)) ≡ 0 and z′(γ˜2(s)) ≡ 0 on S twice in s = 0; this
identity holds due to the construction of the solution branch and γ˜2(s) ∈ R(G10) =
N(z′) for every s ∈ S. Indeed, z′(¨˜γ2(0)) = z′(γ¨2(0)) = 0 shows that γ¨2(0) ∈ R(G10),
while G20(ξ∗)2 + G10γ¨2(0) = 0 holds and implies γ¨2(0) = ψ¯, as ψ¯ is the unique
solution of (A.9) in R(G10).
(II) It results from Cor. 1.4 that λ˙(0) = 0. Concerning the second derivative, we
differentiate (EΓ2) twice in s = 0 and apply the functional z′ in order to arrive at
λ¨(0) = z′(G30γ˙2(0)γ˙2(0)ξ∗) + 2α˙2(0)z′(G21γ˙2(0)ξ∗) + z′(G20γ¨2(0)ξ∗)
+ 3z′(G20γ˙2(0)ξ˙(0)) + α˙2(0)2z′(G12ξ∗) + 2α˙2(0)z′(G11ξ˙(0)) + α¨2(0)z′(G11ξ∗),
making use of z′(Jξ˙(0)) = z′(Jξ¨(0)) = 0. First, as in [32, p. 28, (I.7.27)], one shows
that ξ˙(0) = γ¨2(0) = ψ¯, and second, using the above expressions for γ¨2, α¨2 and (A.7)
together with g20 = 0 implying α˙2(0) = 0 yields
λ¨(0) = g30 + 3z′(G20ξ∗ψ¯)− g30+3z
′(G20ξ∗ψ¯)
3g11 g11 =
2
3g30 + 2z
′(D21G(u∗, α∗)ξ∗ψ¯),
as desired.
2 Nystro¨m methods and numerical algorithms
Our simulations in Sect. 5 rely on Nystro¨m discretizations of IDEs over compact sets
Ω ⊂ Rκ. This classical approach (see e.g. [9, pp. 100ff], [35, pp. 219ff]) approximates
integrals by quadrature (in dimension κ = 1) or cubature (κ > 1) formulas∫
Ω
u(y) dy =
Nn∑
j=1
wju(ηj) + en(u) (B.1)
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rule nodes ηj weights wj r Nn
midpoint a+ h(j − 12 ) h 2 n
trapezoidal a+ h(j − 1)
h
2 for j ∈ {1, n+ 1} 2 n+ 1
h else
Chebyshev a+ (j −
√
3+1
2
√
3 )h for j ≤ n h
2 4 2n
a+ (j − n+
√
3−1
2
√
3 )h for n < j
Table 2: Quadrature rules (B.1) with h := b−an
with weights wj > 0, nodes ηj ∈ Ω and an error term en(u) = O( 1nr ) as n → ∞,
where r > 0 denotes the convergence rate of the method. Higher order methods
require smooth integrands u. Simple examples of composite quadrature formulas
over Ω = [a, b] are given in Tab. 2 (cf. [23, pp. 361ff]). Furthermore, we refer to [23,
pp. 406ff] for various cubature rules over different domains in Rκ, κ > 1.
The IDEs (∆α) are based on abstract integrals with finite measures µ (cf. (3.2)).
The Lebesgue measure µ = λκ over Ω is typically used in models [33, 39, 40, 47, 53],
but also the measure µn(Ωn) :=
∑
η∈Ωn wη on finite subsets Ωn ⊂ Ω consisting of
the nodes ηj in (B.1) fits into our framework (see Ex. 3.1(2)). Thus, our bifurca-
tion theory from Sect. 4 applies to Nystro¨m discretizations as well by choosing the
measure µn in (3.2).
In doing so, for implementations we represent functions u : Ωn → R as vectors
υ ∈ RNn via υ(j) := u(ηj) for 1 ≤ j ≤ Nn. Then the bilinear form (3.1) becomes
〈υ, υ¯〉n =
Nn∑
j=1
wjυ(j)υ¯(j) for all υ, υ¯ ∈ RNn ,
the right-hand sides (3.2) turn into
Fnt : RNn ×A→ RNn , Fnt (υ, α) =
Gt
ηi, Nn∑
j=1
wjft(ηi, ηj , υ(j), α), α
Nn
i=1
and conveniently abbreviating Hni := D2Gt
(
ηi,
∑Nn
j=1 wjft(ηi, ηj , φ∗(j), α), α
)
, the
Nn ×Nn-matrix acting as
D1F
n
t (φ∗, α)υ =
Hni Nn∑
j=1
wjD3ft(ηi, ηj , φ∗(j), α)υ(j)
Nn
i=1
for all υ ∈ RNn
is the derivative (3.4) in case µ = µn.
Given this, we employ the θ-periodic difference equation
υt+1 = Fnt (υt, α) (B.2)
in RNn to approximate solutions φt ∈ C(Ω) of (∆α) equipped with the Lebesgue
measure µ = λκ, in terms of υt(j) ≈ φt(ηj). Then, for a fixed parameter α ∈ A,
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• θ-periodic solutions φ∗ of (∆α) are the zeros of the nonlinear operator G(·, α)
from (2.1), where we replace Ft by Fnt . This requires to solve a nonlinear
equation in RθNn , for which we use the Newton solver nsoli from [31].
Thanks to [55], this process preserves the convergence rate of quadrature
schemes, i.e. one obtains maxNnj=1 |υt(j)− φ∗t (ηj)| = O( 1nr ).
• The computation of Floquet multipliers to periodic solutions is based on the
derivatives D1G(φ∗, α) given in (2.2). Suitable methods for the resulting
cyclic block matrices inRθNn×θNn are described in [54, p. 291ff, Chap. 8]. Fur-
thermore, convergence results for the eigenpairs when replacing the Fre´chet
derivatives D1Ft by D1Fnt are due to [7].
Our numerical bifurcation analysis itself requires to detect and to continue solu-
tion branches along the real bifurcation parameter α ∈ A. We suggest to achieve
this using the pseudo-code from Alg. 1, where 〈·, ·〉 denotes the Euclidean inner
product.
Data: α0 (initial parameter), h > 0 (step size), kmax > 0 (number of steps)
Result: Solution branch (φˆ(αk), αk) over parameter range
Solve G(φˆ0, α0) = 0 for φˆ0 using Newton iteration;
Set (φˆ, α)← (φˆ0, α0);
Solve DG(φ¯0)
(
z0
δ0
)
= 0, 〈z0, z0〉+ δ20 = 1 for
(
z0
δ0
)
using Newton iteration;
if δ0 < 0 then
z0 ← −z0; δ0 ← −δ0
end
for k ← 0 to kmax do
Set (φˆ′k+1, α′k+1)← (φˆk, αk) + h(zk, δk);
Use initial value (φ′k+1, α′k+1) to solve G(φˆk+1, αk+1) = 0,
〈zk, φˆk+1 − φˆ′k+1〉+ δk(αk+1 − α′k+1) = 0 for (φˆk+1, αk+1) using Newton
iteration;
Solve DG(φˆk+1, αk+1)
(
zk+1
δk+1
)
= 0, 〈zk, zk+1〉+ δkδk+1 = 1 for (zk+1, δk+1);
if δkδk+1 < 0 then
fold detected
determine critical pair (φˆ∗, α∗)
end
if eigenvalue of D1G(φˆk+1, αk+1) crosses stability boundary then
determine critical pair (φˆ∗, α∗)
check and classify bifurcation using Sect. 4
end
end
Algorithm 1: Pseudo-arc length continuation to compute a branch (φˆ(αk), αk),
0 ≤ k ≤ kmax, of θ-periodic solutions to (B.2) with initially increasing αk
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