We show sufficient and necessary condition for the convergence of stochastic approximation algorithms, which were proposed 50 years ago and have been widely applied to various areas and been theoretically intensively investigated as well. In the literature, only various sufficient conditions are known. The condition is simple and has a clear physical meaning.
Introduction
In stochastic approximation theory [2, 12, 15, 19 ] the convergence of the following SDE dx t = η(t)(−∇H(x t )dt + β(t)dB t )
on a probability space (Ω, F, P) is considered where (η(t), β(t)) t>0 are both differentiable and positive functions, B t is the N -dimensional Brownian motion and H ∈ C 
it has been proved that x t converges to the set of all local minima of H (see for example Theorem 8.2, page 62 in [15] ). The stochastic approximation theory was first proposed by Robbins and Monro [16] in around 50 years ago. The procedure defined by Eq. (1) has been successfully applied to very widespread varied applications as system identification, adaptive control, transmission systems, adaptive filtering for signal processing, several aspects of pattern recognition and most recently as neural networks (see monographs [2, 9, 12, 14, 15, 18] We answer the question in current paper, based upon an idea developed in [6] . It is not easy to directly deal with x t since both the deterministic term and the noise term depend on time t. If, after some transformations, we could simplify the equation of x t , and we know the relationship between the solution of the simpler version and x t , we could possibly gain new insights onto the issue. More precisely, we apply the existing results of large deviation theory to our case by viewing the SDE x t at a different time scaling so that the term η(t) before the drift term (−∇H) disappears but there is still a vanishing term before the Brownian motion due to its self-similarity property.
It is worthwhile to point out that Eq. (1) is a generalization of the standard simulated annealing which considers the convergence of the SDE
Hence results on ensuing x t to converge to the set of global minima of H are also included.
On the other hand the stochastic approximation algorithm has been widely used to find the solution of the equation R(x) = 0, i.e.
where R(x) is, in general, not the gradient of a function. Can we introduce a proper definition of an 'optimal' solution of Eq. (5) and ensure that y t converges to the 'optimal' solution? The question is answered as well.
Suppose that H ∈ C 
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Denote
and assume that lim t→∞ β(t) η(t) exists.
if and only if
and lim
Before proving, let us point out that condition (8) is considerably weaker than condition (3). For example, when β(t) = 1 and η(t) = 1/ √ t, condition (3) is not satisfied, but condition (8) is. Proof We first prove that conditions (7) and (8) are sufficient. Let
then s(t) is a strictly increasing function of t and
Denote its inverse function as t = t(s) which is a strictly increasing function of s and lim
since η(t) is a positive function of t.
we then have the following relationship
for any measurable set B.
Hence equation (1) can now be written as
In terms of the self-similarity property of the Brownian and η(t)dt = ds, we derive that
where
From results in [7] it is easily seen
Now we show that conditions (7) and (8) If condition (7) is not true, corresponding to the case (II), i.e.
we see that
for any compact set B ∈ IR N and p(x, 0; y, t) is the transition probability density at time t.
Now we see that the physical meaning of conditions (7) and (8) are very clear: condition (7) ensures that the time of the dynamics tends to infinity, condition (8) ensures that noise gradually vanishes.
Without Gradient
Stochastic approximation algorithm has another application: to find the solution of the equation R(x) = 0,
where R may not be a gradient of a function. It is obviously seen that we have the following conclusions. where
3 Convergence To Global Minima
With Gradient
First of all we present a counter example to demonstrate that condition (3) is too loose for the process x t to converge to the global minima of H.
, β(t) = 1 and so conditions (2 ) and (3) which is again a standard Brownian motion. Therefore
For the SDE above it is well-known that u s will be trapped at some local minima with a positive probability since the noise vanishes too fast at a rate of e −s/2 [1, 3, 4, 10, 11, 17 ].
The following theorem shows which kind of function (η(t), β(t)) t≥0 we can choose to ensure the convergence of x t to the global minima of H. Let γ be a constant which is larger than the critical value γ 0 in the simulated annealing for function H (see [1] ). Denote B H as the set of global minima of H. We then have
In particular, when β(t) = 1, η(t) is the unique solution of the following equation
It is easily seen that condition (28) is stronger than condition (8) .
In fact, the theorem is proved in [6] , for the completeness of our paper we include it here.
Without Gradient
First of all let us define the meaning of convergence to global minima of
Assume that A i , i = 1 · · · , n are all attractors of dx/dt = R(x). For two attractors A i , A j , the action functional is defined by
and (see for example, Eq. (3) in [5] )
When η(t) = 1 and β(t) = σ, a positive constant, intuitively, the action functional of a path φ measures the difficulty for the system to go along the path φ from A i to A j and the conditional probability of such an event is
Therefore the larger the action functional of a path, the more difficult for the system to go along it from A i to A j . Furthermore, since the probability is exponentially proportional to σ 2 , the system will always find paths which minimize the action functional to go from A i to A j , provided that σ 2 is small enough. In other words, with probability one, the system goes along the optimal paths from A 1 to A 2 and
is the height of the lowest energy barriers between two attractors, as discussed in the previous subsection. Define
we then have the following theorem.
Theorem 4 For all
with initial condition η(0) = γ 2 /(log 2)
Discussion
We have presented a sufficient and necessary condition for the convergence of the stochastic approximation algorithm which was proposed about 50 years ago. In the literature, only various sufficient conditions are known. We have also considered the condition to ensure the algorithm converges to the global minima. Finally we have extended the results to a dynamical system without gradient.
A dynamical systems with a random perturbation has been the central theme for mathematics and physics for centuries. However, majority, if not all, studies are concentrated on a dynamical system with a fixed potential. Certainly many problems arising from practical applications have a potential depending on time. Our results here could be seen as one step forward to investigate such a system: the potential depends on time, but in a simple way, i.e. taking the form of η(t)H. 
