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Re´sume´ – Dues aux contraintes de temps quelles imposent, les applications temps-re´els de traitement du signal et des images
rendent indispensable l’emploi d’unite´s de calcul de´die´es. Mutualisant flexibilite´ et puissance de calcul, les architectures multi-
composants dote´es d’e´le´ments programmables ont prouve´es leurs efficacite´s. Cet article pre´sente une me´thodologie de conception
rapide d’applications de traitement du signal et d’image. Les e´tapes de mode´lisation d’application, de cosimulation et de portage
sur architectures he´te´roge`nes sont disponibles dans un unique environnement et re´duisent conside´rablement les temps de de´ve-
loppement. De plus un haut niveau d’abstraction est offert graˆce a` une ge´ne´ration automatique de code. Finalement, l’inte´reˆt
d’une cosimulation Matlab/C est de´montre´ dans un cas d’e´tude mettant en sce`ne le codeur d’image couleur nomme´ LAR.
Abstract – Real-time signal and image applications have significant time constraints involving the use of several powerful
calculation units. Programmable multi-component architectures have proven to be a suitable solution combining flexibility and
computation power. This paper presents a methodology for the fast design of signal and image processing applications. In
a unified framework, application modeling, cosimulation and fast implementation onto parallel heterogeneous architectures are
enabled and help to reduce time-to-market. Moreover, automatic code generation provides a high abstraction level for users.
Finally, the worthwhile nature of Matlab/C language cosimulation is illustrated on a still image codec named LAR.
1 Introduction
Les syste`mes multime´dia inte´gre´s requie`rent de plus en
plus de puissance de calcul. Bien que leurs conceptions ne
cessent de se complexifier, les de´lais de mise sur le marche´
sont de plus en plus courts. Or, l’utilisation de circuits de´-
die´s qui n’ont pas de capacite´ d’ajustement, ne se preˆtent
pas a` des de´veloppements rapides. Une solution alternative
consiste a` ajouter des composants programmables qu’ils
soient softwares (DSP, ARM) ou hardwares (FPGA). [1]
propose une me´thode de co-conception Matlab/C/VHDL
permettant de spe´cifier, cosimuler et co-synthe´tiser un sys-
te`me. Une spe´cification multi-langages est tout d’abord
envisage´e pour de´crire le syste`me et un mode`le fonction-
nel est ensuite re´alise´. Progressivement, les mode`les de
langage et d’architecture sont raffine´s et une validation
du syste`me est continument possible par cosimulation. En
accord avec [1], les e´tapes de spe´cification au niveau sys-
te`me, de cosimulation et de prototypage sur architecture
multi-composants de´pendent directement de 4 concepts :
concurrence ou paralle´lisme de l’exe´cution, hie´rarchie de
la description, communications et synchronisations entre
processeurs. Dans [2], ces deux derniers concepts sont mis
en oeuvre dans un syste`me multi-langages compose´ de pro-
cessus Matlab/JAVA. L’environnement propose´ permet de
distribuer une application Matlab sur des grappes he´te´ro-
ge`nes de stations de travail (COW) synchronise´es par un
graph flot de controˆle (GFC).
Ce papier pre´sente une me´thodologie de conception d’ap-
plication distribue´e de traitement du signal et des images.
Optimisant le temps de de´veloppement, les phases de mo-
de´lisation de l’application, de cosimulation et de proto-
typage rapide sur architecture he´te´roge`ne sont supporte´es
au sein d’un environnement base´ sur l’outil de prototypage
SynDEx1. Ainsi notre solution reprend les me´canismes ti-
rant parti des noyaux SynDEx et en propose de nouveaux
offrant une ge´ne´ration automatique de code pour la cosi-
mulation et le prototypage.
Ce papier est organise´ de la fac¸on suivante : la section 2 in-
troduit la me´thodologie AAA ainsi que l’outil SynDEx. La
ge´ne´ration d’exe´cutifs ainsi que les noyaux permettant la
mode´lisation multi-langages et la cosimulation Matlab/C
sont de´crits en section 3. La section 4 pre´sente notre me´-
thodologie de conception dans son ensemble. La section 5
illustre cette me´thodologie sur le codeur d’image couleur
nomme´ LAR. Finalement, la conclusion et les perspectives
sont donne´es en section 6.
2 Me´thodologie AAA & SynDEx
La me´thodologie AAA vise a` trouver la meilleure mise
en correspondance (ou ade´quation) entre une description
haut niveau de l’application et une architecture multi-
composants. L’algorithme est distribue´ afin de ge´ne´rer une
solution optimisant un certain nombre de crite`res (temps
d’exe´cution, me´moire) et respectant certaines contraintes.
Une fois cette solution trouve´e, un script ge´ne´rique est
produit pour chaque processeur. La Figure 1 pre´sente les
entre´es/sorties de la phase d’ade´quation.
1www-rocq.inria.fr/syndex/
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Fig. 1 – Diagramme d’e´tat de l’environnement de concep-
tion base´ sur SynDEx. L’architecture est compose´e de
deux processeurs interconnecte´s par une SAM.
2.1 Ade´quation Algorithme Architecture
Afin d’exploiter le paralle´lisme potentiel [3], l’applica-
tion et l’architecture sont repre´sente´es par des hyper-graphes.
L’application est mode´lise´e par un graphe flot de donne´es
(GFD) ou` chaque sommet repre´sente une ope´ration. Les
sommets du graphe d’architecture de´crivent les proces-
seurs (ou composants) qui disposent chacun d’un certain
nombre de communicateurs. Ainsi, une architecture multi-
composants est repre´sente´e par un re´seau de machines a`
e´tats finis (FSM) interconnecte´es par des me´dia de diffe´-
rentes natures (FIFO, me´moire partage´e, ...). Qualifie´s de
ge´ne´rique en raison de leur inde´pendance a` tout langage
de programmation, des scripts sont cre´e´s a`l’issue de la
distribution de l’algorithme. Ils sont compose´s d’une liste
de macro-instructions spe´cifiant les allocations me´moire,
l’ordonnancement de la se´quence de calcul et de celui des
se´quences de communications.
2.2 Synchronized Distributed Executive
Conc¸u par l’INRIA Rocquencourt, SynDEx est un ou-
til de CAO niveau syste`me supportant la me´thodologie
AAA et dont les de´veloppements actuels sont re´alise´s en
association avec l’IETR/Groupe Image. Bien que princi-
palement de´veloppe´ pour explorer la distribution d’algo-
rithmes, nous montrons ici que SynDEx peut aussi eˆtre
exploite´ a` des fins de mode´lisation multi-langages, de cosi-
mulation et de ve´rification fonctionnelle. En effet, les ope´-
rations du GFD peuvent eˆtre manuellement partitionne´es
et exe´cute´es sur des processeurs virtuels. Le mot “virtuel”
est utilise´ pour indiquer que le GFD est distribue´ mais
exe´cute´ en monoprocesseur afin de (co)simuler l’exe´cution
concurrente de l’application.
3 Traduction de code ge´ne´rique
Les entre´es/sorties lie´es a` la phase de traduction sont re-
pre´sente´es sur la Figure 1. De´pendant de l’e´tape de concep-
tion du syste`me, deux points de vue concernant la nature
du langage cible doivent eˆtre conside´re´s afin d’adopter la
traduction le plus approprie´e. Bien que la mise en oeuvre
de l’algorithme avec un langage spe´cifique a` la plateforme
cible permet d’en optimiser l’exe´cution, un de´veloppement
rapide avec possibilite´ de cosimulation requie`re un langage
de plus haut niveau tel que Matlab. Ainsi, la me´thodolo-
gie de conception propose´e vise a` raffiner progressivement
le mode`le de langage en passant par des mode`les multi-
langages interme´diaires.
3.1 Mode´lisation multi-langages
Le but de ce paragraphe est de justifier le choix du lan-
gage associe´ au mode`le fonctionnel de re´fe´rence. Ce mo-
de`le de´veloppe´ rapidement avec un langage de haut niveau
sera ensuite utilise´ pour de la validation (dite au plus toˆt)
incluant des e´tapes de cosimulation et de ve´rification fonc-
tionnelle. Conside´rant trois crite`res, [1] propose une clas-
sification de neuf langages de mode´lisation parmi lesquels
Matlab. Le premier crite`re est le pouvoir d’expression qui
prend en compte le pouvoir d’abstraction des communica-
tions, le mode`le de temps et l’efficacite´ algorithmique. Les
fonctionnalite´s avance´es telle que l’interaction avec des ou-
tils comple´mentaires et les transformations possibles, sont
e´value´es par le deuxie`me crite`re qui est le pouvoir d’ana-
lyse. Le troisie`me et dernier est le couˆt d’utilisation qui
de´crit la pe´nibilite´ de la prise en main et celle de l’utilisa-
tion. Parmi ces neuf langages, Matlab pre´sente plusieurs
avantages. En effet, il figure parmi les plus populaires des
langages interpre´te´s spe´cialement dans la communaute´ des
traiteurs du signal et de l’image. Il inclut des fonctions ge´-
ne´riques de haut niveau indispensables a` une mode´lisation
rapide. De plus, les boˆıtes a` outils Matlab offrent un mo-
de`le de temps, des fonctions de visualisation et de trans-
formations ne´cessaires aux applications de traitement du
signal et de l’image. Par contre l’absence de moyens de
communication s’ave`re un handicap lorsque ce langage est
utilise´ a` des fins de mode´lisation multi-langages et de co-
simulation. En section 3.2, ce proble`me est surmonte´ en
re´alisant l’abstraction des communications a` l’aide d’un
mode`le de me´moire SAM et de la ge´ne´ration automatique
du code Matlab associe´. Pour ce faire, des noyaux de com-
munication et de synchronisation entre processus he´te´ro-
ge`nes (au sens du langage) ont e´te´ de´veloppe´s.
3.2 Noyaux de traduction
Pour chaque processeur ou processus virtuel, l’exe´cutif
se de´cline sous forme d’une se´quence de calcul et d’au-
tant de se´quences de communication que de me´dia connec-
te´s. Uniquement de´pendants de l’architecture cible, les
noyaux de processeurs et les noyaux de liens de commu-
nication contiennent la traduction des macro-instructions
re´sultantes de l’ade´quation. Le premier type de noyaux
contient la traduction des instructions lie´es a` la se´quence
de calcul telles que les allocations me´moires, la gestion
des interruptions alors que la seconde prend en charge le
transfert et la synchronisation des donne´es.
Noyaux de processeurs : Lors de la phase d’ade´qua-
tion (Fig. 1), le respect des contraintes est principalement
lie´ au temps d’exe´cution. Pre´sente´e en section 4, notre
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me´thodologie de conception montre que la mode´lisation
multi-langages ainsi que la cosimulation en monoproces-
seur sont essentielles durant la phase de conception. Donc
les contraintes lie´es au temps d’exe´cution sont laˆche´es et
le regroupement est conditionne´ par la nature du langage
de mode´lisation de l’ope´ration. La similarite´ entre cosimu-
lation en monoprocesseur et prototypage sur architecture
multi-composants est mise en lumie`re si l’on conside`re que
les processus he´te´roge`nes sont associe´s a` des processeurs
virtuels dans le premier cas de figure et aux composants
de l’architecture dans le second. Par conse´quent, le GFD
est inchange´ et seul le graphe d’architecture diffe`re. Les
noyaux de processeurs associe´s au language Matlab ont e´te´
de´veloppe´s pour la se´quence de calcul afin de permettre la
traduction automatique.
Noyaux de liens de communications : La plus part
des noyaux de liens de communications propose´s par [5]
sont conc¸u autour d’un mode`le pris en charge par la me´-
thodologie AAA [3], le mode`le SAM. Il de´finit un proto-
cole base´ FIFO entre deux processeurs ou processus vir-
tuels dont les transferts de donne´es sont synchronise´s au
moyen de signaux hardwares. Des librairies de´die´es a` des
me´dia classiques tels que TCP ou BIFO ont e´te´ de´ve-
loppe´es en langage C pour des transferts multi-PCs et
multi-composants. Dans le contexte propose´ ici, une li-
brairie associe´e au protocole TCP et consacre´e a` Matlab
a e´te´ de´veloppe´e. Inclue dans un environnement base´ sur
SynDEx, notre solution permet une communication entre
deux processus Matlab (MM), un en Matlab et un autre
en C (MC) et plus ge´ne´ralement xM avec pour pre´requis
qu’un noyau de communication TCP compatible SynDEx
ait e´te´ de´veloppe´ pour le processus associe´ au langage x.
Rappelons que le transfert de donne´es entre processus est
pris en charge et synchronise´ par SynDEx avec ge´ne´ra-
tion automatique du code associe´. Un haut niveau d’abs-
traction est ainsi offert a` l’utilisation n’impliquant qu’une
faible connaissance des protocoles de communications.
4 Me´thodologie de conception
Cette section pre´sente une extension de la me´thodologie
propose´e par [4] pour le de´veloppement rapide d’applica-
tions a` travers des architectures he´te´roge`nes. Les e´tapes
de ve´rification fonctionnelle, prototypage virtuel et proto-
typage rapide sur architecture distribue´e y sont de´finies
et sont prises en charge dans un environnement SynDEx.
Cette me´thodologie est ici ame´liore´e par les e´tapes de mo-
de´lisation d’application, cosimulation et ve´rification fonc-
tionnelle enrichie qui sont supporte´es par le meˆme envi-
ronnement de conception. Compose´e d’un cycle de cinq
e´tapes (Fig. 2), cette me´thodologie repose sur la possibi-
lite´ de raffiner progressivement le mode`le de langage en
offrant un haut niveau d’abstraction a` l’utilisateur. Bien
entendu, l’efficacite´ de calcul se fera au de´triment de la
capacite´ de (co)simulation qui n’intervient que lors de la
conception.
Conception de l’algorithme : dans cette premie`re
e´tape, un GFD est e´labore´ dans le but de produire une
description haut niveau de l’application. Cette descrip-
tion sera exploite´e tout au long du cycle de conception
et plus particulie`rement lors de l’e´tape de prototypage.
Chacun des sommets du GFD est associe´ a` une fonction
re´alise´e au moyen d’un langage de haut niveau tel que
Matlab afin de disposer de tous les avantages de mode´li-
sation. Le code Matlab (mono-processus) ge´ne´re´ automa-
tiquement par notre environnement SynDEx, produit un
exe´cutif mono-PC et sera conside´re´ comme mode`le fonc-
tionnel de re´fe´rence pour une validation au plus toˆt.
Mode´lisation he´te´roge`ne & cosimulation : La co-
simulation a e´te´ de´finie comme une exe´cution concurrente
de plusieurs mode`les base´s sur des langages he´te´roge`nes [1]
mais une exe´cution paralle`le sur multi-PC peut aussi eˆtre
aise´ment envisage´e. A noter que l’objectif final est de pro-
duire une exe´cution respectant des contraintes fortes spe´-
cialement dans le cas d’applications de traitement d’image.
Ainsi le raffinement du mode`le de langage est indispen-
sable et passe ne´cessairement par des phases de mode´lisa-
tion multi-langages interme´diaires. De plus, la cosimula-
tion et la ve´rification fonctionnelle (respectivement e´tape
2 et 3 sur la Fig. 2) sont des outils de validation indis-
pensable. Par exemple la ve´rification fonctionnelle d’une
ope´ration de´crite par deux mode`les de langage, l’un en
langage C et l’autre en Matlab (re´sultant du mode`le fonc-
tionel de re´fe´rence), peut eˆtre aise´ment re´alise´e.
Prototypage virtuel & prototypage rapide : Les
deux dernie`res e´tapes du cycle sont similaires a` celles pro-
pose´es par [4], elles ne sont donc pas de´taille´es ici. L’e´tape
de prototypage virtuel (e´tape 4) permet de ve´rifier la dis-
tribution et l’exe´cution paralle`le du GFD en multi-PCs
interconnecte´s par des liens TCP afin d’e´muler la topolo-
gie de la platforme cible. Dans l’e´tape 5, SynDEx ge´ne`re
une distribution optimize´e pour la platforme cible afin de
produire une exe´cution temps-re´el.
5 Application de traitement d’image
Nous proposons d’illustrer l’inte´reˆt de mode´lisation multi-
langages et de la cosimulation sur le codeur d’image cou-
leur nomme´ LAR [6]. Le LAR (Locally Adaptive Resolu-
tion) est une solution efficace de codage d’image couleur
a` bas de´bit exploitant une approche re´gion pour le codage
des composantes de chrominances. Dans notre cas d’e´tude,
l’accent est mis sur la segmentation auto-extractible (c.a`.d
a` couˆt de codage minimal) de´veloppe´e dans [6]. En outre,
il est montre´ que cette segmentation spatiale peut eˆtre ef-
ficacement de´crite et e´value´e au moyen d’un graphe d’ad-
jacence des re´gions (RAG). Dans un RAG, chaque re´gion
est de´finie au moyen d’un sommet et chaque arc de´crit le
lien entre deux re´gions spatialement connexes. Nous avons
donc de´veloppe´s une boˆıte a` outils Matlab qui inclut entre
autre une fonction d’affichage de RAG dont les ellipses
repre´sentants les sommets peuvent eˆtre transforme´es en
fonction des proprie´te´ des re´gions. En effet, la position
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Fig. 2 – Me´thodologie dont le cycle inclut cinq e´tapes : mode´lisation d’application (1), cosimulation (2), ve´rifica-
tion fonctionnelle (3), prototypage virtuel (4) et prototypage rapide (5)
de l’ellipse est donne´e par le baricentre de la re´gion, la
couleur moyenne des pixels contenus dans la re´gion est at-
tribue´e a` l’ellipse et sa surface est proportionnelle a` celle
de la re´gion. Les Figure 3.a et 3.b sont respectivement la
repre´sentation en re´gions et le RAG extraits de l’image 50
de la se´quence Foreman (CIF @25Hz).
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Fig. 3 – (a) Segmentation constitue´e de 120 re´gions
(b) RAG produit par Matlab
Dans l’environnement SynDEx illustre´ par la Figure 4, les
images et le RAG sont affiche´s a` l’aide de fonctions Mat-
lab alors que la segmentation est exe´cute´e rapidement en
langage C. L’exe´cution concurrente est re´alise´e en utili-
sant une architecture de´die´e compose´e de deux PCs, l’un
re´el et l’autre virtuel. Des fonctions ge´ne´riques de lecture
et d’affichage de donne´es peuvent eˆtre aise´ment inse´re´es
graˆce a` la ge´ne´ration de code automatique.
6 Conclusion
Nous avons pre´sente´s un environnement de conception
d’application distribue´e base´ sur une mode´lisation multi-
langages. Partant d’un langage de mode´lisation haut ni-
veau, notre solution base´e sur SynDEx permet de conver-
ger progressivement vers une application temp-re´el avec
un haut niveau d’abstraction. Ce travail s’inscrit dans
l’e´laboration d’un codeur vide´o de seconde ge´ne´ration nomme´
“LAR vide´o”qui est une extension du codeur d’image cou-
leur. La mode´lisation et cosimulation C/Matlab permet de
concevoir et tester rapidement des nouveaux algorithmes
en Matlab alors que l’efficacite´ de calcul du language C
permet un de´codage temps-re´el dans la se´quence d’images.
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