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• Introduction. -The problem of detecting directional couplings (causal influences) between complex systems from time series attracts increasing attention [1] [2] [3] [4] [5] in various fields of physical research, including geophysics [6] , biophysics [7, 8] , electronics [9] , and communication [10] . Particularly, it is often fundamentally important to determine whether coupling between two systems is uni-or bi-directional [6, 8, 11] . The concept of Granger causality originating from econometrical studies [12] has appeared fruitful to address such problems and, thus, it becomes popular in physical research as well, e.g., [1, [5] [6] [7] .
One says that a system X "Granger causes" Y if a knowledge of the past of X improves predictions of Y as compared to self-predictions. A nonzero prediction improvement (PI) in a certain direction is associated with an influence in that direction, so that nonzero PIs in both directions are interpreted as a sign of a bidirectional coupling (BC). The predictions are one step ahead, where the step is a sampling interval Δt determined by an observation procedure, e.g.,ag i v e n sampling frequency of an analogue-to-digit converter or usage of monthly values of climatic indices. At that, it is overlooked or underestimated in physical research that the PIs may vary with Δt in a rather nontrivial manner. Indeed, in the mathematical and econometrical literature it was indicated [13, 14] that, if Δt is not small enough, PIs are typically nonzero in both directions even for unidirectionally coupled systems. This important circumstance has not yet been appreciated by physicists. It was described mostly in an abstract mathematical setting [13] and applied to evidence the principal existence of false conclusions [14] rather than to analyze quantitative characteristics of spurious couplings.
In this letter, we perform such a quantitative analysis with various models widely used in physical research and show that the "spurious" PIs can be rather large, depending on a sampling interval. Even more surprising, a single nonzero PI may correspond to a unidirectional coupling (UC) in an opposite direction. This "downsampling effect" appears ubiquitous, ranging from linear autoregressive (AR) processes to continuous-time oscillators and nonlinear chaotic maps. It takes place also if transfer entropy [2] (a widely used generalized version of Granger causality) is applied instead of PI. Taking the effect into account, we suggest a practical test to distinguish BC from UC and apply it to an analysis of coupling between large-scale climatic phenomena such as El-Niño/Southern Oscillation (ENSO) and Indian monsoon.
Granger causality. -Let (X(t),Y(t)) be a bivariate random process with x n = X(nΔt), y n = Y (nΔt), n ∈ Z. The self-predictor of x n given by x ind n = E[x n |x n−1 ,x n−2 ,...], where E[·|·] stands for a conditional expectation, gives the least (over all self-predictors) mean-squared error σ characterizes the Granger causality Y → X. Everything is similar for X → Y .T h e idea was first realized [12] in the application to stationary Gaussian processes (x n ,y n ). The latter yield to a bivariate linear AR equation
where (ξ n ,ψ n ) is bivariate zero-mean Gaussian white noise with variances σ [15] . Similarly, a process x n yields to a univariate AR description, i.e., the first line of eqs. (1) ,one truncates all infinite sums at a certain p-th term and fits univariate and bivariate AR(p) models to the data via the ordinary least-squares technique. In the numerical simulations below, N is sufficiently large and p is selected just so big that the estimates do not change with its further rise (namely, p = 10 is used for uniformity). We check the significance of the PIs positivity via Fisher's F -test [16] .
Equations (1) at different Δt are valid representations of the original system (X, Y ). But how do G y→x and G x→y change with Δt? If there is no real influence Y → X, one would hope to have G y→x =0 (i.e.,a l l b x,k = 0 )a ta n yΔ t or, at least, G y→x ≪ 1. However, both expectations fail and, moreover, a relative measure of the downsampling-induced "spurious" causality r = G y→x /G x→y can be arbitrarily large as demonstrated below.
Examples with exact results. -We start with analytic consideration of three instants of a Q-order moving-average process X (a nonrecursive filter) driving a first-order AR-process Y (a recursive filter):
where Ξ and Ψ are independent zero-mean Gaussian white noises, Θ k are parameters. We put A y = σ 2 Ψ =0 to get exact results and consider nonzero A y and σ
for l>1. The latter means that x n is a first-order movingaverage process and can be written as x n = ξ * n + θ * ξ * n−1 . Its parameters θ * and σ 2 ξ * relate to ACF and can be found from
. Under the univariate AR representation, x n has an infinite order [15] and prediction error is σ
Under the bivariate description, the first line in eqs. (1) involves x n−k = X(2n − 2k)a n dy n−k = X(2n − 2k − 1), i.e., the entire past of X up to the time 2n − 2 inclusively. Hence, b x,k are nonzero (!) and σ 2 x,joint equals a two-stepsahead prediction error of the original eq. (2), i.e., σ
and G y→x ≈ ( Start with Θ 1 =Θ 2 = 0. Then, ρ X (l)=0 for l =2 and all l>3 making x n a white noise, so that σ
). The first line in eqs. (1) involves a term with y n−1 = X(2n − 3) which dominates over all others if |Θ 3 | is small enough (e.g.,Θ iii) To evidence infinite r, specify Q =4 and Δt =3. ) and, hence, G x→y =0. Thus, the UC X → Y exhibits the opposite configuration of PIs after the downsampling:
Numerical estimations evidence that r and G y→x remain positive and decrease gradually when |A Y |,σ 2 Ψ , and |Θ k | increase considerably, e.g.,u pt o1( n o ts h o w n ) .
Coupled oscillators. -To give a vivid and general explanation of the downsampling effect, consider paradigmatic systems of stochastic linear dissipative oscillators. In discrete time, they read [17] 
where Ξ and Ψ are as above, B X and B Y are coupling coefficients. An individual oscillation period T x and relaxation time τ x are given by A X,1 = 2 cos(2π/T x ) exp(−1/τ x ), A X,2 = − exp(−2/τ x ) and similarly for T y and τ y .
Start with moderate values of the oscillation periods and relaxation times T x = T y =5, τ x = τ y = 4, noise variances σ fig. 1(a) -(c) (circles). UC is reflected correctly at Δt =1: G y→x =0, G x→y > 0, γ =0. At greater Δt, nonzero γ and "spurious" G y→x are observed. G y→x is maximal at Δt =3 (r =0.08) and its positivity is highly significant (at the level of 10 −12 ). For Δt →∞,o n eg e t sG y→x = G x→y =0,
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Spurious causalities due to low temporal resolution γ = E[X(t)Y (t)] because (x n ,y n ) turns into a white noise, see, e.g.,Δ t = 15 in fig. 1(a)-(c) .
For a useful interpretation of the downsampling-induced nonzero G y→x ,n o t et h a tX(t) is a second-order Markovian process, so that the vector (X(t),X(t − 1)) contains complete information about a distribution of X(t + l) for any l>0: g(X(t + l)|X(t),X(t − 1)) = g(X(t + l)|X(t),Y(t),X(t − 1),Y(t − 1),X(t − 2),Y(t − 2),...), where g(·|·) is a conditional probability density. In terms of state space models, (X(t),X(t − 1)) determines the state of X at time t.A tΔ t>1, a forecast of X based on {X(t),X(t − Δt),...} is not the best possible since X(t − 1) cannot be precisely restored from the downsampled X-data. Some predictive information may still be restored from Y due to the correlation between X(t − 1) and Y , allowing a nonzero G y→x .T h u s ,t h e rationale of the "spurious causality" is an incomplete information about a driver state in its downsampled data. A further illustration is a "stroboscopic effect" at Δt =5 in fig. 1(a) , (b) when both PIs are small (G y→x =2· 10 −5 , not significant at 0.05; G x→y =0.001, highly significant). The reason for this is that at Δt = T x = T y the oscillators are almost first-order AR processes, e.g., a x,1 ≈ 0.29 and other |a x,k | < 0.002 in our example. A nonzero PI in the direction of a first-order AR driver is impossible since its state is a scalar and completely specified by observations at any Δt.F o rT x = T y =4.4, PIs at Δt = 5 become much larger ( fig. 1(a), (b), rhombs) .
Positive G y→x and r are observed in wide ranges of parameters values: in fig. 1(d)-(f) one of the parameters changes while the others are fixed at their starting values. At T y =3.5, r is even greater than 1 ( fig. 1(d) ). Note that r is so large for nonidentical oscillators, while for identical ones r<1 ( fig. 1(e) ), which seems typical. Figure 1(f) shows that r depends on the two relaxation times in different ways: it rises with τ x and falls down with τ y , the latter seems due to worse restoration of information about X(t − 1) from Y -data. Hence, a strong downsampling-induced G y→x should be observed if the driver relaxation time is comparatively large and the response relaxation time is small. Indeed, at τ x = 10, τ y =1, σ 2 Ψ =0.01, T x = T y =5, one gets large G y→x =0.14, while it is not greater than 0.01 for all cases shown in fig. 1(d)-(f) .
As majority of models in physics "live" in continuous time, let us show the same effect for linear oscillators specified by stochastic differential equations (DEs),
where Ξ and Ψ are independent Gaussian noises with
is Dirac's delta, k is the coupling coefficient, α x,y are inversely proportional to relaxation times, ω x,y control oscillation frequencies, T x,y =2π/ω x,y . Derivatives are used in (4) instead of differentials for a vivid notation.
PIs in fig. 2 (a)-(c) were computed from time series obtained via the forward Euler scheme at ω x = ω y =1, α x = α y =0.3, σ Ξ = σ Ψ =0.3, k =0.3, and integration step 0.006. The "spurious" G y→x starts to significantly exceed zero at Δt ≈ 1.08 and reaches its maximum at Δt ≈ 3.9. Individual oscillation periods are about T =6.27 and low PIs occur at Δt ≈ kT/2 where the oscillators are close to first-order AR processes, similarly to the above example. The state here is specified by X(t),Ẋ(t) rather than by subsequent X(t) and cannot be precisely restored from X at any Δt. Thus, a principal possibility of nonzero G y→x exists at any Δt. However, even if theoretically positive, G y→x is rather small at small Δt so that one would need an extremely long time series to detect it with significance. The nonzero G y→x remains in a wide range of the oscillators parameters ( fig. 2(d)-(f) ).
A widely used time-delay embedding based on the first minimum of the mutual information [18] corresponds to the above Δt ≈ T/4. Hence, it may well exhibit spurious causality and should be used for coupling analysis with care and an additional testing procedure developed below.
Note on nonlinearity. -In nonlinear systems, including those with chaotic properties, we observed the same effect due to the same reasons as in the above linear examples. In particular, consider a stochastically perturbed two-dimensional quadratic map X(t)=1+aX(t − 1) − bX 2 (t − 2) + Ξ(t), where Ξ(t) is a sequence of independent random variables uniformly distributed over [−ǫ/2,ǫ/2]. At a =0.4, b =1, ǫ = 0, the map exhibits a chaotic attractor with the largest Lyapunov exponent λ ≈ 0.08. Take Y (t)=X(t − 1) and Δt =2.WeexpressX and X(t − 4) to derive a nonlinear univariate AR model for X with an AR-order p = 2 and a 4th-degree polynomial. It gives σ
2 ). In particular, at a =0.4, b =1, and ǫ =0.1, one gets rather large G y→x ≈ 0.6.
If Y is also a stochastic nonlinear map driven by X, nonlinear Granger causality estimation with polynomial AR models exhibits smaller but significantly positive G y→x in a wide range of parameter values, similarly to our linear examples (not shown for brevity). The effect occurs both for perturbed chaotic and regular regimes.
Spurious causality remains if transfer entropy (TE) [2, 3, 10] is used instead of PI. Indeed, TE is defined as the difference between Shannon entropies of the conditional distributions g(x n |{x n−k })a n dg(x n |{x n−k ,y n−k }). It represents the Kullback-Leibler divergence [2] , which is nonzero as soon as g(x n |{x n−k })a n dg(x n |{x n−k ,y n−k }) are nonidentical, while PI is nonzero only if the expectations E[x n |{x n−k }]a n dE[x n |{x n−k ,y n−k }]o ft h o s e distributions do not coincide. Thus, a nonzero PI (e.g.,a s in the above example) implies nonidentical distributions and, hence, a nonzero TE. This is even more obvious for linear systems, where TE uniquely relates to PI [5] .
Test for bidirectionality. -Thus, to infer a BC, it is not enough to obtain significantly positive estimates of G y→x and G x→y from a time series {x n ,y n } N n=1 at a certain Δt. One must specially test against the null hypothesis of UC. For that, we suggest to specify a class M of (X, Y ) models with UC and an "intrinsic time step" less than Δt and search for a model capable of reproducing all appropriate properties of the observed (x n ,y n )-data. If such a model exists, the UC hypothesis cannot be rejected.
To implement the idea for stationary Gaussian processes, consider the class M of discrete-time models,
where noise variances are σ 2 Ξ * and σ 2 Ψ * ,as t e pτ =Δt/L * , i.e., τ is L * times smaller than the sampling interval. Both X → Y and Y → X directions of UC can be checked in turn. For definiteness, consider testing UC X → Y , i.e.,m o d e l sw i t hS * = 0. Then, M is specified by the quadruple (P * ,Q * ,R * ,L * ). Since all the properties of Gaussian processes are completely determined by ACFs and the cross-covariance function (CCF) [15] , let us derive a distribution of sample ACF and CCF estimates for the model and, thereby, an analytic criterion for a statistical agreement between CFs of the model and sample CFs of the data.
Denote
. Given θ * , ACFs and CCF of the model are found exactly from a linear set of equations obtained via multiplying model equations by X(t − t ′ )a n dY (t − t ′ )i nt u r na n d taking expectations of both sides. Solving those equations for 0 t ′ KΔt, one gets a vector of CF values
* is distributed according to D-dimensional Gaussian law with expectation ρ * and covariance matrix C. The latter is expressed via ρ * according to Bartlett's formula, see, e.g., [15] . The quantity χ * 2
2 distribution with D degrees of freedom. Now, denoteρ the vector of sample CFs for the observed data {x n ,y n }
2 over θ * and get the value ofχ 1−q ,t h en u l l hypothesis is rejected at the significance level q which represents the rate of false positives. Below, we use q =0.05.
The null hypothesis can be erroneously rejected if P * ,Q * ,R * are not large enough or L * is inappropriate. Hence, one should vary those values in some range (of course, prior substantial ideas about appropriate values are always desirable but rarely available) repeating the test for different P * ,Q * ,R * ,L * . Under such multiple testing, the hypothesis of UC is to be rejected if it is rejected for all trial P * ,Q * ,R * ,L * , i.e.,i fn oU Cm o d e l
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Spurious causalities due to low temporal resolution consistent with the data is found. If one checks the values up to P *
max , then the largest class M max contains all the other trial classes and, therefore, total significance level of the multiple test equals a separate q-level for M max . Power (the rate of true positives) of the multiple test also coincides with that for M max .I f several aliquant L * are considered, the total significance level is at least not greater than q. Below, we check only the rates of false and true positives for each M separately. We take K = 20 to cover nonzero values of CFs and set all nondiagonal values of C equal to zero to simplify the minimization ofχ 2 (θ * ). The latter may lead only to underestimation ofχ 2 min , so that the false-positives rate does not increase as required.
For the oscillators (3) with B Y =0.3a n dv a r i o u sB X we generate ensembles of 100 time series of a fixed length N = 1000, 2000, 3000 at fixed Δt =2.B X = 0 corresponds to UC X → Y and still nonzero G y→x ( fig. 1(a) ). A time series estimate of G y→x is significantly positive (at the level of 0.05 via F -test) with a probability of 0.22 at N = 1000, 0.53 at N = 2000, and 0.68 at N = 3000. Thus, a spurious BC detection is quite probable. The test against the null hypothesis of UC X → Y is performed for each simulated time series with L * =2 and P * ,Q * ,R * ranging from 1 to 5. We calculate the rejection rate f ,whic histhe rate of false positives at B X = 0 and then must not exceed the claimed q =0.05. This is the case at all P * ,Q * ,R * in fig. 3(a), (b) . At B X > 0, f is the rate of true positives which rises with B X and achieves rather large values if P * ,Q * ,R * are not too large ( fig. 3(a) ). f decreases with decreasing N and rising P * ,Q * ,R * ( fig. 3(b) ) as expected, since a wider model class is more probable to contain models with CFs close to the observed ones within estimation errors which are greater for smaller N .A l lt h e results are very similar for Δt =3 and Δt =4 at L * =Δt (not shown). Thus, the test works properly.
One can use M consisting of linear stochastic DEs with the only difference that ρ * is found via solving the corresponding ordinary DEs 1 . The test can be 1 Testing against UC was done in ref. [14] for two concrete linear DEs. Those approaches require exact formulas for a ∆t-sampled 
implemented for nonlinear systems, but with greater difficulties. First, a global search for a UC model in a richer class of nonlinear equations is a harder computational problem. Second, one should require a model to reproduce various statistical moments of the data, while exact formulas for the model moments are rarely available so that their simulation-based estimates are to be used. Up to now, we have realized such a nonlinear test only for quadratic maps where some moments are expressed exactly via model coefficients.
Climatic example. -ENSO and Indian monsoon are large-scale phenomena in Asian-Pacific region, which have even a global impact [19] . Positive PIs in both directions were revealed [20] from monthly values of x n (monsoon index [21] with removed annual cycle) and y n (ENSO index ) over the period 1871-2006, i.e.,Δ t =1 month, N = 1632. Namely, G y→x =0.020 and G x→y = 0.017 (significant at the level of 0.001) were obtained with linear AR models, while including nonlinear model terms did not give any changes. Thus, a BC was inferred and possible mechanisms underlying influences in both directions were discussed. The monsoon-to-ENSO effect appeared physically less clear for climatologists. It was suggested to be due to an influence of the monsoon system on the trade winds in the Pacific and, hence, on the ENSO dynamics [20] , but a further check is desirable. Moreover, we have demonstrated an example (3) with a UC and similar PIs, especially when relaxation times differ for the two processes. And ACF of the monsoon index decays faster than that of the ENSO index ( fig. 4(a) (b) ), giving another motivation to test against a UC.
Since the observed indices represent the total monthly value of all-India rainfall and the mean monthly value of the sea surface temperature, one deals here with physical quantities averaged over Δt corresponding to
representation of an original DE and, thus, are not readily applicable in practice to a general linear DE and, especially, to a discrete-time system. Moreover, they just compare UC and BC models but do not check validity of a UC model, that may distort the conclusions.
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D. A. Smirnov and B. P. Bezruchko Such a combination of averaging and downsampling induces spurious causalities which are very close to those for "pure" downsampling (not shown). In the above test, averaging is straightforwardly taken into account by computing ρ * as CFs of Δt-averaged model variables X, Y . Both "ENSO → monsoon" and "monsoon → ENSO" hypotheses were checked with the suggested test at L * =2 (a model time step of two weeks), L * = 3 (a decade), and L * = 4 (a week). These time scales are shorter than a month, that seems appropriate for atmospheric processes. P * ,Q * ,R * ,S * were varied in the range from 1 to 5. Both UC hypotheses were rejected at q =0.05 in all cases. The best agreement between model and observed CFs was achieved at L * =2,P * = Q * =3,R * =1, i.e., monsoon-to-ENSO driving (fig. 4) . ACFs of that model (crosses) are reasonably close to those of the data in contrast to CCFs ( fig. 4(c) ). Namely, the CCF of the data exhibits a maximum absolute value at a time lag of two months (monsoon "leads") while its values at small negative lags are also big enough. However, any model with UC X → Y could exhibit such a slowly changing CCF only if ACF of X were not quickly decaying. Thus, it can reproduce either ACF of monsoon or CCF, but not both functions together, that reflects inadequacy of a UC model with monsoon-to-ENSO driving. The test gives a quantitative measure for that inadequacy, namely,χ 2 min = 144 >χ 2 0.95 =95.1. The models with the opposite UC disagree with the data even more strongly (not shown). Thus, a BC is confirmed by the suggested test, at least, for the trial range of "intrinsic" time steps from a week to a month.
Conclusion. -Our quantitative study of Granger causality characteristics shows that a sampling interval can strongly influence results of a directional coupling analysis: Large "spurious" PIs are often induced by downsampling and even a reliable determination of a UC directionality is not assured. The effect is demonstrated with various examples, including linear oscillators and nonlinear chaotic maps. It persists if transfer entropy is used instead of PI. This investigation complements mathematical discussions [13, 14] by showing the importance of the effect for physical research. In particular, it suggests that even the coupling estimation based on optimized time lags [3] should be interpreted with care. We have developed a practical test for coupling bidirectionality and confirmed a BC between ENSO and Indian monsoon. * * * The work is supported by RFBR, RAS program, and FP Scientific brain-power of innovative Russia for 2009-2013. 
