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P. Di Tella∗, M. Haubold, M. Keller-Ressel†
Technische Universität Dresden, Intitut für Stochastik
Abstract
In a financial market model, we consider the variance-optimal semi-static hedging of a given
contingent claim, a generalization of the classic variance-optimal hedging. To obtain a tractable
formula for the expected squared hedging error and the optimal hedging strategy, we use a Four-
ier approach in a general multidimensional semimartingale factor model. As a special case, we
recover existing results for variance-optimal hedging in affine stochastic volatility models. We
apply the theory to set up a variance-optimal semi-static hedging strategy for a variance swap in
both the Heston and the 3/2-model, the latter of which is a non-affine stochastic volatility model.
1 Introduction
Variance-optimal hedging was introduced by [32, 13] as a tractable method of hedging contingent
claims in incomplete markets (cf. [33] for an overview). The main idea of variance-optimal hedging
is to find a self-financing trading strategy ϑ for a given claim η0, which minimizes the (risk-neutral)
variance of the residual hedging error at a terminal time T > 0. As shown in [13], the solution of this
optimization problem is given by the so-called Galtchouk–Kunita–Watanabe (GKW) decomposition
of η0 with respect to the underlying stock S. The GKW decomposition takes the form
η0 = E[η0]+ (ϑ ·S)T +L0T ,
where LT is the terminal value of a local martingale that is orthogonal to the underlying S. For
applications it is important to have tractable formulas for the variance-optimal strategy ϑ and for the
minimal expected hedging error ε2 := E[(L0T )
2]. To this end, several authors have combined variance-
optimal hedging with Fourier methods. This idea was first pursued in [18], where in an exponential
Lévy market the expected hedging error has been explicitly computed for contingent claims with
integrable and invertible Laplace transform. This method has been further investigated in [25], where
the underlying market model is a stochastic volatility model described by an affine semimartingale.
In this paper we extend the results of [18, 25] in two directions: First, we consider a very general
setting of semimartingale factor models that is not limited to processes with independent increments
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or with affine structure. Second, in addition to classic variance optimal hedging, we also consider the
variance-optimal semi-static hedging problem that we have introduced in [9]. The semi-static hedging
problem combines dynamic trading in the underlying S with static (i. e. buy-and-hold) positions in a
finite number of given contingent claims (η1, . . . ,ηd), e. g. European puts and calls. Such semi-static
hedging strategies have been considered for the hedging of Barrier options (cf. [7]), in model-free
hedging approaches based on martingale optimal transport (cf. [5, 4]), and finally for the semi-static
replication of variance swaps by Neuberger’s formula (cf. [30]).
As shown in [9] and summarized in Section 2 below, the semi-static hedging problem can be
solved under a variance-optimality criterion when also the covariances εi j := E[L
i
TL
j
T ] of the residuals
in the GKW-decompositions of all supplementary claims (η1, . . . ,ηd) are known. This leads to a
natural extension of the questions investigated in [18, 25]: If the model for S allows for explicit
calculation of the characteristic function S= logX (such as Lévy models, the Heston model or the 3/2
model) and the supplementary claims (η1, . . . ,ηd) have a Fourier representation (such as European
puts and calls), how can we compute the quantities εi j?
In our main results, Theorems 4.6, 4.8 and 4.9 we provide answers to this question and show
that the covariances εi j := E[L
i
TL
j
T ] and the optimal strategies can be recovered by Fourier-type integ-
rals, extending the results of [18, 25]. In addition, these results serve as the rigorous mathematical
underpinning of the more applied point of view taken in [9].
This paper has the following structure: In Section 2 we collect some notions about stochastic
analysis and discuss semi-static variance optimal strategies. Section 3 is devoted to the study of the
GKW decomposition for some square integrable martingales, which play a fundamental role in our
setting. In Section 4 we discuss certain problems related to stochastic analysis of processes depending
on a parameter and Fourier methods in a general multidimensional factor model. We also recover
some of the results of [25] for affine stochastic volatility models. In Section 5 we apply the results
of the previous sections to the Heston model (which is an affine model) and the 3/2-model (which is
non-affine).
2 Basic Tools and Motivation
By (Ω,F ,P) we denote a complete probability space and by F a filtration satisfying the usual condi-
tions. We fix a time interval [0,T ], T > 0, assume that F0 is trivial and set F = FT .
Because of the usual conditions of F, we only consider càdlàg martingales and when we say that
a process X is a martingale we implicitly assume the càdlàg property of the paths of X .
A real-valued martingale X is square integrable if XT ∈ L2(P) := L2(Ω,F ,P). By H 2 =H 2(F)
we denote the set of real-valued F-adapted square integrable martingales. For X ∈ H 2, we define
‖X‖H 2 := ‖XT‖2, where ‖·‖2 denotes the L2(P)-norm. The space (H 2,‖·‖2) is a Hilbert space; we
also introduce H 20 := {X ∈H 2 : X0 = 0}.
If X ,Y belong to H 2, then there exists a unique predictable càdlàg process of finite variation,
denoted by 〈X ,Y 〉 and called predictable covariation of X andY , such that 〈X ,Y 〉0 = 0 and XY−〈X ,Y 〉
is a uniformly integrable martingale. Clearly E[XTYT −X0Y0] = E[〈X ,Y〉T ]. We say that two local
martingales X and Y are orthogonal if XY is a local martingale starting at zero. If X and Y are (locally)
square integrable (local) martingales, they are orthogonal if and only if X0Y0 = 0 and 〈X ,Y 〉= 0.
If H is a measurable process and A a process of finite variation, by H ·A we denote the (Riemann–
Stieltjes) integral process of H with respect to A, i. e., H ·At(ω) :=
∫ t
0Hs(ω)dAs(ω). We also use the
notation
∫ ·
0HsdAs to denote the process H ·A. We recall that H ·A is of finite variation if and only if
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|H| ·Var(A)t(ω)<+∞, for every t ∈ [0,T ] and ω ∈ Ω. Notice that, if H ·A is of finite variation, then
Var(H ·A) = |H| ·Var(A). (2.1)
For X ∈H 2, we define
L2C(X) := {ϑ predictable and complex-valued: E[|ϑ |2 · 〈X ,X〉T ]<+∞},
the space of complex-valued integrands for X . For ϑ ∈ L2
C
(X), ϑ ·X denotes the stochastic integral
process of ϑ with respect to X and it is characterized as it follows: Let Z be a complex-valued square
integrable martingale. Then Z = ϑ ·X if and only if Z0 = 0 and 〈Z,Y 〉= ϑ · 〈X ,Y 〉, for every Y ∈H 2.
We also use the notation
∫ ·
0 ϑsdXs to indicate the martingale ϑ ·X . By L2(X) we denote the subspace
of predictable integrands in L2
C
(X) which are real-valued.
Variance-Optimal Hedging. In a financial market, where the price process is described by a
strictly positive square integrable martingale S, a square integrable contingent claim η is given and
H = (E[η |Ft ])t∈[0,T ] is the associated martingale. We then consider the optimization problem
ε2 = min
c∈R,ϑ∈L2(S)
E
[(
c+ϑ ·ST −η
)2]
. (2.2)
The meaning of (2.2) is to minimize the variance of the hedging error: If the market is complete
the solution of (2.2) is identically equal to zero, as perfect replication is possible. If the market is
incomplete, the squared hedging error will be strictly positive, in general. In [13] was shown that
the solution (c∗,ϑ∗) of (2.2) always exists and is given by the so-called Galtchouk-Kunita-Watanabe
(GKW) decomposition of H . The GKW decomposition is the unique decomposition
H = H0+ϑ ·X +L , (2.3)
where ϑ ∈ L2(X) and the martingale L is in the orthogonal complement of L 2(X) in (H 20 ,‖ · ‖2).
The solution of the hedging problem (2.2) is then given by c∗ = E[η ] and ϑ∗ being the integrand in
the GKW decomposition of H with respect to S. The minimal hedging error can be expressed as
ε2 = E[〈L,L〉T ] = E[L2T ],
using the orthogonal component L in the GKW decomposition (2.3).
Moreover, notice that, if L ∈H 20 is orthogonal to L 2(S) in the Hilbert space sense, then L is also
orthogonal to S, i. e. LS is a martingale starting at zero and, in particular, 〈L,S〉= 0. Therefore, from
(2.3) we can compute the optimal strategy ϑ∗ by
〈S,H〉= ϑ∗ · 〈S,S〉=
∫ ·
0
ϑ∗s d〈S,S〉s , (2.4)
that is ϑ∗ = d〈S,H〉/d〈S,S〉 in the Radon-Nikodym-derivative sense.
Semi-Static Variance-Optimal Hedging. In [9] we have introduced the following generalization
of the classic variance-optimal hedging problem (2.2): Assume that in addition to a dynamic (i. e.
continuously rebalanced) position in the underlying stock, a static (i. e. buy-and-hold) position in a
fixed basket of contingent claims (η1, . . . ,ηd) is allowed. More precisely, let S be a strictly positive
square integrable martingale modelling the evolution of the stock price and η = (η1, . . . ,ηd)⊤ the
fixed vector of square integrable contingent claims.
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Definition 2.1. (i) A semi-static strategy is a pair (ϑ ,v) ∈ L2(S)×Rd. A semi-static strategy of the
form (ϑ ,0) (resp., (0,v)) is called a dynamic (resp., static) strategy.
(ii) A semi-static variance-optimal hedging strategy for the square integrable contingent claim η0
is a solution of the semi-static variance-optimal hedging problem given by
ε2 = min
v∈Rd ,ϑ∈L2(S),c∈R
E
[(
c− v⊤E[η ]+ϑ ·ST − (η 0− v⊤η)
)2]
. (2.5)
Comparing the solution of (2.5) with the one of (2.2), it is clear that the latter one will be smaller
or equal than the first one, as the minimization problem in (2.5) is taken over a bigger set. Therefore,
semi-static strategies allow for a reduction of the quadratic hedging error in comparison with classic
dynamic hedging in the underlying.
Following [9], the semi-static hedging problem can be split into an inner and outer optimization
problem, i. e. it can be written asε2(v) =minϑ∈L2(S),c∈RE
[(
c− v⊤E[η ]+ϑ ·ST − (η0− v⊤η)
)2]
, (inner prob.)
ε2 =minv∈Rd ε(v)2. (outer prob.)
(2.6)
Notice that the inner optimization problem in (2.6) is a classical variance-optimal hedging problem as
in (2.2), while the outer problem becomes a finite dimensional quadratic optimization problem of the
form
ε(v)2 = A−2v⊤B+ v⊤Cv . (2.7)
As shown in [9, Theorem 2.3] the coefficients of this problem can be written as
A := E[〈L0,L0〉T ], Bi := E[〈L0,Li〉T ], Ci j := E[〈Li,L j〉T ] , i, j = 1, . . . ,d. (2.8)
where L0 and Li are the orthogonal parts of the GKW-decompositions of H0 and H i respectively.
Moreover, we can write
〈Li,L j〉= 〈H i,H j〉−ϑ iϑ j · 〈S,S〉, i, j = 0, . . . ,d. (2.9)
where the ϑ i are the integrands in the respective GKW decompositions. If C is invertible, then the
optimal strategy (v∗,ϑ∗) for the semi-static variance-optimal hedging problem (2.5) is given by
v∗ =C−1B, ϑ∗ = ϑ0− (v∗)⊤(ϑ1, . . . ,ϑd).
Hence, to solve the semi-static variance-optimal hedging problem, it is necessary to compute all
covariations of the residuals in the GKW decomposition of η i, i = 1, . . . ,d. This extends beyond the
classic variance-optimal hedging problem considered in [25], where it was enough to determine A in
order to compute the squared hedging error and the optimal strategy.
3 The GKW-decomposition in factor models
To solve the inner minimization problem in the semi-static hedging problem (2.5), it is necessary to
compute the predictable covariations of the GKW-residuals in (2.9) and then their expectation to get A,
B andC in (2.8). In this section, we consider the particular case of a so-called factor-model, where both
the underlying S and the claimsY i of interest only depend on the state of a finite-dimensional economic
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factor process X = (X1, . . . ,Xn). More precisely, we assume that X is a quasi-left-continuous locally
square integrable semimartingale (cf. [21, Definition II.2.27]) with state space (E,E ) := (Rn,B(Rn));
the underlying stock is a locally square integrable local martingale1 given by S = eX
1
, and the claims
of interest are of the form
Y it = f
i(t,X1t , . . . ,X
n
t ) (3.1)
where the f i are in C1,2(R+×Rn), i= 1, . . . ,d. To simplify notation we only consider two claims Y 1
and Y 2; the extension to more than two claims is straight-forward.
To prepare for our results and their proofs, we recall that any local martingale X can be decom-
posed in a unique way as X = X0+X
c+Xd, where X c is a continuous local martingale starting at
zero, called the continuous part of X , while Xd, called the purely discontinuous part of X , is a local
martingale starting at zero which is orthogonal to all adapted and continuous local martingales (cf.
[21, Theorem I.4.18]). We also recall that a locally square integrable semimartingale X is a special
semimartingale and thus there exists a semimartingale decomposition (which is unique)
X j = X j0 +M
j+A j, j = 1, . . . ,n, (3.2)
where A j is a predictable processes of finite variation and M j a locally square integrable local mar-
tingale. Notice that X j,c = M j,c. Since X is quasi-left-continuous, the predictable processes A j are
continuous and the local martingales M j are quasi-left-continuous (cf. [16, Corollary 8.9]).
We denote by µ be the jump measure of X and by ν its predictable compensator. In particular,
µ is an integer valued random measure on [0,T ]×E , T > 0. The space G 2loc(µ) of the predictable
integrands for the compensated jump measure (µ − ν) is defined in [20, Eq. (3.62)], as the space
of real-valued processes W on R+×E which are P ⊗ E -measurable, P denoting the predictable
σ -algebra on Ω× [0,T ], such that the increasing process
∑
s≤·
W (s,ω ,∆Xs(ω))
21{∆Xs(ω) 6=0}
is locally integrable. For W ∈ G 2loc(µ), we denote by W ∗ (µ − ν) the stochastic integral of W with
respect to the compensated jump measure (µ − ν) and define it as the unique purely discontinuous
locally square integrable local martingale Y such that
∆Yt(ω) =W (t,ω ,∆Xt(ω)),
∆Z denoting the jump process of a càdlàg process Z with the convention ∆Z0 = 0.
The existence and uniqueness of this locally square integrable local martingale is guaranteed by
[21, Theorem I.4.56, Corollary I.4.19]. Observe that, ifU,W ∈G 2loc(µ), then [21, Theorem II.1.33(a)],
yields
〈U ∗ (µ −ν),W ∗ (µ −ν)〉t =
∫
[0,t]×E
U(s,x)W (s,x)ν(ds,dx), t ∈ [0,T ]. (3.3)
The next lemma is the key result for the computation of (2.9) under the factor-model assumption.
Lemma 3.1. Let X be a locally square integrable semimartingale with canonical decomposition
as in (3.2). Let Y = (Yt)t∈[0,T ] be a locally square integrable local martingale of the form Yt =
f (t,X1t , . . . ,X
n
t ), where f ∈C1,2(R+×Rn). Then,
Y = Y0+
n
∑
j=1
∂x j f− ·X j,c+W ∗ (µ −ν) (3.4)
1In order to compute the quantities in (2.8), we will need the stronger assumption that S is a square integrable martingale.
However, this assumption is not needed to compute (2.9)
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where ft := f (t,X
1
t , . . . ,X
n
t ), ft− := f (t,X1t−, . . . ,Xnt−), ∂x j denotes the j-th partial derivatives of f and
W (t,ω ,x1, . . . ,xn) := f (t,x1+X
1
t−(ω), . . . ,xn+X
n
t−(ω))− f (t,X1t−(ω), . . . ,Xnt−(ω)). (3.5)
Proof. We denote by Id the identity on [0,T ]. Applying Itô formula to the Rn+1-valued semimartin-
gale (Id,X1, . . . ,Xn) (cf. [21, Theorem I.4.57]), from the canonical decomposition (3.2), we deduce
Y =Y0+
n
∑
j=1
∂x j f− ·M j+∂t f− · Id+
n
∑
j=1
∂x j f− ·A j+
1
2
n
∑
j,k=1
∂ 2x jxk f− · 〈X j,c,X k,c〉
+∑
s≤·
∆Ys−
n
∑
j=1
∂x j fs−∆X
j
s ,
(3.6)
where ∂ 2·· denotes the second-partial-derivative operator. We define N := ∑
n
j=1 ∂x j f− ·M j,
A := ∂t f− · Id+
n
∑
j=1
∂x j f− ·A j+
1
2
n
∑
j,k=1
∂ 2x jxk f− · 〈X j,c,X k,c〉
and finally
U(t,ω ,x1,x2) :=
f (t,x1+X
1
t−(ω), . . . ,xn+X
n
t−(ω))− f (t,X1t−(ω), . . . ,Xnt−(ω))−
n
∑
j=1
∂x j ft−x
j.
The process U belongs to G 2loc(µ). Indeed, because of (3.6) and the continuity of A, U is the jump
process of the locally square integrable local martingale Y −N. Hence ∑s≤·U2s ≤ [Y −N,Y −N] and
the right-hand side of this estimate is locally integrable because of [21, Proposition I.4.50(b)]. This
means that we can define the locally square integrable local martingale U ∗ (µ − ν). The process
∑s≤tU(s,ω ,∆X1s (ω), . . .∆Xns (ω))+At(ω) =U ∗µt(ω)+At(ω) is of finite variation and by (3.6) it is
a locally square integrable local martingale. Hence it is purely discontinuous and has the same jumps
asU ∗ (µ −ν). From [21, Corollary I.4.19], these two local martingales are indistinguishable. Hence
(3.6) becomes
Y =Y0+
n
∑
j=1
∂x j f− ·M j+U ∗ (µ −ν).
From [16, Theorem 11.24], we can writeM j,d = x j ∗ (µ −ν),M j,d denoting the purely discontinuous
part of the local martingales M j, j = 1, . . . ,n. Using that M j = X j,c +M j,d and [21, Proposition
II.1.30(b)], we get by linearity of the involved stochastic integrals
Y = Y0+
n
∑
j=1
∂x j f− ·X j,c+
(
U +
n
∑
j=1
∂x j f−x j
)
∗ (µ −ν),
j = 1, . . . ,n, which is the desired result.
Notice that (3.4) is the decomposition of Y in its continuous and purely discontinuous martingale
part Y c and Y d respectively. It can be rephrased saying that every locally square integrable local
martingale Y such that Yt = f (t,X
1
t , . . . ,X
n
t ) can be represented as the sum of stochastic integrals
with respect to the continuous martingale parts of X and a stochastic integral with respect to the
compensated jump measure of X .
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Applying Lemma 3.1 to the locally square integrable local martingale S= eX
1
, we get
S= S0+S− ·X1,c+
(
S−(ex1 −1)
)∗ (µ −ν). (3.7)
We observe that the processes S and S− are strictly positive. Hence the process S−1− is locally bounded
and S−1− ·S is a locally square integrable local martingale. Furthermore ∆
[
S−1− ·S
]
= (e∆X
1−1). There-
fore the function x1 7→ (ex1 −1) belongs to G 2loc(µ) and we can define
S˜d := g∗ (µ −ν), g(x1) := (ex1 −1), (3.8)
which is a locally square integrable local martingale. Combining this with (3.7) and [21, Proposition
II.1.30(b)], we get
S= S0+S− · S˜, S˜ := (X1,c+ S˜d). (3.9)
Notice that S˜ is the stochastic logarithm of S (cf. [21, Theorem II.8.10]). Moreover, if Y is as in
Lemma 3.1, from (3.9) and (3.3), we have
〈S,Y 〉=
n
∑
j=1
(S−∂x j f−) · 〈X j,c,X1,c〉+
∫
[0,·]×E
(ex1 −1)Ss−W (s,x)ν(ds,dx). (3.10)
The next result is our main result on the predictable covariation of the GKW-residuals under the
factor-model assumption (3.1).
Theorem 3.2. Let X = (X1, . . . ,Xn) be a locally square integrable semimartingale. Let Y 1 and Y 2
be locally square integrable local martingales such that Y it = f
i(t,X1t , . . . ,X
n
t ), where f
i satisfies the
assumptions of Lemma 3.1, and let Y i =Y i0+ϑ
i ·S+Li be the GKW decomposition of Y i with respect
to S, i= 1,2. Then the explicit form of the integrand ϑ i is
ϑ it =
1
St−
(
n
∑
j=1
∂x j f
i
t−
d〈X1,c,X j,c〉t
d〈S˜, S˜〉t
+
d〈S˜d ,Y i,d〉t
d〈S˜, S˜〉t
)
, i= 1,2. (3.11)
Furthermore the differential of the predictable covariation of the residuals L1 and L2 in the GKW
decomposition of Y 1 and Y 2 with respect to S is
d〈L1,L2〉t = d〈Y 1,Y 2〉t −ϑ1t ϑ2t d〈S,S〉t
=
n
∑
j=1
n
∑
k=1
∂x j f
1
t−∂xk f
2
t−
(
d〈X j,c,X k,c〉t − d〈X
1,c,X j,c〉t
d〈S˜, S˜〉t
d〈X1,c,X k,c〉t
)
−
2
∑
i,ℓ=1,
i6=ℓ
n
∑
j=1
∂x j f
i
t−
d〈S˜d ,Y ℓ,d〉t
d〈S˜, S˜〉t
d〈X1,c,X j,c〉t
+d〈Y 1,d ,Y 2,d〉t − d〈S˜
d ,Y 1,d〉t
d〈S˜, S˜〉t
d〈S˜d ,Y 2,d〉t
(3.12)
where,
〈S˜, S˜〉 = 〈X1,c,X1,c〉+
∫
[0,·]×E
(ex1 −1)2ν(ds,dx), (3.13)
〈S˜d , S˜d〉 =
∫
[0,·]×E
(ex1 −1)2ν(ds,dx), (3.14)
〈S˜d ,Y i,d〉 =
∫
[0,·]×E
(ex1 −1)W i(s,x)ν(ds,dx), (3.15)
〈Y 1,d ,Y 2,d〉 =
∫
[0,·]×E
W 1(s,x)W 2(s,x)ν(ds,dx). (3.16)
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and W i is given by (3.5) with f = f i, i= 1,2.
Proof. We first show (3.11). From (2.4), we have
ϑ i =
d〈S,Y i〉t
d〈S,S〉t . (3.17)
From (3.9), 〈S,S〉 = S2− · 〈S˜, S˜〉. To compute 〈S˜, S˜〉, we use (3.8), (3.9) and (3.3). This, in particular
shows (3.14) and (3.13). The process 〈S,Y i〉 is given by (3.10) with Y = Y i and W =W i. Inserting
this expression for 〈S,Y i〉 and the previous one for 〈S,S〉 in (3.17), yields (3.11). To compute 〈Y 1,Y 2〉
we again use Lemma 3.1 and (3.3): The computations are similar to those for the computation of ϑ i.
The proof of (3.12) is straightforward, once 〈Y 1,Y 2〉, 〈S,S〉, ϑ1 and ϑ2 are known. The proof of the
theorem is now complete.
If the semimartingale X is continuous, then the formulas in Theorem 3.2 become simpler. In-
deed, in this case, all purely discontinuous martingales appearing in (3.12) vanish and the following
corollary holds:
Corollary 3.3. Let the assumptions of Theorem 3.2 be satisfied and furthermore assume that the
semimartingale X is continuous. Then 〈S˜, S˜〉= 〈X1,c,X1,c〉 and (3.11) becomes
ϑ it =
1
St
n
∑
j=1
∂x j f
i
t
d〈X1,c,X j,c〉t
d〈X1,c,X1,c〉t (3.18)
while (3.12) reduces to
d〈L1,L2〉t =
n
∑
j=2
n
∑
k=2
∂x j f
1
t ∂xk f
2
t
(
d〈X j,c,X k,c〉t − d〈X
1,c,X j,c〉t
d〈X1,c,X1,c〉t d〈X
1,c,X k,c〉t
)
. (3.19)
Notice that the summations in (3.19) start from j = 2 and k = 2.
We now denote by (B,C,ν) the semimartingale characteristics of X (cf. [21, II.§2a]) with respect
to the truncation function h = (h1, . . . ,hn), where h j(x j) = x j1{|x j |≤1}, j = 1, . . . ,n, and assume that
they are absolutely continuous with respect to the Lebesgue measure, that is
Bt =
∫ t
0
bsds, Ct =
∫ t
0
csds, ν(ω ,dt,dx) = Kt(ω ,dx)dt (3.20)
where b and c are predictable processes taking values inRn and in the subspace of symmetric matrices
in Rn×n respectively, while Kt(ω ,dx) is a predictable kernel as in [21, Proposition II.2.9]. We stress
that for every t and ω , Kt(ω ,dx) is a measure on (R
n,B(Rn)). Furthermore, we have
c
jk
t = d〈X j,c,X k,c〉t , j,k = 1, . . . ,n.
The triplet (b,c,K) is sometimes called differential characteristics of the semimartingale X . In this
context we get the following corollary to Theorem 3.2:
Corollary 3.4. Let the assumptions of Theorem 3.2 hold and furthermore let the semimartingale
characteristics (B,C,ν) of X be absolutely continuous with respect to the Lebesgue measure on [0,T ]
and let (b,c,K) be the corresponding differential characteristics.
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(i) Then ϑ i, i= 1,2, becomes
ϑ it =
1
St−ξt
(
n
∑
j=1
∂x j f
i
t−c
1 j
t +
∫
E
(ex1 −1)W i(t,x)Kt(dx)
)
. (3.21)
while (3.12) reduces to
d〈L1,L2〉t
dt
=
n
∑
j=1
n
∑
k=1
∂x j f
1
t−∂xk f
2
t−
(
c
jk
t −
c
1 j
t
ξt
c1kt
)
− 1
ξt
2
∑
i,l=1,
i6=ℓ
n
∑
j=1
∂x j f
i
t−c
j,1
t
∫
E
(ex1 −1)W ℓ(t,x)Kt(dx)
+
∫
E
W 1(t,x)W 2(t,x)Kt(dx)
− 1
ξt
(∫
E
(ex1 −1)W 1(t,x)Kt(dx)
)(∫
E
(ex1 −1)W 2(t,x)Kt(dx)
)
(3.22)
where, ξt := c
11
t +
∫
E(e
x1 −1)2Kt(dx), t ∈ [0,T ].
(ii) If furthermore X is continuous then
ϑ it =
1
Stc
11
t
n
∑
j=1
∂x j f
i
t c
1 j
t (3.23)
and
d〈L1,L2〉t =
n
∑
j=2
n
∑
k=2
∂x j f
1
t ∂xk f
2
t
(
c
jk
t −
c
1 j
t
c11t
c1kt
)
dt (3.24)
4 Models with Fourier representation
In this section we combine variance-optimal hedging with Fourier methods. We do not assume a
special stochastic volatility model, as in e. g. [25] where affine stochastic volatility models were con-
sidered. We rather work in a general multidimensional factor-model setting. This requires some
technical considerations about stochastic processes depending on a parameter, which we discuss in
Subsection 4.1. In Subsection 4.2 we consider contingent claims whose pay-offs have a Fourier rep-
resentation. As a special case, we discuss semimartingale stochastic volatility models and, in particu-
lar, affine models recovering some of the results of [25].
As a preliminary, we discuss the notion of ‘variation’ for complex-valued processes. If C =
C1+ iC2 is a complex-valued process and C1 and C2 are its real and imaginary part, respectively, we
set
Var(C) := Var(C1)+Var(C2) . (4.1)
In particular, from |C| ≤ |C1|+ |C2|, (4.1) yields |C| ≤Var(C). Let A be a real-valued process of finite
variation and K = K1+ iK2 a measurable complex-valued process. Then (4.1) and (2.1) imply
Var(K ·A) = (|K1|+ |K2|) ·Var(A). (4.2)
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A complex-valued process Z=X+ iY is a square integrable martingale if the real-valued processes
X and Y are square integrable martingales. For two complex-valued square integrable martingales
Z1 = X1+ iY 1 and Z2 = X2+ iY 2 we define
〈Z1,Z2〉 := (〈X1,X2〉− 〈Y 1,Y 2〉)+ i(〈X1,Y 2〉+ 〈Y 1,X2〉)
and the variation process Var(〈Z1,Z2〉) is given by (4.1). Notice that Z1Z2−〈Z1,Z2〉 is a martingale
and 〈Z1,Z2〉 is the unique complex-valued predictable process of finite variation starting at zero with
this property. Furthermore, because of Kunita–Watanabe inequality for real-valued martingales (cf.
[29, Corollary II.22, p25]) we immediately get
E
[
Var(〈Z1,Z2〉)t
]≤ 2E[〈Z1,Z1〉t]1/2E[〈Z2,Z2〉t]1/2 , (4.3)
where Z
j
denotes the complex conjugate of Z j, j = 1,2.
Notice that, if Z1 and Z2 are complex-valued square integrable martingales, then the GKWdecom-
position of Z2 with respect to Z1 clearly holds but the residual is a complex-valued square integrable
martingale and the integrand belongs to L2
C
(Z1). Obviously also an analogous relation as (2.4) holds.
4.1 Complex-Valued Processes Depending on a Parameter
We denote by S the space of parameters and assume that it is a Borel subspace of Cn and B(S )
denotes the Borel σ -algebra on S . On (S ,B(S )) a finite complex measure ζ is given. We recall
that with ζ we can associate the positive measure |ζ | called total variation of ζ . Furthermore, there
exists a complex-valued function h such that |h|= 1 and dζ = hd|ζ |, so L1(ζ ) = L1(|ζ |). For details
about complex-valued measures see [31, §6.1]. Note that Fubini’s theorem also holds for products of
complex-valued measures (cf. [8, Theorem 8.10.3]).
Definition 4.1. Let U(z) = (U(z)t)t∈[0,T ] be a (complex-valued) stochastic process for every z ∈ S .
ByU(·) we denote the mapping (t,ω ,z) 7→U(ω ,z)t .
(i) We say thatU(·) is jointly measurable if it is a B([0,T ])⊗FT ⊗B(S )-measurable mapping.
(ii) We say thatU(·) is jointly progressively measurable if for every s≤ t the mapping (s,ω ,z) 7→
U(ω ,z)s is B([0, t])⊗Ft ⊗B(S )-measurable.
(iii) We say that U(·) is jointly optional if it is O ⊗B(S )-measurable, O denoting the optional
σ -algebra on [0,T ]×Ω.
(iv) We say that U(·) is jointly predictable if it is P⊗B(S )-measurable, P denoting the pre-
dictable σ -algebra on [0,T ]×Ω.
Let U(z) be a stochastic process for every z ∈ S . If there exists a jointly measurable (or jointly
progressively measurable, or jointly optional or jointly predictable) mapping (t,ω ,z) 7→Y (ω ,z)t such
that, for every z ∈S the processes U(z) and Y (z) are indistinguishable, we identify them in notation,
i.e.U(·) := Y (·). We shall use this convention without further mention.
Proposition 4.2. Let U(z) be a square integrable martingale for every z ∈ S and let the estimate
supz∈S E[|U(z)T |2]<+∞ hold.
(i) If z 7→U(ω ,z)t is B(S )-measurable for every t ∈ [0,T ], the process U = (Ut)t∈[0,T ],
Ut :=
∫
S
U(z)tζ (dz), t ∈ [0,T ], (4.4)
is a square integrable martingale, provided that it is adapted.
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(ii) For every complex-valued square integrable martingale Z such that (t,ω ,z) 7→ 〈Z,U(z)〉t(ω)
is jointly measurable, the mapping (t,ω ,z) 7→ Var(〈Z,U(z)〉)t(ω) is jointly measurable as well and
E
[∫
S
Var(〈Z,U(z)〉)t |ζ |(dz)
]
≤ 2E[|ZT |2]1/2(sup
z∈S
E
[|U(z)T |2])1/2 |ζ |(S )<+∞. (4.5)
If furthermore the process D :=
∫
S
〈Z,U(z)〉ζ (dz) is predictable, then
〈Z,U〉=
∫
S
〈Z,U(z)〉ζ (dz), (4.6)
whenever the process U defined in (4.4) is a square integrable martingale.
(iii) If there exists a complex-valued jointly progressively measurable process K(·) such that
〈Z,U(z)〉t =
∫ t
0
K(z)sds ,
then the identity
D=
∫ ·
0
∫
S
K(z)sζ (dz)ds (4.7)
holds. Hence D is predictable and
〈Z,U〉=
∫ ·
0
∫
S
K(z)sζ (dz)ds, (4.8)
whenever U is well-defined and adapted.
Proof. To see (i) we assume that U is well-defined and adapted and verify the martingale property
and the square integrability. From
E
[|Ut |2]≤ (∫
S
E
[|U(z)t |2]|ζ |(dz))1/2(|ζ |(S ))1/2 ≤ (sup
z∈S
E
[|U(z)T |2])1/2 |ζ |(S )<+∞
we deduce the square integrability ofU . Furthermore we can apply Fubini’s theorem to get
E[Ut |Fs] =
∫
S
E [U(z)t |Fs]ζ (dz) =Us a.s., 0≤ s≤ t ≤ T,
and this completes the proof of (i). We now verify (ii). The joint measurability of Var(〈Z,U(·)〉)
follows from the joint measurability of 〈Z,U(·)〉 and from the definition of variation process. To prove
(4.5) observe that Tonelli’s theorem, Kunita–Watanabe inequality (4.3) and E[〈X ,X〉t ]≤ E[|X2t |], t ≥
0, for every complex-valued square integrable martingale X , imply
E
[∫
S
Var(〈Z,U(z)〉)t |ζ |(dz)
]
=
∫
S
E
[
Var(〈Z,U(z)〉)t
]|ζ |(dz)
≤ sup
z∈S
E
[
Var(〈Z,U(z)〉)t
]|ζ |(S )
≤ 2E[|ZT |2]1/2(sup
z∈S
E
[|U(z)T |2])1/2 |ζ |(S )<+∞.
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This proves (4.5). To see (4.6), because of (4.5) we can apply Fubini’s theorem. From (i), for 0≤ s≤
t ≤ T , we compute
E[ZtUt −Dt |Fs] =
∫
S
E[ZtU(z)t −〈Z,U(z)〉t |Fs]ζ (dz)
=
∫
S
(
ZsU(z)s−〈Z,U(z)〉s
)
ζ (dz)
= ZsUs−Ds,
which is (4.6) because D is a predictable process of finite variation starting at zero such that ZU −D
is a martingale. Finally, we show (iii). First we notice that the mapping (s,ω) 7→ ∫
S
K(ω ,z)sζ (dz)
is B([0, t])⊗Ft -measurable, for s ≤ t, that is, it is a progressively measurable process. Therefore,
the stochastic process
∫ ·
0
∫
S
K(z)sζ (dz)ds is adapted and continuous, hence predictable. Furthermore,
the mapping (ω ,z) 7→ ∫ t0 K(z)sds is Ft⊗B(S )-measurable. Therefore D= ∫S ∫ ·0K(z)sdsζ (dz) is an
adapted process. We now observe that, because of (4.2) and (ii), the estimation∫ t
0
|K(z)s|ds≤ Var(〈Z,U(z)〉)T (4.9)
holds. From (4.5) and (4.9), we then have
E
[∫
S
∫ t
0
|K(z)s|ds|ζ |(dz)
]
≤ E
[∫
S
Var(〈Z,U(z)〉)T |ζ |(dz)
]
<+∞.
Hence, applying Fubini’s theorem we deduce∫
S
∫ t
0
K(z)sdsζ (dz) =
∫ t
0
∫
S
K(z)sζ (dz)ds, a.s., t ∈ [0,T ]. (4.10)
By (4.9), because from (4.5) the mapping (ω ,z) 7→ Var(〈Z,U(z)〉)T (ω) belongs to L1(|ζ |) a. s., an
application of Lebesgue’s theorem on dominated convergence now yields that the left-hand side of
(4.10) is a. s. continuous. Hence, identifying D with a continuous version, we can claim the D and∫ ·
0
∫
S
K(z)sζ (dz)ds are indistinguishable. In particular, the process D of (ii) is predictable, because it
is continuous and adapted. From (ii), we get (4.8). The proof of the proposition is now complete.
We remark that a sufficient condition for the process U in Proposition 4.2 to be well defined and
adapted is the joint progressive measurability of the mappingU(·).
We conclude this subsection with the following lemma:
Lemma 4.3. Let K(·) be a jointly predictable complex-valued mapping and A a predictable increasing
process. Let
∫ T |K(ω ,z)s|dAs(ω) < +∞ a. s. Then the mapping (t,ω ,z) 7→ ∫ t0K(ω ,z)sdAs(ω) is
jointly predictable.
Proof. Let f : S −→ R be a B(S )-measurable bounded real-valued function and let K(·) be of the
form K(t,ω ,z) = f (z)kt , where k is a bounded real-valued predictable process. Let C denote the
class of all real-valued predictable processes of this form. Then, by [21, Proposition I.3.5], for any
K(·) ∈ C , the mapping (t,ω ,z) 7→ ∫ t0 K(z,ω)sdAs(ω) is jointly predictable. If now K(·) is real-valued
and bounded, by the monotone class theorem (see [16, Theorem 1.4]), it is easy to see that the mapping
(t,ω ,z) 7→ ∫ t0K(z,ω)sdAs(ω) is jointly predictable. Now it is a standard procedure to get the claim
for every K(·) which is real-valued and integrable with respect to A. The case of a complex-valued
integrable K(·) follows immediately from this latter one and the proof of the lemma is complete.
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4.2 Fourier representation of the GKW-decomposition
Let X be a factor process taking values in Rn. We assume that there exist an R ∈ Rn such that
E[exp(2R⊤XT )]< ∞ and define the ‘strip’ S := {z ∈ Cn : Re(z) = R}. A square integrable European
option is given and its pay-off is η = h(XT ) for some real-valued function h with domain in R
n. We
assume that the two-sided Laplace transform h˜ of h exists in R and that it is integrable on S . Then h
has the following representation
h(x) =
1
(2pi i)n
∫ R+i∞
R−i∞
exp(z⊤x)h˜(z)dz =
∫
S
exp(z⊤x)ζ (dz) , (4.11)
where ζ is the complex-valued non-atomic finite measure on S defined by
ζ (dz) :=
1
(2pi i)n
h˜(z)dz . (4.12)
For each z ∈ S , the process H(z) = (H(z)t)t∈[0,T ] defined by H(z)t := E[exp(z⊤XT )|Ft ] is a
square integrable complex-valued martingale. Analogously H = (Ht)t∈[0,T ],Ht :=E[η |Ft ], is a square
integrable martingale. We recall that we always consider càdlàg martingales.
We now make the following assumption which will be in force throughout this section.
Assumption 4.4. The mapping (t,ω ,z) 7→ H(ω ,z)t is jointly progressively measurable.
Under Assumption 4.4 we can show the following result:
Proposition 4.5. The estimate supz∈S E[|H(z)t |2]<+∞ holds. Furthermore, under Assumption 4.4,
the process H˜t :=
∫
S
H(z)tζ (dz) is a square integrable martingale which is indistinguishable from H
and hence the identity
Ht =
∫
S
H(z)tζ (dz) (4.13)
holds.
Proof. From
sup
z∈S
|H(z)t |2 ≤ H(2R)t ∈ L1(P), t ∈ [0,T ]
we get the first part of the proposition. By Assumption 4.4 and Proposition 4.2, (i), the process H˜ is
a square integrable martingale. To see (4.13), we recall that H and H˜ are martingales (hence càdlàg)
and clearly modifications of each other. Therefore they are indistinguishable and the proof of the
proposition is complete.
Let S describe the price process of some traded asset. We assume that S is a strictly positive square
integrable martingale starting at S0 > 0. We now consider the GKW-decomposition of H and H(z)
with respect to S, that is
H = H0+ϑ ·S+L , H(z) = H(z)0+ϑ(z) ·S+L(z) , z ∈S , (4.14)
where ϑ ∈ L2(S), ϑ(z) ∈ L2
C
(S), L ∈ H 20 and L(z) is a complex-valued square integrable martingale
z ∈S . By definition of the GKW-decomposition, L and L(z) are orthogonal to S.
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Theorem 4.6. Let H and H(z) be defined as above and let their respective GKW-decomposition be
given by (4.14). Let Assumption 4.4 hold and the mapping (t,ω ,z) 7→ ϑ(ω ,z)t be jointly predictable.
Then the identities
ϑ =
∫
S
ϑ(z)ζ (dz) ; (4.15)(∫
S
ϑ(z)ζ (dz)
)
·S=
∫
S
(
ϑ(z) ·S)ζ (dz) ; (4.16)
L=
∫
S
L(z)ζ (dz) (4.17)
hold. In particular the GKW-decomposition of H is
H = H0+
(∫
S
ϑ(z)ζ (dz)
)
·S+
∫
S
L(z)ζ (dz) . (4.18)
Remark 4.7. In a nutshell, this theorem shows that the Fourier representation (4.11) of a claim and its
GKW-decomposition can be interchanged under very general conditions. In other words, the GKW-
decomposition of the claim can be obtained by integrating the GKW-decomposition of the conditional
moment generating function H(z)t in a suitable complex domain S against the measure ζ that de-
termines the claim via (4.11).
Proof. First we show (4.15). Clearly ϑ(z) · 〈S,S〉T (ω)<+∞ a. s. Hence, because of
〈S,H(z)〉t(ω) =
∫ t
0
ϑ(ω ,z)sd〈S,S〉s(ω),
from Lemma 4.3, (t,ω ,z) 7→ 〈S,H(z)〉t(ω) is jointly predictable. So
∫
S
〈S,H(z)〉ζ (dz) is a predictable
process. Proposition 4.2 (ii) and Proposition 4.5 yield
〈S,H〉=
∫
S
〈S,H(z)〉ζ (dz) =
∫
S
∫ ·
0
ϑ(z)sd〈S,S〉sζ (dz). (4.19)
Furthermore, for every z ∈S , the identity
E[|H(z)t |2] = E[|ϑ(z) ·St |2+ |L(z)t |2+ |H(z)0|2]
holds. Hence we can estimate
E[|ϑ(z) ·St |2]≤ E[|H(z)t |2] , E[|L(z)t |2]≤ E[|H(z)t |2], z ∈S , t ≥ 0, (4.20)
which, from Proposition 4.5, imply
sup
z∈S
E
[|ϑ(z) ·St |2]<+∞ , sup
z∈S
E
[|L(z)t |2]<+∞. (4.21)
Because of
E
[∫ T
0
∫
S
|ϑ(z)t |2|ζ |(dz)d〈S,S〉t
]
=
∫
S
E
[∫ T
0
|ϑ(z)t |2d〈S,S〉t
]
|ζ |(dz)
=
∫
S
E
[|ϑ(z) ·ST |2] |ζ |(dz) < ∞, (4.22)
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where in the last estimation we applied (4.21), Fubini’s theorem and (4.19) yield∫ ·
0
∫
S
ϑ(z)sζ (dz)d〈S,S〉s = 〈S,H〉,
which, since ϑ = d〈S,H〉/d〈S,S〉, proves (4.15). Now we show (4.16). Because of (4.15), the pre-
dictable process ∫
S
ϑ(z)ζ (dz) =
∫
S
ϑ(z)h(z)|ζ |(dz)
belongs to L2(S), where h, with |h|= 1, is the density of ζ with respect to |ζ |. From [34, Theorem 1
in §5.2], there exists a jointly optional mapping (t,ω ,z) 7→ Y˜ (ω ,z)t such that Y˜ (z) is indistinguishable
from ϑ(z) · S, for every z ∈ S . Hence we can apply [20, Theorem 5.44], to deduce that the process
Y ζ :=
∫
S
(
ϑ(z) ·S)ζ (dz) is well defined and a version of
ϑ ·S =
∫ ·
0
(∫
S
ϑ(z)sζ (dz)
)
dSs,
and we do not distinguish these versions. This proves (4.16). In the next step we show (4.17). From
(4.14), for every z ∈S , we get the identity
L(z)t = H(z)t −H(z)0−ϑ(z) ·St = H(z)t −H(z)0− Y˜ (z)t , a.s., t ≥ 0. (4.23)
We can therefore integrate (4.23) with respect to ζ , obtaining
L˜t :=
∫
S
(
H(z)t −H(z)0−ϑ(z) ·St
)
ζ (dz) = Ht −H0−ϑ ·St = Lt , a.s., t ≥ 0.
Hence L˜ is a version of L and therefore F-adapted (because F is complete). From (4.20) we can apply
Proposition 4.2 (i), to deduce that L˜ is a martingale. Hence, L and L˜ are indistinguishable. The proof
of the theorem is now complete.
In the proposition below, the set of parameters is S := S 1×S 2, where S 1 and S 2 are two
strips of Cn. Hence all joint measurability properties (see Definition 4.1) are formulated with respect
to the σ -algebra B(S ) = B(S 1)⊗B(S 2).
Theorem 4.8. Let S j := {z ∈ Cn : Re(z) = R j} with E[exp(2(R j)⊤XT )] < +∞ and let η j have the
representation (4.11) on the strip S j with respect to the measure ζ j (cf. (4.12)); let L j denote the
orthogonal component in the GKW decomposition of H j =
(
E[η j|Ft ]
)
t∈[0,T ] with respect to S, for
j = 1,2.
(i) If the mapping (t,ω ,z1,z2) 7→ 〈L(z1),L(z2)〉t(ω) is jointly measurable then (t,ω ,z1,z2) 7→
Var(〈L(z1),L(z2)〉)t(ω) is jointly measurable as well and
E
[∫
S 1
∫
S 2
Var(〈L(z1),L(z2)〉)T |ζ 2|(dz2)|ζ 1|(dz1)
]
<+∞ (4.24)
holds. Moreover, if the process D :=
∫
S 1
∫
S 2
〈L(z1),L(z2)〉ζ 2(dz2)ζ 1(dz1) is predictable, the covari-
ation of the square integrable martingales L1 and L2 is given by
〈L1,L2〉=
∫
S 1
∫
S 2
〈L(z1),L(z2)〉ζ 2(dz2)ζ 1(dz1) . (4.25)
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and hence
E[〈L1,L2〉T ] =
∫
S 1
∫
S 2
E[〈L(z1),L(z2)〉T ]ζ 2(dz2)ζ 1(dz1) . (4.26)
(ii) If furthermore there exists a jointly progressively measurable complex-valued stochastic pro-
cess K(z1,z2) = K
1(z1,z2)+ iK
2(z1,z2) such that
〈L(z1),L(z2)〉=
∫ ·
0
K(z1,z2)sds,
then the identity
〈L1,L2〉=
∫ ·
0
∫
S 1
∫
S 2
K(z1,z2)sζ
2(dz2)ζ
1(dz1)ds (4.27)
holds and
E[〈L1,L2〉T ] =
∫ T
0
∫
S 1
∫
S 2
E[K(z1,z2)s]ζ
2(dz2)ζ
1(dz1)ds. (4.28)
Proof. From (4.17), we have L j =
∫
S j
L(z j)ζ
j(dz j), j = 1,2. Furthermore, the estimation (4.20)
holds with both S = S 1 and S = S 2. Hence, to prove this theorem one has to proceed exactly as
in Proposition 4.2 and we omit further details.
We now combine in a theorem the results obtained in this section with those of Section 3 (for
complex valued semimartingales).
Theorem 4.9. Let the factor process X be a locally square integrable semimartingale and S= eX
1
be
a square integrable martingale.
(i) Let f : [0,T ]×Rn×S j −→ C be a B([0,T ])⊗B(Rn)⊗B(S ) measurable function with
f ∈C1,2([0,T ]×Rn), such that H(z)t = f (t,X1t , . . . ,Xn,z).
(ii) Let η j = h j(ST ) be an European option such that h
j is a function with representation as in
(4.11) and (4.12) over S j, j = 1,2.
Then the assumptions of Proposition 4.2, Theorem 4.6 and Theorem 4.8 (i) hold.
Proof. The joint progressively measurability of H(·) is clear because of the assumption (i) in the
theorem. The joint predictability of ϑ(·) follows from Theorem 3.2, in particular from (3.11). Hence
the assumptions of Theorem 4.6 are satisfied. We define for z ∈ S j and j = 1,2, f j(·,z) := f (·,z j)
and
W j(t,ω ,x1, . . . ,xn,z) :=W (t,ω ,x1, . . . ,xn,z j) :=
f (t,x1+X
1
t−(ω), . . . ,xn+X
n
t−(ω),z j)− f (t,X1t−(ω), . . . ,Xnt−(ω),z j).
(4.29)
The mapping (t,ω ,x1, . . . ,xn,z j) 7→W (t,ω ,x1, . . . ,xn,z j) is P ⊗B(Rn)⊗B(S j)-measurable. So,
from (3.12), we deduce that the mapping (t,ω ,z1,z2) 7→ 〈L(z1),L(z2)〉t(ω) is jointly predictable and
hence it is jointly measurable. This yields the predictability of the process D defined in Theorem
4.8. Hence all the assumptions of Theorem 4.8, (i) are fulfilled. The proof of the theorem in now
complete.
4.3 Variance-Optimal Hedging in Affine Stochastic Volatility Models
We now more closely discuss the case in which (X ,V ) := (X1,X2) is an affine process and a semi-
martingale. An affine process (X ,V ) in the sense of [11] is a stochastically continuous Markov process
taking values in R×R+ such that the joint conditional characteristic function of (Xt ,Vt) is of the form
E
[
exp(u1Xt +u2Vt)|Fs
]
= exp
(
φt−s(u1,u2)+ψt−s(u1,u2)Vs+u1Xs
)
, s≤ t (4.30)
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where (u1,u2) ∈ iR2. The complex-valued functions φt and ψt are the solutions of the generalized
Riccati equations
∂tφt(u1,u2) = F((ψt(u1,u2),u2)), φ0(u1,u2) = 0, (4.31a)
∂tψt(u1,u2) = R((ψt(u1,u2),u2)), ψ0(u1,u2) = u2, (4.31b)
where (F,R) are the Lévy symbols associated with the Lévy triplets (β 0,γ0,κ0) and (β 1,γ1,κ1) re-
spectively. That is, setting u := (u1,u2)
⊤ and considering only Markov processes without killing, we
have
F(u) := u⊤β 0+
1
2
u⊤γ0u+
∫
R+×R
(
eu
⊤x−1−u⊤h(x1,x2)
)
κ0(dx),
R(u) := u⊤β 1+
1
2
u⊤γ1u+
∫
R+×R
(
eu
⊤x−1−u⊤h(x1,x2)
)
κ1(dx).
Under a mild non-explosion condition, affine processes are semimartingales with absolutely continu-
ous characteristics (cf. [11, Sec. 9]) and according to [24, §3], the differential characteristics (b,c,K)
are given by
bt =
[
β 01 +β
1
1Vt−
β 02 +β
2
1Vt−
]
, ct =
[
γ011+ γ
1
11Vt− γ
1
12Vt−
γ112Vt− γ
1
22Vt−
]
, Kt(ω ,dx) = κ
0(dx)+κ1(dx)Vt−(ω),
where β i belongs to R2, γ i is a symmetric matrix in R2×2 and κ i is a Lévy measure on R2 with
support in R+×R, i= 0,1. Furthermore, γ022 = γ012 = 0; β 02 −
∫
R+×R h
2(x2)κ0(dx) is well-defined and
nonnegative (we recall that we define h(x1,x2) := (h
1(x1),h
2(x2)) := (x11{|x1 |≤1},x21{|x2 |≤1})) and we
assume
∫
{x2>1} x2κ
1(dx) <+∞, to rule out explosion in finite time (cf. [11, Lem. 9.2]).
We now deduce some of the results of [25] from the theory that we have developed. Assume that
(X ,V ) is locally square integrable and that ezXT is square integrable for every z in a given complex
strip S = {z ∈ C : z= R+ iIm(z)}. Moreover, assume that S = eX is a square integrable martingale.
In this case, F(1,0) = R(1,0) = 0, where F and R denote the Lévy symbols associated with the Lévy
triplets (β 0,γ0,κ0) and (β 1,γ1,κ1) respectively. Because of the affine property, H(z) takes the form
H(z)t = e
zXt exp
(
φT−t(z,0)+ψT−t(z,0)Vt
)
, z ∈S .
Hence, f (t,x,v,z) = ezx exp
(
φT−t(z,0)+ψT−t(z,0)v
)
, so that
∂x f (t,x,v,z) = z f (t,x,v,z), ∂v f (t,x,v,z) = ψT−t(z,0) f (t,x,v,z). (4.32)
The processW in (3.5) is now given byW (t,x,v,z) =H(z)t−(exp(zx+ψT−t(z,0)v)−1). The process
ξ of Corollary 3.4 becomes
ξt = ξ
0+ξ 1Vt−, ξ i := γ i11+
∫
E
(ex−1)2κ i(dx), i= 0,1. (4.33)
We notice that now ξ i are constant in time, i= 0,1. Furthermore, setting
pi := zγ i11+ψT−t(z,0)γ
i
12+
∫
E
(
exp(zx+ψT−t(z,0)v)−1
)(
ex−1)κ i(dx), i= 0,1, (4.34)
from (3.21), we deduce
ϑ(z)t =
H(z)t−
St−
p0+ p1Vt−
ξ 0+ξ 1Vt−
(4.35)
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which is [25, Lemma 5.2]. Furthermore, from Theorems 4.6 and 4.9, the integrand ϑ in the GKW
decomposition of H with respect to S is given by
ϑt =
∫
S
ϑ(z)tζ (dz) =
∫
S
H(z)t−
St−
p0+ p1Vt−
ξ 0+ξ 1Vt−
ζ (dz)
which is [25, Theorem 4.1]. With a straightforward computation, from (3.24) with f it = f (t,x,v,zi),
i = 1,2, we also obtain the explicit expression of 〈L(z1),L(z2)〉, which is given in [25, Eq. (5.10), p.
97]. The process (t,ω ,z1,z2) 7→ 〈L(z1),L(z2)〉t(ω) is P ⊗B(S )⊗B(S )-measurable. Therefore,
from (4.27) we deduce the explicit expression of 〈L,L〉.
Notice that we can obtain an exact representation of 〈L,L〉, while in [25], this predictable covari-
ation is represented only as Cauchy principal value of the right-hand side of (4.27). We also stress that
we are able to compute the quantities ϑ(z), 〈L(z1),L(z2)〉 and 〈L,L〉 under the only assumption that
(X ,V ) is a locally square integrable semimartingale. In [25, Assumption 3.1(i)], stronger assumptions
based on analyticity properties of φ and ψ are made. According to our results, these assumptions are
only needed to calculate the expectation E[〈L,L〉T ], but not 〈L,L〉T itself.
5 Applications
In this section we apply the results of Section 3 and 4 to two continuous stochastic volatility models:
The Heston model, which is an affine model in the sense of [11], and the 3/2-model, which is a
non-affine model.
We set up a variance-optimal semi-static hedging strategy for a variance swap η0: If (X ,V ) is the
continuous semimartingale describing the stochastic volatility model, then
η0 = [X ,X ]T − kswap = 〈X c,X c〉T − kswap. (5.1)
By continuity, the process (X ,V, [X ,X ]) is a locally square integrable semimartingale. The price pro-
cess S = eX is assumed to be a square integrable martingale. A basket (η1, . . . ,ηd) of European
options written on S is fixed and we use them to implement a variance-optimal semi-static hedging
strategy for η0. We assume that each option η j in the basket is square integrable and such that
η j = h j(ST ), where h
j can be represented as in (4.11) and (4.12) on a strip S j = {z ∈ C : z =
R j+ Im(z)}, with E[exp(2R jXT )] < +∞; H j is the square integrable martingale associated with η j,
that is H
j
t := E[η
j|Ft ], and its GKW decomposition is H j =H j0 +ϑ j ·S+L j.
5.1 The Heston model
The Heston stochastic volatility model (X ,V ) is given by
dXt =−1
2
Vtdt+
√
VtdW
1
t , dVt =−λ (Vt −κ)dt+σ
√
VtdW
2
t , (5.2)
where (W 1,W 2) is a two-dimensional correlated Brownian motion such that 〈W 1,W 2〉t = ρt, ρ ∈
[−1,1]. Typical values of ρ are negative and around −0.7. The parameters λ , σ and κ are strictly
positive. This model for the dynamics of (X ,V ) is known asHeston model, cf. [17]. Notice that (X ,V )
is an homogeneous Markov process with respect to F. Furthermore, Vt ≥ 0, t ≥ 0 (cf. [3, Proposition
2.1]).
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Properties of Heston model. The continuous semimartingale (X ,V ), whose dynamic is given by
(5.1), is an affine process in the sense of [11]. Hence for u= (u1,u2)
⊤ ∈ C2 such that E[exp(u1XT +
u2VT )]<+∞, the conditional characteristic function of (XT ,VT ) is given by
E[exp(u1XT +u2VT )|Ft ] = exp(φT−t(u)+u1Xt +ψT−t(u)Vt) , t ∈ [0,T ], (5.3)
where φ ,ψ : C2 −→ C and ψ is the solution of the following Riccati equation:
∂tψt(u) =
1
2
σ 2ψt(u)
2− (λ −ρσu1)ψt(u)+ 12
(
u21−u1
)
, ψ0(u) = u2 , (5.4)
and
φt(u) = λκ
∫ t
0
ψt(u)ds . (5.5)
The unique solution of (5.4) exists up to an explosion time t+(u1) which can be finite. The analytic
expression of the explosion time t+(u1) is given in [3, Proposition 3.1] (see also [14] or [26, § 6.1]).
Considering the root
Ψ = Ψ(u1) :=
1
σ 2
(
λ −ρσu1−
√
∆(u1)
)
of the characteristic polynomial of (5.4), it is possible to write the explicit solution of (5.4). The root
Ψ leads to a representation of ψ which is continuous in the complex plane, i.e. it does not cross
the negative real axis, which is the standard branch cut for the square-root function in the complex
plane, and is therefore more suitable for numerical implementations (cf. [19] and [1]). Following [2,
Proposition 4.2.1] – where however the complex conjugate of Ψ is used – the explicit expression of
ψt(u) in its interval of existence [0, t+(u1)), is
ψt(u) :=

u2+(Ψ−u2) 1−exp
(
−t√∆
)
1−gexp(−t√∆) , ∆(u1) 6= 0;
u2+(Ψ−u2)2 σ 2t2+σ 2(Ψ−u2)t , ∆(u1) = 0 ,
(5.6)
where we define
g(u1,u2) :=
λ −ρσu1−σ 2u2−
√
∆(u1)
λ −ρσu1−σ 2u2+
√
∆(u1)
and use the conventions
exp(−t√∆)−g
1−g := 1,
1− exp(t√∆)
1−gexp(t√∆) := 0
whenever the denominator of g is equal to zero. Then, from (5.5),
φt(u) :=

λκ(Ψ+ 2
√
∆
σ 2
) t− 2λκ
σ 2
log
exp(t
√
∆)−g
1−g , ∆(u1) 6= 0;
λκΨ t− 2λκ
σ 2
log
(
1+ σ
2
2
(Ψ−u2)t
)
, ∆(u1) = 0 .
(5.7)
We observe that, from (5.2), the quadratic covariation of X is
[X ,X ]t :=
∫ t
0
Vsds , t ≥ 0,
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and the process Z := (X ,V, [X ,X ])⊤ is affine (cf. [24, Lemma 4.1]). Furthermore, the moment gen-
erating function of ZT exists in an open neighbourhood of the origin in R
3, say Bε(0), ε > 0, (cf.
[12, Theorem 10.3(b), Lemma 10.1(c)]). Therefore, ZT possesses exponential moments in Bε(0) and
hence each component has finite moments of every order.
The dynamic of the price process S = (St)t∈[0,T ], St := exp(Xt), is given by
dSt = St
√
VtdW
1
t . (5.8)
From [23, Corollary 3.4], S is a martingale. We assume that S is square integrable, that is ST ∈ L2(P).
According to [27, Theorem 2.14, Example 2.19], the square integrability of SzT = exp(zXT ) for z ∈C
is equivalent to the existence up to time T of the solution of the Riccati equation (5.4) starting at
u= (2Re(z),0)⊤, that is T < t+(2Re(z)). In particular we assume that T < t+(2).
Let z ∈ C be such that z = R+ iIm(z), where E[exp(2RXT )] < +∞. The complex-valued process
H(z)t = E[exp(zXT )|Ft ] is a square integrable martingale. We set
r0z1,z2 := φt(z1,0)+φt(z2,0) (5.9)
r1z1,z2 := ψt(z1,0)+ψt(z2,0) . (5.10)
The next formula was established in [25, Eq. (5.18)]. For completeness we give the proof in the
appendix.
Proposition 5.1. Let z j ∈C, z j = R j+ iIm(z j), with R j ∈R such that E[exp(2R jXT )]<+∞, j= 1,2.
Then
E[VtH(z1)tH(z2)t ] = S
z1+z2
0 e
r0z1,z2×
exp
(
φt(z1+ z2,r
1
z1,z2)+ψt(z1+ z2,r
1
z1,z2)V0
)×
∂u2
[
φt(z1+ z2,u2)+ψt(z1+ z2,u2)V0
]∣∣∣
u2=r1z1,z2
.
(5.11)
Semi-Static Variance-Optimal Hedging. We now discuss the inner variance-optimal problem in
(2.5) for the variance swap η0 in Heston model and compute the quantities A, B andC defined in (2.7).
For notation we refer to Corollary 3.4 (ii). Setting
dQt := d〈V c,V c〉t − d〈X
c,V c〉t
d〈X c,X c〉t d〈X
c,V c〉t =
(
c22t −
c12t
c11t
c12t
)
dt,
(5.2) yields
c11t =Vt , c
12
t = ρσVt , c
22
t = σ
2Vt , c
j3
t = 0, j = 1,2,3,
and hence
dQt = σ
2(1−ρ2)Vtdt. (5.12)
We recall that for η0 ∈ L2(P) defined as in (5.1), we define the square integrable martingale
H0 = (H0t )t∈[0,T ] by H0t := E[η0|Ft ], t ∈ [0,T ].
Proposition 5.2. Let A := E[〈L0,L0〉T ], L0 being the residual in the GKW decomposition of H0 with
respect to S. Then
A= σ 2(1−ρ2)
∫ T
0
α2(t)[(V0−κ)e−λt +κ ]dt,
where α(t) := 1λ
(
1− e−λ(T−t)).
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Proof. The process (X ,V, [X ,X ]) is a square integrable semimartingale and the random variables Xt ,
Vt and [X ,X ]t have finite moments of every order, for every t ≤ T . We first show that the formula
H0t = f
0(t,Vt , [X ,X ]t) holds, where the function (t,v,w) 7→ f 0(t,v,w) has to be determined. From
Proposition 5.1, we get
E[Vt ] = E[H(0)tH(0)tVt ] = ∂u2
[
φt(0,u2)+ψt(0,u2)V0
]∣∣∣
u2=0
. (5.13)
Notice that ∆(0) = λ > 0. Hence, to compute the derivative in (5.13), we take the expressions of φ
and ψ in (5.6) and (5.7) for ∆(u1) 6= 0. By direct computation we then get
∂u2φt(0,u2)
∣∣
u2=0
= κ(1− e−λt) , ∂u2ψt(0,u2)
∣∣
u2=0
= e−λt
and therefore (5.13) becomes
E[Vt ] = κ(1− e−λt)+ e−λtV0. (5.14)
Now, using the homogeneous Markov property of V with respect to the filtration F, we get
E[Vs|Ft ] = κ(1− e−λ(s−t))+ e−λ(s−t)Vt , s≥ t.
Therefore, by Fubini’s theorem,
H0t + k
swap = E[[X ,X ]T |Ft ] =
∫ t
0
Vsds+
∫ T
t
[
κ
(
1− e−λ(s−t))+ e−λ(s−t)Vt]ds
and hence
H0t + k
swap = β (t)+α(t)Vt +[X ,X ]t, t ∈ [0,T ],
where
α(t) :=
1
λ
(
1− e−λ(T−t)), β (t) := κ
λ
(
λ (T − t)−1+ e−λ(T−t)), t ∈ [0,T ].
So, we see that H0t + k
swap = f 0(t,Vt , [X ,X ]t) where
f 0(t,v,w) = β (t)+α(t)v+w; ∂v f
0 = α(t). (5.15)
By Corollary 3.4 (ii), (3.24) and (5.12) we get
〈L0,L0〉T =
∫ T
0
α2(t)dQt = σ
2(1−ρ2)
∫ T
0
α2(t)Vtdt.
Hence
A= σ 2(1−ρ2)
∫ T
0
α2(t)E[Vt ]dt.
The explicit computation of E[Vt ] is given in (5.14) and the proof is complete.
As a next step, we compute the vector B in (2.8). Recall that, if z ∈ S j, then E[ezXT ] < +∞.
Therefore, the solution of the Riccati equation starting at (z,0) exists up to time T , (cf. [27]).
Remark 5.3. We remark that, because of the affine formula (4.30) and by continuity of (X,V) (t,ω ,z) 7→
H(ω ,z)t is P⊗B(S j)-measurable, for every j = 1, . . . ,d. Therefore, from Theorems 4.6 and 4.9
we get
ϑ j =
∫
S j
H(z)t
St
(
z+σρψT−t(z,0)
)
ζ j(dz).
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Notice that in the following two propositions we can consider the determination of ψ and φ in
(5.6) and (5.7) for ∆(u1) 6= 0. Indeed, there exist only two complex numbers u j1, j = 1,2, such that
∆(u j1) = 0 and, by assumption, ζ is a non-atomic measure.
Proposition 5.4. Let B ∈ Rd be defined as in (2.8). Then, for j = 1, . . . ,d,
B j = σ 2(1−ρ2)
∫ T
0
∫
S j
α(t)E
[
H(z)tVt
]
ψT−t(z,0)ζ j(dz)dt
where
E[H(z)tVt ] = S
z
0e
r0z,0 exp
(
φt(z,r
1
z,0)+ψt(z,r
1
z,0)V0
)
∂u2
[
φt(z,u2)+ψt(z,u2)V0
]∣∣∣
u2=r1z,0
Proof. The components of the vector B= (B1, . . . ,Bd)⊤ are B j = E[〈L0,L j〉T ], j = 1, . . . ,d, where L j
is the residual in the GKW decomposition of H j with respect to S, j = 1, . . . ,d. We start comput-
ing 〈L0,L(z)〉, where L0 and L(z) are the residuals in the GKW-decomposition of H0 and H(z) (see
(4.14)) with respect to S, respectively. From (5.15) and (4.32), according to (3.24) (applied now to the
complex-valued square integrable martingale L(z)) and (5.12), we deduce
d〈L0,L(z)〉t = ∂v f (t,Xt ,Vt ,z)∂v f 0(t,Xt ,Vt , [X ,X ]t)dQt
= σ 2(1−ρ2)α(t)ψT−t(z,0)H(z)tVtdt.
Using the affine formula (5.3), the process K(z)t := σ
2(1−ρ2)α(t)ψT−t(z,0)H(z)tVt is jointly pro-
gressively measurable. Therefore, from Theorem 4.9 we can apply Theorem 4.6 and deduce
L j =
∫
S j
L(z)ζ j(dz).
Hence, because supz∈S E[|L(z)T |2]≤ supz∈S E[|H(z)T |2]<+∞, Proposition 4.2 (iii) yields
〈L0,L j〉T = σ 2(1−ρ2)
∫ T
0
∫
S j
α(t)ψT−t(z,0)H(z)tVtζ j(dz)dt , j = 1, . . . ,d. (5.16)
To compute B j, we apply Theorem 4.9, Proposition 4.2 (ii) and Fubini’s theorem to exchange expect-
ation and integrals on the right-hand side of (5.16). The explicit expression of E[H(z)tVt ] is now given
by Proposition 5.1 setting z1 = z and z2 = 0. The proof is now complete
As a last step, we compute the covariance matrix C.
Proposition 5.5. Let C = (Ci j)i, j=1,...,d be defined as in (2.8). Then, for i, j = 1, . . . ,n,
Ci j = σ 2(1−ρ2)
∫ T
0
∫
S i
∫
S j
ψT−t(z1,0)ψT−t(z2,0)E
[
H(z1)tH(z2)tVt
]
ζ j(dz2)ζ
i(dz1)dt ,
where the explicit expression of E
[
H(z1)tH(z2)tVt
]
is given by Proposition 5.1.
Proof. By definition, we have Ci j = E
[〈Li,L j〉T ], j = 1, . . . ,n. Furthermore, from (3.24), we get
d〈L(z1),L(z2)〉t = ∂v f (t,Xt ,Vt ,z1)∂v f (t,Xt ,Vt ,z2)dQt
= σ 2(1−ρ2)ψT−t(z1,0)ψT−t(z2,0)H(z1)tH(z2)tVtdt
=: K(z1,z2)dt,
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where f is given in (4.32). By the affine formula, K(z1,z2) is a jointly predictable process. From
Theorem 4.9 and Theorem 4.6 we deduce
Li =
∫
S i
L(z)ζ i(dz), L j =
∫
S j
L(z)ζ j(dz), i, j = 1, . . . ,d.
Theorem 4.8 (ii) now yields
〈Li,L j〉T = σ 2(1−ρ2)
∫ T
0
∫
S i
∫
S j
ψT−t(z1,0)ψT−t(z2,0)H(z1)tH(z2)tVtζ j(dz2)ζ i(dz1)dt.
From Proposition 4.2 (ii) and Proposition 5.1, the claim of the proposition follows and the proof is
complete.
5.2 The 3/2-Model
We consider the bivariate continuous stochastic volatility model described by the continuous semi-
martingale (X ,V ), where
dXt =−Vt
2
dt+
√
VtdW
1
t , dVt =Vt(λ −κVt)dt+σV 3/2t dW 2t , V0 > 0. (5.17)
This model is usually called the 3/2-model and has been considered e. g. in [28, 6]. As in the He-
ston model, (W 1,W 2) is a correlated two-dimensional Brownian motion with predictable covariation
〈W 1,W 2〉t = ρt, ρ ∈ [−1,1]. To have a well-defined model, we assume κ ≥−σ 2/2 (see [10, Eq. (3)])
which ensures non-explosion of V in finite time. Notice that the non-explosion condition is always
satisfied whenever κ > 0, as we assume. Under the non-explosion condition Vt > 0 for all t ∈ [0,T ].
Note that the two dimensional semimartingale (X ,V ) given by (5.17) is not an affine process.
For the computation of the conditional moment generating function we mainly refer to [15], that
is we regard 3/2-model as a special case of the so-called 4/2-model. More precisely, setting a = 0,
b= 1 and r = 0 in [15, Eq. (2.1)], we get the dynamics of the price process S = eX in the 3/2-model
under the local martingale measure, and hence of X = log(S). We stress that, denoting by κG,θG,σG
the parameters in [15, Eq. (2.2)], the relation between λ , κ and σ in (5.17) and κG,θG,σG is
κ = κGθG−σ 2G, λ = κG, σ =−σG. (5.18)
In [22, Proposition 6.3.2.1] the transition density of the process process R= (Rt)t∈[0,T ], Rt := 1/Vt
is given. Therefore, denoting by fRt (·) and fVt(·) the density function of the distribution of Rt and Vt ,
respectively, and using the relation fVt(v) = x
−2 fRt (v
−1), we obtain the density function of Vt , which
is given by fVt(v) = 0 for v≤ 0 and for v> 0
fVt (v) =
1
2v2
4λ
σ 2(eλt −1) exp
(
λ
(
1+
q
2
)
t− 2λ
σ 2(eλt −1)
( 1
V0
+
eλt
v
))(V0
v
)q/2
×
Iq
(
4λe
λ
2
t
σ 2(eλt −1)√V0v
)
,
(5.19)
where q := 2(κ +σ 2)/σ 2−1 and Ip(·) denotes the modified Bessel function of the first kind. Knowing
the density of Vt , we can compute the (non-integer) moments of Vt .
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From [15, p17], denoting by M(a,b, ·) the confluent hypergeometric function, we get
E
[
V
η
t
]
=
(
2λeλt
σ 2(eλt −1)
)η
exp
(
− 2λ
σ 2(eλt −1)V0
)
Γ(q+1−η)
Γ(q+1)
×
M
(
q+1−η ,q+1, 2λ
σ 2(eλt −1)V0
)
,
(5.20)
for η ∈R such that q+1−η > 0. By definition of q and because κ > 0, this condition is in particular
satisfied if η = 2. Furthermore, there exists an ε > 0 such that (5.20) is true also for 2+ ε : In 3/2-
model, contrarily to Heston model, Vt does not have finite moments of every order. However, (5.20)
is a useful formula to infer, in function of the parameters κ and σ 2 of the model, up to which number
η > 2, the random variable V ηt is integrable: If, for example, κ = 1 and σ
2 = 0.2, then E[Vηt ]< +∞
for η < 13.
In [15, Proposition 3.1], conditions on the parameters of the model are given to ensure integrability
of exp(zXT ), which read as Re(z) ∈A0,+∞, where the set A0,+∞ is defined in [15, Eq. (3.7)].
For z ∈ C such that exp(zXT ) is integrable, in the next step we deduce the explicit expression of
the square integrable complex-valued martingale H(z)t := E[exp(zXT )|Ft ], t ≥ 0.
Recalling the relation M(x,y,z) = ezM(y−x,y,−z), z∈C, for the confluent hypergeometric func-
tion, from [15, Eq. (3.3)] with a= 0 and b= 1, we obtain
H(z)t = e
zXtg(t,Vt ,z) , (5.21)
where the function g is given by
g(t,v,z) :=
Γ(βz−αz)
Γ(βz)
(
2λ
vσ 2(eλ(T−t)−1)
)αz
M
(
αz,βz,− 2λ
vσ 2(eλ(T−t)−1)
)
(5.22)
and
αz =−1
2
− κ˜z
σ 2
+ cz , βz = 1+2cz , κ˜z = k− zρσ , cz :=
√(
1
2
+
κ˜z
σ 2
)2
+
z− z2
σ 2
. (5.23)
Takingmz as in [15, Eq. (3.5)] with a= 0 and b= 1, then cz =
mz
2
. Using the properties of the confluent
hypergeometric function M(x,y,z), we get the derivative with respect to v of g in (5.22):
∂vg(t,v,z) =
αz
v
(
γ(t,v)
)αz Γ(βz−αz)
Γ(βz)
[
γ(t,v)
βz
M
(
αz+1,βz+1,−γ(t,v)
)−M(αz,βz,−γ(t,v))] (5.24)
where
γ(t,v) :=
2λ
σ 2(eλ(T−t)−1)v . (5.25)
To ensure that the price process S = eX is a true martingale the so-called Feller condition, which
reads
κ −ρσ ≥−σ
2
2
, (5.26)
is sufficient (see [10, Eq. (4)] or [15, Remark 3.3] with the identification of parameter in (5.18)).
Notice that, if ρ ≤ 0, then (5.26) is always satisfied. To get square integrability of St , t ∈ [0,T ], we
require 2 ∈A0,+∞.
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In the following, we consider square integrable contingent claims η j, j = 1, . . . ,d and denote by
H j the associated square integrable martingalesH
j
t := E[η
j|Ft ]. We assume that the pay-off function
h j of η j has the representation in (4.11) with respect to a complex-valued non-atomic finite measure
ζ j on the strip S j = {z ∈C : z= R j+ Im(z)}, where E[exp(2R jXT )]<+∞. In addition, we consider
the variance swap η0 = [X ,X ]T −kswap. Analyzing the explicit expression of the Laplace transform of
η0, which was calculated in [6, Theorem 3] (cf. also [15, Appendix A]), it follows that it is defined in
an open neighbourhood of zero. Therefore η0 has finite moments of every order and we can consider
the associated martingale H0t := E[η
0|Ft ], t ∈ [0,T ], which is, in particular, square integrable.
Variance-Optimal Semi-Static Hedging. As for the Heston model we define
dQt := d〈V c,V c〉t − d〈X
c,V c〉t
d〈X c,X c〉t d〈X
c,V c〉t =
(
c22t −
c12t
c11t
c12t
)
dt,
from (5.17) we see that
c11t =Vt , c
12
t = ρσV
2
t , c
22
t = σ
2V 3t , c
j3
t = 0, j = 1,2,3,
and hence
dQt = σ
2(1−ρ2)V 3t dt. (5.27)
Proposition 5.6. Let A = E[〈L0,L0〉T ], L0 being the residual in the GKW-decomposition of H0 with
respect to S. Then
A=
σ 2(1−ρ2)
2
V0
∫ T
0
∫ ∞
0
{ 4
σ 2λ (eλt −1) exp
(
λ
(
1+
q
2
)
t− 2λ
σ 2(eλt −1)
( 1
V0
+
eλt
v
))( v
V0
)1−q/2
×
((
eλ(T−t)−1)h′(eλ(T−t)−1
λ
v
))2
Iq
( 4λe λ2 t
σ 2(eλt −1)√vV0
)}
dvdt ,
where h is given by
h(y) :=
∫ y
0
e−2/xσ
2
x2k/σ
2
∫ ∞
x
2
σ 2
e2/uσ
2
u−2k/σ
2−2dudx (5.28)
with derivative
h′(y) = e−2/yσ
2
y2k/σ
2
∫ ∞
y
2
σ 2
e2/uσ
2
u−2k/σ
2−2du . (5.29)
Proof. By continuity, the semimartingale (X ,V, [X ,X ]) is locally square integrable. To compute A we
start from (2.8). Because of the Markov property of V with respect to F and [6, Theorem 4], we have
H0t + k
swap =
∫ t
0
Vsds+E
[∫ T
t
Vsds
∣∣∣Ft]
=
∫ t
0
Vsds+h
(eλ(T−t)−1
λ
Vt
)
.
(5.30)
The function h in (5.28) is twice continuously differentiable and satisfies an ODE of the second order
(cf. [6, Eq. (81)]). Hence we see that H0t = f
0(t,Vt , [X ,X ]t), where
f 0(t,v,w) = h
(eλ(T−t)−1
λ
v
)
+w; ∂v f
0 = h′
(eλ(T−t)−1
λ
v
)eλ(T−t)−1
λ
. (5.31)
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By Corollary 3.4 (ii), (3.24) and (5.27) we obtain
〈L0,L0〉T = σ 2(1−ρ2)
∫ T
0
{
h′
(eλ(T−t)−1
λ
Vt
)eλ(T−t)−1
λ
}2
V 3t dt.
Therefore,
A= E[〈L0,L0〉T ]
= σ 2(1−ρ2)
∫ T
0
(eλ(T−t)−1
λ
)2
E
[
h′
(eλ(T−t)−1
λ
Vt
)2
V 3t
]
dt .
To complete the proof, it is now sufficient to compute the expectation in the previous formula using
the density of Vt and (5.29). Notice that, because of Fubini’s theorem, the inner expectation is finite
for almost all t ∈ [0,T ]. The proof of the proposition is now complete.
Remark 5.7. We remark that, from (5.21) and (5.22), the mapping (t,ω ,z) 7→ H(ω ,z)t is P ⊗
B(S j)-measurable, for every j = 1, . . . ,d, by continuity of (X ,V ). Therefore, we can apply The-
orems 4.6 and 4.9 to obtain
ϑ j =
∫
S j
1
St
(
zH(z)t +σρ∂vg(t,Vt ,z)Vt
)
ζ j(dz).
As a next step, we compute the vector B of the covariation of η0 with η1, . . . ,ηd , using formula
(2.8). We recall that η1, . . . ,ηd are square integrable European options with representation as in
(4.11), while H j denotes the square integrable martingale associated with η j, j = 1, . . . ,d.
Proposition 5.8. Let B= (B1, . . . ,Bd)⊤ be defined as in (2.8). If, for j= 1, . . . ,d, the square integrable
European option η j has the representation (4.11), then
B j =
σ 2(1−ρ2)
2
V0
∫ T
0
∫
S j
∫ ∞
0
{
exp
(
zX0+λ
(q
2
+1− zρ
σ
)
t− 2λ
σ 2(eλt −1)
( 1
V0
+
eλt
v
))
×
× 4
σ 2(eλt −1)h
′
(eλ(T−t)−1
λ
v
)(
eλ(T−t)−1)∂vg(t,v,z)×
× I 2
σ2
√
Bz
( 4λe λ2 t
σ 2(eλt −1)√vV0
)( v
V0
)zρ/σ+1−q/2}
dvζ j(dz)dt,
where
Bz :=
(
κ +
σ 2
2
)2
+2σ 2
[
z
(
ρ
σ
(
κ +
σ 2
2
)
− 1
2
)
+
z2
2
(1−ρ2)
]
. (5.32)
Proof. The proof is completely analogous to the one of Proposition 5.4, at least up to the computation
of the expectation of 〈L0,L j〉T . The components of the vector B= (B1, . . . ,Bd)⊤ are B j =E[〈L0,L j〉T ],
j= 1, . . . ,d, where L j is the residual in the GKW decomposition of H j with respect to S, j = 1, . . . ,d.
We start computing 〈L0,L(z)〉, where L0 and L(z) are the residuals in the GKW-decomposition of H0
and H(z) (see (4.14)) with respect to S, respectively. From (5.31), (5.21), (5.22) and (5.27), because
of (3.24), we deduce:
d〈L0,L(z)〉t = σ 2(1−ρ2)h′
(eλ(T−t)−1
λ
Vt
)eλ(T−t)−1
λ
∂vg(t,Vt ,z)V
3
t e
zXtdt =: K(z)tdt.
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Clearly, (t,ω ,z) 7→ K(ω ,z)t is a jointly predictable mapping. Furthermore, from Theorem 4.9 we can
apply Theorem 4.6 to get
L j =
∫
S j
L(z)ζ (dx), j = 1, . . . ,d.
Because of supz∈S j E[|L(z)t |2]<+∞, we can apply Proposition 4.2 (iii) and deduce
〈L0,L j〉t =
∫
S j
〈L0,L(z)〉tζ j(dz)
= σ 2(1−ρ2)
∫ t
0
∫
S j
h′
(eλ(T−s)−1
λ
Vs
)eλ(T−s)−1
λ
ezXs∂vg(s,Vs,z)V
3
s ζ
j(dz)ds.
Therefore, Proposition 4.2 (ii) and Fubini’s theorem yield
B j = σ 2(1−ρ2)
∫ T
0
∫
S j
E
[
h′
(eλ(T−s)−1
λ
Vs
)eλ(T−s)−1
λ
∂vg(s,Vs,z)V
3
s e
zXs
]
ζ j(dz)ds, (5.33)
for j = 1, . . . ,d. We now compute the inner expectation in (5.33). We have
E
[
h′
(eλ(T−t)−1
λ
Vt
) (eλ(T−t)−1)
λ
V 3t ∂vg(t,Vt ,z)e
zXt
]
= E
[
h′
(eλ(T−t)−1
λ
Vt
) (eλ(T−t)−1)
λ
V 3t ∂vg(t,Vt ,z)E
[
ezXt |Vt
]]
.
(5.34)
To compute the conditional expectation E[ezXt |Vt ] we apply the results of [15]. If (Rt)t∈[0,T ] denotes
the volatility process of [15] (cf. [15, Eq. (2.2)]), we have Rt =V
−1
t . Because Vt does not vanish nor
explode, the σ -algebras generated by Vt and Rt coincide. Therefore, from [15, Proposition 4.1], with
a= 0 and b= 1, recalling (5.18), we get
E
[
ezXt |Vt
]
= exp
(
zX0− zλρ
σ
t
)(
Vt
V0
) zρ
σ
I 2
σ2
√
Bz
(
4λe
λ
2
t
σ2(eλ t−1)√V0Vt
)
Iq
(
4λe
λ
2
t
σ2(eλ t−1)√V0Vt
) , (5.35)
where Ip(x) denotes the modified Bessel function of the first kind and Bz is as in (5.32). Hence,
inserting (5.35) in (5.34) and using the expression of the density of Vt (cf. (5.19)), the statement
follows from (5.33).
We now compute the covariance matrix C.
Proposition 5.9. Let C = (Ci j)i, j=1,...,d be defined as in (2.8). Then, for i, j = 1, . . . ,d,
Ci j =
σ 2(1−ρ2)
2
V0
∫ T
0
∫
S i
∫
S j
∫ ∞
0
{
exp
(
(z1+ z2)X0+λ
(q
2
+1− z1+ z2
σ
ρ
)
t
)
×
4λ
σ 2(eλt −1) exp
(
− 2λ
σ 2(eλt −1)
( 1
V0
+
eλt
v
))
∂vg(t,v,z1)∂vg(t,v,z2)×
×
( v
V0
)(z1+z2)ρ/σ+1−q/2
I 2
σ2
√
Bz1+z2
( 4λe λ2 t
σ 2(eλt −1)√vV0
)}
dvζ j(dz2)ζ
i(dz1)dt,
where g is defined in (5.22) and Bz in (5.32). The expression of the partial derivative ∂vg is given in
(5.24).
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Proof. We proceed as in Proposition 5.5: By definition, we have Ci j = E
[〈Li,L j〉T ], j = 1, . . . ,d.
Furthermore, from (3.24) and (5.27), we get
d〈L(z1),L(z2)〉t = ∂v f (t,Xt ,Vt ,z1)∂v f (t,Xt ,Vt ,z2)dQt
= σ 2(1−ρ2)∂vg(t,Vt ,z1)∂vg(t,Vt ,z2)V 3s e(z1+z2)Xtdt
=: K(z1,z2)tdt,
and (t,ω ,z1,z2) 7→ K(ω ,z1,z2)t is a jointly progressively measurable process. As in Proposition 5.5,
we now deduce
Ci j = σ 2(1−ρ2)
∫ T
0
∫
S i
∫
S j
E
[
V 3s ∂vg(s,Vs,z1)∂vg(s,Vs,z2)e
(z1+z2)Xs
]
ζ j(dz2)ζ
i(dz1)ds
= σ 2(1−ρ2)
∫ T
0
∫
S i
∫
S j
E
[
V 3s ∂vg(s,Vs,z1)∂vg(s,Vs,z2)E
[
e(z1+z2)Xs
∣∣Vs]]ζ j(dz2)ζ i(dz1)ds,
(5.36)
for every i, j = 1, . . . ,d. From (5.35) with z= z1+ z2 we can compute the conditional expectation on
the right-hand side of (5.36). The statement of the proposition follows computing the outer expectation
on the right-hand side of (5.36) with the help of the density function of Vt (cf. (5.19)) and the proof is
complete.
Appendix A Moments in Heston Model
This appendix is devoted to the proof Proposition 5.1. We start with a preliminary lemma. The
notation was introduced in (5.9) and (5.10).
Lemma A.1. Let R j ∈ R be such that E[exp(2R jXT )]<+∞, j = 1,2. Then there exists ε = ε(t)> 0
such that E[exp((R1+R2)Xt +(r
1
R1,R2
+ ε)Vt)]<+∞ for every t ∈ [0,T ]. In particular, the solution of
the Riccati equation (5.4) starting at (R1+R2,u) exists up to time T , for each u ∈ R in the interval
(r1
R1,R2
− ε ,r1
R1,R2
+ ε) and VtH(R
1)tH(R
2)t is integrable, for every fixed t ∈ [0,T ].
Proof. Because of the affine structure of the Heston model, we have
H(R1)tH(R
2)t = exp
(
r0
R1,R2
)
exp
(
(R1+R2)Xt + r
1
R1,R2Vt
)
. (A.1)
The left-hand side of the previous identity is integrable by the assumptions on R1 and R2. Hence also
the right-hand side of (A.1) is integrable. Therefore, (R1+R2,r1
R1,R2
) belongs to the open set (see [12,
Theorem 10.3(b), Lemma 10.1(c)]) M(t) := {(u1,u2) ∈C2 : E[eu1Xt+u2Vt ]<+∞}, for every t ∈ [0,T ].
So, for every t ∈ [0,T ], there exists ε = ε(t)> 0 such that (R1+R2,r1
R1,R2
±ε)∈M(t). BecauseVt ≥ 0,
using Taylor expansion of eεVt , we deduce
VtH(R
1)tH(R
2)t =Vt exp
(
r0
R1,R2
)
exp
(
(R1+R2)Xt + r
1
R1,R2Vt
)
≤ 1
ε
exp
(
r0
R1,R2
)
exp
(
(R1+R2)Xt +(r
1
R1,R2 + ε)Vt
)
and the right-hand side is integrable. The existence of the solution of the Riccati equation starting at
(R1+R2,r1
R1,R2
) follows from [27, Theorem 2.14, Example 2.19]. The proof is now complete.
We are now ready to give a proof of Proposition 5.1.
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Proof of Proposition 5.1. Notice thatVtH(z1)tH(z2)t is integrable. This follows from Lemma A.1 and
the estimate
|VtH(z1)tH(z2)t | ≤VtH(R1)tH(R2)t , t ∈ [0,T ].
Because H(z j)t = exp
(
φT−t(z j,0))+ψT−t(z j,0))Vt + z jXt
)
, j = 1,2, the Heston model being affine,
we also have
H(z1)tH(z2)t = exp
(
r0z1,z2
)
exp
(
(z1+ z2)Xt + r
1
z1,z2Vt
)
,
which implies the integrability of the right-hand side. From Lemma A.1 this holds also for each u ∈C
such that u ∈ Bε˜(r1z1,z2), ε˜ = ε/2, where ε = ε(t) > 0 is as in Lemma A.1 and Bδ (z) denotes the
open ball in the complex plane centered in z ∈ C and of radius δ > 0. From the affine formula, for
u ∈ Bε˜(r1z1,z2), we deduce
E
[
exp
(
(z1+ z2)Xt +uVt
)]
= exp
(
φt((z1+ z2),u))+ (z1+ z2)X0+ψt((z1+ z2),u)V0
)
.
(A.2)
Now, setting g(t,u) := exp((z1+ z2)Xt +uVt), we have
VtH(z1)tH(z2)t = exp
(
r0z1,z2
)
∂ug(t,u)
∣∣
u=r1z1,z2
,
so
E
[
VtH(z1)tH(z2)t
]
= exp
(
r0z1,z2
)
E
[
∂ug(t,u)
∣∣
u=r1z1,z2
]
.
Our aim is now to exchange expectation and derivative in the previous formula. Taking the supremum
over u ∈ Bε˜
(
r1z1,z2
)
we get
supu
∣∣∂ug(t,u)∣∣
= supu
∣∣Vt exp((z1+ z2)Xt +uVt)∣∣
=Vt supu
(
exp
(
(R1+R2)Xt +Re(u)Vt
))
≤Vt supu
(
exp
(
(R1+R2)Xt +
(
Re
(
r1z1,z2
)
+ ε˜
)
Vt
)
≤Vt exp
(
(R1+R2)Xt +
(
r1R1,R2 + ε˜
)
Vt
)
≤ 2
ε
exp
(
(R1+R2)Xt +
(
r1
R1,R2 + ε
)
Vt
)
,
where, in the second estimation we used Re(ψt(z)) ≤ ψt(Re(z)), for every z ∈ C2. The last term in
the previous estimation is integrable because of Lemma A.1 and therefore we can exchange derivative
and expectation in the following computation:
E
[
VtH(z1)tH(z2)t
]
= exp
(
r0z1,z2
)
E
[
∂ug(t,u)
∣∣
u=r1z1,z2
]
= exp
(
r0z1,z2
)
∂uE
[
g(t,u)
]∣∣∣
u=r1z1,z2
.
Using now (A.2) and computing the derivative, the statement follows because, from Lemma A.1, the
solution of the Riccati equation starting at (z1+ z2,u) exists up to time T , for each u in Bε˜
(
r1z1,z2
)
.
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