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”The more we learn about the
world, and the deeper our learning,
the more conscious, specific, and ar-
ticulate will be our knowledge of
what we do not know, our knowledge
of our ignorance. For this, indeed, is
the main source of our ignorance —
the fact that our knowledge can be
only finite, while our ignorance must
necessarily be infinite”
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Growth of Scientific Knowledge, 1963
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matter. Try again. Fail again. Fail
better.”
Samuel Beckett, Worstward Ho, 1983
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Resumo
Modelos bidimensionais de gravitac¸a˜o surgem naturalmente na descric¸a˜o de diversos fenoˆmenos
f´ısicos. Grande parte desses modelos visam entender o processo de criac¸a˜o do Universo no cena´rio
pre´ Big-Bang, provendo tambe´m testes na˜o-triviais no contexto da teoria quaˆntica de campos.
A gravitac¸a˜o bidimensional acoplada com o campo dilaton (G2dD) vem sendo bastante
estudada. Ela se mostra como um sistema integra´vel na teoria cla´ssica, assim, a estruturac¸a˜o da
integrabilidade nos possibilita entender as soluc¸o˜es cla´ssicas na˜o-perturbativas e assim proceder
com as quantizac¸a˜o. A G2dD e´ bastante similar com o modelo sigma na˜o linear (SNL), que
tambe´m e´ integra´vel. No entanto, diferente da G2dD, o SNL na˜o e´ quantiza´vel usando a teoria
de sistemas integra´veis - isso ocorre grac¸as ao comportamento amb´ıguo entre os pareˆnteses
de Poisson de suas matrizes de monodromia, que codificam todas as informac¸o˜es do modelo
integra´vel.
Recentemente, um interessante modelo da gravitac¸a˜o quaˆntica foi proposta por Horˇava. Esse
modelo, chamado de Horˇava-Lifshitz (HL), vem sendo extensivamente estudado e explorado no
meio cient´ıfico. Ele propo˜e alterac¸o˜es na gravitac¸a˜o de Einstein de forma que a mesma seja
renormaliza´vel e, consequentemente, quantiza´vel. Para ser uma teoria coerente, a HL deve
tender a relatividade padra˜o de Einstein nos limites de baixas energias. Outro fato importante
e´ que para altas energias a HL se transforma numa teoria bidimensional efetiva.
Utilizando o HL como uma motivac¸a˜o, estudamos a gravitac¸a˜o bidimensional atrave´s do
formalismo da Integrabilidade. Calculamos os pareˆnteses de Poisson entre as matrizes de mo-
nodromia do modelo principal do campo quiral (PCM), que e´ um tipo de SNL bidimensional,
e obtivemos a ambiguidade dessa estrutura. O mesmo foi feito para a G2dD, cujo resultado
foi u´nico e via´vel. Comparamos enta˜o as caracter´ısticas e peculiaridades entre o PCM e a
G2dD e observamos o papel fundamental que o dilaton possui: viabilizar a estrutura de Poisson,
tornando o modelo quantiza´vel pelo formalismo da integrabilidade.
Visando tornar o trabalho acess´ıvel a todo pu´blico interessado nessa a´rea da F´ısica, fizemos
uma revisa˜o sobre grande parte dos pontos cruciais da teoria que sa˜o importantes para o enten-
dimento do nosso resultado. Achamos necessa´rio tambe´m preencher nosso trabalho com muita
a´lgebra, levando em considerac¸a˜o o nu´mero elevado de pontos sutis.
Abstract
Two-dimensional models of gravitation arise naturally in the description of various physical
phenomena. Most of these models aim to understand the process of creating the universe in the
pre-Big Bang scenario, as well as provide various non-trivial tests in the context of the quantum
field theory.
The two-dimensional gravity coupled with dilaton field (G2dD) has been a subject of intense
research in the recent years. It has integrable structure in the classical theory, and, therefore,
allows one to understand both the classical non-perturbative solutions, as well as proceed with
the quantization of the model. The G2dD has a similar to the nonlinear sigma model (SNL)
structure, which is also integrable on the classical level. However, unlike G2dD, SNL is not
quantizable easily using the theory of integrable systems - this is due to the ambiguous behavior
of the algebra of the monodromy matrices, which encode the complete information of integrable
structure.
Recently, an interesting model of quantum gravity has been proposed by Horˇava. This
model, called Horˇava-Lifshitz (HL), has been extensively studied and explored in the scientific
community in the last few years. He proposed changes in Einstein’s gravitation theory so that
it is renormalizable and therefore makes sense in the context of the quantum field theory. To be
a coherent theory, HL must tend to the standard Einstein’s relativity in the low-energy limits,
and one of the consequences of the HL theory is the important feature that for high energies HL
becomes effectively a two-dimensional theory.
Using the HL as a motivation, we study two-dimensional gravitation utilizing the formalism
of integrability. We calculate the Poisson brackets between monodromy matrices of the principal
chiral model(PCM), which is a type of two-dimensional SNL, and show how the ambiguity of this
structure appears. The same is done for G2dD, where we show that the ambiguity is removed,
and the result is unique and well-defined. We then compare the characteristics and peculiarities
between the PCM and G2dD and note the key role played by the dilaton field, due to which
the Poisson structure becomes regularized, making the model quantizable in the framework of
integrable models.
Aiming to make the work accessible to everyone interested in this area of physics, we review
in details most of the crucial points, that are important for understanding of our results, and
include various non-trivial calculations explicitly, which should be especially useful for interested
students.
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11 Introduc¸a˜o
Os me´todos e aplicac¸o˜es da teoria de sistemas integra´veis sa˜o aceitos como os meios mais
eficazes na ana´lise de uma vasta gama de fenoˆmenos f´ısicos bidimensionais - desde a f´ısica da
mate´ria condensada [1] com os modelos de sine-gordon, Schroedinger na˜o linear, 6-ve´rtices na˜o
linear, 8-ve´rtices na˜o linear, ate´ os recentes progressos na teoria de cordas [2–10] com a cor-
respondeˆncia AdS/CFT e a pro´pria gravitac¸a˜o quaˆntica com a teoria de Horˇava-Lifshitz, como
veremos adiante. Assim, a Integrabilidade dispo˜e de um robusto arcabouc¸o para o estudo de
diversos modelos que sa˜o ate´ inacess´ıveis por meio de outros formalismos. A ide´ia da Integrabi-
lidade e´ obter soluc¸o˜es exatas de sistemas atrave´s de quadraturas (se´rie de operac¸o˜es alge´bricas
e resoluc¸a˜o de integrais), revelando uma perspectiva f´ısica na˜o perturbativa completa e rica.
Neste trabalho estudaremos um pouco do crite´rio de Liouville para definir a integrabilidade.
Esse crite´rio baseia-se no conhecido teorema de Liouville, proposto inicialmente no contexto do
formalismo Hamiltoniano da mecaˆnica cla´ssica. Assim, para um sistema ser integra´vel a` Liou-
ville, ele deve ser caracterizado por um espac¸o de fase 2n dimensional possuindo n quantidades
independentes em involuc¸a˜o. Existe enta˜o uma transformac¸a˜o canoˆnica que permite reescrever
as equac¸o˜es de movimento do sistema em termos de novas varia´veis, denominadas aˆngulo-ac¸a˜o.
Assim, a Hamiltoniana sendo independente dessas novas varia´veis, fica trivial a integrac¸a˜o das
equac¸o˜es de Hamilton. Observe que originalmente o teorema e´ va´lido somente para sistemas
finitos e discretos, no entanto pode ser estendido para o caso infinito-dimensional de campos.
O par de Lax e a condic¸a˜o de curvatura nula (CCN) sa˜o conceitos intimamente ligados a
integrabilidade. A estrutura de Lax foi introduzida por Peter Lax [11] em 1968 ao discutir a
f´ısica dos so´litons em meios cont´ınuos e consiste basicamente em encontrar uma representac¸a˜o
alternativa das equac¸o˜es de movimento de um dado modelo. Os elementos dessa estrutura sa˜o
um par de operadores diferenciais L e M dependentes de um paraˆmetro temporal que satisfazem
uma equac¸a˜o de compatibilidade (equac¸a˜o de Lax ). Essa estruturac¸a˜o de Lax vale para sistemas
finitos e infinitos e cont´ınuos, dessa forma, e´ utilizado em teorias de campo.
Embora existam outros me´todos [12] para se obter o par de Lax, em geral deve-se ’adivinhar’
uma expressa˜o para L levando a um M que satisfac¸a a equac¸a˜o de Lax. Esse incoveniente em
procurar expresso˜es adequadas para o par de operadores foi amenizada por uma te´cnica proposta
2por Ablowitz et al (1987). Atrave´s de um sistema sobredeterminado de equac¸o˜es diferenciais
ordina´rias eles obtiveram uma expressa˜o matricial, equivalente a equac¸a˜o de Lax, chamada de
condic¸a˜o de curvatura nula (CCN). Essa expressa˜o, por conter matrizes ao inve´s de operadores
diferenciais, e´ mais fa´cil de trabalhar e assim podemos, por processos mais simples de deduc¸a˜o,
encontrar uma expressa˜o para L tal que a CCN represente a equac¸a˜o de movimento do sistema.
Faddeev [13] tambe´m e´ um nome recorrente e fundamental nessa a´rea pois, ale´m de colaborar
com o desenvolvimento da CCN, descreveu diversos modelos utilizando esse formalismo.
Uma outra quantidade relevante nesse contexto e´ a matriz de monodromia TL(λ). Essa
matriz, que depende de um paraˆmetro espectral arbitra´rio λ , e´ definida com o objetivo de
transladar soluc¸o˜es. Como veremos adiante, o trac¸o dessa quantidade nos leva a uma famı´lia
de quantidades conservadas. Consequentemente, todas as propriedades espectrais do modelo
esta˜o codificadas no trac¸o da matriz de monodromia. Vale a pena destacar tambe´m, que ao
calcularmos os pareˆnteses de Poisson entre essas matrizes TL, pode-se provar a involuc¸a˜o e a
consequente integrabilidade do modelo.
O interessante do formalismo de Lax ou da CCN e´ que caso um modelo seja pass´ıvel desses
tipos de representac¸a˜o, ele e´ automaticamente integra´vel. Utilizamos essa estrutura no nosso
trabalho. Obtemos os pares de Lax e os respectivos pareˆnteses de Poisson entre as matrizes
de monodromia de dois modelos bidimensionais: modelo principal do campo quiral (PCM) e a
gravitac¸a˜o bidimensional acoplada ao campo dilaton (G2dD).
Como veremos adiante, o PCM e´ um tipo de campo quiral que possui valores num grupo
de Lie compacto. Ele ja´ vem sendo estudado ha´ bastante tempo no meio cient´ıfico, possuindo
assim uma literatura exaustiva (ver [14]). A caracter´ıstica central desse modelo e´ a na˜o ultralo-
calidade de sua a´lgebra, que se estende aos pareˆnteses de Poisson, possuindo assim termos que
divergem no infinito, violando a identidade de Jacobi. Por motivos dida´ticos vamos comprovar
essa qualidade anoˆmala do PCM - teremos dessa forma, uma metodologia de resoluc¸a˜o a ser
aplicada e comparada com outros modelos.
O interesse de se estudar modelos reduzidos a duas dimenso˜es reside no fato de surgirem
caracter´ısticas que no modelo original na˜o ocorria, ale´m e´ claro, de tambe´m serem mais simples
e representativos para o desenvolvimento de novas soluc¸o˜es. A teoria de Einstein por exemplo
ao ser reduzida, se torna integra´vel e possui soluc¸o˜es exatas [15], ja´ a de Horˇava-Lifshitz ainda
e´ nebulosa, mas possui caracter´ısticas bem interessantes e promissoras de serem estudadas1.
Particularmente na G2dD, que e´ uma reduc¸a˜o dimensional de teorias gravitacionais, surge um
campo escalar acoplado, o dilaton, resultante da compactificac¸a˜o das me´tricas de dimenso˜es
1De forma bem peculiar, a teoria de Horˇava-Lifshitz reduzida possui, ale´m de outros campos, dois campos
acoplados: dilaton e o modo escalar, de forma que o mecanismo da integrabilidade ainda na˜o foi utilizada na
literatura para caracterizar esse modelo reduzido.
3superiores, que e´ essencial para a quantizac¸a˜o desse modelo. Como veremos ao longo do trabalho,
esse fator retira a ambiguidade provocada pela na˜o ultralocalidade dos pareˆnteses de Poisson,
tornando a teoria via´vel por essa estruturac¸a˜o.
A teoria da gravitac¸a˜o prevista pela Relatividade Geral na˜o e´ renormaliza´vel [16]. Dessa
forma, apesar de ter sucesso como uma teoria cla´ssica da gravitac¸a˜o, sendo uma teoria efetiva
no infravermelho (IR - baixas energias), ela e´ quebrada no ultravioleta [17] (UV - altas ener-
gias). Assim, na escala do UV estamos impossibilitados de descrever interac¸o˜es gravitacionais
e o pro´prio espac¸o-tempo; consequentemente na˜o podemos quantiza´-la utilizando te´cnicas de
quantizac¸a˜o convencionais.
Em 2009, Horˇava [18] propoˆs modificac¸o˜es na teoria gravitacional de Einstein visando torna´-
la renormaliza´vel e quantiza´vel. Essas modificac¸o˜es, chamadas pela literatura como gravitac¸a˜o
de Horˇava-Lifshitz (HL), tem como base fundamental desistir da invariaˆncia de Lorentz ao
introduzir uma escala de coordenadas diferente no UV, a chamada escala anisotro´pica ou escala
de Lifshitz [19]. Na˜o vamos entrar em mais detalhes quantitativos ao longo deste trabalho
acerca da HL, mas vale a pena destacar que: nos limites do UV, a HL possui uma estrutura
bidimensional [20] e nos limites do IR a HL deve resultar na Relatividade Geral proposta por
Einstein.
Em um pro´ximo trabalho vamos utilizar de fato a teoria HL. A ide´ia e´ proceder com a
reduc¸a˜o bidimensional desse modelo, analisando a a´lgebra resultante, e verificar se o mesmo e´
integra´vel. Como sabemos que no limite do IR o HL resulta na teoria da relatividade geral,
iremos enta˜o para esse limite no modelo HL reduzido comparar com a G2dD, obtida nesta
dissertac¸a˜o.
A estruturac¸a˜o deste trabalho e´ simples e foi feita em dois cap´ıtulos e apeˆndices.
No cap´ıtulo 2 englobamos um resumo de grande parte da teoria para a compreensa˜o dos
resultados. Abordamos o conceito de Integrabilidade, primordial no nosso trabalho, bem como
exemplos de modelos integra´veis que sa˜o bastante aplica´veis em todas as a´reas da F´ısica. Es-
tendemos a integrabilidade para campos e obtivemos a teoria para o caso simplificado mas
representativo do modelo de Schroedinger na˜o linear.
No cap´ıtulo 3 abordamos os resultados do nosso trabalho. Atrave´s da equac¸a˜o de movimento
do PCM e da G2dD estudados na literatura, obtivemos os respectivos pares de Lax e matrizes de
monodromia. Assim, calculando os pareˆnteses de Poisson entre as quantidades obtidas, pudemos
comprovar ou na˜o a possibilidade de quantizac¸a˜o dos modelos, bem como o funcionamento do
dilaton para o caso da G2dD.
Finalmente na conclusa˜o, discutimos os resultados obtidos e nos apeˆndices algumas contas
4que podem na˜o ser triviais para o leitor.
O leitor vai observar tambe´m o volume de contas contidas ao longo dos cap´ıtulos. Achamos
necessa´rio essa abordagem para assim estabelecer a a´lgebra e o formalismo que e´ bem disperso
na literatura correlata.
52 Integrabilidade
Um sistema e´ considerado integra´vel classicamente quando ele e´ modelado por equac¸o˜es
diferenciais na˜o lineares (EDNL) que podem ser resolvidas analiticamente. Isso implica que a
soluc¸a˜o pode ser reduzida a um nu´mero finito de operac¸o˜es alge´bricas e integrac¸o˜es (quadratu-
ras). Neste cap´ıtulo introduziremos a integrabilidade cla´ssica no contexto de sistemas dinaˆmicos,
com o objetivo de obtermos soluc¸o˜es explic´ıtas de equac¸o˜es de movimentos que sera˜o importantes
neste trabalho.
2.1 Formalismo Hamiltoniano
No contexto da mecaˆnica cla´ssica, o movimento de um sistema com n graus de liberdade e´
descrito por uma trajeto´ria imersa no espac¸o de fase M com dimensa˜o 2n e com as coordenadas
locais:
ξ = (pj , qj), j = 1, 2, · · · , n
Assim sendo, o espac¸o de fase pode ser visto localmente como um conjunto aberto de R2n
mas globalmente pode ser uma variedade topolo´gica na˜o trivial (veja [21]), como uma esfera
ou um toro por exemplo. As suas varia´veis dinaˆmicas sa˜o func¸o˜es f : M × R → R tal que
f = f(p, q, t), onde t e´ um paraˆmetro denominado ’tempo’.
Vamos considerar duas func¸o˜es f, g : M × R → R. Podemos introduzir o pareˆnteses de













A partir dessa definic¸a˜o podemos verificar que as seguintes propriedades sa˜o satisfeitas:
{f, g} = −{g, f} ⇒ Antissimetria
{f, {g, h}}+ {g, {h, f}}+ {h, {f, g}} = 0 ⇒ Identidade de Jacobi
{f1, αf2 + βf3} = α{f1, f2}+ β{f1, f3} ⇒ Linearidade
{f1, f2f3} = {f1, f2}f3 + f2{f1, f2} ⇒ Regra de Leibniz
6Pode-se verificar tambe´m que as coordenadas locais ξ satisfazem as relac¸o˜es de comutac¸a˜o
canoˆnicas:
{pj , pk} = 0, {qj , qk} = 0, {qj , pk} = δjk (2.1.2)
As func¸o˜es f e g esta˜o em involuc¸a˜o caso seja satisfeita a seguinte relac¸a˜o:
{f, g} = 0
Vamos considerar uma Hamiltoniana H = H(p, q, t), onde usualmente omitimos o t (ja´ que







+ {f,H}, ∀ f = f(p, q, t) (2.1.3)







que compo˜em um sistema1 de 2n equac¸o˜es diferenciais de primeira ordem. Observamos que esse
sistema (2.1.4) e´ determin´ıstico, ja´ que (pj(t), qj(t)), para um tempo arbitra´rio t, sa˜o determi-
nados univocamente pelas 2n condic¸o˜es iniciais (pj(0), qj(0)). Uma outra implicac¸a˜o da equac¸a˜o
(2.1.4) e´ que os elementos de volume no espac¸o de fase M sa˜o conservados.
Definic¸a˜o 2.1 Uma func¸a˜o f = f(pj , qt, t) e´ dita constante de movimento
2 se satisfazer f˙ = 03
quando as equac¸o˜es (2.1.4) forem va´lidas; ou, equivalentemente,
f(p(t), q(t), t) = c onde c e´ uma constante, (2.1.5)
se p(t) e q(t) sa˜o soluc¸o˜es de (2.1.4)
Quando nos deparamos com um sistema de equac¸o˜es do tipo (2.1.4) so´ podemos resolveˆ-lo
caso haja um nu´mero suficiente de constantes de movimento, ja´ que a mesma elimina uma das
equac¸o˜es do sistema. Assim sendo, e´ feita a reduc¸a˜o de ordem desse sistema.
Considere uma constante de movimento f que na˜o depende explicitamente do tempo e que,
dessa forma, defina uma hipersuperf´ıcie f(p, q) = c em M (figura 1). Duas hipersuperf´ıcies
correspondentes a duas cargas conservadas se interceptam em uma superf´ıcie com codimensa˜o
2 em M. Geralmente, a trajeto´ria e´ descrita sobre uma superf´ıcie de dimensa˜o 2n − L, onde L
e´ o nu´mero de cargas conservadas independentes. Se L = 2n − 1, enta˜o essa superf´ıcie e´ uma
1Esse sistema e´ essencialmente equivalente a`s equac¸o˜es de movimento de Newton. O formalismo hamiltoniano
permite enta˜o uma visa˜o mais geome´trica da mecaˆnica cla´ssica e e´ o ponto inicial para a quantizac¸a˜o do sistema
2ou primeira integral, ou integral de movimento, ou carga conservada
3˙ representa derivada temporal de 
7soluc¸a˜o de (2.1.4).
Dessa forma, construir uma soluc¸a˜o de (2.1.4) implica na construc¸a˜o dessas hipersuperf´ıcies
- e, para isso, e´ necessa´rio obter um nu´mero correspondentes de integrais de movimento. Pode-
mos verificar que, dada duas cargas conservadas que independem explicitamente de t, sempre
podemos usar seus pareˆnteses de Poisson para definir uma terceira constante de movimento4.
Outra forma, mais geral, de se obter algumas integrais de movimento, e´ utilizar o teorema de
Noether (relacionadas a algumas simetrias do hamiltoniano como a de translac¸a˜o temporal,
rotac¸o˜es, etc). A obtenc¸a˜o das cargas conservadas dessa maneira, no entanto, geralmente na˜o
sa˜o suficientes para prosseguirmos.
Para exemplificar o que foi dito, vamos considerar o seguinte exemplo:
Exemplo 2.1 Considere o seguinte hamiltoniano de um sistema com 1 grau de liberdade em




p2 + V (q)








Como o hamiltoniano e´ uma constante de movimento5, teremos:
1
2
p2 + V (q) = E constante, denominada energia (correspondente a uma hipersuperf´ıcie).
Da´ı
q˙ = p = ±
√




2[E − V (q)]
⇒ t = ±
ˆ
dq√
2[E − V (q)]
Dessa forma, para obter a soluc¸a˜o ter´ıamos que resolver a integral acima e inverter a relac¸a˜o
para assim obtermos q(t). Observe que apesar desse passo nem sempre ser poss´ıvel, o sistema
na˜o deixa de ser integra´vel.
2.2 Integrabilidade de Liouville e varia´veis angulo-ac¸a˜o
Como foi visto anteriormente, dado um sistema do tipo 2.1.4, na maioria das vezes e´ sufici-
ente saber as n (ao inve´s de 2n− 1) cargas conservadas , ja´ que as mesmas reduzem a ordem do
sistema em 2. Partindo desse pressuposto, podemos introduzir a seguinte definic¸a˜o de sistema
integra´vel.
4Essa conclusa˜o segue da identidade de Jacobi e o fato de que todas as integrais de movimento comutam com
o hamiltoniano
5{H,H} = 0⇒ dH
dt
= 0
8Figura 1: Tipo de superf´ıcie n´ıvel
Definic¸a˜o 2.2 Um sistema integra´vel consiste de um espac¸o de fase par (de dimensa˜o 2n)
associado com n func¸o˜es independentes globalmente definidas6 f1, f2, · · · , fn : M → R tais que
as mesmas estejam em involuc¸a˜o:
{fj , fk} = 0 j, k = 1, 2, · · · , n (2.2.1)
A partir do Teorema de Arnold-Liouville podemos verificar que os sistemas integra´veis per-
mitem obter equac¸o˜es de movimento solu´veis. Antes de introduzir este teorema, vamos abordar
um outro aspecto que se utiliza da liberdade em escolha de coordenadas nas equac¸o˜es de Ha-
milton.
A transformac¸a˜o canoˆnica e´ feita a partir de uma transformac¸a˜o de coordenadas no espac¸o
de fase do tipo Qk = Qk(p, q) e Pk = Pk(p, q) em que ocorra a preservac¸a˜o dos pareˆnteses de






















∀ f, g : M → R
Introduzindo uma func¸a˜o geradora S(q, P, t), tal que det( ∂
2S
∂qj∂Pk
) 6= 0, podemos construir







, H˜ = H +
∂S
∂t
6Os gradientes ∇fj sa˜o linearmente independentes no espac¸o tangente a qualquer ponto em M
9A ide´ia por tra´s do Teorema de Arnold-Liouville a seguir, e´ ’procurar’ transformac¸o˜es
canoˆnicas tais que as novas varia´veis H(P1, P2, · · · , Pn), por exemplo impliquem em:
P˙k(t) = − ∂H
∂Qk




⇒ Qk(t) = Qk(0) + t ∂H
∂Pk
A dificuldade desse processo reside justamente em encontrar func¸o˜es geradores para tais
transformac¸o˜es canoˆnicas. Vale a pena citar tambe´m que decidir se um dado hamiltoniano e´
integra´vel ou na˜o (sem ter nenhum conhecimento das n involuc¸o˜es do sistema) e´ um problema
ainda aberto a pesquisas.
Liouville provou que se em um sistema com n graus de liberdade, e´ sabido as n cargas
conservadas em involuc¸a˜o, enta˜o esse sistema e´ integra´vel por quadraturas
Teorema 2.1 (Teorema de Arnold-Liouville) Suponha que exista n func¸o˜es em involuc¸o˜es
em uma variedade M de dimensa˜o 2n:
f1, f2, · · · , fn {fi, fj} ≡ 0, com i, f = 1, 2, · · · , n ⇒ Sistema integra´vel,
e que:
Mf := {(p, q) ∈M ; fk(p, q) = ck}, onde ck = constante e k = 1, 2, · · · , n
seja uma superf´ıcie de n´ıvel de dimensa˜o n das cargas conservadas fk. Enta˜o:
1. Mf e´ uma variedade suave sob o fluxo de fase com Hamiltoniana H = f1;
2. Se Mf for compacta e conexa enta˜o ela e´ difeomo´rfica a um toro
Tn := S1 × S1 × · · · × S1,
e, na vizinhanc¸a desse toro em M pode-se introduzir as coordenadas ’angulo-ac¸a˜o’
I1, I2, · · · , In, φ1, φ2, · · · , φn, com 0 ≤ φk ≤ 2pi,
tais que os angulos φk sa˜o coordenadas em Mf e as ac¸o˜es Ik = Ik(f1, f2, · · · , fn) sa˜o as
cargas conservadas.
3. As equac¸o˜es canoˆnicas com Hamiltoniana H podem ser integradas por quadraturas. Assim,
as equac¸o˜es de movimento com as novas varia´veis ficam na forma:
I˙k = 0 e φ˙k = ωk(I1, I2, · · · , In), com k = 1, 2, · · · , n
4. O fluxo de fase com Hamiltoniano H preve um movimento condicionalmente perio´dico em
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Mf , assim, em coordenadas angulares φk, com i = 1, 2, · · · , n, teremos:
dφk
dt
= ωk, ω = ω(f)
A prova completa deste importante teorema pode ser encontrada em [22]. Vamos agora
entender alguns elementos do teorema que sera˜o relevantes para esta dissertac¸a˜o.
• Como o sistema relacionado ao Teorema de Arnold-Liouville e´ integra´vel e de dimensa˜o
2n, o movimento descrito ocorre na superf´ıcie:
f1(p, q) = c1, f2(p, q) = c2, · · · , fn(p, q) = cn de dimensa˜o 2n− n = n.
Essa superf´ıcie, de acordo com o teorema, e´ um toro; assim, para cada ponto da variedade
M existe precisamente um toro Tn passando por ele. Dessa forma M admite uma foliac¸a˜o
por folhas n dimensionsais - cada folha e´ um toro, e para cada toro temos as constantes
(superf´ıcies de n´ıvel) c1, · · · , cn. Com a condic¸a˜o de que det( ∂fj∂pk ) 6= 0, podemos resolver o
sistema fk(p, q) = ck para o momento pi:
pi = pi(q)





















onde multiplicamos a expressa˜o por ∂fm∂pj . Trocando os ı´ndices, e fazendo a subtrac¸a˜o entre
as expresso˜es (mi)− (im) obtemos:
















Como as func¸o˜es esta˜o em involuc¸a˜o, temos que o primeiro termo da expressa˜o anterior e´





























pjdqj = 0 (2.2.3)
Onde usamos o teorema de Stokes, observando que S e´ a superf´ıcie e δS o seu contorno.
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Vemos enta˜o pela expressa˜o resultante que a integral de contorno na superf´ıcie do toro, e´
igual e´ zero (conservativa).
Figura 2: Ciclos D1 e D2 na˜o contra´teis em um toro T
n.
• Apesar do obtido no item anterior, teremos ainda n curvas que na˜o podem ser contra´ıdas
para se tornar um ponto (ver figura 2), assim resultara˜o em integrais que na˜o sera˜o nulas.
Essas curvas fechadas, os ciclos sera˜o denominados Dk, onde o k representa o k-e´simo







Dk = {(φ1, · · · , φn) ∈ Tn; 0 ≤ φk ≤ 2pi, φi = constante para i 6= k},
onde os φ, como veremos posteriormente, sa˜o as coordenadas aˆngulos no toro. Vale a
pena observar que, independente da escolha da curva Dk, a ac¸a˜o (2.2.4) e´ a mesma. Essa
conclusa˜o decorre do uso do teorema de Stokes em duas curvas arbitra´rias Dk e D˜k (figura













)dqj ∧ dqk = 0
onde ∧ e´ o produto antissime´trico, ou produto exterior.
Figura 3: Ciclos D1 e D2 com sentidos opostos em num toro T
n.
• Uma consequeˆncia importante do teorema de Arnold-Liouville e´ a comutac¸a˜o dos pareˆnteses
de Poisson entre as ac¸o˜es Ik. Como Ik depende somente de fk = ck, que sa˜o as cargas
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conservadas, teremos:





















{fr, fs} = 0
Consequentemente:
{Ik, H} = I˙k = 0⇒ Ik = constante
Assim, podemos representar as superf´ıcies que formam o toro utilizando as ac¸o˜es Ik. E´
interessante notar que na˜o podemos definir Ik = fk pois, apesar de Ik = I(fk), a trans-
formac¸a˜o (p, q)→ (I, φ) geralmente na˜o e´ canoˆnica.
• Precisamos construir uma outra coordenada conjugada a ac¸a˜o Ik. Definimos enta˜o a





onde q0 e´ um ponto qualquer do toro, escolhido arbitrariamente. Observe que essa definic¸a˜o
independe da trajeto´ria entre q e q0 - caso semelhante ao que foi visto para um ciclo. Ao
escolher um ponto de partida inicial q′0 6= q0, apenas acrescentamos uma constante a S,





• Para entendermos que as coordenadas aˆngulo sa˜o perio´dicas com per´ıodo 2pi, considere os
caminhos D e D ∪ Dk (que representa o k-e´simo ciclo) entre os pontos q e q0 (figura 4).










pjdqj = S(q, I) + 2piIk,




= φk + 2pi
Figura 4: Definic¸a˜o das coordenadas no toro.
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• Ja´ comentamos anteriormente que as transformac¸o˜es
q = q(φ, I), p = p(φ, I), φ = φ(q, p), I = I(q, p)
sa˜o canoˆnicas7 e invers´ıveis. Dessa forma, semelhante a (2.1.2), teremos:
{Ij , Ik} = 0, {φj , φk} = 0, {φj , Ik} = δjk, (2.2.7)
de maneira que podemos obter a dinaˆmica do sistema a partir de:
I˙k = {Ik, H}, φ˙k = {φk, H}, (2.2.8)
onde
H(φ, I) = H(q(φ, I), p(φ, I)),
e´ o novo Hamiltoniano, dependente agora das varia´veis aˆngulo-ac¸a˜o.
Como Ik sa˜o as cargas conservadas, obtemos da equac¸a˜o de Hamilton que:
I˙k = − ∂H
∂φk
= 0,





sendo que ωk tambe´m sa˜o primeiras integrais, ja´ que so´ ha´ dependeˆncia com a ac¸a˜o I.
A partir dessas expresso˜es podemos, atrave´s de uma integrac¸a˜o, obter as equac¸o˜es de
movimento em coordenadas aˆngulo-ac¸a˜o:
Ik(t) = Ik(0), φk(t) = ωk(I)t+ φk(0) (2.2.9)
Podemos ver enta˜o que a trajeto´ria obtida em (2.2.9) depende das velocidade angulares
ωk e a correspondente dimensa˜o n do espac¸o de fase.
Vamos agora aplicar o que foi discutido utilizando o seguinte exemplo ilustrativo.






Como ha´ uma independeˆncia temporal do hamiltoniano, temos que o pro´prio e´ uma carga con-
servada. Dessa forma, escolhendo um H(p, q) = E fixo, teremos uma foliac¸a˜o de M em elipses:
1
2
(p2 + ω2q2) = E
7Vimos que as coordenadas aˆngulo-ac¸a˜o sa˜o definidas pela func¸a˜o geradora S
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⇒ I = E
ω






onde utilizamos o teorema de Stokes, transformando a integral no caminho em torno de Mf em
uma a´rea S(a´rea da elipse).
Figura 5: Elipse com superf´ıcie S no espac¸o de fase.
Podemos definir um outro sistema de coordenadas melhor adaptado ao oscilador harmoˆnico.
Escolheremos (ρ, θ):




o que nos leva ao seguinte pareˆnteses de Poisson:










= {H,φ} = ω ⇒ φ = ωt+ φ0

























Finalmente8, escrevendo a ac¸a˜o I em termos da energia E atrave´s da relac¸a˜o 2.2.10:
p =
√





Na˜o e´ dif´ıcil generalizar esse exemplo para a soma direta de n osciladores harmoˆnicos. O











com os respectivos pareˆnteses de Poisson, dado pela relac¸a˜o canoˆnica 2.1.2. Agora, com n
quantidades conservadas em involuc¸a˜o, ao inve´s de elipse, teremos um toro real n-dimensional
no espac¸o de fase. O movimento ocorre nesses toros, que folheiam o espac¸o de fase. Pelo
teorema de Arnold-Liouville, e´ poss´ıvel tambe´m introduzir n angulos φi, que, como no caso
unidimensional, evoluem de forma linear no tempo com as respectivas frequeˆncias ωi. Dessa
forma, as coordenadas referentes ao caso de n osciladores se estende basicamente inserindo os
ı´ndices discretos i na equac¸a˜o obtida para as coordenadas p e q em 2.2.12.
2.3 Integrabilidade na Teoria Cla´ssica de Campos
Ate´ agora consideramos apenas sistemas com um nu´mero finito de graus de liberdade, de-
senvolvendo, para esse caso, crite´rios objetivos para determinar se dado sistema e´ integra´vel ou
na˜o. No entanto, para estudar modelos integra´veis em teorias de campo, que e´ o escopo deste
trabalho, precisamos estender o conceito de integrabilidade para sistemas com infinitos graus de
liberdade. O me´todo do espalhamento inverso cla´ssico tem um papel importante para esse caso,
pois e´ ele que fornecera´ um algoritmo para se encontrar soluc¸o˜es dessas equac¸o˜es diferenciais
parciais na˜o lineares integra´veis.
Antes de mergulharmos na Teoria Cla´ssica de Campos vamos primeiro entender uma es-
trutura que sera´ importante para estabelecer o formalismo Hamiltoniano para sistemas infinito
dimensionais: a Estrutura de Poisson.
8Lembrando que, da equac¸a˜o de Hamilton, p = q˙
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2.3.1 Estrutura de Poisson
Considere um espac¸o de fase M , m-dimensional com coordenadas locais (ξ1, · · · , ξm). Par-
timos enta˜o para a seguinte definic¸a˜o:
Definic¸a˜o 2.3 A matriz antissime´trica ωab = ωab(ξ) e´ chamada estrutura de Poisson se o
seguinte Pareˆntese de Poisson, definido como:





satisfaz a relac¸a˜o de antissimetria e a identidade de Jacobi:
{f, g} = −{g, f}, {f, {g, h}}+ {h, {f, g}}+ {g, {h, f}} = 0
Fazendo f = ξa e f = ξb em 2.3.1 obtemos a seguinte relac¸a˜o:
ωab = {ξa, ξb} (2.3.2)












que e´ a identidade de Jacobi para a forma simple´tica, como veremos mais adiante.
Dado o Hamiltoniano H : M ×R→ R, a dinaˆmica e´ dada pela mesma equac¸a˜o 2.1.3, obtida





onde simplesmente substituimos f = ξa na dinaˆmica 2.1.3.
De forma a aplicar o que discutimos ate´ aqui, vamos considerar o seguinte exemplo.
Exemplo 2.3 Considere a variedade M = R3 com a seguinte estrutura ωab(ξ) = abcξc, onde
o  e´ o tradicional s´ımbolo de Levi-Civita, completamente antissime´trico entre seus ı´ndices.
Calculemos enta˜o o seguinte pareˆnteses de Poisson:
{ξ1, ξ2} = ω12(ξ) = 123ξ3 ⇒ {ξ1, ξ2} = ξ3, (2.3.5)
da mesma forma:
{ξ3, ξ1} = ξ2, {ξ2, ξ3} = ξ1.
Onde usamos a relac¸a˜o (2.3.2). Toda estrutura de Poisson admite um invariante de Casimir,
9Agora estamos utilizando as coordenadas locais (ξ1, · · · , ξm).
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definido pela relac¸a˜o Ω = ξiξi. Um invariante de Casimir para a variedade desse exemplo seria
qualquer func¸a˜o f(r), onde
r =
√
(ξ1)2 + (ξ2)2 + (ξ3)2.
Calculemos agora o seguinte pareˆntese de Poisson:























⇒ {f(r), ξa} = 0
Observamos enta˜o que o invariante de Casimir comuta com uma coordenada local - independente


























onde utilizamos as equac¸o˜es de Hamilton (2.3.4). Repare que essas equac¸o˜es de movimento sa˜o
de um corpo fixo r´ıgido no seu centro de gravidade.
Utilizando a linguagem desenvolvida ate´ aqui, introduziremos a seguinte definic¸a˜o.
Definic¸a˜o 2.4 (Variedade e estrutura simple´tica) Uma variedade M e´ dita simple´tica se
a mesma possui dimensa˜o par m = 2n com uma estrutura ω invers´ıvel e fechada. Dessa forma,
Wab := (ω
−1)ab ⇒ invers´ıvel
∂aWbc + ∂cWab + ∂bWca = 0⇒ fechada
onde denominamos a matriz inversa Wab de estrutura simple´tica.
No contexto dessa definic¸a˜o, temos o teorema de Darboux. Esse teorema afirma basicamente
que, a partir das condic¸o˜es da definic¸a˜o anterior, existe localmente um sistema de coordenadas
ξ1 = q1, ξ







e dessa forma, os parenteses de Poisson se reduzem a forma canoˆnica (2.1.1). Para uma maior
formalidade no tratamento deste teorema, ver [22] e [23].
Exemplo 2.4 (S2) No u´ltimo exemplo, a estrutura de Poisson do sistema era degenerada10,
ja´ que a matriz ωab na˜o era invers´ıvel. Dessa forma, na˜o havia uma estrutura simple´tica e
consequentemente na˜o pod´ıamos usar o teorema de Darboux. Consideremos agora uma restric¸a˜o
da estrutura ωab = abcξc para uma esfera, S2 com r = C. Teremos enta˜o a seguinte estrutura
simple´tica na esfera, dada por:
{ξ1, ξ2} = ξ3 =
√
C2 − (ξ1)2 − (ξ2)2 (2.3.6)
⇒ ω =
√









Vamos agora escolher uma parametrizac¸a˜o diferente e mais conveniente para a esfera:
ξ1 = C sin θ cosφ, ξ2 = C sin θ sinφ, ξ3 = C cos θ,
assim a estrutura simple´tica nas coordenadas (θ, φ) pode ser calculada. Substituindo a parame-
trizac¸a˜o no lado esquerdo (LE) de (2.3.6):
{ξ1, ξ2} = C{sin θ cosφ, sin θ sinφ}{θ, φ}
⇒ {ξ1, ξ2} = C sin θ cos θ{θ, φ}. (2.3.7)
Substituindo agora a parametrizac¸a˜o no lado direito (LD) de (2.3.6):√
C2 − (ξ1)2 − (ξ2)2 = C cos θ (2.3.8)
Igualando LE (2.3.7) com LD (2.3.8) obtemos:
{θ, φ} = 1
sin θ
ou




que e´ a estrutura simple´tica.
Observe que essa estrutura e´ igual a forma do volume em S2. Sendo o raio C arbitra´rio,
o espac¸o de fase R3 e´ folheado enta˜o por espac¸os de fases simple´ticos S2; assim, cada ponto do
espac¸o pertence a exatamente uma esfera centrada na origem (ver figura 6) .
10Ja´ que det(ω) = 0 naquele caso. Essa degeneresceˆncia sempre ocorre caso o espac¸o de fase seja de dimensa˜o
ı´mpar e/ou exista um invariante Casimir na˜o trivial
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Este exemplo faz parte de um caso geral: fixar uma func¸a˜o de Casimir11 (invariante) no
espac¸o das func¸o˜es de Poisson leva a folheac¸o˜es pelos espac¸os simple´ticos. As coordenadas de
Darboux na esfera sa˜o dadas por q = − cos θ e p = φ, sempre satisfazendo a relac¸a˜o canoˆnica
{q, p} = 1.
Figura 6: Dois pontos a e b contidos em cada uma das folhas esfe´ricas C1 e C2 do espac¸o de
fase.
2.3.2 Integrabilidade e a Teoria Cla´ssica de Campos
O conceito de integrabilidade, introduzido pela definic¸a˜o 2.2 admite uma extensa˜o imediata
para o caso infinito dimensional de teorias de campos. Essa extensa˜o consiste em permitir que o
nu´mero de graus de liberdade n seja infinito. Nessa ide´ia, uma teoria de campos e´ dita integra´vel
caso haja infinitas quantidades conservadas em involuc¸a˜o. Entretanto, ocorre sutilezas que
devem ser levadas em considerac¸a˜o. A mais importante delas se deve ao fato de que agora, um
dado sistema, mesmo possuindo infinitas cargas conservadas, na˜o e´ necessariamente integra´vel.
Isso decorre da necessidade de uma integral de movimento para cada grau de liberdade, assim,
mesmo um numero infinito pode na˜o ser suficiente. Precisamos enta˜o construir um mapa injetor
entre cada grau de liberdade do sistema e suas integrais de movimento - tal mapa se relaciona
diretamente com a construc¸a˜o das coordenadas de aˆngulo e ac¸a˜o.
Agora que ja´ introduzimos a estrutura de Poisson (na subsec¸a˜o 2.3.1), podemos estabelecer o
formalismo Hamiltoniano para sistemas com infinitos graus de liberdade. Formalmente, podemos
substituir as coordenadas de trajeto´ria ξi(t) pela varia´vel dinaˆmica ψ(x, t). Assim, o ı´ndice
discreto i se transforma na varia´vel cont´ınua e independente x. O espac¸o de fase M que antes
era localmente isomo´rfico a R2n, e´ substitu´ıdo por um espac¸o de func¸o˜es suaves sobre a linha
(D ⊂ R) com condic¸o˜es de contorno apropriadas.
Podemos enta˜o, esquematicamente, definir as seguintes transformac¸o˜es necessa´rias para o
11Nesse exemplo fixamos f(r) = C.
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caso infinito dimensional:
Equac¸o˜es diferenciais ordina´rias (EDO’s) −→ Equac¸o˜es diferenciais parciais (EDP’s)











Os funcionais sa˜o dados por integrais na forma:
F [ψ(x, t)] =
ˆ
D
dxF (ψ, ∂xψ, ∂
2
xψ, · · · ),
















+ · · · , onde δψ(x, t)
δψ(y, t)
= δ(x− y).
Temos que a func¸a˜o δ(x− y) e´ a conhecida func¸a˜o delta de Dirac, que satisfaz:
ˆ
D
δ(x)dx = 1, δ(x) = 0 para x 6= 0











onde a estrutura de Poisson ω(x, y, ψ) deve garantir a antissimetria de 2.3.9 e a validade da
identidade de Jacobi. Uma poss´ıvel escolha canoˆnica para a estrutura corresponde a:







































































Essa enta˜o e´ a versa˜o infinita do pareˆnteses de Poisson definido originalmente em (2.1.1). Observe
que para obter (2.3.11), usamos que o operador de diferenciac¸a˜o ∂x e´ anti-auto-adjunto com
12Por convenieˆncia vamos ignorar o paraˆmentro t de dependeˆncia temporal nas contas a seguir.
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⇒ (∂xΨ,Φ) = −(Ψ, ∂xΦ)
As equac¸o˜es de Hamilton, utilizando (2.3.11) va˜o adquirir enta˜o a seguinte forma:
∂ψ
∂t


















2.4 Alguns modelos importantes
Como vimos anteriormente, na˜o existe uma definic¸a˜o universal de integrabilidade para
EDP’s. Em Teoria de Campos o espac¸o de fase e´ infinito dimensional, na˜o sendo suficiente
mesmo um nu´mero infinito de cargas conservadas para garantir a integrabilidade. Dessa forma,
se torna importante focar o estudo em te´cnicas para gerar soluc¸o˜es e entender suas proprieda-
des. Nessa sec¸a˜o vamos elencar alguns modelos que tiveram um papel importante, ao longo
da histo´ria, para o desenvolvimento dessas te´cnicas. Neste trabalho, daremos eˆnfase ao modelo
na˜o-linear de Schro¨dinger, por ser simplificado e mais dida´tico para posteriores extenso˜es.
2.4.1 So´litons
Muitos dos modelos na˜o-lineares possuem como soluc¸a˜o as ondas solita´rias, ou simplesmente
so´litons. A importaˆncia dos sistemas com soluc¸o˜es so´litons reside no fato de que os mesmos
possuem um nu´mero infinito de cargas conservadas, levando, dentre outras propriedades impor-
tantes, a estabilidade pelo processo de espalhamento. A sua descoberta (em meados do se´culo
19) impulsionou o estudo de fenoˆmenos na˜o-lineares.
A primeira onda solita´ria foi obervada em agosto de 1834 por John Scott Russell. Russell
inicialmente estava interessado no estudo da formac¸a˜o das ondas devido a` resisteˆncia ao mo-
vimento dos barcos e tambe´m na fabricac¸a˜o de cascos ideais para navios. Em uma de suas
observac¸o˜es, ele verificou esse fenoˆmeno, e fez a seguinte descric¸a˜o:
”Eu observava o movimento de um barco que dois cavalos rebocavam atrave´s de
um canal raso e estreito, quando, de repente, o barco parou; no entanto o movimento
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continuou pela a´gua do canal, e foi se acumulando, em um estado de intensa agitac¸a˜o
ao redor do barco e da´ı, jogando o barco para tra´s, espalhou-se ao longo do canal com
grande velocidade, assumindo a forma de uma grande elevac¸a˜o solita´ria, curvada e
com superf´ıcie perfeitamente definida, que continuou seu curso ao longo do canal,
aparentemente sem alterar sua forma ou velocidade. Continuando a cavalo, segui a
onda que se movia a aproximadamente 8 ou 9mi/h [14km/h], preservando sua forma
original - uns 30 pe´s [9m] de comprimento e 1 a 1, 5 pe´s [300− 450mm] de altura. A
altura da onda foi gradualmente diminuindo e apo´s uma perseguic¸a˜o por uma 1 ou
2mi eu a perdi na sinuosidade do canal. Assim, em agosto de 1834, foi o primeiro
encontro com esse estranho mas bonito fenoˆmeno.”
John Scott Russell, 1844, ”Report on Waves” [24]
Exemplos de equac¸o˜es com soluc¸o˜es do tipo so´liton:






























onde η e´ a elevac¸a˜o da superf´ıcie em relac¸a˜o a altura de equil´ıbrio h , α uma constante
arbitra´ria relacionada ao movimento uniforme do l´ıquido, g a constante gravitacional, T a
tensa˜o superficial do l´ıquido, ρ a respectiva densidade e τ e ξ os paraˆmetros temporais e
espaciais, e´ resultado de sucessivos estudos do fenoˆmeno observado e estudado inicialmente
por Russel. Apo´s diversas investigac¸o˜es feitas por va´rios grupos de pesquisas em busca do
entendimento do fenoˆmeno, Korteweg e de Vries desenvolveram essa equac¸a˜o na˜o-linear e
obtiveram sua soluc¸a˜o mais simples. Vale dizer que esse desenvolvimento foi propiciado
pela tecnologia do me´todo do espalhamento inverso cla´ssico (MEIC13), elaborada em 1967
justamente no curso da tentativa de entender esse fenoˆmeno. O MEIC enta˜o se tornou
uma ferramenta de alta importaˆncia no contexto da integrabilidade de sistemas.













resulta na seguinte equac¸a˜o:
ut − 6uux + uxxx = 0 com u = u(x, t), (2.4.1)
que e´ mais famosa e utilizada na literatura. Vale a pena observar que a equac¸a˜o de KdV
13Como o pro´prio nome sugere, atrave´s do MEIC pode-se obter soluc¸o˜es de sistemas recuperando o potencial
inicial dos dados de espalhamento
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Figura 7: Colisa˜o entre dois so´litons, prescritos pela equac¸a˜o de KdV, na praia de Oregon, costa
oeste dos Estados Unidos.(Foto de Terry Toedtemeier em 1978 )
foi observada em outros fenoˆmenos f´ısicos (ver figura 7) como nas coliso˜es livres de ondas
hidromagne´ticas, f´ısica de plasma, dinaˆmica de redes, etc. Para o tratamento formal desse
modelo, ver [25].
• (Equac¸a˜o de Sine-Gordon) A equac¸a˜o de KdV introduziu o primeiro exemplo de
so´litons, mas nem todas estruturas localizadas na˜o-lineares podem ser descritas por esse
modelo ou similares. Dessa forma, podemos dizer que existe uma nova categoria de so´litons,
bastante ass´ıdua na f´ısica do Estado So´lido, que possuem uma excepcional estabilidade,
proveniente da topologia da energia potencial da superf´ıcie do sistema; e a equac¸a˜o de










sinβφ = 0, (2.4.2)
onde φ(x, t) e´ uma func¸a˜o com valores reais e β e m alguns paraˆmetros positivos.
Do ponto de vista f´ısico a equac¸a˜o (2.4.2) representa um modelo de teoria de campos
relativistico no espac¸o-tempo de dimensa˜o 2. Os paraˆmetros β e m, representam respec-
tivamente a constante de acoplamento do sistema e a massa. Importante de dizer que no
campo da matema´tica essa equac¸a˜o ja´ vinha sendo explorada a mais tempo, com o estudo
de superf´ıcies com ı´ndice de curvatura negativo. Para um tratamento formal e completo
ver [13] e [26].
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2.4.2 O modelo de Schro¨dinger na˜o-linear (NLS)
Antes do so´liton, discusso˜es e estudos sobre o cara´ter corpuscular de ondas eletromagne´ticas,
eram bastante explorados. Esses fo´tons, soluc¸o˜es da equac¸a˜o de Schro¨dinger dependente do
tempo, tinham alto poder dispersivo, de forma que ocorria essa dispersa˜o em uma escala de
tempo inversamente proporcional ao quadrado da amplitude do pacote, no espac¸o dos k14.
Dessa forma, observou-se que a na˜o-linearidade tem um papel fundamental no balanceamento
do processo dispersivo. Trabalhando somente em 1 dimensa˜o, desenvolveu-se a seguinte equac¸a˜o









que e´ a equac¸a˜o de Schro¨dinger na˜o linear (NLS). A 2.4.3 descreve enta˜o a evoluc¸a˜o temporal
da func¸a˜o de onda (pacote) ψ(x, t) visto de um referencial com a velocidade de grupo da onda
portadora.
A func¸a˜o ψ(x, t) possui valores complexos - campo cla´ssico carregado - e |ψ|2 = ψψ, onde
a barra representa a conjugac¸a˜o complexa. O domı´nio da varia´vel x e´ a reta real inteira −∞ <
x <∞ e o valor inicial ψ(x, t)|t=0 = ψ(x) e´ considerado suficientemente suave.
O paraˆmetro real g e´ a constante de acoplamento do sistema, e, em seu limite linear g = 0 a
equac¸a˜o 2.4.3 se reduz a original equac¸a˜o de Schro¨dinger, com func¸a˜o de onda de uma part´ıcula
com massa m = 12 em um espac¸o unidimensional.
















esta˜o bem definidos e sa˜o na˜o-degenerados, teremos formalmente, para as varia´veis canoˆnicas
ψ(x) e ψ(x):
{ψ(x), ψ(y)} = 0
{ψ(x), ψ(y)} = 0 (2.4.5)
{ψ(x), ψ(y)} = iδ(x− y)



































{|ψ(x)|2, |ψ(y)|2} = 0,
e lembrando que ψψ = |ψ|2, podemos obter que os os funcionais P eQ sa˜o integrais de movimento
e esta˜o em involuc¸a˜o:
{H,Q} = {H,P} = 0 e {P,Q} = 0
Apesar de sua simplicidade, o NLS possui um cara´ter universal no campo da f´ısica na˜o-
linear. Esse modelo surge em diversos fenoˆmenos e situac¸o˜es: na descric¸a˜o do transporte de
energia em mole´culas de prote´ına [27] , em teorias de dinaˆmica de ondas em a´guas profundas
[28], na pro´pria o´tica na˜o-linear [29], entre outros.
2.5 A representac¸a˜o de Lax e o MEIC
Sabemos que as quantidades conservadas sa˜o grandezas que sa˜o func¸o˜es das varia´veis dinaˆmicas
do sistema, e que permanecem invariantes ao longo do tempo. Tais quantidades fornecem in-
formac¸o˜es importantes sobre a dinaˆmica e da simetria do sistema em questa˜o. Nesse contexto
e´ u´til enta˜o introduzir a chamada representac¸a˜o de Lax [11]. A partir dela podemos construir
as deseja´veis cargas conservadas do sistema - que e´, na maioria dos casos, o primeiro passo na
obtenc¸a˜o de soluc¸o˜es expl´ıcitas da equac¸a˜o de movimento.
O MEIC se baseia na observac¸a˜o de que uma certa classe de EDP’s bidimensionais podem ser
representadas a partir da condic¸a˜o de compatibilidade para o seguinte sistema sobredeterminado
de EDO’s:
∂Ψ
∂s = Ls(s, t;λ)Ψ
∂Ψ
∂t = Lt(s, t;λ)Ψ
 =⇒ Problema linear fundamental (2.5.1)
onde Ψ = Ψ(s, t;λ) e´ um vetor de posto l e o par Ls = Ls(s, t;λ) e Lt = Lt(s, t, λ) representam
matrizes quadradas l × l. Tanto o nu´mero inteiro l quanto esse par de matrizes dependem do
modelo e equac¸a˜o a ser trabalhada. Observe que todos os paraˆmetros de 2.5.1, tambe´m conhe-
cido como problema linear fundamental, tem uma dependeˆncia com um paraˆmetro complexo
adicional, denominado paraˆmetro espectral λ.
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Podemos obter a condic¸a˜o de consisteˆncia para (2.5.1) a partir da seguinte considerac¸a˜o:
∂sΨ = LsΨ⇒ ∂t∂sΨ = (∂tLs)Ψ + Ls∂tΨ
= ∂tLsΨ + LsLtΨ = (∂tLs + LsLt)Ψ
⇒ ∂t∂sΨ = (∂tLs + LsLt)Ψ, (2.5.2)
da mesma forma:
∂s∂tΨ = (∂sLt + LtLs)Ψ. (2.5.3)
Dessa forma, fazendo (2.5.2) − (2.5.3)15 obteremos:
0 = (∂sLt − ∂tLs + LtLs − LsLt)Ψ
⇒ (∂sLt − ∂tLs + [Lt, Ls])Ψ = 0 (2.5.4)
⇒ (∂t − Lt)∂sΨ− ∂s(∂t − Lt)Ψ− (∂t − Lt)LsΨ + Ls(∂t − Lt)Ψ = 0
⇒ [∂t − Lt, ∂s]Ψ− [∂t − Lt, Ls]Ψ = 0 (2.5.5)
⇒ [∂t − Lt, ∂s − Ls] = 0 (2.5.6)
que, para um Ψ arbitra´rio, pode ser reescrita na seguinte forma:
[M,L] = 0, onde M := ∂t − Lt e L := ∂s − Ls. (2.5.7)
Dessa forma, o par de operadores diferenciais M e L e´ denominado par de Lax. Outra condic¸a˜o
importante pode ser obtida de 2.5.4:
∂sLt − ∂tLs + [Lt, Ls] = 0, (2.5.8)
que e´ comumente chamada de condic¸a˜o de curvatura nula (CCN) para a conexa˜o de lax Ls.
Temos que o par de matrizes Ls e Lt, deve ser escolhido de tal forma que tanto a CCN
quanto o par de lax, M e N , impliquem que a EDP na˜o-linear do modelo seja satisfeita para
qualquer valores do paraˆmetro espectral λ. Ressalta-se tambe´m que dada essa EDP na˜o-linear
e integra´vel, a conexa˜o de Lax - e consequentemente o par de Lax - pode adquirir va´rias formas,
de forma que ela na˜o e´ u´nica, mas sempre deve satisfazer a CCN. Podemos esquematizar a ide´ia
da seguinte forma:
Antes de aplicarmos no NLS o proposto pelo esquema na figura (8) para sistemas gerais,
vamos primeiro provar a seguinte proposic¸a˜o:
”A condic¸a˜o de curvatura nula e´ invariante com respeito a` transformac¸o˜es de gauge
Lα → L′α = rLαr−1 + (∂αr)r−1 (2.5.9)
15Neste caso estamos supondo Ψ ∈ C2(R2), levando a ∂t∂sΨ− ∂s∂tΨ = 0
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Figura 8: Esquema de construc¸a˜o da equac¸a˜o do modelo original a partir do par de lax M e L.
onde r e´ uma matriz arbitra´ria que geralmente depende de varia´veis dinaˆmicas do
modelo e do paraˆmetro espectral.”

Calculemos termo a termo os elementos da CCN:
⇒ ∂αL′β = ∂α(rLβr−1 + ∂βrr−1)
= (∂αr)Lβh
−1 + r(∂αLβ)r−1 − r(Lβr−1∂αr)r−1
+ (∂α∂βr)r
−1 − (∂βr)r−1(∂αr)r−1 (2.5.10)
⇒ ∂βL′α = (∂βr)Lαr−1 + r(∂βLα)r−1 − r(Lαr−1∂βr)r−1
+ (∂β∂αr)r
−1 − (∂αr)r−1(∂βr)r−1 (2.5.11)
⇒ [L′α, L′β] = [rLαr−1 + ∂αrr−1, rLβr−1 + ∂βrr−1]
= r[Lα, Lβ]r
−1 + r(Lαr−1∂βr)r−1 − ∂βrLαr−1 + ∂αrLβr−1




β − ∂βL′β − [L′α, L′β] = r∂αLβr−1 − r∂βLαr−1 − [Lα, Lβ]r−1
= r(∂αLβ − ∂βLα − [Lα, Lβ])r−1
= 0

Dessa forma, verificamos que a representac¸a˜o da EDP na˜o-linear original, baseado na CCN,
e´ va´lida para toda classe de conexo˜es equivalentes quando transformadas por calibrac¸a˜o [30].
Exemplo 2.5 (NLS) Um par de Lax poss´ıvel para o modelo NLS e´ dado por:
M = ∂t − Lt
L = ∂x − Lx
 Lt = iλ
2
2 σ3 + λΩ(x) + σ3(∂xΩ(x) + gΨΨ)










Mostraremos que o par de lax deste exemplo implica na equac¸a˜o original (2.4.3) ao utilizarmos
a condic¸a˜o (2.5.7):
[M,L] = 0 ⇐⇒ ∂xLt − ∂tLx + [Lt, Lx] = 0
Calculemos enta˜o termo a termo da CCN:
⇒ ∂tLx = −∂tΩ(x)
⇒ ∂xLt = λ∂xΩ(x) + iσ3(∂2xΩ(x) + g∂xΨΨ + gΨ∂xΨ)




[−σ3∂xΩ(x)σ3 + ∂xΩ(x)]− iσ3∂xΩ(x)Ω(x) + iΩ(x)σ3∂xΩ(x)− igΨΨ[σ3,Ω(x)],




xΩ(x) + ∂tΩ(x)− igΨΨ[σ3,Ω(x)]





(σ3∂xΩ(x)σ3 + ∂xΩ(x))︸ ︷︷ ︸
=0
,




















Dessa forma, teremos como resultado:
[M,L] = iσ3∂
2
xΩ(x) + ∂tΩ(x)− igΨΨ[σ3,Ω(x)],




 0 −∂2xΨ + i∂tΨ + 2g|Ψ|2Ψ
∂2xΨ− i∂tΨ + 2g|Ψ|2Ψ 0
 . (2.5.13)
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Como [M,L] = 0, obtemos, de acordo com a matriz 2.5.13 duas equac¸o˜es:
−∂2xΨ + i∂tΨ + 2g|Ψ|2Ψ = 0 e
−∂2xΨ− i∂tΨ + 2g|Ψ|2Ψ = 0,
que e´ a equac¸a˜o de movimento para o NLS 2.4.3 e a sua versa˜o complexa conjugada.
A partir desse exemplo, fica claro que o par de Lax ou a CCN sa˜o duas formas equivalentes
e alternativas de se representar uma EDP na˜o-linear e integra´vel em duas dimenso˜es.
2.6 Quantidades conservadas
A representac¸a˜o de Lax, introduzida no cap´ıtulo anterior, oferece uma grande vantagem
no tratamento de modelos integra´veis. Isso se deve ao fato de que tal formalismo fornece um
me´todo canoˆnico para a construc¸a˜o das cargas conservadas. Vamos considerar o problema linear
fundamental, 2.5.1 e uma translac¸a˜o de Ψ(x, t;λ) ao longo da direc¸a˜o s espacial, para um tempo
fixo t:
Ψ(s2, t;λ) = T (s2, s1;λ)Ψ(s1, t;λ). (2.6.1)
O operador T (s2, s1;λ), denominado matriz de transic¸a˜o ou operador de translac¸a˜o, e´ uma
matriz quadrada com posto l, definida no intervalo [s1, s2] pelas seguintes condic¸o˜es:
[∂s2 − Ls(s2, t;λ)]T (s2, s1;λ) = 0 com T (s1, s1;λ) = 1 (2.6.2)
As condic¸o˜es 2.6.2, tambe´m chamadas de problema linear auxiliar, podem ser obtidas do pro-
blema linear fundamental 2.5.1 e de 2.6.1 da seguinte forma16:
• 2.5.1: Ls(s2)Ψ(s2) = ∂s2Ψ(s2)
• LE: ⇒ Ls(s2)Ψ(s2) = Ls(s2)T (s2, s1)Ψ(s1)
• LD: ⇒ ∂s2Ψ(s2) = ∂s2(T (s1, s2))Ψ(s1)
• Igualando LE com LD:
Ls(s2)T (s2, s1)Ψ(s1) = (∂s2T (s2, s1))Ψ(s1)
⇒ [∂s2 − Ls(s2)]T (s2, s1) = 0,
que e´ exatamente (2.6.2).
16Para as contas a seguir omitiremos os paraˆmetros t e λ por convenieˆncia.
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Temos as seguintes propriedades da matriz de transic¸a˜o:
⇒ Ψ(s1, t;λ) = T (s1, s1;λ)Ψ(s1, t;λ)⇒ T (s1, s1;λ) = 1k
⇒ T (s2, s′;λ)T (s′, s1;λ) = T (s2, s1;λ) (2.6.3)
⇒ T (s2, s1;λ) = T−1(s1, s2;λ) (2.6.4)
observe que especificamente (2.6.4) e´ consistente com a equac¸a˜o diferencial para T (s2, s1;λ) com
respeito a s1:
∂s1T (s2, s1;λ) + T (s2, s1;λ)Ls(s1, t;λ) = 0
Uma soluc¸a˜o formal do problema linear auxiliar 2.6.2 tem a forma:




onde P representa o ordenamento por caminho para fatores na˜o comutativos. Para entender
como funciona o operador P vamos dividir uma curva γ ∈ [s1, s2] em N − 1 partes (ver figura







com Ωn = Ln ·Ln−1 · · · · ·L1 particionando a curva γ em n segmentos adjacentes e os respectivos
L’s representando a expansa˜o em cada trecho infinitesimal:





Figura 9: Definic¸a˜o da ac¸a˜o do operador P como o limite do produto das diviso˜es infinitesimais
Ln do percurso γ.
Definic¸a˜o 2.5 (Matriz de monodromia) Definir o intervalo [s1, s2] para um intervalo com-
pleto [−L,L] resulta na matriz de transic¸a˜o T (−L,L;λ) ≡ TL(λ). Essa matriz, reconhecida
como a matriz de monodromia, exerce um papel central na construc¸a˜o das cargas conservadas.
Assim como definimos uma matriz de transic¸a˜o T (s2, s1;λ) ao longo da direc¸a˜o espacial, com
o tempo constante, podemos fazer diferente. Vamos introduzir agora um objeto que translada
a soluc¸a˜o do problema linear fundamental 2.5.1 ao longo do tempo, com a coordenada espacial
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fixa:
Ψ(s, t2;λ) = S(t2, t1;λ)Ψ(s, t1;λ), (2.6.8)
dessa forma, semelhante a 2.6.5, teremos a seguinte soluc¸a˜o para o operador S:




Definidas as matrizes de transic¸a˜o S e T , podemos anotar duas informac¸o˜es importantes:
• Uma translac¸a˜o arbitra´ria Ωγ da soluc¸a˜o do problema linear fundamental ao longo do
plano t× s, pode ser escrita como:






• Ωγ na˜o passa de uma expressa˜o para o transporte paralelo ao longo de uma curva γ com
a conexa˜o de Lax. Dessa forma, devido a CCN17, temos que a exponencial ordenada por
caminhos e´ independente do caminho escolhido. Em particular, para uma curva γ fechada
podemos escrever:
Ωγ = 1, (2.6.11)
de onde expandimos o exponencial e consideramos a sua primeira ordem.
De posse das informac¸o˜es obtidas ate´ aqui, podemos construir as quantidades conservadas
do sistema. Para isso, observemos a seguinte proposic¸a˜o.
Proposic¸a˜o 2.1 Considere uma EDP na˜o linear que admite representac¸a˜o de Lax. Caso os
campos Ψ(s, t;λ) forem perio´dicos nas coordenadas espaciais, com per´ıodo 2L, enta˜o as quanti-
dades
%(λ) = tr(TL(t;λ)) (2.6.12)
sa˜o independentes do tempo. Assim, o trac¸o da matriz de monodromia, %, e´ o funcional gerador
das quantidades conservadas.
Por motivos de completeza, vamos provar essa proposic¸a˜o de duas maneiras diferentes.
1
Basicamente vamos calcular ∂tTL(λ) e em seguida, utilizar da tecnologia do trac¸o de matrizes
para obter a conservac¸a˜o.
Lembremos de (2.6.6) que podemos escrever a matriz de transic¸a˜o como






17que e´ satisfeita pela conexa˜o de Lax
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= (∂tLn) · Ln−1 · · ·L1 + · · ·+ Ln · · ·L2 · (∂tL1)



























· (∂xLt − [Ls, Lt])·






onde utilizamos a CCN (2.5.8), a (2.6.7) e que os intervalos γn sa˜o suficientemente pequenos de
tal forma que todas as n diviso˜es tenham o mesmo tamanho.




f(x, ξ)dξ ⇒ dF (x)
dx































⇒ ∂tTL(λ) = V (L, t;λ)TL(λ)− TL(λ)V (−L, t;λ). (2.6.14)
Como consideramos o campo com periodicidade de 2L19, teremos, de (2.6.14), que:
∂tTL(λ) = [V (L, t, λ), TL(λ)]. (2.6.15)
Para duas matrizes A e B quaisquer, temos que:
tr[A,B] = tr(AB)− tr(BA) = tr(AB)− tr(AB) = 0,
dessa forma, de (2.6.15), finalmente obtemos:
tr[∂tTL(λ)] = ∂ttr[TL(λ)] = 0
⇒ tr[TL(λ)] = %(λ)
onde %(λ) representa as quantidades conservadas (independentes do tempo)
18Ωn = Ln · · ·L1




Para provarmos a conservac¸a˜o, tomemos uma curva fechada retil´ınea γ como a borda de um
retaˆngulo −L ≤ s ≤ L e t1 ≤ t ≤ t2, como mostrado na figura (10).
Figura 10: Percurso retil´ıneo fechado de integrac¸a˜o γ = ∪4l=1γl
Como vimos anteriormente, para uma curva fechada temos a seguinte relac¸a˜o (agora esten-
dida para esse caso):
1 = Ωγ = Ωγ4Ωγ3Ωγ2Ωγ1
= S−1(−L)T−1L (t2)S(L)TL(t1) = [TL(t2)S(−L)]−1S(L)TL(t1),
onde Ωγ denota o percurso fechado. Como o campo e´ perio´dico em s, temos que Ls(L) = Ls(−L)
e consequentemente S(−L) = S(L)20. Dessa forma:
1 = [TL(t2)S]
−1STL(t1)⇒ STL(t1) = TL(t2)S
⇒ TL(t2) = STL(t1)S−1
Tomando o trac¸o e utilizando a sua propriedade de ciclicidade (ja´ usada na prova anterior),
encontramos:
tr[TL(t2)] = tr[TL(t1)] = %(λ).
O que implica que %(λ) e´ uma constante sob evoluc¸a˜o temporal.
2
20Omitiremos enta˜o a coordenada espacial L
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De posse dessas duas provas, podemos concluir que a expressa˜o (2.6.12) pode ser expandida
em termos do paraˆmetro espectral λ. Como λ e´ arbitra´rio, teremos enta˜o uma famı´lia infinita
de quantidades conservadas
Dito de outra forma, podemos afirmar que as propriedades espectrais de um modelo in-
tegra´vel esta˜o codificadas no trac¸o da matriz de monodromia TL(λ). Destarte, ao expandirmos
o trac¸o dessa matriz em termos de λ, podemos calcular explicitamente as cargas conservadas.
No entanto, e´ importante ressaltar, que embora tenhamos obtido um conjunto de infinitas car-
gas conservadas, na˜o podemos afirmar ainda que seu nu´mero seja suficiente para se garantir
a integrabilidade do modelo. A soluc¸a˜o, como afirmamos anteriormente, e´ construir um mapa
bijetor, relacionando as integrais de movimento e linearizando a EDP.
A partir de mais uma aplicac¸a˜o para o NLS, vamos verificar agora mais algumas propriedades
gerais da matriz de transic¸a˜o.
Exemplo 2.6 (NLS) Como ja´ sabemos o par de Lax para o NLS, podemos escrever a matriz
de transic¸a˜o para esse sistema:





= P · exp










Usando a propriedade onde det(eA) = etrA, podemos obter que









e´ unimodular. Outra propriedade importante da matriz de transic¸a˜o e´ que ela obedece a relac¸a˜o
de involuc¸a˜o:
σ1T (x, y;λ)σ1 = T (x, y;λ), (2.6.18)





Para provar essa propriedade podemos escrever:














Lσ1σ1Lσ1 · · ·σ1Lσ1σ1L,
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Podemos enta˜o, de forma sinte´tica, exibir as duas propriedades da matriz de transic¸a˜o:
detT (x, y;λ) = 1⇒ Unimodularidade
σ1T (x, y, λ)σ1 = T (x, y;λ)⇒ Relac¸a˜o de involuc¸a˜o
2.7 Matriz r cla´ssica
Na ultima sec¸a˜o verificamos que a construc¸a˜o das infinitas cargas conservadas (de um sis-
tema dinaˆmico bidimensional com infinitos graus de liberdade) pode ser realizada se a equac¸a˜o
que modela esse sistema, admitir uma representac¸a˜o de Lax. Contanto, visando verificar a
integrabilidade do sistema, precisamos averiguar ainda se as infinitas integrais de movimento
esta˜o em involuc¸a˜o. Podemos fazer isso calculando o pareˆnteses de Poisson entre os elementos
da matriz de monodromia. A existeˆncia da matriz r garante um modo eficiente de se executar
tal tarefa. E´ poss´ıvel mostrar que a representac¸a˜o dos pareˆnteses de Poisson em termos dessa
matriz r substitui a CCN.
Antes de tudo, vamos introduzir algumas notac¸o˜es referentes a algebra tensorial que sera˜o
importantes daqui para frente. Aproveitando, iremos explorar um pouco tal conceito de forma a
relembrar algumas caracter´ısticas importantes. Considere A e B duas matrizes k×k. O produto
tensorial A⊗B resulta em uma matriz k2× k2 e pode ser representada atrave´s de componentes
da seguinte forma
(A⊗B)ik,jl = AijBkl









A11B11 A11B12 A12B11 A12B12
A11B21 A11B22 A12B21 A12B22
A21B11 A21B12 A22B11 A22B12
A21B21 A21B22 A22B21 A22B22








A = A⊗ 1 e
(2)
B = 1⊗B,
onde segue que (A⊗ 1)(1⊗B) = A⊗B.
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E´ bastante comum nesse contexto o uso da matriz identidade I = 1⊗1 e a matriz permutac¸a˜o
P (como pode se verificar, ambas k2 × k2). Suas componentes sa˜o, respectivamente:
Iij,lm = δilδjm e Pij,lm = δimδjl
Como propriedades da matriz de permutac¸a˜o temos:
P2 = I e P(A⊗B)P = B ⊗A.













1 0 0 0
0 0 1 0
0 1 0 0






 , σ2 =
0 −i
i 0




Estabelecida a notac¸a˜o, podemos fazer agora a seguinte definic¸a˜o para os pareˆnteses de
Poisson para tensores:
Definic¸a˜o 2.6 Sejam A e B dois funcionais matriciais possuindo suporte compacto, ou seja,
duas matrizes quadradas k × k cujos elementos sa˜o funcionais de Ψ(s) e Ψ(s), definidos no






















sa˜o definidos como uma matriz k2 × k2, onde seus elementos sa˜o os pareˆnteses de Poisson de





B}ij,lm = {A⊗′ B}ij,lm = {Ail, Bjm}
























C}}+ P13P23{C ⊗′ {A⊗′ B}}P23P13
+ P13P12{B ⊗′ {C ⊗′ A}}P12P13 = 0⇒ Identidade de Jacobi
Vale a pena ressaltar que a representac¸a˜o das propriedades ba´sicas dos pareˆnteses de Poisson
em termos da operac¸a˜o {·⊗
′
·}, sa˜o gerais, ou seja, valem para matrizes de dimenso˜es arbitra´rias
n × n (na˜o somente matrizes 2 × 2). Assim, a respectiva matriz de permutac¸a˜o para um caso
n-dimensional deve satisfazer as propriedades:
P(ξ ⊗ η) = η ⊗ ξ ⇒ P2 = I, P(A⊗B) = (B ⊗A)P (2.7.2)
Vamos agora introduzir a matriz r atrave´s da seguinte definic¸a˜o:
Definic¸a˜o 2.7 A matriz r, quadrada de k2 × k2, e´ definida de forma a satisfazer os seguintes
pareˆnteses de Poisson:{










δ(s1 − s2), (2.7.3)
que sa˜o conhecidos, devido a sua importaˆncia, como pareˆnteses de Poisson fundamentais (PPF).
Como discutimos anteriormente, os pareˆnteses de Poisson entre as matrizes de transic¸a˜o elu-
cidara˜o se as cargas conservadas esta˜o em involuc¸a˜o. O PPF e´ um passo importante para
comprovar tal fato. Destarte, podemos afirmar que os PPF desempenham um papel central
nesse processo.
Duas informac¸o˜es importantes sobre os PPF e a matriz r devem ser consideradas:
• As matrizes r utilizadas sa˜o na˜o-dinaˆmicas, ou seja, na˜o dependem explicitamente das
varia´veis dinaˆmicas do sistema - os campos Ψ(s) e Ψ(s),
• O PPF e´ considerado ultralocal. Essa ultralocalidade e´ observada pela presenc¸a apenas
de δ(s1 − s2) - observe que na˜o ha´ derivadas da func¸a˜o delta.
Explorando o modelo NLS, vamos agora obter a sua matriz r.
Exemplo 2.7 (NLS) Vamos reescrever a conexa˜o de Lax para o modelo NLS da seguinte
forma:
Lx(x, t;λ) = − iλ
2
σ3 − Ω(x) = − iλ
2















Utilizando essa nova expressa˜o, calculemos os PPF:{









































Lx(x, t;λ)⊗′ Lx(y, t;µ)
}
= ig (σ− ⊗ σ+ − σ+ ⊗ σ−) δ(x− y), (2.7.4)
onde usamos a relac¸a˜o canoˆnica 2.7.1. Obviamente os termos indicados sa˜o nulos pois existem
entradas constantes nos pareˆnteses.
Observe que logo nesta etapa fica claro a ultralocalidade desses pareˆnteses no modelo NLS.
Para obter os PPF em termos da matriz r precisamos ainda fazer algumas modificac¸o˜es. Utili-
zaremos algumas propriedades e identidades da matriz da permutac¸a˜o P e das matrizes de Pauli
para realizar tal tarefa. Assim sendo, vamos obter o comutador [P, σ3 ⊗ 1]. Veremos a sua
importaˆncia calculando-o:




1⊗ 1 + σi ⊗ σi
)

















= [σ+, σ3]⊗ σ− + [σ−, σ3]⊗ σ+
= 2 (σ− ⊗ σ+ − σ+ ⊗ σ−) (2.7.5)
onde utilizamos as seguintes identidades22, facilmente obtidas por pura algebra matricial:
2σ+ ⊗ σ− + 2σ− ⊗ σ+ = σ1 ⊗ σ1 + σ2 ⊗ σ2,
[σ+, σ−] = σ3, [σ3, σ+] = 2σ+, [σ3, σ−] = 2σ−.
Utilizando o mesmo processo, podemos obter:
[P, 1⊗ σ3] = −2 (σ− ⊗ σ+ − σ+ ⊗ σ−) = − [P, σ3 ⊗ 1] (2.7.6)
22que foram obtidas das relac¸o˜es envolvendo σ+ e σ−
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= (λ− µ)(σ− ⊗ σ+ − σ+ ⊗ σ−)























= i · g(λ− µ)(σ− ⊗ σ+ − σ+ ⊗ σ−). (2.7.7)
Substituindo enta˜o 2.7.7 em 2.7.4 obteremos:
⇒
{















Observe que a forma de (2.7.8) ainda na˜o e´ a adequada. Para obtermos de fato a matriz r,




















em (2.7.8) na˜o o altera, ja´ que ambas entradas se comutam grac¸as a propriedade da matriz de
permutac¸a˜o P (2.7.2). Dessa forma, como expressa˜o final teremos:{














de onde deduzimos que a matriz r para o NLS deve ser:
r(λ− µ) = − g · P
λ− µ (2.7.11)
Antes discutido, agora verificamos que de fato a matriz r independe de varia´veis dinaˆmicas.
Ressaltamos que tal fato na˜o e´ exclusividade desse modelo, mas sim e´ um caso geral. Verifica-se
tambe´m que o LD de (2.7.11) conte´m uma aparente singularidade em λ = µ. No entanto, como




Lx(y, t;µ), o numerador no LD em (2.7.10)
tambe´m vai para zero em λ = µ e tal singularidade aparente e´ desfeita.
A primeira impressa˜o da fo´rmula (2.7.3) pode parecer como uma reformulac¸a˜o pouco pra´tica
dos pareˆnteses de Poisson canoˆnicos (2.4.5). No entanto, como veremos a frente, ela representa
na verdade uma propriedade geral das conexo˜es de Lax Ls(s, t;λ), envolvidas na CCN, para
muitos modelos interessantes. Essa propriedade sustenta, de fato, a pro´pria integrabilidade.
Na˜o e´ a toa que recebe o status de pareˆnteses de Poisson fundamental.
E´ interessante relembrar enta˜o, apo´s esse exemplo, que nosso objetivo e´ obter os pareˆnteses
de Poisson entre as matrizes de transic¸a˜o, para assim demonstrar a involuc¸a˜o das integrais de
movimento de um dado sistema. Focado nesse objetivo, ainda precisamos calcular duas relac¸o˜es
que sera˜o fundamentais para realizar tal tarefa. Dessa forma, segue as seguintes proposic¸o˜es.
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Proposic¸a˜o 2.2 Considere a conexa˜o de Lax Ls(s, t;λ) e sua matriz de transic¸a˜o associada
T (s2, s1;λ), onde s, s1 e s2 ∈ [−L,L] e s2 > s1. Os pareˆnteses de Poisson a seguir enta˜o sa˜o
va´lidos:{














Temos que T (s2, s1;λ) e´ soluc¸a˜o de [∂s2−Ls(s2, t;λ)]T (s2, s1;λ) = 0 e tem a seguinte forma:




Dividindo o intervalo [s1; s2] em subintervalos infinitesimais ∆j , podemos reescrever a matriz de
transic¸a˜o como:






T1 · T2 · · · · · TN−1 · TN ,
onde
Tj(λ) = P exp
ˆ
∆j





obtida apo´s uma expansa˜o. Grac¸as a ultralocalidade dos PPF (2.7.3),{
Tj(λ)⊗′ Tk(µ)
}
= 0 se j 6= k,
dessa forma teremos{
























Vamos provar esta u´ltima igualdade por induc¸a˜o.
4
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Observe que utilizamos a regra de Leibnitz e a propriedade da superposic¸a˜o das matrizes de
transic¸a˜o para chegar no resultado esperado.
N
Continuando de (2.7.12):{






















































Proposic¸a˜o 2.3 Considere a conexa˜o de Lax Ls(s, t;λ) e as matrizes de transic¸a˜o associadas
T (s2, s1;λ) e T (s2, s1;µ), onde s, s1 e s2 ∈ [−L,L] e s2 > s1. Dessa forma, vale os seguintes
pareˆnteses de Poisson:{







dσ1dσ2T (s2, σ1;λ)⊗ T (s2, σ2;µ)·
·
{
Ls(σ1, t;λ)⊗′ Ls(σ2, t;λ)
}
T (σ1, s1;λ)⊗ T (σ1, s2;µ)

Para provarmos esta proposic¸a˜o, utilizaremos a mesma ide´ia da proposic¸a˜o anterior. Neste caso
23Por convenieˆncia omitiremos as dependeˆncias das matrizes
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dσ1dσ2T (s2, σ1;λ)⊗ T (s2, σ2;µ)·
·
{
Ls(s1, t;λ)⊗′ Ls(σ2, t;λ)
}
T (s1, σ1;λ)⊗ T (s1, σ2;µ),
de onde no´s utilizamos (2.7.12) e o resultado da proposic¸a˜o (2.2).

Agora que obtemos os pareˆnteses de Poisson da proposic¸a˜o 2.3, podemos demonstrar o
seguinte teorema.
Teorema 2.2 Se os pareˆnteses de Poisson entre os elementos Ls(s, t;λ) admitem representac¸a˜o
em termos da matriz r - (2.7.3); enta˜o os pareˆnteses de Poisson entre os elementos da matriz
de transic¸a˜o T (s, t;λ) sera˜o dados por:{
T (s2, s1;λ)⊗′ T (s2, s1;µ)
}
= [r(λ− µ), T (s2, s1;λ)⊗ T (s2, s1;µ)]
⇒ {TL(λ);TL(µ)} = [r(λ− µ);TL(λ)⊗ TL(µ)] (2.7.13)
Dessa forma, os funcionais %(λ) = tr[TL(t;λ)] va˜o gerar as integrais de movimento em involuc¸a˜o:
{%(λ), %(µ)} = 0 (2.7.14)
 (i) Validade de (2.7.13)
Para provarmos a validade de (2.7.13) devemos lembrar, de (2.6.2), que a matriz de transic¸a˜o
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T (s2, s1;λ) satisfaz as seguintes equac¸o˜es diferenciais:
∂s1T (s2, s1;λ) + T (s2, s1;λ)Ls(s1, t;λ) = 0
∂s2T (s2, s1;λ)− Ls(s2, t;λ)T (s2, s1;λ) = 0
⇒ Condic¸a˜o:T (s, s;λ) = 1 (2.7.15)
Dessa forma, substituindo os PPF (equac¸a˜o (2.7.3) no resultado da proposic¸a˜o (2.3) e utilizando
as equac¸o˜es diferenciais acima, que sa˜o satisfeitas pela matriz de transic¸a˜o, teremos:{






















dσ1dσ2 {[T (s2, σ1;λ)⊗ T (s2, σ2;µ)] r(λ− µ) · (∂σ1 + ∂σ2) ·
· [T (σ1, s1;λ)⊗ T (σ2, s2;µ)] + (∂σ1 + ∂σ2) [T (s2, σ1;λ)⊗ T (s2, σ2;µ)] r(λ− µ)·




dσ {T (s2, σ;λ)⊗ T (s2, σ;µ) · r(λ− µ) · ∂σ [T (σ, s1;λ)⊗ T (σ, s1;µ)] +




dσ ∂σ [T (s2, σ;λ)⊗ T (s2, σ;µ) r(λ− µ) T (σ, s1;λ)⊗ T (σ, s1;µ)]
⇒
{
T (s2, s1;λ)⊗′ T (s2, s1;µ)
}
= [r(λ− µ);T (s2, s1;λ)⊗ T (s2, s1;µ)]
(ii) Quantidades conservadas em involuc¸a˜o
Mostraremos agora que os funcionais %(λ) geram quantidades conservadas em involuc¸a˜o. Para
isso temos que a versa˜o da equac¸a˜o (2.7.13) para matrizes de monodromia tem a forma:
{TL(λ);TL(µ)} = [r(λ− µ);TL(λ)⊗ TL(µ)] .
Apo´s calcularmos seu trac¸o obtemos enta˜o24:
{tr [TL(λ)] ; tr [TL(µ)]} = 0
⇒ {%(λ); %(µ)} = 0,
onde utilizamos que o trac¸o de um comutador e´ identicamente nulo.

A importaˆncia do Teorema 2.2 reside no fato de que ale´m das cargas conservadas estarem
em involuc¸a˜o, qualquer elemento da famı´lia gerada por elas (%(λ)), pode ser considerada como
24Vamos utlizar a seguinte propriedade do trac¸o: tr (A⊗B) = tr (A) · tr (B)
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Hamiltoniano do sistema - isso vale, obviamente, quando podemos representar os pareˆnteses de
Poisson entre as matrizes de Lax Ls(s, t;λ) em termos da matriz r. A seguir demonstraremos
mais um importante teorema, consequente do que vimos ate´ agora. A partir dele, vamos mostrar
que as correspondentes equac¸o˜es de movimento do sistema assumem a forma de uma CCN.
Teorema 2.3 Considerando %(λ) como o Hamiltoniano do sistema, temos que:
∂tLs(s, t;λ) = {%(µ), Ls(s, t;λ)} = ∂sM(s;µ, λ) + [M(s;µ, λ), Ls(s, t;λ)] (2.7.16)
onde
M(s;µ, λ) = tr 1
[
(1)






Com a ajuda da Proposic¸a˜o 2.2 vamos calcular a seguinte quantidade:{












































T (L, s;µ) r(λ− µ) (T (s,−L;µ)⊗ Ls(s, t;λ))−
− (T (L, s;µ)⊗ Ls(s, t;λ)) r(µ− λ)
(1)
T (s,−L;µ)
Nesse esta´gio, utilizaremos as equac¸o˜es diferenciais para a matriz de transic¸a˜o T para reescre-
vermos o termo obtido acima da seguinte forma:{
TL(µ)⊗′ Ls(s, t;λ)
}







V (s;µ, λ) =
(1)
T (L, s;µ) r(λ− µ)
(1)
T (s,−L;µ)
Dessa forma, calculando o trac¸o no primeiro espac¸o (tr 1)
25, obtemos:
{%(µ), Ls(s, t;λ)} = ∂sM(s;µ, λ) + [M(s;µ, λ), Ls(s, t;λ)]
25’Trac¸o no primeiro espac¸o’ resulta na aplicac¸a˜o do trac¸o somente nos operadores do tipo
(1)
A = A⊗ 1, ou seja,
no primeiro espac¸o do produto tensorial
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3 Integrabilidade na gravitac¸a˜o
bidimensional
Modelos bidimensionais de gravitac¸a˜o surgem naturalmente na descric¸a˜o da f´ısica da teoria
de cordas [31–33], ondas gravitacionais [34, 35], modelos cosmolo´gicos e tambe´m em buracos
negros. Todos eles visam entender o processo de criac¸a˜o do Universo no cena´rio pre´ Big-Bang,
provendo tambe´m testes no contexto da teoria quaˆntica de campos.
A gravitac¸a˜o bidimensional acoplada com o campo dilaton (G2dD) se mostra como um sis-
tema integra´vel na teoria cla´ssica, com uma estrutura bem interessante e na˜o trivial. A presenc¸a
da estruturac¸a˜o da integrabilidade nos possibilita, atrave´s do poderoso mecanismo do me´todo
do espalhamento inverso, entender tanto as soluc¸o˜es cla´ssicas exatas como as quantizadas.
Em particular, a G2dD e´ bastante similar com o modelo sigma na˜o linear, que e´ sabido
tambe´m ser integra´vel, no entanto a sua quantizac¸a˜o permanece como um problema fundamental.
Isso ocorre devido ao comportamento singular da estrutura alge´brica entre suas matrizes de
monodromia, que conte´m uma completa caracterizac¸a˜o do modelo integra´vel.
Diferente do modelo sigma na˜o linear, na G2dD a a´lgebra das matrizes de monodromia se
tornam bem definidas. A principal raza˜o para isso e´ o fato de que a presenc¸a do paraˆmetro es-
pectral, diferente de outros modelos integra´veis conhecidos, cria uma dependeˆncia com o espac¸o-
tempo e se relaciona com o campo dilaton atrave´s de expresso˜es espec´ıficas. Dessa forma, essa
dependeˆncia na˜o trivial entre o paraˆmetro espectral e o campo dilaton tira ambiguidade que
antes ocorria no modelo sigma na˜o linear. Temos enta˜o, uma nova possibilidade para proceder
com a quantizac¸a˜o da gravitac¸a˜o bidimensional – tudo isso utilizando te´cnicas bem estabelecidas
do espalhamento inverso quaˆntico.
Nesta sec¸a˜o vamos estudar o modelo principal do campo quiral (PCM), que e´ um tipo de
modelo sigma na˜o linear, e a G2dD. Atrave´s do ca´lculo dos pareˆnteses de Poisson entre as
matrizes de transic¸a˜o de cada modelo, vamos mostrar como a presenc¸a do campo dilaton tira
todas as ambiguidades, presentes no PCM. Esses resultados sa˜o o ponto central do trabalho. A
partir deles pode-se verificar formas de contornar ambiguidades, ou mesmo quantizar os modelos
via´veis.
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3.1 Modelo do campo quiral principal - PCM
Como modelo integra´vel, o PCM, de dimensa˜o 2, foi extensivamente estudado tanto pela
literatura f´ısica [36], [37], quanto da matema´tica [38]. Ele e´ basicamente um exemplo de modelo
sigma na˜o linear, com grupo de Lie G.
O PCM pode ser derivado diretamente atrave´s da CCN1 de um par de Lax atrave´s da
inserc¸a˜o de um paraˆmetro espectral λ ∈ C. A importaˆncia do PCM reside no fato de que as
suas reduc¸o˜es levam a modelos sigma no espac¸o coset (como a G2dD, por exemplo) e a modelos
sigma em espac¸os sime´tricos - dessa forma, seu estudo e´ essencial para aumentarmos a alc¸ada
do nosso conhecimento em modelos integra´veis do tipo sigma.
Na abordagem do PCM, vamos utilizar o seguinte Lagrangeano [39]:





onde Jµ = g
−1∂µg sa˜o as correntes do modelo e a func¸a˜o g = g(x, t) representa valores no grupo
























= 0⇒ ∂µJµ = 0 com µ = 0, 1, (3.1.2)
onde µ = 0 representa a coordenada temporal e µ = 1 a coordenada espacial x. Como vimos, a
CCN (2.5.8) tambe´m proveˆ uma equac¸a˜o de movimento para modelos integra´veis. Dessa forma,





+ [J1, J0] = 0, (3.1.3)
de onde no´s podemos definir a derivada covariante
∂0J1 = ∂1J0 − [J1, J0] ≡ ∇1J0 (3.1.4)
Na a´lgebra de Lie g ∈ G, fixamos a base ta, com a = 1, 2, · · · , n, onde n = dim g. Essa base e´
normalizada com respeito a me´trica de Killing:
tr tatb = gab = −δab, (3.1.5)
1Como vimos anteriormente a CCN e´ uma condic¸a˜o de integrabilidade.
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onde fabc e´ um tensor, denominado constante de estrutura, totalmente antissime´trico entre seus
dois primeiros ı´ndices. A constante deve satisfazer a identidade de Jacobi [40]:
f ispf jks + f jspfkis + fkspf ijs = 0. (3.1.7)





a, com µ = 0, 1 e a = 1, · · · ,dim g
Vamos escolher a componente espacial da corrente Ja1 (x) = q
a(x), para ser um conjunto



















a − (J1)a(J0)cfacbtb = ∂1(J0)ata − qb(J0)cf bcata
=
[
∂1(J0)a − qb(J0)cf bca
]
ta = (∇1J0)a ta
⇒ q˙a = ∂0(J0)a = (∇1J0)a , (3.1.8)
onde o operador ∇1, como definido anteriormente, e´ a derivada covariante, determinada pela a
conexa˜o J1 = qat
a ⇒ ∇1(J0)a ≡ ∂(J0)a∂x − qb(J0)cf bca agora em termos de componentes. Para
uma func¸a˜o arbitra´ria com componente Fa:
∇1Fa = ∂Fa
∂x
− qb Fcf bca (3.1.9)
Com o objetivo de obtermos o momento conjugado canoˆnico do modelo, vamos verificar a




















(∇−11 J0) (∂0J1) dx dt− ˆ ˆ t2
t1
J21dx dt (3.1.10)
onde utilizamos a identidade3 J0 = ∇−11 ∂0J1 e que o operador ∇1 e´ anti-auto-adjunto, como
no caso (2.3.12). Dessa forma, como δSδ∂0J1 = pi(x) [41], [42], teremos, calculando a derivada
2Ressaltamos nesse ponto a notac¸a˜o utilizada da soma para ı´ndices repetidos. Nesse caso, fabctc representa a
soma do ı´ndice da a´lgebra c
3que surge ao aplicarmos a inversa ∇−11 em ambos os lados de (3.1.4)
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funcional de (3.1.10):
pi(x) = ∇−1J0 (3.1.11)
que e´ o momento conjugado do modelo.
Para as coordenadas generalizadas (J1)a(x) = qa(x) e pia(x) obtidas, temos os pareˆnteses de
Poisson canoˆnicos:
{qa(x), qb(y)} = 0 = {pia(x), pib(y)} (3.1.12)
{pia(x), qb(y)} = δab δ(x− y) (3.1.13)

















dz [δacδ(x− z) δbcδ(y − z)] ,
= δabδ(x− y)
O mesmo processo deve ser feito para os dois pareˆnteses restantes.

Temos que a conexa˜o de Lax para o PCM e´ dado por [36] e [43]:
L1(x;λ) =
2λ
1− λ2 (λJ1(x)− J0(x)) , (3.1.14)
dessa forma, e´ interessante escrever as expresso˜es4(3.1.12) e (3.1.13) em termos das correntes do
modelo. Essas expresso˜es, que sera˜o obtidas na Proposic¸a˜o (3.1), ira˜o nos auxiliar na obtenc¸a˜o
dos pareˆnteses de Poisson entre as matrizes de transic¸a˜o do sistema.































onde Ωg = t
a ⊗ ta representa o elemento de Casimir da algebra de Lie g na base ta.
4Pareˆnteses de Poisson canoˆnicos
5Lembrando da notac¸a˜o tensorial
(1)





Vamos escrever os pareˆnteses de Poisson desejados em termos de componentes da a´lgebra. Para
isso, de (3.1.11), utilizaremos
J0 = −∇1pi (3.1.18)































{qd(x)pie(x), pib(y)} fdea + {qd(x)pie(x), qm(y)pin(y)} fdea fmnb
= − ∂
∂x
[{pia(x), qm(y)}pin(y)] fmnb − ∂
∂y
[{qd(x), pib(y)}pie(x)] fdea+
+ [qd(x) {pie(x), qm(y)pin(y)}+ {qd(x), qm(y)pin(y)}pie(x)] fdeafmnb
= −∂x [pin(y)δ(x− y)] f ban + [∂yδ(x− y)]pie(x)fade
+ qd(x)pin(y)fadef benδ(x− y)− qm(y)pie(x)fadef bmdδ(x− y)
= − [∂xpin(x)] δ(x− y)f ban + qd(x)pin(x)
(
fadef ben − fatnf bdt
)
δ(x− y)
















= −fabnJn0 (x)δ(x− y) (3.1.19)
Da expressa˜o (3.1.19) obtida, e sabendo que a podemos escrever em termos da estrutura
de Casimir:




























Em termos das componentes da a´lgebra:

































= −δab∂xδ(x− y)− fabdqd(x)δ(x− y) (3.1.20)
Como no caso anterior, podemos representar (3.1.20) a partir da estrutura de Casimir.
Assim,















































A partir da Proposic¸a˜o 3.1, calcularemos agora o pareˆnteses de Poisson entre o operadores
de Lax L1(x, λ) e L1(y, µ). Considere enta˜o a seguinte proposic¸a˜o:








(1− λ2) (1− µ2)Ωg∂xδ(x− y)−
− 2λµ















onde λ e µ sa˜o os paraˆmetros espectrais do modelo.

52
Calculando os pareˆnteses de Poisson entre o par de Lax (3.1.14):{
(1)






















































































Vamos obter uma expressa˜o para o item I indicado, atrave´s da Proposic¸a˜o 3.1:
(I)




































δ(x− y)− Ωg∂xδ(x− y)
onde usamos a propriedade, ja´ discutida na Sec¸a˜o 2.7, da matriz de permutac¸a˜o P:
P
(1)
J (x)P = P (J(x)⊗ 1)P = 1⊗ J(x)
(I)
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(1− λ2) (1− µ2)Ωg∂xδ(x− y)−
− 2λµ
















Observe que a expressa˜o obtida nesta Proposic¸a˜o na˜o e´ ultralocal. Vamos verificar se essa
propriedade de na˜o-ultrocalidade se estende para os pareˆnteses de Poisson entre as matrizes de
transic¸a˜o do modelo. Dessa forma, poderemos julgar se a algebra de Poisson para o PCM tem
algum sentido.
A forma da matriz de transic¸a˜o para o PCM e´ equivalente a (2.6.5):




E os seus respectivos pareˆnteses de Poisson sa˜o, de forma semelhante a Proposic¸a˜o 2.3, os
seguintes [13]:{
(1)
T (x, y, λ),
(2)









T (x, z, λ)
(2)










T (z, y, λ)
(2)
T (z′, y′, µ) (3.1.23)
6Observe que na˜o explicitamos a coordenada espacial x ou y pelo simples motivo da propriedade de simetria
da func¸a˜o δ(x− y)
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Assim sendo, substituindo na expressa˜o acima, o resultado obtido na Proposic¸a˜o 3.2, teremos a
seguinte forma:{
(1)
T (x, y, λ) ,
(2)










T (x, z, λ)
(2)
T (x′, z′, µ) A Ωg ∂zδ(z − z′)
(1)
T (z, y, λ)
(2)








T (x, z, λ)
(2)








T (z, y, λ)
(2)








T (x, z, λ)
(2)








T (z, y, λ)
(2)
T (z′, y′, µ)
onde,
A = 4λµ (λ+ µ)
(1− λ2) (1− µ2) , B =
2λµ
(1− λ2) (λ− µ) e C =
2λµ
(1− µ2) (λ− µ)
Vamos simplificar a expressa˜o acima por partes, linha a linha. Consideremos primeiro os








T (x, z, λ)
(2)








T (z, y, λ)
(2)








T (x, z, λ)
(2)





T (z, y, λ)
)
(2)









T (x, z, λ)L1(λ)
)
(2)
T (x′, z′, µ)Ωg
(1)
T (z, y, λ)
(2)









T (x, z, λ)
(2)




T (z, y, λ)
)
(2)










T (x, z, λ)
)
(2)
T (x′, z′, µ)Ωg
(1)
T (z, y, λ)
(2)










T (x, z, λ)
(2)
T (x′, z′, µ)Ωg
(1)
T (z, y, λ)
(2)
T (z′, y′, µ)
]
δ(z − z′) (3.1.24)








T (x, z, λ)
(2)








T (z, y, λ)
(2)









T (x, z, λ)
(2)
T (x′, z′, µ)Ωg
(1)
T (z, y, λ)
(2)
T (z′, y′, µ)
]
δ(z − z′) (3.1.25)
Assim sendo, reunindo os dois termos obtidos acima e o termo com a na˜o-ultralocalidade
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(contendo o coeficiente A), podemos escrever os pareˆnteses de Poisson da seguinte forma:{
(1)
T (x, y, λ) ,
(2)






































onde fizemos o produto λ−µλ−µ no termo contendo o coeficiente A7 ale´m de utilizarmos a importante
propriedade da func¸a˜o delta de Dirac:
ˆ y
x
f(z)δ′(z − z′)dz = −
ˆ y
x
f ′(z)δ(z − z′)dz = −f ′(z′) para x < z′ < y, (3.1.26)
para simplificarmos a expressa˜o. Note tambe´m o uso da notac¸a˜o:
θ(x, y, z) =
1 para x < y < z0 para os casos restantes x 6= y 6= z,
que surge devido aos limites de integrac¸a˜o (observe a propriedade (3.1.26)) que definem o inter-
valo de nulidade da func¸a˜o delta de Dirac.
Observe que o resultado obtido surge dos termos com as func¸o˜es delta de Dirac das integrais
originais. A contribuic¸a˜o do termo na˜o ultralocal e´ anulada com os termos de fronteira, apo´s
realizada a integrac¸a˜o por partes.
E´ justamente as func¸o˜es θ8 que va˜o gerar a ambiguidade nos pareˆnteses de Poisson do
PCM. Para observarmos isso, basta pegarmos como limites da matriz x, x′ → −∞ e y, y′ →∞.
Teremos enta˜o, dois intervalos poss´ıveis(ver figura 11):






























Ou seja, ambos pareˆnteses sa˜o obviamente na˜o-antissime´tricos e incompat´ıveis com as iden-
tidades de Jacobi, levando a uma condic¸a˜o anoˆmala para essa estrutura. Alguns procedimentos
7Assim teremos expresso˜es comuns entre os coeficiente, facilitando a a´lgebra.
8Vale a pena ressaltar que as func¸o˜es θ em questa˜o, sa˜o originadas dos termos com derivadas da func¸a˜o δ(z−z′).
Esse e´ o motivo da tal ambiguidade.
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foram estudados para tornar a estrutura de Poisson do PCM via´vel. Como na˜o abordaremos
esses me´todos neste trabalho, recomendamos a literatura [37], [14] e [44].
Figura 11: Intervalos utilizados para a ana´lise da estrutura de Poisson dos modelos estudados.
Veremos que para o PCM, a estrutura de Poisson e´ anoˆmala. Ja´ para a G2dD, grac¸as a`s
propriedades do dilaton, ela e´ via´vel.
Nesta pro´xima sec¸a˜o finalmente abordaremos a gravitac¸a˜o bidimensional. Veremos que,
apesar da similaridade com o PCM, o campo dilaton ρ da G2dD inesperadamente retira essa
ambiguidade e torna a estrutura de Poisson via´vel, levando assim a possibilidade da aplicac¸a˜o
de me´todos para a sua poss´ıvel quantizac¸a˜o.
3.2 Campo gravitacional bidimensional acoplado com o campo
do dilaton
O estudo da reduc¸a˜o dimensional de va´rios modelos de gravitac¸a˜o e supergravitac¸a˜o, levaram
a teorias de campos bidimensionais efetivas possuindo uma estrutura acoplada a espac¸os cosets
de modelos do tipo σ. Apesar dessas teorias de reduc¸a˜o dimensional na˜o serem abordados neste
trabalho, elas ja´ foram estudadas extensivamente pela literatura, como em [45] , [46] e [47].
Dessa forma, comec¸aremos nosso estudo da integrabilidade partindo da teoria gravitacional
reduzida, ja´ com o dilaton acoplado.
Dessa forma, temos o espac¸o coset G/H do modelo, onde G e´ um grupo de Lie semisimples,
com sua respectiva algebra g e componentes ta; e H e´ o subgrupo maximal compacto de G(ou
simplesmente complemento) com a´lgebra representada por h. A decomposic¸a˜o da a´lgebra do
modelo e´ enta˜o dada por:
g = h⊕ p (3.2.1)
e as relac¸o˜es de Lie, reflexos da simetria maximal do espac¸o coset, teˆm a seguinte estrutura:
[H,H] ⊂ H, [H,P] ⊂ P, [P,P] ⊂ P (3.2.2)
Seja Σ um espac¸o bidimensional Lorentziano parametrizado pelas coordenadas xµ, com
µ = 0, 1. Os campos f´ısicos da G2dD sa˜o mapeamentos g(xµ) : Σ → G/H - ou seja, possuem
liberdade de calibre a` multiplicac¸a˜o destro´gena (ou levo´gena) de H. Utilizaremos neste trabalho
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as correntes destro´genas9:
Jµ ≡ Jaµta ≡ g−1∂µg,
que permitem a seguinte decomposic¸a˜o, de acordo com (3.2.1):
Jµ = Qµ + Pµ, onde Qµ ∈ h e Pµ ∈ p. (3.2.3)
Por fim, as transformac¸o˜es de calibre dessa estrutura teˆm a forma:
Qµ 7→ h−1Qµh+ h−1∂µh, Pµ 7→ h−1Pµh, (3.2.4)
semelhantes a (2.5.9), onde h = h(xµ) ∈ H
Vamos agora estabelecer a estrutura canoˆnica da G2dD. O Lagrangiano, reduzido e com a









P 20 − P 21
)
. (3.2.5)
Observe a similaridade com o Lagrangiano do PCM (3.1.1). Na G2dD, ale´m das correntes do
campo f´ısico (correntes coset) Pµ - em substituic¸a˜o ao grupo compacto do PCM - temos tambe´m
o campo dilaton ρ, relacionado com a parte compactificada da me´trica das dimenso˜es superiores,
apo´s sua reduc¸a˜o.
O campo dilaton obedece a equac¸a˜o de Laplace bidimensional:
ρ = 0, (3.2.6)
cuja soluc¸a˜o e´ a equac¸a˜o de onda na forma:
ρ(x) = ρ+(x
+) + ρ−(x−),
com o correspondente dual (campo axion [48]):
ρ˜(x) = ρ+(x
+)− ρ−(x−),
onde temos a soma entre equac¸a˜o da onda viajando no sentido negativo (ρ−(x−)) e no sentido
positivo (ρ−(x−)) do espac¸o bidimensional (com coordenadas (t,x)) e que x± ≡ 1√2(x ± t)
representa as coordenadas de cone de luz.
Assim, podemos utilizar uma transformac¸a˜o conforme do tipo
δx+ = ξ−(x+), δx− = ξ+(x−),
para enta˜o identificar ρ como uma coordenada espacial radial x = r ∈ [0,∞[ e o correspondente
ρ˜ como uma coordenada temporal t (coordenadas canoˆnicas de Weyl [49] e [46]). Essas definic¸o˜es
9Isso na˜o passa de uma escolha arbitra´ria. Poder´ıamos muito bem utilizar correntes levo´genas Jµ ≡ ∂µgg−1
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sera˜o importantes para a nossa ana´lise final, quando tomarmos os limites espaciais.
Por fim, definimos que o correspondente dual do dilaton deve satisfazer [39]:
∂µρ˜ = −µν∂νρ. (3.2.7)
Apesar das diferenc¸as obervadas entre os modelos, vamos introduzir a estrutura canoˆnica
de forma ana´loga ao modo que fizemos com o PCM: utilizaremos J1(x) como coordenada gene-
ralizada e teremos a figura da derivada covariante, definida em (3.1.9).



















tr [ρP0 · (∇−11 ∂0J1)− ρP 21 ]dxdt
⇒ S = −1
2
ˆ
tr [(∂0J1)∇−11 (ρP0) + ρP 21 ]dxdt, (3.2.8)
onde utilizamos a expressa˜o (3.2.3) e a ortogonalidade entre seus espac¸os, a identidade ∂0J1 =
∇1J0 (veja (3.1.8)) e que o operador ∇−11 e´ anti-auto-adjunto.
Lembremos que, devido a composic¸a˜o G/H, teremos consequentemente, ale´m de (3.2.3), a
extensa˜o para o momento conjugado:
piJ = piQ + piP , onde piQ ∈ h e piP ∈ p,





= δabδ(x− y), (3.2.9)








⇒ piJ = −∇−11 (ρP0)⇒ ∇1piJ = −ρP0
⇒ ρP0 = − (∂1piJ + [J1, piJ ]) , (3.2.10)
onde utilizamos a CCN para o momento conjugado ∇1piJ = ∂1piJ + [J1, piJ ].
Teremos enta˜o, de (3.2.10), 2 relac¸o˜es resultantes; cada uma correspondente a`s a´lgebras:
p I ρP0 = −∂1piP − [P1, piQ]− [Q1, piP ] (3.2.11)
h I 0 = −∂1piQ − [P1, piP ]− [Q1, piQ] , (3.2.12)
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onde utilizamos as relac¸o˜es da a´lgebra de Lie (3.2.2).
Observemos que a segunda equac¸a˜o (3.2.12) define um conjunto de v´ınculos de primeira
ordem, de modo que:
φ ≡ −∂1piQ − [Q1, piQ]− [P1, piP ] ≈ 0 (3.2.13)
Mais uma vez devido a ortogonalidade entre os espac¸os (3.2.3), temos que o elemento de
Casimir da a´lgebra Ωg tem a decomposic¸a˜o Ωg = Ωh + Ωp. Destarte, partimos para as seguintes
proposic¸o˜es.














= Ωpδ(x− y) (3.2.14)



























δ(x− y) = Ωhδ(x− y),
onde utilizamos a estrutura canoˆnica (3.2.9). Para obtermos o outro pareˆnteses, basta proceder
da mesma forma.
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Vamos obter cada um dos pareˆnteses da Proposic¸a˜o acima. Para isso, basicamente utilizaremos
















































































































































Nesses pareˆnteses de Poisson, vamos proceder de uma maneira um pouco diferente. Pri-
meiro calcularemos o lado direito (LD) da expressa˜o, e, em seguida vamos comparar com
61





































































































































































































































Calcularemos enta˜o cada termo isoladamente.
























































































































































































































































































































































































O ca´lculo para esses pareˆnteses fica trivial, ja´ que o mesmo e´ um caso mais simples dos
pareˆnteses (iv) calculado acima. Deixamos enta˜o para o leitor a obtenc¸a˜o dessa expressa˜o.

Algo interessante de se notar e´ que entre os pareˆnteses obtidos na Proposic¸a˜o 3.4 existe um
termo na˜o ultralocal ∂xδ(x − y). Esse termo no PCM (e entre outros modelos 2-d integra´veis)
gerava ambiguidades e por conseguinte a impossibilidade de se obter uma estrutura de Poisson
por me´todos convencionais11.
3.2.1 Par de Lax e cargas conservadas
Apo´s introduzirmos a estrutura do modelo e fixarmos a notac¸a˜o, vamos finalmente obter o
Par de Lax e as cargas conservadas. Constataremos agora as fundamentais diferenc¸as entre o
PCM e a G2dD.A equac¸a˜o de movimento do modelo e´ dada por [39]:
Dµ (ρPµ) = D0 (ρP0)−D1 (ρP1) = 0 (3.2.15)
onde a derivada covariante Dµ e´ definida como:
DµPν ≡ ∂µPν + [Qµ, Pν ] (3.2.16)
Diante disso, vamos verificar a seguinte proposic¸a˜o.
Proposic¸a˜o 3.5 O par de Lax para a G2dD possui a seguinte estrutura:













(ω + ρ˜)2 − ρ2
)
(3.2.18)
11Ja´ discutimos que existem na literatura me´todos para tentar contornar esse problema
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
A partir da CCN podemos obter algumas relac¸o˜es, uma referente ao pro´prio par de Lax e a
outra que corresponde a`s correntes da G2dD:
∂0L1 − ∂1L0 + [L0, L1] = 0, (3.2.19)
∂0J1 − ∂1J0 + [J0, J1] = 0. (3.2.20)
Observe que devido a decomposic¸a˜o da a´lgebra, Jµ = Qµ + Pµ, a expressa˜o (3.2.20) pode ser
expandida em dois termos:
∂0Q1 − ∂1Q0 + [Q0, Q1] + [P0, P1] = 0 ∈ h (3.2.21)
∂0P1 − ∂1P0 + [Q0, P1] + [P0, Q1] = 0 ∈ p. (3.2.22)
Diante disso, e lembrando do esquema representado na Figura 8 vamos escolher a seguinte
forma para conexa˜o de Lax:
Lµ = Qµ +A(γ)Pµ +B(γ)µνP
ν .
Substituindo essa expressa˜o na CCN (3.2.19) nos leva a:
∂0 [Q1 +A(γ)P1 +B(γ)P0]− ∂1 [Q0 +A(γ)P0 +B(γ)P1] +
+ [Q0 +A(γ)P0 +B(γ)P1, Q1 +A(γ)P1 +B(γ)P0] = 0, (3.2.23)
que resulta, apo´s o uso das expresso˜es expandidas (3.2.21) e (3.2.22) em:
[
A2(γ)−B2(γ)− 1] [P0, P1] +B(γ) [D0P0 −D1P1] +
+ P1 [∂0A(γ)− ∂1B(γ)] + P0 [∂0B(γ)− ∂1A(γ)] = 0 (3.2.24)
Observamos enta˜o que (3.2.24) deve ser decomposta em duas:
(i)
[
A2(γ)−B2(γ)− 1] [P0, P1] = 0
(ii) B(γ)DµP
µ + P1 [∂0A(γ)− ∂1B(γ)] + P0 [∂0B(γ)− ∂1A(γ)] = 0
E´ trivial observar que uma poss´ıvel soluc¸a˜o de (i) para os coeficiente pode ser:
A(γ) =
1 + γ2
1− γ2 , B(γ) =
2γ
1− γ2 . (3.2.25)
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Para obtermos informac¸o˜es de (ii), vamos reescreveˆ-lo de outra forma:
0 = (3.2.26)
= B(γ)DµP
µ + P1 [∂0A(γ)− ∂1B(γ)] + P0 [∂0B(γ)− ∂1A(γ)]
= DµP
µ +B(γ)−1 [µν∂νA(γ) + ∂µB(γ)]Pµ, (3.2.27)
e compara´-lo com a equac¸a˜o de movimento da G2dD (3.2.15), que pode ser reescrita como:





⇒ DµPµ + ρ−1 (∂µρ)Pµ = 0. (3.2.28)
Assim, resultante da comparac¸a˜o entre (3.2.27) e (3.2.28) teremos:
B(γ)−1 (µν∂νA(γ) + ∂µB(γ)) = ρ−1∂µρ
que, apo´s utilizarmos (3.2.25), nos leva a seguinte expressa˜o:
ρ−1∂µρ =
γ2 + 1












Observe que para um paraˆmetro espectral w, a func¸a˜o de coordenadas (3.2.18) satisfaz a ex-
pressa˜o (3.2.30), afirmada na proposic¸a˜o (ver apeˆndice).
Assim, a expressa˜o resultante para o par de Lax e´:







A priore, o ca´lculo da a´lgebra de Poisson das matrizes de transic¸a˜o da G2dD e´ feita de forma
semelhante ao que foi feito no PCM. Devemos observar, no entanto, o comportamento peculiar
da func¸a˜o de coordenadas γ(x, t;ω). Dessa forma, segue a proposic¸a˜o.
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Proposic¸a˜o 3.6 Os pareˆnteses de Poisson entre as conexo˜es de Lax teˆm a seguinte forma:{
(1)


























































onde γ1 ≡ γ(z, t; v) e γ2 ≡ γ(z′, t, ω)
.

Inserindo as conexo˜es de Lax (3.2.17) na estrututa de Poisson {·, ·} nos leva a:{
(1)






























































































































































(γ2 − γ1) (1− γ1γ2) −
1 + γ1γ2
1− γ1γ2Q1(z),
que, ao ser introduzido em (3.2.31), reverte-se em:{
(1)














































































Utilizando os resultados do Apeˆndice A finalmente obtemos o resultado da Proposic¸a˜o 3.6.

De posse do resultado acima, podemos agora obter os pareˆnteses de Poisson entre as matrizes
de transic¸a˜o. Para isso, substituiremos a expressa˜o obtida na Proposic¸a˜o 3.6 na relac¸a˜o (3.1.23),
produzindo 4 termos:{
(1)
T (x, y, v),
(2)












(γ2 − γ1) (1− γ1γ2) ρ
]
(1)
T (x, z, v)
(2)











T (z, y, v)
(2)




















T (x, z, v)
(2)









T (z, y, v)
(2)





















T (x′, z′, w)
(2)









T (z, y, v)
(2)

























T (x, z, v)
(2)
T (x′, z′, w)Ωp
(1)
T (z, y, v)
(2)
T (z′, y′, w)∂zδ(z − z′)












T (x, z, v)
(2)








T (z, y, v)
(2)
T (z′, y′, w)−
−
(1)
T (x, z, v)
(2)









T (z, y, v)
(2)













T (x, z, v)
(2)





T (z, y, v)
]
(2)
T (z′, y′, w)+
+
(1)
T (x, z, v)
(2)
T (x′, z′, w)Ωh
(1)
















T (x′, z′, w)Ωh
(1)
T (z, y, v)
(2)
T (z′, y′, w)−
−
(1)
T (x, z, v)
[
(2)






T (z, y, v)
(2)










v − wδ(z − z




T (x, z, v)
(2)
T (x′, z′, w)Ωh
(1)
T (z, y, v)
(2)
T (z′, y′, w). Observe que para chegarmos na forma
(3.2.32) utilizamos a relac¸a˜o inversa do paraˆmetro espectral (B.0.3). Fazendo a integral por







































































δ(z − y′) Ξh(z′ → y′)− δ(z − x′) Ξh(z′ → x′)
]
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T (x′, x, w)Ωh
(1)
T (x, y, v)
(2)
T (x, y′, w)−
− θ(x′, y, y′)
(1)
T (x, y, v)
(2)
T (x′, y, w)Ωh
(2)
T (y, y′, w)+
+ θ(x, x′, y)
(1)
T (x, x′, v)Ωh
(1)
T (x′, y, v)
(2)
T (x′, y′, w)−
− θ(x, y′, y)
(1)
T (x, y′, v)
(2)
T (x′, y′, w)Ωh
(1)
T (y′, y, v)
]
(3.2.33)
A notac¸a˜o Ξ(a→ b), indica a transformac¸a˜o de varia´veis que ocorre na func¸a˜o Ξ, referente

























































































γ(v, x) (1− γ(w, x)2)
]
Ξp(z, z
























(γ2 − γ1) (1− γ1γ2)



















2 (γ2 − γ1) (1− γ1γ2)



























∂zδ(z − z′) (3.2.34)
onde Ξp =
(1)
T (x, z, v)
(2)
T (x′, z′, w)Ωp
(1)
T (z, y, v)
(2)
T (z′, y′, w). Observe que utilizamos as recorrentes
relac¸o˜es do apeˆndice B para obtermos o resultado acima com depeˆndencia de ∂µρ.


























γ(w, x′) (1− γ(v, x′)2)
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ρ−1(z′)γ2(1 + γ21) + ρ−1(z)γ1(1 + γ22)
]
(1− γ21)(1− γ22)
∂zδ(z − z′)Ξp (3.2.36)
Reunindo os 4 termos (3.2.33), (3.2.34), (3.2.35) e (3.2.36) observamos que as expresso˜es
que possuem derivada do Dilaton se cancelam, resultando somente em termos com a func¸a˜o




T (x, y, v),
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T (x′, x, w)Ωh
(1)
T (x, y, v)
(2)
T (x, y′, w)−
− θ(x′, y, y′)
(1)
T (x, y, v)
(2)
T (x′, y, w)Ωh
(2)
T (y, y′, w)+
+ θ(x, x′, y)
(1)
T (x, x′, v)Ωh
(1)
T (x′, y, v)
(2)
T (x′, y′, w)−
− θ(x, y′, y)
(1)
T (x, y′, v)
(2)
T (x′, y′, w)Ωh
(1)











































γ(y′, w) (1− γ(y′, v)2)
]
Ξp(z, z
′ → y′) (3.2.37)
Observe que o nosso resultado para a G2dD e´ similar ao obtido para o PCM, ja´ que ha´ a
presenc¸a das func¸o˜es θ(x, y, z), geradoras de ambiguidades nas fronteiras. Assim, a primeira vista
nos deparamos com o mesmo problema encontrado anteriormente. No entanto, a dependeˆncia da
func¸a˜o de coordenadas γ(x, t, v)12 com o paraˆmetro espectral v inverte essa situac¸a˜o. Podemos
reescrever os 4 ultimos termos centrais da expressa˜o obtida, utilizando algumas expresso˜es do




γ(x, v) (1− γ(x,w)2) =
√
(v + ρ˜)2 − ρ2
(w + ρ˜)2 − ρ2 (3.2.38)
Substituindo as relac¸o˜es equivalentes a (3.2.38) acima, em (3.2.37) obte´m-se uma expressa˜o
que pode ser analisada mais facilmente. Para essa ana´lise, utilizaremos os mesmos limites que
consideramos para o PCM: x, x′ → −∞ e y, y′ →∞. Nessa situac¸a˜o, tambe´m podemos observar
dois casos: x′ < x, y < y′ e x < x′, y′ < y (veja a figura 11). Dessa forma, obtemos os seguintes
resultados:



















(v + ρ˜)2 − ρ2








12No caso do PCM, γ(x, t, v) = λ adquire um valor constante.
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(w + ρ˜)2 − ρ2








Observe que os segundos termos de ambos limites sa˜o diferentes. No entanto, como fizemos a
escolha de ρ como coordenada de Weyl, nos infinitos espaciais o dilaton ρ (e seu dual ρ˜) tambe´m































(w + ρ˜)2 − ρ2





(w + ρ˜)2 − ρ2
(v + ρ˜)2 − ρ2 → +1
Dessa forma, nos limites a a´lgebra e´ u´nica e bem definida, satisfazendo particularmente a
antissimetria e as identidades de Jacobi. Assim, diferentemente do PCM, a G2dD possui uma
estrutura de Poisson via´vel e pode, por esse formalismo, ser prosseguida pela quantizac¸a˜o.
Vale a pena notar que a expressa˜o (3.2.37) obtida acima na˜o e´ invariante por transformac¸a˜o
de calibre (3.2.4). Dessa forma, devemos utilizar uma quantidade que seja invariante por tal
transformac¸a˜o; observa-se que a seguinte quantidade tem tal caracter´ıstica:
g(x)T (x, y; v)g−1(y).
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Calculando enta˜o os pareˆnteses de Poisson entre essas matrizes de transic¸a˜o invariantes, nos leva




























T (x′, x, w)Ωh
(1)
T (x, y, v)
(2)
T (x, y′, w)−
− θ(x′, y, y′)
(1)
T (x, y, v)
(2)
T (x′, y, w)Ωh
(2)
T (y, y′, w)+
+ θ(x, x′, y)
(1)
T (x, x′, v)Ωh
(1)
T (x′, y, v)
(2)
T (x′, y′, w)−
− θ(x, y′, y)
(1)
T (x, y′, v)
(2)
T (x′, y′, w)Ωh
(1)






1− 2γ(x,w)γ(x, v) + γ2(x,w)





1− 2γ(y, w)γ(y, v) + γ2(y, w)





1− 2γ(x′, v)γ(x′, w) + γ2(x′, v)





1− 2γ(y′, v)γ(y′, w) + γ2(y′, v)
1− γ(y′, v)2 Ξp(z, z
′ → y′) (3.2.40)
Escolhemos fazer a ana´lise na fronteira na expressa˜o na˜o-invariante (3.2.37). Como con-
clu´ımos a viabilidade da estrutura de Poisson nessa expressa˜o, o caso se estende para a equac¸a˜o
invariante por transformac¸a˜o de calibre obtida acima.
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4 Conclusa˜o
Nesta dissertac¸a˜o foi feita uma revisa˜o do formalismo da integrabilidade cla´ssica e de cam-
pos. Discutimos brevemente alguns modelos precursores que motivaram o desenvolvimento da
representac¸a˜o de Lax e CCN. Utilizamos, nessa primeira parte da dissertac¸a˜o, como modelo
representativo o NLS. Obtivemos seus pares de Lax, PPF e por fim, com a ajuda de outras
quantidades necessa´rias, provamos a involuc¸a˜o de suas quantidades conservadas. Discutimos
tambe´m a ide´ia por tra´s de sua matriz r, que fornece uma alternativa interessante a CCN pois
e´ mais geral e independe das varia´veis dinaˆmicas do sistema.
Na segunda parte deste trabalho introduzimos e discutimos os dois modelos alvos de estudos:
o PCM e a G2dD.
Primeiramente identificamos o PCM, suas propriedades gerais e assim, a partir de seu La-
grangeano obtemos suas equac¸o˜es de movimento e os pareˆnteses de Poisson canoˆnicos. Utilizamos
o par de Lax proposto por [39] e calculamos o PPF para o PCM.
Ressalta-se a caracter´ıstica na˜o-ultralocal do PPF no primeiro termo. Dessa expressa˜o enta˜o
obtivemos os pareˆnteses de Poisson entre as matrizes de monodromia e calculamos seus valores
em dois limites distintos no infinito:































Verificamos enta˜o e propriedade anoˆmala da estrutura de Poisson para o PCM: no infinito temos
dois valores distintos para os pareˆnteses. Dessa forma ficamos impedidos de prosseguir com o
formalismo, com a identidade de Jacobi sendo violada.
Com a metodologia fixada pelo PCM, procedemos da mesma forma para a G2dD. Antes de
tudo, no entanto devem ser ressaltadas duas diferenc¸as principais entre os modelos: a presenc¸a
do campo dilaton acoplado (resultante da reduc¸a˜o dimensional) e a nova composic¸a˜o da a´lgebra,
ja´ que temos agora um espac¸o coset G/H. E sa˜o esses fatores que analisamos no desenvolvimento
dos ca´lculos.
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Comec¸amos novamente com o Lagrangeano do modelo, identificamos ρ como as coordenadas
canoˆnicas de Weyl (o dilaton e seu dual correspondem as coordenadas espaciais e temporais
respectivamente) e constru´ımos um par de Lax 1 para a G2dD:






observe que agora temos um ’paraˆmetro espectral’ γ que depende das coordenadas e um ’paraˆmetro
espectral escondido’ w constante, que seria o equivalente ao λ do PCM.
Dessa forma, a partir desse par de Lax, obtivemos o PPF para a G2dD. Novamente ob-
servamos um termo na˜o ultralocal, o que nos levaria a crer que encontrariamos uma estrutura
de Poisson amb´ıgua. No entanto, ao calcular os pareˆnteses de Poisson entre as matrizes de


























Isso ocorre justamente pelo comportamento do campo dilaton, baseado na nossa escolha como
coordenadas de Weyl que acabam convergindo. Assim, como agora na˜o temos divergeˆncias
entre os pareˆnteses da estrutura de Poisson, a teoria pode ser regularizada e consequentemente
quantizada por esse formalismo.
4.1 Projeto em andamento
Como obtivemos uma teoria regularizada, o pro´ximo passo o´bvio seria a quantizac¸a˜o do
modelo. No entanto, estamos desenvolvendo um outro movimento poss´ıvel, em consonaˆncia com
a teoria do HL, que e´ proceder com sua reduc¸a˜o para 2 dimenso˜es. Em HL, nos limites de altas
energias (UV), a teoria e´ efetivamente bidimensional, assim a ide´ia e´ comparar a teoria reduzida
com a teoria nos limites de altas energias e elucidar o que de fato ocorre nesse processo.
Vamos lembrar que, ale´m do dilaton, ha´ um campo escalar adicional presente na teoria
reduzida de HL. Com a reduc¸a˜o dimensional ainda na˜o se sabe o que ocorre no contexto da
teoria de sistemas integra´veis. Assim, pretendemos verificar como esse campo adicional reduzido
afeta a integrabilidade, obter a sua CCN, entender a a´lgebra, bem como a sua regularizac¸a˜o.
Sa˜o ide´ias totalmente originais e ausentes na literatura.
Vale a pena ressaltar que esse estudo sobre HL so´ esta´ sendo poss´ıvel grac¸as ao formalismo
estabelecido nessa dissertac¸a˜o com o estudo da G2dD. Desta forma, o presente trabalho nos
fornece o embasamento necessa´rio para o desenvolvimento de teorias mais avantajadas.
1Diferente do que foi feito para o PCM, onde utilizamos a literatura
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APEˆNDICE A -- Alguns comutadores importantes
Sabemos, devido a decomposic¸a˜o da a´lgebra, que Jµ = Qµ + Pµ, onde Qµ ∈ h, Pµ ∈ p e
Ωg = Ωh + Ωp. Dessa forma, e´ util o ca´lculo de comutadores entre os elementos do grupo. Por









th ⊗ th, P ⊗ 1
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= [tp ⊗ tp, Q⊗ 1] = [tp, Q]⊗ tp = Qh [tp, th]⊗ tp
= Qhf








































































































APEˆNDICE B -- Relac¸o˜es envolvendo o paraˆmetro
espectral da G2dD
Vamos elencar neste apeˆndice algumas relac¸o˜es que sa˜o importantes nos ca´lculos relacionados
ao modelo da G2dD.




(ω + ρ˜)2 − ρ2
)
podemos obter as seguintes relac¸o˜es:√






1− γ2) = 2
ρ2
[
ρ2 + (w + ρ˜)
√












(w + ρ˜)2 − ρ2 − (w + ρ˜)2
]
Que levam a`s expresso˜es:
γ−1∂wγ = − 2γ


















Observe que as relac¸o˜es aqui sintetizadas evocam a derivada em relac¸a˜o ao paraˆmetro es-
pectral (∂w) e em relac¸a˜o a`s coordenadas (∂µ).
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