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HIGHER RANK LAMPLIGHTER GROUPS ARE GRAPH AUTOMATIC
SOPHIE BE´RUBE´, TARA PALNITKAR, AND JENNIFER TABACK
Abstract. We show that the higher rank lamplighter groups, or Diestel-Leader groups Γd(q) for
d ≥ 3, are graph automatic. As these are not automatic groups, this introduces a new family of
graph automatic groups which are not automatic.
1. Introduction
Automatic groups were introduced in [7] by Cannon, Gilman, Epstein, Holt and Thurston, moti-
vated by initial observations of Cannon and Thurston about hyperbolic groups and their geometry.
Their goal was first to understand fundamental groups of compact 3-manifolds, and then to stream-
line computation in these groups. For example, if G is an automatic group, then its Dehn function
is at most quadratic, the word problem can be solved in quadratic time, and the automatic struc-
ture can be used to reduce any word in the generating set to a normal form for that group element,
also in quadratic time.
A finitely generated group G has an automatic structure with respect to a generating set S if
there is a regular language of normal forms for elements of G, and, for each s ∈ S, a finite state
automaton which recognizes multiplication by s. The class of automatic groups includes all finite
groups, braid groups, Coxeter groups, hyperbolic groups and mapping class groups, among others.
It is shown in [7] that if G has an automatic structure with respect to one generating set, then it
has an automatic structure with respect to any generating set. All automatic groups are finitely
presented, and there are geometric conditions which can be used to show that a set of normal forms
constitutes the basis of an automatic structure. For a comprehensive introduction to automatic
groups, see [7], or for a shorter treatment, [9], [11] or [14].
It is unsatisfying that many groups which have nice algorithmic properties, including the properties
listed above, are not automatic. For instance, a finitely generated nilpotent group is automatic if
and only if it is virtually abelian. In [13], Kharlampovich, Khoussainov, and Miasnikov extend the
definition of an automatic group to a (Cayley) graph automatic group, in which the language of
normal forms representing group elements is defined over a finite alphabet of symbols. If one takes
the symbol alphabet to be the generating set for the group, then the definition of an automatic
group is recovered. Graph automatic groups retain many of the computational advantages of
automatic groups, and this enlarged class includes the solvable Baumslag-Solitar groups BS(1, n),
the lamplighter groups Zn ≀ Z, the metabelian groups Z
n
⋉A Z for A ∈ SLn(Z), and all finitely
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generated groups of nilpotency class at most 2, among others. [13] It is shown in [2] that the
non-solvable Baumslag-Solitar groups BS(m,n) are also graph automatic.
In this paper, prove the following theorem.
Theorem 1. The Diestel-Leader groups Γd(q) for d ≥ 3 are graph automatic.
The family of Diestel-Leader groups Γd(q) for d ≥ 3, or higher rank lamplighter groups, was
introduced formally in [1] by Bartholdi, Neuhauser and Woess. These groups are not automatic, as
they are type Fd−1 but not Fd when d ≥ 3, and automatic groups are of type FP∞. These groups
are defined explicitly in Section 2 below, and their metric properties are studied by the third author
and Stein in [15]. Kevin Wortman has sketched a proof showing that arguments analogous to those
of Gromov in [10] imply that the Dehn function of Γd(q) is quadratic regardless of the values of
d ≥ 3 and q. It was shown in [3] that when p is prime, Γ3(p) is a cocompact lattice in Sol5 (Fp((t))),
and its Dehn function is quadratic. The Dehn function of Γ3(m) is studied for any m in [12] where
it is shown to be at most quartic.
The Cayley graph of the Diestel-Leader group Γd(q), with respect to a certain generating set is
a Diestel-Leader graph, a particular subset of a product of d infinite trees of valence q + 1. More
general Diestel-Leader graphs were introduced in [4] as a potential answer to the question “Is any
connected, locally finite, vertex transitive graph quasi-isometric to the Cayley graph of a finitely
generated group?” The Diestel-Leader graph which is a subset of a product of two infinite trees
of differing valence is not quasi-isometric to the Cayley graph of any finitely generated group, as
shown by Eskin, Fisher and Whyte in [8]. The Cayley graph of the well-known lamplighter group
Lq = Γ2(q) = Zq ≀Z, with respect to a natural generating set, is the Diestel-Leader graph contained
in a product of two infinite trees of valence q + 1. In this sense we view the Diestel-Leader groups
as a geometric higher rank generalization of the lamplighter groups.
2. Diestel-Leader Groups
We briefly introduce the Diestel-Leader groups Γd(q) and their geometry, and refer the reader to
[1], [15] and [17] for a more comprehensive treatment. The Diestel-Leader graph DLd(q) is the
subset of the product of d infinite regular trees T1, T2, · · · , Td, each with valence q+1 and a height
function hi : Ti → R, consisting of the vertices for which the sum of the heights of the coordinates
is equal to zero. Two vertices are connected by an edge if and only if they are identical in all but
two coordinates, and in those two coordinates, say i and j, the entries differ by an edge in Ti or Tj .
Bartholdi, Neuhauser and Woess in [1] present a matrix group Γd(q) with a particular generating
set Sd(q) so that the Cayley graph Γ(Γd(q), Sd(q)) is exactly the Diestel-Leader graph DLd(q).
Their construction relies on the arithmetic condition that d − 1 < p for all prime divisors p of q.
Specifically, let Lq be a commutative ring of order q with multiplicative unit 1, and suppose Lq
contains distinct elements l1, . . . , ld−1 such that if d ≥ 3, their pairwise differences are invertible.
In this paper, we additionally assume that li is also invertible, for 1 ≤ i ≤ d. These conditions are
easily satisfied, for example, in Zq for large enough q.
Define a ring of polynomials in the formal variables t and (t+ li)
−1 for 1 ≤ i ≤ d− 1 with finitely
many nonzero coefficients lying in Lq:
Rd(Lq) = Lq[t, (t+ l1)
−1, (t+ l2)
−1, · · · , (t+ ld−1)
−1].
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The Diestel-Leader group constructed in [1] is the group of affine matrices of the form
(1)
(
(t+ l1)
m1 · · · (t+ ld−1)
md−1 P
0 1
)
, with m1,m2, · · · ,md−1 ∈ Z and P ∈ Rd(Lq),
which has Cayley graph DLd(q) with respect to the generating set Sd,q consisting of the matrices(
t+ li b
0 1
)±1
, with b ∈ Lq, i ∈ {1, 2, · · · , d− 1} and
(
(t+ li)(t+ lj)
−1 −b(t+ lj)
−1
0 1
)
, with b ∈ Lq, i, j ∈ {1, 2, · · · , d− 1}, i 6= j.
We refer to a matrix of the form
(
t+ li b
0 1
)
as a type 1 generator and a matrix of the form(
(t+ li)(t+ lj)
−1 −b(t+ lj)
−1
0 1
)
as a type 2 generator. Without loss of generality, we assume
that in a type 2 generator, i < j.
An element g ∈ Γd(q) is uniquely defined by a (d − 1)-tuple of integers (m1,m2, · · · ,md−1) which
determine the upper left entry of g and a polynomial P ∈ Rd(Lq). The identification between
a group element and a vertex in the Diestel-Leader graph DLd(q) is based on this information
as well, and is explicitly described in [1] as well as [16], the extended version of [17]. Roughly,
each tree is associated with one of the defining variables in Rd(Lq), and vertices in that tree are
assigned equivalence classes of polynomials in that variable. To find the coordinate in the tree Ti
corresponding to g ∈ Γd(q) of the above form, we compute the Laurent polynomial
LSi((t+ l1)
−k1 · · · (t+ ld−1)
−kd−1P )
and consider only those terms of negative degree, or non positive degree when i = d. To show this
is well defined we refer to the following lemma, proven in [17]. The proof relies on rewriting R as
a Laurent polynomial in each of the possible variables.
Lemma 2 (Decomposition Lemma). Let
Q ∈ Rd(Lq) = Lq[(t+ l1)
−1, (t+ l2)
−1, · · · , (t+ ld−1)
−1, t]
where the li ∈ Lq are chosen so that li − lj is invertible whenever i 6= j. Then Q can be written
uniquely as P1(Q) + P2(Q) + · · ·+ Pd(Q) where
(a) for 1 ≤ i ≤ d − 1 we have that Pi(Q) is a polynomial in t + li all of whose terms have
negative degree, and
(b) for i = d we have that Pd(Q) is a polynomial in t
−1 all of whose terms have non-positive
degree.
While we will not explicitly use the identification between a group element and the corresponding
vertex in the Cayley graph in this paper, we will use the Decomposition Lemma repeatedly. That
is, for g ∈ Γd(q) as in Equation (1), we will decompose a polynomial related to P using the
Decomposition Lemma, and use the component polynomials as the basis of our graph automatic
structure. In our analysis of the relationship between gs and g, for s ∈ Sd(q), we expand the upper
right entry of the product gs using the same techniques.
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It is easily verified that the following combinatorial formulae allow us to rewrite polynomials in
t+ lr in terms of t+ ls for i 6= j, and t
−1:
(2) (t+ lr)
k =
∞∑
n=0
(
k
n
)
(lr − ls)
k−n(t+ ls)
n
and
(3) (t+ lr)
k =
∞∑
n=−k
(
k
−n
)
ln+ki t
−n
for any k ∈ Z. Moreover, when k is nonnegative, we write tk as a polynomial in t+ ls as follows:
(4) tk =
k∑
n=0
(
k
n
)
(−ls)
k−n(t+ ls)
n.
In the proofs below, we repeatedly use Equations (2) and (3) with a fixed value of r ∈ {1, 2, · · · , d−1}
and k = −1 to rewrite (t+ lr)
−1 in terms of t+ ls or t
−1. In the first case, write
(5) (t+ lr)
−1 =
∞∑
n=0
αn(t+ ls)
n
where αn =
(
−1
n
)
(lr − ls)
−(n+1) = (−1)n(lr − ls)
−(n+1). Writing Cr,s = (lr − ls)
−1 for 1 ≤ s ≤ d− 1,
this simplifies to αn = (−1)
nCn+1r,s . Notice that for fixed values of r and s, we have αn+1 = −Cr,sαn.
Similarly, we simplify Equation (3) with exponent −1 as
(6) (t+ lr)
−1 =
∞∑
n=1
(
−1
−n
)
(lr)
n−1t−n =
∞∑
n=1
(−1)n−1(lr)
n−1t−n.
Denote the coefficients in the above sum as α′n = (−1)
n−1(lr)
n−1, and note that α′n+1 = −lrα
′
n.
We make one assumption about our Diestel-Leader groups to simplify notation throughout this
paper. Namely we take Lq = Zq and note that all our theorems hold for more general coefficient
rings as well.
3. Graph Automatic Groups
Let G be a group with finite symmetric generating set X, and Λ a finite set of symbols. The number
of symbols (letters) in a word u ∈ Λ∗ is denoted |u|Λ. We begin by defining a convolution of group
elements, following [13] in our notation.
Definition 1 (convolution). Let Λ be a finite set of symbols, ⋄ a symbol not in Λ, and let L1, . . . , Lk
be a finite set of languages over Λ. Set Λ⋄ = Λ∪{⋄}. Define the convolution of a tuple (w1, . . . , wk) ∈
L1× · · · ×Lk to be the string ⊗(w1, . . . , wk) of length max |wi|Λ over the alphabet (Λ⋄)
k as follows.
The ith symbol of the string is 

λ1
...
λk


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where λj is the ith letter of wj if i ≤ |wj |Λ and ⋄ otherwise. Then
⊗(L1, . . . , Lk) = {⊗(w1, . . . , wk) | wi ∈ Li} .
We note that the convolution of regular languages is again a regular language.
As an example, if w1 = abb, w2 = bbb and w3 = ba then
⊗(w1, w2, w3) =

 ab
b



 bb
a



 bb
⋄


When Li = Λ
∗ for all i the exact definition in [13] is recovered.
The definition of a graph automatic group extends that of an automatic group by allowing the
normal forms for group elements to be defined over a finite alphabet of symbols. When this set of
symbols is simply taken to be the set of group generators, the definition of an automatic group is
recovered.
A set of normal forms for a group may additionally be quasi-geodesic, defined as follows.
Definition 2 (quasigeodesic normal form). A normal form for (G,X,Λ) is a set of words L ⊆ Λ∗
in bijection with G. A normal form L is quasigeodesic if there is a constant D so that
|u|Λ ≤ D(||u||X + 1)
for each u ∈ L, where ||u||X is the length of a geodesic in X
∗ for the group element represented by
u.
The ||u||X+1 in the definition allows for normal forms where the identity of the group is represented
by a nonempty string of length at most D. We denote the image of u ∈ L under the bijection with
G by u.
The following definition was introduced in [13].
Definition 3 (graph automatic group). Let (G,X) be a group and finite symmetric generating set,
and Λ a finite set of symbols. We say that (G,X,Λ) is graph automatic if there is a regular normal
form L ⊂ Λ∗, such that for each x ∈ X the language Lx = {⊗(u, v) | u, v ∈ L, v =G ux} is a regular
language.
The language Lx is often referred to as a multiplier language.
Any set of normal forms forming the basis of an automatic structure for a group G is automatically
quasigeodesic. The proof of Lemma 8.2 of [13] contains the observation that graph automatic
groups naturally possess a quasigeodesic normal form, and a proof is included in [5].
Lemma 3. Let G be a group with finite generating set X. If (G,X,Λ) is graph automatic with
respect to the regular normal form L, then L is a quasigeodesic normal form.
The existence of a quasigeodesic regular normal form in an automatic or graph automatic structure
ensures that the word problem is solvable in quadratic time. While the Diestel-Leader groups are
metabelian, and hence have solvable word problem, we note that it is a simple consequence of
Theorem 9 of [15], stated below as Theorem 6, that the set of normal forms defined in Section 4 is
quasi-geodesic. We prove this in Section 4.
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We conclude with two straightforward lemmas about convolutional languages which we will refer
to in the verification of our graph automatic structure for Γd(q).
Lemma 4 (Offset Lemma). Let A and B be regular languages, with
A′ = {⊗(a1, a2)|ai ∈ A, |a1| = |a2|}
and B′ any subset of ⊗(B,B) which is a regular language. Let Λ be any finite alphabet. Then
{⊗(a1b1, a2xb2),⊗(a1yb1, a2b2)| ⊗ (a1, a2) ∈ A
′,⊗(b1, b2) ∈ B
′, x, y ∈ Λ}
is a regular language.
The proof of Lemma 4 follows easily from the next lemma, whose proof is given in [18].
Lemma 5. Let L be a regular language defined over a finite alphabet Λ. Then the set
{⊗(xw,w)|w ∈ L, x ∈ Λ}
forms a regular language.
4. A regular language of normal forms
We begin the construction of a graph automatic structure for Γd(q) with a quasigeodesic normal
form which is also a regular language. We present a short proof that our normal form language is
quasigeodesic, as it follows nicely from the computation of the word metric for these groups given
in [15].
Let g =
(
Πd−1k=1(t+ lk)
mk R
0 1
)
. The vector m = (m1,m2, · · · ,md−1) and the polynomial R
uniquely define g. However, g is also uniquely defined from the data m and the polynomial
R′ = Πd−1m=1(t+ li)
−miR
and this forms the basis of the normal form we use for our regular language. Namely, using the
Decomposition Lemma from [15] (Lemma 2) we can uniquely decompose R′ as follows:
R′ = R1 +R2 + · · ·Rd
where Ri for 1 ≤ i < d contains only terms in the formal variable t+ li of negative degree, and Rd
contains terms in the variable t−1 of nonpositive degree.
As concatenations of regular languages are regular, we define a prefix language and a suffix language
for our normal form which are both regular, and whose union gives a regular language of normal
forms for elements of Γd(q). Let the prefix language P be defined over the alphabet {x, y,#}, and
encode the vector (m1,m2, · · · ,md−1) as ǫ
m1
1 #ǫ
m2
2 # · · ·#ǫ
md−1
d−1 , where ǫi = x if mi > 0 and ǫi = y
if mi < 0; if mi = 0 we omit ǫi. Note that the prefix corresponding to the identity is #
d−2. It is
clear that P is a regular language.
We now encode the information contained in the polynomials R1, · · · , Rd as a suffix language S
over the alphabet {#, b0, b1, · · · , bq−1} where {b0, b1, · · · , bq−1} = Zq. If Ri 6= 0, denote its minimal
degree −δi, for δi ∈ N, and when i 6= d write
Ri =
δi∑
j=1
βi,j(t+ li)
−j,
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including a coefficient of 0 when (t+ li)
−n is not present in Ri. When i = d we include a constant
term in the polynomial expression. With the given indexing, we allow βi,1 = 0 but βi,δi 6= 0. If
Ri = 0 then let δi = 0 as well.
Let Si = β1β2 · · · βδi with βj ∈ Zq for 1 ≤ i ≤ d denote the the string of coefficients of Ri, with
Si = ∅ if Ri = 0, the entry in the suffix language S corresponding to the tuple R1, · · · , Rd is
S1#S2# · · ·#Sd.
We use the string #d−1 to denote the suffix string when R1 = R2 = · · · = Rd = 0. Let S be
the union of all strings of the above form; it is clear that S is a regular language and hence the
language of concatenations N = PS describes a regular language of normal forms for elements of
Γd(q). Elements of the normal form language N will be written as (p, s) for some p ∈ P and s ∈ S.
If u ∈ N , let u¯ denote the corresponding element of Γd(q), and if g ∈ Γd(q) we let ν(g) denote the
corresponding element of N , with π(g) and σ(g), respectively, denoting the prefix and suffix strings
of ν(g).
In Theorem 7 below we show that this normal form language is quasigeodesic. We will use the
following theorem from [15] which relates the word metric with respect to Sd(q) with the product
metric on the product of trees underlying the Diestel-Leader graph DLd(q).
Theorem 6 ([15], Thm. 9). Let l(g) denote the word length of g ∈ Γd(q) with respect to the
generating set Sd,q and dT (g) the distance in the product metric on the product of trees between
the vertex in DLd(q) corresponding to g and o, the fixed basepoint corresponding to the identity in
Γd(q). Then
1
2
dT (g) ≤ l(g) ≤ 2dT (g)
that is, the word length is quasi-isometric to the distance from the identity in the product metric
on the product of trees.
The word metric in Γd(q) is computed explicitly in [15] and we refer the reader to that paper for
more explanation of the facts given below.
Let o = (o1, o2, · · · , od) denote the vertex of DLd(q) corresponding to the identity in Γd(q). Let
g ∈ Γd(q) correspond to (τ1, τ2, · · · , τd) ∈ DLd(q), where τk is a vertex in the k-th tree Tk in the
product. Let uk = d(ok, ok uprise τk) and vk = d(τk, ok uprise τk).
• As they represent distances in a tree, 0 ≤ uk and 0 ≤ vk for all k.
• In Tk, the shortest path from ok to τk has length uk+ vk. This path necessarily looks either
like an inverted vee, in which case the length of the “upward” portion has length uk and
the “downward” portion has length vk, or uk = 0 and the path is a single segment of length
vk.
• If hk is the height function defined on Tk, then hk(τk) = vk − uk. Moreover, if g is given as
in Equation (1), and (m1,m2, · · · ,md) is the d-tuple of exponents in the upper left entry
of the matrix for g, then the height of τk in Tk is mk, so mk = vk − uk.
• The defining conditions of the Diestel-Leader graph ensure that
∑d
i=1(vi − ui) = 0.
Using this notation we define a projection from Γd(q) to (Z
2)d by
Π(g) = Π((τ1, τ2, · · · , τd)) = ((u1, v1), (u2, v2), · · · , (ud, vd)) .
We will use this projection in the proof of Theorem 7.
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Theorem 7. The language N = PS of normal forms for elements of Γd(q) for d ≥ 3 described
above is a regular quasigeodesic language.
Proof. Above we showed that N is a regular language; it remains to prove that it is quasigeodesic
as well. Let g =
(
Πd−1k=1(t+ lk)
mk R
0 1
)
∈ Γd(q) and ui and vi be as above. Then
dT (g) =
d∑
j=1
uj +
d∑
j=1
vj = 2
d∑
j=1
uj = 2
d∑
j=1
vj.
The length of ν(g) is
|ν(g)| =
d−1∑
j=1
|mj|+ (d− 2) +
d∑
j=1
δj + 1 + (d− 1),
where −δi is the minimal degree of the polynomial Ri defined above, the d−2 and d−1 summands
correspond to the number of # symbols in the prefix or suffix string of the normal form, and the
extra 1 reflects the fact that only Rd has a constant term.
When computing the tree distance dT , ui is the minimal degree of LSi(R), if this degree is negative,
and zero otherwise, as described in [16]. To determine ν(g) we compute LSi(Π
d−1
j=1(t + lj)
−mjR)
and denote its minimal degree by −δi, for δi > 0 (≥ 0 if i = d), and zero otherwise. The factor of
(t+ li)
−mi in the above expression relates ui and δi, namely, δi = ui −mi. Hence
|ν(g)| =
d−1∑
j=1
|mj |+
d∑
j=1
(uj −mj) + 2d− 2
=
d−1∑
j=1
|vj − uj |+ 2
d∑
j=1
uj −
d∑
j=1
vj + 2d− 2
=
d−1∑
j=1
|vj − uj |+
d∑
j=1
uj + 2d− 2
where the last equality holds because
∑d
j=1 uj =
∑d
j=1 vj . As ui, vi ≥ 0, we make the comparisons:
|ν(g)| ≤
d−1∑
j=1
vj +
d−1∑
j=1
vj +
d∑
j=1
uj + 2d− 2 ≤ 3
d∑
j=1
uj + 2d− 2 ≤ 2dT (g) + 2d− 2
and
|ν(g)| ≥
d∑
j=1
uj + 2d− 2 ≥
1
2
dT (g) + 2d− 2
from which it follows that N is a quasigeodesic regular language. 
8
5. Multiplier languages
We now show that the multiplier languages Ls, where s ∈ Sd(q), arising from this normal form N
are also regular. The multiplier language Ls consists of convolutions ⊗(ν(g), ν(gs)) where g ∈ Γd(q).
It suffices to check that Ls is regular when s has one of two forms:
s ∈
{(
t+ li b
0 1
)
,
(
(t+ li)(t+ lj)
−1 b(t+ lj)
−1
0 1
)}
with b ∈ Zq, as it is proven in [6] that Ls is a regular language if and only if Ls−1 is a regular
language. The following theorem constructs the remainder of the graph automatic structure for
Γd(q).
Theorem 8. Let s ∈ Sd(q) be a
• a type 1 generator of Γd(q) of the form
(
t+ li b
0 1
)
, or
• a type 2 generator of the form
(
(t+ li)(t+ lj)
−1 b(t+ lj)
−1
0 1
)
where 1 ≤ i, j ≤ d−1, i < j and b ∈ Zq. The language Ls = {⊗(ν(g), ν(gs))|g ∈ Γd(q)} is a regular
language.
We prove Theorem 8 in several steps. First observe that the relationship between the prefix strings
π(g) = (m1,m2, · · · ,md−1) and π(gs) = (m
′
1,m
′
2, · · · ,m
′
d−1) is easily determined:
(1) if s is a type 1 generator, m′i = mi + 1 and m
′
k = mk for all other k.
(2) if s is a type 2 generator and i < j, then m′i = mi +1 and m
′
j = mj − 1. For all k 6= i, j we
have m′k = mk.
These conditions are easily checked with a finite state machine, and we conclude that for a fixed
generator, the set of strings Ps = {⊗(p1, p2)|pi ∈ P} satisfying the above conditions is a regular
language, regardless of whether these prefix strings arise from g and gs.
The next step in the proof of Theorem 8 is to determine the relationship between σ(g) and σ(gs),
and construct a finite state machine which recognizes this relationship between any two suffix
strings. Beginning with a pair g, gs ∈ Γd(q), if the polynomials R1, R2, · · ·Rd determine σ(g) and
Q1, Q1, · · · , Qd determine σ(gs), we can write the suffix strings as σ(g) = S1#S2# · · ·#Sd and
σ(gs) = S′1#S
′
2# · · ·#S
′
d where each Si = σ(Ri) and S
′
i = σ(Qi) is a string of elements of Zq. In
Sections 6 and 7 we determine the algebraic relationship between the entries of Sk and S
′
k, and
build a finite state machine which recognizes this relationship. Namely, for a fixed generator s we
first construct finite state automata which verify:
(1) for each n 6= i, that the strings σ(Rn) and σ(Qn) differ in the appropriate manner. This
step creates d− 1 finite state automata.
(2) when n = i, that the first entry in σ(Qi) relates to the remaining coefficients in σ(g) in the
appropriate manner. This entry corresponds to the coefficient of (t+ li)
−1 in Qi.
(3) when n = i that the remaining entries in σ(Ri) and σ(Qi) differ in appropriate manner.
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These finite state automata are combined to accept a regular language of convolutions satisfying all
of the above conditions, which includes {⊗(σ(g), σ(gs))|g ∈ Γd(q)}. Let Ms denote the automaton
which accepts this language.
In Lemmas 10 and 11 below we determine the relative lengths of Sk and S
′
k arising in this way,
when s is first a type 1 generator and then a type 2 generator.
Let N ′s = ⊗(S,S) = {⊗(σ(g), σ(h))|g, h ∈ Γd(q)} be the language of convolutions of all possible
suffix strings arising from elements of Γd(q). Generically, we view an element of N ′s as follows.
Let Φn and Ψn be strings of length ηn and χn, respectively, of symbols from the finite alphabet
consisting of elements of Zq, for 1 ≤ n ≤ d. Then ⊗(Φ1#Φ2# · · ·#Φd,Ψ1#Ψ2# · · ·#Ψd) ∈ N ′s.
Without loss of generality, for n 6= i we assume (as these conditions can be verified with finite state
automata) that the lengths ηk and χk agree with Lemma 10 if s is a type 1 generator and Lemma
11 if s is a type 2 generator. It is clear that N ′s is a regular language.
Using the finite state automaton Ms constructed to accept convolutions of the form ⊗(σ(g), σ(gs)),
we conclude that the subset N ′s of N
′
s of convolutions which are accepted by Ms is also a regular
language. In this language, Φn and Ψn have the same relationship as if they arose from σ(g)
and σ(gs), respectively. Define Ns to be the language of concatenations PsN
′
s. The following
proposition follows immediately.
Proposition 9. The language of concatenations Ns = PsN
′
s is a regular language.
To conclude the proof of Theorem 8 we show in Section 7 that Ns = Ls.
6. Construction of automata I
Let s be either a type 1 or type 2 generator, so values of i and possibly j are fixed. In this section
we determine the relationship between the coefficients of Rn and Qn arising from σ(g) and σ(gs),
respectively, when n 6= i and construct automata which recognize this relationship.
6.1. Analysis of coefficients for type 1 generators. Consider pairs ⊗(ν(g), ν(gs)) where s is
a type 1 generator of the form
(
t+ li b
0 1
)
. With g =
(
Πd−1k=1(t+ lk)
mk R
0 1
)
we compute
gs =
(
(t+ li)Π
d−1
k=1(t+ lk)
mk bΠd−1k=1(t+ lk)
mk +R
0 1
)
.
Using the Decomposition Lemma (Lemma 2), write
(7) Πd−1k=1(t+ li)
−mkR = R1 +R2 + · · ·+Rd
and
(8)
(t+ li)
−1Πd−1k=1(t+ lk)
−mk(bΠd−1k=1(t+ lk)
mk +R) = b(t+ li)
−1 + (t+ li)
−1(R1 +R2 + · · ·+Rd)
= Q1 +Q2 + · · · +Qd
where the latter decomposition into polynomials Qk is also obtained via the Decomposition Lemma.
We now use Laurent polynomials to describe the exact relationship between Rn and Qn and show
that any differences between them can be detected by a finite state machine. Namely, we compute
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the Laurent polynomial LSn of the left hand side of Equation (8) and consider the terms of negative
degree, which form Qn for n 6= d, and when n = d the terms of nonpositive degree, which form Qd.
First note that LSi(b(t+ li)
−1) = b(t+ li)
−1 and when n 6= i we see from Equations (5) and (6) that
LSn(b(t + li)
−1) contains no terms of negative degree when n 6= i, d and no terms of nonpositive
degree when n = d. Thus b(t+ li)
−1 will add a term to Qi but no other Qn for n 6= i.
Assume that i is fixed, since it derives from the generator s. When k 6= n, d we see that when
(t + li)
−1Rk is rewritten as an expression in t + ln there are no terms of negative degree. Hence
this polynomial contributes no terms to Qn. To see this, recall that above we wrote
Rk =
δk∑
z=1
βk,z(t+ lk)
−z
where −δj is the minimal degree of Rk, and hence a generic term from (t + li)
−1Rk has the form
β(t+ li)
−1(t+ lk)
−m for some β ∈ Zq and m ∈ N. We rewrite this in terms of t+ ln using Equations
(2) and (5) as
β(t+ li)
−1(t+ lk)
−m = β

 ∞∑
y=0
αy(t+ ln)
y


(
∞∑
x=0
ξx(t+ ln)
x
)
where the ξx and αy are the coefficients computed in Equations (2) and (5), and note that there
are no terms of negative degree.
When k = d, the above argument holds with t+ lk replaced by t
−1 and any application of Equation
(2) replaced by Equation (4).
Thus it must be the case that the terms of LSn((t+li)
−1Rn) of negative degree form the polynomial
Qn. If Rn = 0 then Qn = 0 as well. First consider the case n 6= i, d. Write
Rn =
δn∑
k=1
βn,k(t+ ln)
−k
and it follows that
(t+ li)
−1Rn =
(
∞∑
r=0
αr(t+ ln)
r
)(
δn∑
k=1
βn,k(t+ ln)
−k
)
where the αr are computed in Equation (5).
To simplify notation in the following argument, write
(9)
(t+li)
−1Rn =

∑
k≥0
αk(t+ ln)
k

(β1(t+ ln)−1 + β2(t+ ln)−2 + β3(t+ ln)−3 + · · · + βδn(t+ ln)−δn)
where βi ∈ Zq and δn 6= 0, βδn 6= 0.
We see that multiplying Rn by each term in the infinite sum produces a pattern in the resulting
coefficients. As we multiply Rn successively by each term in the infinite sum above, we keep track
of the resulting coefficients of the terms of negative degree of Qn in Table 6.1.
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Degree in Qn (t+ ln)
−1 (t+ ln)
−2 (t+ ln)
−3 · · · βδn−1(t+ ln)
−δn+1 βδn(t+ ln)
−δn
Mult Rn by α0 α0β1 α0β2 α0β3 · · · α0βδn−1 α0βδn
Mult Rn by α1(t+ ln) α1β2 α1β3 α1β4 · · · α1βδn 0
Mult Rn by α2(t+ ln)
2 α2β3 α2β4 α2β5 · · · 0 0
Mult Rn by α3(t+ ln)
3 α3β4 α3β5 α3β6 · · · 0 0
...
...
...
...
...
...
...
Final Coefficients in Qn γ1 γ2 γ3 · · · γδn−1 γδn
Figure 1. As the multiplication in Equation (9) is carried out, like terms are
grouped together and we keep track of the resulting coefficients of the terms of
negative degree in this table. Each coefficient γk of (t + ln)
−k in Qn is the sum of
the coefficients in its column.
Now compute the coefficient γk of (t + ln)
−k in Qn by summing the entries of the appropriate
column of Table 6.1:
(10) γk =
δn−k∑
x=0
αxβx+k
for 1 ≤ k ≤ δn − 1, and γδn = Cn,iβδn since α0 = Cn,i. Recall that Cn,i = (li − ln)
−1 and hence is
invertible. As i is fixed by our choice of generator, we shorten Cn,i to Cn for the remainder of the
paper.
Notice that for k < δn − 1 it follows from Equation (10) that
γk = −Cnγk+1 + α0βk = −Cnγk+1 + Cnβk
and hence
γk+1 = −C
−1
n (γk − Cnβk) = −C
−1
n γk + βk.
We will use the expression of γk+1 in terms of γk to construct a finite state machine which recognizes
the relationship between the coefficients of Rn and Qn. It follows from this equation that a pair
(βk, γk) of coefficients of (t + ln)
−k in Rn and Qn, respectively, determine the unique coefficient
γk+1 of (t+ lk)
−(k+1) in Qn.
If we take n = d and replace any instance of Equation (5) with Equation (6), and Equation (2) with
Equation (3), we can make an analogous argument. In this case, Rd and Qd include a constant
term. We also rely on the fact that α′k and α
′
k+1, the coefficients in Equation (5), are related in the
same way as αk and αk+1, the coefficients in Equation (2). In this argument we use the assumption
that the lj are chosen to be invertible. We include a few details for completeness.
When n = d, write
(11)
(t+ li)
−1Rd =

∑
k≥1
α′k(t
−1)k

(β0 + β1(t−1)−1 + β2(t−1)−2 + β3(t−1)−3 + · · ·+ βδd(t−1)−δd)
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where βi ∈ Zq and βδd 6= 0. We construct a table analogous to Table 6.1, and obtain coefficients
γ0, γ1 · · · γδd for Qd satisfying
(12) γk =
δd−k∑
s=1
α′sβs+k
for 0 ≤ k ≤ δd − 1.
As when n < d, recall that α′s+1 = −liα
′
s and these coefficients have the following relationship:
γk = −liγk+1 + α
′
1βk+1
and hence
γk+1 = −l
−1
i (γk − βk+1).
Notice that unlike the case of n 6= i, d, the coefficient γk+1 depends both on γk and βk+1. This will
create different transition functions in the finite state machine constructed below when n = d.
A proof of the following lemma is contained in the above exposition when n 6= i; it is proven
through repeated application of Equations (2), (3), and (4) to the expression in Equation (8). The
case n = i is verified in Section 7. We state it for easy reference.
Lemma 10. Fix a type 1 generator s, and let g ∈ Γd(q). Using the decompositions above in
Equations (7) and (8), we see that:
(1) if n 6= i, d then the minimal degree of Rn is the same as the minimal degree of Qn.
(2) if n = d then the minimal degree of Qi is one greater than the minimal degree of Ri.
(3) if n = i then the minimal degree of Qi is one less than the minimal degree of Ri.
6.2. Analysis of coefficients for type 2 generators. We now perform the same analysis on the
coefficients of the polynomials which determine σ(g) and σ(gs) when s is a type 2 generator of the
form
(
(t+ li)(t+ lj)
−1 b(t+ lj)
−1
0 1
)
with i < j. If g =
(
Πd−1k=1(t+ lk)
mk R
0 1
)
, compute
gs =
(
(t+ li)(t+ lj)
−1Πd−1m=1(t+ li)
mi b(t+ lj)
−1Πd−1m=1(t+ li)
mi +R
0 1
)
.
Apply the Decomposition Lemma to write Πd−1m=1(t+ li)
−miR = R1 +R2 + · · ·+Rd and compute
(13)
(t+ li)
−1(t+ lj)Π
d−1
m=1(t+ li)
−mi(b(t+ lj)
−1Πd−1m=1(t+ li)
mi +R)
= b(t+ li)
−1 + (t+ li)
−1(t+ lj)R
= b(t+ li)
−1 + (t+ li)
−1(t+ lj)(R1 +R2 + · · ·+Rd)
= Q1 +Q2 + · · ·Qd−1 +Qd
where the last line is obtained by applying the Decomposition Lemma to the original polynomial
expression. We must compute Qk and show in Section 6.3 that its relationship to Rk can be verified
by a finite state machine.
When s is a type 2 generator, then the values of i < j and b are fixed: 1 ≤ i < j ≤ d − 1 and
b ∈ Zq. Recall that Cn = (li − ln)
−1 and let Dn = lj − ln for the fixed values of i and j.
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First note that when n 6= i, d, we can write
b(t+ li)
−1 = b
∞∑
k=0
αk(t+ ln)
k
where αk is computed in Equation (5). As this expression has no terms of negative degree, we do
not need to consider b(t+li)
−1 when computing Qn for n 6= i, d. When n = d we use Equation (6) in
place of Equation (5) and observe that there are no terms of nonpositive degree in LSd(b(t+ li)
−1).
Hence b(t+ li)
−1 does not play a role in determining Qd.
Rewrite (t+ li)
−1(t+ lj) as an expression in the variable t+ ln for n 6= i, j, d as
(14)
LSn((t+ li)
−1(t+ lj)) =
(
∞∑
x=0
αx(t+ ln)
x
)
((lj − ln) + (t+ ln)) =
(
∞∑
x=0
αx(t+ ln)
x
)
(Dn + (t+ ln))
= CnDn +
∞∑
x=1
(Dnαx + αx−1)(t+ ln)
x
=
∞∑
x=0
σx(t+ ln)
x
where σ0 = CnDn, for x > 1, we have σx = Dnαx + αx−1 and αx is computed as in Equation (5).
Since αx+1 = −Cnαx, it follows that for x ≥ 1 we have σx+1 = −Cnσx.
When n = j the above expression simplifies to
(15) LSj((t+ li)
−1(t+ lj)) =
∞∑
x=1
αx−1(t+ lj)
x
When n = d we obtain
(16)
LSd((t+ li)
−1(t+ lj)) =
(
∞∑
r=1
(−li)
r−1(t−1)r
)
((t−1)−1 + lj)
=
∞∑
r=0
τr(t
−1)r
where τ0 = 1 and for x > 0 we have τx = (−1)
x−1(−li)
x−1(−li + lj).
For the remainder of this section, we assume n 6= i. Now we compute LSn((t + li)
−1(t + lj)Rk)
and show that when k 6= n there are no terms of negative (resp. nonpositive when n = d) degree,
and hence the terms of Qn are exactly the terms of LSn((t + li)
−1(t + lj)Rn) of negative (resp.
nonpositive) degree.
A generic term in (t + li)
−1(t + lj)Rk has the form (t + li)
−1(t + lj)ξ(t + lk)
−e, with ξ ∈ Zq and
e ∈ N. When n 6= i, j, d and k 6= d,
LSn((t+ li)
−1(t+ lj)ξ(t+ lk)
−e) =


∑∞
x=0 σx(t+ ln)
xξ
∑∞
z=0 χz(t+ ln)
z when n 6= j, d
∑∞
x=1 αx−1(t+ lj)
xξ
∑∞
z=0 χz(t+ lj)
z when n = j
where Equations (2), (14) and (15) are used to obtain these expressions, neither of which contains
any terms of negative degree in the variable t+ ln.
14
When n 6= i, j, d and k = d we expand a generic term of (t+ li)
−1(t+ lj)Rd as
(17) LSn((t+ li)
−1(t+ lj)ξ(t
−1)−e) =
∞∑
x=0
σx(t+ ln)
xξ
e∑
r=0
(
e
r
)
(−ln)
e−r(t+ ln)
r
which has no terms of negative degree. In the equation above, σx is defined in Equation (14),
ξ ∈ Zq is the coefficient of (t
−1)−e in Rd, and e ∈ N. Thus Qn is comprised of the terms of
LSn((t+ li)
−1(t+ lj)Rn) of negative degree.
When n = d, we use Equations (3) and (6) in place of Equations (2) and (5), and Equation (16) to
obtain the expression
LSd((t+ li)
−1(t+ lj)ξ(t+ lk)
−e) =
∞∑
r=0
τr(t
−1)rξ
∞∑
y=e
(
e
−y
)
(li)
y+e(t−1)y
and since e ≥ 1, this has no terms of nonpositive degree. Thus the terms of Qd are exactly the
terms of LSd((t+ li)
−1(t+ lj)Rd of nonpositive degree.
Our computations now mimic those in Section 6.1 when n 6= i. When additionally n 6= j, d, write
LSn((t+ li)
−1(t+ lj)Rn) as
∞∑
x=0
σx(t+ ln)
x
(
β1(t+ ln)
−1 + β2(t+ ln)
−2 + β3(t+ ln)
−3 + · · ·+ βδn(t+ ln)
−δn
)
where σx is defined in Equation (14), and create a chart analogous to Figure 6.1. This yields the
following formula for the coefficients γr in Qn:
(18) γr =
δn−r∑
k=0
σkβk+r
where σx is defined in Equation (14) and σ0 = CnDn. Recall that for x > 1 we have σx+1 = −Cnσx.
Hence, as in the case of type 1 generators, we see that γr = −Cnγr+1+σ0βr = −Cnγr+1+CnDnβr.
When n = j, we begin with Equation (15) and write LSj((t+ li)
−1(t+ lj)Rj as
∞∑
x=1
αx−1(t+ lj)
x
(
βj,1(t+ lj)
−1 + βj,2(t+ lj)
−2 + βj,3(t+ lj)
−3 + · · ·+ βj,δn(t+ lj)
−δj
)
from which we construct a chart for the coefficients of Qj and determine that
γr =
δj−r∑
x=0
αxβx+r+1.
Reasoning analogous to previous cases yields
γr+1 = −C
−1
j (γr + βr+1).
When n = d, replace instances of Equations (2) and (5) with Equations (3) and (6) to see that Qd
is the sum of the terms of LSd((t + li)
−1(t + lj)Rd) of nonpositive degree. To compute this, we
write
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(19)
(t+ li)
−1(t+ lj)(β0 + β1(t
−1)−1 + β2(t
−1)−2 + · · ·+ βδd(t
−1)−δd)
=
∞∑
x=1
(−1)x−1lx−1i (t
−1)x · ((t−1)−1 + lj)(β0 + β1(t
−1)−1 + β2(t
−1)−2 + · · · + βδd(t
−1)−δd)
=
(
∞∑
x=0
(−1)xlxi (t
−1)x +
∞∑
x=1
(−1)x−1lx−1i lj(t
−1)x
)
(β0 + β1(t
−1)−1 + · · · + βδd(t
−1)−δd)
=
(
∞∑
x=0
σ′x(t
−1)x
)
(β0 + β1(t
−1)−1 + β2(t
−1)−2 + · · · + βδd(t
−1)−δd)
where σ′0 = 1 and σ
′
x = (−1)
xlxi +(−1)
x−1lx−1i lj , from which it follows that σ
′
x+1 = (−li)σx. Hence
when we compute the coefficients γr of Qd we see that the relationship is identical to the case of
type 1 generators. The difference between type 1 and type 2 generators when n = d is that the
minimal degree of the expression in Equation (19) is the same as the minimal degree of Rd. This
is because the expression for (t+ li)
−1(t+ lj) written in terms of t
−1 has a constant term, which is
not the case when (t+ li)
−1 is written in terms of t−1. Explicitly, we compute that
γk =
δd−k∑
v=0
σ′vβv+k
which is identical to the expression in Equation (12) for type 1 generators except that the index
begins at 0. Computations then yield
γk = −liγk+1 + σ
′
0βk
and hence
γk+1 = −l
−1
i (γk − βk).
We now state the following lemma, whose proof for n 6= i is contained in the verification of the
above expressions. The case n = i is verified in Section 7.
Lemma 11. Fix a type 2 generator s, and let g ∈ Γd(q). Using the decompositions above in
Equations (7) and (8), we see that:
(1) if n 6= i, j then the minimal degree of Rn is the same as the minimal degree of Qn.
(2) if n = i then the minimal degree of Qi is one less than the minimal degree of Ri.
(3) if n = j then the minimal degree of Qj is one greater than the minimal degree of Rj.
6.3. Construction of automata when n 6= i. We now construct, for each 1 ≤ n ≤ d, n 6= i, and
ǫ ∈ {1, 2} a finite state machine Mn,ǫ which accepts the convolution ⊗(σ(Rn), σ(Qn)). The value
of ǫ indicates whether s is a type 1 or type 2 generator. That is, the machine accepts strings of the
form
(20)
(
β1
γ1
)(
β2
γ2
)(
β3
γ3
)
· · ·
(
βδn−1
γδn−1
)(
βδn
γδn
)
except when (ǫ = 1 and n = d) or (ǫ = 2 and n = j) and in those two cases, strings of the form
(21)
(
β1
γ1
)(
β2
γ2
)(
β3
γ3
)
· · ·
(
βδn−1
γδn−1
)(
βδn
⋄
)
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where the relationship between the βx and γx is explicitly described in the previous two sections.
If Rn = 0 it follows that Qn = 0 as well, and we adapt the machines to accept this pair as well.
For each n 6= i construct a finite state machine Mn,ǫ as follows.
(1) Create states Tσ,τ for all σ, τ ∈ Zq, and for a given pair (σ, τ):
(a) when n 6= d and
(i) ǫ = 1, compute the least residue γ of −C−1n τ + σ(mod q).
(ii) ǫ = 2 and n 6= j, compute the least residue γ of −C−1n τ +Dnσ(mod q).
For each β ∈ Zq, add a transition arrow from Tσ,τ with label
(
β
γ
)
to state Tβ,γ .
(b) when ǫ = 2 and n = j, for each β ∈ Zq, compute the least residue γ of −C
−1
n τ +β and
add a transition arrow from Tσ,τ with label
(
β
γ
)
to state Tβ,γ .
(c) when ǫ = 1, and n = d, compute the least residue γ of −l−1i (τ − β)(mod q) for each
β ∈ Zq. Add a transition arrow from Tσ,τ to Tβ,γ with label
(
β
γ
)
.
(d) when ǫ = 2 and n = d, compute the least residue γ of −l−1i (τ − σ)(mod q). For each
β ∈ Zq, add a transition arrow from Tσ,τ with label
(
β
γ
)
to state Tβ,γ .
(2) Add a start state with q2 transition edges, with labels
(
β
γ
)
for all β, γ ∈ Zq. The edge with
label
(
β
γ
)
terminates at Tβ,γ . Allow the start state to be an accept state so that the empty
pair Rn = Qn = 0 is accepted.
(3) Introduce an accept state A; from each state Tσ,τ :
(a) when n 6= d and
(i) ǫ = 1, compute the least residue γ of −C−1n τ + σ(mod q) and the least residue β
of C−1n γ(mod q).
(ii) ǫ = 2 and n 6= j, compute the least residue γ of −C−1n τ +Dnσ(mod q) and the
least residue β of (CnDn)
−1γ(mod q).
Add a single transition from this state to A with label
(
β
γ
)
.
(b) when ǫ = 2 and n = j, compute the least residue β of −C−1j τ , and add a single
transition to state A with label
(
β
⋄
)
.
(c) when n = d, and
(i) ǫ = 1, let β = τ and add a single transition to state A with label
(
β
⋄
)
.
(ii) ǫ = 2, compute the least residue γ of −l−1i (τ−σ)(mod q). Add a single transition
to state A with label
(
γ
γ
)
.
Any word accepted by Mn,ǫ corresponds to two nonempty strings β1β2 · · · βk and γ1γ2 · · · γη (for
η = k or k− 1) where the coefficients differ according to Equation (10) or (18). Thus Mn,ǫ accepts
the language of convolutions of the form ⊗(σ(Rn), σ(Qn)), n 6= i, where Rn and Qn arise from g
and gs, respectively.
We now construct a machine Mǫ which accepts ⊗(σ(g), σ(h)) if for each 1 ≤ n ≤ d, n 6= i, the
n-th substring in the convolution ⊗(σ(g), σ(h)) is related in the manner proscribed by Mn,ǫ. Recall
from Lemmas 10 and 11 that for
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• n 6= i, j, d, we have |σ(Rn)| = |σ(Qn)|,
• n = i, we have |σ(Ri)|+ 1 = |σ(Qi)|,
• n = j, if ǫ = 1 then |σ(Rn)| = |σ(Qn)| and if ǫ = 2 then |σ(Rd)| − 1 = |σ(Qd)|, and
• n = d, if ǫ = 1 then |σ(Rd)| − 1 = |σ(Qd)|, and if ǫ = 2 then |σ(Rd)| = |σ(Qd)|.
This list describes the offset in ⊗(σ(g), σ(h)) between the strings σ(Rn) on the top line of the
convolution and σ(Qn) on the bottom line of the convolution when a finite state machine reads
⊗(σ(g), σ(gs)). If ǫ = 1 then for n > i the strings σ(Rn) and σ(Qn) are offset by 1 as the convolution
⊗(σ(g), σ(gs)) is read. If ǫ = 2 then for i < k ≤ j the strings σ(Rk) and σ(Qk) are offset by 1, and
for k > j they are aligned, and hence read simultaneously.
Let Φn and Ψn be (possibly empty) strings of length ηn ≥ 0 and χn ≥ 0 of symbols from the finite
alphabet consisting of elements of Zq, for 1 ≤ n ≤ d. Let Kǫ be the language of convolutions of the
form ⊗(Φ1#Φ2# · · ·#Φd,Ψ1#Ψ2# · · ·#Ψd) where for n 6= i we assume without loss of generality
(as these conditions can be verified with finite state automata) that the lengths ηk and χk agree
with Lemma 10 if ǫ = 1 and Lemma 11 if ǫ = 2. We view the two strings in the convolution as
arising from σ(g) and σ(h) for some g, h ∈ Γd(q). It is clear that Kǫ is a regular language. We want
to show that the subset K′ǫ of Kǫ in which ⊗(Φn,Ψn) is accepted by Mn,ǫ, for all 1 ≤ n ≤ d, n 6= i
is also a regular language.
Let Kǫ consist of strings of the same form as those in Kǫ with the condition that ηi = χi, that
is, the strings Φi and Ψi have the same length. We impose no other conditions on the remaining
strings Φn and Ψn. When ǫ = 1, this language is accepted by the machine M
′
1 constructed as
follows.
(1) The start state of M′1 is the start state of the machine M1,1.
(2) For 1 ≤ n ≤ i−2, add a transition arrow with label
(
#
#
)
between the accept state A of Mn,1
and the start state of Mn+1,1.
(3) Add a transition arrow with label
(#
#
)
from the start state of Mn−1,1 to the start state of
Mn,1, for all 2 ≤ n ≤ d with n 6= i.
(4) Add a transition arrow with label
(#
#
)
from the accept state A of Mi−1,1 to a state Si. Add
a loop at Si with label
(
β
γ
)
for each β, γ ∈ Zq. From Si add a transition arrow to the start
state of Mi+1,1 with label
(#
#
)
.
(5) For i+ 1 ≤ n ≤ d− 1, add a transition arrow with label
(#
#
)
between the accept state A of
Mn,1 and the start state of Mn+1,1.
(6) Let the accept state A of Md,1 be the accept state of the entire machine.
It then follows from Lemma 4 that K′1 is a regular language. This is exactly the language of
convolutions ⊗(σ(g), σ(h)) where all but the i-th substrings have the same relationship as if h = gs
where s is a type 1 generator.
When ǫ = 2 we assume that in K2 the strings Φi and Ψi have the same length, as do the strings Φj
and Ψj. We constructM2 as above, with one modification. Introduce a state Sj which replacesMj,2
analogous to Si above. The resulting machine accepts convolutions where all but the i-th and j-th
substrings differ in the proscribed manner for a type 2 generator. The language accepted by this
machine is regular, and it follows from Lemma 4 that K′2, in which |Ψi| = |Φi|+1 and |Ψj| = |Φj|−1,
is a regular language. Create a simple finite state machine which additionally verifies that Φj and
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Ψj have the relationship given by Mj,2. We then conclude that the language of convolutions K2 of
the form ⊗(σ(g), σ(h)) where all but the i-th substrings have the same relationship as if h = gs
where s is a type 2 generator, is a regular language.
7. Construction of Automata II
We now determine the relationship between the coefficients of Ri and Qi arising from σ(g) and
σ(gs), where i is fixed by the choice of generator s. The coefficient of (t+ li)
−1 in Qi is given by a
complicated sum, and we construct a separate automaton simply to that this coefficient is correct.
A second automaton is constructed to verify the relationship between the remaining coefficients of
Ri and Qi.
7.1. Analysis of coefficients for type 1 generators. Suppose that σ(g) and σ(gs) are as above,
where s is a type 1 generator. First we compute the coefficient of (t+ li)
−1 in Qi, beginning with
the expression in Equation (8). We compute this coefficient as a running sum, which we refer to as
a partial sum σ, as each term in each Rn for n 6= i will contribute a term to the final sum which
becomes the coefficient of (t+ li)
−1 in Qi.
First note that the b(t+ li)
−1 term in Equation (8) will contribute b to the partial sum σ which will
become the coefficient of the (t+ li)
−1 term in Qi. Additionally, (t+ li)
−1Ri only contains terms
of degree at most −2 and hence does not contribute any terms to σ.
We now compute the contribution to σ from a generic term in (t+ li)
−1Rn for n 6= i; when n 6= d
as well, such a term has the form (t+ li)
−1ξ(t+ ln)
−e where ξ ∈ Zq and e ∈ N. Using Equation (2)
or Equation (4) (when n = d) we see that
(t+ li)
−1ξ(t+ ln)
−e = (t+ li)
−1ξ
∞∑
k=0
χk(t+ li)
k
which has a single term of negative degree, namely ξχ0(t+li)
−1. Here, χk is the coefficient computed
in Equation (2) and χ0 = C
e
n. When n = d we obtain an analogous equation with χ0 computed
as in Equation (4), in which case χ0 = (−li)
e. So each term of Rn contributes its constant term
(when expanded in the variable t+ li) to the sum σ. As above, write
Rn =
δn∑
k=1
βn,k(t+ ln)
−k
=
δn∑
k=1
βn,k
∞∑
r=0
(
k
r
)
Cr−kn (t+ li)
r
when n 6= d, and when n = d,
Rd =
δd∑
k=1
βd,k
k∑
r=0
(
k
r
)
(−li)
k−r(t+ li)
r.
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As we are only interested in the terms in the above sum when r = 0, we see that the coefficient of
(t+ li)
−1 in Qi must be
(22) b+
d−1∑
t=1,t6=i
δt∑
j=1
βt,jC
j
t +
δd∑
y=0
βd,y(−li)
y
where the values of b and i are determined by the original generator s.
Next, we ignore the coefficient of (t+ li)
−1 and then the above reasoning shows that the terms of
Qi of degree at most −2 are given by the terms of LSi((t+ li)
−1Ri). Write
(t+ li)
−1Ri = (t+ li)
−1
δi∑
x=1
βi,x(t+ li)
−x =
δi∑
x=1
βi,x(t+ li)
−(x+1)
and notice that the coefficients of Ri are shifted over to form the coefficients of Qi of degree at
most −2. The minimal degree of Qi is −(δi + 1) with coefficient βi,δi 6= 0. Thus we are comparing
strings of coefficients of the form
(23)
βi,1 βi,2 βi,3 · · · βi,δi−1 βi,δi #
ξ βi,1 βi,2 · · · βi,δi−2 βi,δi−1 βi,δi
where ξ ∈ Zq can be any element, since we are not concerned in this step with the relationship
between the coefficient of (t+ li)
−1 in Ri and Qi.
7.2. Construction of finite state machines for type 1 generators when n = i. Consider
again the language K1 defined in Section 6; this is the language of all possible strings ⊗(σ(g), σ(h))
for g, h ∈ Γd(q). These strings have the form Φ1#Φ2# · · ·#Φd and Ψ1#Ψ2# · · ·#Ψd, respectively,
where each Φk and Ψk is a string of elements of Zq, and we assume without loss of generality that
the lengths of the corresponding substrings are related as in Lemma 10.
In this section, we must show that the subset H1 of K1 in which the first entry of Ψi relates to
the entire string Φ1#Φ2# · · ·#Φd as specified in Equation (22), and then the subset H2 of strings
where the remaining entries of Φi and Ψi differ as in Equation (23), are regular languages. Their
intersection is then a regular language H in which Φi and Ψi differ as in ⊗(σ(g), σ(gs)) where s is
a type 1 generator.
We first construct a machine MH,1 which accepts exactly the set H1. This machine stores a partial
sum which is augmented as each pair
(
β
γ
)
is read from ⊗(σ(g), σ(h)) ∈ K1, although only the value of
β increases the sum. To accept a string, this value is compared against the first entry in Ψi ⊂ σ(h).
As the machine has no memory, these values are stored implicitly in the indexing of the states and
the transition functions.
For each value of n with 1 ≤ n ≤ d, n 6= i, consider the cycle Cn = {Cn, C
2
n, C
3
n · · · , C
kn
n = 1} of
length kn where all values are taken mod q, and Cn is defined in Section 4. Create a set of q
2kn
states of the form Tα,e,σ where α, σ ∈ Zq, e ∈ {1, 2, 3, · · · , kn}, where
• α stores the coefficient of the term of Rn that we are reading (denoted βn,j above),
• e is the exponent of Cn in the cycle Cn, and
• σ is the partial sum of the coefficient of (t+ li)
−1 in Qi.
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From state Tα,e,σ, for each β ∈ Zq and γ ∈ Zq ∪ {#}, compute σ
′ to be the least residue of
σ + βCe+1n (mod q) (resp. σ + β(−li)
e+1 when n = d) and introduce a transition labeled
(
β
γ
)
to
Tβ,e+1,σ′ . To streamline notation, we always assume that the second coordinate in the state index
is reduced mod kn, and the third index is reduced mod q. Denote the resulting machine Nn; note
that this step creates d− 1 distinct finite state automata. Note that we have not added any start
or accept states to this machine yet.
To create the composite machineMH,1, begin with a start state with q
2 transition arrows emanating
from it, with labels
(
β
γ
)
for all β, γ ∈ Zq. The arrow with label
(
β
γ
)
terminates at state Tβ,1,b+βC1
in N1.
To transition from Nc to Nc+1 for c ≤ i − 2, create a set of q states Sc,0, Sc,1, Sc,2, · · · Sc,q−1
reflecting in the second coordinate the possible values of the partial sum σ. From each state Tα,e,σ
of Nc introduce a transition with label
(#
#
)
to the state Sc,σ. From each state Sc,σ introduce q
2
transitions, where the transition with label
(
β
γ
)
terminates at the state Sβ,1,σ+βC1c+1 of Nc+1, for
each pair β, γ ∈ Zq. As we pass from Nc to Nc+1 in this way we are transitioning from reading
the coefficients of Rc to the coefficients of Rc+1 and the information we must retain in terms of the
state indexing is the partial sum σ.
Now add one additional arrow from the start state with label
(
#
#
)
which terminates at state S1,b
where b is fixed in the generator s. From each state Sc,p add a transition with label
(
#
#
)
which
terminates at state Sc+1,p. This corresponds to Φc = ∅ for c ≤ i− 2.
Now we have “connected” the machines N1 through Ni−1. As above, create q states labeled
Si−1,0, Si−1,1, Si−1,2, · · ·Si−1,q−1 reflecting the possible values of σ in the second coordinate. From
each state Tα,e,σ of Ni−1 introduce a transition with label
(
#
#
)
to the state Si−1,σ. Create q
2 states
Si,a,b for each pair a, b ∈ Zq; the index a stores the value of σ and the index b is the coefficient of
(t + li)
−1 in Qi if we began with a pair g, gs, otherwise it is the first entry in Ψi. We denote this
entry by ψi,1. From state Si−1,c for each β ∈ Zq add a transition with label
(
β
γ
)
to state Si,c,γ. At
each state Si,a,b add a loop with label
(
a
b
)
for a ∈ Zq ∪ {#} and b ∈ Zq.
Next, create q copies of Ni+1, which we denote Ni+1,p for p ∈ Zq. No transitions will be introduced
between copies of Ni+1,p and Ni+1,p′ for p 6= p
′. From state Si,σ,ψi,1 , add a transition arrow with
label
(
β
#
)
to the state Tβ,1,σ+βCi of Ni+1,ψi,1 . The lack of transitions between the Ni,p retains the
value of ψi,1.
Create q copies of Nr for i + 2 ≤ r ≤ d which we index by Nr,p for p ∈ Zq, and corresponding
transition states Sr,p as above. Mimic the transitions between machines as above, with two changes.
To connect the machines Nr,p and Nr+1,p via the intermediate states Sk,p:
• replace any transition with label
(#
#
)
from Nr,p to Sk,p by a set of transitions with labels(#
ξ
)
, for ξ ∈ Zq, and
• replace a transition with label
(
a
b
)
with a, b ∈ Zq from Sk,p to Nr+1,p by set of transitions
with labels
(
χ
#
)
, for χ ∈ Zq.
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To finish the construction of the machineMH,1 which accepts the language H1, we must verify that
the final sum σ is exactly the coefficient ψi,1. To accomplish this, in Nd,p designate only Tα,e,p as
an accept state.
It follows directly from Lemma 5 that the language of convolutions of strings ⊗(σ(g), σ(h)) for
which all but the initial coefficients in Φi and Ψi are related as in Equation (23) form a regular
language H2. Let H = H1 ∩ H2; then H is the language of those convolutions where Φi and Ψi
are related as in ⊗(σ(g), σ(gs)) where s is a type 1 generator. Hence N ′s = K1 ∩ H is a regular
language which contains all convolutions of the form ⊗(σ(g), σ(gs)) where s is a type 1 generator.
7.3. Analysis of coefficients for type 2 generators. We now mimic the analysis of the coeffi-
cients of σ(Ri) and σ(Qi) where Ri and Qi arise from σ(g) and σ(gs) and s is a type 2 generator.
Recall that we must convert
b(t+ li)
−1 + (t+ li)
−1(t+ lj)(R1 +R2 + · · ·+Rd)
to a Laurent polynomial in the variable t+ li. As before, the coefficient of (t+ li)
−1 in Qi will be
computed as a running sum σ, of which b will be a summand.
Note that (t+ li)
−1(t+ lj) = 1+(lj− li)(t+ li)
−1 and the initial 1 creates the difference between the
case when s is a type 1 generator, and this case. In particular, when we compute (t+ li)
−1(t+ lj)Ri
we see that
(24)
(
1 + (lj − li)(t+ li)
−1
) δi∑
x=1
βi,x(t+ li)
−x =
δi+1∑
x=1
τx(t+ li)
−x
where
• τ1 = βi,1,
• τk = βi,k + (lj − li)βi,k−1 for 2 ≤ k ≤ δi, and
• τδi+1 = (lj − li)βi,δi .
We notice immediately that this Laurent polynomial contributes its initial coefficient, βi,1 to the
coefficient σ of (t+ li)
−1 in Qi, which is not the case when s is a type 1 generator.
We now compute the contribution to σ from a generic term in (1+(lj − li)(t+ li)−1)Rn for n 6= i, d,
which is of the form (1 + (lj − li)(t+ li)
−1)ξ(t+ ln)
−e, for ξ ∈ Zq. Using Equation (2) we see that
(
1 + (lj − li)(t+ li)
−1
)
ξ(t+ ln)
−e = (1 + (lj − li)(t+ li)
−1)ξ
∞∑
r=0
(
−e
r
)
(li − ln)
−e−r(t+ li)
r
= (1 + (lj − li)(t+ li)
−1)ξ
∞∑
r=0
χr(t+ li)
r
in which the coefficient of (t+ li)
−1 is (lj − li)ξχ0 = (lj − li)ξC
e
n. As this differs from the case when
s is a type 1 generator only by a constant, namely lj − li, we see that the identical analysis applies
to computing the contribution to σ from (1 + (lj − li)(t+ li)
−1)Rn when n 6= i, d. When n = d, we
use Equation (4) instead of Equation (2) to obtain
(1 + (lj − li)(t+ li)
−1)ξ(t−1)−e = (1 + (lj − li)(t+ li)
−1)ξ
e∑
r=0
(
e
r
)
(−li)
e−r(t+ li)
n.
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from this we see that each term of this form contributes (li − lj)ξ(−li)
e to the sum σ, and the
constant term βd,0 contributes (lj − li)βd,0 to this sum.
Thus the coefficient of (t+ li)
−1 in Qi is
(25) b+ βi,1 + (lj − li)

 d−1∑
t=1,t6=i
δt∑
j=1
βt,jC
j
t +
δd∑
j=0
βd,j(−li)
j


where the values of i, j and b are determined by the original generator s. This expression is very
close to the one in Equation (22): there are two initial terms instead of one, and the summation is
multiplied by a constant. The automaton constructed in Section 7.2 is easily adapted to account
for these minor changes in the sum, and we obtain the same conclusions as in Section 7.1 but for
type 2 generators.
It now follows that the terms of Qi of degree at most −2 are given by the terms of
(t+ li)
−1(t+ lj)Ri = (1 + (lj − li)(t+ li)
−1)Ri =
δi+1∑
x=1
τx(t+ li)
−x
for τx defined in Equation (24). Letting Di = lj − li we create a simple automaton which accepts
strings of the form:
(26)
(
βi,1
βi,1
)(
βi,2
Diβi,1 + βi,2
)(
βi,3
Diβi,2 + βi,3
)
· · ·
(
βi,δi
Diβi,δi−1 + βi,δi
)(
#
Diβi,δi
)
where all coordinates are commputed modulo q. Create q2 states Ta,b for each a, b ∈ Zq. From
a start state S, add transition arrows with label
(
a
a
)
terminating at state Ta,a. From state Ta,b,
compute d to be the least residue mod q of aDi+ c, for each c ∈ Zq and add a transition with label(
c
d
)
which terminates at state Tc,d. From each state Ta,b add a transition with label
( #
aDi
)
to an
accept state. Then this machine can be easily extended to a machine which verifies that in strings
Φ = Φ1#Φ2# · · ·#Φd and Ψ = Ψ1#Ψ2# · · ·#Ψd, all but the initial coefficients of Φi and Ψi differ
as in expression (26).
Thus we have shown that the set of all convolutions ⊗(σ(g), σ(h)) for which the initial coefficients
in Φi and Ψi are related as in Equation (25) form a regular language, as do the set of convolutions
⊗(σ(g), σ(h)) for which all but the initial coefficients in Φi and Ψi are related as in Equation
(26). Thus the intersection of these languages is a regular language H. As when s was a type 1
generator, we conclude that N ′s ∩ H is a regular language which contains all convolutions of the
form ⊗(σ(g), σ(gs)) where s.
Regardless of whether s is a type 1 or type 2 generator, to complete the proof of Theorem 8 we
must show that if Ns = PsN
′
s, then Ls = Ns, where Ls is the multiplier language for the generator
s. It is clear that K2 ⊂ Ns. We now prove the reverse inclusion.
Let ⊗(p1, p2) ∈ Ps and
⊗(Φ1#Φ2# · · ·#Φd,Ψ1#Ψ2# · · ·#Ψd) ∈ N
′
s.
Suppose that g (resp. h) in Γd(q) has π(g) = p1 (resp. π(h) = p2) and σ(g) = Φ1#Φ2# · · ·#Φd
(resp. σ(h) = Ψ1#Ψ2# · · ·#Ψd). We will show that h = gs.
We can write g and h in matrix form, where the entries of p1 and p2, respectively, determine
the exponents in the upper left entry of each matrix. Let p1 = (m1,m2, · · · ,md−1) and p2 =
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(n1, n2, · · · , nd−1). We know that these strings differ in the manner proscribed by Ps which
corresponds to multiplication by s. The upper right entry of the matrix representing g is then
Πd−1n=1(t + ln)
mn(Φ1 + Φ2 + · · · + Φd). We construct an analogous polynomial using p2 and the Ψn
for the upper right entry in h.
Now consider the matrix for the element gs. Since ⊗(p1, p2) ∈ Ps, we must have π(gs) =
(n1, n2, · · · , nd) = π(h). If the polynomial in the upper right entry of gs is denoted P , use the
Decomposition Lemma to write
Πd−1k=1(t+ lk)
−nkP = P1 + P2 + · · ·+ Pd.
In order to show that h = gs, we must verify that the polynomial entries are also the same. To see
this, first note that the values of the δn are encoded in the lengths of the substrings of σ(g), σ(h)
and σ(gs), and hence we know that the minimal degrees of the Qn (arising from h) and Pn (arising
from gs) are identical for all n.
Suppose that s is a type 1 generator, and n 6= i, d. We will show that Qn = Pn. From Table 6.1
we see that the value of βδn in Rn determines the coefficient of the minimal degree term in both
Qn and Pn, since both ⊗(g, h) and ⊗(g, gs) are accepted strings. Hence the coefficient of minimal
degree in these two polynomials is identical. The following equations determine the coefficients of
the polynomials Pn for n 6= i in increasing order of degree, namely
γk =


−Cnγk+1 + Cnβk if n 6= i, d
−liγk+1 + α
′
1βk+1 if n = d
and hence the remaining coefficients of both Qn and Pn are determined by the coefficients of Rn and
the coefficients of higher degree in each polynomial, which are identical. Thus these two polynomials
are identical. This reasoning can be adapted both to the case n = d and to type 2 generators using
the following formulae from Section 6.2.
γk =


−Cnγk+1 + CnDnβk if n 6= i, j, d
−Cjγk+1 − βk+1 if n = j
−liγk+1 + σ
′
0βk if n = d
It remains to verify that Qi = Pi. When s is a type 1 generator, the coefficients of the terms
of degree less than −1 in both Qi and Pi are simply a translate of the coefficients of Ri, hence
identical. When s is a type 2 generator, the coefficients of the terms of degree less than −1 in both
Qi and Pi are uniquely determined by the coefficients of Ri, and hence identical. Regardless of
the type of generator, Equations (22) and (25) demonstrate that the initial coefficient of Pi and Qi
only depends on the entries of σ(g) and hence must be identical. Hence h = gs and it follows that
Ns = Ls. This finishes the proof of Theorem 8 that the multiplier languages are regular for each
generator s ∈ Sd,q, and we conclude that Γd(q) is graph automatic.
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