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Abstract
The state diagrams of a class of singular linear feedback shift registers
(LFSR) are discussed. It is shown that the state diagrams of the given
LFSR have special structures. An algorithm is presented to construct a
new class of de Bruijn cycles from the state diagrams of these singular
LFSR.
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1 Introduction
Pseudo-random sequences that come from feedback shift registers (FSR) are
basic components for stream ciphers in cryptography, and FSR are also impor-
tant components in modern communications due to their ease and efficiency
in implementation. The problems on FSR have been important challenges in
mathematics and they were extensively studied (see [1, 2, 3], and the references
therein).
As a kind of special FSR sequences, de Bruijn sequences have attracted much
attentions due to their good randomness properties [4, 5, 6, 3, 7, 8, 9, 10, 11].
A comprehensive survey of previous works on this subject can be found in [12].
The sequences generated by nonsingular linear feedback shift registers (LFSR)
have been analyzed using some methods from finite fields [1, 2]. Their properties
can be explained by the description of their geometric structures. For examples,
maximum-length LFSR, pure cycling registers and pure summing registers have
special cycle structures [13]. Nonsingular LFSR can be used to generate de
Bruijn cycles by the cycle-joining method [1]. The applications of this method
requires the full knowledge of the cycle structures and adjacency graphs of the
original LFSR [14, 15, 16, 17, 18]. However, the cycle-joining method does not
work to construct de Bruijn cycles from singular LFSR since the state diagrams
don’t only contains disjoint cycles. The number of singular LFSR is the same
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as that of nonsingular LFSR [1]. But unfortunately, for a fixed singular LFSR,
the geometry structure of its state diagram is far less developed, let alone its
other properties.
The purpose of this paper is to characterize the state diagrams of a class of
singular LFSR and to construct some new de Bruijn sequences. The remainder
of this paper is organized as follows. In Section 2, we introduce some basic
conceptions and related results. In Section 3, the state diagrams of a class
of singular LFSR are completely determined, and the adjacency graphs of the
LFSR are also given. In Section 4, we construct a new family of de Bruijn
cycles. In Section 5, we provide an example to illuminate the algorithms given
in the previous sections. Section 6 concludes the paper.
2 Preliminaries
For a positive integer n, let GF (2)n be the n-dimensional vector space over
GF (2), where GF (2) is the finite field with two elements.
2.1 FSR Sequences
An n-stage FSR is a circuit arrangement consisting of n binary storage elements
(called stages) regulated by a clock. The stages are labeled from 1 to n. A
state of an FSR is an n-tuples vector (x1, x2, . . . , xn), where xi indicates the
content of stage i. At each clock pulse, for some integer i ≥ 1, the state
Ai = (ai, ai+1, . . . , ai+n−1) is updated to
Ai+1 = (ai+1, . . . , ai+n−1, F (ai, ai+1, . . . , ai+n−1)), (1)
where F : GF (2)n 7→ GF (2) is the feedback function of the FSR. The ini-
tially loaded content A1 = (a1, a2, . . . , an) is called an initial state. The feed-
back function F can induce a state operation Γ : GF (2)n 7→ GF (2)n with
Γ(Ai) = Ai+1. After consecutive clock pulses, the FSR outputs a sequence
a = (a1, a2, a3, . . .) called an output sequence of the FSR. Therefore, the se-
quence a = (a1, a2, a3, . . .) satisfies the recursive relationship
ai+n = F (ai, ai+1, . . . , ai+n−1) (2)
for all i ≥ 1 and a given initial state A1 = (a1, a2, . . . , an). We denote by Ω(F )
the set of all 2n sequences generated by F (x1, x2, . . . , xn).
An FSR is called an LFSR if its feedback function F (x1, x2, . . . , xn) is linear.
The output sequences of an LFSR are called LFSR sequences. A de Bruijn
sequence of order n is a binary sequence a = (a1, a2, a3, . . .) of period 2
n such
that all n-tuples (ai, ai+1, . . . , ai+n−1), i = 1, 2, . . . , 2
n, are pairwise distinct,
where n is a positive integer.
Let V(GF (2)) be the set of all binary infinite sequences. For a = (a1, a2, a3, . . .) ∈
V(GF (2)), we define the shift operator L on V(GF (2)) by
La = L(a1, a2, a3, . . .) = (a2, a3, a4, . . .) ∈ V(GF (2)).
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Generally, we have Lma = (am+1, am+2, am+3, . . .) for any integer m with m ≥
1, and denote L0a = a. A sequence a = (a1, a2, a3, . . .) ∈ V(GF (2)) is called
periodic if there exists a positive integer r such that Lra = a, i.e., ai+r = ai
for each integer i ≥ 1. The smallest positive integer r0 satisfying this property
is called the period of a, denoted by per(a). Specially, we can define the shift
operator L on GF (2)n. For an n-stage FSR, let A1 = (a1, a2, . . . , an) ∈ GF (2)n,
we have
LiA1 = Ai+1 = (ai+1, ai+2, . . . , ai+n), where i ≥ 0. (3)
An n-stage FSR and its feedback function F (x1, x2, . . . , xn) are said to be
nonsingular if the state operation Γ is one-to-one, i.e., for any two states A
and B, ΓA = ΓB implies A = B. It is well known that all sequences in
Ω(F ) are periodic if and only if the feedback function F is nonsingular, i.e.,
F can be written as F (x1, x2, . . . , xn) = x1 + F1(x2, x3, . . . , xn), where F1 is
a function from GF (2)n−1 to GF (2). If the state operation Γ is not one-to-
one, then the FSR and its feedback function F are said to be singular, i.e., at
least there exist two different states A′ and B′ satisfying ΓA′ = ΓB′. When F is
singular, i.e., F can not be written as F (x1, x2, . . . , xn) = x1+F1(x2, x3, . . . , xn),
and all the sequences in Ω(F ) are ultimately periodic. The feedback function
F (x1, x2, . . . , xn) = xn−1 + xn (n ≥ 3) discussed in this paper is obviously
singular.
2.2 State diagrams
A directed graph D is an ordered pair (V (D), A(D)) consisting of a set V (D)
of vertices and a set A(D) of arcs together with an incidence function ψD, such
that each arc of A(D) is an ordered pair of vertices of V (D). If a : u → v is
an arc, i.e., ψD(a) = (u, v), then a is said to join u to v, and we also say that u
dominates v. The vertex u is the tail of a, and the vertex v is its head. They
are the two ends of a.
For an n-stage FSR with the feedback function F (x1, x2, . . . , xn), its state
diagram GF is a directed graph with 2
n vertices, each vertex labeled with
a unique binary n-length vector. For two vertices Y n = (y1, y2, . . . , yn) and
Zn = (z1, . . . , zn−1, zn) in GF , an arc is drawn from Y
n to Zn if and only if
(y2, y3, . . . , yn) = (z1, z2, . . . , zn−1) and zn = F (y1, y2, . . . , yn). In other words,
an n-stage FSR state diagram GF is a directed graph with 2
n vertices such that
there is an arc Y n → Zn if and only if L(Y n) = Zn, where L is the shift oper-
ator. In this case, we say that Y n leads to Zn, Y n is a predecessor of Zn and
Zn is the successor of Y n. We also say that the vertex Y n is the tail of the arc
Y n → Zn, and the vertex Zn is its head. In particular, if Y n is a predecessor
of Y n, then the state diagram has a loop at Y n. For any given n-length vector
Y n, there are two possible predecessors for Y n, and Y n also has two possible
successors. Given an n-stage FSR, each state has only one successor.
A cycle C = (Y n1 , Y
n
2 , . . . , Y
n
k ) of length k in the state diagram of an n-stage
FSR is a cyclic sequence of k distinct states Y n1 , Y
n
2 , . . . , Y
n
k such that Y
n
t leads
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to Y nt+1 for each 1 ≤ t ≤ k − 1 and Y
n
k leads to Y
n
1 , where k ≥ 1. A k-length
cycle is denoted also by C(k). A convenient representation of a cycle of length
k is a ring sequence [y1, y2, . . . , yk], where yi is the first component of Y
n
i for
1 ≤ i ≤ k. From the definition of a cycle, all the cyclic shifts of [y1, y2, . . . , yk]
denote the same cycle.
For a fixed singular FSR, the state diagram GF can be denoted by GF =
G1 ∪G2 ∪ . . . ∪Gt, where Gi, i = 1, 2, . . . , t, is a connected component.
The maximum length of cycles in the state diagram of an n-stage FSR is 2n.
In this case, the FSR is said to be a maximum-length FSR and the cycle is an
n-order de Bruijn cycle (full cycle).
For a state Y n = (y1, y2, . . . , yn) of an n-stage FSR, its conjugate Ŷ n and
companion Y˜ n are defined as
Ŷ n = (y1 + 1, y2, . . . , yn)
and
Y˜ n = (y1, y2, . . . , yn + 1).
Two states Y n and Ŷ n form a conjugate pair, and a conjugate pair is denoted
by conj(Y n, Ŷ n). Two states Y n and Y˜ n constitute a companion pair, and a
conjugate pair is denoted by comp(Y n, Y˜ n). Given an n-length vector Y n =
(y1, y2, . . . , yn), its two possible predecessors form a conjugate pair, and its two
possible successors constitute a companion pair.
For a nonsingular FSR, the problem of determining conjugate pairs among
cycles in a state diagram GF leads to the definition of adjacency graph. For a
fixed nonsingular FSR with feedback function F (x1, x2, . . . , xn), its adjacency
graph is an undirected weighted graph where the vertices correspond to the
cycles C1, C2, . . . , Cs in GF . Two cycles Ci and Cj are adjacent if they are
disjoint and there exists a state Y n on cycle Ci whose conjugate Ŷ n is on cycle
Cj , where 1 ≤ i, j ≤ s. Then we also say that cycle Cj is the adjacent cycle
of cycle Ci. The classic idea of the cycle-joining method is that two adjacent
cycles Ci and Ci are joined into a single cycle when the successors of Y
n and
Ŷ n are interchanged. When two cycles can be connected by exactly m edges,
it is convenient to denote the m edges by an edge labeled with an integer m,
where m ≥ 2. The weighted graph obtained in this way is called the adjacency
graph of the nonsingular FSR with the feedback function F (x1, x2, . . . , xn) and
denoted by G(F ).
For any singular FSR, we can obtain its adjacency graph G(F ) by making
the connected components G1, G2, . . . , Gt corresponding to vertices similarly.
2.3 Perfect binary directed trees
Each acyclic connected graph is a tree. The top vertex in a tree is its root. A
leaf (or terminal vertex) is a vertex with only one adjacent vertex. The depth
of a vertex is the number of edges from this vertex to the tree’s root vertex.
The binary tree is a connected acyclic graph, and each vertex has at most two
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adjacent vertices. If a directed graph is an acyclic connected graph when the
direction is ignored, then we call this directed graph as a directed tree. If the
tree is a binary tree when there is no consideration to the direction, then we
call this directed graph as a binary directed tree.
Definition 1. A perfect binary directed tree is a binary directed tree in which all
interior vertices have two adjacent vertices and all leaves have the same depth
or same level. The depth of a perfect binary directed tree is the length of path
from one leaf to the root. A perfect binary directed tree with depth k is denoted
by Tk. Obviously, there are (2
k+1 − 1) vertices in Tk.
Given a digraph D, denote all vertices (or arcs) of D as V (D) (or A(D)).
If v ∈ V (D) is a head or a tail of a ∈ A(D), then we call a to be incident
with v. Let all arcs incident with v be denoted by A(v), then D \ v can be
induced from D such that V (D \ v) = V (D) \ {v} and A(D \ v) = A(D) \A(v).
If C = (v1, v2, . . . , vk) is a k-length cycle and V (C) = {v1, v2, . . . , vk}, D \ C
can be induced from D such that V (D \ C) = V (D) \ {v1, v2, . . . , vk} and
A(D \ C) = A(D) \ (A(v1) ∪ A(v2) ∪ . . . ∪ A(vk)).
3 State diagrams of LFSR with the feedback
function F (x1, x2, . . . , xn) = xn−1 + xn
We next consider the singular n-stage LFSR with the feedback function of the
form
F (x1, x2, . . . , xn) = xn−1 + xn, (n ≥ 3). (4)
Lemma 1. [1] Given an FSR with feedback function F (x1, x2, . . . , xn), the state
diagram GF only has finite connected components G1, G2, . . . , Gt. Every con-
nected component only contains unique cycle. In other words, every connected
component is a cycle or a cycle with some branches.
Lemma 2. [1] Let F (x1, x2, . . . , xn) be the feedback function of a fixed n-stage
FSR, and a = (a1, a2, a3, . . .) ∈ Ω(F ) be the output sequence of a given initial
state An1 = (a1, a2, . . . , an). Then A
n
1 belongs to unique connected component
Gi in the state diagram GF . Furthermore, if we delete some initial terms of a,
a periodic sequence whose period is the length of the cycle Ci can be obtained,
where Ci is the unique cycle of Gi.
For (a, b, c) ∈ GF (2)3, let
Snabc = {Y
n = (y1, y2, . . . , yn) | (yn−2, yn−1, yn) = (a, b, c)}.
Let n-length vectors of zeros and ones be denoted by 0n = (0, 0, . . . , 0) and
1n = (1, 1, . . . , 1).
Theorem 1. Given an n-stage singular LFSR with feedback function F (x1, x2, . . . , xn) =
xn−1 + xn, the state diagram GF only has two connected components G1 and
G2, where G1 contains the loop [0] and G2 contains a 3-length cycle [0, 1, 1].
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Proof. For any state Y n = (y1, y2, . . . , yn) of
Sn100 = {Y
n = (y1, y2, . . . , yn−2, yn−1, yn) | (yn−2, yn−1, yn) = (1, 0, 0)},
we have
LY n = (a2, . . . , an−3, 1, 0, 0, 0)
L2Y n = (a3, . . . , an−3, 1, 0, 0, 0, 0)
. . .
Ln−2Y n = (0, . . . , 0, 0, 0, 0, 0, 0) = 0n.
Similarly, for any state Y n = (y1, y2, . . . , yn) belonging to S
n
000, we have
LY n = (y2, y3, . . . , 0, 0, 0, 0), . . . , L
iY n = 0n, 0 ≤ i ≤ n− 3.
Obviously, when 0n is the initial state, its successor is 0n itself. That is, there is
a loop at 0n. Then every state Y n ∈ Sn100
⋃
Sn000 always leads to 0
n and belongs
to the same connected component G1, and this connected component contains
the loop [0].
Let v1 = (0, 1, 1, 0, 1, 1, . . .), v2 = (1, 1, 0, 1, 1, 0, . . .) and v3 = (1, 0, 1, 1, 0, 1, . . .) ∈
GF (2)n. Since the feedback function is F (x1, x2, . . . , xn) = xn−1 + xn, we
can get the following relations through calculation: Lv1 = v2, Lv2 = v3 and
Lv3 = v1. In other words, v1 → v2 → v3 → v1, i.e., [0, 1, 1] is a 3-length cy-
cle. It is not difficult to verify that for any state Y n 6∈ Sn100
⋃
Sn000, Y
n will
ultimately go into the cycle [0, 1, 1], which implies Y n belongs to the other
connected component G2 and G2 contains the 3-length cycle [0, 1, 1].
Theorem 2. With the same notations as above. G1 \ [0] is a perfect binary
directed tree T
(1)
n−3, and G2 \ [0, 1, 1] contains three perfect binary directed trees
T
(2)
n−3, T
(3)
n−3 and T
(4)
n−3.
Proof. Note that the n-stage LFSR is singular, we have that a pair conjugate
states have the same successor. By Lemma 1 and Theorem 1, G1 \ [0] and G2 \
[0, 1, 1] are four binary directed trees. For each Y n ∈ S100, we have Ln−3Y n =
0̂n. Since the length of the directed path from any leaf Y n ∈ S100 to 0̂n is n− 3
(0̂n is the root of this tree), this binary directed tree G1 \ [0] is a perfect binary
directed tree T
(1)
n−3. Similarly, G2 \ [0, 1, 1] contains three perfect binary directed
trees T
(2)
n−3, T
(3)
n−3 and T
(4)
n−3, whose roots are v̂1, v̂2 and v̂3, respectively.
Corollary 1. Let F (x1, x2, . . . , xn) = xn−1+xn (n ≥ 3) be the feedback function
of an n-stage singular LFSR. Then the adjacency graph G(F ) only has two
isolated vertices G1 and G2.
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4 A new class of de Bruijn cycles
In this section, we introduce a new method to obtain a new class of de Bruijn
cycles by modifying the state diagrams of LFSR with the feedback function
F (x1, x2, . . . , xn) = xn−1 + xn (n ≥ 3). Note that by Corollary 1 the cycle-
joining method does not work in this case.
Given an n-stage singular LFSR with the feedback function F (x1, x2, . . . , xn) =
xn−1+xn (n ≥ 3), we next present an algorithm to construct the cycles without
branches from its state diagram GF .
Firstly, all states on the state diagram GF are classified. The set con-
sisting of all states on the two cycles [0] and [0, 1, 1] is denoted as Sn0 , i.e.,
Sn0 = {(0, 1, 1, 0, 1, 1, . . .), (1, 1, 0, 1, 1, 0, . . .), (1, 0, 1, 1, 0, 1, . . .),0
n}. The set of
all leaves is denoted as Sn with Sn = Sn100 ∪ S
n
001 ∪ S
n
010 ∪ S
n
111. An l-length di-
rected path [Y ns,t → LY
n
s,t → . . .→ L
lY ns,t] is written as ps,t. For a directed path
ps,t, the tail of ps,t is denoted by T (ps,t) = Y
n
s,t, then the set of states remaining
on the path except the tail Y ns,t is denoted as Us,t, i.e., Us,t = {LY
n
s,t, . . . , L
lY ns,t}.
In the state diagram GF , if a state has two predecessors and one successor, then
we call this state a trigeminal vertex. Obviously, Sn0 and Us,t are all sets of
trigeminal vertices.
Choose a state Y n1,1 from S
n randomly. If l1,1 is the least integer such that
Ll1,1Y n1,1 ∈ S
n
0 , then the directed path [Y
n
1,1 → LY
n
1,1 → . . . → L
l1,1Y n1,1] is
denoted by p1,1.
Based on Y n1,1, l1,1 and p1,1, select Y
n
1,2, and search for l1,2 and p1,2. In
general, based on Y n1,j , l1,j and p1,j , select Y
n
1,j+1 using the following method,
and search for l1,j+1 and p1,j+1. If L
l1,jY n1,j ∈ S
n
0 , then set Y
n
1,j+1 =
˜Ll1,j+1Y n1,j ;
If Ll1,jY n1,j ∈
⋃j−1
k=0 U1,k, then set Y
n
1,j+1 =
˜Ll1,jY n1,j . Let l1,j+1 be the least
integer such that Ll1,j+1Y n1,j+1 ∈ S
n
0
⋃j
k=0 U1,k. If L
l1,j+1Y n1,j+1 ∈ S
n
0 , then
the directed path [Y n1,j+1 → LY
n
1,j+1 → . . . → L
l1,j+1Y n1,j+1] is denoted by
p1,j+1; otherwise, L
l1,j+1Y n1,j+1 ∈
⋃j
k=0 U1,k, then the directed path [Y
n
1,j+1 →
LY n1,j+1 → . . . → L
l1,j+1−1Y n1,j+1] is denoted by p1,j+1. If l1,j = 1, then the
single state Y n1,j is considered as a path of length 0, i.e., p1,j : [Y
n
1,j ]. Repeat the
directed path searching in the state diagram until the state Y n1,s1+1 returns to
Y n1,1. Set P1 = {p1,1, p1,2, . . . , p1,s1} and T (P1) = {T (p1,j)|1 ≤ j ≤ s1}. Connect
the head of p1,v with the tail of p1,v+1 in turn for 1 ≤ v ≤ s1 − 1, and connect
the head of p1,s1 with the tail of p1,1, then the directed cycle C1 is obtained, i.e.
C1 : [p1,1 → p1,2 → . . .→ p1,s1 → p1,1].
Based on the set of directed paths P1 and the cycle C1, the new directed
path sets P2 and the new cycle C2 can be searched. In general, based on Pi
and Ci, search for Pi+1 and Ci+1 in the following way. Choose an n-stage state
Y ni+1,1 from S
n \
⋃
1≤m≤i T (Pm) randomly. Let li+1,1 be the least integer such
that Lli+1,1Y ni+1,1 ∈ S
n
0
⋃
m≤i Um,k. If L
li+1,1Y ni+1,1 ∈ S
n
0 , then the directed path
[Y ni+1,1 → LY
n
i+1,1 → . . .→ L
li+1,1Y ni+1,1] is denoted by pi+1,1; If L
li+1,1Y ni+1,1 ∈⋃
m≤i Um,k, then the directed path [Y
n
i+1,1 → LY
n
i+1,1 → . . . → L
li+1,1−1Y ni+1,1]
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Algorithm 1 Generation of the two sets P and C determined by the feedback
function F (x1, x2, . . . , xn) = xn−1 + xn (n ≥ 3)
Require: The feedback function F (x1, x2, . . . , xn) = xn−1 + xn, and the state
Y ni,j ∈ S
n = Sn100 ∪ S
n
001 ∪ S
n
010 ∪ S
n
111
Ensure: The set of paths P and the set of cycles C
1: Set i = 1, Sn0 = {(0, 1, 1, 0, 1, 1, . . .), (1, 1, 0, 1, 1, 0, . . .), (1, 0, 1, 1, 0, 1, . . .),0
n},
T (P0) = ∅, U0,0 = ∅
2: while Sn \
⋃
0≤s≤i−1 T (Ps) 6= ∅ do
3: j = 1
4: while Y ni,j 6= Y
n
i,1 or j = 1 do
5: if Y ni,j be the firstly-appearing state of one of the four set S
n
100, S
n
001,
Sn010 and S
n
111 then
6: li,j = n− 2
7: pi,j ← [Y ni,j → LY
n
i,j → . . .→ L
li,jY ni,j ]
8: Y ni,j+1 ←
˜Lli,j+1Y ni,j
9: else
10: li,j be the least integer such that L
li,jY ni,j ∈
⋃i−1
k1=0
⋃j−1
k1=0
Uk1,k2
11: if li,j > 1 then
12: pi,j ← [Y ni,j → LY
n
i,j → . . .→ L
li,j−1Y ni,j ]
13: Y ni,j+1 ← L˜
li,jY ni,j
14: else
15: pi,j ← [Y ni,j ], i.e., the single state Y
n
i,j is considered as a path of
length 0
16: Y ni,j+1 ← L˜
li,jY ni,j
17: end if
18: end if
19: j ← j + 1
20: end while
21: Pi = {pi,1, pi,2, . . . , pi,j−1}
22: Ci : [pi,1 → pi,2 → · · · → pi,j−1 → pi,1]
23: T (Pi) = {T (pi,k)|1 ≤ k ≤ j − 1, T (pi,k) = Y ni,k}
24: i← i+ 1
25: end while
26: return P =
⋃
1≤t≤i−1 Pt, C = {C1, C2, . . . , Ci−1}
is denoted by pi+1,1. Based on Y
n
i+1,1, li+1,1 and pi+1,1, select Y
n
i+1,2 recursively,
and search for li+1,2 and pi+1,2. Repeat the directed path searching in the state
diagram until the state Y ni+1,si+1+1 returns to Y
n
i+1,1. If li+1,j = 1, then the
single state Y ni+1,j is considered as a path of length 0, i.e., pi+1,j : [Yi+1,j ]
n. Set
Pi+1 = {pi+1,1, pi+1,2, . . . , pi+1,si+1} and T (Pi+1) = {T (pi+1,j)|1 ≤ j ≤ si+1}.
Connect the head of pi+1,v with the tail of pi+1,v+1 in turn for 1 ≤ v ≤ si+1−1,
and connect the head of pi+1,si+1 with the tail of pi+1,1. Then the directed cycle
Ci+1 is obtained, i.e. Ci+1 : [pi+1,1 → pi+1,2 → . . .→ pi+1,si+1 → pi+1,1].
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Repeat the directed cycle searching in the state diagram until the state set
Sn \
⋃
1≤m≤t
T (Pm) = ∅.
Then output the set of paths P =
⋃
1≤m≤t Pm and the set of cycles C =
{C1, C2, . . . , Ct}.
Theorem 3. Given an LFSR with feedback function F (x1, x2, . . . , xn) = xn−1+
xn (n ≥ 3), we repeat the directed path searching in the state diagram as in
Algorithm 1. Then the original state diagram turns into a branchless one.
Proof. Noticing the n-stage LFSR with the feedback function F (x1, x2, . . . , xn) =
xn−1 + xn, all leaves and all trigeminal vertices are completely determined.
Note that each directed path found by Algorithm 1 is a directed path with a
leaf as its tail and a trigeminal vertex as its head. We also notice that any two
paths found by Algorithm 1 are different in both tails and heads. The process
of finding directed paths and connecting them as cycles in Algorithm 1, in fact,
modifies the successor of one of the two predecessor states of a given trigeminal
vertex to its companion state. We also note that in this state diagram, any
pair of companion states must have one as a leaf and the other as a trigeminal
vertex. For the head of each directed path, you can modify its successor to the
companion state of the original successor, that is, the next path can be found
such that its tail is connected to the head of the previous path. At the same
time, the tail of each directed path can be used as the modified successor of one
of the two predecessor states of its companion state, i.e., there must be a path
such that its head is connected to the tail of this path. So, all the leaves and
trigeminal vertices in the original state diagram have disappeared. Then the
original state diagram turns into a branchless one.
Algorithm 1 gives the steps to generate the required two sets P and C. The
implementation of Algorithm 1 requires the adjacency relation of state diagram.
When the feedback function is given, each state has a unique successor. The
time complexity of this algorithm is O(2n+1).
Lemma 3. [1] Let F (x1, x2, . . . , xn) be the feedback function of an n-stage FSR.
If its state diagram only consists of disjoint cycles, then this FSR is a nonsin-
gular FSR. Any two cycles Ci and Cj can be joined into a single cycle when the
successors of Y n ∈ Ci and its conjugate Ŷ n ∈ Cj are interchanged, and a de
Bruijn cycle be obtained finally.
Lemma 4. [1] Let F (x1, x2, . . . , xn) be the feedback function of an n-stage non-
singular FSR. If any state Y n and its conjugate Ŷ n belong to the same cycle,
then the state diagram of this FSR is a de Bruijn cycle.
According to Lemma 3 and 4, the conjugate pairs between any two cycles are
needed in the construction of de Bruijn sequences by the cycle joining method.
The method to find conjugate pairs conj(Zn, Ẑn) between two any cycles in
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Algorithm 2 Find conjugate pairs conj(Zn, Ẑn) between any two adjacent
cycles in C
Require: P = P1 ∪ P1 ∪ . . . ∪ Pt and C = {C1, C2, . . . , Ct} determined by
Algorithm 1.
Ensure: The conjugate pairs conj(Zn, Ẑn) between any two distinct cycles
Ci, Cj ∈ C.
1: For Pi = {pi,1, pi,2, . . . , pi,si} and Pj = {pj,1, pj,2, . . . , pj,sj},
2: if pi,d and pj,e are two (n− 2)-length paths and Y ni,d, Y
n
j,e 6∈ S
n
100, then
3: there is only one conjugate pair conj(Zn, Ẑn) between pi,d and pj,e, where
Y ni,d = t(pi,d), Y
n
j,e = t(pj,e).
4: end if
5: For any pi,w ∈ Pi and pj,z ∈ Pj ,
6: if Y ni,w and Y
n
j,z belong to the same set of S
n
100, S
n
001, S
n
010 and S
n
111, then
7: there is at most one conjugate pair conj(Zn, Ẑn) between pi,w and pj,z,
where Y ni,w = t(pi,w), Y
n
j,z = t(pj,z).
8: else
9: return Ci and Cj are not adjacent.
10: end if
11: return CF = {conj(Zn, Ẑn)}, where Zn and Ẑn are the conjugate states
between two different cycles, respectively.
C is given in Algorithm 2. Since each trigeminal vertex has two conjugate
predecessor states, the conjugate pairs conj(Zn, Ẑn) appear at one trigeminal
vertex nearby. Through the characteristics of state diagram, we notice that a
conjugate pair consists of either one state of one cycle and one state adjacent
to the cycle, or two states of the same perfect binary directed tree.
Let P = P1 ∪ P1 ∪ . . . ∪ Pt and C = {C1, C2, . . . , Ct} be the set of directed
paths and the set of cycles obtained by Algorithm 1, respectively, where Ci :
[pi,1 → pi,2 → . . .→ pi,si → pi,1] and Pi = {pi,1, pi,2, . . . , pi,si}(1 ≤ i ≤ t).
Theorem 4. Given a directed path searching in the state diagram as in Algo-
rithm 1 with feedback function F (x1, x2, . . . , xn) = xn−1 + xn (n ≥ 3), if we
repeat the searching conjugate pair conj(Zn, Ẑn) between two any cycles in C
as in Algorithm 2, then conjugate pairs conj(Zn, Ẑn) between two any cycles
will be obtained.
Proof. Since the cycle obtained by the Algorithm 1 is a union of some di-
rected paths, the problem of considering the conjugate pair conj(Zn, Ẑn) be-
tween the two cycles is equivalent to the problem of considering the conjugate
pair conj(Zn, Ẑn) between their directed paths. Note that a conjugate pair
conj(Zn, Ẑn) consists of either one state of one cycle and one state adjacent to
the cycle, or two states of the same perfect binary directed tree.
Case 1: When the last states of two directed paths belong to the same cycle
of the original state diagram, that is, when two (n − 2)-length directed paths
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have their last states in the same cycle, they can only share one conjugate pair
conj(Zn, Ẑn). In fact, the last state of one path and the last but one state of the
other path are a pair of conjugate states. Since the state diagram only contains
two cycles [0] and [0, 1, 1], we only consider the (n− 2)-length paths whose tails
are in the set Sn0 \ {0
n}.
Case 2: There are only conjugate pairs conj(Zn, Ẑn) between the two di-
rected paths of the two cycles whose tails belong to the same set of Sn100, S
n
001,
Sn010 and S
n
111.
Based on the set of directed paths and the set of cycles obtained by Algorithm
1, conjugate pairs conj(Zn, Ẑn) between two any cycles be obtained.
The number of directed paths obtained by Algorithm 1 is 2n−1. The Al-
gorithm 2 is to find conjugate pairs conj(Zn, Ẑn) by comparing the directed
paths between different cycles. The time complexity of Algorithm 2 is O(2n−1).
For the set of cycles obtained by Algorithm 1 and conjugate pairs conj(Zn, Ẑn)
obtained by Algorithm 2, a new class of de Bruijn cycles be obtained with the
cycle-joining method.
5 Example
Let F (x1, x2, . . . , x6) = x5+x6, the state diagram of F (x1, x2, . . . , x6) = x5+x6
is given in Figure 1.
Step 1: Start a search at one of the leaves Y 61,1 = (1, 1, 1, 1, 1, 1), and trace
a directed path downward in the tree. Record the path and all vertices of the
path from the tree. Then repeat the directed path search from the state diagram
until the forest is empty. Note that each isolated vertex is considered as a path
of length 0, and we finally get 32 different directed paths and 2 cycles. In Table
1, we give the searching way.
Step 2: In Table 2, the classification of the tails of paths of Algorithm 1 is
given.
Step 3: In Table 3, 5 conjugate pairs conj(Zn, Ẑn) between two cycles C1
and C2 are found. Then interchange their successors, and 5 de Bruijn cycles
can be obtained.
6 Conclusion
The state diagrams of a class of singular LFSR are discussed. Some properties
of these singular linear feedback shift registers are also given. An algorithm is
presented to construct a new class of de Bruijn cycles from the state diagrams
of these singular LFSR. This is the first time to construct de Bruijn cycles based
on singular linear shift registers. In this method, cycle structures are obtained
by modifying the state diagrams firstly, then the conjugate pairs between cycles
are searched in the directed paths set. The de Bruijn cycles are realized by
using the cycle-joining method finally.
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Table 1: Repeat the directed path searching in the state diagram as in Algorithm
1
Y 61,1 = (1, 1, 1, 1, 1, 1) l1,1 = 4 p1,1 : [Y
6
1,1 → LY
6
1,1 → . . .→ L
4Y 61,1]
Y 61,2 = (1, 0, 1, 1, 0, 0) l1,2 = 4 p1,2 : [Y
6
1,2 → LY
6
1,2 → . . .→ L
4Y 61,2]
Y 61,3 = (0, 0, 0, 0, 0, 1) l1,3 = 4 p1,3 : [Y
6
1,3 → LY
6
1,3 → . . .→ L
4Y 61,3]
Y 61,4 = (1, 1, 0, 1, 1, 1) l1,4 = 3 p1,4 : [Y
6
1,4 → LY
6
1,4 → L
2Y 61,4]
Y 61,5 = (1, 1, 1, 0, 1, 0) l1,5 = 4 p1,5 : [Y
6
1,5 → LY
6
1,5 → . . .→ L
4Y 61,5]
Y 61,6 = (0, 1, 1, 0, 1, 0) l1,6 = 1 p1,6 : [Y
6
1,6]
Y 61,7 = (1, 1, 0, 1, 0, 0) l1,7 = 3 p1,7 : [Y
6
1,7 → LY
6
1,7 → L
2Y 61,7]
Y 61,8 = (1, 0, 0, 0, 0, 1) l1,8 = 1 p1,8 : [Y
6
1,8]
Y 61,9 = (0, 0, 0, 0, 1, 0) l1,9 = 3 p1,1 : [Y
6
1,9 → LY
6
1,9 → L
2Y 61,9]
Y 61,10 = (0, 1, 0, 1, 1, 1) l1,10 = 1 p1,2 : [Y
6
1,10]
Y 61,11 = (1, 0, 1, 1, 1, 1) l1,11 = 2 p1,3 : [Y
6
1,11 → LY
6
1,11]
Y 61,12 = (1, 1, 1, 1, 0, 0) l1,12 = 2 p1,4 : [Y
6
1,12 → LY
6
1,12]
Y 61,13 = (1, 1, 0, 0, 0, 1) l1,13 = 2 p1,13 : [Y
6
1,13 → LY
6
1,13]
Y 61,14 = (0, 0, 0, 1, 1, 1) l1,14 = 2 p1,14 : [Y
6
1,14 → LY
6
1,14]
Y 61,15 = (0, 1, 1, 1, 0, 0) l1,15 = 1 p1,15 : [Y
6
1,15]
Y 61,16 = (1, 1, 1, 0, 0, 1) l1,16 = 3 p1,16 : [Y
6
1,16 → LY
6
1,16 → L
2Y 61,16]
Y 61,17 = (0, 0, 1, 1, 0, 0) l1,17 = 1 p1,17 : [Y
6
1,17]
Y 61,18 = (0, 1, 1, 0, 0, 1) l1,18 = 1 p1,18 : [Y
6
1,18]
Y 61,19 = (1, 1, 0, 0, 1, 0) l1,19 = 2 p1,19 : [Y
6
1,19 → LY
6
1,19]
Y 61,20 = (0, 0, 1, 0, 1, 0) l1,20 = 2 p1,20 : [Y
6
1,20 → LY
6
1,20]
Y 61,21 = (1, 0, 1, 0, 1, 0) l1,21 = 1 p1,21 : [Y
6
1,21]
Y 61,22 = (0, 1, 0, 1, 0, 0) l1,22 = 1 p1,22 : [Y
6
1,22]
Y 61,23 = (1, 0, 1, 0, 0, 1) l1,23 = 2 p1,23 : [Y
6
1,23 → LY
6
1,23]
Y 61,24 = (1, 0, 0, 1, 1, 1) l1,24 = 1 p1,24 : [Y
6
1,24]
Y 61,25 = (0, 0, 1, 1, 1, 1) l1,25 = 1 p1,25 : [Y
6
1,25]
Y 61,26 = (0, 1, 1, 1, 1, 1) l1,26 = 1 p1,26 : [Y
6
1,26]
Y 62,1 = (1, 0, 0, 1, 0, 0) l2,1 = 2 p2,1 : [Y
6
2,1 → LY
6
2,1]
Y 62,2 = (0, 1, 0, 0, 0, 1) l2,2 = 1 p2,2 : [Y
6
2,2]
Y 62,3 = (1, 0, 0, 0, 1, 0) l2,3 = 1 p2,3 : [Y
6
2,3]
Y 62,4 = (0, 0, 0, 1, 0, 0) l2,4 = 1 p2,4 : [Y
6
2,4]
Y 62,5 = (0, 0, 1, 0, 0, 1) l2,5 = 1 p2,5 : [Y
6
2,5]
Y 62,6 = (0, 1, 0, 0, 1, 0) l2,6 = 1 p2,6 : [Y
6
2,6]
C1 [p1,1 → p1,2 → . . .→ p1,26 → p1,1]
C2 [p2,1 → p2,2 → . . .→ p2,6 → p2,1]
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(a) G1
(b) G2
Figure 1: The state diagrams of F (x1, x2, . . . , x6) = x5 + x6
Table 2: The classification of the tails of paths
C1 C2
S6111 Y
6
1,1, Y
6
1,4, Y
6
1,10, Y
6
1,11, Y
6
1,14, Y
6
1,24, Y
6
1,25, Y
6
1,26 —–
S6100 Y
6
1,2, Y
6
1,7, Y
6
1,12, Y
6
1,15, Y
6
1,17, Y
6
1,22 Y
6
2,3, Y
6
2,6
S6001 Y
6
1,3, Y
6
1,8, Y
6
1,13, Y
6
1,16, Y
6
1,18, Y
6
1,23 Y
6
2,2, Y
6
2,5
S6010 Y
6
1,5, Y
6
1,6, Y
6
1,9, Y
6
1,19, Y
6
1,20, Y
6
1,21 Y
6
2,1, Y
6
2,4
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