ABSTRACT. Let k ≥ 3 be a fixed integer. We exactly determine the asymptotic distribution of ln Z k (G(n, m)), where Z k (G(n, m) ) is the number of k-colourings of the random graph G(n, m). A crucial observation to this aim is that the fluctuations in the number of colourings can be attributed to the fluctuations in the number of small cycles in G(n, m). Our result holds for a wide range of average degrees, and for k exceeding a certain constant k 0 it covers all average degrees up to the so-called condensation phase transition.
1. INTRODUCTION 1.1. Background and motivation. Going back to the ground-breaking paper of Erdős and Rényi [15] in 1960, the study of the random graph colouring problem has attained a lot of attention and innumerable articles have been published in this area of research over the years. In the most frequently studied model, a random graph G(n, m) on the vertex set [n] = {1, . . . , n} with precisely m edges is drawn uniformly at random from all such graphs.
A question that has turned out to be a very challenging one is how to choose n and m to obtain a random graph that is colourable w.h.p.. Or, put differently, whether a random graph with given n and m can be coloured with a fixed number of colours, thus determining its chromatic number.
Beginning in the 1990s, considerable progress has been made in the case of sparse random graphs, where m = O(n) as n → ∞. Much effort has been devoted to studying the typical value of the chromatic number of G(n, m) [3, 9, 19, 21] and its concentration [4, 20, 29] . Several experiments and simulations led to the hypothesis, that, when changing the ratio of edges to variables, there is a transition from a regime where the random graph is colourable w.h.p. to the one where it is not w.h.p.. Furthermore, the observation was that this transition does not happen smoothly, suggesting the existence of a sharp satisfiability threshold. Indeed, in 1999, Achlioptas and Friedgut [2] proved the existence of a sharp threshold sequence d k,col (n) for any k ≥ 3, meaning that for any fixed ε > 0 the random graph G(n, m) is k-colourable w.h.p. if 2m/n < d k,col (n) − ε, whereas G(n, m) fails to be k-colourable w.h.p. if 2m/n > d k,col (n) + ε. This threshold sequence is non-uniform, i.e. it is a function of n and although it is broadly believed to converge for n tending to infinity, this has not been established up to now. Also, in spite of continued efforts, the exact value of this threshold remains unknown up to date. The best current bounds [11, 13] on d k,col (n) show that there is a sequence (γ k ) k≥3 , lim k→∞ γ k = 0, such that
Yet, there exist predictions by statistical physicists regarding the precise location of this threshold. They developed a method called cavity method that allowed them to gain insights into the combinatorial structure of the random graph colouring problem and to understand the significance of typical k-colourings, i.e. k-colourings chosen uniformly at random from the set of all k-colourings, on both the combinatorial and algorithmic aspects of the problem [18] . What is more, this method has also been used to predict a further phase transition shortly before the colouring threshold. This transition d k,cond has been named condensation and its existence and location have rigorously been determined in 2014 by Bapst et al. [7] . Under the assumption that k ≥ k 0 for a certain constant k 0 it is possible to calculate the number d k,cond precisely [7] , and an asymptotic expansion in k yields states that while two k-colourings chosen uniformly at random tend to be uncorrelated before the condensation threshold, they typically exhibit long-range correlations afterwards [23] . Furthermore, the condensation transition persists, in contrast to the colourability transition, also for finite inverse temperatures [8] . In recent work, it has been proved that the condensation transition is also related to the information theoretic threshold in the stochastic block model [5, 25] , where it marks the point from which on it is possible to decide whether a random graph has been drawn from a planted distribution or not.
By obtaining an exact expression for the asymptotic distribution of the logarithm of the number of solutions up to the condensation threshold d k,cond , in the present paper we give a definite and complete answer to the question about the relationship between the planted model and the Gibbs distribution. Furthermore, we show that the fluctuations in the number of solutions can completely be attributed to the presence of short cycles, thereby eliminating the possibility of other influencing factors.
For a graph G on n vertices, we let Z k (G) be the number of k-colourings (also called solutions) of G, which are maps σ : [n] → [k] such that σ(i) = σ(j) for all edges {i, j} of G. We always consider sparse random graphs G(n, m) where m = O(n). As we are going to need a very precise computation of the first and second moment of the number of k-colourings of G(n, m), we distinguish the parameter d ′ , which is such that m = ⌈d ′ n/2⌉, from d = 2m/n, which arises naturally in the computations of the first and second moment. We note that d ′ ∼ d, although d = d(n) might vary with n, whereas d ′ is assumed to be fixed as n → ∞.
1.2.
Results. We show that under certain conditions the number Z k (G(n, m)) of k-colourings of the random graph is concentrated tightly and determine the distribution of ln
asymptotically in a density regime up to the condensation transition. Before we state the result, we introduce the following notation. For k ≥ 3, we define
and extended by Janson [16] to obtain limiting distributions. It has been frequently used in random regular graph problems (see [30] for an enlightening survey), e.g. in [17] and [12] to upper-bound the chromatic number of the random d-regular graph, as the sharp threshold result [2] does not apply for this problem. More recently, is has also been used to obtain results in the stochastic block model [25] and to determine the satisfiability threshold for positive 1-in-k-SAT [24] . Unfortunately, Janson's result does not apply directly in our case and instead we have to perform a variance analysis along the lines of [28] , very analogue to [14, 26] . The reason for this is that in contrast to [6] , where only bounds on the fluctuation of ln Z k were proven, we aim at a statement about its asymptotic distribution. Thus, in the present paper it does not suffice to consider colourings with balanced colour classes (with a deviation of o(n −1/2 ) from their typical value), but we have to get a handle on all colourings providing a positive contribution. To this aim, we collect together colourings exhibiting similar colour class sizes. This results in the need to not only consider one random variable, but a growing number of random variables simultaneously. We expect that it is possible to apply a combination of the second moment method and small subgraph conditioning to a variety of further random constraint problems, such as e.g. random k-NAESAT, random k-XORSAT or random hypergraph k-colourability. However, for asymmetric problems like the well-known benchmark problem random k-SAT, we expect that the logarithm of the number of satisfying assignments exhibits stronger fluctuations and we doubt that a result similar to ours can be established.
Preliminaries and notation.
We always assume that n ≥ n 0 is large enough for our various estimates to hold and denote by [n] the set {1, ..., n}.
We use the standard O-notation when referring to the limit n → ∞. Thus, f (n) = O(g(n)) means that there exist C > 0, n 0 > 0 such that for all n > n 0 we have |f (n)| ≤ C · |g(n)|. In addition, we use the standard symbols o(·), Ω(·), Θ(·). In particular, o(1) stands for a term that tends to 0 as n → ∞. Furthermore, the notation f (n) ∼ g(n) means that f (n) = g(n)(1 + o(1)) or equivalently lim n→∞ f (n)/g(n) = 1. Besides taking the limit n → ∞, at some point we need to consider the limit ν → ∞ for some number ν ∈ N. Thus, we introduce f (n, ν) ∼ ν g(n, ν) meaning that lim ν→∞ lim n→∞ f (n, ν)/g(n, ν) = 1.
If p = (p 1 , . . . , p l ) is a vector with entries p i ≥ 0, then we let
Here and throughout, we use the convention that 0 ln 0 = 0. Hence, if
is the entropy of the probability distribution p. Further, for a number x and an integer h > 0 we let (x) h = x(x − 1) · · · (x − h + 1) denote the hth falling factorial of x.
For the sake of simplicity, we choose to prove Theorem 1.1 using the random graph model G(n, m). This is a random (multi-)graph on the vertex set [n] obtained by choosing m edges e 1 , . . . , e m of the complete graph on n vertices uniformly and independently at random (i.e., with replacement). In this model we may choose the same edge more than once. However, the following statement shows that for sparse random graphs the probability of this event is bounded away from 1: Fact 1.3. Assume that m = m(n) is a sequence such that m = O(n) and let A n be the event that G(n, m) has no multiple edges. Then there is a constant c > 0 such that lim n→∞ P [A n ] > c.
OUTLINE OF THE PROOF
To determine bounds on Z k (G(n, m)), it will be necessary to control the size of the colour classes. To formalize this, we introduce the following notation. For a map σ :
Thus, ρ(σ) is a probability distribution on [k], to which we refer as the colour density of σ. Let A k (n) signify the set of all possible colour densities ρ(σ) for σ :
Further, let A k be the set of all probability distributions ρ = (ρ 1 , . . . , ρ k ) on [k], and let ρ ⋆ = (1/k, . . . , 1/k) signify the barycentre of A k . In order to simplify the notation, for the rest of the paper we assume that ω, ν are odd natural numbers, formally we define N = {2i − 1 : i ∈ N} and let ω, ν ∈ N . We say that ρ = (ρ 1 , . . . ,
and let A k,ω (n) denote the set of all (ω, n)-balanced ρ ∈ A k (n). As we will see, in order to prove statements about the number Z k of all solutions, it suffices to consider solutions σ with ρ(σ) ∈ A k,ω (n). We let Z k,ω (G) signify the number of (ω, n)-balanced k-colourings of a graph G on [n], i.e. k-colourings σ such that ρ(σ) ∈ A k,ω (n).
Since verifying the required properties to apply small subgraph conditioning directly for the random variable Z k,ω is very intricate, we break Z k,ω down into smaller contributions, for which we determine the first and second moment in the following sections.
To this aim, we decompose the set A k,ω (n) into smaller sets. We define
S k,ω,ν contains vectors that we use as centres of disjoint 'balls' to partition the set A k,ω (n): For s = (s 1 , ..., s k ) ∈ S k,ω,ν , we let ρ k,ω,ν,s ∈ R k be the vector with components
Further, we let A s k,ω,ν (n) be the set of all colour densities ρ ∈ A k,ω (n) such that
For a graph G, we denote by
For each fixed ν, we have Z k,ω = s∈S k,ω,ν Z s k,ω,ν and our strategy is to apply small subgraph conditioning to the random variables Z s k,ω,ν rather than directly to Z k . But first, we will calculate the first moments of Z k and Z k,ω in Section 3 to obtain the following.
Proposition 2.1. Fix an integer k ≥ 3 and a number
As discussed in Section 1.3, the key observation the proof is based on is that the fluctuations of Z k (G(n, m)) can be attributed to fluctuations in the number of cycles of a bounded length. Hence, for an integer l ≥ 2 we let C l,n denote the number of cycles of length exactly l in G(n, m). Let
3)
The following fact shows that C 2,n , . 
In Section A.3 the impact of the cycle counts C l,n on the first moment of Z s k,ω,ν (G(n, m)) is investigated. As this was already done in [6] , we carry it out in the present work only for the sake of completeness. The result is the following:
Moreover, let ω, ν ∈ N and c 2 , . . . , c L be non-negative integers. Then
Additionally, to apply small subgraph conditioning, we have to determine the second moment of Z s k,ω,ν (G(n, m)) very precisely. This step constitutes the main technical work of this paper. We consider two regimes of d ′ and k separately. In the simpler case, based on the second moment argument from [3] , we obtain the following result.
The second regime of d ′ and k is that k ≥ k 0 for a certain constant k 0 ≥ 3 and d ′ < d k,cond (with d k,cond the number defined in (1.1)). In this case, we replace Z s k,ω,ν by the slightly tweaked random variable Z s k,ω,ν used in the second moment arguments from [7, 13] . 
and (2.5)
The proofs of Propositions 2.4 and 2.5 appear at the end of Section 4. In order to apply small subgraph conditioning to the random variable Z 
As the proof is nearly identical to the one in [6] , we defer it to Appendix A. The aim is now to derive Theorem 1.1 from Propositions 2.1-2.4. The key observation is that the variance of the random variables Z s k,ω,ν is affected by the presence of cycles of bounded length and that this is the only significant influence. As a consequence, conditioning on the small cycle counts up to some preselected length reduces the variance of Z s k,ω,ν . What is maybe surprising is that conditioning on the number of enough small cycles reduces the variance to any desired fraction of E[Z s k,ω,ν ]
2 . As done in [14, 26] , the arguments we use are similar to the small subgraph conditioning from [16, 28] . But we do not refer to any technical statements from [16, 28] directly because instead of working only with the random variable Z k we need to control all Z s k,ω,ν for fixed ω, ν ∈ N simultaneously. In fact, ultimately we have to take ν → ∞ and ω → ∞ as well. Our line of argument follows the path beaten in [14, 26] and the following three lemmas are nearly identical to the ones derived there.
be the σ-algebra generated by the random variables C l,n with 2 ≤ l ≤ L. The set of all graphs can be divided into groups according to the small cycle counts: For each L ≥ 2, the decomposition of the variance of Z
meaning that the variance can be written as the variance of the group mean plus the expected value of the variance within a group. The term Var E Z s k,ω,ν (G(n, m))|F L accounts for the amount of variance induced by the fluctuations of the number of cycles of length at most L. The strategy when using small subgraph conditioning is to bound the second summand, which is the expected conditional variance
Finally, the estimate exp[−x] ≥ 1 − x for |x| < 1/8 combined with (2.7) and Proposition 2.4 implies that for large enough ν, n, L and each s ∈ S k,ω,ν we have
As this holds for any ε > 0 and by equation (2.3) the expression exp ∞ l=2 δ 2 l λ l is bounded, the proof of the lemma is completed by first taking n → ∞ and then L → ∞.
Lemma 2.8. For any
Proof. To unclutter the notation, we set Z k = Z k (G(n, m)) and Z k,ω = Z k,ω (G(n, m)). First we observe that Proposition 2.1 implies that for any α > 0 we can choose ω ∈ N large enough such that
We let ν ∈ N . To prove the statement, we need to get a handle on the cases where the variables Z
and X = s∈S k,ω,ν X s . Then these definitions directly yield
By the definition of the X s 's and Chebyshev's inequality it is true for every s that
Hence, using that with Proposition 2.1 there is a number
and n large enough, we have
Taking expectations, choosing ε = ε(α, β, ω) small enough and applying Lemma 2.7, we obtain
Using (2.9), Markov's inequality, (2.10) and (2.8), it follows that
Finally, the triangle inequality combined with Markov's inequality and equations (2.8) and (2.11) yields
which proves the statement.
(2.14)
and thus (2.14) shows that E [|U L |] is uniformly bounded. To prove (2.13), for given n and a constant B > 0 we let C B be the event that C l,n < B for all l ≤ L. Referring to Fact 2.2, we can find for each L, ε > 0 a B > 0 such that
To simplify the notation we set 
On the other hand, for α sufficiently small and large enough n we have
Thus, the proof of (2.13) is completed by combining (2.15), (2.16), (2.17) and taking logarithms. 
′ in distribution, meaning that for any ε > 0 we have
To derive Theorem 1.1 from (2.18), we denote by S the event that G(n, m) consists of m distinct edges, or, equivalently, that no cycles of length 2 exist in G(n, m). Given that S occurs, G(n, m) is identical to G(n, m) and W ′ is identical to W . Furthermore, Fact 1.3 implies that P [S] = Ω(1). Consequently, (2.18) yields
and with (2.19) it follows that
which proves Theorem 1.1.
THE FIRST MOMENT
The aim in this section is to prove Proposition 2.1. The calculations that have to be done follow the path beaten in [3, 13, 17, 26] and are in fact very similar to [6] . Thus, most of the proofs are deferred to the appendix. Furthermore, at the end of the section we state a result that we need for Proposition 2.4.
Let Z k,ρ (G) be the number of k-colourings of the graph G with colour density ρ. Let ρ ⋆ be a k-dimensional vector with all entries set to 1/k. We define
In order to determine the expectation of Z k,ρ , we have to analyse the function f 1 (ρ). The following lemma was already obtained in [6] and its proof can be found in Section A.1.
We can now state the expectation of Z k . The proof will be carried out in detail in Section A.1.
Corollary 3.2. For any
Proof of Proposition 2.1. The first assertion is immediate from Corollary 3.2. Moreover, the second assertion follows from Corollary 3.2 and the second part of Lemma 3.1.
Finally, as our approach requires the analysis of the random variables Z s k,ω,ν (G(n, m)), we derive an expression for E Z s k,ω,ν (G(n, m)) that we will need to prove Proposition 2.4.
Proof. Using a Taylor expansion of f 1 (ρ) around ρ = ρ k,ω,ν,s , we get
and as this is independent of ρ, the assertion follows by inserting (3.3) in (3.2) and multiplying by |A s k,ω,ν (n)|.
THE SECOND MOMENT
The aim of this section is to prove Proposition 2.4, which constitutes the main technical contribution of this work and Proposition 2.5, which is done in the last subsection and is based on and an enhancement of results derived in [3] . The crucial points in our analysis are that, similar to [6, 26] , we need an asymptotically tight expression for the second moment and instead of confining ourselves to the case of colourings whose colour densities are (O(1), n)-balanced, as done in most of prior work [3, 7, 13, 17] , we need to deal with (ω, n)-balanced colour densities for a diverging function ω = ω(n) → ∞. However, our work has to extend the calculations from [6] following the example of [26] , because we aim for a statement about the whole distribution of ln Z k (G(n, m) ). Our line of argument follows that of [26] , where analogue statements are proven for the problem of hypergraph 2-colouring.
Classifying the overlap.
To standardise the notation, we define the overlap matrix ρ(σ, τ ) = (ρ ij (σ, τ )) i,j∈ [k] for two colour assignments σ, τ : [n] → [k] as the doubly stochastic k × k-matrix with entries
We let B k (n) denote the set of all overlap matrices and B k denote the set of all probability measures
. Moreover, we letρ signify the k × k-matrix with all entries equal to k −2 , the barycentre of B k . For a k × k-matrix ρ = (ρ ij ), we introduce the shorthands
With the notation from Section 2, we observe that for any σ, τ :
which corresponds to A k,ω (n) insofar as for ρ ∈ B k,ω (n) we have ρ i⋆ , ρ ⋆i ∈ A k,ω (n) for all i ∈ [k]. We remember S k,ω,ν from (2.1). Then for s ∈ S k,ω,ν we define
Thus, for any fixed ν,
k,ρ (G) be the number of pairs (σ, τ ) of k-colourings of G whose overlap is ρ. By the linearity of expectation,
To proceed calculating this quantity, we first need the following elementary estimates whose proofs can be found in Section A.2. (
To simplify the notation, we introduce the function f 2 : B k → R defined as
A direct consequence of Fact 4.1 that will be used in the sequel is that for every ρ ∈ B k (n) we have
4.2. Dividing up the hypercube. To proceed, we refine equation (4.1). For each ω, ν ∈ N, s ∈ S k,ω,ν and η > 0, we introduce
We are going to show that the r.h.s. of (4.1) is dominated by the contributions with ρ "close to"ρ in terms of the euclidean norm. More precisely, for a graph G let
Then the second moment argument performed in [3] fairly directly yields the following statement showing that overlap matrices that are far apart fromρ do asymptotically not contribute to the second moment. 
To prove this proposition, we first define a function
The following lemma shows how f 2 defined in (4.4) relates tof 2 .
Proof. We define the function
As we are only interested in the difference between f 2 andf 2 , we can reparametrise ζ as
Differentiating and simplifying the expression yields
According to the fundamental theorem of calculus, it follows that
completing the proof.
Proof of Proposition 4.2. Equation (4.5) combined with Lemma 4.3 reduces our task to studying the functionf 2 (ρ).
For the range of d covered by Proposition 4.2, this analysis is the main technical achievement of [3] , where (essentially) the following statement is proved.
Lemma 4.4.
Assume that k ≥ 3, ω ∈ N as well as d ′ ≤ 2(k − 1) ln(k − 1) and d = 2m/n. For any n > 0 and any overlap matrix ρ ∈ B k,ω (n), we havē
ρ ji = 1/k, the bound (4.6) is proved in [3, Section 3] . This implies that (4.6) also holds for ρ ∈ B k,ω (n), becausef 2 is uniformly continuous on the compact set B k,ω (n). Now, assume that k and d satisfy the assumptions of Proposition 4.2 and let ν ∈ N and η > 0 be any fixed number. Then, for anyρ ∈ B s k,ω,ν (n), we have ρ −ρ 2 = O ω √ n . Consequently, we obtain with (4.5) that
On the other hand, the function B → R, ρ → k 2 ρ 2 is smooth, strictly convex and attains its global minimum of 1 at ρ =ρ. Consequently, there exist (c k ) k > 0 such that if ρ −ρ 2 > η, then k 2 ρ 2 − 1 ≥ c k . Hence, Fact 4.1, Lemma 4.3 and Lemma 4.4 yield
Combining (4.8) and (4.7), we conclude that
k,ω,ν,η (G(n, m)) , thereby completing the proof of Proposition 4.2.
Having reduced our task to studying overlaps ρ such that ρ −ρ 2 ≤ η for a small but fixed η > 0, in this section we are going to argue that, in fact, it suffices to consider ρ such that ρ −ρ 2 ≤ n −3/8 (where the constant 3/8 is somewhat arbitrary; any number smaller than 1/2 would do). More precisely, we have Proposition 4.5. Assume that k ≥ 3 and that d ′ < d k,cond . Let ν, ω ∈ N and s ∈ S k,ω,ν . There exists a number η 0 = η 0 (d ′ , k) such that for any 0 < η < η 0 we have , m) ) .
The key to proving this proposition is the following lemma. It specifies the expected number of pairs of solutions in the cases where the overlap matrices ρ ∈ B s k,ω,ν (n) satisfy ρ −ρ 2 ≤ n −3/8 or ρ −ρ 2 ∈ (n −3/8 , η).
(4.9)
(4.10)
• There exist numbers
, we have to analyse f 2 . Expanding this function aroundρ yields
As f 2 satisfies f 2 (ρ) = 2f 1 (ρ ⋆ ), the statement in (4.10) follows. To prove (4.11), we observe that similarly to (4.12) and because f 2 is smooth in a neighbourhood ofρ, there exist η > 0 and A > 0 such that for ρ −ρ 2 ≤ η,
as claimed.
Proof of Proposition 4.5.
We fix s ∈ S k,ω,ν . Further, we fix η > 0 and A > 0 as given by Lemma 4.6. For eacĥ ρ ∈ B s k,ω,ν,η (n), we have ρ −ρ 2 = O ω √ n and obtain from the first part of Lemma 4.6 that
On the other hand, because |B s k,ω,ν,η (n)| is bounded by a polynomial in n, the second part of Lemma 4.6 yields
Combining (4.13) and (4.14), we obtain
4.3.
Calculating the constant. This section is dedicated to computing the contribution of the overlap matrices ρ ∈ B s k,ω,ν,n −3/8 (n). To this aim, we first show that in each region of the hypercube we can approximate f 2 by a function where the marginals are set to those of the centre of this region as defined in (2.2). More formally, let f
. Then the following is true
Proof. Equation (4.3) of Fact 4.1 yields that
For s ∈ S k,ω,ν , we define the function
To derive an upper bound on ζ s (ρ) for all values ρ ∈ B s k,ω,ν,n −3/8 (n), we first we observe that there exist α = (α i ) i∈[k] and β = (β j ) j∈ [k] such that the function f 2 can be expressed by setting ρ i⋆ = ρ k,ω,ν,s i
As we are only interested in the difference between f 2 and f s 2 , we can reparametrise ζ s as
According to the fundamental theorem of calculus it follows for every s ∈ S k,ω,ν that
Combining this with (4.15) yields the assertion.
Now we are able to give a very precise expression for the second moment.
The rest of this subsection will be dedicated to proving this proposition. In due course we are going to need the set of matrices with coefficients in 1 n Z whose lines and columns sum to zero:
The following result regards Gaussian summations over matrices in E n .
13
Lemma 4.9.
Lemma 4.9 and its proof are very similar to an argument used in [17, Section 3] . In fact, Lemma 4.9 follows from 
This matrix H is positive definite and det H = k 2(k−1) .
The Proof of Lemma 4.9 can be found in Section A.2. Now we are ready to prove Proposition 4.8.
Proof of Proposition 4.8. Lemma 4.7 states that for every
Thus, all we have to do is analysing the function f s 2 for s ∈ S k,ω,ν . To this aim, we expand f
Combining (4.18) with (4.17), we find that
For two vectors of "marginals" ρ 0 , ρ 1 ∈ B s k,ω,ν (n), we introduce the set of overlap matrices B s k,ω,ν,n −3/8 (n, ρ 0 , ρ
and observe that with this definition we have
In particular, the set B
To proceed, we fix two colour densities ρ 0 , ρ 1 ∈ B s k,ω,ν (n) and simplify the notation by writing
Thus, the inner sum from (4.20) simplifies to
and we are going to evaluate this quantity. We observe that with E n as defined in (4.16), for each ρ ∈ B we can find ε ∈ E n such that
Hence, this gives ρ − ρ s 2 = ρ + ε − ρ s 2 and the triangle inequality yields
By definition of ρ and ρ s , we have ρ − ρ
and consequently
2 and inserting (4.21) into (4.19) while taking first n → ∞ and afterwards ν → ∞, we obtain
To apply Lemma 4.9, we have to relate ρ ∈ B to ε ∈ E n . From the definitions we obtain
We show that the contribution of ε ∈ E n with ε 2 > n −3/8 /2 is negligible:
Consequently, (4.22) yields Σ 2 = o(Σ 1 ). Thus, we obtain from Lemma 4.9 that
In particular, the last expression is independent of the choice of the vectors ρ 0 , ρ 1 that defined B. Therefore, substituting (4.23) in the decomposition (4.20) completes the proof of Proposition 4.8.
Proof of Proposition 2.4. First observe that
Proposition 2.4 is immediately obtained by combining Lemma 3.3 with Propositions 4.2, 4.5 and 4.8.
Up to the condensation threshold.
In this last subsection we prove Proposition 2.5. In the regime
To prove the proposition we show the following result by adapting our setting in a way that we can apply the second moments argument from [13] and [7] .
the following is true. For each s ∈ S k,ω,ν , there exists an integer-valued random variable 0 ≤ Z
and such that for any fixed η > 0 we have , m) ) .
In this section we work with the Erdős-Rényi random graph model G(n, p), which is a random graph on [n] vertices where every possible edge is present with probability p = d/n independently. We further assume from now on that k divides n.
The use of results from [13, 7] is complicated by the fact that we are dealing with (ω, n)-balanced k-colourings that allow a larger discrepancy between the colour classes than [13, 7] , where balanced colourings are defined such that in 15 each color class only a deviation of at most √ n from the typical value n/k is allowed. To circumvent this problem, we introduce the following:
Choose a map σ : [n] → [k] uniformly at random and generate a graph G(n, p ′ , σ) on [n] by connecting any two vertices v, w ∈ [n] such that σ(v) = σ(w) with probability p ′ = dk/(n(k − 1)) independently. Given σ and G(n, p ′ , σ), we define
and let α = max i∈[k] α i . Thus, by definition α ≤ ω √ n. We set n ′ = n + k⌈α⌉. Further, we let
We then construct a coloured graph G ′ n ′ ,p ′ ,σ ′ from G(n, p ′ , σ) in the following way:
• Add k⌈α⌉ vertices to G(n, p) and denote them by n + 1, n + 2, ..., n + k⌈α⌉.
• Define a colouring
, σ(i) = 1 for i ∈ n + 1, ..., n + β 1 and σ(i) = j for j ∈ {2, ..., k} and i ∈ n + β j−1 + 1, ..., n + β j .
• Add each possible edge (i, j) with σ ′ (i) = σ ′ (j) involving a vertex i ∈ {n + 1, ..., n + k⌈α⌉} with probability
We call a colouring τ :
we denote the set of all such perfectly balanced colourings by B k (n). Then the following holds by construction: To proceed, we adopt the following notation from [13] : Let ρ ∈ B k be called s-stable if it has precisely s entries bigger than 0.51/k. Further, letB k be the set of all ρ ∈ B k such that
Then any ρ ∈B k is s-stable for some s ∈ {0, 1, . . . , k}. In addition, let κ = ln 20 k/k and let us call ρ ∈ B k separable if kρ ij ∈ (0.51, 1 − κ) for all i, j ∈ [k]. A k-colouring σ of a graph G on [n] is called separable if for any other k-colouring τ of G the overlap matrix ρ(σ, τ ) is separable. We have the following result:
To prove this lemma, we combine Fact 4.12 with [13, Lemma 3.3] . This yields the following 1 . 
Lemma 4.15 ([13]). There is
k . By choosing k 0 large enough and applying Fact 4.13, the assertion follows.
For the next ingredient to the proof of Proposition 4.11, we need the following definition. For a graph G on [n] and a k-colouring σ of G, we let C(G, σ) be the set of all τ ∈ B k that are k-colourings of G such that ρ(σ, τ ) is k-stable. 
To prove this lemma, we combine 4.12 with [7, Corollary 1.1] and obtain the following:
the following is true. Let τ ∈ B k (n ′ ) be a perfectly balanced colour assignment. Then there exists
Proof of Lemma 4.16 . Choose a map σ : [n] → [k] uniformly at random and generate a graph G(n, p ′ , σ) on [n] by connecting any two vertices v, w ∈ [n] such that σ(v) = σ(w) with probability
vertices. By [7, Section 6] , for each of these vertices v we can bound the logarithm of the number of colourings that emerge when deleting v by O(ln n). Thus, To complete the proof, we have to analyse the function f 2 defined in (4.4), as we know from (4.5) that
The following lemma shows that we can confine ourselves to the investigation of the functionf 2 defined in (4.2).
Proof. Lemma 4.3 yields that
Together with the uniform continuity off 2 this proves the assertion.
We use results from [13] where an analysis off 2 was performed. The following lemma summarizes this analysis from [13, Section 4] . The same result was used in [6] . (1) If 1 ≤ s < k, then for all separable s-stable ρ ∈B k we havef 2 
Proof of Proposition 4.11. Assume that k ≥ k 0 for a large enough number k 0 and that
. We consider two different cases. , m) ) . Furthermore, in the case that d ′ = (2k − 1) ln k − 2, the combination of the statements of Lemma 4.19 imply thatf 2 (ρ) <f 2 (ρ) for any separable ρ ∈B k \ {ρ}. Asf 2 (ρ) is the sum of the concave function ρ → H(ρ) and the convex function ρ → d 2 ln(1 − 2/k ρ 2 2 ), this implies that, in fact, for any d ′ ≤ (2k − 1) ln k − 2 we havef 2 (ρ) <f 2 (ρ) for any separable ρ ∈B k \ {ρ}. Hence, the uniform continuity off 2 on B k and (4.5) yield
Additionally, asB k is a compact set, with the second statement of Lemma 4.19 it follows that for any η > 0 there exists ε > 0 such that
As on the other hand it holds that 27) combining (4.26) and (4.27) with (4.5) and the observation that |B s k,ω,ν (n)| ≤ n k 2 , we see that for any η > 0,
(4.28) 
We show the following matching lower bound:
Indeed, assume for contradiction that (A.2) is false. Then we can find an n-independent ε > 0 such that for infinitely many n,
By Fact 2.2 there exists an n-independent ξ = ξ(c 2 , . . . , c L ) > 0 such that P [E] ≥ ξ. Hence, (A.3) and Bayes' formula imply that
where the last equality holds since δ l , λ l and c l remain fixed as n → ∞. As (A.4) contradicts (2.5), we have established (A.2). Finally, combining (A.2) with (2.4) and (2.5), we get 5) and the assertion follows from (A.1) and (A.5).
A.1. Calculating the first moment. The following proofs are very close to analogous proofs in [6] .
Proof of Lemma 3.1. As the edges in G(n, m) are independent by construction, the expected number of k-colourings with colour density ρ is given by
Finally, comparing (A.9) and (A.12), we see that
, and the assertion follows from (A.12).
A.2. Calculating the second moment. The following proofs are very close to analogous proofs in [6] .
Proof of 4.1.
To calculate the expected number of pairs of colourings σ, τ with overlap ρ ∈ B k (n), we first observe that
where F (σ, τ ) is the number of "forbidden" edges joining two vertices with the same colour under either σ or τ and N = n 2 . We have
and thus, the probability that σ and τ are both colourings of G(n, m) only depends on their overlap ρ and is given by It remains to multiply this by the total number of σ, τ with overlap ρ ∈ B k (n). By Stirling's formula, this number is given by n ρ 11 n, . . . , ρ kk n ∼ √ 2πn Proof. All we have to show is that for any fixed sequence of integers m 2 , . . . , m L ≥ 0, the joint factorial moments satisfy To establish (A.15), we interpret (C 2,n ) m2 · · · (C L,n ) mL as the number of sequences of m 2 + · · · + m L distinct cycles such that m 2 is the number of cycles of length 2, and so on. We let Y be the number of those sequences of cycles such that any two cycles are vertex-disjoint and Y ′ be the number of sequences having intersecting cycles. Obviously, we have
, we use the following claim that we prove at the end of this section. For any set R such that |R| = l, we can put l + 1 edges inside the set in at most ( 
