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Abstract
Problems of segmentation, denoising, registration and
3d reconstruction are often addressed with the graph cut
algorithm. However, solving an unconstrained graph cut
problem is NP-hard. For tractable optimization, pairwise
potentials have to fulfill the submodularity inequality. In
our learning paradigm, pairwise potentials are created as
the dot product of a learned vector w with positive fea-
ture vectors. In order to constrain such a model to remain
tractable, previous approaches have enforced the weight
vector to be positive for pairwise potentials in which the
labels differ, and set pairwise potentials to zero in the case
that the label remains the same. Such constraints are suffi-
cient to guarantee that the resulting pairwise potentials sat-
isfy the submodularity inequality. However, we show that
such an approach unnecessarily restricts the capacity of the
learned models.
Instead, we approach the problem of learning with sub-
modularity constraints from a probabilistic setting. Predic-
tion errors may be the result of: learning error, model error,
or inference error. Guaranteeing submodularity for all pos-
sible inputs, no matter how improbable, reduces inference
error to effectively zero, but increases model error. In con-
trast, we relax the requirement of guaranteed submodular-
ity to solutions that are submodular with high probability.
We show that the conceptually simple strategy of enforc-
ing submodularity on the training examples guarantees with
low sample complexity that test images will also yield sub-
modular pairwise potentials. Results are presented showing
substantial improvement from the resulting increased model
capacity.
1. Introduction
Multiple problems emerging in computer vision, such
as segmentation, denoising, registration and 3d reconstruc-
tion, are addressed with Structured Output Support Vec-
tor Machines (SSVM) applied to conditional random field
(CRF) models. The arrising problem of energy minimiza-
tion in CRFs can be solved by a variety of methods, includ-
ing loopy belief propagation, alpha-expansion, alpha-beta
swap and many others. A majority of energy minimaliza-
tion algorithms require pairwise potentials to fulfill (pair-
wise) submodular constraints or metric constraints. This re-
quirement places a strong limitation on the family of models
that can be employed.
It is well known from statistical learning theory that the
prediction error of a discriminant function can be decom-
posed into the error resulting from the learning procedure,
and the error resulting from the model class [4]. In a struc-
tured output setting, such as in learning the parameters of
a CRF model, a method may also have error resulting from
suboptimal inference. In this work we explore the trade-
offs resulting from this third source of error, showing that
(a) increasing model capacity by allowing some test-time
potentials to be potentially non-submodular generally im-
proves accuracies over guaranteeing submodularity for all
possible inputs and (b) we can bound the probability of a
non-submodular constraint occurring at test time with low
sample complexity. This latter result indicates that relax-
ing submodularity constraints to guarantee “only” probably
submodular potentials is a safe and principled strategy for
increasing model capacity and increasing the resulting sys-
tem accuracy.
In this work, we make several fundamental contributions
to discriminative learning of CRF models: (a) a formu-
lation for learning probably submodular constraints, (b) an
algorithm for efficiently generating the most violated sub-
modularity constraint, (c) the concept of a tradeoff between
model error and inference error in CRF training, and (d) em-
pirical results showing substantial improvement on a bench-
mark dataset.
1.1. Related work
Random field models in image segmentation initially
employed data independent pairwise terms encoding a rel-
atively simple prior that adjacent pixels were likely to have
1
the same label [10, 6]. The first data dependent pairwise
terms proposed in the literature were simple contrast de-
pendent terms with fixed positive weighting, resulting in
a guarantee of submodularity [5]. In the first applications
of structured output support vector machines to the dis-
criminative learning of pairwise terms, only associative po-
tentials were employed, enforced by a single positive con-
straint [2]. A later work employed only two positively con-
strained learned weights: one for a Potts-like term, and one
for a contrast dependent term [15]. This simple positiv-
ity constraint is sufficient to guarantee submodularity for
all possible inputs, but does not give the learning algorithm
much capacity to optimize the pairwise terms. In contrast,
we consider here the optimization of hundreds or thousands
of pairwise parameters, providing a rich model space for
learning informative pairwise potentials. An alternative ap-
proach is to consider only tree structured models [14], but
this again restricts the model space and disallows potentially
helpful model interactions.
In relaxing the constraint set to include models that do
not guarantee submodularity for all possible inputs, we de-
velop bounds on the probability of a test time input resulting
in a non-submodular potential. This problem reduces to the
problem of estimating the sample complexity of learning a
convex cone by an intersection of half spaces. This problem
is a central open question in computational learning theory,
and existing results require strong assumptions on the gen-
erating distribution such as zero-mean log concavity [12],
or the existence of a margin between positive and negative
samples [3]. We take the comparatively conservative ap-
proach of upper-bounding the probability of lying outside
a convex cone by the probability of lying outside a convex
hull, and we present results that have a term depending on
a moment functional of the underlying distribution [7]. We
note that improvements on bounds available in this area of
research will directly be applicable to the learning setting
considered here.
The approach of bounding the error of an algorithm is
closely related to the notion of probably approximately cor-
rect (PAC) learning [17]. In analogy to PAC learning, prob-
abilistic bounds have been considered before in the devel-
opment of inference algorithms for computer vision prob-
lems, such as in the development of thresholds for an object
detection cascade architecture [9].
2. Discriminative Learning of Segmentation
Models
A structured output support vector machine (SSVM) is
an extension of the well-known support vector machine
(SVM) [8] classifier, which enables the prediction of com-
plex and interdependent outputs. Formally, let x ∈ X de-
note an input to be assigned an output y ∈ Y , which repre-
sents in our case image segmentation. We assume a training
set of labeled examples S ≡ {(xi, yi)}1≤i≤n ∈ (X × Y)n.
We represent the joint feature vector of an input xi and out-
put variable yi by φ(xi, yi). Given a training dataset S, the
parameters w of the SSVM are learned by solving the fol-
lowing optimization problem [16]:
min
w,ξ
1
2
‖w‖2+C
∑
i
ξi (1)
s.t.〈w, φ(xi, yi)− φ(xi, y˜)〉 −∆(yi, y˜) ≥ −ξi, ∀iy˜ (2)
ξi ≥ 0, ∀i (3)
w ∈ C (4)
The number of constraints (2) is large. They consist of all
possible assignments of yˆ for every sample (precisely |Y|×
n constraints). However, a cutting plane approach enables
tractable optimization of this objective in a wide variety of
settings [11]. We have chosen margin rescaling instead of
slack rescaling here for simplicity of derivation.
The additional constraints in (4) ensure that the model
results in tractable inference problems and are application
specific. We will consider various forms of C in the sequel
resulting in different model classes and inference guaran-
tees. In the case of segmentation, these constraints are de-
signed to ensure submodularity of the pairwise potentials,
which is critical for energy minimalization using the graph
cut algorithm.
It is straightforward to map the parameters of a log-linear
graphical model to a joint feature map φ [16]. In the case of
a conditional random field, we have [15]
−〈w, φ(x, y)〉 =
∑
k∈V
U(xk, yk, w) +∑
(k,l)∈E
P (xk, yk, xl, yl, w) (5)
where k ∈ V sums over pixels (vertices), and (k, l) ∈ E
sums over neighboring pairs of pixels (edges). As the terms
U and P are linear, we have that the energy can be written
〈w, φ(x, y)〉 =
〈(
wu
wp
)
,
( ∑
k∈V φV (x
k, yk)∑
(k,l)∈E φE(x
k, yk, xl, yl)
)〉
(6)
It is well known that arbitrary, unconstrained unary poten-
tials lead to efficient inference in graphical models, and that
it is only the pairwise potentials that effect the tractability
of the solution [6].
We decompose our pairwise feature function φE as a
Kronecker product [13] over features of the pairs of pixels
φx and of the labels φy
φE(x
k, yk, xl, yl) = φy(y
k)⊗ φy(yl)⊗ φx(xk, xl). (7)
Here, we assume that φy : L 7→ {0, 1}|L| is an indicator
function specifying the desired label in a label set L, while
φx can be any positive1 vector valued function measuring
statistics of the difference between two (super-)pixels. Spe-
cializing this notion to the binary setting,2 we note that this
is equivalent to learning four separate weight vectors, which
we will denotew00,w01,w10, andw11, resulting in a matrix
of pairwise potentials
−
(〈w00, φx(xk, xl)〉 〈w01, φx(xk, xl)〉
〈w10, φx(xk, xl)〉 〈w11, φx(xk, xl)〉
)
(8)
This matrix of potentials leads to a submodular inference
problem on a given image iff
〈w11, φx(xk, xl)〉+ 〈w00, φx(xk, xl)〉
− 〈w01, φx(xk, xl)〉 − 〈w10, φx(xk, xl)〉 ≥ 0 ∀k, l. (9)
With this notation, we may now consider constraint sets, C,
that ensure that the inequalities in Equation (9) are satisfied.
2.1. Definitely Submodular Constraints
Szummer et al. proposed a simple set of positivity con-
straints [15] to ensure that the constraints in Equation (9) are
guaranteed to be satisfied over the entire image of φx, that is
by all possible inputs, x, regardless of how improbable they
may be. In our notation, this constraint set is equivalent to
the following
C1 ≡ {w | w00 = w11 = 0 ∧ w01 4 0 ∧ w10 4 0} (10)
where 4 denotes element-wise inequality.
It is immediately clear on inspection of Equations (9)
and (10) that this constraint set is sufficient, but not neces-
sary. We therefore consider a second constraint set that is
necessary and sufficient to guarantee submodularity for the
entire image of φx.
C2 ≡ {w |w00 < 0∧w11 < 0∧w01 4 0∧w10 4 0}. (11)
The set of models defined by C2 is strictly larger than the set
defined by C1.
2.2. Probably Submodular Constraints
We now make a probabilistic argument, which we make
precise in Section 3, that we may further relax C2 to enforce
linear constraints on w of the form in Equation (9) only for
the values of φx(xk, xl) occuring in the training data. We
will refer to this constraint set as
C4 ≡ {w | 〈w00, φx(xk, xl)〉+ 〈w11, φx(xk, xl)〉 (12)
− 〈w01, φx(xk, xl)〉 − 〈w10, φx(xk, xl)〉 ≥ 0
∀k, l, x ∈ S}
1We may relax the positivity requirement on φx in the probably sub-
modular case, but it is required in the settings that guarantee submodular-
ity for all possible inputs. One possible choice is an element-wise absolute
difference of two feature vectors computed at sites xk and xl.
2All results derived here hold also for the multi-class setting with α-β
swap optimization [6] by considering submodularity constraints to hold for
all label pairs α and β.
The key insight that allows us to make this relaxation is that
if a function is submodular on the training data, with high
probability it will be submodular on the test data (see Sec-
tion 3). Furthermore, the constraints are linear in w and our
optimization remains a quadratic programming problem, al-
beit with a large constraint set.
As a final constraint set, we slightly restrict C4 to ensure
that pairwise potentials of the same label are negative (i.e.
favored by the inference procedure), while pairwise poten-
tials of different labels are positive (i.e. discouraged by the
inference procedure):
C3 ≡ {w|〈w00, φx(xk, xl)〉 ≥ 0 ∧ 〈w00, φx(xk, xl)〉 ≥ 0∧
〈w01, φx(xk, xl)〉 ≤ 0 ∧ 〈w10, φx(xk, xl)〉 ≤ 0
∀k, l, x ∈ S}. (13)
This specifies in a loose way prior knowledge about the role
of pairwise constraints in image segmentation, while still
giving sufficient model capacity to the learning algorithm.
We have that C1 ⊂ C2 ⊆ C3 ⊆ C4. Thus, we strictly in-
crease the model capacity when we move from C1 to C4. C4
may in the limit reach C2, but this would require a very un-
natural data set to impose such strong constraints. In all ex-
periments, we observe that C3 and C4 are substantially larger
than C2 and that the optimal weight vector achieved by the
objective in Equation (1) optimized with constraints C3 lies
outside C2. Similarly, we empirically observe that C3 and
C4 are distinct and result in different optimal w (Section 5).
3. Sample Complexity of Probably Submodu-
lar Constraints
We consider that our training images x be drawn i.i.d.
from some probability distribution p(x) (this assumption
is already implicit in the regularized risk minimization of
the SSVM). We therefore consider the vector valued ran-
dom variable φx(xki , x
l
i) where xi is drawn from p(x) and
k and l are sampled uniformly. Our precise task is to deter-
mine whether C3 and C4 determined by the training sample
results in a high probability of the scalar random variable
〈w00, φx(xki , xli)〉+〈w11, φx(xki , xli)〉−〈w01, φx(xki , xli)〉−
〈w10, φx(xki , xli)〉 being non-negative, where w satisfies C3
or C4, respectively. We note that C3 and C4 are both con-
vex cones as they are the intersection of half-spaces that
intersect the origin. If we assume that φx is positive, this
is equivalent to the open problem in statistical learning the-
ory of the sample complexity of approximating a convex
cone by the intersection of a finite set of half spaces. Al-
though some precise results are known, they make assump-
tions on the generating distribution, such as zero-mean log-
convexity [12] or the existence of a margin [3]. Here, we
consider a conservative bound by noting that a convex cone
enclosing the data is strictly larger than its convex hull and
therefore the integral of the probability measure outside the
Figure 1: The probability of a test pairwise potential being sub-
modular can be reduced to the question of the sample complexity
of learning convex cones. To bound the probability of a random
variable landing outside the convex cone defined by the training
data, we use a bound on the probability of the random variable
landing outside the convex hull. This is sufficient to bound the
sample complexity of probably submodular constraints as defined
in Section 2.2.
convex cone is strictly smaller than the integral of the prob-
ability measure outside the convex hull (Figure 1).
We additionally allow our sample complexity bound to
contain terms dependent on a moment generating func-
tion of the underlying distribution on φx(xki , x
l
i) rather than
make restrictive assumptions on the distribution to eliminate
this dependency.
Lemma 3.1 Denote by V dn expected volume of the convex
hull of n points chosen independently according to given
distribution µ. One has
Vd+1+p=
(
d+ 1 + p
d+ 1
)
L(xp + (1− x)p) (14)
where L is a moment functional for distribution µ.
A proof can be found in [7]. For well-behaved distributions
such as those found in natural image datasets, the underly-
ing distribution has bounded higher moments and the latter
term converges to zero quickly with p, indicating that V
converges to one. This indicates that the constraints being
satisfied on the training data will result in the constraints
being satisfied on the test data with high probability.
4. Cutting Plane Generation of Most Violated
Submodularity Constraint
In this section, we describe how to incorporate the large
number of linear constraints that define C3 and C4 into the
optimization algorithm. The number of constraints is pro-
portional to the number of pairwise constraints in an im-
age multiplied by the number of images. In a multi-class
setting with submodularity constraints between all pairs of
classes, the number of constraints grows quadratically with
the number of classes. Analogous to Section 2, we will use
the notation wαα, wββ , wαβ , and wβα to denote the four
components of the vector for each pair of labels α and β.
The probably submodular formulation enforces the con-
straints :
〈wαα, φx(xk, xl)〉+ 〈wββ , φx(xk, xl)〉 (15)
− 〈wβα, φx(xk, xl)〉 − 〈wαβ , φx(xk, xl)〉 ≥ 0 ∀k, l.
This set of constraints has to be satisfied for the every
edge (xk, xl) in every training example. Moreover, it has
to be satisfied for the every value of α, β. In theory, one
may enumerate a matrix of all constraints on w, but it is
prohibitive to do so. Instead, we will use a cutting plane ap-
proach and generate only the hard constraints on w that are
violated at some point during the optimization. In practice,
we observe that the number of such constraints is feasible.
Nevertheless, we require an efficient method for generating
the most violated constraint that does not require the explicit
enumeration of all constraints.
Let us denote by P all pairwise potentials in the entire set
of training data: P = {φx(xk, xl)}k,l∈E . The total number
of constraints is |P | · |L|(|L|+1)2 , and every entry is of the
length of w. The matrix of constraints can be written as a
Kronecker product of smaller matrices, which enables us to
avoid storing a prohibitively large constriant matrix.
Let B ∈ {0, 1}(|L|2 )×|L|2 be a matrix with rows equal to
Bi,: =(φy(α)⊗ φy(α))T + (φy(β)⊗ φy(β))T (16)
− (φy(α)⊗ φy(β))T − (φy(β)⊗ φy(α))T
for every assignment of α and β. The constraints (15) are
of the form (B ⊗ P )w ≥ 0. Using Theorem 2.2 of [13] we
may express these constraints by
(B ⊗ P )w = vec(Pw˜B′) (17)
where w˜ is a matrix of appropriate size such that vec w˜ = w.
The computation on the right hand side of Equation (17) is
substantially more memory and computation efficent than
the left hand side. This enables the quick determination of
the most violated hard constraint, which can then be added
to the active set of constraints in a cutting plane optimiza-
tion scheme.
5. Results
We have evaluated our method on the TU Darmstadt
cows dataset. We have first over segmented images with
SLIC superpixels [1]. Next, we have computed color his-
tograms with 100 bins for every SLIC superpixel. We have
used these features as the basis for our unary potentials,
Active All
constraints constraints
Definitely submodular models
C0 326 415
C1 301 426
C2 256 405
transductive C4 126 814
Probably submodular models
C3 999 1609
C4 116 699
Table 1: The number of active constraints at the convergence point
and the number of all constraints that were active at some point
during optimization (cf. Section ??).
and their absolute value of the difference in features as the
basis for our pairwise potentials for adjacent superpixels.
We have evaluated every method on the same set of fea-
tures. In line with standard practice in segmentation, we
report results with respect to two metrics. The “global” met-
ric counts pixel-wise accuracy, while the “average” metric
counts average per-class pixel-wise accuracies. The latter
metric is more informative, as the background is typically
much more prevalent than foreground. We have employed
both variants in the construction of the structured output
loss function, ∆(yi, y˜), and have trained different models
that have optimized each. The regularization parameter has
been set using only the training data. We have addition-
ally trained a variant of the probably submodular model
that transductively enforces submodularity constraints on
the test set as well. As the constraints on the training set
guarantee submodularity on the test set with high probabil-
ity, we do not observe an increase in performance by enforc-
ing the additional constraints. Results are presented in Fig-
ure 2. We consider a SVM as the special case of the learning
framework considered here where set of constraints is
C0 ≡ {w | w00 = w11 = w12 = w21 = 0}. (18)
We have that C0 ⊂ C1 ⊂ C2 ⊆ C3 ⊆ C4. We have verified
that the results shown in Figure 2 are statistically significant.
A t-test yields a p-value less than 10−5 for a comparison of
the methods resulting from optimizing the SSVM subject to
w ∈ C1 vs. w ∈ C4 both for the “global” and “average”
metrics.
Hard constraints that are active at convergence indicate
that the data term in the optimization objective is push-
ing the vector w towards a solution that yields a non-
submodular constraint. Table 1 presents the number of
active constraints for every method. All methods con-
verge within a similar number of cutting plane iterations:
126± 21. Probably submodular models trade off inference
error with model expressivity. Table 2 shows the percentage
of pairwise constraints that are non-submodular in the test
(a) Accuracies for models trained to optimize the sum of pixel errors over
all training images
(b) Accuracies for models trained to optimize the average per-class pixel
accuracies.
Figure 2: Comparison of results of the binary segmentation of the
TU Darmstadt Database of cows. Models have increased capacity
as the plot moves from left to right.
Non-submodular potentials
C3 0.5%
C4 0%
Table 2: The percentage of non-submodular potentials on the test
data for probably submodular models. For definitely submodular
models this ratio is always equal to zero.
set. Figure 3 gives examples of segmentations predicted by
the method of Szummer et al. and by optimization with the
probably submodular constraint set C4.
6. Discussion
The results in Figure 2 indicate that increased model ca-
pacity substantially increases accuracies in an image seg-
mentation. Viewed another way, definitely submodular con-
straints restrict the model capacity to the point that it re-
sults in a substantial performance penalty. In contrast, if we
rely on probably submodular constraints, we probabilisti-
cally guarantee tractability of inference on the test set while
enabling more accurate models.
The number of active constraints (Table 1) shows that
probably submodular optimization, although globally opti-
mizing over a much larger set of linear constraints, in fact
(a) SVM (C0). (b) Szummer et al. [15] (C1). (c) Necessary and sufficient defi-
nitely submodular (C2).
(d) Probably submodular (C3).
(e) Probably submodular (C4). (f) Probably submodular with trans-
ductive constraints (C4).
(g) Ground truth. (h) Original image.
Figure 3: Example segmentations from methods trained to optimize each of the constraint sets considered here. As we move from (a) to
(e) we increase model capacity and substantially increase the accuracy of the resulting segmentation. .
generates only a small multiple of the constraints required in
definitely submodular optimization. We note that this table
shows the number of hard constraints for tractability plus
the number of one-slack data constraints generated during
training of the SSVM.
The empirical evaluation of the number of non-
submodular pairwise potentials on the test set (Table 2)
validates the theory developed in Section 3. A very small
fraction of pairwise potentials were non-submodular, which
decreases in the size of the training set. Finally, Figure 3
validates that the improvement in numerical accuracy also
results in a qualitative improvement in the semantic seg-
mentation.
There are several interesting approaches for future work.
One area of research is in improving the bounds explored in
Section 3. We have used a relatively conservative bound on
the convex hull, while improvements on bounds on the sam-
ple complexity of the convex cone is an active area of learn-
ing theory. We have considered submodularity constraints
to be hard over the training set, but we may consider the
case where we allow them to be violated for a small sub-
set of pairwise potentials through the use of slack variables.
A relationship to PAC learning could be an interesting re-
sult [17]. In this work, we have derived results for probably
submodular constraints, which is appropriate for graph cuts
optimization in binary models or α-β swap optimization for
multiclass learning, but the principle is equally applicable to
the linear metric constraints necessary for α-expansion.
In this work, we have explored the tradeoff between
model error and inference error in discriminative training
of CRF models. We have developed practical algorithms
and theoretical guarantees for probably submodular learn-
ing, which substantially improves segmentation accuracy.
Additional information can be found on our project
webpage: http://homes.esat.kuleuven.be/
˜mblaschk/projects/learnConstraints/.
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