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vRE´SUME´
La premie`re e´tape du cycle minier est l’exploration mine´rale. Dans cette e´tape, des longs
trous de forage sont fore´s dans les zones de mine´ralisation pour extraire des e´chantillons.
Les e´chantillons sont ensuite analyse´s et un mode`le 3D de la distribution des mine´raux dans
la mine est construit. Puisque le forage couˆte tre`s cher, les ge´ologues et inge´nieurs miniers
tentent de positionner leurs trous d’une fac¸on qui minimise le couˆt de forage. Par contre, les
techniques courantes utilise´es pour minimiser le couˆt de forage sont peu sophistique´es et ne
trouvent ge´ne´ralement pas la solution optimale.
Dans cette the`se, nous utilisons des techniques de recherche ope´rationnelle pour re´soudre le
proble`me de positionnement des trous de forage dans les mines. Nous mode´lisons le proble`me
sous forme d’une variante du proble`me de recouvrement d’ensembles, qui est un proble`me
tre`s populaire en recherche ope´rationnelle, et re´solvons ce proble`me a` l’aide d’algorithmes
me´taheuristiques, notamment l’algorithme ge´ne´tique, la recherche locale ite´re´e et la recherche
taboue.
Pour e´valuer l’efficacite´ de notre approche, nous comparons les solutions trouve´es par
notre approche aux solutions trouve´es par les approches industrielles sur des proble`mes re´els.
Les re´sultats obtenus montrent que notre approche permet une re´duction des couˆts de forage
allant jusqu’a` 35%.
Un autre aspect tre`s important de cette the`se est la re´solution du proble`me de recouvre-
ment d’ensembles (SCP) a` l’aide de me´taheuristiques. Nous proposons une nouvelle formu-
lation du SCP et un nouvel algorithme pour le re´soudre. La nouvelle formulation e´limine les
proble`mes de faisabilite´ et redondances du SCP. Nos expe´rimentations ont montre´ que l’al-
gorithme propose´ trouve des meilleurs re´sultats que la majorite´ (si pas tous) les algorithmes
me´taheuristiques existants pour le SCP.
vi
ABSTRACT
The first steps in the mining cycle are exploration and feasibility. In the exploration stage,
geologists start by estimating the potential locations of mineral deposits. Then, they drill
many long holes inside the mine to extract samples. The samples are then analyzed and a
3D model representing the distribution of mineralization in the mine is constructed. Because
drilling is expensive, geologists and mining engineers try to position their drill holes to cover
most potential sites with a minimum amount of drilling. However, the current techniques
used to position the drill holes are inefficient and do not generally find the optimal solution.
In this thesis, we use operations research techniques to solve the drill holes placement
problem. We model the drill holes placement problem as a variant of the set covering problem
(which is a very popular optimization problem) and solve the modelled problem using the
combination of multiple metaheuristic algorithms, namely the genetic algorithm, iterated
local search and tabu search.
To evaluate the effectiveness of our approach, we compare the solutions found using
our approach to the solutions found by industrial approaches on real world problems. The
obtained results show that our approach allow saving up to 35% of drilling cost.
Another primary aspect of the thesis is the resolution of the set covering problem (SCP)
using metaheuristic approaches. We propose a new formulation of the SCP and a new meta-
heuristic algorithm to solve it. The new formulation is specially designed for metaheuristic
approaches and allows solving the SCP without having to deal with feasibility and set redun-
dancy. Computational results show that our metaheuristic approach is more effective than
most (if not all) metaheuristic approaches for the SCP.
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Les techniques de recherche ope´rationnelle sont de plus en plus utilise´es pour offrir des
outils d’aide a` la de´cision a` l’industrie moderne. Ces techniques permettent de mode´liser
et re´soudre des proble`mes d’optimisation difficiles qui ne peuvent eˆtre re´solus a` la main
ou a` l’aide d’un simple algorithme d’e´nume´ration. L’objet est habituellement d’ame´liorer
l’efficacite´ ou de re´duire le couˆt d’un processus quelconque.
Au cours des anne´es, certains proble`mes d’optimisation classiques ont e´te´ identifie´s et
utilise´s pour mode´liser un grand nombre d’applications industrielles. Cette re´utilisation de
mode`les (proble`mes classiques) permet aussi la re´utilisation des algorithmes existants, qui ont
e´te´ de´veloppe´s pour re´soudre ces proble`mes typiques, pour traiter des nouvelles applications.
Parmi les proble`mes classiques, on trouve le proble`me du voyageur de commerce, le proble`me
de coloriage de graphe, le proble`me du sac a` dos, le proble`me de recouvrement d’ensembles
et autres.
Parce que les algorithmes de´veloppe´s pour re´soudre les proble`mes classiques sont re´utilise´s
dans beaucoup d’applications, beaucoup de chercheurs se sont inte´resse´s a` re´soudre ces pro-
ble`mes. Plusieurs approches ont e´te´ utilise´es dans la litte´rature dont les me´thodes exactes,
les algorithmes d’approximations et les me´thodes heuristiques. Les me´thodes exactes per-
mettent d’obtenir une solution dont l’optimalite´ est garantie. Par contre, pour les proble`mes
NP-difficiles [42], dont la complexite´ est exponentielle, le temps requis pour trouver la so-
lution optimale ou une solution de bonne qualite´ a` l’aide d’une me´thode exacte peut eˆtre
tre`s long (surtout pour les proble`mes de grande taille). Dans de tels cas, on a habituellement
recours aux algorithmes d’approximation ou aux me´thodes heuristiques. Ces deux approches
ne garantissent pas l’optimalite´ des solutions trouve´es, mais permettent habituellement de
trouver des solutions de bonne qualite´ dans un temps raisonnable. La diffe´rence principale
entre une me´thode heuristique et un algorithme d’approximation est le fait qu’un algorithme
d’approximation offre une garantie quant a` la qualite´ de la solution tandis qu’une me´thode
heuristique n’offre aucune telle garantie. Une me´taheuristique est un algorithme heuristique
ge´ne´ral qui peut s’appliquer a` diffe´rents proble`mes d’optimisation. Parmi les me´taheuristiques
populaires, on trouve l’algorithme ge´ne´tique, le recuit simule´, la recherche taboue, etc.
Dans cette the`se, nous nous inte´ressons au de´veloppement d’algorithmes me´taheuristiques
hybrides pour re´soudre les proble`mes de recouvrement et recouvrement partiel d’ensembles.
Nous mode´lisons le proble`me de positionnement des trous de forage dans les mines (PTF)
2a` l’aide d’une nouvelle variante du proble`me de recouvrement partiel d’ensembles et de´-
veloppons une me´taheuristique hybride pour re´soudre le proble`me mode´lise´. De plus, nous
proposons une nouvelle formulation mathe´matique du proble`me de recouvrement d’ensembles
(SCP), qui est mieux adapte´e pour la re´solution de ce dernier a` l’aide de me´taheuristiques,
et un nouvel algorithme me´taheuristique efficace pour re´soudre cette formulation. Cet algo-
rithme combine l’algorithme ge´ne´tique et la recherche taboue et trouve des meilleurs re´sultats
que les algorithmes me´taheuristiques existants pour le SCP.
La the`se est organise´e comme suit. Dans ce chapitre, le proble`me de positionnement des
trous de forage dans les mines est de´crit et les objectifs du projet sont de´finis. Dans le
chapitre 2, les techniques courantes de positionnement des trous de forage dans les mines et
les diffe´rentes variantes du SCP sont revues. Au chapitre 3, la de´marche de l’ensemble du
travail et la cohe´rence des articles par rapport aux objectifs du projet sont discute´es. Les
articles de revues re´dige´s dans cette the`se sont pre´sente´s aux chapitres 4, 5 et 6. Au chapitre
7, l’approche utilise´e pour prendre en compte la contrainte de budget dans le proble`me PTF
est discute´e. Au chapitre 8, certaines techniques de pre´-conditionnement du proble`me PTF
qui permettent d’adapter notre approche a` plusieurs sce´narios d’utilisation courants sont
discute´es. Quatres cas tests re´els sont pre´sente´s au chapitre 9. La the`se est termine´e par une
discussion ge´ne´rale (chapitre 10) et une conclusion (chapitre 11).
1.1 De´finition du proble`me
La premie`re e´tape du cycle minier est l’exploration mine´rale. Cette e´tape vise a` localiser
et de´finir un site de mine´ralisation e´conomiquement exploitable. L’exploration mine´rale peut
eˆtre divise´e en quatre e´tapes : inspection du terrain, cre´ation de cartes ge´ologiques, forage
d’exploration et forage de de´finition. A` la premie`re e´tape, les ge´ologues identifient les sites
de mine´ralisation potentiels en effectuant des analyses ge´ologiques, ge´ochimiques et ge´ophy-
siques sur plusieurs sites de mine´ralisation. Pour faire leurs analyses, les ge´ologues ont recours
a` des images a` haute re´solution des sites de mine´ralisation et effectuent des visites physiques
aux re´gions prometteuses pour pre´lever des e´chantillons. Suite a` l’identification d’un site de
mine´ralisation potentiel, des cartes ge´ologiques sont construites pour caracte´riser les zones
de mine´ralisation. Ces cartes sont utilise´es pour planifier le forage d’exploration. Le forage
d’exploration consiste a` forer un nombre limite´ de trous de forage pour explorer les zones de
mine´ralisation identifie´es dans les cartes ge´ologiques. Les trous d’exploration sont des trous
pre´liminaires largement espace´s qui visent a` extraire un premier e´chantillon de chaque zone
cible. Suite au forage d’exploration, les ge´ologues subdivisent les zones cibles sous forme de
blocs tridimensionnels et estiment la densite´ de minerai dans chaque bloc en effectuant des
3interpolations des donne´es. Le re´sultat est un mode`le 3D de blocs. Puisque les valeurs de
densite´ de minerai attribue´es aux blocs sont calcule´es par interpolation, ces valeurs sont su-
jettes a` des incertitudes. Les valeurs des incertitudes sont calcule´es en utilisant une technique
appele´e le Krigeage [91]. Suite au calcul des incertitudes, les blocs sont classe´s sous trois
cate´gories :
— Blocs infe´re´s : Les blocs a` incertitude e´leve´e dont le niveau de confiance dans les esti-
mations n’est pas suffisant pour permettre une analyse e´conomique. Ge´ome´triquement,
ces blocs se trouvent a` une distance e´leve´e des trous d’exploration.
— Blocs indique´s : Les blocs a` incertitude relativement basse dont le niveau de confiance
dans les estimations est raisonnable pour permettre une analyse e´conomique. Ge´ome´-
triquement, ces blocs se trouvent a` proximite´ (mais pas tre`s proches) d’un ou plusieurs
trous d’exploration.
— Blocs mesure´s : Les blocs a` basse incertitude dont le niveau de confiance dans les
estimations est e´leve´ pour permettre une analyse e´conomique. Ces blocs se trouvent
dans le voisinage imme´diat de un ou plusieurs trous de forage.
Avant de passer a` l’exploitation minie`re, la majorite´ des blocs doivent eˆtre indique´s ou
mesure´s pour minimiser les risques (ide´alement, tous les blocs doivent eˆtre mesure´s, mais a`
cause du budget limite´, les blocs indique´s sont accepte´s). Pour y arriver, des trous additionnels
sont fore´s pour couvrir les blocs non couverts par le forage d’exploration. Cette e´tape est
appele´e le forage de de´finition.
L’objectif du forage de de´finition est de minimiser l’incertitude sur la densite´ de minerai
dans les blocs afin d’obtenir un mode`le de blocs pre´cis qui peut eˆtre utilise´ pour e´tudier la
faisabilite´ de la mine (analyse e´conomique) et planifier l’exploitation minie`re. Contrairement
aux trous d’exploration, les trous de de´finition doivent eˆtre planifie´s d’une fac¸on pre´cise et
chaque trou couvre un sous-ensemble bien de´fini de blocs.
Puisque les trous de forage couˆtent tre`s cher, les ge´ologues tentent de positionner leurs
trous de de´finition d’une fac¸on qui minimise la quantite´ de forage (les couˆts) tout en assurant
la couverture des blocs pertinents. En plus des couˆts associe´s au forage, le de´placement de
la foreuse d’un point de collet (position ou` la foreuse peut eˆtre place´e pour forer un trou) a`
un autre couˆte cher aussi. Le proble`me de positionnement des trous de forage consiste donc
a` choisir les positions des points de collet et les positions, orientations et longueurs des trous
qui minimisent le couˆt total du forage de de´finition.
Les techniques courantes utilise´es pour optimiser le positionnement des trous dans les
mines sont peu sophistique´es et ne trouvent ge´ne´ralement pas les positions optimales des
trous. Parmi les limitations des approches existantes :
41. Le proble`me est fre´quemment traite´ en 2D au lieu de 3D.
2. Les algorithmes d’optimisation propose´s sont peu efficaces et ne trouvent ge´ne´ralement
pas la solution optimale du proble`me pose´.
3. Les couˆts de positionnement de la foreuse ne sont pas pris en compte.
De plus, certaines approches existantes posent des hypothe`ses non re´alistes qui compro-
mettent l’optimalite´ des solutions obtenues ; parmi ces hypothe`ses :
1. Le nombre de trous est connu a` l’avance.
2. La longueur des trous est connue a` l’avance.
3. Les trous sont suppose´s paralle`les.
4. L’azimut des trous est connu a` l’avance.
Les techniques courantes et leurs limitations sont discute´es au chapitre 2.
1.2 Objectif ge´ne´ral
L’objectif ge´ne´ral de ce projet est de de´velopper une nouvelle approche pour re´soudre le
proble`me de positionnement des trous de forage dans les mines qui e´limine les limitations des
approches existantes et qui permet de re´duire les couˆts associe´s au forage de de´finition.
1.3 Notre Approche
Pour atteindre l’objectif du projet, le proble`me de positionnement des trous de forage (de
de´finition) dans les mines est mode´lise´ et re´solu sous forme d’un proble`me de recouvrement
partiel d’ensembles. Le proble`me de recouvrement d’ensembles, ou ”Set Covering Problem”
(SCP) en anglais, est un proble`me tre`s populaire en recherche ope´rationnelle et a e´te´ prouve´
NP-difficile [42]. Ce proble`me a e´te´ utilise´ pour mode´liser plusieurs types d’applications indus-
trielles, dont l’assignation d’e´quipages, la planification de taˆches, la localisation d’entrepoˆts,
la construction de circuits imprime´s et autres (voir [6] et [25]). Le proble`me de recouvrement
d’ensembles (SCP) peut eˆtre de´fini comme suit. Soit E = {e1, ..., en} un ensemble de n e´le´-
ments et S = {s1, ..., sm} un univers de sous-ensembles sj ⊆ E. A` chaque sous-ensemble sj
est associe´ un couˆt cj. Le SCP consiste a` trouver une collection de sous-ensembles X ⊆ S
qui couvre tous les e´le´ments de E a` un couˆt minimal.
Le proble`me de positionnement de trous de forage (PTF) peut eˆtre vu comme un SCP
ou` les trous sont repre´sente´s par les sous-ensembles du SCP et les blocs sont repre´sente´s par
les e´le´ments du SCP.
En utilisant le mode`le de blocs et les points de collet disponibles, il est possible de ge´ne´rer
l’ensemble de tous les trous (appele´ l’univers des trous) qui peuvent eˆtre fore´s (qui sont
5techniquement re´alisables par la foreuse) dans le mode`le de blocs 3D. L’univers des trous est
fini parce que la foreuse posse`de des pre´cisions finies en orientation et en longueur. Chaque
trou de l’univers a un couˆt et couvre au moins un bloc. Un bloc est conside´re´ couvert par un
trou si la distance orthogonale du centre du bloc au trou est infe´rieure au rayon de couverture
(qui est un parame`tre). La figure 1.1 montre un exemple d’univers de trous dans un mode`le
2D de blocs ou` seulement deux points de collet sont montre´s a` des fins de clarte´. Pour illustrer
la notion de couverture d’un trou, les blocs couverts par un des trous (le trou en gras) sont
colore´s en gris. La ge´ne´ration de l’univers des trous est pre´sente´e a` la section 3.1.
Figure 1.1 Univers de trous 2D
En mode´lisant le proble`me PTF comme un SCP, la solution optimale est repre´sente´e par
une collection de trous qui couvrent tous les blocs cible´s a` un couˆt minimal.
Pour aborder certains aspects du proble`me PTF qui ne sont pas couverts par le SCP
classique, deux nouvelles variantes du SCP partiel sont introduites dans cette the`se (voir
chapitre 3). La premie`re variante permet de prendre en compte les couˆts de repositionnement
de la foreuse et d’e´viter les cas extreˆmes ou` le couˆt de forage investi pour couvrir certains
blocs est tre`s e´leve´ par rapport a` la valeur qu’apportent ces blocs au forage de de´finition. La
deuxie`me variante est identique a` la premie`re, mais incorpore une contrainte de budget qui
permet d’interdire les solutions dont le couˆt de´passe le budget alloue´ au forage de de´finition.
6Pour re´soudre les mode`les propose´s (incluant le SCP), plusieurs algorithmes heuristiques
sont propose´s (voir chapitre 3). Ces algorithmes sont hybrides et base´s sur la recherche taboue,
la recherche locale ite´re´e et l’algorithme ge´ne´tique.
Pour valider notre approche, nos mode`les et algorithmes sont teste´s sur plusieurs cas tests
re´els provenant de l’industrie minie`re ou` des re´ductions des couˆts allant jusqu’a` 35% ont e´te´
re´alise´es (voir chapitre 9).
1.4 Question de recherche
Est-il possible (et be´ne´fique) de re´soudre le proble`me de positionnement des trous de
forage sous forme d’une variante du proble`me de recouvrement d’ensembles ?
1.5 Objectifs spe´cifiques
Les objectifs spe´cifiques qui nous permettront de re´pondre a` la question de recherche et
d’atteindre l’objectif ge´ne´ral du projet sont les suivants :
1. Proposer un nouveau mode`le d’optimisation qui permet de re´soudre le proble`me de
positionnement des trous de forage en 3D. En plus de la position des trous, ce mode`le
doit permettre l’optimisation du nombre de trous, leurs longueurs, leurs inclinaisons et
leurs azimuts. Les couˆts de de´placement de la foreuse doivent aussi eˆtre pris en compte.
2. Formuler le proble`me d’optimisation sous forme d’un mode`le de programmation ma-
the´matique. Le mode`le sera base´ sur le proble`me de recouvrement d’ensembles et doit
prendre en compte les contraintes lie´es au positionnement des trous de forage.
3. De´velopper un algorithme me´taheuristique efficace, capable de re´soudre le mode`le pro-
pose´ d’une fac¸on optimale ou quasi optimale dans un temps raisonnable.
4. De´velopper un algorithme me´taheuristique efficace pour le proble`me de recouvrement
d’ensembles classique qui trouve des meilleurs re´sultats que les algorithmes me´taheu-
ristiques existants.
5. De´montrer l’efficacite´ des algorithmes de´veloppe´s en comparant les solutions trouve´es
par ces derniers aux solutions trouve´es par un solveur de programmation mathe´matique
(comme CPLEX) et par d’autres algorithmes existants.
6. De´montrer la pertinence de l’approche propose´e sur des cas tests re´els du proble`me
PTF en comparant les solutions trouve´es par cette approche aux solutions trouve´es par
les approches utilise´es en industrie.
71.6 Hypothe`ses
Dans cette the`se, nous posons plusieurs hypothe`ses qui nous permettent de centrer nos
efforts sur le volet optimisation du proble`me PTF, sans s’attarder sur certains aspects ge´o-
logiques et miniers du proble`me, qui me´ritent d’eˆtre traite´s se´pare´ment dans une the`se en
ge´ologie ou en ge´ostatistique.
Premie`rement, nous supposons que les trous de forage ont une trajectoire en ligne droite
malgre´ qu’en pratique, les trous de forage ont tendance a` courber. De plus, la courbure
d’un trou est ge´ne´ralement impre´visible. D’un autre coˆte´, puisqu’un trou est repre´sente´ par
un sous-ensemble de blocs, remplacer les lignes droites par des courbes ne ne´cessite pas de
changements dans le mode`le et l’algorithme d’optimisation. Cette constatation justifie cette
hypothe`se et fait en sorte que la courbure des trous peut eˆtre aborde´e se´paremment.
La deuxie`me hypothe`se concerne le mode`le de couverture binaire utilise´. En fait, nous sup-
posons qu’un bloc est soit comple`tement couvert par un trou, soit non-couvert par ce dernier
(couverture binaire). En pratique, un trou peut couvrir partiellement un bloc et plusieurs
trous peuvent collaborer ensemble pour couvrir un bloc. Cette hypothe`se est raisonnable
parce que dans le forage de de´finition, le nombre de trous fore´s est e´leve´ et les trous sont
fore´s en sorte que chaque bloc est couvert de pre`s par un trou.
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REVUE DE LITTE´RATURE
Dans cette section, les techniques courantes utilise´es pour optimiser le positionnement
des trous de forage dans les mines seront revues. Les lacunes de ces me´thodes seront iden-
tifie´es pour mettre en e´vidence les besoins traite´s dans ce projet. Puisque le proble`me de
positionnement des trous de forage sera formule´ sous forme d’un proble`me de recouvrement
d’ensembles, nous passerons en revue les variantes du proble`me de recouvrement d’ensembles
afin d’identifier la variante la plus ade´quate pour notre proble`me ou justifier le besoin de
cre´er une nouvelle variante.
2.1 Positionnement des trous de forage
Le proble`me de positionnement des trous de forage dans l’exploration mine´rale a e´te´ peu
traite´ dans la litte´rature. La majorite´ des algorithmes propose´s dans la litte´rature traitent
le proble`me en 2D au lieu de 3D ; ce qui ne permet pas toujours d’atteindre la solution op-
timale. De plus, ces algorithmes sont fre´quemment de´veloppe´s par des ge´ostatisticiens qui
s’inte´ressent principalement au calcul de l’incertitude sur les blocs. Les techniques d’optimi-
sation utilise´es dans ces algorithmes sont ge´ne´ralement peu efficaces.
Saikia et Sarkar pre´sentent un algorithme pour l’optimisation des trous de forage dans
une mine de charbon a` Jharia [82]. Les auteurs supposent que tous les trous sont paralle`les
et qu’ils sont place´s dans une grille 2D uniforme (les espacements verticaux et horizontaux
entre les trous voisins sont e´gaux). L’algorithme propose´ optimise l’espacement entre les
trous. L’algorithme de´marre avec un espacement initial qui est suffisamment large. A` chaque
ite´ration, l’espacement entre les trous est re´duit et la variance de krigeage correspondante est
calcule´e (le Krigeage [91] est une me´thode utilise´e pour calculer l’incertitude sur les blocs).
La re´duction de l’espacement entre les trous implique une hausse des couˆts de forage puisque
le nombre de trous a` forer augmente. D’un autre coˆte´, l’augmentation du nombre de trous
permet de re´duire l’incertitude sur les blocs. L’algorithme s’arreˆte lorsque la re´duction de la
variance de krigeage cause´e par une re´duction d’espacement n’est pas suffisamment e´leve´e
pour justifier l’augmentation des couˆts.
Pan propose une approche ge´ostatistique comple`te qui permet de classifier les blocs de
mine´ralisation dans le mode`le de blocs en assignant a` chaque bloc une valeur qui refle`te sa
priorite´ par rapport au forage de de´finition [76]. L’auteur souligne le fait que le forage de
9de´finition est lui-meˆme se´parable en trois e´tapes. La premie`re e´tape permet de ve´rifier la
continuite´ de mine´ralisation. Dans la seconde e´tape, en se basant sur la continuite´ de mine´ra-
lisation, des trous sont fore´s a` l’exte´rieur de la zone de mine´ralisation connue afin d’e´tendre le
mode`le de blocs. Dans la dernie`re phase, qui est la phase la plus couˆteuse, les blocs de hautes
densite´s de mine´ralisation sont vise´s par les trous. C’est d’ailleurs cette troisie`me phase que
nous traitons dans ce projet. L’auteur commence par pre´senter une description de´taille´e du
proble`me de forage de de´finition. Par la suite, une nouvelle me´thode de classification des blocs
est pre´sente´e. Pour assigner une priorite´ a` chaque bloc, trois facteurs sont pris en compte :
attributs ge´ologiques, indications de mine´ralisation et la teneur en minerai. En se basant sur
ces facteurs, les blocs sont classifie´s en cinq cate´gories : 1) “Probable reserves” sont les blocs
de hautes densite´s dont la pre´sence a e´te´ confirme´e par les trous d’exploration. 2) “Indicates
reserves” sont les blocs qui sont potentiellement riches en minerai d’une valeur e´conomique
tre`s e´leve´e, mais dont le niveau d’incertitude n’est pas tout a` fait satisfaisant. Ces blocs n’ont
pas e´te´ atteints par les trous d’exploration. 3) “Indicated resources” contient des blocs ayant
des proprie´te´s similaires a` ceux dans “indicated reserves” mais dont la valeur e´conomique est
moins e´leve´e. 4) “Possible resources” repre´sente les blocs a` haute incertitude qui contiennent
possiblement une quantite´ significative de minerai. 5)“Barren”contient les blocs qui sont hors
de la zone ge´ologique favorable et qui ne sont pas vise´s par le forage de de´finition. “Indicated
reserves”, “Indicated resources” et “Possible resources” sont les blocs vise´s par le forage de
de´finition ou` les blocs de la cate´gorie “Indicated reserves” ont la priorite´ la plus e´leve´e, les
blocs de la cate´gorie “Indicated ressources” ont le deuxie`me niveau de priorite´ et les blocs
“Possible resources” ont le troisie`me niveau de priorite´. Suite a` la classification des blocs,
les trous sont positionne´s manuellement par un expert dans le domaine. Tous les trous sont
suppose´s paralle`les et seulement l’espace 2D est conside´re´.
Deux articles, publie´s re´cemment (2011), pre´sentent un premier pas pour re´soudre le
proble`me de positionnement des trous de forage en trois dimensions [86, 85].
Soltani, Hezarkhani, Tercan et Karimi proposent un algorithme ge´ne´tique pour opti-
miser le forage de de´finition en 3D [86]. En plus de la position des points de de´part des
trous, la longueur des trous est aussi optimise´e. Un chromosome (repre´sentation d’une so-
lution dans l’algorithme ge´ne´tique) contient les coordonne´es et la longueur de M trous
[x1, y1, l1, x2, y2, l2, ..., xM , yM , lM ] ou` M est un parame`tre choisi au de´part. L’absence de
l’orientation des trous et de la coordonne´e z des points de de´part dans le chromosome sugge`re
que les trous sont suppose´s paralle`les et que les points de de´part des trous sont conside´re´s dans
le meˆme plan. De plus, le fait que le nombre de trous a` forer (M) est choisi au de´part peut
compromettre l’optimalite´ de la solution trouve´e. Les auteurs pre´sentent les grandes lignes de
l’algorithme ge´ne´tique, mais ne de´crivent pas les ope´rateurs ge´ne´tiques utilise´s (croisement,
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mutation, se´lection, etc).
Soltani est Hezarkhani, qui sont d’ailleurs coauteurs dans l’article pre´ce´dent, proposent
une approche similaire a` la pre´ce´dente, mais ou` l’inclinaison (“dip”) des trous repre´sente la
troisie`me dimension a` optimiser [85]. La diffe´rence principale avec leur premie`re approche
est que l’inclinaison des trous est optimise´e au lieu de la longueur, mais pas les deux. De
plus, la me´taheuristique recuit simule´ (SA) est utilise´e a` la place de l’algorithme ge´ne´tique.
La longueur, le nombre et l’azimut des trous sont suppose´s constants. Cette approche souffre
des meˆmes limitations que la pre´ce´dente.
2.1.1 Limitations des me´thodes existantes
Les me´thodes existantes de positionnement des trous de forage contiennent deux modules
principaux : un module ge´ostatistique qui permet de classifier les blocs sous diffe´rentes cate´-
gories et un module d’optimisation qui permet d’optimiser le positionnement des trous en se
basant sur la classification des blocs. Certaines me´thodes de classification traitent uniquement
l’incertitude sur les blocs et d’autres traitent des facteurs additionnels comme les attributs
ge´ologiques, la teneur en minerai, etc. Dans cette the`se, nous nous inte´ressons principalement
aux limitations des me´thodes existantes au niveau du module d’optimisation. Ces limitations
peuvent eˆtre re´sume´es comme suit :
1. Le proble`me est fre´quemment traite´ en 2D au lieu de 3D.
2. Les algorithmes d’optimisation propose´s sont peu efficaces et ne trouvent ge´ne´ralement
pas la solution optimale au proble`me pose´.
3. Les couˆts de positionnement de la foreuse ne sont pas pris en compte.
4. La contrainte de budget n’est pas prise en compte.
5. Dans le cas 3D, les hypothe`ses sugge´re´es compromettent l’optimalite´ des solutions.
Parmi les hypothe`ses rencontre´es :
— Le nombre de trous est connu a` l’avance.
— La longueur des trous est suppose´e constante.
— Les trous sont suppose´s paralle`les.
— L’azimut des trous est connu a` l’avance.
Notre but est d’e´liminer, dans la mesure du possible, les limitations du module d’opti-
misation en mode´lisant le proble`me de positionnement des trous de forage sous forme d’un
proble`me de recouvrement d’ensembles.
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2.2 Recouvrement d’ensembles (SCP)
Il existe plusieurs variantes du SCP. Lorsque tous les e´le´ments doivent eˆtre couverts
exactement une fois, le proble`me est appele´ partitionnement d’ensembles [8]. Lorsque tous
les e´le´ments doivent eˆtre couverts plus qu’une fois, on parle de recouvrement multiple d’en-
sembles [47]. Lorsqu’il n’est pas ne´cessaire (ou possible) de couvrir tous les e´le´ments de E
pour re´pondre a` d’autres crite`res ou contraintes, on parle de la famille des proble`mes de
recouvrement partiel d’ensembles [62, 57, 94, 41, 10]. Le recouvrement partiel d’ensembles
(PSCP) est une ge´ne´ralisation du SCP. Plusieurs variantes du PSCP ont e´te´ e´tudie´es dans la
litte´rature : la variante appele´e k-set covering [4] consiste a` couvrir au moins k e´le´ments a` un
couˆt minimal. Une autre variante provenant des proble`mes de localisation d’entrepoˆts [94],
ou` le nombre maximal d’entrepoˆts (budget maximal) permis est limite´, a aussi e´te´ e´tudie´e.
A` cause du budget limite´, certains e´le´ments ne peuvent eˆtre couverts. Un cas particulier du
proble`me de localisation d’entrepoˆts est appele´ the budgeted maximum coverage location pro-
blem. Dans ce proble`me, un gain gi est attribue´ a` chaque e´le´ment ei et le but est de choisir une
collection de sous-ensembles qui maximise le gain total (
∑
gi couverts) tout en respectant la
contrainte de budget. Une nouvelle variante appele´e prize-collecting set cover problem a e´te´
propose´e dans [57]. Dans cette variante, un profit pj est attribue´ a` chaque e´le´ment ei ∈ E.
L’objectif est de trouver une sous-collection X ⊆ S de couˆt minimal, et tel que le profit total
des e´le´ments couverts par X soit supe´rieur ou e´gal a` un profit minimum spe´cifie´.
Dans le proble`me de positionnement des trous de forage dans les mines, a` cause du budget
limite´ attribue´ au forage de de´finition, il est parfois impossible de couvrir tous les blocs. Pour
cette raison, le proble`me PTF ne peut eˆtre mode´lise´ a` l’aide du SCP classique mais plutoˆt
comme une variante du recouvrement partiel d’ensembles. La variante du PSCP qui semble
la plus ade´quate pour mode´liser le proble`me PTF est celle de localisation d’entrepoˆts avec
budget (the budgeted maximum coverage location problem). Le gain attribue´ a` un bloc est
proportionnel au couˆt qu’on est preˆt a` de´bourser pour couvrir ce bloc. Cette valeur de´pend de
la valeur e´conomique du bloc et de l’incertitude sur cette valeur. Les couˆts des sous-ensembles
sont proportionnels a` la longueur des trous. L’objectif est de maximiser la somme des gains
des blocs couverts tout en respectant la contrainte de budget. Ce mode`le n’est pas tout a`
fait ade´quat pour deux raisons : 1) les couˆts de de´placement de la foreuse ne sont pas pris
en compte 2) la solution optimale peut contenir des trous qui couvrent tre`s peu de blocs.
L’exemple qui suit clarifie ce deuxie`me point. Supposons que :
— Le budget total attribue´ au forage de de´finition est de dix millions de dollars.
— La solution optimale contient 27 trous ayant un couˆt total de 9.5 millions de dollars.
— La solution optimale couvre tous les blocs sauf un bloc dont le gain est e´gal a` cent
12
dollars.
— Il existe un trou dont le couˆt est e´gal a` 450 mille dollars qui couvre le bloc non couvert.
Selon le mode`le de localisation d’entrepoˆts avec budget, il est be´ne´fique d’ajouter le trou de
450 mille dollars a` la solution pour couvrir le bloc dont le gain est e´gal a` cent dollars parce
que la somme des gains (la valeur de l’objectif) sera augmente´e sans violer la contrainte de
budget. Dans la vraie vie, forer un trou de 450 mille dollars pour couvrir un tel bloc est hors
de conside´ration. En conse´quence, le mode`le doit eˆtre ajuste´ pour e´viter de tels sce´narios





Tel que mentionne´ pre´ce´demment, notre approche est base´e sur la mode´lisation du pro-
ble`me PTF sous forme d’une variante du SCP. Trois variantes du SCP ont e´te´ e´tudie´es dans
cette the`se. Chaque variante est utilise´e pour mieux couvrir certains aspects et contraintes
du proble`me PTF.
Le premier mode`le est une variante du recouvrement partiel d’ensembles impliquant la
maximisation de profit (PMSCP pour Profit Maximization Set Covering Problem). Cette
variante permet de prendre en compte les couˆts de repositionnement de la foreuse en intro-
duisant la notion de groupe de sous-ensembles. En fait, tous les trous fore´s a` partir d’un meˆme
point de collet appartiennent au meˆme groupe auquel est associe´ un couˆt fixe. De plus, l’objec-
tif de maximisation de profit permet d’e´viter les solutions extreˆmes ou` le couˆt de forage investi
pour couvrir certains blocs est tre`s e´leve´ par rapport a` la valeur qu’apportent ces blocs au fo-
rage de de´finition (par exemple, une solution est conside´re´e extreˆme si un long trou est utilise´
pour couvrir un seul bloc). Pour re´soudre le PMSCP, un algorithme me´taheuristique hybride
combinant la recherche locale ite´re´e et la recherche taboue (ITS pour Iterated-Tabu-Search) a
e´te´ de´veloppe´. Pour e´valuer l’efficacite´ de cet algorithme, nous comparons les solutions trou-
ve´es avec ce dernier aux solutions optimales ou quasi-optimales trouve´es a` l’aide du solveur
de programmation mathe´matique CPLEX ; nous allouns a` CPLEX le temps et les ressources
ne´cessaires pour trouver des solutions optimales ou quasi-optimales et les gaps d’optimalite´
associe´s a` ces solutions. Il est important de noter que nous ne comparons pas ITS a` CPLEX
mais utilisons CPLEX pour obtenir des valeurs re´fe´rences qui nous permettent d’e´valuer la
qualite´ des solutions obtenues par ITS. Au lieu, nous comparons ITS a` un algorithme me´-
me´tique pour le SCP qui a e´te´ adapte´ pour le SCP. Cet algorithme a e´te´ choisi parce qu’il
est un des algorithmes les plus populaires pour le SCP (qui est un proble`me similaire) et est
facilement adaptable pour re´soudre le PMSCP. Le mode`le PMSCP et l’algorithme ITS sont
discute´s en de´tail dans l’article pre´sente´ au chapitre 4 qui a e´te´ publie´ dans la revue Journal
of Heuristics [20]. L’analyse expe´rimentale pre´sente´e dans l’article montre que l’algorithme
de´veloppe´ est tre`s efficace.
La deuxie`me variante e´tudie´e est le SCP classique. En fait, il arrive fre´quemment des cas ou`
il est requis de couvrir tous les blocs et ou` les positions de la foreuse sont connues a` l’avance.
De tels cas arrivent a` la fin du forage de de´finition lorsque les informations sur les blocs
sont suffisantes pour identifier les blocs qui doivent eˆtre couverts. Bien que ces cas peuvent
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eˆtre mode´lise´s avec la premie`re variante (puisque la premie`re variante est une ge´ne´ralisation
du SCP), ces cas peuvent eˆtre mode´lise´s et re´solus plus efficacement sous forme d’un SCP.
Puisque tous les blocs doivent eˆtre couverts, le proble`me consiste a` choisir l’ensemble des
trous (sous-ensembles) qui couvrent tous les blocs (e´le´ments) a` un couˆt minimal.
Pour re´soudre le SCP, un algorithme me´taheuristique hybride combinant l’algorithme ge´-
ne´tique et la recherche taboue a e´te´ de´veloppe´. Cet algorithme est base´ sur une nouvelle
formulation de programmation mathe´matique du SCP que nous avons de´veloppe´e pour faci-
liter la re´solution du SCP a` l’aide de me´taheuristiques. En fait, la formulation classique du
SCP est difficile a` re´soudre en utilisant des me´taheuristiques parce que la fonction objectif
(qui repre´sente une minimisation du couˆt) et la contrainte de couverture totale (qui impose
que tous les e´le´ments doivent eˆtre couverts) guident la recherche dans deux directions op-
pose´es. Pour reme´dier a` cette difficulte´, la contrainte de couverture est remplace´e par des
pe´nalite´s dans la fonction objectif de la nouvelle formulation. Bien que des approches de pe´-
nalite´s similaires existent dans la litte´rature, la diffe´rence principale entre notre approche et
les approches de pe´nalite´s courantes est au niveau du choix des pe´nalite´s. En fait, nous choi-
sissons les plus petites pe´nalite´s possibles qui permettent d’assurer la faisabilite´ des solutions
sans perturber la recherche ; tandis que les approches de pe´nalite´s existantes utilisent soit
des pe´nalite´s e´leve´es qui perturbent la recherche, soit des basses pe´nalite´s qui ne garantissent
pas la faisabilite´ des solutions, soit des pe´nalite´s dynamiques qui sont difficiles a` calibrer. La
comparaison de notre approche aux approches de pe´nalite´s courantes ainsi que la nouvelle
formulation sont de´crites dans l’article pre´sente´ au chapitre 5 qui a e´te´ publie´ dans la revue
IRSN Operations Research [19]. L’algorithme me´taheuristique de´veloppe´ pour re´soudre le
SCP est de´crit dans l’article pre´sente´ au chapitre 6 qui a e´te´ soumis a` la revue Journal of
Mathematical Modelling and Algorithms in Operations Research.
Comme toutes variantes du recouvrement d’ensembles, les mode`les propose´s supposent
l’existence d’un univers de sous-ensembles a` partir duquel les solutions seront choisies. Dans
le cas du proble`me PTF, l’univers des sous-ensembles est l’univers de tous les trous possibles.
Les techniques de ge´ne´ration de l’univers des trous sont discute´es a` la section suivante (Section
3.1).
Les mode`les propose´s ont e´te´ conc¸us pour eˆtre flexibles et adaptables a` une grande varie´te´
de situations qu’un ge´ologue peut rencontrer. L’utilisation et l’adaptation des mode`les ainsi
que plusieurs sce´narios typiques d’utilisation sont discute´s aux sections 8.1 et 8.2.
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3.1 Ge´ne´ration de l’univers des trous
Dans toutes les variantes du proble`me de recouvrement d’ensembles, une collection de
sous-ensembles est choisie pour maximiser ou minimiser un certain objectif. Ceci requiert
l’existence d’un univers de sous-ensembles a` partir duquel la collection de sous-ensembles
sera choisie. Dans le contexte du positionnement des trous de forage, cet univers de sous-
ensembles est l’ensemble de tous les trous possibles qui peuvent eˆtre fore´s dans la mine. Il est
donc important de de´velopper un algorithme permettant de ge´ne´rer tous les trous possibles
et de convertir les trous en sous-ensembles de blocs ou` un couˆt est attribue´ a` chaque sous-
ensemble. Les trous ge´ne´re´s doivent eˆtre re´alisables en pratique. En d’autres mots, ces trous
doivent respecter les contraintes lie´es au forage et a` la structure ge´ologique du terrain de
mine´ralisation.
En pratique, la trajectoire d’un trou n’est pas toujours pre´visible. Bien que les trous
de forage soient habituellement planifie´s comme des lignes droites, les trous ont tendance a`
courber et la vraie trajectoire est tre`s difficile a` pre´voir. Dans cette the`se, nous supposons
que la trajectoire d’un trou de forage est une ligne droite. Cette hypothe`se est d’ailleurs
raisonnable dans la plupart des cas et est utilise´e actuellement par la majorite´ des ge´ologues.
En fait, la pre´diction de la trajectoire des trous de forage est un sujet tre`s complexe et me´rite
d’eˆtre e´tudie´e se´pare´ment dans une the`se en ge´ologie ou en ge´ostatistique.
En supposant que la trajectoire d’un trou de forage est une ligne droite, l’approche que
nous utilisons pour ge´ne´rer l’univers des trous est la suivante. A` partir de chaque point de
collet, nous ge´ne´rons tous les trous qui intersectent le mode`le de blocs. Ge´ome´triquement,
le nombre de trous de forage qui peuvent eˆtre ge´ne´re´s a` partir d’une position donne´e de la
foreuse est infini. En pratique, la pre´cision de la foreuse est finie et par conse´quent le nombre
de trous possibles est fini. Tel que discute´ a` la section 2, un trou est caracte´rise´ par son
azimut, dip, longueur et son point de collet (qui est identique a` la position de la foreuse). En
conside´rant toutes les valeurs possibles d’azimut, dip et longueur qui peuvent eˆtre re´alise´es
par la foreuse (selon la pre´cision de la foreuse), tous les trous possibles peuvent eˆtre ge´ne´re´s.
Seulement les trous qui couvrent au moins un bloc sont ajoute´s a` l’univers des trous.
L’algorithme de ge´ne´ration des trous est pre´sente´ dans l’algorithme 1. La fonction getEnd-
Point(collarPoint, L, Dip, Az) de´termine la position de l’extre´mite´ finale du trou de forage
a` partir des parame`tres collarPoint (point de de´part), L (longueur), Dip et Az (azimut). La
fonction getCoveredBlocks(collarPoint, endPoint) de´termine les blocs qui sont couverts par
le trou de´fini par les extre´mite´s collarPoint et endPoint. Un bloc est couvert par un trou
donne´ si la distance orthogonale du centre du bloc au trou est infe´rieure ou e´gale au rayon
de couverture utilise´ (qui est un parame`tre). La figure 3.1 montre un exemple d’univers de
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trous ge´ne´re´ a` l’aide de l’algorithme 1.
Figure 3.1 Univers des trous
Le couˆt des trous est ge´ne´ralement proportionnel a` leur longueur mais la distribution
de couˆt peut eˆtre ajuste´e selon l’objectif a` atteindre. Par exemple, si les trous courts sont
pre´fe´re´s aux trous longs, il est possible d’utiliser une fonction de couˆt qui augmente d’une
fac¸on quadratique par rapport a` la longueur (C(L) = L2).
Dans le reste de cette the`se, nous utilisons la technique de ge´ne´ration de trous pre´sente´e
dans cette section pour cre´er l’univers des trous.
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Algorithm 1 Generate all candidate drill holes
drillholes = {}
for all collar points do
Lmin ← minimum drill hole length from the current collar point.
Lmax ← maximum drill hole length from the current collar point.
Dipmin ← minimum dip angle from the current collar point.
Dipmax ← maximum dip angle from the current collar point.
Azmin ← minimum azimuth angle from the current collar point.
Azmax ← maximum azimuth angle from the current collar point.
L← Lmin
while (L ≤ Lmax) do
Dip← Dipmin
while (Dip ≤ Dipmax) do
Az ← Azmin
while (Az ≤ Azmax) do
endPoint ← getEndPoint(collarPoint, L, Dip, Az)
blocks ← getCoveredBlocks(collarPoint, endPoint)
if (size(blocks) > 0) then
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Abstract
In this paper, we propose a heuristic algorithm to solve a new variant of the partial set
covering problem. In this variant, each element ei has a gain gi (i.e., a positive profit), each
set sj has a cost cj (i.e., a negative profit), and each set sj is part of a unique group Gk that
has a fixed cost fk (i.e., a negative profit). The objective is to maximize profit and it is not
necessary to cover all of the elements. We present an industrial application of the model and
propose a hybrid heuristic algorithm to solve it ; the proposed algorithm is an iterated-local-
search algorithm that uses two levels of perturbations and a tabu-search heuristic. Whereas
the first level of perturbation diversifies the search around the current local optimum, the
second level of perturbation performs long jumps in the search space to help escape from
local optima with large basins of attraction. The proposed algorithm is evaluated on thirty
real-world problems and compared to a memetic algorithm. Computational results show that
most of the solutions found by ITS are either optimal or very close to optimality.
4.1 Introduction
The set covering problem (SCP) is an NP-hard optimization problem [42] that has been
extensively studied in operations research and combinatorial optimization. The SCP can be
defined as follows : let E = {e1, ..., em} be a universe of elements and S = {s1, ..., sn} be a
collection of subsets sj ⊂ E, where
⋃
sj = E, with j = 1 ... n. Each set sj covers at least one
element of E and has a cost cj > 0. The objective is to find a sub-collection of sets X ⊆ S
that covers all of the elements in E at a minimal cost. The SCP has been applied to a wide
range of industrial applications including scheduling, manufacturing, service planning and
location problems [22, 61, 6].
To address the specific needs of some applications, the partial set covering problem
(PSCP) has been introduced. The PSCP is a generalization of the SCP where it is either
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not necessary or not possible to cover all of the elements of E because of other objectives or
constraints. Several variants of the PSCP have been proposed in the literature. In the k-set
covering variant [4], the aim is to cover at least k elements at a minimal cost. In the facility
location variant [94], the total number of facilities (i.e., total budget) allowed to cover the
demand points (i.e., the elements) is usually limited, and as a result, some demand points
cannot be covered. The budgeted maximum coverage location problem [54] is a particular case
of facility location problems and it involves choosing a subset of sets from a collection of
sets of weighted elements, to maximize the total weight that is covered under a given budget
constraint. Another variant of the PSCP called the prize-collecting set cover problem has
been proposed in [57]. In this variant, a profit pj is associated with each element ei ∈ E.
The objective is to find a minimum cost subset of S such that the total profit of the covered
elements is greater than or equal to a specified profit bound.
In order to solve an industrial problem (which is described in Section 4.2.1), we introduce
a profit-maximization variant of the partial set covering problem (PMSCP). In this variant,
each element ei has a gain gi (i.e., a positive profit), each set sj has a cost cj (i.e., a negative
profit), and each set sj is part of a unique group Gk that has a fixed cost fk (i.e., a negative
profit). The fixed cost of a group is paid only once, namely, whenever a set of the group is
added to the solution. The objective is to maximize the total profit represented by the total
gain of the covered elements minus the total cost of the sets and groups that are used in the
solution. The profit-maximization objective encapsulates the idea that when the additional
cost that is required to cover certain uncovered elements is higher than the additional revenue
(
∑
gi) associated with these elements, it is better to leave these elements out of the cover.
To solve the PMSCP, we propose an iterated-tabu-search algorithm (ITS) that is an
iterated-local-search (ILS) algorithm, where a tabu-search heuristic (TS) is used for local-
search. An important characteristic of our algorithm is the use of a second perturbation
operator in the ILS framework that helps escaping from local optima and hence, increases
the chances of reaching optimal solutions.
Because the PMSCP is a new problem that has not previously been solved in the literature,
there are no existing algorithms to which we can compare our heuristic. Instead, we adapted
one of the best heuristics that has been developed for the SCP (which is a very similar
problem) and compared our heuristic to it. The adapted algorithm has been developed by
[16] and is described in Section 4.4. The two algorithms are compared on 30 real world test
problems (Section 4.5). Additionally, limited experiments using the general purpose solver
CPLEX are performed to validate our results.
The main contributions of this work are the use of tabu-search and a second perturbation
operator in the ILS framework. To our knowledge, iterated-local-search has not previously
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been used to solve the partial or standard set covering problem. In addition, we present a
new variant of the PSCP and a new practical application of it.
4.2 Modeling a mining-industry application with the PMSCP
4.2.1 The mining application
We originally developed our profit-maximization variant of the partial set covering pro-
blem to solve a mining-industry problem called drillholes placement. The first steps in the
mining cycle are exploration and feasibility. In the exploration stage, geologists start by es-
timating the potential locations of mineral deposits. Then, they drill many long holes inside
the mine and extract samples from these potential sites for analysis and to confirm or adjust
their estimations. Because drilling is expensive, geologists and mining engineers try to posi-
tion their holes to cover most potential sites with a minimum amount of drilling. Minimizing
the amount of drilling involves choosing the number, location, orientation and length of each
drill hole to minimize the total cost of drilling. In addition to the cost of drilling, moving
the drill-platform from one location to another is also expensive. The locations where the
drill-platform can be positioned are called drill stations.
Usually, geologists express their estimations in the form of a 3-D model ; in the mining
industry, this model is often called a block model. A block model is a set of cubic blocks of
equal size where each block is characterized by the estimated grade of the minerals it may
contain. Using this block model and the available drill stations, it is possible to create a set
that contains all of the potential drill holes that can be drilled inside the mine. In this set of
drill holes, each drill hole can have any length and orientation that is feasible using the drill,
which can be rotated both horizontally and vertically. In addition, each drill hole covers at
least one block and the drill holes are grouped by drill stations. A block is said to be covered
by a given drill hole if the orthogonal distance from the center of the block to the drill hole
is smaller than a given value. Figure 4.1 shows an example of a set of potential drill holes
in a 2-D block model where only two drill stations are shown for illustration purposes. To
illustrate the drill hole coverage, the blocks covered by one of the drill hole (highlighted in
bold) are shown in gray.
Each drill hole has a cost that is proportional to its length and each block has a gain
that is proportional to the importance of covering that block. Because the blocks are only
explored (not extracted) in the exploration stage, the gain attributed to each block is the
highest cost that we would find it worthwhile to pay to cover that block (not the value of
the minerals that are inside that block). A geostatistical classification method can be used
to separate important blocks from less important ones, which makes the attribution of the
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Figure 4.1 Set of potential drill holes
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gains easier. For instance, the classification method proposed by [76] allows separating the
blocks into five different categories.
From the set of all possible drill holes, we want to choose a subset of drill holes that maxi-
mizes the profit represented by
∑
gains (blocks covered) −∑ costs (drill holes selected) −∑
costs (drill relocation).
In order to solve this problem with our PMSCP model, we need to generalize the concepts
of drill holes, blocks and drill stations. Because a drill hole covers a set of blocks and because
the drill holes are grouped by drill stations, a block can be modeled as an element (ei), a drill
hole can be modeled as a set of elements (sj) and a drill station can be modeled as a group
of sets (Gk). Moreover, each element has a gain (gi), each set has a cost (cj) and each group
has a fixed cost (fk). Because the cost of moving the drill to a new location is paid exactly
once, the cost of a group fk is modeled as a fixed cost.
4.2.2 The PMSCP model
The PMSCP is a maximization problem that can be formulated as follows. Let
— Am×n be a zero-one matrix where aij = 1 if the element ei is covered by the set j, and
aij = 0 otherwise.
— Bl×n be a zero-one matrix where bkj = 1 if the set sj is part of the group Gk, and
bkj = 0 otherwise.
— X = {x1, x2, ..., xn} where xj = 1 if the set sj (with cost cj > 0) is part of the solution,
and xj = 0 otherwise.
— Y = {y1, y2, ..., ym} where yi = 1 if the element ei (with a gain gi > 0) is covered in the
solution, and yi = 0 otherwise.
— GR = {gr1, gr2, ..., grl} where grk = 1 if at least one set of the group Gk (with a cost















aijxj, i = 1, ...,m (4.2)
bkjxj ≤ grk, j = 1, ..., n; k = 1, ..., l (4.3)
xj, yi, grk ∈ {0, 1} (4.4)
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Each set is part of exactly one group and each group must contain at least one set.
Constraint (4.2) implies that an element is covered if at least one of the sets that covers it
is part of the solution, and constraint (4.3) implies that a group is part of the solution if at
least one of the sets that it contains is part of the solution. In fact, the purpose of constraints
(4.2) and (4.3) is to keep track of which elements are covered and which groups are used in
a given configuration.
Throughout all this paper, the term solution or configuration refers to the collection of
selected sets (i.e, all of the sets sj such that xj = 1).
4.3 The proposed ITS algorithm
In this work, we propose a hybrid heuristic algorithm to solve the PMSCP. The proposed
algorithm is hybrid because it combines two metaheuristics : iterated-local-search (ILS) and
tabu-search (TS).
Iterated-local-search is a simple but very effective metaheuristic that has been successfully
applied to many difficult optimization problems, such as the traveling salesman problem
[66, 52, 53], scheduling problems [29, 87, 65, 9, 58], graph partitioning [67, 68] and MAX-
SAT [11]. The aim of iterated-local-search is to explore the space of local optima in an efficient
and effective way. ILS manipulates a single solution using two main operators : a local-search
operator and a perturbation operator. In each iteration, a new starting point is created using
the perturbation operator and a new local optimum is found using the local-search operator.
The new local optimum is kept if it passes a given acceptance criterion ; otherwise, a new
iteration is performed using the previous local optimum.
The perturbation and local-search operators must be carefully designed to work well
together. Furthermore, the perturbation must be large enough to ensure that it is not negated
by the local-search operator and small enough to avoid a random-restart behavior. A complete
description and guide for building effective iterated-local-search algorithms is presented in
[64].
Tabu-search (TS) is a local-search algorithm that uses a search history to escape from local
optima and cycles. The search history of TS is saved in a list, which is called the tabu-list.
Whenever a move is performed, the reverse move is added to the tabu-list. A move stays in
the tabu-list for a limited number of iterations (equal to the length of the tabu-list). A move
is forbidden as long as it is part of the tabu-list. Another important component of tabu-search
is the aspiration criterion that allows a tabu move to be performed in some circumstances.
A typical aspiration criterion, which is actually used in this paper, allows a tabu move to
be performed when the resulting solution is better than the current best solution. A full
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description of tabu-search can be found in [44, 46, 95].
To achieve better results, many authors have combined iterated-local-search with other
heuristics such as the genetic algorithm [1], variable neighborhood descent (VND) [27], GE-
NIUS [40] and tabu-search (TS) [71, 83, 70, 75]. When tabu-search is used as the local-search
operator in ILS, the resulting ILS algorithm is often called iterated-tabu-search.
The algorithm proposed in our paper is an iterated-tabu-search (ITS) algorithm with two
levels of perturbations : whereas the first level of perturbation diversifies the search around the
current local optimum, the second level of perturbation performs long jumps in the search
space to help escape from local optima with large basins of attraction. In each iteration,
the first perturbation operator is invoked ; then, a short run of tabu-search is performed.
The second perturbation operator is invoked if the current best solution is not improved
after stag(ITS) iterations, where stag(ITS) is a parameter. The acceptance criterion that is
used only allows a better solution to replace the current local optimum at the end of each
iteration. The algorithm stops after a limited computation time.
4.3.1 Solution-representation and objective function
We use a binary-string solution representation in ITS where the ith bit is equal to one if
set i is part of the solution, and the ith bit is equal to zero otherwise.
Let X be a given configuration, SX be the sets used in X, EX be the elements covered













As mentioned earlier, we use two perturbation operators in ITS. The first perturbation
operator (see Algorithm 2) diversifies the search around the current best solution by randomly
removing sets from (or adding sets to) the current configuration. This operator iterates over
the bits of value 1 and flips each bit to 0 with a probability p. Afterward, if n bits have been
flipped from 1 to 0, n new bits are randomly chosen and flipped from 0 to 1 (if a bit is already
equal to one, it is left at 1). The goal is to ensure that the number of bits that have been
flipped from 0 to 1 is less than or equal to the number of bits that have been flipped from
1 to 0 ; the reason is that if too many bits are flipped from 0 to 1, most of the sets will be
redundant and the local-search operator will spend excessive time removing redundant sets.
This behavior only occurs if the density of ones in a redundant-free solution is small, which is
in fact the case for our test problems. The probability p (or the strength of the perturbation
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operator) must be low enough to avoid a random-restart behavior but high enough to ensure
that the perturbation is not immediately canceled by the local-search operator.
Algorithm 2 perturb1(S)
n← 0
for (i = 1 : numOfSets(S)) do
if ( flip-coin(p) = true ) then {p is the perturbation strength}




for (i = 1 : n) do
j = random-int( 1, numOfSets(S) )
S ← add-set(S, j)
end for
return S ;
The analysis of the execution traces that were produced in preliminary testing revealed
that ITS have difficulties escaping from certain local optima because of the fixed cost that is
associated with the groups (these difficulties have also been confirmed by the experimental
results presented in Tables 4.6 and 4.7). In fact, when few groups are added to the solution,
their associated fixed costs are paid ; then, ITS tends to keep adding sets to (or removing
sets from) the solution using these groups instead of exploring new groups. This happens
because the costs of the selected groups have already been paid, and as a result, it is more
expensive to pay for other unvisited groups and explore their sets. Therefore, certain regions
of the search space, that may in fact contain the global optimum become difficult to reach.
To overcome this weakness of ITS, a second perturbation operator that performs long jumps
in the search space is used. This operator is invoked when the search is stagnant for a given
number of iterations (stag(ITS) in Algorithm 5). The long jumps consist of forcing a group
into or out of the solution for a fixed number of iterations (F in Algorithm 3). If the solution
is not improved, the group is released and another group is forced (only one group is forced
at a time). When a new best solution is found, the forced group is released, the stagnancy
counter is reset and the search is continued (see Algorithm 5).
Let M be a very large constant such that M >
∑
(gi). To force a group out of the
solution, we remove all of its sets from the solution and increase its fixed cost by M to make
it unaffordable. Similarly, to force a group into the solution, we decrease its fixed cost by
M to make it very attractive (the cost of the group becomes negative, and therefore, adding
any set from the group to the solution increases the objective score). To release a group,
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we restore its original cost. During evaluation, if a group was forced into the solution, the
original cost of the group must be used instead of the modified cost.
The pseudo-code of the second perturbation operator is presented in Algorithm 3, where
F is the number of iterations during which a group is forced into (or out of) the solution.
Algorithm 3 perturb2(S
∗, forcedIters, currentGroup, stagnationCounter)
if (forcedIters == 0) then
S∗ ← force-group(S∗, currentGroup) ;
else if (forcedIters == F ) then {if a group was forced for F iterations, release it and
force the next group}
S∗ ← release-group(currentGroup) ;
currentGroup ← next-group() ;
forcedIters ← 0 ;
if (is-invalid(currentGroup)) then {if we already tried to force all the groups}
currentGroup ← first-group() ;
stagnationCounter ← 0 ;
return S∗ ;
end if
S∗ ← forceGroup(S∗, currentGroup) ;
end if
forcedIters ← forcedIters + 1 ;
return S∗ ;
4.3.3 Local-search operator
As mentioned earlier, tabu-search has been used to perform local-search in our ITS algo-
rithm. In each iteration of ITS, a short run of TS is performed. In addition, the tabu-list is
cleared at the beginning of each run of TS.
As mentioned in Section 4.3.1, a binary-string solution representation is used in ITS. In
the TS operator, a neighbor of a given solution is obtained by adding a set to (or removing
a set from) the solution.
Let X be a given configuration, SX be the sets used in X, EX be the elements covered
by X and GX be the groups used in X. The score of X
+j, which is the neighbor of X
that is obtained by adding the set j to the configuration, and the score of X−j, which is
the neighbor of X that is obtained by removing the set j from the configuration, can be
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calculated as follows :
score(X+j) = score(X) +
∑
gain(EX+j\EX)− cj − cost(GX+j\GX) (4.5)
score(X−j) = score(X)−
∑
gain(EX\EX−j) + cj + cost(GX\GX−j) (4.6)
In each iteration, the best possible non-tabu move is performed and the reverse move is
added to the tabu-list ; the best move is the move that replaces the current solution with its
best neighbor, i.e, the neighbor with the greatest score. The algorithm stops if the solution
is not improved after stag(TS) iterations, where stag(TS) is a parameter. The tabu-list is used
to avoid adding a set that was recently removed or removing a set that was recently added,
and the aspiration criterion allows adding or removing such a set if the resulting solution is
better than all of the solutions that have been visited so far. The pseudo-code of TS is given
in Algorithm 4. The procedure find-next-move returns either the best non-tabu move or a
tabu move that passes the aspiration criterion.
Algorithm 4 TS(S)
clear-tabu-lists() ;
best ← S ;
stagnationCounter ← 0 ;
loop
m ← find-next-move(S) ;
S ← perform-move(S, m) ;
mark-tabu(m) ;
if (score(S) > score(best)) then
best ← S ;
stagnationCounter ← 0 ;
else if (stagnationCounter > stag(TS)) then
return best ;
end if
stagnationCounter ← stagnationCounter + 1 ;
end loop
return best ;
A separate tabu-list is used for each type of move (namely, add and remove) to allow
the use of a different tabu-list size for each type of move. Our experiments have shown that
using a tabu-list for remove moves slows down the convergence of TS toward the optimal
solution. This behavior can be explained by the fact that remove moves usually eliminate the
redundant sets from the solution and open new possibilities for add moves. For this reason,
remove moves should not be postponed for very long during the search. Instead of discarding
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the tabu-list for remove moves, a short list was used.
4.3.4 Resulting ITS algorithm
The pseudo-code of the resulting ITS algorithm is presented in Algorithm 5.
Algorithm 5 ITS()
S ← empty-solution() ;
S∗ ← TS(S) ;
stagnationCounter ← 0 ;
currentGroup ← first-group() ;
forcedIters ← 0 ;
loop
S ′ ← perturb1(S∗) ;
S∗′ ← TS(S ′) ;
if (score(S∗′) > score(S∗)) then {acceptance criterion}
S∗ ← S∗′
stagnationCounter ← 0 ;
S∗ ← release-group(S∗, currentGroup) ; {see Section 4.3.2}
currentGroup ← first-group() ;
forcedIters ← 0 ;
end if
if (stagnationCounter > stag(ITS)) then
S∗ ← perturb2(S∗, forcedIters, currentGroup, stagnationCounter) ;
end if
stagnationCounter ← stagnationCounter + 1 ;
end loop
return S∗
Figure 4.2 illustrates how the use of the two levels of perturbation helps ITS to reach
the global optimum. The first level of perturbation (perturb1) and the local-search operator
allow the algorithm to jump from one local optimum to another in the same region until the
best local optimum of the region is reached. Because the strength of the first perturbation
operator is relatively small, it is difficult to reach new regions in the search space. By forcing
a group into (or out of) the solution, the second perturbation operator (perturb2) performs
a long jump in the search space and reaches a new region (as shown in Figure 4.2). Then,
the first perturbation operator and the local-search operator are reused to find the best local
optimum of the new region. The global optimum of the problem is the best local optimum of
all regions.
Figure 4.3 illustrates how the use of tabu-search as an improvement operator in ILS in-
creases the chances of reaching the global optimum. In this case, if a simple descent heuristic
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Figure 4.2 The use of two levels of perturbation increases the chances of reaching the global
optimum
is used instead of tabu-search, the basin of attraction of the global optimum that is located
between the two dashed lines is very small. For this reason, the probability that the per-
turbation operator attains the basin of attraction of the global optimum is very low and as
a result, the global optimum will be difficult to reach. In contrast, tabu-search can escape
from local optima located on small hills, which increases the size of the basin of attraction
of the global optimum. In addition, the use of tabu-search has the effect of merging small
and adjacent hills into bigger hills, which considerably reduces the total number of hills (i.e.,
the total number of local optima to explore). As a result, the chances of reaching the global
optimum are increased as shown in Figure 4.3. On the other hand, it is important to note
that the runs of tabu-search must be short enough to avoid a significant reduction of the
overall number of iterations of the ILS algorithm.
4.4 The adaptation of a memetic algorithm
To evaluate the performance of the proposed algorithm, we compare it to a memetic
algorithm that was proposed by [16] to solve the SCP. A memetic algorithm is a genetic
algorithm (GA) that has been hybridized with an exact or heuristic algorithm [77]. Generally,
a local-search-improvement heuristic is incorporated into the GA to improve the quality of
each individual before it is evaluated.
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Figure 4.3 The use of tabu-search in ILS increases the probability of reaching the global
optimum
We transposed as accurately as possible the memetic algorithm developed by Beasley
and Chu (BCMA) from the SCP domain to the PMSCP domain. We used the same solu-
tion representation (binary string), the same way of managing the population (selection and
replacement), the same crossover operator (fusion crossover), but different initialization, mu-
tation and evaluation operators. In the following material, BCMA is briefly presented and the
adapted operators are described. The reader is referred to [16] for a complete description of
the original BCMA. The resulting memetic algorithm for the PMSCP is called MA-PMSCP.
In each generation of BCMA, only one child is created (i.e., BCMA is an incremental
GA). Two parents are selected using the tournament selection method and combined using
the fusion crossover operator. Then, the newly generated child is mutated and added to the
population by replacing a randomly chosen individual, although a below-average individual
is more likely to be replaced. If the newly generated child is identical to an existing member
of the population, the child is discarded and a new generation is performed.
Unlike other known crossover operators (e.g., one-point, two-point and uniform), the
fusion crossover operator produces only one child. When two parents are combined with the
fusion operator, the resulting child has more chances to inherit genes from its fittest parent.
The initialization operator of BCMA creates a feasible solution to the SCP (i.e., all of the
elements are covered) by randomly selecting a set to cover each element. For a given element,
a set is randomly selected from the five cheapest sets (which are called elite sets) that cover
this element. This initialization operator is not compatible with the PMSCP because the cost
of a set is also influenced by the fixed cost of the group that contains the set, and as a result,
the concept of elite sets is not applicable. We replaced the initialization operator of BCMA
with a simple operator that randomly assigns a value of 0 or 1 to each bit.
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The mutation operator of BCMA randomly flips each bit at a given mutation rate. Only
elite sets are considered for mutation. Because the concept of elite sets is not applicable to the
PMSCP, the adapted mutation operator considers all of the bits for mutation. As in BCMA,
a variable mutation rate is used as follows : the mutation rate is low at the beginning of the
search to allow high intensification using the crossover operator and is increased as the GA
converges to escape from local optima.
In BCMA, a repair operator is used to ensure the feasibility of the solutions generated
by the GA. In addition, a redundancy-removal operator is used to enhance the quality of
the repaired solutions. The concept of feasibility is not applicable to PMSCP’s because it is
not necessary to cover all of the elements. We replace the repair and redundancy removal
operators of BCGA with a best improvement (or steepest descent) operator that enhances the
quality of the solutions produced by the genetic algorithm. The best improvement operator
(BI) is executed on the newly created individuals immediately before the evaluation step of
MA-PMSCP ; moreover, this operator uses the same neighborhood that is used in the tabu-
search operator 4.3.3. As in TS, the best possible move is performed in each iteration. BI starts
from a given configuration and performs a sequence of moves on it until the solution is locally
optimal. Redundant sets are automatically removed because a configuration that contains one
or more redundant sets will always have a better neighbor, which can be obtained by removing
a redundant set : if X is a configuration containing a redundant set j, X ′ = X − {j} is a
better neighbor than X because score(X ′) = score(X) + cj (see equation 4.6). As a result, a
solution that is improved with BI is devoid of redundant sets.
4.5 Computational results
In this section, we perform experimental analysis on the proposed iterated tabu-search
algorithm and compare it to a memetic algorithm (MA-PMSCP). Experiments are perfor-
med on thirty test problems that stem from the mining industry ; these test problems contain
twenty small-scale and medium-scale problems, and ten large-scale problems. The algorithms
were implemented in C++ and compiled with the GNU-C++-Compiler(G++). The experi-
ments were performed on an Intel(R)Xeon(R) X7550@2.00GHz processor with up to 1 TB
of RAM.
The test problems have been generated using real geometrical data (block models and
drill holes) from the mining industry. The cost associated with each set is proportional to
the length of the corresponding drill hole. The gain attributed to each block is proportional
to the highest cost that one would pay to cover that block. The same fixed cost is used
for all groups because the cost of positioning the drill is invariable for our test problems.
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The objective score of a solution has no physical interpretation and is used for comparison
purposes. The characteristics of the test problems are presented in Tables 4.1 and 4.2 where
the best-known solutions that are presented are the best results that were obtained in all
our experiments (including CPLEX runs, which are discussed below). The density is the
percentage of ones in the matrix Am×n defined in Section 4.2.2.
We use the mathematical programming solver CPLEX (version 12.2) to determine the
quality of the solutions found by ITS and MA-PMSCP. By running CPLEX for a sufficiently
long computation time (up to nine days per instance), we obtain optimal or near-optimal
solutions and an optimality gap. The optimality gap is an upper bound of the percentage
deviation from the optimal solution. Some of the CPLEX runs were stopped due to RAM
limitation ; which was up to 173 GB but varied for each run depending on the traffic in the
test machine. The results obtained by CPLEX are presented in Table 4.3. Whereas a solution
with an optimality gap of zero is optimal, a solution with an optimality gap that is close to
zero is near-optimal and may in fact be optimal. The total time spend by CPLEX is presented
in days (d), hours (h) or seconds (s). The tree size is the size of the branching tree used in the
branch and bound algorithm of CPLEX ; this tree is stored in memory. Note that the large
problems have not been solved with CPLEX. In fact, because of the size of these problems,
CPLEX was not able to start branching after up to 24 hours.
Five trials of ITS and MA-PMSCP are performed for each test problem. The parameters
used in ITS are as follows : stag(ITS) = 200, stag(TS) = 1000, F = 50 for small and medium-
size problems, and F = 1 for large problems (F is decreased for large problems because the
overall number of iterations is lower and as a result, the second perturbation operator is
invoked fewer times). The length of the tabu-list that is used for add moves is equal to the
number of sets in the problem that is being solved and the length of the tabu-list that is
used for remove moves is equal to one. These parameters where chosen based on preliminary
computational experiments. For MA-PMSCP, we use a population size of fifty individuals
and a variable mutation rate that varies between 0.1 and 0.3. As in BCGA, the crossover
operator is invoked in each generation (i.e., the crossover probability is 1).
The detailed results of ITS are presented in Tables 4.4 and 4.5. The minimum, maximum
and average solutions are presented in columns S(min), S(max) and S(avg), respectively. The
cases where ITS was able to find the optimal solution or a solution that is better than the
near-optimal solution that was found by CPLEX are highlighted in bold. The other columns
contain the average of the following values that correspond to a given run : T is the time
in seconds when the best solution was first found, Iters is the total number of iterations
that were performed, Imp is the number of times the solution has been improved, P2 is the
number of times that stagnancy has been detected in ITS (and resulted in the use of the
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second perturbation operator), and P2-Imp is the number of times in which the use of the
second perturbation operator has allowed ITS to escape from local optima and improve the
current best solution. Note that if the optimal solution is found early in a run, P2 will be
high because the solution will be stagnant and P2-Imp will be low because the solution is
already optimal and cannot be improved.
In Tables 4.6 and 4.7, ITS and MA-PMSCP are compared. In addition, we experiment
with two variants of ITS. The first variant (called ITS without perturb2) is ITS without the
second perturbation operator and the second variant (called ILS + perturb2) is ITS where the
TS operator has been replaced with a steepest descent operator (the steepest descent operator
is similar to TS but stops when a local optimum is reached). The column σ(avg) contains the
percentage deviation of the average solution from the best-known solution, the column σ(best)
contains the percentage deviation of the best solution from the best-known solution and the
column T(avg) contains the average solution-time (in seconds unless otherwise specified) for
each algorithm. The total execution time for each instance is the same for all algorithms and
is presented in the last column of the tables.
From the presented tables, we observe the following :
— From Tables 4.4 and 4.5, we observe that ITS performs consistently better than MA-
PMSCP on all test problems (between 0.47% and 7.26% better on small-scale and
medium-scale problems, and between 2.41% and 9.4% better on large-scale problems).
— From Tables 4.3 and 4.4, we observe that ITS is able to find equal or better solutions
than the long CPLEX runs for 17 of the 20 small and medium-scale problems. Given
the small optimality gap of CPLEX solutions and the long duration of CPLEX runs,
we deduce that most of the solutions found by ITS (the bests of the five trials) are
optimal or very close to optimality.
— Even though the differences between the solutions found by ITS and the solutions found
by the two variants of ITS are small (Tables 4.6 and 4.7), ITS performs consistently
better when both the second perturbation operator and TS are used (except for A5
where ILS + perturb2 performs better). In addition, given the long CPLEX runs results,
we observe that the use of both operators allows ITS to reach the optimal solution more
frequently.
— Finally, we notice that the percentage deviations of ITS from MA-PMSCP are larger
for large-scale problems than the percentage deviations that were found for small and














































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 4.3 Optimal or near-optimal solutions obtained with CPLEX
Instance Solution Optimality gap (%) Total time Tree size
A1 150386 0 6.3 (h) 250 MB
A2 179973 0 450 (s) 50 MB
A3 155242 0.51 4.6 (d) 96.3 GB
A4 156558 1.28 2.9 (d) 173.2 GB
A5 158550 5.23 8.5 (d) 124.7 GB
B1 152222 1.73 3.2 (d) 135.9 GB
B2 155310 2.88 2.75 (d) 95.0 GB
B3 156509 5.01 3.2 (d) 89.2 GB
B4 156851 6.26 1.3 (d) 113.0 GB
B5 158903 6.11 7.2 (d) 48.4 GB
C1 246121 0 1933 (s) 27.8 MB
C2 247455 0 6.3 (h) 229.9 MB
C3 249070 0 3.7 (h) 188.5 MB
C4 249124 0 23.6 (h) 2.0 GB
C5 249935 0 16.7 (h) 306.4 MB
D1 247112 0.43 7.2 (d) 82.1 GB
D2 248200 0.82 7.8 (d) 32.1 GB
D3 248136 1.6 8.2 (d) 9.4 GB
D4 247809 2.01 8.0 (d) 4.3 GB
D5 249929 1.59 9.0 (d) 36.9 GB
Table 4.4 Detailed results for ITS on small and medium problems
Instance S(min) S(max) S(avg) T(avg)(s) Iters(avg) Imp(avg) P2(avg) P2-Imp(avg)
A1 150158 150386 150245.6 159 20425.4 14.6 30 2.2
A2 179973 179973 179973 122 9350.8 9.4 14 1.6
A3 154150 155266 154909.2 618.8 9729.8 28 14.2 1.8
A4 156243 156423 156338.2 480.2 4846.6 23.4 6.8 1
A5 159673 160276 159963 1141.4 1751 31.6 2.2 0.6
B1 152110 152335 152290 79.6 9830.2 15.6 9.2 1.6
B2 155409 155554 155524.2 278.2 6617.2 18 6 1
B3 157249 157551 157455 904.6 2417.4 23.8 2.8 1.8
B4 157872 158403 158215 983.6 1710.6 21.6 2.4 1.4
B5 158298 159426 158827 810.8 1033.6 20.2 1 0.4
C1 246121 246121 246121 10.4 5417.2 19.2 3 0
C2 247447 247455 247450.2 355.2 2774.4 16.2 3.4 2.2
C3 249070 249070 249070 93.6 1671 24.8 2 1
C4 249060 249094 249072.4 543.8 1442.2 22.2 1.8 1
C5 249501 249881 249756.8 1763 1968.6 20.6 2.6 1.8
D1 247107 247199 247170.6 585.2 2764.8 27.4 3.4 2.6
D2 247723 248389 247968.6 984.8 1318 31.4 1 0.2
D3 248474 248923 248663.8 2468.2 1223.6 25.6 1.6 1
D4 248107 249107 248672.2 5376 1404 34.8 1.8 1
D5 249605 250158 249956.8 3439.6 1418.4 31.6 1.2 0.6
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Table 4.5 Detailed results for ITS on large problems
Instance S(min) S(max) S(avg) T(avg)(s) Iters(avg) Imp(avg) P2(avg) P2-Imp(avg)
E1 617248 619800 618852 12806.8 56810.6 34.6 186.4 1.2
E2 445572 449288 446976.2 15965.6 61644.6 63.2 196.8 2.8
E3 543841 548110 545262.2 14750.4 23383.4 44.2 71.2 1.2
E4 635294 637010 636065.4 28585.2 9321.2 46 27.4 8.4
E5 468404 472158 470955.4 28794 12116.6 47.4 32.8 1.6
F1 496208 500797 498983.6 31044 8717.8 44.8 25 6.8
F2 487641 494333 490600.4 32674.2 8240 42.8 24 7.4
F3 481691 485309 483177.8 34616 5317.8 39.6 14 6.8
F4 480028 484835 481769.8 26312.8 2222.2 26 5.4 3.4
F5 492514 495066 494008.2 34696.4 1424.2 20 3.2 3.2
4.6 Conclusions and future work
In this work, we proposed a new variant of the partial set covering problem, a mining-
industry application to it and a heuristic algorithm to solve it. The analysis of our compu-
tational results shows that the proposed algorithm is very effective and scalable for solving
the PMSCP. We showed that most of the solutions found by ITS are either optimal or very
close to optimality.
In addition, we theoretically discussed how the use of tabu-search and a second pertur-
bation operator in iterated-local-search can help escape from the local optimum located on
small hills and the local optima that have large basins of attraction. Furthermore, we ex-
perimentally showed that the use of both the second perturbation operator and tabu-search
allows the algorithm to reach the optimal solution more frequently.
We end this paper by motivating the use of multiple perturbation operators in ILS. Even
though we used two perturbation operators to target the sets and the groups of the PMSCP,
other applications can benefit from the use of more perturbation operators. In addition,
each perturbation operator can have a frequency that is dependent on the strength of the
perturbation ; where the frequency is used to determine how frequently an operator will
be invoked. For instance, in our case, the first perturbation operator is invoked in each
iteration (i.e. has a frequency of one) while the second perturbation operator (that has a
higher strength) is invoked in each stag(ITS) iterations (i.e. has a frequency of stag(ITS)).
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Abstract
Two difficulties arise when solving the set covering problem (SCP) with metaheuristic
approaches : solution infeasibility and set redundancy. In this paper, we first present a review
and analysis of the heuristic approaches that have been used in the literature to address
these difficulties. We then present a new formulation that can be used to solve the SCP as
an unconstrained optimization problem and that eliminates the need to address the infeasi-
bility and set redundancy issues. We show that all local optimums with respect to the new
formulation and a 1-flip neighbourhood structure are feasible and free of redundant sets.
In addition, we adapt an existing greedy heuristic for the SCP to the new formulation and
compare the adapted heuristic to the original heuristic using 88 known test problems for the
SCP. Computational results show that the adapted heuristic finds better results than the
original heuristic on most of the test problems in shorter computation times.
5.1 Introduction
The Set Covering Problem (SCP) is a popular optimization problem that has been ap-
plied to a wide range of industrial applications, including scheduling, manufacturing, service
planning and location problems [22, 61, 6, 25]. The SCP is NP-hard in the strong sense [42].
The mathematical formulation of the SCP is as follows. Let E = {e1, ..., em} be a universe of
elements and S = {s1, ..., sn} be a collection of subsets sj ⊆ E, where
⋃
sj = E. Each set sj
covers at least one element of E and has an associated cost cj > 0. The objective is to find
a subcollection of sets X ⊆ S that covers all of the elements in E at a minimal cost. The
mathematical programming model of the SCP is usually formulated as follows. Let
— Am×n be a zero-one matrix where aij = 1 if element i is covered by set j, and aij = 0
otherwise.
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— X = {x1, x2, ..., xn} where xj = 1 if set j (with cost cj > 0) is part of the solution, and









aijxj, i = 1, ...,m (5.2)
xj ∈ {0, 1} (5.3)
The objective function (5.1) drives the search toward solutions at minimal cost. Constraint
(5.2) (full coverage constraint) imposes the requirement that all the elements of the universe
E must be covered. If constraint (5.2) is not satisfied, the solution is infeasible. If constraint
(5.2) is satisfied and the objective function is minimized, the solution will cover all of the
elements at the minimal cost (optimal solution). If constraint (5.2) is relaxed, the objective
function will drive the search toward an empty solution because the empty solution has the
lowest cost (0). These observations show that the objective function and the full coverage
constraint of the SCP guide the search in two opposite directions.
When solving the model with metaheuristic algorithms, two issues arise : solution infea-
sibility and set redundancy. A solution to the SCP is considered to be infeasible if one or
more elements of the universe E are uncovered. A set is considered to be redundant if all the
elements covered by the set are also covered by other sets in the solution.
In this paper, we first review and analyze the literature to highlight the difficulties in
dealing with solution infeasibility and set redundancy when solving the SCP with meta-
heuristic algorithms (section 5.2). We then present a new formulation that can be used to
solve the SCP as an unconstrained optimization problem and that eliminates the need for
addressing the infeasibility and redundancy issues (Section 5.3). The new formulation uses
a maximization objective that can replace both the cost minimization objective and the full
coverage constraint of the classical formulation. The new formulation can also be seen as a
new penalty approach that has many advantages over existing penalty approaches (5.3.2) for
the SCP. Third, we present a simple descent heuristic that is based on the new formulation
and that uses a simple 1-flip neighbourhood structure. The proposed descent heuristic is an
adaptation of an existing greedy heuristic for the SCP. We show that all local optimums with
respect to the new formulation and the 1-flip neighbourhood structure are feasible and free
of redundant sets. Finally, the proposed descent heuristic is compared to the original greedy
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heuristic using 88 known set covering problems (section 5.5).
5.2 Literature Review
In general, metaheuristic algorithms can be divided into three categories :
— Constructive metaheuristics : In each iteration, a new local optimum is found by
constructing a new solution from scratch. A level of randomness is added to the construc-
tion step in order to avoid constructing the same solution over and over.
— Evolutionary algorithms : In each iteration, two or more solutions are combined to
create an new solution.
— Local search : In each iteration, the current solution is replaced by one of its immediate
neighbors (the solution is usually modified slightly).
In the following sections, we review the literature of solving the SCP with metaheuristic
approaches and analyze how each category of metaheuristics addresses solution infeasibility
and set redundancy.
5.2.1 Constructive metaheuristics
When the SCP is solved with constructive metaheuristics, the local optimums found at
the end of each constructive iteration are usually feasible. In fact, the constructive iteration
ends when all of the elements are covered. For this reason, these metaheuristics do not have
to deal with the infeasibility issue. However, the local optimums are not necessarily free of
redundant sets, and a redundancy removal heuristic is needed. Constructive metaheuristics
for the SCP includes ant colony optimization [63, 78, 79, 81, 31], Meta-RaPS [34] and GRASP
[36]. All of these metaheuristics use a dedicated redundancy removal operator that removes
redundant sets at the end of each iteration.
5.2.2 Evolutionary algorithms
Evolutionary algorithms for the SCP need to address both infeasibility and set redundancy
issues. Most evolutionary algorithms that are used to solve the SCP are based on the genetic
algorithm (GA). Most GA’s use a binary string solution representation where xj = 1 if the
set sj is part of the solution, and xj = 0 otherwise. The infeasibility issue arises when the
crossover or mutation operator of the GA produces a child (solution) that does not cover all
the elements. In fact, a simple bit flip from 1 to 0 during crossover or mutation can produce
an infeasible solution. If a cost minimization objective function is used, infeasible solutions
will be preferred over feasible ones because infeasible solutions are usually cheaper. Two main
approaches have been used in the literature to address the infeasibility issue.
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The first approach uses a repair heuristic to transform infeasible solutions to feasible
solutions before the evaluation step of the GA. A greedy-like repair heuristic is usually used
[16, 84, 74]. In each iteration, the repair operator covers an uncovered element by selecting
a new set that covers the element and adding it to the solution. In [74], all of the solutions
are repaired for evaluation but only 5% of them are replaced with the corresponding repaired
versions. The aim is to allow the search to explore infeasible regions of the search space, which
tend to be more effective than limiting the search to only feasible regions. A simpler repair
heuristic is used in [5]. During the evaluation of a solution, a set is added to the solution
if it covers an uncovered element(s) and is not already part of the solution. By adding new
sets, repair heuristics may introduce redundant sets into the solutions. For this reason, genetic
algorithms that use a repair operator also use a redundancy removal procedure that is applied
after the repair and just before evaluation.
The second approach involves penalizing the objective value of infeasible solutions to
drive the search toward the feasible region. A penalty term that makes infeasible solutions
less attractive than feasible ones is added to the objective function. In [3], the same penalty
M is added to the objective value of all infeasible solutions. M is high enough to guarantee
that all feasible solutions have lower objective values than all infeasible solutions (M =∑
cj). A drawback of using such an objective function is that infeasible solutions cannot
be compared to each other because the objective function does not reflect the degree of
infeasibility. Objective functions that penalize infeasible solutions while reflecting the degree
of infeasibility are proposed in [90] and [5]. In [90], the penalty attributed to an infeasible
solution is proportional to the number of elements that are not covered in the solution. In [5],
the penalty is proportional to the minimum cost it would take to cover all of the uncovered
elements. In all discussed penalty approaches, the penalties are high enough to ensure that
all infeasible solutions have higher objective values than all feasible ones. An immediate
disadvantage of using such high penalties is that feasible solutions will always be preferred
over infeasible ones. As a result, infeasible solutions will have low chances of surviving in the
population, and the infeasible region of the search space will not be effectively explored.
5.2.3 Local search
The feasibility constraint makes designing an effective local search metaheuristic for the
SCP a difficult task. For this reason, few local search only heuristics have been developed
for the SCP [72, 79]. Instead, most of the local search algorithms have combined local search
with other techniques such as Lagrangian relaxation, subgradiant optimization, group theory
and linear programming [92, 7, 14, 22, 55, 56]. In [13], after noting the difficulty of defining a
good neighbourhood to solve the unicost set covering problem with local search, the authors
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proposed that the problem could be transformed to an equivalent satisfiability problem (SAT)
that can be solved more adequately with local search.
Most local search algorithms for the SCP use a simple 1-flip neighbourhood structure
defined by moves that only add (remove) one set at a time to (from) the solution. When a
local optimum is reached, which is usually a feasible solution, it is difficult to decide in which
direction to continue the search. Two cases arise :
(i) If the search space is restricted to the feasible region, only redundant sets are allowed
to be removed. If no redundant sets exist in the solution, at least one redundant set must
be added before a remove move is allowed to be performed. As a result, the infeasible region
of the search space will not be explored and the search will tend to fall into local optimums
and cycles. A more complex neighbourhood called 3-flip is used in [79] to make the search
in the feasible region more effective. The 3-flip neighbourhood of a given solution consists of
all of the solutions that can be obtained by adding (removing) at most 3 sets to (from) the
solution. Even though the proposed heuristic is more effective than a simple 1-flip heuristic,
it is not sufficient to avoid local optimums and cycles and it is significantly slower than the
1-flip heuristics.
(ii) If the search space is not restricted to the feasible region, the cost minimization
objective drives the search toward the infeasible region, by removing sets from the current
configuration (to minimize the cost), and it is unclear when to restore feasibility. In such
situations, penalty approaches are usually used to penalize infeasible solutions.
If the penalty weights are too high, neighbors in the feasible region will be preferred
over neighbors in the infeasible region, making the infeasible region unreachable. Lower or
dynamic penalty weights are usually used to make the search more effective by allowing it to
reach infeasible regions.
If the penalty weights are too low, the final solution found is not guaranteed to be feasible.
A tabu search heuristic that uses such low penalties is proposed in [72] for the unicost
set covering problem. A simple 1-flip neighbourhood structure is used. The objective is to
minimize (C + E) where C is the number of sets used in the solution, and E is the number
of uncovered elements. If a set covers only one uncovered element, adding (removing) it
to (from) the solution will not have any effect on the objective function. As a result, this
set might be left out of the solution, making it infeasible. To overcome the fact that this
objective function does not guarantee feasibility, the neighbourhood is restricted such that if
a set is removed during one iteration, one or more sets must be added in the next iteration
to restore feasibility. Even though such a low penalty approach allows the search to reach the
infeasible regions, additional neighbourhood restrictions are used to restore feasibility, and
the infeasible region is only scratched.
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Dynamic penalty approaches, in which the penalty weights are repeatedly adjusted, are
used to balance the search between the feasible and infeasible regions without using a repair
operator or neighbourhood restrictions [92, 24, 7, 14, 22]. The most frequent dynamic penalty
approaches that have been used in the literature are based on Lagrangian relaxation [37] and
subgradiant optimization [49]. Dynamic penalty approaches can be very effective but are
difficult to design and implement.
5.3 Proposed Formulation
In this work, we propose a new formulation of the SCP with a maximization objective. The
aim of the proposed formulation is to express the real objective of the SCP in the objective
function which is to cover all elements at a minimal cost. We view covering an element as
collecting a gain at a given cost. In this perspective, we attribute a gain to each element.
Because all elements must be covered, the gain attributed to each element must be higher
than the cost of at least one of the sets that covers the element ; otherwise, there is no benefit
of covering that element. Let cmin(ei) be the cost of the cheapest set among the sets that
cover the element ei. A gain gi = cmin(ei) +  is attributed to each element ei where  is a
small positive constant.
Let
— Am×n be a zero-one matrix where aij = 1 if element ei is covered by set j, and aij = 0
otherwise.
— X = {x1, x2, ..., xn} where xj = 1 if set sj (with cost cj > 0) is part of the solution, and
xj = 0 otherwise.
— Y = {y1, y2, ..., ym} where yi = 1 if element ei (with gain gi > 0) is covered in the












aijxj, i = 1, ...,m (5.5)
xj, yi ∈ {0, 1} (5.6)
Constraint (5.5) is a relaxation of constraint (5.2) because it does not impose coverage of
all the elements ; its only purpose is to keep track of which elements of E are part of the cover.
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Constraint (5.6) is the integrity constraint in mathematical programming. Constraints (5.5)
and (5.6) need not to be addressed as constraints in heuristic approaches but are presented
for completeness of the mathematical programming formulation.
Claim 1 : The optimal solution of the proposed formulation is a feasible solution (covers all
elements).
Proof : Suppose that the optimal solution does not cover all of the elements and has an
objective value P . Let ei be an uncovered element. By the definition of the gain gi, we know
that there is at least a set sj that covers element ei and has a cost cj = cmin(ei) = gi−. If the
set sj is added to the cover, the new objective value is P
′ = P+(gi−cj) = P+(gi−(gi+)) =
P +  > P . Thus, P is not optimal. By contradiction, we conclude that the optimal solution
covers all of the elements.
Claim 2 : The optimal solution of the proposed formulation covers all elements at a minimal
cost.
Proof : We proved in claim 1 that the optimal solution covers all of the elements. Hence, the
















Thus, the optimal solution of the proposed formulation is the cheapest feasible solution, which
is the objective of the SCP.
From heuristic algorithms perspective, we replaced a constrained optimization problem
with an unconstrained optimization problem that has the same optimal solutions. Uncons-
trained optimization problems are known to be much easier to solve with heuristic algorithms
than constrained optimization problems.
5.3.1 Comparison to penalty approaches
Even though the proposed formulation is a full mathematical programming formulation
for the SCP, it is similar to existing penalty approaches ; but with some important differences.









where yi = 1 if element ei is uncovered, and yi = 0 otherwise. The value of the gain gi can
be seen as the penalty associated with not covering the element ei.
The proposed approach is different from high penalty approaches because some infeasible
solutions might have a better objective value than some feasible ones. For instance, let U =
{s1, s2, s3}, s1 = {e1, e2, e3}, s2 = {e1, e2} and s3 = {e3}. The cost of the sets are c1 = 10,
c2 = 2 and c3 = 1. The cheapest set that covers the element e1 is s2 with a cost c2 = 2.
Thus, by definition of the gain, g1 is equal to c2 +  = 2 + . Similarly, we find g2 = 2 +  and
g3 = 1 + . Let X1 = {s1} be a feasible solution and X2 = {s2} be an infeasible one. Using
the objective function (5.7), the objective value of X1 is 10 and the objective value of X2 is
(c2 + e3) = (3 + ). Thus, the infeasible solution X2 has a lower (better) objective value than
the feasible solution X1, which does not occur with high penalty approaches.
The proposed approach is different from low penalty approaches because the penalties
are high enough to drive the search toward the feasible region. We showed that the optimal
solutions with respect to the new formulation are guaranteed to be feasible. The proof of
feasibility of the optimal solution also shows that any infeasible solution can be transformed
to a feasible one with a better objective value. For instance, in the previous example, the
infeasible solution X2 can be transformed to a feasible solution X3 = {s2, s3} (by adding the
set s3 to X2) with an objective value of 3, which is lower (better) than the objective value of
X2 (3 + ).
The proposed penalty approach is different from dynamic penalty approaches because the
penalty weights are static and no adjustment is needed.
When high penalty approaches are used, the search process of a heuristic algorithm is
disturbed by the high penalties and driven immediately to the feasible region. On the other
hand, low penalties do not disturb the search but cannot ensure feasibility. The aim of
our approach is to choose the lowest possible penalties that avoid disturbing the search
process while ensuring feasibility. Ensuring feasibility means that any infeasible solution can
be transformed to a feasible one with a better objective value.
5.3.2 Benefits of the new formulation with respect to metaheuristics
The new formulation eliminates all issues related to solution infeasibility and set redun-
dancy that were discussed in the literature review (section 5.2). Because the objective function
naturally penalizes redundant sets, the use of a redundancy removal operator is not needed.
The objective function also penalizes infeasible solutions. As a result, the use of a repair
or penalty approaches in evolutionary algorithms and the use of neighbourhood restrictions
in local search algorithms are not needed. Finally, because no constraints are involved and
the only driver of the search is the objective function proposed with the new formulation,
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designing a good neighbourhood and local search algorithm is quite simple. Such a simple
neighbourhood is presented in section 5.4.
5.4 Proposed Descent Heuristic (DH)
In this section, we present a simple descent heuristic that is based on the new formulation
and that uses a 1-flip neighbourhood structure. We also show that all local optimums with
respect to the new formulation and the 1-flip neighbourhood are feasible and free of redundant
sets.
The proposed descent heuristic (DH) is an adaptation of the classical greedy heuristic
that has been used in the literature for the SCP [28]. In this greedy heuristic, the set sj
with the minimum ratio ηj = cj/cardj(X) is added to the solution in each iteration. The
term cardj(X) is the number of elements that are covered by sj and are not covered by the
current configuration X. Once all of the elements are covered, redundant sets are removed
in decreasing order of cost. In DH, the term cardj(X) of the classical greedy heuristic is
replaced with δj, where δj is the variation in the objective function associated with adding
(removing) the set sj.
DH starts from a given configuration and performs a sequence of moves on it until the
solution is locally optimal. It uses a simple 1-flip neighbourhood structure with two types of
moves : add and remove moves. add(j) adds the set sj to the configuration (flips xj from 0
to 1), while remove(j) removes the set sj from the configuration. In each iteration, the set sj
with the maximum ratio Rj = δj/cj is added (removed) to (from) the solution. The algorithm
stops when the current configuration is better than all of it’s neighbors (Rj ≤ 0 ∀j). The
outline of DH is presented in Algorithm 6.
Algorithm 6 DH()
sol ← empty solution ;
loop
find the set sj with the maximum ratio Rj ;
if (Rj > 0) then







In contrast to the classical greedy heuristic, DH automatically removes the redundant
sets from the solution. Let X be a configuration where the set sj is redundant. The ratio
Rj associated with removing sj from X is equal to (cj − 0)/cj = 1. Because Rj > 0, the
move remove(j) will be performed, and the redundant sets will be removed. As a result, any
solution that is improved with DH is necessarily free of redundant sets. The redundant sets
are removed at any time during the progress of DH and not only at the end.
5.4.2 Feasibility
Consider X to be a configuration where ei is not covered. Let s
i
min be the cheapest set
that covers ei and c
i
min be its associated cost. The gain gi associated with ei is equal to
cimin + . If ei is the only uncovered element covered by s
i
min (worst case scenario), the ratio
Rimin associated with adding the set s
i
min to X is equal to (c
i
min +  − cimin)/cimin = /cimin.
Because Rimin > 0 (∀ > 0), the move add(simin) will be performed and the solution will be
feasible. As a result, any solution that is improved with DH is feasible.
5.4.3 Discussion
We showed that all of the solutions that are found with DH are feasible and free of
redundant sets. With respect to the new formulation and the 1-flip neighbourhood structure,
these solutions are local optimums. This is also true for all solutions obtained with any
descent heuristic that is based on the new formulation and that uses the same neighbourhood
structure. As a result, all local optimums with respect to the new formulation and the 1-flip
neighbourhood structure are feasible and free of redundant sets
5.5 Experimental Analysis
In this section, we present computational experiments with the proposed descent heuris-
tic that is based on the new formulation. Although we showed in the previous sections that
the new formulation provides many advantages over the classical formulation, the final per-
formance of any metaheuristic algorithm depends on the implementation, the tuning of the
parameters and the sophistication of the approach. We do not assume that any metaheuristic
approach that is based on the new formulation will outperform all metaheuristic approaches
that are based on the classical formulation. In addition, experimenting with all classes of
metaheuristics will not prove (or disprove) the superiority of the proposed formulation. Ins-
tead, we compare our descent heuristic to the original greedy heuristic that is based on the
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classical formulation. The aim is to compare the two formulations using similar algorithms.
Since greedy heuristics are used for intensification in most metaheuristic approaches for the
SCP, evaluating the effectiveness of a new descent heuristic that can replace these greedy
heuristics provides a good indication of how suitable is the new formulation to metaheuristic
approaches.
We compare DH to the classical greedy heuristic (GH) [28] on three classes of known set
covering problems.
— OR-Library benchmarks : This class includes 65 small and medium size randomly
generated problems that were frequently used in the literature. Most metaheuristic
approaches for the SCP have been tested on these problems. They are available in
OR-Library [15] and are described in table 5.1.
— Airline and bus scheduling problems : This class includes fourteen real world
airline scheduling problems (AA instances) and two bus driver scheduling problems
(BUS instances). These problems were obtained from [93] and are described in table
5.2.
— Railway scheduling problems : This class includes seven large-scale railway crew
scheduling problems from Italian railways and are available in OR-Library [15]. These
problems are described in table 5.3.
Most metaheuristic approaches for the SCP have been exclusively tested on OR-Library
benchmarks. Because these benchmarks are relatively small, we experimented with larger
problems that have been less frequently used in the literature.
In all presented tables, the name of each instance is given in the first column, the size
of each instance is given in the second column (number of elements × number of sets) and
the density of each instance is given in the third column. The density is the percentage
of ones in the Am×n matrix described in Section 5.1). The optimal or best-known solution
of each instance is given in the fourth column. The solutions obtained with each heuristic
are presented in columns 5 and 6. The last two columns contain the number of iterations
performed by each heuristic for each instance. The percentage deviations from the best-
known solutions are presented in figures 5.1, 5.2, 5.3 and 5.4.
In both DH and GH, each iteration involves finding the best set to add (remove) to (from)
the solution and updating the underlying data-structure after a move is performed. Thus,
the algorithmic complexity of each iteration is similar in both heuristics. In practice, the
computation times are highly dependent on the implementation and the characteristics of
the problem solved (size and density). For instance, finding the best move to be performed in
each iteration can be implemented using a loop that iterates over all sets or using a priority-
queue based data structure. Preliminary testing showed that choosing one way or the other
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greatly affects the speed comparison of the discussed heuristics. To avoid an implementation-
dependent comparison, and because these aspects of the implementation are out of the scope
of this work, we recorded the number of iterations instead.
Both heuristics are deterministic and only one run is required. The value of  used in all
DH runs is equal to 1 × e−5. Smaller values of epsilon have caused numerical problems for
some instances.
Our descent heuristic performed better than GH by finding better solutions for most of
the test problems. For OR-Library benchmarks, DH found better solutions than GH for 47
instances, equal solutions for 10 instances, and worse solutions for 9 instances. For the airline,
bus and railway scheduling problems, DH found better solutions than GH for all problems
except one (equal solutions for RAIL516). The percentage deviations presented in figures 5.1,
5.2, 5.3 and 5.4 and the average percentage deviation presented in table 5.4 show that the
solutions found by DH are also significantly better in quality than those found by GH (up
to 7.41% better for OR-Library, up to 6.83% better for airline and bus problems, and up to
9.12% better for railway problems).
DH also performed fewer iterations than GH for most of the test problems. For OR-
Library benchmarks, DH performed fewer iterations than GH for 56 instances, equal number
of iterations for seven instances and more iterations for only two instances. For the airline, bus
and railway scheduling problems, DH performed fewer iterations than GH for all problems
except one (more iterations for BUS2). The average number of iterations performed by DH
and GH is presented in table 5.4. The average number of iterations shows that the number of
iterations performed by DH is significantly smaller than the number of iterations performed
by GH. Thus, DH is theoretically faster than GH.
As a result, the proposed descent heuristic that is based on the new formulation performs
better than the corresponding greedy heuristic that is based on the classical formulation by
finding better results for most test problems using fewer iterations, which can lead to shorter
computation times.
Table 5.1: OR-Library benchmarks
Characteristics Cost Number of moves
Instance Size Density Best-known DH GH DH GH
4.1 200 × 1000 2% 429 433 434 77 93
4.2 200 × 1000 2% 512 523 552 75 94
4.3 200 × 1000 2% 516 531 546 79 96
4.4 200 × 1000 2% 494 503 507 70 93
4.5 200 × 1000 2% 512 515 518 72 95
Continued on next page
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Table 5.1 – continued from previous page
Characteristics Cost Number of moves
Instance Size Density Best-known DH GH DH GH
4.6 200 × 1000 2% 560 575 597 78 83
4.7 200 × 1000 2% 430 444 449 74 77
4.8 200 × 1000 2% 492 493 525 70 77
4.9 200 × 1000 2% 641 672 672 82 99
4.10 200 × 1000 2% 514 519 528 71 86
5.1 200 × 2000 2% 253 265 273 76 88
5.2 200 × 2000 2% 302 314 335 71 82
5.3 200 × 2000 2% 226 230 230 66 82
5.4 200 × 2000 2% 242 246 254 69 86
5.5 200 × 2000 2% 211 214 215 73 87
5.6 200 × 2000 2% 213 216 227 69 85
5.7 200 × 2000 2% 293 297 305 76 84
5.8 200 × 2000 2% 288 297 304 77 85
5.9 200 × 2000 2% 279 281 290 68 84
5.10 200 × 2000 2% 265 271 274 74 81
6.1 200 × 1000 5% 138 149 143 39 56
6.2 200 × 1000 5% 146 156 154 44 53
6.3 200 × 1000 5% 145 149 157 43 46
6.4 200 × 1000 5% 131 134 140 46 51
6.5 200 × 1000 5% 161 180 182 47 50
A.1 300 × 3000 2% 253 258 269 82 97
A.2 300 × 3000 2% 252 262 268 78 93
A.3 300 × 3000 2% 232 243 248 80 105
A.4 300 × 3000 2% 234 240 243 84 107
A.5 300 × 3000 2% 236 240 246 79 107
B.1 300 × 3000 5% 69 72 71 41 45
B.2 300 × 3000 5% 76 79 78 44 50
B.3 300 × 3000 5% 80 84 84 47 46
B.4 300 × 3000 5% 79 84 88 44 50
B.5 300 × 3000 5% 72 72 75 46 48
C.1 400 × 4000 2% 227 237 252 102 110
C.2 400 × 4000 2% 219 230 225 93 128
C.3 400 × 4000 2% 243 249 258 89 102
C.4 400 × 4000 2% 219 229 239 94 115
C.5 400 × 4000 2% 215 222 222 93 106
D.1 400 × 4000 5% 60 64 66 49 54
D.2 400 × 4000 5% 66 68 69 52 50
D.3 400 × 4000 5% 72 77 80 54 59
D.4 400 × 4000 5% 62 62 66 52 54
D.5 400 × 4000 5% 61 65 67 49 61
Continued on next page
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Table 5.1 – continued from previous page
Characteristics Cost Number of moves
Instance Size Density Best-known DH GH DH GH
E.1 500 × 5000 10% 29 30 30 30 35
E.2 500 × 5000 10% 30 33 35 31 37
E.3 500 × 5000 10% 27 29 31 29 31
E.4 500 × 5000 10% 28 32 31 32 33
E.5 500 × 5000 10% 28 30 30 30 32
F.1 500 × 5000 20% 14 16 17 16 17
F.2 500 × 5000 20% 15 16 16 15 16
F.3 500 × 5000 20% 14 17 15 17 17
F.4 500 × 5000 20% 14 17 15 17 14
F.5 500 × 5000 20% 13 15 15 17 15
G.1 1000 × 10000 2% 176 186 191 132 146
G.2 1000 × 10000 2% 154 166 176 115 139
G.3 1000 × 10000 2% 166 178 182 126 147
G.4 1000 × 10000 2% 168 178 179 128 138
G.5 1000 × 10000 2% 168 179 182 127 131
H.1 1000 × 10000 5% 63 69 69 68 65
H.2 1000 × 10000 5% 63 70 72 62 67
H.3 1000 × 10000 5% 59 63 66 62 62
H.4 1000 × 10000 5% 58 65 64 65 61
H.5 1000 × 10000 5% 55 60 61 61 60
Table 5.2 Airline and bus driver crew scheduling problems.
Characteristics Cost Number of moves
Instance Size Density Best-known DH GH DH GH
AA03 106 × 8661 4.05% 33155 34637 35642 48 61
AA04 106 × 8002 4.05% 34573 36153 36749 45 62
AA05 105 × 7435 4.05% 31623 32249 32995 45 65
AA06 105 × 6951 4.11% 37464 38043 39422 43 70
AA11 271 × 4413 2.53% 35478 36965 39054 76 90
AA12 272 × 4208 2.52% 30815 33663 34044 77 85
AA13 265 × 4025 2.60% 33211 36337 37345 77 91
AA14 266 × 3868 2.50% 33219 36048 36530 77 95
AA15 267 × 3701 2.58% 34409 36269 37996 73 94
AA16 265 × 3558 2.63% 32752 36185 37160 79 85
AA17 264 × 3425 2.61% 31612 34326 36484 69 91
AA18 271 × 3314 2.55% 36782 39594 40603 84 101
AA19 263 × 3202 2.63% 32317 34749 36093 71 92
AA20 269 × 3095 2.58% 34912 37047 37744 82 86
BUS1 454 × 2241 1.89% 27947 28871 29673 88 100
BUS2 681 × 9524 0.51% 67760 69685 70606 282 280
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Table 5.3 Railway crew scheduling problems.
Characteristics Cost Number of moves
Instance Size Density Best-known DH GH DH GH
RAIL507 507 × 63009 1.2% 174 205 212 150 169
RAIL516 516 × 47311 1.3% 182 202 202 181 186
RAIL582 582 × 55515 1.2% 211 243 251 191 212
RAIL2586 2586 × 920683 0.4% 948 1102 1185 770 917
RAIL2536 2536 × 1081841 0.4% 691 828 891 581 660
RAIL4284 4284 × 1092610 0.2% 1065 1303 1385 997 1091
RAIL4872 4872 × 968672 0.2% 1534 1802 1900 1339 1521
Table 5.4 Average number of iterations and percentage deviations.
Average number of iterations Average percentage deviation
Problems DH GH DH GH
OR-Library Benchmarks 64.89 74.51 5.46 7.31
Airline and bus problems 82.25 96.75 5.99 9.14
Railway problems 601.29 679.43 17.12 22.81
Figure 5.1 Percentage deviation from the best-known solution : OR-Library benchmarks 4.1
to 6.5.
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Figure 5.2 Percentage deviation from the best-known solution : OR-Library benchmarks A.1
to H.5.
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Figure 5.3 Percentage deviation from the best-known solution : Airline and bus scheduling
problems.
Figure 5.4 Percentage deviation from the best-known solution : Railway scheduling problems.
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5.6 Conclusions and Future Work
In this paper, we identified two issues that arise when solving the SCP with metaheu-
ristic approaches : solution infeasibility and set redundancy. We highlighted the difficulties
of addressing these issues when solving the SCP with the different classes of metaheuristics,
and proposed a new formulation that overcomes these difficulties. We showed that this for-
mulation is, in fact, a new penalty approach that uses static penalty weights that are low
enough to avoid disturbing the search but high enough to ensure the feasibility of the final
solution. We also showed that all local optimums with respect to the new formulation and the
1-flip neighbourhood structure are feasible and free of redundant sets. As a result, building
metaheuristic approaches for the SCP using the new formulation is straight forward.
To provide a first computational experience using the new formulation, we adapted a
known greedy heuristic for the SCP to the new formulation and compared the adapted
version to the original version using 88 set covering problems. The adapted version that is
based on the new formulation found better solutions than the original version that is based
on the classical formulation for 69 tests problems, equal solutions for ten problems, and worse
solutions for nine problems. In addition, the adapted version performed fewer iterations than
the original version for 78 test problems, equal number of iterations for two problems and
more iterations for eight problems. Thus the adapted version finds better solutions than the
original version in potentially shorter computation times. Moreover, the adapted version was
easier to implement because we did not need to handle feasibility and set redundancy.
Most current metaheuristic approaches for the SCP incorporate a descent or greedy heu-
ristic that is responsible for the intensification part of the search. Thus, having a more effective
descent heuristic can lead to better metaheuristic approaches.
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Abstract
In this paper, we present a hybrid metaheuristic that combines the genetic algorithm
and tabu-search (GATS) to solve the set covering problem (SCP). GATS is a memetic algo-
rithm in which a tabu-search (TS) heuristic is used as an improvement operator. In addition,
the lengths of the tabu-lists of TS are adaptively adjusted by the genetic algorithm during
mutation and crossover. The proposed algorithm has been tested on 65 test problems from
OR-Library and has found the optimal solution to all of the problems in almost all the trials
(647 of 650 trials). Additional testing has been performed on 23 airline, bus and railway
scheduling problems and 22 unicost set covering problems. The computational results show
that GATS performs better than most metaheuristic approaches for the SCP.
6.1 Introduction
The Set Covering Problem (SCP) is a popular optimization problem that has a wide range
of industrial applications, including scheduling, manufacturing, service planning and location
problems [22, 61, 6, 25]. The SCP is NP-hard in the strong sense [42]. The mathematical
formulation of the SCP is as follows. Let E = {e1, ..., em} be a universe of elements and
S = {s1, ..., sn} be a collection of subsets sj ⊆ E, where
⋃
sj = E. Each set sj covers at least
one element of E and has an associated cost cj > 0. The objective is to find a subcollection
of sets X ⊆ S that covers all of the elements in E at a minimal cost. The mathematical
programming model of the SCP is usually formulated as follows. Let
— Am×n be a zero-one matrix where aij = 1 if element i is covered by set j, and aij = 0
otherwise.
— X = {x1, x2, ..., xn} where xj = 1 if set j (with cost cj > 0) is part of the solution, and










aijxj, i = 1, ...,m (6.2)
xj ∈ {0, 1} i = 1, ..., n (6.3)
If all the sets have equal costs, the problem is called the unicost set covering problem
(USCP).
In this paper, we present a hybrid metaheuristic to solve the SCP. The proposed algorithm
is a memetic algorithm that combines the genetic algorithm and tabu-search and is called
the genetic-tabu algorithm (GATS). In GATS, each mated individual of the GA is improved
using a short run of tabu-search. In addition, we propose a new and simple mechanism of
adaptively adjusting the tabu-list lengths of TS using the mutation and crossover operators
of the GA.
GATS is compared to the most popular metaheuristic approaches for the SCP on 65
test problems from OR-Libray [15]. OR-Library problems have been used in the literature
to evaluate most metaheuristic approaches for the SCP. In addition, GATS is tested on 22
USCP problems and 23 real-world SCP problems that contain very difficult and large-scale
problems.
The paper is organized as follows. In the next section, a literature review of existing
algorithms for the SCP, emphasizing metaheuristic approaches, is presented. The GATS
algorithm is presented in section 6.3 and a computational analysis is presented in section
6.4. The paper ends with a summary (section 6.5).
6.2 Literature Review
The SCP has been solved to optimality or near optimality using both exact and heuristic
algorithms.
6.2.1 Exact methods
Most exact algorithms for the SCP are based on linear integer programming approaches,
especially branch-and-bound methods. In these methods, a lower bound is computed at each
node of the branching tree using a linear or Lagrangian relaxation. Among the exact methods,
a branch-and-bound algorithm based on a dual heuristic was used to solve SCP problems
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with up to 200 elements and 2000 sets [38]. Beasley et Al. [17] solved larger problems (up to
400 elements and 4000 sets) by improving the branching strategy of the branch-and-bound
algorithm and combining it with a Lagrangian heuristic and Gomory f -cuts. Harche et Al. [48]
developed a new branch-and-bound algorithm called column substraction, which is capable
of solving sparse problems with up to 800 elements and 9000 sets.
6.2.2 Heuristic methods
Although exact methods can theoretically find the optimal solution to any SCP problem,
the computation times involved in solving large-scale problems to optimality can be very
long. In such cases, heuristic algorithms are used to obtain good, near-optimal, or even
optimal solutions in reasonable computation times. Several approaches developing heuristic
algorithms for the SCP have been investigated in the literature. Among these approaches
are heuristic algorithms based on Lagrangian relaxations [14, 26, 23, 92, 7, 21], heuristics
related to primal-dual methods [18, 69, 93] and metaheuristic approaches, such as the genetic
algorithm [16, 35, 84, 2] ant colony optimization [63, 78, 80], local search [72, 92], Meta-RaPS
[61] and electromagnetic metaheuristics [73].
A state-of-the-art algorithm for the SCP based on Lagrangian relaxation was developed in
[22]. CFT is able to find the optimal solution to all non-unicost SCP instances of OR-Library
in all trials with a relatively short computation time. Another very effective approach for the
non-unicost SCP is 3-FNLS [92]. 3-FNLS is a hybrid heuristic that combines a 3-flip local-
search algorithm and Lagrangian relaxation. 3-FNLS performs particularly well on large-scale
problems.
6.2.3 Metaheuristic approaches
Metaheuristic approaches perform very well on the SCP but do not match the performance
of Lagrangian-based approaches. Moreover, metaheuristic approaches have not been tested
on the large-scale problems (to our knowledge) that have been used to test Lagrangian-based
approaches.
Most metaheuristic algorithms for the SCP have only been tested on OR-Library [15].
These algorithms can find the optimal solutions to most OR-Library problems but have
relatively low hit frequencies ; the hit frequency is the ratio of the number of trials in which
the optimal (or best-known) solution is found to the total number of trials. Among these
approaches, a genetic algorithm (BCGA) for the non-unicost SCP is presented in [16]. The
main characteristics of BCGA are : a new fitness-based crossover operator for binary string
genomes called the fusion crossover, a variable mutation rate, a greedy-like repair heuristic,
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and a redundancy removal heuristic that improves the quality of the repaired solutions. On
one hand, BCGA is able to find the optimal solutions to 61 of the 65 non-unicost SCP
problems of OR-Library. On the other hand, the hit frequencies of BCGA are less than
0.5 for 12 problems and between 0.5 and 0.9 for 32 problems (the hit frequencies of the
metaheuristics discussed in this section are presented in Table 6.3). Eremeev [35] developed
a genetic algorithm with a non-binary solution-representation (NBGA). An individual is
represented by a string of integers where each gene gi is equal to j if the element i is covered
by the set j. Because each gene gi is always associated with a set j, all the elements are
covered and all solutions are feasible. As in BCGA, a redundancy removal operator is used
to enhance the quality of the solutions. NBGA has found the optimal solutions to 63 of
the 65 non-unicost problems of OR-Library. The hit frequencies of NBGA are less than 0.5
for 5 problems and less than 1.0 for up to 38 problems. Aickelin [2] proposed an indirect
genetic algorithm (IGA) that addresses the feasibility constraint by decoupling the actual
solution space from the search space of the genetic algorithm. The genetic algorithm no
longer optimizes the actual problem directly ; instead, it tries to find an optimal ordering of
all elements to be covered, which is then exploited by a secondary decoding routine. IGA has
also been tested on the same 65 non-unicost SCP problems of OR-Library. IGA has found the
optimal solution to 62 of the 65 problems. Unfortunately, the computational results reported
are not sufficient to calculate the hit frequencies. The limited information shows that the hit
frequencies are less than 1.0 for up to 25 problems. A recent and popular metaheuristic for the
SCP is Meta-RaPS [61]. The authors of Meta-RaPS report experimental results containing
the optimal solution to all of the 65 non-unicost SCP problems of OR-Library. However, the
detailed results available in Lan’s thesis [60] show that the hit frequencies are less than 0.5
for 55 problems and less than 1.0 for all problems. Moreover, the hit frequencies are as low
as 0.002 for large problems and as low as 0.09 for small problems. These low hit frequencies
seem to indicate that Meta-RaPS does not perform very well on the SCP. Another recent
metaheuristic approach, based on electromagnetism theory (EM), is presented in [73]. After
generating a pool of solutions (the initial population), a fixed number of local search iterations
and electromagnetic movements are applied. The algorithm also incorporates a mutation
operator to escape from local optima. EM finds the optimal solution to 53 of the 65 non-
unicost problems of OR-Library. The number of trials performed and the hit frequencies are
not reported. Meta-RaPS and EM have also been tested on the USCP, where they show a
similar performance.
One of the best metaheuristic approaches for the USCP is the local search algorithm
presented in [72]. The proposed algorithm uses a new method to generate the neighborhood
of a solution based on the number of sets in the current best solution. For a given solution, all
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the neighbors that have more sets than the current best solution are not allowed. It also uses
a tabu-list to avoid cycling. Unfortunately, the proposed algorithm is specifically designed for
the USCP and cannot be used to solve non-unicost problems.
6.3 Proposed Genetic-Tabu Algorithm
The proposed genetic-tabu algorithm is a hybrid metaheuristic that combines the genetic
algorithm (GA) and tabu-search (TS). The genetic algorithm is an evolutionary algorithm
that uses the concepts of natural selection, recombination and mutation to evolve a population
of solutions. Tabu-search (TS) is a local search algorithm that uses a search history to escape
from local optima and cycles.
Evolutionary algorithms tend to optimize globally, whereas local search algorithms tend
to optimize locally. For these reasons, evolutionary algorithms are generally powerful in di-
versifying the search but weak in intensifying it, and local search algorithms are generally
powerful in intensifying the search but week in diversifying it. Thus, evolutionary and lo-
cal search algorithms provide complementary strengths and weaknesses that motivate the
combination of the two.
Tabu-search and the genetic algorithm have been frequently combined in the literature.
The most common form of a GA and TS hybrid uses tabu-search to improve the quality of the
solutions at the end of each generation [89, 88, 39]. Similarly, in [96, 50], tabu-search is used to
optimize the solutions at the beginning of each generation. Other proposed hybrids use tabu-
search to replace the mutation operator [30] or the selection operator [51, 59]. Tabu-search
has also been successfully combined to other metaheuristics such as iterated-local-search [20]
and scatter-search [45].
An important difficulty encountered when designing a good tabu-search algorithm is choo-
sing the length of the tabu-list. In fact, the length of the tabu-list can significantly affect the
performance of tabu-search. A fixed length of seven is often used in the literature but better
results are generally found by adaptively adjusting the tabu-list length. In most adaptive ad-
justment approaches, the length of the tabu-list is adjusted by exploiting the search history :
the length of the list is increased when a high rate of cycling is detected in the search history
and decreased when cycling is less frequent. Among the adaptive tabu-search approaches are
reactive tabu search [12], the cancellation sequence method [32, 43] and the reverse elimina-
tion method [43, 33]. These approaches share the characteristic of being sophisticated and
difficult to implement.
In GATS, at the end of each generation of the GA, the individuals are improved using TS.
In addition, we use the GA to adaptively adjust the length of the tabu-lists used in TS. Each
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individual holds its own tabu-list lengths as part of its genotype. During the evolution of the
GA, the tabu-list lengths are exchanged between individuals during crossover and randomly
modified during mutation. The tabu-list lengths that produce good individuals are more
likely to survive in the population than the ones that produce poor individuals. Similarly,
the tabu-list lengths inherited from fit parents are more likely to produce good children.
6.3.1 SCP formulation
The feasibility constraints of the SCP makes designing a tabu-search algorithm for the
SCP a difficult task. To overcome this difficulty, we use a new formulation of the SCP that
naturally penalizes infeasible solutions and redundant sets, which makes designing a tabu-
search algorithm for the SCP an easier task. In addition, this formulation eliminates the need
to use a repair or redundancy removal heuristic in the GA. The new formulation has been
introduced, analyzed and tested in [19] and is as follows.
Let
— Am×n be a zero-one matrix where aij = 1 if element ei is covered by set j and aij = 0
otherwise.
— X = {x1, x2, ..., xn} where xj = 1 if set sj (with cost cj > 0) is part of the solution and
xj = 0 otherwise.
— Y = {y1, y2, ..., ym} where yi = 1 if element ei (with gain gi > 0) is covered in the












aijxj, i = 1, ...,m (6.5)
xj, yi ∈ {0, 1} j = 1, ..., n (6.6)
Let cmin(ei) be the cost of the cheapest set among the sets that cover the element ei. A
gain gi = cmin(ei) +  is attributed to each element ei where  is a small positive constant.
Constraint (6.5) is a relaxation of constraint (6.2) because it does not impose coverage of
all the elements ; its only purpose is to keep track of which elements of E are covered.
It is shown in [19] that this formulation has the same optimal solution as the classical SCP
formulation. In addition, it is shown that all local optima with respect to the new formulation
and a 1-flip neighborhood structure are feasible and free of redundant sets.
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6.3.2 Solution representation
A binary string solution representation is used in GATS where the ith bit is equal to one
if the set i is part of the solution and 0 otherwise.
Let X be a given configuration (a subset of S that represents a feasible or infeasible
solution), SX be the sets used in X and EX be the elements covered by X. The objective









The tabu-search algorithm (TS) is a steepest descent algorithm that uses a simple 1-
flip neighborhood structure and two tabu-lists. In each iteration, the current configuration
is replaced with its best non-tabu neighbor, the one with the highest objective score. In
addition, a tabu move can be performed if it satisfies a predefined condition, called the
aspiration criterion. Our aspiration criterion allows a tabu move to be performed if the
resulting solution is better than all of the solutions that have been previously visited.
A neighbor X ′ of a given configuration X can be obtained by performing an add or remove
move. add(j) is the move that adds the set sj to the configuration (flips xj from 0 to 1), and
remove(j) is the move that removes the set sj from the configuration (flips xj from 1 to 0).
Let δj be the variation of the objective score associated with adding (removing) the set sj to









gi(1− yi) if(xj = 1)
where cj is the cost of set sj, gi is the gain of element ei and yi = 1 if ei is covered (yi = 0
otherwise). In each iteration of TS, the non-tabu move that is associated with the highest
value of δj or a tabu move that satisfies the aspiration criterion, is performed. In addition,
we use a separate tabu-list for each type of move (add and remove) and the lengths of the
tabu-lists are not necessarily equal. TS is stopped if the best solution is not improved after
a given number of iterations (nStag). The pseudo-code of TS is presented in Algorithm 7.





best ← X ;
stagnationCounter ← 0 ;
loop
m← find-next-move(X) ;
if (xm = 0) then





if (score(X) > score(best)) then
best ← X ;
stagnationCounter ← 0 ;
else if (stagnationCounter > nStag) then
return ;
end if
stagnationCounter ← stagnationCounter + 1 ;
end loop
6.3.4 The Genetic algorithm
An incremental genetic algorithm is used in GATS in which only two children are created
at the end of each generation. In addition to the binary string solution representation, each
individual holds two integers that are the lengths of the tabu-lists associated with the add and
remove moves. These values are used by the TS operator during the improvement phase of
GATS. Similarly to the other genes of an individual, the lengths of the tabu-lists are subject
to mutation and crossover. The operators of GATS are described as follows.
The initialization operator initializes each individual by randomly assigning a value to each
bit of the corresponding binary string. The tabu-lists lengths associated with each individual
are also randomly initialized by assigning a value between zero and a maximum length (user
defined) to each tabu-list length.
A unidirectional bit flip mutation operator is used in GATS (drop mutation). The drop
mutation operator flips each bit of a given individual from 1 to 0 according to a given
mutation probability. This unidirectional bit flip mutation appears to be better than the
classical bidirectional flip mutation because it avoids adding too many redundant sets to
the solutions. In fact, if too many redundant sets are added during mutation, TS will spend
excessive time removing redundant sets, which will slow down GATS. The tabu-list lengths
are also mutated using the same mutation probability, where a random value between 0 and
the maximum length is attributed to each tabu-list length.
The selection operator uses the roulette-wheel scheme, where the probability of selecting
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a given individual is proportional to its objective score (calculated using Equation 6.7).
For crossover, the uniform crossover scheme, where two parents are combined to produce
two children, is used. In the uniform crossover scheme, each gene of the generated children
has a 50% chance to be chosen from one parent or the other. The tabu-list lengths are also
crossed-over using the same uniform crossover scheme. Thus, the tabu-list lengths of a given
child can be both inherited from the same parent or each from a different parent.
6.4 Computational Results
We tested GATS on four classes of problems :
— OR-Library benchmarks : This class includes 65 small and medium sized randomly
generated problems that were frequently used in the literature of the SCP. These pro-
blems are available in OR-Library [15].
— Airline and bus scheduling problems : This class includes fourteen real world
airline scheduling problems (AA instances) and two bus driver scheduling problems
(BUS instances). These problems were obtained from [93].
— Railway scheduling problems : This class includes seven large-scale railway crew
scheduling problems from Italian railways and are available in OR-Library [15].
— Unicost Problems : This class includes 22 combinatorial optimization problems mo-
deled as unicost set covering problems. Unicost problems are generally solved with
specialized algorithms that take advantage of the unicost property. These problems
were gathered from [15] and [93].
The characteristics of all test problems are presented in Table 6.1.
GATS is compared to the most popular metaheuristic approaches for the SCP on OR-
Library benchmarks because they are the only non-unicost SCP problems that have been
solved with metaheuristic approaches. In addition, because most of the OR-Library bench-
marks are relatively small for modern computers (except for G and H problems), we tested
GATS on larger and more difficult problems that have been solved with Lagrangian-based
approaches. These problems are airline, bus and railway scheduling problems. We have also
tested GATS on unicost problems to investigate the possibility of using or adapting GATS
for the USCP.
The parameters used are similar for all test problems. We used a population of fifty
individuals, a mutation rate of 0.3 and a crossover probability of 0.9. The maximum length
of the tabu-list is 200 (for both tabu-lists). When improving an individual, the tabu-search
operator is stopped after 100 non-improving iterations (nStag in Algorithm 7). For the railway
scheduling problems, we used nStag = 1000 because these problems are larger and requires
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OR-Library benchmarks STS27 117 27 11.1%
4 200 1000 2% STS45 330 45 6.7%
5 200 1000 2% STS81 1080 81 3.7%
6 200 1000 5% STS135 3015 135 2.2%
A 300 3000 2% STS243 9801 243 1.2%
B 300 3000 5% Airline and bus scheduling problems
C 400 4000 2% AA03 106 8661 4.05%
D 400 4000 5% AA04 106 8002 4.05%
E 500 5000 10% AA05 105 7435 4.05%
F 500 5000 20% AA06 105 6951 4.11%
G 1000 10000 2% AA11 271 4413 2.53%
H 1000 10000 5% AA12 272 4208 2.52%
Unicost Problems AA13 265 4025 2.60%
E1 50 500 20% AA14 266 3868 2.50%
E2 50 500 20% AA15 267 3701 2.58%
E3 50 500 20% AA16 265 3558 2.63%
E4 50 500 20% AA17 264 3425 2.61%
E5 50 500 20% AA18 271 3314 2.55%
CLR10 511 210 12.3% AA19 263 3202 2.63%
CLR11 1023 330 12.4% AA20 269 3095 2.58%
CLR12 2047 495 12.5% BUS1 454 2241 1.89%
CLR13 4095 715 12.5% BUS2 681 9524 0.51%
CYC06 240 192 2.1% Railway scheduling problems
CYC07 672 448 0.9% RAIL507 507 63009 1.2%
CYC08 1792 1024 0.4% RAIL516 516 47311 1.3%
CYC09 4608 2304 0.2% RAIL582 582 55515 1.2%
CYC10 11520 5120 0.8% RAIL2536 2536 1,081841 0.4%
CYC11 28160 11264 0.02% RAIL2586 2586 920683 0.4%
STS9 12 9 33.3% RAIL4284 4284 1,092610 0.2%
STS15 35 15 20% RAIL4872 4872 968672 0.2%
The density is the percentage of “ones” in the constraints matrix of the SCP (see Equation 6.2).
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longer runs of tabu-search. GATS was implemented in C++ and compiled using the Intel
C++ Compiler. The tests were performed on an Intel Westmere 2.67 GHz (using a single
processor). Ten trials were performed on each test problem. The maximum duration of each
trial was two hours for all problems except for the railway scheduling problems where a
maximum duration of 24 hours was used.
6.4.1 OR-Library benchmarks
The detailed results of the experiments performed on OR-Library benchmarks are presen-
ted in Table 6.2, where the hit frequency is the ratio of the number of times the best-known
solution was found over the total number of trials and the solution-time is the time when the
best solution was found for the first time. Ten trials were performed on each test problem.
The problems in each of the classes 4, 5, 6, 7, A, B, C, D, E, and F are similar to each other
and have been averaged in the first rows of the table. The obtained results show that GATS
was able to find the optimal solution to all the test problems in almost all the trials (647 of
650 trials). The average solution times are also reasonably short (0-80 seconds).
In Table 6.3, GATS is compared to four of the most popular metaheuristic approaches
for the SCP. These algorithms are Beasley and Chu’s genetic algorithm (BC) [16], a genetic
algorithm with a non-binary representation (NBGA) [35], an indirect genetic algorithm (IGA)
[2] and Meta-RaPS [61]. Because BC, NBGA and IGA were executed on older hardware, it is
difficult to compare the computation times of GATS and Meta-RaPS with these algorithms.
We present the original solution times of all the algorithms and their corresponding hardware
information instead of resorting to inaccurate converted times. All of the algorithms perform
ten trials on each problem, except Meta-RaPS where the number of trials is unknown but
seems high (based on the detailed results of Meta-RaPS presented in Lan’s thesis [60]).
The obtained hit frequencies show that GATS and Meta-RaPS are the only algorithms
that find the optimal solutions to all problems. In addition, the hit frequencies show that
GATS finds the optimal solutions in 99.5% of its trials, whereas BC, NBGA, IGA and Meta-
RaPS find the optimal solution in 63%, 75%, (62 to 86)% and 17% of their trials, respectively.
On the other hand, the hit frequencies are usually dependent on the computation times, which
are difficult to compare in our case (as discussed earlier). As a result, this comparison is only
an approximation (which is also the case for most comparisons found in similar studies).
The overall average solution times in seconds are 23.51 for GATS, 226.58 for BC, 141.37 for
NBGA, 231.48 for IGA and 375.87 for Meta-RaPS. The obtained computation times show
that GATS is faster than Meta-RaPS in most cases and that Meta-RaPS is likely slower
than BC, NBGA and IGA (because Meta-RaPS has longer computation times on newer
hardware). Although the obtained computation times of GATS are also shorter than those
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of BC, NBGA and IGA, GATS is not necessarily faster (and is possibly slower) than these
algorithms because GATS is executed on significantly faster hardware.
Table 6.2 Detailed results for OR-Library benchmarks
% deviation from BKS
Problems BKS min max avg SD HF Tavg(s) Generations Generations/s
4 - 0 0 0 0 1 0.01 4420297.4 613.93
5 - 0 0 0 0 1 0.9 2383204.7 331
6 - 0 0 0 0 1 0 4188526.0 581.74
A - 0 0 0 0 1 2.18 1537976.6 213.61
B - 0 0 0 0 1 2 1439320.3 199.91
C - 0 0 0 0 1 3.04 1133214.1 157.39
D - 0 0 0 0 1 3.07 1044050.5 145.01
E - 0 0 0 0 1 6.38 657275.4 91.29
F - 0 0 0 0 1 8.6 393958.2 54.72
G.1 176 0 0 0 0 1 22.11 409811.1 56.9
G.2 154 0 0.65 0.12 0.4 0.8 22.22 406874.2 56.5
G.3 166 0 0.6 0.05 0.3 0.9 28.78 391805.1 54.4
G.4 168 0 0 0 0 1 24.56 395543.9 54.9
G.5 168 0 0 0 0 1 22.11 378188.3 52.5
H.1 63 0 0 0 0 1 80 332900.0 46.2
H.2 63 0 0 0 0 1 25.78 305391.7 42.4
H.3 59 0 0 0 0 1 28.11 328218.9 45.6
H.4 58 0 0 0 0 1 30.22 283815.0 39.4
H.5 55 0 0 0 0 1 22.67 311644.8 43.3
BKS is the best-known solution value before GATS (these solutions are optimal for OR-Library instances),
Tavg(s) is the average solution-time in seconds, SD is the standard deviation of the solutions found in the all
trials, HF is the hit frequency, generations is the average of the total number of generations performed in all
trials, and generations/s is the average number of generations per second.
6.4.2 Airline and bus scheduling problems
The airline and bus scheduling problems are significantly harder to solve than OR-Library
benchmarks. These problems were solved by Lagrangian-based approaches such as [7], [21]
and [92].
The detailed results for these problems are presented in Table 6.4. Ten trials were per-
formed on each test problem. The obtained results show that GATS performs very well on
airline and bus scheduling problems by finding the best-known solution for thirteen of the
sixteen test problems. For the problems where GATS did not find the best-known solution,
the minimum percentage deviation from the best-known solution varies between 0.13% and
0.37%.
Because the airline and bus scheduling problems have not been solved with other metaheuristic-
only approaches (to our knowledge), there are no other algorithms to which we can compare
our results. Instead, we experiment with a variant of GATS (denoted GAGr) in which the
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Table 6.3 Comparison of GATS with other metaheuristics on OR-Library benchmarks
Hit frequencies Average solution-times (s)
















4 1 0.88 0.86 1 0.35 0.01 35.96 35.3 93.3 0.83
5 1 0.76 0.7 1 0.44 0.9 21.77 40.9 61.2 0.58
6 1 0.94 0.86 1 0.29 0 20.18 40.05 7.6 0.33
A 1 0.86 0.44 1 0.19 2.18 52.78 82 81 6.57
B 1 1 1 1 0.31 2 54.9 20.8 30.4 0.72
C 1 0.68 0.74 1 0.09 3.04 70.34 53.5 82.8 13.13
D 1 0.96 0.94 0.1-0.9 0.24 3.07 81.36 26.62 69 3.7
E 1 0.74 1 1 0.3 6.38 99.66 26.4 56 18.66
F 1 0.86 0.86 1 0.2 8.6 55.34 116.48 142.8 9.73
G1 1 0.2 0.7 0.1-0.9 0.036 22.11 361 115 144 298.97
G2 0.8 0 0.5 0 0.002 22.22 127.4 318.3 327 222.34
G3 0.9 0.1 0.1 0.1-0.9 0.004 28.78 249.7 627.6 408 21.56
G4 1 0.2 0.4 0.1-0.9 0.002 24.56 532.3 160 303 194.21
G5 1 0.2 0.7 0.1-0.9 0.040 22.11 194.1 161.2 532 47.57
H1 1 0 0 0.1-0.9 0.004 80 594.4 90.5 668 3917.08
H2 1 0 0 0 0.004 25.78 187.4 34.7 443 238.45
H3 1 0.9 1 0.1-0.9 0.002 28.11 637.3 493.2 648 783.2
H4 1 0.4 1 0 0.018 30.22 770.3 218.2 235 1358.28
H5 1 0.9 1 0.1-0.9 0.076 22.67 158.9 25.2 66 5.62
BC refers to [16], NBGA refers to [35], IGA refers to [2] and Meta-RaPS refers to [61].
TS operator is replaced with a greedy heuristic. The greedy heuristic is similar to the TS
operator with the differences that it does not use a search history (i.e. no tabu-list) and that
it stops when a local optimum is reached. Computational results presented in Table 6.5 show
that GAGr performs worse than GATS (GAGr finds the best-known solution to only ten of
the sixteen test problems) ; which shows that TS makes GATS more effective. On the other
hand, the differences between the solutions found by GAGr and those found by GATS are
too small to be conclusive. In the next section, GATS and GAGr are compared on larger and
more difficult problems.
6.4.3 Railway scheduling problems
Similarly to the airline and bus scheduling problems, the railway scheduling problems
have only been solved using Lagrangian-based heuristics [7, 21, 92, 26]. These problems are
the largest among all the problems discussed in this paper. The detailed results of GATS are
presented in Table 6.6.
The obtained results show that GATS is not able to find the best-know solution for any of
the railway scheduling problems. We notice that the deviations from the best-known solutions
are small for the first three problems but increase significantly with the problem’s size. From
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Table 6.4 Detailed results for the airline and bus scheduling problems
% deviation from BKS
Problems BKS min max avg SD HF Tavg(s) Generations Generations/s
AA03 33155 0 0 0 0 1 24.5 543469.6 75.5
AA04 34573 0 0 0 0 1 7.5 617487.6 85.8
AA05 31623 0 0 0 0 1 0.9 640754.3 89.0
AA06 37464 0 0 0 0 1 312.4 679499.6 94.4
AA11 35384 0 0.51 0.41 58.69 0.1 477.6 980044.6 136.1
AA12 30809 0 0.05 0.04 6.75 0.2 116.8 1072980.3 149.0
AA13 33211 0 0.3 0.06 34.82 0.6 105.7 1102165.0 153.1
AA14 33219 0 0.25 0.09 37.77 0.6 2392.4 1114375.1 154.8
AA15 34409 0 0.22 0.05 31.62 0.7 1507.4 1202049.3 167.0
AA16 32752 0 0.34 0.24 34.33 0.1 2257.5 1256256.4 174.5
AA17 31612 0 0 0 0 1 15 1253159.6 174.0
AA18 36782 0 0.06 0.03 6.2 0.2 850.1 1305934.1 181.4
AA19 32317 0.13 0.66 0.35 65.44 0 2251.3 1351291.4 187.7
AA20 34912 0.18 0.18 0.18 0 0 44.7 1444394.4 200.6
BUS1 27947 0 0.1 0.07 11.8 0.2 4026.56 4492131.6 623.9
BUS2 67760 0.37 0.53 0.44 39.68 0 6642.78 858985.9 119.3
This table is similar in format to Table 6.2.
Table 6.5 Comparison of GATS and GAGr on the airline and bus scheduling problems
% deviation from BKS Tavg(s)
GATS GAGr GATS GAGr
Problems BKS min avg min avg
AA03 33155 0 0 0 0 24.5 3895
AA04 34573 0 0 0 0 7.5 0.2
AA05 31623 0 0 0 0 0.9 0
AA06 37464 0 0 0 0 312.4 430.4
AA11 35384 0 0.41 0 0.33 477.6 4171.8
AA12 30809 0 0.04 0.05 0.05 116.8 1.4
AA13 33211 0 0.06 0 0.02 105.7 1754
AA14 33219 0 0.09 0 0.34 2392.4 9673.4
AA15 34409 0 0.05 0 0.04 1507.4 2350.4
AA16 32752 0 0.24 0.05 0.24 2257.5 4701
AA17 31612 0 0 0 0 15 615.6
AA18 36782 0 0.03 0.03 0.07 850.1 2436.4
AA19 32317 0.13 0.35 0.13 0.13 2251.3 3788.8
AA20 34912 0.18 0.18 0.18 0.18 44.7 5.6
BUS1 27947 0 0.07 0 0 4026.56 9496.4
BUS2 67760 0.37 0.44 0.38 0.44 6642.78 6169.2
BKS is the best-known solution value before GATS and Tavg(s) is the average solution-time in seconds.
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Table 6.6, we observe that the average number of generations performed by GATS in 24 hours
is low (as low as 628.5) ; which shows that GATS is slow on large-scale problems.
In Table 6.7, GATS and GAGr are compared. The obtained results show that GATS
performs significantly better than GAGr on the railway scheduling problems ; which indicates
that the TS operator allows GATS to dig deeper in the search space and to find better
solutions.
On the other hand, GATS is not able to reach the best-know solutions that were found by
Lagrangian-based approaches. In fact, Lagrangian-based approaches use information found
from the Lagrangian relaxation (reduced costs and column pricing) to significantly reduce
the size of the problem solved. Reducing the size of the problem solved greatly reduces the
computation-time needed to find an optimal or near-optimal solution.
6.4.4 Unicost problems
The detailed results of GATS on the unicost problems are presented in Table 6.8. We
observe that GATS performs remarkably well on the USCP. In fact, GATS is able to find the
best-known solutions of 19 of the 22 test problems and improves the best-known solutions
for two of the test problems (CYC10 and STS135).
In Table 6.9, GATS is compared to three of the most popular metaheuristic approaches
for the USCP. These metaheuristics are Meta-RaPS, a metaheuristic that is based on elec-
tromagnetism (EM) [73] and a local search algorithm (LS-USCP) [72]. The best solutions
found by each algorithm and the average solution times are presented. All algorithms are
executed on similar hardware, and the obtained solution times are similar. The hit frequen-
cies are not included because none of the authors of the presented approaches have provided
detailed results. The solution values presented for GATS, EM and USCP are the best of ten
trials. Meta-RaPS does not provide sufficient information on the number of trials performed
nor the hit frequencies for the unicost problems, which makes it difficult to draw conclusions
Table 6.6 Detailed results for the railway scheduling problems
% deviation from BKS
Problems BKS min max avg SD HF Tavg(s) Generations Generations/s
RAIL507 174 2.3 3.45 3.1 0.7 0 65535.6 46107.6 6.4
RAIL516 182 1.1 2.2 1.7 0.57 0 45048.1 52439 7.28
RAIL582 211 3.32 4.27 4.08 0.7 0 51832.6 43955.4 6.1
RAIL2536 691 12.3 13.46 12.91 2.9 0 58978.3 1054.9 0.15
RAIL2586 948 9.92 10.97 10.46 2.49 0 44853.5 962.9 0.13
RAIL4284 1065 15.59 17.56 16.48 5.7 0 46619 628.5 0.09
RAIL4872 1534 14.02 15.91 15.29 9.58 0 41592.1 828.9 0.12
This table is similar in format to Table 6.2.
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Table 6.7 Comparison of GATS and GAGr on the railway scheduling problems
% deviation from BKS Tavg(s)
GATS GAGr GATS GAGr
Problems BKS min avg min avg
RAIL507 174 2.3 3.45 3.45 4.25 65535.6 59802.4
RAIL516 182 1.1 2.2 4.95 6.15 45048.1 65260.2
RAIL582 211 3.32 4.27 6.64 8.63 51832.6 64387.3
RAIL2536 691 12.3 13.46 18.67 18.99 58978.3 65679.2
RAIL2586 948 9.92 10.97 15.4 16.05 44853.5 60744.2
RAIL4284 1065 15.59 17.56 23.76 24.32 46619 70510.6
RAIL4872 1534 14.02 15.91 19.23 19.67 41592.1 65039
BKS is the best-known solution value before GATS and Tavg(s) is the average solution-time in seconds.
based on the quality of their results. In comparison to LS-USCP, which is to our knowledge
the best metaheuristic approach for the USCP, GATS finds equal solutions for 18 problems,
better solutions for two problems (CYC10 and STS135) and worse solutions for two problems
(CYC09 and CYC11). As a result, GATS is one of the best metaheuristic approaches for the
USCP.
6.5 Summary
We presented a new hybrid metaheuristic that is based on the genetic algorithm and tabu-
search (GATS) to solve the SCP. In addition to its effectiveness, an important characteristic
of GATS is its simplicity. GATS is simple to understand and implement and does not involve
sophisticated techniques for adjusting the tabu-list size. In fact, we use the simple mutation
and crossover operators of the GA to adaptively adjust the tabu-list size. GATS is also simple
to use because it does not require any significant adjustments of the parameters for specific
problems.
We demonstrated the effectiveness of GATS on four classes of set covering problems. In
our experiments, GATS outperformed all other metaheuristic approaches for the SCP on OR-
Library problems, which are the most popular set covering problems for testing metaheuristic
approaches. GATS also performed better than most metaheuristic approaches for the USCP
(except for LS-USCP, which finds similar results with averagely shorter solution times). In
addition, we tested GATS on real-world scheduling problems that have not been previously
solved with metaheuristic-only approaches. GATS performed well on the airline and bus
scheduling problems by finding the best know solution of thirteen of the sixteen test problems.
On the other hand, GATS was not able to match the performance of Lagrangian-based
approaches on the large-scale railway scheduling problems. We encourage future researcher
to consider the airline, bus and especially the railway scheduling problems to test modern
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Table 6.8 Detailed results for the unicost problems
% deviation from BKS
Problems BKS min max avg SD HF Tavg(s) Generations Generations/s
E1 5 0 0 0 0 1 0 2652710.2 368.4
E2 5 0 0 0 0 1 0 2650123.2 368.1
E3 5 0 0 0 0 1 0 2946560.2 409.2
E4 5 0 0 0 0 1 0 2741252 380.7
E5 5 0 0 0 0 1 0 2315623 321.6
CLR10 25 0 0 0 0 1 0 3932843.2 546.2
CLR11 23 0 0 0 0 1 0.4 3038169 422.0
CLR12 23 0 0 0 0 1 6.4 1504968.8 209.0
CLR13 23 0 0 0 0 1 309.8 996382 138.4
CYC06 60 0 0 0 0 1 0 4763774.8 661.6
CYC07 144 0 0 0 0 1 13.8 2787534.2 387.2
CYC08 342 0 2.92 0.91 3.84 0.5 676.3 906959 126.0
CYC09 774 2.84 5.94 4.86 9.11 0 930.4 338470 47.0
CYC10 1820 -0.11 1.76 1.36 10.02 0.1 2426.1 81174 11.3
CYC11 4088 2.05 2.69 2.4 7.42 0 4563 10711.2 1.5
STS9 5 0 0 0 0 1 0 607758667.6 84410.9
STS15 9 0 0 0 0 1 0 336336940 46713.5
STS27 18 0 0 0 0 1 0 179833191 24976.8
STS45 30 0 0 0 0 1 0 74288708.2 10317.9
STS81 61 0 0 0 0 1 0 25819803.8 3586.1
STS135 104 -0.96 -0.96 -0.96 0 1 7.89 12363867.8 1717.2
STS243 198 0 0 0 0 1 0 5282510.6 733.7
This table is similar in format to Table 6.2.
75
Table 6.9 Unicost problems
Best solutions Average solution-times













E1 5 5 5 5 0 0 0 1
E2 5 5 5 5 0 0 0 1
E3 5 5 5 5 0 0 0 1
E4 5 5 5 5 0 0 0.12 1
E5 5 5 5 5 0 0 0 1
CLR10 25 25 25 25 0 0.57 0 0
CLR11 23 23 23 23 0.4 15.53 3.03 0
CLR12 23 23 23 23 6.4 109.69 4.13 3.7
CLR13 23 23 23 23 309.8 3539.45 48.74 79
CYC06 60 60 60 60 0 0 0 0
CYC07 144 144 144 144 13.8 1.97 0 0
CYC08 342 344 344 342 676.3 303.4 38.91 11.1
CYC09 796 812 793 774 930.4 407.63 88.36 110.4
CYC10 1818 1915 1826 1820 2426.1 1892.06 80.56 488.9
CYC11 4172 4272 4140 4088 4563 12922.03 12656.75 1497.8
STS9 5 - - - 0 - - -
STS15 9 - - - 0 - - -
STS27 18 - - 18 0 - - 0
STS45 30 - - 30 0 - - 0.1
STS81 61 - - 61 0 - - 0
STS135 103 - - 104 7.89 - - 1.1
STS243 198 - - 198 0 - - 29.6
Meta-RaPS refers to [61], EM refers to [73] and LS-USCP refers to [72].
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metaheuristic approaches for the SCP.
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CHAPITRE 7
RECOUVREMENT PARTIEL AVEC BUDGET
Il arrive fre´quemment des cas ou` le budget permis dans le proble`me de positionnement
des trous de forages est limite´. Ceci n’implique pas que le budget doit eˆtre de´pense´ au total,
mais que le couˆt de la solution ne doit pas de´passer le budget permis. Pour tenir compte de
ces cas, une contrainte de budget a e´te´ ajoute´e au mode`le PMSCP. Le mode`le re´sultant est
appele´ BPMSCP (pour budgeted profit maximization set covering problem).
7.1 Le mode`le BPMSCP
La formulation du BPMSCP est identique a` celle du PMSCP, mais inclut en plus la
contrainte de budget. Cette formulation est pre´sente´e ci-dessous.
Soit
— Am×n une matrice binaire ou` aij = 1 si l’e´le´ment ei est couvert par le sous-ensemble sj,
et aij = 0 autrement.
— Bl×n une matrice binaire ou` bkj = 1 si le sous-ensemble sj appartient au groupe Gk, et
bkj = 0 autrement.
— X = {x1, x2, ..., xn} ou` xj = 1 si le sous-ensemble sj (ayant un couˆt cj > 0) est utilise´
dans la solution, et xj = 0 autrement.
— Y = {y1, y2, ..., ym} ou` yi = 1 si l’e´le´ment ei (ayant un gain gi > 0) est couvert dans la
solution, et yi = 0 autrement.
— GR = {gr1, gr2, ..., grl} ou` grk = 1 si au moins un des sous-ensembles du groupe Gk
(ayant un couˆt fk > 0) est utilise´ dans la solution, et grk = 0 autrement.
















aijxj, i = 1, ...,m (7.2)






fkgrk ≤ B (7.4)
xj, yi, grk ∈ {0, 1} (7.5)
Il est important de faire la distinction entre le PMSCP avec budget et le budgeted maxi-
mum coverage location problem (BMCLP) discute´ dans la revue de litte´rature. Le dernier
implique la maximisation du gain total des blocs couverts tout en respectant une contrainte
de budget. Un tel mode`le peut mener a` des solutions extreˆmes ou` le couˆt de forage investi
pour couvrir certains blocs est tre`s e´leve´ par rapport a` la valeur qu’apportent ces blocs au
forage de de´finition. Ce cas a e´te´ discute´ a` la section 2.2 ou` il a e´te´ montre´ que le mode`le
BMCLP n’est pas ade´quat pour le proble`me PTF. Comme dans le PMSCP, le PMSCP avec
budget (BPMSCP) permet d’e´viter les solutions extreˆmes. L’objectif n’est pas de maximiser
la somme des gains des blocs couverts, mais de maximiser le profit repre´sente´ par la somme
des gains des blocs couverts moins le couˆt des trous utilise´s et les frais de positionnement de
la foreuse.
Pour re´soudre le BPMSCP, nous avons adapte´ l’algorithme ITS pour prendre en compte
la contrainte de budget.
7.2 ITS avec budget
ITS avec budget ou BITS (pour budgeted-iterated-tabu-search) est une adaptation directe
de ITS ou` les ope´rateurs de perturbation et de recherche locale ont e´te´ adapte´s pour prendre
en compte la contrainte de budget.
Dans le nouvel ope´rateur de recherche taboue avec budget (BTS), les mouvements qui
re´sultent d’une solution dont le couˆt est supe´rieur au budget sont interdits. Le pseudo-code
de BTS est pre´sente´ a` l’algorithme 8 et 9 ou` δi est la variation de la fonction objectif qui
re´sulte de l’ajout ou du retrait d’un sous-ensemble si, ci est le couˆt d’un sous-ensemble si et
B est le budget. La seule diffe´rence entre BTS et TS est l’ajout de la ligne 7 au pseudo-code
de l’algorithme 9.
L’utilisation de BTS au lieu de TS dans ITS n’est pas suffisante pour assurer que la
contrainte de budget est respecte´e. En fait, le premier ope´rateur de perturbation de ITS peut




2: best ← X ;
3: stagnationCounter ← 0 ;
4: loop
5: m← find-next-move(X, objective-value(best)) ;






12: if (score(X) > score(best)) then
13: best ← X ;
14: stagnationCounter ← 0 ;
15: else if (stagnationCounter > nStag) then
16: return ;
17: end if
18: stagnationCounter ← stagnationCounter + 1 ;
19: end loop
Algorithm 9 find-next-move(X, bestScore)
1: score = objective-value(X)
2: δmax ← −∞
3: m← 0
4: for i = 1 : numberOfSets(X) do
5: if ( (isTabu(i) = False) or (score + δi > bestScore) ) then
6: if (δi > δmax) then
7: if ( (Xi = 1) or (cost(X) + ci ≤ B) ) then








sous-ensembles a` la solution d’une fac¸on ale´atoire. Par conse´quent, la solution re´sultante peut
avoir un couˆt supe´rieur au budget. Pour e´liminer cette possibilite´, l’ope´rateur de perturbation
a e´te´ remplace´ par un ope´rateur de perturbation unidirectionnel. Cet ope´rateur ite`re sur tous
les sous-ensembles de la solution et retire chaque sous-ensemble d’une fac¸on probabiliste, tel
que montre´ a` l’algorithme 10. L’utilisation de cet ope´rateur de perturbation et de l’ope´rateur
BTS est suffisante pour assurer que la contrainte de budget est respecte´e dans ITS.
Algorithm 10 BITS-Perturb(X)
for (i = 1 : numOfSets(X)) do
if ( flip-coin(p) = true ) then {p is the perturbation strength}
X ← remove-set(X, i)
end if
end for
Notons qu’il est aussi possible d’imple´menter la contrainte de budget en utilisant une
approche de pe´nalite´s ou` les solutions non-re´alisables sont pe´nalise´es dans la fonction objectif.
Nous avons choisi l’approche pre´sente´e dans ce chapitre parce qu’elle est simple et efficace.
En fait, des tests pre´liminaires ont montre´ que cette approche est tre`s efficace. De plus,
l’algorithme BITS a e´te´ teste´ sur des cas tests re´els pre´sente´s au chapitre 9.
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CHAPITRE 8
PRE´-CONDITIONNEMENT ET PARAME´TRISATION DU PROBLE`ME
PTF
8.1 Assignation des gains aux blocs
Tel que mentionne´ pre´ce´demment, pour re´soudre le proble`me PTF comme un PMSCP ou
un BPMSCP, un gain doit eˆtre attribue´ a` chaque bloc de mine´ralisation. D’ailleurs, l’objectif
a` optimiser est de´fini par les valeurs de ces gains. Dans la revue de litte´rature (section 2),
nous avons vu que Pan [76] propose une approche ge´ostatistique comple`te qui permet de
classifier les blocs de mine´ralisation dans le mode`le de blocs en leur assignant des valeurs qui
refle`tent leurs priorite´s par rapport au forage de de´finition. Ces valeurs de´pendent a` la fois
de la teneur en minerai des blocs et de l’incertitude sur cette teneur.
Nous proposons de re´utiliser l’approche de Pan et d’assigner un gain a` chaque bloc selon
la classe a` laquelle ce bloc appartient. Les blocs appartenant aux classes cibles importantes
pour le forage de de´finition auront des gains e´leve´s et ceux appartenant aux classes moins
importantes auront des gains moins e´leve´s. Ceci permet de comple´ter le travail de´bute´ par
Pan en ajoutant la capacite´ d’optimiser la position des trous en 3D offerte par notre approche.
Une approche plus simple permettant d’assigner les gains aux blocs est d’attribuer a`
chaque bloc un gain e´gal au couˆt qu’on est preˆt a` investir pour couvrir ce bloc. L’utilisation
de tels gains fait en sorte qu’un trou est conside´re´ comme candidat dans la solution si et
seulement si la somme des gains des blocs couverts par ce trou est supe´rieure au couˆt du trou
(le trou est profitable).
Il est aussi possible et parfois souhaitable de laisser au ge´ologue la liberte´ d’assigner ou
modifier les gains pour controˆler l’objectif a` optimiser. Ces gains offrent aux ge´ologues une
grande flexibilite´ en leur permettant de de´finir d’une fac¸on tre`s pre´cise l’objectif a` optimiser.
Pour qu’une telle approche soit efficace, un outil graphique permettant aux ge´ologues d’as-
signer des gains aux blocs d’une fac¸on facile et rapide est ne´cessaire. Une premie`re version
d’un tel outil a e´te´ de´veloppe´ par la compagnie Objectivity qui est partenaire dans ce projet.
L’outil permet aussi au ge´ologue de manipuler l’univers des trous en supprimant des trous
(par exemple les trous qui semblent irre´alisables), modifier les couˆts assigne´s aux trous, etc.
Plusieurs sce´narios d’utilisation du PMSCP dans le cadre du proble`me PTF sont discute´s
dans la section 8.2 qui suit. L’assignation des gains aux blocs permettant l’atteinte de l’objectif
de chaque sce´nario est discute´e.
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8.2 Sce´narios d’utilisation
Les mode`les d’optimisation de´veloppe´s dans cette the`se ont e´te´ conc¸us pour eˆtre flexibles
et adaptables a` plusieurs situations. En ajustant les gains attribue´s aux blocs, les couˆts fixes
attribue´s aux de´placements de la foreuse, les couˆts des trous, le rayon de couverture des
trous et le budget permis, les mode`les peuvent eˆtre utilise´s pour atteindre un grande varie´te´
d’objectifs possibles. Ceci permet l’utilisation d’un meˆme mode`le et algorithme d’optimisation
pour re´soudre plusieurs proble`mes.
Dans cette section, nous pre´sentons plusieurs sce´narios d’utilisation des mode`les d’opti-
misation pour atteindre diffe´rents objectifs. Ces sce´narios illustrent des exemples concrets
d’utilisation de nos mode`les pour re´pondre a` diffe´rents besoins qui arrivent dans la planifica-
tion des trous de forage. Ces sce´narios peuvent aussi eˆtre combine´s pour cre´er des nouveaux
sce´narios plus complexes.
Sce´nario 1 : Couvrir tous les blocs.
L’objectif est de couvrir tous les blocs a` un couˆt minimal. Le couˆt de positionnement de
la foreuse n’est pas important et le budget est illimite´.
Ce proble`me est clairement un proble`me de recouvrement d’ensembles classique (SCP)
mais peut aussi eˆtre mode´lise´ sous forme d’un PMSCP ou un BPMSCP.
Pour mode´liser le proble`me sous forme d’un PMSCP, il suffit d’utiliser des gains suf-
fisamment e´leve´s et des couˆts de positionnement de la foreuse nuls. Soit cmini le couˆt du
sous-ensemble le moins cher qui couvre un e´le´ment ei donne´ ; pour s’assurer que tous les
blocs seront couverts, le gain gi attribue´ a` chaque sous-ensemble ei doit eˆtre supe´rieur au
cmini associe´ a` cet e´le´ment. Une fac¸on plus simple d’attribuer les gains aux e´le´ments dans ce
cas est de calculer le couˆt du trou le plus cher dans l’univers des trous (cmax) et d’assigner
un gain supe´rieur a` cmax a` tous les blocs.
La meˆme approche peut eˆtre utilise´e pour mode´liser ce proble`me sous forme d’un BPM-
SCP, en utilisant un budget infini.
Meˆme si la solution optimale est la meˆme pour les trois mode´lisations, dans ce cas, il
est pre´fe´rable de mode´liser le proble`me sous forme d’un SCP puisque ce dernier est un cas
particulier des deux autres. Re´soudre le cas particulier est ge´ne´ralement plus facile parce que
l’espace de recherche est re´duit.
Sce´nario 2 : Couvrir tous les blocs et minimiser le repositionnement de la foreuse.
Dans certains cas, le nombre de positions possibles de la foreuse est tre`s e´leve´ et nous
voulons minimiser le nombre de positions utilise´es pour e´viter des situations ou` la foreuse
doit eˆtre repositionne´e tre`s souvent. L’objectif est de couvrir tous les blocs a` un couˆt minimal
tout en minimisant le repositionnement de la foreuse. Le budget est illimite´.
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Meˆme si tous les blocs doivent eˆtre couverts, le SCP n’est pas ade´quat pour mode´liser
cette situation parce que le SCP ne prend pas en compte les couˆts de repositionnement de
la foreuse. Le PMSCP est un meilleur candidat que le BPMSCP dans ce cas parce que le
budget est illimite´.
Pour s’assurer que tous les blocs seront couverts, les gains attribue´s aux e´le´ments (blocs)
doivent eˆtre suffisamment e´leve´s. Soit ei un e´le´ment donne´. Pour chaque sous-ensemble sj
qui couvre l’e´le´ment ei, soit Cj = cj + fj le couˆt du sous-ensemble sj additionne´ au couˆt du
groupe auquel sj appartient. Le gain attribue´ a` chaque e´le´ment ei doit eˆtre supe´rieur au plus
petit Cj de tous les sous-ensembles qui couvrent cet e´le´ment.
Sce´nario 3 : Couvrir un sous-ensemble de blocs
Seulement un sous-ensemble des blocs doivent eˆtre couverts. Le budget est illimite´ et le
couˆt de repositionnement de la foreuse n’est pas important.
Ce sce´nario peut eˆtre mode´lise´ sous forme d’un SCP ou d’un PMSCP. Pour utiliser le
SCP, il suffit d’e´liminer tous les blocs qui ne doivent pas eˆtre couverts du mode`le de blocs
et de garder seulement les blocs a` couvrir. Pour utiliser le PMSCP, il suffit d’assigner un
gain nul aux blocs qui ne doivent pas eˆtre couverts et un gain suffisamment e´leve´ aux blocs
a` couvrir tel que discute´ dans le sce´nario 1.
Sce´nario 4 : La zone interdite
Pour certaines raisons ge´ologiques, certains blocs ne doivent pas eˆtre couverts par des
trous.
Pour s’assurer que ces blocs ne soient pas couverts par des trous, il suffit d’utiliser le
PMSCP et d’attribuer des gains ne´gatifs tre`s bas aux blocs (gi = −∞ pour tout bloc ei
appartenant a` la zone interdite). Avec des tels gains, couvrir un des blocs appartenant a` la
zone interdite causera une grande chute du score de la solution et par conse´quent, ces blocs
seront e´vite´s.
Une autre fac¸on de s’assurer que les blocs de la zone interdite ne soient pas couverts par
des trous est d’e´liminer tous les trous qui couvrent ces blocs de l’univers des trous. Cette
deuxie`me me´thode est plus efficace parce qu’elle permet de re´duire la taille du proble`me.
Sce´nario 5 : Forage d’exploration
Avec un budget limite´, le but est de re´partir les trous de forage le plus uniforme´ment
possible dans le mode`le de blocs. Le budget ne permet de couvrir qu’une petite partie des
blocs.
Une approche ite´rative peut eˆtre utilise´e pour re´soudre ce sce´nario. Puisque le budget
est limite´, le BPMSCP est le mode`le a` utiliser dans ce cas. Premie`rement, comme dans le
sce´nario 1, des gains e´leve´s sont utilise´s pour mener l’algorithme d’optimisation a` couvrir le
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plus de blocs possible. Puisque le but est de re´partir les trous le plus uniforme´ment possible
dans le mode`le de bloc, le rayon de couverture n’est pas connu a` l’avance et est de´termine´
d’une fac¸on ite´rative. Pour commencer, un rayon est choisi et une solution initiale est trouve´e.
Trois re´sultats sont possibles :
1. La solution ne couvre pas tous les blocs parce que le budget est limite´. Dans ce cas, il
suffit d’augmenter le rayon de couverture des trous et re´soudre le proble`me a` nouveau.
En augmentant le rayon de couverture, la quantite´ de forage ne´cessaire pour couvrir
tous les blocs est moins e´leve´e et par conse´quent, le budget requis pour couvrir tous les
blocs est moins e´leve´.
2. La solution couvre tous les blocs mais le couˆt de la solution est significativement infe´-
rieur au budget. Ceci indique que la re´partition des trous peut eˆtre ame´liore´e. Dans ce
cas, il suffit de diminuer le rayon de couverture et de re´soudre a` nouveau.
3. La solution couvre tous les blocs (ou presque) et tout le budget (ou presque) a e´te´
de´pense´. Ceci indique que le rayon choisi est ade´quat et que les trous ont bien e´te´
re´partis (en supposant que l’algorithme d’optimisation a converge´ vers une solution
optimale ou quasi-optimale).
Ge´ne´ralement, il suffit de lancer des courtes exe´cutions de l’algorithme d’optimisation
jusqu’a` ce que un rayon ade´quat soit trouve´. Par la suite, en utilisant le rayon trouve´,
l’algorithme d’optimisation peut eˆtre lance´ plus longtemps pour ame´liorer la qualite´ de
la solution.
Sce´nario 6 : Forage de de´finition avec budget
Avec un budget limite´, le but est de couvrir les blocs les plus pertinents pour la planifi-
cation de l’exploitation minie`re. Les couˆts de de´placements de la foreuse doivent eˆtre pris en
compte.
Ce sce´nario repre´sente le cas le plus ge´ne´ral du forage de de´finition traite´ dans cette the`se,
le BPMSCP. Le gain attribue´ a` chaque bloc est proportionnel au couˆt qu’on est preˆt a` investir
pour couvrir ce bloc, le couˆt attribue´ a` un sous-ensemble est e´gal au couˆt du forage du trou
correspondant et le couˆt fixe attribue´ a` un groupe est e´gal au couˆt de positionnement de la
foreuse a` la position correspondante. Tel que mentionne´ pre´ce´demment, l’approche de Pan




Dans ce chapitre, nous pre´sentons quatre cas tests re´els provenant de l’industrie minie`re.
Nous comparons les solutions trouve´es par nos algorithmes d’optimisation aux solutions trou-
ve´es par les ge´ologues en industrie. Pour des raisons de confidentialite´, les noms des compa-
gnies minie`res qui ont aide´ a` la re´alisation de ces cas tests sont parfois omis.
9.1 Cas test 1
Dans ce premier cas test, le mode`le de blocs est forme´ de 514560 blocs ou` chaque bloc
a une dimension de 5 × 5 × 5 me`tres. Trois positions de la foreuse (points de collet) sont
permises, comme montre´ a` la figure 9.1. Le rayon de couverture des trous est de 100 me`tres
et le but est de couvrir tous les blocs.
Figure 9.1 Cas test 1 : Mode`le de blocs et positions permises de la foreuse
Solution des ge´ologues
Suite a` une discussion avec les ge´ologues qui travaillent sur ce cas test, ces derniers ont
sugge´re´ de tracer une grille re´gulie`re espace´e de 100×100 me`tres sur la surface avant du
mode`le de blocs et de forer les trous reliant les points de collet et les points de la grille.
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Pour chaque point de collet, les points de la grille conside´re´s sont les points qui se trouvent
a` proximite´ de ce point (les points de la grille qui sont plus proches de ce point de collet que
des autres deux points de collet). La longueur d’un trou est de´limite´e par les intersections
du trou avec le mode`le de blocs (un trou doit eˆtre suffisamment long pour couvrir au moins
un bloc, mais suffisamment court pour ne pas de´passer le mode`le de blocs et forer au-dela`
de la zone d’inte´reˆt). La solution sugge´re´e par les ge´ologues est montre´e a` la figure 9.2. La
longueur totale de forage est de 71375 me`tres et couvre 99.12% des blocs.
Figure 9.2 Cas test 1 : Solution sugge´re´e par les ge´ologues
Solution de l’optimiseur :
Ce proble`me a e´te´ mode´lise´ comme un SCP et re´solu a` l’aide de l’algorithme GATS
pre´sente´ au Chapitre 6.
Pour ge´ne´rer l’univers des trous, nous avons utilise´ une pre´cision en longueur de Lstep=10
me`tres (voir Algorithme 1), une pre´cision en dip de Dipstep=2 degre´s et une pre´cision en
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azimut de Azstep=10 degre´s. La pre´cision en azimut utilise´e est plus e´leve´e que la pre´cision
en dip parce que selon les ge´ologues, la rotation de la foreuse en azimut est beaucoup plus
couˆteuse que la rotation en dip. L’univers des trous ge´ne´re´s contient 78860 trous candidats
et est montre´ a` la figure 9.3.
Figure 9.3 Cas test 1 : Univers des trous candidats
A` cause de la grande taille du proble`me, l’algorithme GATS a e´te´ exe´cute´ pour 48 heures.
Ce temps est conside´re´ raisonnable dans l’industrie des trous de forage parce que la planifi-
cation des trous est une activite´ peu fre´quente et est ge´ne´ralement effectue´e une seule fois.
Une mise a` jour de la planification des trous peut arriver de temps en temps, mais le temps
qui se´pare deux planifications d’une meˆme campagne de forage est ge´ne´ralement en mois ou
anne´es. La solution trouve´e par GATS est montre´e a` la figure 9.4. Cette solution couvre tous
les blocs en utilisant une longueur totale de forage de 46090 me`tres, soit 35.4% moins de
forage que la solution sugge´re´e par les ge´ologues ; ce qui repre´sente une haute re´duction du
couˆt de forage.
9.2 Cas test 2
Dans le deuxie`me cas test, un mode`le de blocs de 492109 blocs est utilise´ ou` chaque bloc
a une dimension de 5× 5× 5 me`tres. Douze positions possibles de la foreuse sont disponibles
et les couˆts de repositionnement de la foreuse ne sont pas conside´re´s. Le rayon de couverture
des trous est de 100 me`tres et le but est de couvrir le plus de blocs possible tout en respectant
un budget limite´ a` 23590 me`tres. Ce proble`me est un proble`me re´el ou` les trous ont de´ja` e´te´
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Figure 9.4 Cas test 1 : Solution trouve´e par l’optimiseur
choisis et fore´s. Nous re´solvons le meˆme proble`me a` l’aide de notre approche d’optimisation
et comparons notre solution a` la solution existante.
Nous mode´lisons le proble`me sous forme d’un BPMSCP. Puisque le but est de couvrir le
plus de blocs possible, les gains attribue´s aux blocs sont e´gaux et sont choisis suffisamment
e´leve´s, tel que discute´ dans le sce´nario 1 de la section 8.2. Le couˆt attribue´ aux trous est
e´gal a` leur longueur parce que le budget est en me`tre, et le couˆt des groupes est e´gal a` ze´ro
parce que les frais de repositionnement de la foreuse ne sont pas pris en compte. L’algorithme
utilise´ est BGATS.
La solution existante et la solution trouve´e par BGATS sont pre´sente´es a` la figure 9.5.
Tel que montre´ dans la figure, la solution existante couvre 47.3% des blocs tandis que la solu-
tion trouve´e par notre approche couvre 74.7% des blocs ; ce qui repre´sente une ame´lioration
importante de la couverture (27.4% de blocs additionnels sont couverts).
9.3 Cas test 3
Le troisie`me cas test est similaire au premier ou` le but est de couvrir tous les blocs a` un
couˆt minimal et le budget est illimite´. Le nombre de blocs est 21713. Comme dans le premier
cas test, le proble`me est mode´lise´ sous forme d’un SCP et re´solu a` l’aide de GATS.
De meˆme que le cas test pre´ce´dent, ce cas test provient d’un proble`me re´el ou` les trous
ont de´ja` e´te´ fore´s. Pour e´valuer notre approche, nous utilisons les meˆmes blocs couverts par
la solution existante et tentons de trouver une solution qui couvre ces meˆmes blocs a` un couˆt
moins e´leve´.
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Figure 9.5 Cas test 2 : Comparaison des solutions
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La solution existante et la solution trouve´e par GATS sont pre´sente´es a` la figure 9.6.
La solution existante utilise 31343.9 me`tres de forage tandis que notre solution n’utilise que
23520.05 me`tres de forage ; ce qui repre´sente une re´duction de 25% des couˆts de forage.
Figure 9.6 Cas test 3 : Comparaison des solutions
9.4 Cas test 4
Ce cas test a e´te´ re´alise´ a` Royal Nickel Corporation (RNC) en Abitibi Mining Camp,
25 km au nord de Amos, Que´bec. L’e´tude a e´te´ mene´e par RNC et Objectivity (sans ma
participation) en utilisant les algorithmes de´veloppe´s dans cette the`se.
Les ge´ologues et inge´nieurs de RNC ont re´alise´ un plan initial qui spe´cifie les objectifs et
contraintes a` respecter. Les contraintes incluent : un minimum d’espacement entre les trous,
un nombre limite´ de positions ou` la foreuse peut eˆtre place´e, des contraintes sur les angles
d’inclinaison des trous et certaines zones interdites.
Pour assurer une e´valuation non biaise´e des solutions, la compagnie SRK Consulting
(Canada) Inc. a e´te´ engage´e pour e´valuer les solutions.
Les crite`res d’e´valuation sont le couˆt total de la solution, la longueur totale des trous, le
nombre de positions de la foreuse utilise´es et le rapport de couverture (le rapport du volume
total couvert sur la longueur totale des trous en m3/m).
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Pour e´valuer la performance de l’optimiseur, la solution propose´e par ce dernier a e´te´
compare´e a` une solution de´veloppe´e par les experts de RNC.
Les re´sultats sont pre´sente´s dans le tableau 9.1 et a` la figure 9.7.










Manuelle 64 64 9673 2975 -
Optimiseur 54 42 6421 4067 -455,280$
Les re´sultats montrent que la solution optimise´e ame´liore le rapport de couverture de
36% tout en utilisant 33% moins de forage et 34% moins de points de collet. La validite´ de
la solution optimise´e a e´te´ ve´rifie´e par les experts de RNC et SRK qui ont confirme´ que la
solution respecte toutes les contraintes.
Cette e´tude re´alise´e en industrie a montre´ que l’approche d’optimisation permet de re´aliser
des e´conomies majeures par rapport a` l’approche manuelle.
Un avantage important de notre approche souligne´ par l’e´tude RNC est la possibilite´
d’e´valuer plusieurs solutions de forage rapidement en variant les contraintes et les objectifs
(gains). Par exemple, pour e´valuer le be´ne´fice d’augmenter le budget de forage pour un cas
test donne´, il suffit de relancer l’algorithme avec un budget plus e´leve´ et comparer la solution
trouve´e a` la solution actuelle (trouve´e en utilisant un budget moins e´leve´). Par conse´quent,
notre approche est vue comme un outil d’aide a` la prise de de´cision tre`s utile pour e´valuer
diffe´rents plans d’investissement dans l’exploration minie`re.
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Dans cette the`se, nous avons propose´ une nouvelle approche pour re´soudre le proble`me de
positionnement des trous de forage dans les mines. La nouvelle approche utilise des mode`les
d’optimisation base´s sur le proble`me de recouvrement d’ensembles. Pour re´soudre les mode`les
propose´s, nous avons de´veloppe´ des algorithmes me´taheuristiques hybrides. La raison pour
laquelle nous avons choisi de de´velopper des algorithmes me´taheuristiques au lieu d’utiliser un
solveur de programmation mathe´matique comme CPLEX est la grande taille des proble`mes.
Tel que discute´ au chapitre 4, sans modifications majeures, CPLEX ne permet pas de re´soudre
les proble`mes de grande taille dans un temps raisonnable.
Dans la revue de litte´rature, nous avons identifie´ plusieurs limitations majeures des me´-
thodes existantes utilise´es pour re´soudre le proble`me PTF. Parmi ces limitations :
1. Le proble`me est fre´quemment traite´ en 2D au lieu de 3D.
2. Les algorithmes d’optimisation propose´s sont peu efficaces et ne trouvent ge´ne´ralement
pas la solution optimale du proble`me pose´.
3. Les couˆts de positionnement de la foreuse ne sont pas pris en compte.
4. La contrainte de budget n’est pas prise en compte.
5. Dans le cas 3D, les hypothe`ses sugge´re´es ne sont pas tout a` fait re´alistes et compro-
mettent l’optimalite´ des solutions. Parmi les hypothe`ses rencontre´es :
— Le nombre de trous est connu a` l’avance.
— La longueur des trous est suppose´e constante.
— Les trous sont suppose´s paralle`les.
— L’azimut des trous est connu a` l’avance.
En utilisant une approche base´e sur le recouvrement d’ensembles, la ge´ome´trie des trous
est de´finie a` l’avance dans l’e´tape de ge´ne´ration de l’univers des sous-ensembles. L’approche
de ge´ne´ration de l’univers des trous discute´e a` la section 3.1 permet de ge´ne´rer tous les
trous possibles dans l’espace 3D selon la pre´cision de la foreuse. Par la suite, l’algorithme
d’optimisation est utilise´ pour trouver une solution optimale ou quasi optimale. Par rapport
aux limitations des approches existantes discute´es ci-dessus, notre approche offre les avantages
suivants :
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1. Le proble`me est traite´ en 3D graˆce au fait que l’ensemble de tous les trous possibles est
ge´ne´re´ en 3D. Par conse´quent, toutes les directions des trous (selon la pre´cision de la
foreuse) sont prises en conside´ration. De plus, la longueur des trous est optimise´e parce
que le ge´ne´rateur des trous cre´e des trous de diffe´rentes longueurs pour une direction
donne´e.
2. Le nombre de trous n’est pas connu a` l’avance et est choisi par l’algorithme d’optimi-
sation.
3. Les couˆts de repositionnement de la foreuse sont pris en compte dans nos mode`les
PMSCP et BPMSCP.
4. La contrainte de budget est prise en compte dans notre mode`le BPMSCP.
5. Nous avons montre´ dans les chapitres 4 et 6 que les algorithmes d’optimisation propose´s
sont tre`s efficaces.
A` la section 8.2, nous avons discute´ plusieurs sce´narios d’utilisation de notre approche
permettant de re´pondre a` plusieurs besoins qui peuvent intervenir durant la planification
des trous de forage. Nous avons montre´ que notre approche peut eˆtre aise´ment adapte´e a`
plusieurs situations sans modifier le mode`le ou l’algorithme d’optimisation. L’adaptation est
re´alise´e en ajustant les gains assigne´s aux blocs et les trous inclus dans l’univers des trous,
qui repre´sentent des parame`tres du proble`me. Notons que les composantes de ge´ne´ration de
l’univers des trous et de l’assignation des gains aux blocs sont inde´pendantes l’une de l’autre
et du mode`le d’optimisation et peuvent eˆtre aborde´es d’une fac¸on inde´pendante. Bien que ces
composantes aient e´te´ aborde´es dans cette the`se, elles peuvent eˆtre traite´es d’une fac¸on plus
avance´e dans une the`se en ge´ostatistique. Par exemple, le ge´ne´rateur des trous pourrait eˆtre
ame´liore´ en y ajoutant la capacite´ de pre´voir la trajectoire des trous et de ge´ne´rer des trous
courbes. Par contre, il n’est actuellement pas possible de pre´voir la trajectoire des trous de
forage d’une fac¸on pre´cise.
En plus des tests re´alise´s sur les algorithmes aux chapitres 4 et 6, quatre cas tests re´els ont
e´te´ utilise´s pour comparer notre approche aux approches qui sont pre´sentement utilise´es dans
l’industrie minie`re (voir chapitre 9). Par rapport a` ces approches, notre approche a permis
de :
— re´duire les couˆts de forage de 35.4% dans le premier cas test,
— ame´liorer la couverture des blocs de 27.4% dans le deuxie`me cas test,
— re´duire les couˆts de forage de 25% dans le troisie`me cas test et,
— ame´liorer la couverture des blocs de 36% en utilisant 33% moins de forage et 34% moins
de points de collet dans le quatrie`me cas test.
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Les re´sultats obtenus montrent que les mode`les propose´s sont tre`s convenables pour mode´liser
le proble`me PTF et que les algorithmes d’optimisation de´veloppe´s sont tre`s efficaces pour
re´soudre ces mode`les. Par conse´quent, l’approche propose´e dans cette the`se est tre`s efficace
pour re´soudre le proble`me PTF dans l’exploration minie`re.
Outre les contributions apporte´es a` l’exploration minie`re, nous avons re´alise´ des contri-
butions importantes au SCP et au PSCP. Au chapitre 4, nous avons propose´ une nouvelle
variante du recouvrement partiel et un algorithme me´taheuristique tre`s efficace pour re´-
soudre cette variante. Nous avons aussi montre´ que l’utilisation d’un deuxie`me ope´rateur de
perturbation et d’un ope´rateur de recherche taboue dans la recherche locale ite´re´e permet
d’ame´liorer significativement la performance de cette me´taheuristique. Au chapitre 5, nous
avons propose´ une nouvelle formulation du SCP. Cette formulation facilite conside´rablement
la re´solution du SCP avec des algorithmes me´taheuristiques en e´liminant les difficulte´s lie´es
a` la faisabilite´ des solutions et a` la redondance des sous-ensembles. Finalement, au chapitre
6, nous avons de´veloppe´ un algorithme me´taheuristique tre`s efficace pour re´soudre le SCP
dont les performances sont meilleures que la majorite´ des algorithmes me´taheuristiques exis-
tants. Cet algorithme a permis d’ame´liorer les meilleures solutions connues pour plusieurs
proble`mes populaires dans la litte´rature.
Bien que l’hypothe`se de couverture binaire que nous avons pose´e a` la Section 1.6 a e´te´
justifie´e, il est possible de mieux exploiter l’aspect ge´ome´trique du proble`me PTF. En fait,
dans nos mode`les, nous avons conside´re´ qu’un bloc est couvert par un trou si et seulement si
ce bloc se trouve a` une distance r ≤ Rmax de ce trou (ou` Rmax est un parame`tre). En pratique,
si un bloc est entoure´ par deux (ou plus) trous qui se trouvent a` une distance le´ge`rement
supe´rieure a` Rmax de ce bloc, ce dernier peut-eˆtre conside´re´ couvert. De plus, un bloc est
mieux couvert par des trous qui se trouvent proche de coˆte´s oppose´s (ge´ome´triquement) de
ce bloc que par des trous qui se trouvent du meˆme coˆte´ de ce bloc. Cet aspect ge´ome´trique




Dans cette the`se, nous avons de´veloppe´ une nouvelle approche pour re´soudre le proble`me
de positionnement des trous de forage dans les mines. La nouvelle approche est base´e sur
les proble`mes de recouvrement et recouvrement partiel d’ensembles. Nous avons montre´ que
notre approche permet d’e´liminer la majorite´ des limitations des me´thodes existantes et de
trouver des solutions de meilleures qualite´s (une re´duction des couˆts de 25 a` 35.4% a e´te´
obtenue dans nos expe´riences). Nous avons aussi montre´ que notre approche est flexible et
adaptable a` une varie´te´ de situations qui peuvent avoir lieu durant l’exploration mine´rale.
Par conse´quent, en re´ponse a` la question de recherche, nous pouvons conclure qu’il est
possible et be´ne´fique de re´soudre le proble`me de positionnement des trous de forage sous
forme d’une variante du proble`me de recouvrement d’ensembles.
En plus des contributions apporte´es a` l’exploration minie`re, nous avons re´alise´ des contri-
butions importantes au SCP (et ses variantes). Puisque le SCP est un proble`me tre`s populaire
qui a e´te´ utilise´ pour mode´liser un grand nombre d’applications industrielles, ces contributions
sont pertinentes.
Nos futurs travaux porteront sur la paralle´lisation des algorithmes de´veloppe´s pour re´duire
leur temps d’exe´cution et augmenter leur efficacite´. La paralle´lisation de me´taheuristiques est
un domaine relativement nouveau et prometteur.
Une autre voie de recherche que nous conside´rons est l’utilisation de la Relaxation Lagran-
gienne dans nos algorithmes me´taheuristiques. L’utilisation de la Relaxation Lagrangienne
permet de re´duire la taille de l’espace de recherche et par conse´quent, acce´le`re la convergence
vers la solution optimale.
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