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ABSTRACT
Implementation and Application of the Curds and Whey
Algorithm to Regression Problems
by
John C. Kidd, Master of Science
Utah State University, 2014
Major Professor: Dr. Richard Cutler
Department: Mathematics and Statistics
A common multivariate statistical problem is the prediction of two or
more response variables using two or more predictor variables. The simplest
model for this situation is the multivariate linear regression model. The
standard least squares estimation for this model involves regressing each
response variable separately on all the predictor variables. Breiman and
Friedman found a way to take advantage of correlations among the response
variables to increase the predictive accuracy for each of the response variables
with an algorithm they called Curds and Whey. In this report, I describe
an implementation of the Curds and Whey algorithm in the R language
and environment for statistical computing, apply the algorithm to some
simulated and real data sets, and discuss the R package I developed for
Curds and Whey.
(62 pages)
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PUBLIC ABSTRACT
Implementation and Application of the Curds and Whey
Algorithm to Regression Problems
John C. Kidd
A common statistical problem is trying to predict two or more variables
using a set of predictor variables. The simplest model for this situation is
called multivariate linear regression. This method uses each set of predictor
variables to predict each of the response variables separately. This approach
seems counter-intuitive as any possible relationship between the variables
being predicted is ignored.
Breiman and Friedman found a way to take advantage of relationships
among the response variables to increase the accuracy of the predictions
for each of the predicted variables with an algorithm they called Curds and
Whey. It uses other statistical techniques to extract additional information
from the variables being predicted to improve predictions on those same
variables.
In this report, I describe an implementation of the Curds and Whey algo-
rithm in a statistical software package called R, apply the algorithm to some
simulated and real data sets, and discuss the R software package I developed
for the Curds and Whey algorithm.
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11. Literature Review
Multiple Linear Regression has been a common statistical tool for a very long
time. Karl Pearson (1914) wrote that the idea was introduced by his teacher,
Sir Francis Galton. In his work with genetics and biostatistics, Galton is
believed to have discovered the regression slope. From this original work, he
generalized his work and introduced the concept of multiple regression.
The first believed instance of trying to describe the relationship between
a set of multiple responses and multiple predictors was introduced by Harold
Hotelling (1936). In a method he termed Canonical Correlation, he tried to
find linear combinations of response and predictor variables such that the
correlation between these was maximized.
The first real attempt to focus on multiple responses (thus, multivariate
settings) in regards to performing actual tests was done by T.W. Anderson
(1984) in An Introduction to Multivariate Analysis.
Though multivariate methods and data sets were becoming more com-
mon, no true application into multiple regression was found. Most people
simply continued to treat multiple responses as separate responses, and then
performed multiple regression upon each of them separately.
Breiman and Friedman (1997) attempted something very new with their
Curds and Whey algorithm. In this algorithm, they combined the idea of
canonical correlation with multiple regression in such a way as to create a
truly multivariate form of multiple regression, such that information from
each response variable would be included in the prediction of each individual
response variable. In order to improve accuracy and the stability of this
model, they also included an element of shrinkage.
2One of the main shrinkage methods, developed by Hoerl and Kennard
(1970), is called Ridge Regression. The idea in ridge regression (and all
shrinkage applications) is to “shrink” the coefficients used in the regression
model. In the model, this helps stabilize the predictions so that they will not
change due to small variations, as well as limit the impact of highly correlated
predictor variables. Curds and Whey desired to use this same concept to
improve the predictive accuracy of the Curds and Whey algorithm.
More modern examples and work involving shrinkage include a procedure
developed by Tibshirani (1996), called Lasso Regression, takes the same
principle as ridge regression, but allows for different approaches to shrink-
age such that instead of coefficients simply being minimized, they can be
completely forced to zero, thus eliminating them from the model entirely.
This allows for simple models, as well as increased accuracy and more stable
models.
The current literature on Curds and Whey is quite small, but the concept
is being considered and applied to further problems. D’Ambra and Lombardo
(1999) extended Curds and Whey to additive spline functions, which is a
first step towards developing a Curds and Whey algorithm to handle non-
linear problems. Xu et al. (2004) developed a modified partial least squares
algorithm that uses the same transfer to canonical coordinates and shrinkage
estimates as Curds and Whey.
Curds and Whey has even been applied to some fields not directly re-
lated to statistics. Liu et al. (2010) developed a non-negative Curds and
Whey algorithm for sparse, non-negative representations of computer im-
ages. Overall, we can see from these examples that there is research to be
3done using Curds and Whey, and more knowledge of its statistical aility as
well as easier implementation will aid in that pursuit.
42. Curds and Whey Algorithm
2.1. Introduction and Background.
2.1.1. The Multiple Regression Model. One of the most widely used sta-
tistical methods is multiple linear regression, in which a numerical response
is modeled as a linear combination of values on two or more numerical pre-
dictor or explanatory variables. Examples include predicting oxygen uptake
using fitness and anthropometric measurements on the subjects, insurance
profits using industry and economic variables, human mortality rates us-
ing measurements of socioeconomic status and air pollution, and species
abundances using ecological and climate measurements. The multiple linear
regression model may be written as:
(1) Yi = β0 + β1xi1 + β2xi2 + · · ·+ βpxip + εi for i = 1, 2, . . . , n
where Yi is the value of the response variable for the i
th observation,
xi1, xi2, . . . , xip are the values of the explanatory variables for the i
th ob-
servation, εi is a random error, and β0, β1, . . . , βp are unknown parameters
that must be estimated. Usually it is assumed that the εi are statistically
independent, with common mean 0 and variance σ2, and are approximately
normal in distribution. This model in matrix form may be written as:
(2) Y = Xβ + ε
where
5(3) Y =

Y1
Y2
...
Yn

X =

1 x11 x12 · · · x1p
1 x21 x22 · · · x2p
...
...
...
...
1 xn1 xn2 · · · xnp

β =

β0
β1
...
βp

ε =

ε1
ε2
...
εn

.
2.1.2. Least Squares Estimation and Prediction. Given a set of param-
eter estimates, βˆ = (βˆ0, βˆ1, . . . βˆp)
T , one can compute fitted or predicted
values, Yˆi, by substitution into equation (1) and setting the random error
term equal to zero. That is,
Yˆi = βˆ0 + βˆ1xi1 + βˆ2xi2 + · · ·+ βˆpxip for i = 1, 2, . . . , n.
In matrix form, Yˆ = Xβˆ.
To estimate β, we may minimize the sum of squared deviations between
the observed response variable value, Yi, and the predicted values, Yˆi. That
is, we minimize RSS(β) =
n∑
i=1
(Yi− Yˆi)2 = (Y−Xβ)T (Y−Xβ) with respect
6to β. Assuming the columns of the matrix X, the predictor variables, are
linearly independent, the least squares estimator of β has the elegant form
βˆOLS = (X
TX)−1XTY.(4)
2.1.3. Shrinkage Estimation. For the multiple linear regression model
when the predictor variables are correlated, a different estimation procedure
called ridge regression, developed by Hoerl and Kennard (1970), yields more
stable parameter estimates (the βˆj ’s) and smaller prediction error. Following
the notation of equation (3), the ridge regression estimate of β may be
written
βˆ
(τ)
= (XTX+ τI)−1XTY(5)
where I is the identity matrix with 1’s down the diagonal and 0’s in all the
off-diagonal entries, and τ is a shrinkage parameter. Typically, τ is estimated
by minimizing prediction error or by graphical means. Ridge regression is a
shrinkage estimation procedure in the sense that as τ increases, the βˆ
(τ)
j ’s
decrease in magnitude, sometimes changing sign in the process. As τ gets
very large, all the βˆ
(τ)
j ’s will tend to zero.
Other forms of shrinkage have also been shown to provide more stable
parameter estimates as well as smaller prediction errors (see James and
Stein, 1961; Stone, 1974; Copas, 1983; Massy, 1965; Wold, 1975).
2.1.4. Canonical Correlation. Canonical Correlation analysis is a method
for characterizing the linear associations among two sets of numerical vari-
ables. Let X be an n×p matrix with the columns being the measured values
of one set of variables, and Y be an n × q matrix with the columns being
the values on the other set of variables, and assume that q ≤ p.
7Let V1 and W1 be vectors such that XV1 and YW1 maximize the correla-
tion among all linear combinations of variables in X and Y. This maximal
correlation, c1, is the first canonical correlation.
Next, V2 andW2 are found so thatXV2 andYW2 maximize the correlation
among linear combinations of variables in X and Y, subject to the constraint
that V2 ⊥ V1 and W2 ⊥ W1 (where ⊥ indicates they are orthogonal). The
correlation, c2, is the second canonical correlation. The process is continued,
yielding q canonical correlations and vectors V1, V2, ...Vq, and W1,W2, ...,Wq.
The vectors W1,W2, ...,Wq may be stacked together to create a matrix T
that may be used to transform the variables in Y into canonical coordinates,
the coordinate system that yields the canonical correlations.
2.1.5. The Multivariate Linear Regression Model. The multivariate lin-
ear regression model extends the multiple linear regression model to pre-
dicting two or more response variables using the same suite of predictor
variables. We may write the model as:
Y = XB +E,(6)
where Y is an n× q matrix, the columns of which are q response variables.
In this model X is an n× (p+ 1) matrix comprising, as columns, p predictor
variables and a column of 1’s for the intercept term. E is an n× q matrix of
residual or random error terms, and B is a p + 1 × q matrix of coefficients
to be estimated. The kth column of B is the vector of coefficients for the
predictor variables for the kth response variable.
The least squares estimate of B may be expressed as:
8(7) Bˆ =
[
βˆ1, βˆ2, . . . , βˆq
]
= (XTX)−1XTY =[
(XTX)−1XTY1, (XTX)−1XTY2, . . . , (XTX)−1XTYq,
]
Thus, the βˆj ’s corresponding to the k
th response variable use only infor-
mation from the kth response variable. In situations in which the response
variables are highly correlated this result seems counter intuitive, and it is
this observation which motivated Breiman and Friedman (1997) to develop
an alternative approach. Their Curds and Whey algorithm employs elements
of canonical correlation and shrinkage estimation to use the relationships
among the response variables to enhance the accuracy of predictions for
each of the response variables.
2.2. The Curds and Whey Procedure. The general idea behind the Curds
and Whey algorithm is to take the least squares regressions, and then to
modify the predicted values from those regressions by shrinking them using
the canonical correlations between the response variables and the predictor
variables. Thus, the equation can be thought of as:
(8) Y˜ = MYˆ
where M is the matrix estimated such that M = T−1DT with T being a
q × q matrix, where q is the number of response variables one is trying to
predict, whose rows are the canonical correlation coefficients of the response
variables (2.1.4), andD is a diagonal matrix where each entry dk is a function
of the canonical correlations and the ratio of predictors to the size of the
9data set (2.2.2). In order to search for the best M, Breiman and Friedman
(1997) suggest two formulas, one that is very simple, and one that produces
a general cross-validation estimate for the shrinkage factors.
2.2.1. Standardizing Data. When dealing with multivariate data, often
variables are measured on different scales. For many procedures, this can
lead to one or more predictor variables having a much larger influence on
the response than others simply because of its scale. This can make inter-
pretation difficult, as well as cause extreme observations to influence results.
Standardizing eliminates scale effects.
Also, due to the shrinkage nature of Curds and Whey (the predicted
response values are what the shrinkage is applied to), standardizing the re-
sponse variables causes the shrinkage to shrink our predicted values towards
their mean, rather than 0.
For Curds and Whey, we standardize the response and predictor variables
by subtracting the mean value and dividing by the standard deviation.
2.2.2. Finding D. There are two ways to estimate the optimal shrinking
matrix, D. In the simplest case given r = p/N , with N being equal to the
total number of observations, define the dk’s as:
(9) dk =
c2k
c2k + r(1− c2k)
, i = 1, 2, ..., q
with c2k being the i
th canonical correlation.
This gives improved predictions compared to ordinary least squares, but it
does not provide enough shrinkage to be optimal as the correlations are over-
10
estimated, causing the shrinkage to be underestimated. A second approach,
based upon generalized cross-validation sets the dk’s as follows:
(10) dk =
(1− r)(c2k − r)
(1− r)2c2k + r2(1− c2k)
, i = 1, 2, ..., q
In some instances, this will result in a dk that is less than 0. In this case,
the dk’s are set to 0.
11
3. The Procedure
The Curds and Whey algorithm follows these steps:
1. Standardize response and predictor variables to have mean 0 and vari-
ance 1.
2. Transform Y to the observed canonical coordinate system, Y* = TY.
3. Perform a separate ordinary least squares regression of each of the
Yk*’s on all the predictor variables X, obtaining a new variable, say
Yˆk*.
4. Separately scale (shrink) each of the Yˆk*’s by the corresponding dk
(10). Or, it can be thought of as Yˆ*. This gives a new set, called Y˜*.
5. Transform back to the original Y coordinate system, Y˜ = T−1 Y˜*.
It should be noted that due to the use of canonical correlation, one faces
the constraint that q ≤ p. Thus, if one does find a situation where q > p,
then one must use a subset of the response variables.
3.0.3. Extracting Coefficients. The main purpose of the Curds and Whey
algorithm is to improve prediction. Breiman and Friedman (1997) suggest,
however, that one can regress the predictor variables to obtain coefficient
vectors β˜k that may be used to facilitate interpretation of the Curds and
Whey fit to the data.
3.0.4. Measuring Improvement. In order to assess the improvement over
ordinary least squares regression achieved by Curds and Whey, 10-fold cross
validation can be used to find the mean squared error using both methods.
An easy way to compare the methods is to look at the percentage improve-
12
ment that is seen with Curds and Whey.
3.1. Simulated Examples. For each of the simulated examples, we fol-
lowed the same basic procedures to generate the data. we randomly gener-
ated means between −10 and 10 for each of the predictor variables. Next, we
used the mvrnorm function from the MASS package developed by Venables
and Ripley (2002) to generate 100 independent realizations of each of the
predictor variables (with the realizations having a mean equal to what we
generated earlier). In other words, using a sample size of 100 observations.
We then generated coefficients for each predictor variable. The realizations
and the coefficients were used to generate response variables, with no noise.
At this point, the responses are all independent. To implement some cor-
relation between the response variables, we randomly generated error terms
(again using mvrnorm) with a mean of 0, and the first-order autoregressive
correlation structure,
R =

1 ρ ρ2 . . . ρq−1
ρ 1 ρ . . . ρq−2
ρ2 ρ 1 . . . ρq−3
. . .
ρq−1 ρq−2 ρq−3 . . . 1

where ρ is some chosen correlation level. This structure allowed for correla-
tion to exist within the response variables, but there was strong correlation
only between a variable and a few of its “neighbors,” or the responses gen-
erated near it in the matrix.
For each set of predictor and response variables, these error terms were
13
added to the response variables. This additional error, sometimes known as
noise, is generally just error in our tests. By using the procedure we used
to generate these errors, then we can conclude that the errors are directly
related to the responses. In this sense, the errors contain information about
the responses that is not available through the predictors.
To increase this amount of information, different multiples of this error
matrix were added to the responses, generating multiple response matrices.
Each of these responses is then used in the Curds and Whey algorithm, and
the mean squared error for each response variable measured.
I repeated this process 100 times, generating new data for each repetition
to get an average for each response variable’s mean squared error with each
multiple of the error terms, and then repeated this process 10 times changing
the value of ρ from 0.95 to 0.50.
To see how Curds and Whey performs with different data sets, I set up
two different simulations. In the first, every predictor variable was used to
generate the response variables. In the second, a random sample of the pre-
dictor variables was selected to determine which were associated with the
response variables, and which were not.
3.1.1. All Variables Relevant. With each predictor variable being asso-
ciated with the response (each predictor variable being used to generate the
response), I ran through several different values for p and q to see what in
what situations we see the greatest improvement improvement from Curds
and Whey. I used
p 10 10 25 50 50
q 5 10 10 25 50
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The main goal here is to see how Curds and Whey performs with small
up to larger data sets, and also to see how it does with different balances of
predictor and response variables.
Figure 1. Proportion improvement with q = 5 and p = 10 across all used
correlation factors
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In Figure 1, we can see a general improvement over ordinary least squares
as the multiples of the error terms is increased. This translates to the concept
that as the information contained by the response variables, we are able to
get better predictions with Curds and Whey. This holds steady across all
correlations, but we see that generally the higher the correlation, the greater
the improvement. There do seem to be some anomalies mixed in, but there
15
do not seem to be large enough differences among improvements to indicate a
different level of improvement at lower correlations. Also, this could happen
due to the nature of how we generate the error terms (that the base error
terms are reused for each multiple).
Figure 2. Proportion improvement with q = 5 and p = 10 across all
correlation factors
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Looking closer at the higher multiples of the error (Figure 2), we see a
general spread, but still it appears that the higher correlations generally
appear to see greater improvement.
Figure 3 shows the averages of the remaining combinations of q and p.
These each graph is individually printed in the appendix. Some interesting
16
Figure 3. Proportion improvement across remaining levels
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trends emerge. Firstly, looking at the scales on the y-axis, it appears that
the more predictor variables included in the model, the more improvement
we see over ordinary least squares. Due to the measurement of error we
have used (mean squared error from 10-fold cross validation), this may be
indicative that Curds and Whey is less likely to over fit the data, and thus
gives us a better fit.
Secondly, with more response variables, we typically see a lower level of
improvement over ordinary least squares compared to when there are fewer
responses. In Table 1, we see the maximum improvement seen on each level.
Third, with a higher number of predictors (and especially response vari-
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Table 1
Maximum improvement values from simulations
q p Max Improvement
5 10 0.091
10 10 0.081
10 25 0.191
25 50 0.385
50 50 0.276
ables), even though Curds and Whey achieves a much higher level of im-
provement, there must be enough noise (the error term multiple in the sim-
ulations) for the improvement to be visible. If fact, for low levels of the
additional signal or noise (low multiples of the added errors), Curds and
Whey performs worse. The higher correlations do require less additional
noise, but in both cases there must be some sort of extra information not
contained within the predictor variables.
This last point seems very logical. As Curds and Whey is aimed at ex-
tracting extra information from the response variables, we will not see any
improvement if all the information is contained in the predictor variables.
Thus, there must be something not yet accounted for in the predictor vari-
ables that can be extracted from the different response variables to see im-
provement over ordinary least squares regression.
3.1.2. Some Irrelevant Variables. I ran another simulation where each
predictor had an 80% chance of being used to generate the response vari-
ables. In other words, each predictor variable had a 20% chance of not being
associated with the response variables, and thus it’s associated coefficient is
0.
Doing this, we can look at the same levels used before to see how well
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Curds and Whey does with irrelevant variables.
Figure 4. Proportion improvement with q = 5 and p = 10 with irrelevant
variables
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In Figure 4, we see almost the exact same situation that we viewed with
all of the variables. We still see a general trend of improvement over ordinary
least squares regression as the amount of error multiplier is increased.
Looking closer at the higher multiples (Figure 5), we see the improvement
increase, and it still appears the higher correlations result in more improve-
ment, but the improvements are too close to determine any specific pattern.
This, again, could be due to the fact that the same base error model is used
for each of the added error multiples.
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Figure 5. Proportion improvement with q = 5 and p = 10 with irrelevant
variables
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We look at the spread at the other values of p and q in Figure 6. These
graphs are printed individually in the appendix as well. Again, the graphs
seem extremely similar to those generated with all of the variables contribut-
ing to the response.
Table 2
Max improvement values compared
q p Some Zeros All Variables
5 10 0.096 0.091
10 10 0.084 0.081
10 25 0.205 0.191
25 50 0.389 0.385
50 50 0.289 0.276
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Figure 6. Proportion improvement across remaining levels with irrelevant
variables
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Looking at the highest improvement that is seen for cases with irrelevant
variables, and no irrelevant variables (Table 2), there is next to no difference
between the two, except that there appears to be a little less improvement
when there are some unnecessary variables in the model. We would expect
models to potentially be thrown off by unnecessary variables, but we still
see some remarkable improvement.
We believe that the shrinkage effects of Curds and Whey will cause some
variables’ coefficients in the model to be forced to zero, thus allowing for the
model to eliminate unnecessary variables.
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3.2. Real Data Examples.
3.2.1. Chemometrics. An example given by Breiman and Friedman (1997)
deals with chemometrics. In this data set, taken from Skagerberg, MacGre-
gor and Kiparissides (1992), there are 56 observations (N = 56), each with
22 predictor variables (p = 22), and 6 responses (q = 6). The data were
taken from a simulation of a low density tubular polyethylene reactor. The
predictor variables are all temperatures measured at equal distances along
the reactor together with the wall temperature of the reactor and feed rate.
The responses are:
• y1: number-average molecular weight
• y2: weight-average molecular weight
• y3: frequency of long chain branching
• y4: frequency of short chain branching
• y5: content of vinyl groups
• y6: content of vinylidene groups
A log transformation was applied to all six response variables to correct
for right-skewness. The average absolute correlation of response variables is
.48. The correlations for the responses are as follows in Table 3.
Table 3
Correlation between chemometrics responses
lr1 lr2 lr3 lr4 lr5 lr6
lr1 1.0000 0.9567 0.0651 0.2543 0.2551 0.2592
lr2 0.9567 1.0000 -0.1284 0.2825 0.2656 0.2756
lr3 0.0651 -0.1284 1.0000 -0.4997 -0.4840 -0.4787
lr4 0.2543 0.2825 -0.4997 1.0000 0.9744 0.9782
lr5 0.2551 0.2656 -0.4840 0.9744 1.0000 0.9760
lr6 0.2592 0.2756 -0.4787 0.9782 0.9760 1.0000
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Note that response 1 appears to be very highly correlated with response
2, but barely correlated with the other responses. Responses 4, 5, and 6 are
very highly correlated with each other. Thus, the response variables fall into
three groups.
Figure 7. Percentage improvement of chemometrics responses
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Figure 7 shows the percent improvement (of 10-fold cross validation mean
squared error) achieved over ordinary least squares regression. To improve
the accuracy of the reported error, the MSE was calculated using 200 dif-
ferent samples of the 10 fold cross-validation, and averaged over all of the
repetitions.
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Looking at the graph, we notice that response 1 (lr1) appears to not
benefit from Curds and Whey with an improvement of essentially zero. We do
see much higher improvements with responses 2, 5, and 6, with improvements
of 37.72%, 44.03%, 39.93%, respectively, and an average improvement of
27.94%.
3.2.2. Teen Crime Data. This data set deals with violent crimes com-
mitted by teens in all 50 states and Washington D.C. The data was collected
between the years of 1985 and 1993. It contains many possible predictor and
response variables, which are as follows.
• x1: Percentage of Seniors that graduate from High School.
• x2: Standardized transformation of Scoring Method used in Survey.
• x3: Number of 1- to 14-year-olds in 1985.
• x4: Number of 1- to 14-year-olds that died in 1985.
• x5, x6: x3 and x4 repeated but for 1991.
• x7, x8: Percentage of Kids living in Poverty in 1985, 1991, respectively.
• x9 to x19: Percentage of Kids living in Single Parent Families from
1983 through 1993, respectively.
• x20 to x25: The Median income in 1987 through 1992, respectively.
• y1 to y8: Juvenile Violent Crimes per 100,000 people in 1985 to 1992.
A lot of research has been done on this data, and in a lot of circumstances,
the Juvenile Violent Crime rates have been the natural response variables.
With this data, I go through the data twice, once with all of the predictor
variables to view the change in predictive accuracy, and then once with a
more specialized set of predictors.
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First, I ran the Curds and Whey procedure trying to predict the Juvenile
Crime Rate using all of the other variables available.
Figure 8. Percentage improvement teen crime data
JVCAR85 JVCAR86 JVCAR87 JVCAR88 JVCAR89 JVCAR90 JVCAR91 JVCAR92
Graph of MSE Percent Improvement
Response
Pe
rc
e
n
t I
m
pr
ov
e
m
e
n
t
0
10
20
30
40
Av
e
Figure 8 shows there is improvement in every category, and some sub-
stantial improvement on some years. It should be noted that 1990 and 1991
saw the least improvement. Yet, we still see what may be considered as a
remarkable improvement on average.
The second set to be tested includes only the predictors involving the
percentage of single parent households and median income.
Figure 9 shows the results of percentage of improvement for this smaller
set. Again, 1990 and 1991 see less improvement than the other years. Fo-
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Figure 9. Teen crime data with single parent and median income
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cusing on 1991, we actually see a decrease in accuracy of 1.53%. In this
case, there may be some information contained within the other predictor
variables that allows for more information to be extracted from the response
variables.
Table 4 shows the correlations between 1990-1991, and the other years.
Though these seem very high, when compared to the correlations between
other years (Table 5), we see that these correlations are generally lower than
other years, showing again that we may not be able to pull out as much
information for these years as we do for other years.
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Table 4
Correlation between 1990-1991, and other years
JVCAR90 JVCAR91
JVCAR85 0.9049542 0.9126092
JVCAR86 0.9506291 0.9490129
JVCAR87 0.9390007 0.9284937
JVCAR88 0.9472979 0.9355166
JVCAR89 0.9425560 0.9390979
JVCAR90 1.0000000 0.9762858
JVCAR91 0.9762858 1.0000000
JVCAR92 0.9426121 0.9680579
Table 5
Correlation between 1990-1991, and other years
JVCAR85 JVCAR86 JVCAR87 JVCAR88 JVCAR89 JVCAR92
JVCAR85 1.0000 0.9656 0.9511 0.9108 0.8981 0.9102
JVCAR86 0.9656 1.0000 0.9763 0.9413 0.9417 0.9366
JVCAR87 0.9511 0.9763 1.0000 0.9572 0.9524 0.9341
JVCAR88 0.9108 0.9413 0.9572 1.0000 0.9581 0.9499
JVCAR89 0.8981 0.9417 0.9524 0.9581 1.0000 0.9438
JVCAR92 0.9102 0.9366 0.9341 0.9499 0.9438 1.0000
In the end, though, we see an average improvement of 11.04%. This is
a sizable difference and improvement of this magnitude is always desirable.
We would then be confident in saying that Curds and Whey has given better
predictions in the end.
Notice that data from 1990 and 1991 are more highly correlated with each
other than any other years. This may help explain why we fail to see much
improvement. It may be that these two years are highly correlated with each
other, but not the other years, so we are unable to extract much additional
information to improve the predictive accuracy.
In the end, the focus largely is on how the average improvement was
fairly substantial (over 10%), and conclude that overall, Curds and Whey
did provide a good increase in prediction accuracy.
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3.2.3. Paper Data. The next two data sets were used by Aldrin (1996).
In these data, we find a more complex scenario in which there are more
predictor variables than response variables. This is a problem for the Curds
and Whey algorithm because the canonical correlation part of the algorithm
yields only as many canonical correlations as the minimum of p and q. One
option, that is be used below, is to divide the response variables into different
groups, and use Curds and Whey on each group separately. As Curds and
Whey is able to improve predictive accuracy by extracting extra information
from the other response variables, which grouping a response variable is in
may have a large impact upon the accuracy and predictions returned by
Curds and Whey. In the following analysis, we hope to show that the pre-
dictions found using Curds and Whey are somewhat similar across different
groupings, but it should be stressed that such scenarios as this require much
care and precision. The groupings should be heavily influenced by expert
knowledge in the specified field.
Variable Information. The response variables are different measures of
the quality of the paper. The predictor variables (9 in each set), are made
up as follows:
Table 6
Description of the format of the predictors in the Paper data sets
Predictor Description
p1 A process systematically changed through the experiment.
p2 A process systematically changed through the experiment.
p3 A process systematically changed through the experiment.
p4 Predictor 1 squared (p
2
1)
p5 Predictor 2 squared (p
2
2)
p6 Predictor 3 squared (p
2
3)
p7 Interaction of Predictor 1 and Predictor 2 (p1 ∗ p2).
p8 Interaction of Predictor 1 and Predictor 3.(p1 ∗ p3)
p9 Interaction of Predictor 2 and Predictor 3.(p2 ∗ p3)
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Paper 1. In this data set, one observation was removed from the data due
to all of the response variable values being missing. There are 13 response
variables. Within the response variables, p1 − p3 could take only the values
-1, 0, or 1 (signifying a “low”, “medium”, or “high” setting).
To account for all of the response variables, and then to test possible dif-
ferences from using different response variables, I ran through three different
analyses. The first run through includes the first 7 response variables, the
second includes the last 6 response variables (variables 8-13), and the final
includes the 5th through 10th.
We can think of this final run through as being a “cross” between the first
two sets. It contains some variables from each of the two sets, thus, it is a
“cross” or intersection between them.
Figure 10 shows the first analysis with the first seven responses, Figure 11
shows the second analysis with the last six responses, and Figure 12 shows
the final analysis with the cross of predictors.
Looking first at Figure 10, we see a huge range of“improvement”compared
to ordinary least squares regression. We actually see a decrease in prediction
accuracy of 4.32% in the second response. Then, we see an increase in accu-
racy of 42.58% in the sixth response. Overall, we see an average increase of
12.47%. So, though we do see some decreases in accuracy, they are close to
zero.
Also, we may see some responses that do not see much improvement,
but they may be contributing the increased accuracy of predicting the other
response variables. In this sense, though they do not see much improvement,
they are able to improve the prediction of the other responses.
29
Figure 10. Percentage improvement of paper1 group 1
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Next, Figure 11 shows substantial improvement across the board. Both
responses 10 and 13 see very high improvement (20.28% and 34.65% respec-
tively). The lowest improvement is 14.53% with response 12, and our average
improvement is 26.19%.
Finally, referencing Figure 12, we look at the intersection between the
two sets of variables. We observe that response 5 has the least improvement
(8.53%), which had the least improvement of this set in the first tests. Re-
sponse 6 does not see nearly as much improvement as was seen in the first
test (42.58% vs 27.68%), but still improves by a good margin.
Thus, we see that information is still being extracted from the other re-
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Figure 11. Percentage improvement of paper1 group 2
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sponses, but that not all of the responses offer the same information. We
can conclude from this that the set of responses used (when there are more
responses than predictors) is very important, but yet we still see improve-
ment.
Looking now at some information about the coefficients (Tables 7 and
8), we can see that almost all of the coefficients have the same sign and
the differences in coefficients are fairly small. In detail, the biggest differ-
ence between any coefficient is 0.4112. When compared to the values of our
predictors, this is relatively small.
We can also look specifically at the differences between values that have
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Figure 12. Percentage improvement of paper1 when fit in the groupings
r5-r10 compared to separate groupings
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Table 7
Agreement of the sign (+/-) for the coefficients of response variables
r5-r10, when fit in the groupings r1-r7, r8-r13, and then r5-r10
r5 r6 r7 r8 r9 r10
(Intercept) TRUE TRUE TRUE TRUE TRUE TRUE
p1 TRUE TRUE TRUE TRUE TRUE TRUE
p2 TRUE FALSE TRUE FALSE TRUE TRUE
p3 TRUE TRUE TRUE TRUE TRUE TRUE
p4 FALSE TRUE TRUE TRUE TRUE TRUE
p5 TRUE TRUE FALSE TRUE FALSE TRUE
p6 TRUE FALSE TRUE TRUE TRUE TRUE
p7 TRUE FALSE FALSE TRUE TRUE TRUE
p8 TRUE TRUE TRUE FALSE TRUE TRUE
p9 TRUE FALSE TRUE TRUE TRUE TRUE
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Table 8
Difference between coefficients of the response variables r5-r10, when fit in
the groupings r1-r7, r8-r13, and then r5-r10
r5 r6 r7 r8 r9 r10
(Intercept) 0.0390 -0.0109 0.0369 0.1192 -0.0031 0.1013
p1 0.0047 -0.1520 0.1230 -0.0158 -0.1241 0.0647
p2 -0.0209 0.1339 -0.1301 0.1300 0.1978 -0.0245
p3 0.1039 -0.0060 0.0465 0.0526 0.1623 -0.0668
p4 0.1771 -0.2419 0.2980 -0.1290 -0.1555 -0.0039
p5 -0.0979 0.1708 -0.1966 0.0458 0.1858 -0.0890
p6 -0.1387 0.1073 -0.1785 -0.1134 0.0142 -0.1005
p7 0.1064 -0.1772 0.1939 0.0700 0.0337 0.0369
p8 0.1519 0.4112 -0.2521 0.0457 0.1189 -0.0412
p9 0.3332 -0.1423 0.2960 0.1964 0.0616 0.1223
Table 9
Difference between coefficients r5-r10, when fit in the groupings r1-r7,
r8-r13, and then r5-r10, which had a sign disagreement
r5 r6 r7 r8 r9 r10
(Intercept) 0.0000 0.0000 0.0000 0.0000 0.0000 0
p1 0.0000 0.0000 0.0000 0.0000 0.0000 0
p2 0.0000 0.1339 0.0000 0.1300 0.0000 0
p3 0.0000 0.0000 0.0000 0.0000 0.0000 0
p4 0.1771 0.0000 0.0000 0.0000 0.0000 0
p5 0.0000 0.0000 0.1966 0.0000 0.1858 0
p6 0.0000 0.1073 0.0000 0.0000 0.0000 0
p7 0.0000 0.1772 0.1939 0.0000 0.0000 0
p8 0.0000 0.0000 0.0000 0.0457 0.0000 0
p9 0.0000 0.1423 0.0000 0.0000 0.0000 0
different signs in Table 9. Here, we again see that there are not any major
differences between the coefficient values.
We may also want to look at the difference between the predictions using
these two different methods. Table 10 shows the absolute difference between
the predicted responses when fit in groupings r1-r7, r8-r13, and then r5-r10.
Here, it can be seen that the largest difference is 0.8108, and the average
difference is 0.1793.
To get a better feel for how this relates to the response variables in the
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Table 10
Difference between predicted responses r5-r10, when fit in the groupings
r1-r7, r8-r13, and then r5-r10
r5 r6 r7 r8 r9 r10
1 0.1737 0.7027 0.4850 0.2374 0.5497 0.1696
2 0.1737 0.7027 0.4850 0.2374 0.5497 0.1696
3 0.6556 0.5494 0.8108 0.0674 0.1707 0.1682
4 0.6556 0.5494 0.8108 0.0674 0.1707 0.1682
5 0.0390 0.0109 0.0369 0.1192 0.0031 0.1013
6 0.0390 0.0109 0.0369 0.1192 0.0031 0.1013
7 0.0247 0.4106 0.3321 0.1006 0.0231 0.0934
8 0.0247 0.4106 0.3321 0.1006 0.0231 0.0934
9 0.2408 0.2410 0.3393 0.0082 0.0128 0.0050
10 0.2408 0.2410 0.3393 0.0082 0.0128 0.0050
11 0.4060 0.2696 0.4575 0.2222 0.0998 0.2528
12 0.4060 0.2696 0.4575 0.2222 0.0998 0.2528
13 0.0390 0.0109 0.0369 0.1192 0.0031 0.1013
14 0.0390 0.0109 0.0369 0.1192 0.0031 0.1013
15 0.0374 0.1907 0.1976 0.1797 0.3284 0.0606
16 0.0374 0.1907 0.1976 0.1797 0.3284 0.0606
17 0.3380 0.1076 0.0739 0.0407 0.0128 0.0466
18 0.3380 0.1076 0.0739 0.0407 0.0128 0.0466
19 0.0527 0.0030 0.0414 0.0654 0.1017 0.1253
20 0.0527 0.0030 0.0414 0.0654 0.1017 0.1253
21 0.0390 0.0109 0.0369 0.1192 0.0031 0.1013
22 0.0390 0.0109 0.0369 0.1192 0.0031 0.1013
23 0.0138 0.3812 0.3087 0.1119 0.3154 0.1177
24 0.0138 0.3812 0.3087 0.1119 0.3154 0.1177
25 0.1207 0.4237 0.2652 0.1143 0.0637 0.0423
26 0.1207 0.4237 0.2652 0.1143 0.0637 0.0423
27 0.2187 0.2528 0.1258 0.4306 0.6186 0.0573
28 0.2084 0.2772 0.3251 0.2202 0.1346 0.0854
29 0.2084 0.2772 0.3251 0.2202 0.1346 0.0854
data set, divide each of these differences by the corresponding true value
for the response to the percentage the difference is in relation to that true
value. This can be seen in Table 11. Here, the largest proportional difference
is 0.0822, and the average proportional difference is 0.0132
So, overall, it would be recommended that in the case where q > p that the
responses used are selected carefully, but it does appear that even without
the optimal set we will get somewhat similar results for this data set.
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Table 11
Proportional difference between predicted responses r5-r10, when fit in the
groupings r1-r7, r8-r13, and then r5-r10
r5 r6 r7 r8 r9 r10
1 0.0114 0.0633 0.0421 0.0128 0.0241 0.0096
2 0.0114 0.0576 0.0455 0.0117 0.0218 0.0098
3 0.0431 0.0424 0.0822 0.0040 0.0071 0.0112
4 0.0422 0.0479 0.0713 0.0036 0.0070 0.0100
5 0.0026 0.0009 0.0034 0.0062 0.0001 0.0057
6 0.0028 0.0010 0.0036 0.0062 0.0001 0.0054
7 0.0019 0.0292 0.0431 0.0052 0.0011 0.0047
8 0.0019 0.0336 0.0360 0.0056 0.0011 0.0053
9 0.0173 0.0186 0.0371 0.0004 0.0006 0.0003
10 0.0177 0.0186 0.0383 0.0004 0.0006 0.0003
11 0.0313 0.0221 0.0517 0.0130 0.0045 0.0150
12 0.0313 0.0235 0.0471 0.0119 0.0044 0.0143
13 0.0026 0.0009 0.0034 0.0063 0.0001 0.0056
14 0.0026 0.0009 0.0036 0.0069 0.0001 0.0060
15 0.0026 0.0172 0.0181 0.0105 0.0153 0.0035
16 0.0026 0.0172 0.0182 0.0114 0.0156 0.0037
17 0.0205 0.0088 0.0066 0.0024 0.0006 0.0028
18 0.0205 0.0081 0.0071 0.0024 0.0005 0.0029
19 0.0035 0.0002 0.0044 0.0036 0.0043 0.0074
20 0.0031 0.0002 0.0037 0.0035 0.0045 0.0069
21 0.0027 0.0008 0.0043 0.0068 0.0001 0.0059
22 0.0027 0.0008 0.0040 0.0063 0.0001 0.0056
23 0.0010 0.0278 0.0357 0.0061 0.0141 0.0066
24 0.0010 0.0286 0.0338 0.0056 0.0139 0.0062
25 0.0083 0.0301 0.0297 0.0063 0.0027 0.0025
26 0.0078 0.0310 0.0277 0.0058 0.0027 0.0023
27 0.0153 0.0236 0.0115 0.0237 0.0266 0.0034
28 0.0143 0.0234 0.0309 0.0122 0.0061 0.0048
29 0.0150 0.0220 0.0355 0.0124 0.0058 0.0051
Data Set 2. In this data set, we are able to use every observation. Also,
the response and predictor variables are all continuous variables. There are
41 response variables, and the 3 base predictor variables (p1 − p3) were not
restricted. Due to the small number of predictors, I again split the response
variables into different groups. This time, there are 4 groups, with each
group containing 8 response variables. I then ran one set that used response
variables from two of the groups so that we can see the differences in results
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for those variables.
Figure 13. Percentage improvement of on paper 2 groupings
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Figure 13 shows the improvement for each of the response variables in
the four different groups. With the exception of r10, every response saw an
increased prediction accuracy (or a decrease in mean squared error). In some
cases (responses 4 and 29), we see improvement of almost 40%.
Looking then at the variables chosen from two groups, Figure 14 shows
the improvement found when using responses 13-20. Again, we see improve-
ment for all of the response variables when they are used together, or in
two separate groups. Looking at the results closely, we see that most of the
responses achieve similar levels of improvement in predictive accuracy, re-
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gardless of the group they were in. The exception is r18, which shows a much
lower level of improvement in the group with variables r13-r20 than it did
with response variables r17-r24. This demonstrates the fact that gains in
predictive accuracy depend on which other variables are used, and the need
for expert knowledge in choosing the groupings. It also suggests the need for
an algorithm to combine or optimize gains in predictive accuracy when the
number of response variables exceeds the number of predictor variables.
Figure 14. Percentage improvement of paper2 when fit in the groupings
r13-r20 compared to earlier groupings
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Looking more closely at the coefficients extracted during each method,
we look at tables similar to the ones we had for the first paper data set.
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Table 14 shows the coefficients that had the same sign in both groups (a
total of 4). Table 15 shows the differences between all the coefficients (where
the biggest difference is 0.1494), and Table 16 shows the difference between
coefficients where the signs were different (the biggest difference here being
0.1066).
Table 12
Difference between predicted responses r13-r20, when fit in the groupings
r9-r16, r17-r24, and then r13-r20
r13 r14 r15 r16 r17 r18 r19 r20
1 0.2532 0.0969 0.1459 0.1302 0.2764 0.0631 0.2835 0.1151
2 0.4707 0.2254 0.2721 0.2568 0.5175 0.0463 0.4454 0.3143
3 0.0342 0.0621 0.0163 0.0299 0.0823 0.0239 0.0144 0.0946
4 0.0155 0.0645 0.0013 0.0157 0.1325 0.0378 0.0571 0.1236
5 0.1835 0.4178 0.1788 0.1543 0.1892 0.0934 0.2844 0.0218
6 0.2406 0.2746 0.1973 0.1706 0.2379 0.1092 0.3123 0.1043
7 0.0124 0.1403 0.0082 0.0121 0.0338 0.0823 0.0471 0.0496
8 0.0405 0.0957 0.0181 0.0201 0.0527 0.0483 0.0225 0.0787
9 0.2394 0.0394 0.0297 0.0665 0.2715 0.1424 0.1233 0.4003
10 0.0999 0.0659 0.0492 0.0093 0.1561 0.1105 0.0950 0.1665
11 0.1419 0.1718 0.0779 0.0684 0.1603 0.0019 0.1756 0.0732
12 0.0475 0.1349 0.0953 0.0239 0.1514 0.1644 0.0968 0.0291
13 0.1286 0.1016 0.0777 0.1251 0.0622 0.0407 0.0801 0.0240
14 0.1312 0.1031 0.0703 0.1502 0.0378 0.0035 0.0636 0.0327
15 0.2394 0.3376 0.2925 0.1604 0.4511 0.0851 0.4651 0.0917
16 0.1140 0.0577 0.0788 0.0967 0.3299 0.0429 0.3172 0.1707
17 0.0223 0.1131 0.0726 0.0464 0.0833 0.0076 0.0101 0.1962
18 0.0631 0.0489 0.0809 0.0073 0.0151 0.0270 0.0518 0.1267
19 0.2691 0.4440 0.2317 0.0620 0.2591 0.2519 0.3268 0.1989
20 0.0663 0.2004 0.0229 0.0736 0.0102 0.1020 0.0687 0.0301
21 0.1165 0.0973 0.2040 0.0656 0.4210 0.1537 0.3789 0.2745
22 0.1477 0.0163 0.1837 0.1113 0.4062 0.2016 0.3890 0.2678
23 0.0137 0.0420 0.0030 0.0188 0.1663 0.0315 0.0837 0.1486
24 0.0155 0.0569 0.0032 0.0165 0.1450 0.0383 0.0638 0.1344
25 0.3567 0.2248 0.2850 0.1605 0.2520 0.0439 0.2018 0.2468
26 0.1341 0.1732 0.1663 0.0454 0.1826 0.0495 0.0921 0.2723
27 0.1420 0.1959 0.1643 0.0129 0.0264 0.0890 0.0263 0.0570
28 0.0480 0.1657 0.0598 0.1132 0.0319 0.0915 0.1828 0.0669
29 0.1104 0.2294 0.1376 0.0748 0.1372 0.0257 0.1672 0.1491
30 0.1376 0.3088 0.1563 0.0515 0.1025 0.0492 0.1435 0.0900
Now looking at the difference in predicted responses, we can look at Ta-
ble 12 which shows the absolute difference between the predicted responses
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when fit in groupings r9-r16, r17-r24, and then r13-r20. Here, it can be seen
that the largest difference is 0.5175, and the average difference is 0.1305.
Table 13
Proportional difference between predicted responses r13-r20, when fit in the
groupings r9-r16, r17-r24, and then r13-r20
r5 r6 r7 r8 r9 r10
1 0.0114 0.0633 0.0421 0.0128 0.0241 0.0096
2 0.0114 0.0576 0.0455 0.0117 0.0218 0.0098
3 0.0431 0.0424 0.0822 0.0040 0.0071 0.0112
4 0.0422 0.0479 0.0713 0.0036 0.0070 0.0100
5 0.0026 0.0009 0.0034 0.0062 0.0001 0.0057
6 0.0028 0.0010 0.0036 0.0062 0.0001 0.0054
7 0.0019 0.0292 0.0431 0.0052 0.0011 0.0047
8 0.0019 0.0336 0.0360 0.0056 0.0011 0.0053
9 0.0173 0.0186 0.0371 0.0004 0.0006 0.0003
10 0.0177 0.0186 0.0383 0.0004 0.0006 0.0003
11 0.0313 0.0221 0.0517 0.0130 0.0045 0.0150
12 0.0313 0.0235 0.0471 0.0119 0.0044 0.0143
13 0.0026 0.0009 0.0034 0.0063 0.0001 0.0056
14 0.0026 0.0009 0.0036 0.0069 0.0001 0.0060
15 0.0026 0.0172 0.0181 0.0105 0.0153 0.0035
16 0.0026 0.0172 0.0182 0.0114 0.0156 0.0037
17 0.0205 0.0088 0.0066 0.0024 0.0006 0.0028
18 0.0205 0.0081 0.0071 0.0024 0.0005 0.0029
19 0.0035 0.0002 0.0044 0.0036 0.0043 0.0074
20 0.0031 0.0002 0.0037 0.0035 0.0045 0.0069
21 0.0027 0.0008 0.0043 0.0068 0.0001 0.0059
22 0.0027 0.0008 0.0040 0.0063 0.0001 0.0056
23 0.0010 0.0278 0.0357 0.0061 0.0141 0.0066
24 0.0010 0.0286 0.0338 0.0056 0.0139 0.0062
25 0.0083 0.0301 0.0297 0.0063 0.0027 0.0025
26 0.0078 0.0310 0.0277 0.0058 0.0027 0.0023
27 0.0153 0.0236 0.0115 0.0237 0.0266 0.0034
28 0.0143 0.0234 0.0309 0.0122 0.0061 0.0048
29 0.0150 0.0220 0.0355 0.0124 0.0058 0.0051
Again, to get a better feel for how this relates to the response variables
in the data set, we find the proportional difference. This can be seen in
Table 13. Here, the largest proportional difference is 0.0351, and the average
proportional difference is 0.0079
Here, we again see that even using different groups of response variables
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gives us a similar set of coefficients for the responses, as well as similar re-
sponses. Once more, the sets of response variables were completely arbitrary
in this example, and should be decided upon by experts (or many trials) to
get the best predictions in real analysis. That being said, Curds and Whey
does give similar predictions with different sets of response variables in sit-
uations where there are more response variables than predictor variables.
Table 14
Agreement of the sign (+/-) for the coefficients of response variables
r13-r20, when fit in the groupings r9-r16, r17-r24, and then r13-r20
r13 r14 r15 r16 r17 r18 r19 r20
(Intercept) TRUE TRUE TRUE TRUE TRUE TRUE TRUE TRUE
p1 TRUE TRUE TRUE TRUE TRUE TRUE TRUE TRUE
p2 TRUE TRUE TRUE TRUE TRUE TRUE TRUE TRUE
p3 TRUE TRUE TRUE TRUE TRUE TRUE TRUE TRUE
p4 TRUE TRUE TRUE TRUE TRUE TRUE TRUE TRUE
p5 TRUE TRUE TRUE TRUE TRUE FALSE FALSE TRUE
p6 TRUE TRUE TRUE TRUE TRUE TRUE TRUE TRUE
p7 TRUE TRUE TRUE TRUE TRUE TRUE TRUE TRUE
p8 TRUE TRUE TRUE TRUE TRUE FALSE TRUE TRUE
p9 TRUE FALSE TRUE TRUE TRUE TRUE TRUE TRUE
Table 15
Difference between coefficients of response variables r13-r20, when fit in the
groupings r9-r16, r17-r24, and then r13-r20
r13 r14 r15 r16 r17 r18 r19 r20
(Intercept) 0.0140 0.0623 0.0011 0.0141 -0.1355 0.0409 -0.0557 -0.1273
p1 -0.0390 0.0530 -0.0404 -0.0488 0.1200 0.0457 0.1161 0.0833
p2 0.0441 0.0426 0.0335 0.0248 0.0542 -0.0120 0.0392 0.0332
p3 0.0363 0.0192 0.0362 0.0015 0.1104 0.0283 0.1494 0.0311
p4 -0.0089 0.0908 0.0347 -0.0205 0.0099 0.0075 -0.0044 0.0496
p5 -0.0507 -0.1149 -0.0568 -0.0067 0.1018 -0.0665 0.0573 0.0753
p6 0.0243 -0.0515 0.0074 0.0004 0.0283 0.0211 0.0088 0.0072
p7 0.0955 0.0074 0.0525 0.0478 -0.0764 -0.0236 -0.0577 -0.0980
p8 0.0635 0.0617 0.0436 0.0441 -0.0037 0.0458 0.0092 0.0268
p9 0.0893 0.1066 0.0646 0.0622 0.0334 0.0018 0.0061 0.0542
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Table 16
Difference between coefficients of response variables r13-r20, when fit in the
groupings r9-r16, r17-r24, and then r13-r20 that had a sign disagreement
r13 r14 r15 r16 r17 r18 r19 r20
(Intercept) 0 0.0000 0 0 0 0.0000 0.0000 0
p1 0 0.0000 0 0 0 0.0000 0.0000 0
p2 0 0.0000 0 0 0 0.0000 0.0000 0
p3 0 0.0000 0 0 0 0.0000 0.0000 0
p4 0 0.0000 0 0 0 0.0000 0.0000 0
p5 0 0.0000 0 0 0 0.0665 0.0573 0
p6 0 0.0000 0 0 0 0.0000 0.0000 0
p7 0 0.0000 0 0 0 0.0000 0.0000 0
p8 0 0.0000 0 0 0 0.0458 0.0000 0
p9 0 0.1066 0 0 0 0.0000 0.0000 0
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4. R Package
4.1. Introduction and Motivation. The Curds and Whey algorithm pro-
vides a new approach to multivariate linear regression that could open many
new paths for statistical analysis in the Multivariate fields. To make the al-
gorithm more accessible, I have developed functions that will be compiled
into a package in the R language (R Core Team, 2013).
With this package, I hope that Curds and Whey will able to be utilized
by many to get increased accuracy for predictions and models. In addition,
I believe that there are many more areas that Curds and Whey could be
implemented such as classification problems and logistic regression. I hope
that this R package will allow others to build upon what has already been
done and use this information to find further applications that will increase
predictive accuracy across many other areas of study within statistics.
4.2. Functions. Below are descriptions of and steps to use the functions
that have been developed for this R package.
4.2.1. curds Function. This is the main function that performs the Curds
and Whey algorithm on a data set. It is called using the command
curds(predictors, responses, x10fold). predictors is a matrix of the
predictor variables to be used for the analysis. responses is a matrix of the
response variables to be used in the analysis. x10fold is set to a default
value of 1, and is an optional variable to indicate the number of times that
10-fold-cross validation should be performed to find the average percent
improvement over ordinary least squares regression.
The curds function makes use of a smaller function called smallCurds
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that performs the majority of the algorithm. smallCurds should not be
called directly, but rather used simply as part of the bigger curds function.
curds returns an S4 object named Curds. The return values contained
in the Curds object can be divided into two main parts. Due to the stan-
dardizing done as part of the algorithm, much of the information is initially
standardized in the algorithm. To try to increase usability, all of the stan-
dardized results are returned as well as their unstandardized counterparts.
The returned values are:
• Predicted values
These can be accessed by yhat for the standardized values and standYhat
for the standardized predicted values.
• Coefficients
These are the coefficients for the predictor variables. They can be
accessed by coef for the unstandardized values, and standCoef for
the standardized values.
• Cross Validated Mean Square Error
This is the value of the mean square error from predicting onto a
test data set from a training data set. This is determined using 10
fold cross validation in the algorithm. This value will be an average
of different mean squared errors found by doing x10fold number of
different repetitions of the cross validation. There are four different
mean squared errors returned by the curds function. Firstly, we have
the mean squared error for the Curds and Whey algorithm. This is ac-
cessed by cvMSE. For the mean squared error of the standardized data,
type cvMSESTD. To access the ordinary least squares mean squared
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errors, type olsMSE for the unstandardized and olsMSESTD for the
standardized errors.
• Shrinkage Factors
The shrinkage factors (dks) from the Curds and Whey algorithm are
returned and can be accessed via shrink.
• Standardized Data
As Curds and Whey requires the data to be standardized, the stan-
dardized data must be calculated and is returned for other possible
uses. It can be accessed by standard.
4.2.2. Plot Method. Included with this package is a plot function that can
be accessed simply by calling plot(curds). curds is any Curds object. Plot
produces bar graphs showing the improvement gained by using Curds and
Whey over ordinary least squares regression. The improvement is measured
as the percent improvement in mean squared error. This percentage is found
by 100% ∗ (1−MSEcurds/MSEols)
4.2.3. Predict Method. This method returns predicted values given a new
set of predictor variables. It is called by predict(object, newdata) where
object is a Curds object, and newdata is a matrix of new predictor variables
of the same dimension as the original predictor variables used to generate
the Curds object.
4.2.4. Summary Method. To allow for easy viewing of some of the more
interesting portions of the output from the curds function, the summary
method can be called. It is called by summary(object), where object is any
Curds object returned by the curds function. The summary function prints
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out the percent improvement in mean squared error for Curds and Whey
over ordinary least squares regression for each response variable, as well as
the average improvement seen over all of the variables. The shrinkage factors
for the function are then displayed, along with a note of how to access the
coefficients.
4.2.5. Print Method. Due to the large amount of data contained within
a curds object, the print method is implemented to reduce frustration at
seeing far more information than is desired. It displays the same information
as the summary function, and is called simply by typing the name of the
Curds object you are interested in.
4.2.6. roundCurds 1 and 2 functions. The roundCurds functions included
in this package are included for possible further application and development
in classification.
roundCurds1 is called by roundCurds1(yhat, y) where yhat is a matrix
of the predicted values from the curds function, and y is a matrix of actual
values of the response variables. The function returns a list with four struc-
tures. Three of the four are matrices of responses with different rounding
rules applied to them. mean contains a matrix of responses where the upper
half of each response variable’s predicted observations are assigned to pres-
ences (1), and the lower half are assigned to absences (0). prop contains a
matrix of responses determined by assigning the same number of presences
and absences as were found in the actual response variables. arb contains a
matrix of response variables assigned to presence or absences simply depen-
dent on whether their predicted value lies closer to 1 or to 0.
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Finally, propSplit returns the values used to split the proportion (prop)
predictions. This can then be passed into the second rounding function,
which is called by roundCurds2(yhat, breakpoints). The yhat argument
is the predicted values from the curds function, and breakpoints are the
points returned by the first rounding function. This function is designed
for test data sets where the breakpoints argument was obtained from a
training data set.
The motivation for this concept is to assume that the test data set will
follow a similar distribution as the training set, therefore there should be
approximately the same number of presences and absences. Thus, we follow
the same break points as we used for the first data set.
4.2.7. confuse function. The confuse function displays a confusion ma-
trix from the predicted values. It is called by confuse(actual, pred) where
actual is a vector of the values of the actual response variables, and pred
is a vector of the predicted values. As a note, confuse can only handle one
response variable at a time. It also displays the percent correctly classified,
type I error rate, and type II error rate.
4.3. Further Work. Being able to improve upon linear regression with
multiple response variables opens up possibilities for future work in other
related areas in statistics. One possible field is classification with linear or
near-linear classifiers. As most linear classifiers perform at a similar level,
any amount of improvement may be a significant contribution to the subject.
With regards to what has been found thus far, more work can be done to
increase the utility of this procedure to include things such as hypothesis
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tests, a fitting criterion (AIC, etc.), and algorithms to assist with variable
groupings when the number of response variables exceeds the number of
predictor variables.
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Figure 15. Proportion improvement with 10 predictors and 10 responses
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Figure 16. Proportion improvement with 25 predictors and 10 responses
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Figure 17. Proportion improvement with 50 predictors and 25 responses
0 50 100 150 200
0.0
0.1
0.2
0.3
q = 25, p = 50
Error Multiplier
Pr
op
ort
ion
 Im
pro
ve
m
en
t
95
90
85
80
75
70
65
60
55
50
Figure 18. Proportion improvement with 50 predictors and 50 responses
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Figure 19. Proportion improvement with irrelevant variables, with 10 pre-
dictors and 10 responses
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Figure 20. Proportion improvement with irrelevant variables, with 25 pre-
dictors and 10 responses
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Figure 21. Proportion improvement with irrelevant variables, with 50 pre-
dictors and 25 responses
0 50 100 150 200
0.0
0.1
0.2
0.3
q = 25, p = 50
Error Multiplier
Pr
op
ort
ion
 Im
pro
ve
m
en
t
95
90
85
80
75
70
65
60
55
50
Figure 22. Proportion improvement with irrelevant variables, with 50 pre-
dictors and 50 responses
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