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A presente dissertação versa problemas de rotas em recolha de resíduos urbanos, tendo 
como base um modelo de otimização relativo a um caso de estudo referente à região do Alto 
Minho. Neste problema, procura-se encontrar o menor valor possível do custo, respeitando a 
obrigatoriedade de serviço num conjunto de ligações.  
A comunidade científica/académica estuda habitualmente os problemas de planeamento 
de rotas. Contudo, devido à sua complexidade, são raras as validações dos modelos 
desenvolvidos em casos reais. 
Estes problemas de otimização de rotas podem exigir muito tempo de processamento para 
obter uma solução, fruto da sua complexidade. Este trabalho segue uma abordagem 
sequencial e apresenta um algoritmo para simplificar a informação recebida por um modelo 
considerado, ou seja, tornar as suas instâncias mais leves, reduzindo assim o tempo de 
processamento correspondente. Tal poderá também facilitar melhoramentos, alterações e 
trabalhos futuros. 
O algoritmo desenvolvido, Algoritmo de Colónia de Formigas – Contração de Arestas (ACF-
CA), baseia-se no método da colónia de formigas, que pareceu bastante adequado, dadas 
algumas características do problema em questão. Esta abordagem já mostrou ser um 
algoritmo poderoso, proporcionando soluções muito próximas do ideal. O algoritmo criado a 
partir deste método procura manter a integridade total das instâncias em que é aplicada. 
São apresentados resultados computacionais, baseados em várias instâncias de diferentes 
dimensões, respeitando sempre o serviço a ser executado em cada situação, bem como 
algumas das restrições impostas. 
 






















This dissertation focus routing problems in municipal waste collection, based on an 
optimization model from a case study of the Alto Minho region. In this issue, we try to find 
the lowest possible cost value, respecting the obligation to service a set of links. 
The scientific / academic community usually studies the route planning problems. 
However, due to their complexity, it’s rare when the models developed in real cases are 
validated. 
These routing optimization problems can require a lot of processing time when searching 
for a solution, given its complexity. This work follows a sequential approach and presents an 
algorithm to simplify the received information considered by a model, that is, make their 
instances lighter, reducing the corresponding processing time. This may also facilitate 
improvements, changes and future work. 
The algorithm developed, Algoritmo de Colónia de Formigas – Contração de Arestas (ACF-
CA), was based on the method of ant colony, which seemed quite appropriate, given some 
characteristics of the problem in question. This approach has proven to be a powerful 
method, providing very close to ideal solutions. Heuristic created from this method seeks to 
maintain the full integrity of the instances in which it is applied. 
Computational results are presented, based on multiple instances of different sizes, while 
respecting the service to be executed in every situation, as well as some of the restrictions 
imposed. 
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Capítulo 1  
 
Introdução 
1.1 - Motivação 
Em qualquer sociedade, talvez um pouco mais nos últimos tempos devido à crise 
económica que se abateu sob a Europa, a sustentabilidade económica dos serviços públicos 
essenciais para os habitantes está sempre a ser debatida pela opinião pública. Serviços tais 
como a água, eletricidade, saúde, segurança social, justiça ou recolha de resíduos urbanos, 
são serviços essenciais ao funcionamento de qualquer cidade. Sendo estes serviços 
indispensáveis é, portanto, do interesse público melhorá-los, quer tornando as suas metas e 
objetivos mais exigentes, quer otimizando os recursos disponíveis em cada serviço. Tudo isto 
deve ser realizado sem colocar em causa os objetivos sociais e ambientais e, ao mesmo 
tempo, sem comprometer a sua sustentabilidade económica e financeira. 
O termo RSU (resíduo sólido urbano) engloba todo um conjunto de componentes das mais 
variadas origens (doméstica, industrial, comercial) mas com semelhante natureza ou 
composição. Atualmente, o setor de recolha de RSU encontra-se orientado e regulamentado 
tendo em vista o cumprimento de metas europeias da reciclagem e valorização. De momento, 
e até 2020, está em vigor a segunda versão do Plano Estratégico para os Resíduos Sólidos 
Urbanos (PERSU II) regulamentado pela Portaria n.º187/2007, de 12 de Fevereiro. [1] Este 
plano tem como objetivo afirmar-se como um método de gestão eficaz orientado à 
sustentabilidade ambiental, social e económica do sistema. 
Com base no estudo realizado sobre os tarifários de gestão de resíduos para a ERSAR 
(Entidade Reguladora dos Serviços de Águas e Resíduos) [2] foi verificado que as autarquias 
suportam um défice tarifário anual médio de cerca de 65-70% dos custos dos serviços de 
remoção, transferência e tratamento de resíduos urbanos. Tendo em conta tamanha 
percentagem de custos, uma das medidas apontadas para viabilizar o sistema de gestão de 
RSU passa pela otimização de custos operativos, o que implica a otimização de recursos de 
transporte nos quais se centra este trabalho. 
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Tendo em vista o interesse que este trabalho poderá vir a ter, surgiu então esta 
dissertação. Com base no trabalho realizado no INESC TEC [3], vai-se abordar o problema de 
um ponto de vista heurístico, tentando simplificar o já complexo problema. 
1.2 - Contexto e Objetivos 
Devido à centralização da indústria nas grandes cidades e consequente aumento da 
oportunidade de emprego e de um futuro mais promissor, houve um êxodo rural para as 
mesmas. Esta situação fez aumentar a densidade populacional nas grandes áreas urbanas, o 
que teve como consequência o aumento da produção de resíduos. A localização e o tamanho 
dos aterros fez com que esta situação se tornasse num verdadeiro problema de saúde pública. 
Na figura 1.1 é visível a quantidade, em kg, de resíduos produzidos em Portugal, por pessoa, 

















Existe uma maior produção de resíduos por pessoa em Lisboa e no Porto do que no resto 
do país. A produção de RSU no Porto é, em média por pessoa, 2,1 Kg por dia quando se 
considera o ano de 2010. A média no Porto (2,1 kg) em 2010 é superior em 0,6 kg, à média 
verificada em Portugal, no mesmo ano. [3] 
Idealmente, a remoção dos resíduos teria duas fases: 
• Depósito dos resíduos: esta fase é realizada pelos produtores dos resíduos, englobando 
a separação dos mesmos e a colocação nos recipientes atribuídos a cada tipo específico de 
resíduo; no entanto, alguns produtores ainda não estão sensibilizados para a separação dos 
resíduos, sendo a mesma realizada, mais tarde, nos próprios aterros; 
• Recolha e transporte: transporte dos resíduos depositados nos recipientes para os 
aterros destinados, utilizando as viaturas apropriadas, normalmente camiões com as 
características adequadas a essa função. 
Os pontos para depósito de resíduos, para os produtores, são caracterizados por dois tipos 
específicos de contentores: contentores para resíduos indiferenciados e ecopontos. Um 




ecoponto divide-se em conjuntos de pelo menos quatro contentores, os quais são usados para 
a recolha de embalagens usadas, papel e cartão, vidro e baterias. 
Normalmente os RSU são constituídos por vários tipos de resíduos, sendo complicado 
atribuir uma relação exata entre o seu volume e o seu peso. A isto deve-se a heterogeneidade 
dos resíduos produzidos pelo homem. Na figura 1.2 podemos ver a percentagem dos 
componentes que constituem os RSUs produzidos em Portugal Continental no ano 2012 [4]. 
 
 
Figura 1.2 - Caracterização física média dos RSU produzidos em Portugal Continental, no ano 2012. [4] 
Devido ao limite de espaço dos contentores, e aos problemas inerentes de saúde pública 
e poluição, é necessária a recolha periódica dos resíduos. É do interesse das localidades, e 
dos seus habitantes, que a periodicidade da recolha se processe no menor intervalo de tempo 
possível, seguindo padrões propostos pelas entidades competentes. 
O Sistema de Gestão dos RSU é, por norma, distribuído consoante o tipo de atividades 
desenvolvidas. Chama-se sistema em baixa à recolha e transporte dos RSU. Normalmente, são 
os municípios que são encarregues da gestão destes sistemas embora, em alguns casos, esta 
função possa ser delegada a empresas privadas. Sistema em alta refere-se ao tratamento e 
eliminação dos RSU. São as empresas multimunicipais ou intermunicipais que estão 
responsáveis pelo sistema e a gestão é feita por empresas concessionárias de capitais 
públicos. Na figura 1.3 apresenta-se uma esquematização do sistema de recolha dos RSU. 
 
 
Figura 1.3 - Esquematização do sistema de recolha de Resíduos Sólidos Urbanos. [1] 
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Um dos grandes objetivos do PERSU II (Plano Estratégico para os Resíduos Urbanos) passa 
pela diminuição dos resíduos que vão para o aterro, apelando à reciclagem e à valorização 
orgânica energética. Dados da sustentabilidade ambiental em concelhos [1] indicam-nos que, 
nas maiores cidades, a percentagem de pessoas sensibilizadas para a necessidade desta 
redução é maior do que nas pequenas localidades. Isto é, a percentagem de resíduos 
reciclados e/ou valorizados energeticamente será maior nas grandes cidades. Todavia, é de 
salientar e lamentar que a média de RSU que vão para o aterro em Portugal ainda ronda os 
60-65%, sendo que em grandes cidades como o Porto e Lisboa a maioria dos RSU é reciclada. 
Estes valores são suficientes para perceber que a quantidade de resíduos não reciclados ou 
aproveitados nas localidades mais pequenas é ainda muito preocupante. 
Um ponto importante de um plano é, obviamente, a sua viabilidade económica. O PERSU 
II não é exceção e é feita uma abordagem sobre o sistema mais comum de tarifas em 
Portugal, sendo indexadas tarifas à fatura de saneamento ou abastecimento de água. Nesta 
abordagem a maior parte dos municípios prefere um preço fixo mensal e uma minoria divide 
o preço em duas componentes: fixa e variável. Por último, ainda existem sistemas de tarifas 
mais variáveis que se baseiam na frequência de remoção, quantidade removida (peso), 
características do local servido, sistema de remoção, tipo de veículo ou área industrial ou 
habitacional. 
Tendo em conta a heterogeneidade dos sistemas existentes é necessário criar normas que 
possam ser comuns a todos eles, sem pôr em causa o seu bom funcionamento. Com melhor ou 
pior facilidade de implementação, o PERSU II propõe uma série de linhas gerais, orientadas à 
sustentabilidade económica e financeira dos RSU: 
• Regulação ambiental, económica e financeira; 
• Otimização dos sistemas, de ambos os tipos, “em alta” e “em baixa”; 
• Tarifas reais e adequadas, sendo suportadas pelo utilizador final; 
• Avaliação económica de soluções alternativas, quando verificada e validada a 
respetiva viabilidade ambiental. 
Após esta breve introdução sobre o que são os RSU e a regulamentação e objetivos em 
que assentam, importa referir que o documento seguinte focará a otimização do sistema “em 
baixa” de recolha de RSU. Sabendo que a maior parte dos custos provêm do transporte dos 
resíduos, é da maior importância proceder à sua otimização sem colocar em causa os 
objetivos do sistema. 
Existem inúmeros artigos que analisam o problema da otimização de rotas na recolha de 
resíduos sendo que, na sua maioria, revelam resultados promissores do ponto de vista teórico. 
Muitos destes artigos ainda oferecem soluções alternativas à resolução do problema em 
diferentes casos de estudo, podendo ser feitas adaptações no algoritmo ou método utilizado, 
consoante a situação na realidade. Infelizmente, como na vida real, as situações raramente 
se repetem e nunca podem ser consideradas ideais, há sempre impedimentos e limitações 
que não encaixam ou não são previstas em modelos teóricos. 
Um caso prático e real da recolha de resíduos sólidos, referente a Monção, um concelho 
do Alto Minho de Portugal, serviu de inspiração para o desenvolvimento deste trabalho, tendo 
em conta as dificuldades encontradas na resolução do caso real. 
Assim, a presente dissertação vai incidir na otimização das rotas referentes ao sistema, 





 Caracterização do problema; 
 Definição do Modelo matemático; 
 Método de Resolução; 
 Análise dos Resultados Computacionais; 
Os objetivos deste trabalho são: 
 Diminuir o tempo de espera aquando do cálculo de uma nova rota; 
 Procurar trade-offs aceitáveis entre custo total e tempo de processamento; 
 Encontrar uma metodologia simples e global; 
 Proporcionar uma nova alternativa para resolução de problemas de rotas de 
recolha de resíduos, mantendo aberta a possibilidade de aplicação noutros casos; 
 Preservar as restrições apresentadas no caso prático mantendo a admissibilidade 
da solução obtida ao respeitar diferentes restrições relacionadas, por exemplo, 
com a capacidade do veículo ou com a obrigatoriedade de recolha num 
subconjunto de ligações. 
 
Cada uma das etapas está descrita em pormenor ao longo deste documento. 
1.3 - Estrutura da Dissertação 
Nesta secção é apresentada a estrutura e organização deste documento, bem como o 
conteúdo abordado em cada um dos capítulos que o constituem. Estruturalmente, a 
dissertação está dividida em seis capítulos: 
 
 Capítulo 1 - Introdução 
No primeiro capítulo faz-se uma breve introdução ao tema e à sua importância numa 
sociedade moderna. 
 
Capítulo 2 – Estado da Arte 
Neste capítulo são apresentadas as principais referências, bem como os principais autores 
relevantes para o melhor entendimento do trabalho realizado. 
 
Capítulo 3 – Modelo Matemático 
No capítulo 3 é apresentado o modelo matemático utilizado para a resolução do problema 
em questão [3], explicando-se em que consiste o modelo matemático, o objetivo do mesmo e 
descrevendo-se as restrições. 
 
Capítulo 4 - Método de Resolução 
Neste capítulo é descrito e explicado o método de resolução escolhido para abordar o 
problema em questão, explanando-se como o mesmo será aplicado. 
 
Capítulo 5 – Análise dos Resultados 
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No capítulo 5 é realizada uma análise detalhada dos resultados obtidos 
computacionalmente, tirando-se ilações sobre a sua utilidade e sobre o trabalho 
desenvolvido. 
 
Capítulo 6 – Conclusão  







Capítulo 2  
Estado da arte 
2.1 – Grafos e Redes 
Os problemas de rotas encontram um suporte científico na Teoria dos Grafos. Grafos são 
objetos de estudo em matemática discreta e podem ser definidos como um par ordenado G= 
(V,E), onde V é um conjunto de vértices e E o conjunto de arestas. 
Esta teoria foi elaborada pelo matemático suíço, Leonhard Euler, por volta de 1736, 
quando o mesmo se questionou se seria possível atravessar as 7 pontes de Königsberg, sem as 
repetir, e voltar ao mesmo ponto de partida. Na figura 2.1 pode-se visualizar um mapa das 
pontes e a representação gráfica de Euler. 
 
 
Figura 2.1 - (a) Mapa das pontes de Königsberg, (b) Representação gráfica de Euler. [5] 
 
Euler provou que era impossível realizar o circuito das pontes ao demonstrar o teorema 
que recebeu o nome do matemático. O teorema de Euler diz que um multigrafo conexo tem 
um circuito de Euler se e só se todos os vértices tiverem grau par. Um circuito de Euler é um 
caminho fechado (circuito) contendo todas as arestas do grafo, sem as repetir. Falando de 
Euler seria injusto não mencionar o matemático irlandês William Hamilton. Em 1857, 
Hamilton considerou um problema ‘similar’ mas focado em vértices em vez de arestas. O 
ciclo de Hamilton, se existir, passa por todos os vértices sem os repetir, não impondo 
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restrições nas passagens pelas arestas. Os problemas têm uma semelhança a salientar: ambos 
evitam a reutilização de elementos, Euler das arestas, Hamilton dos vértices. 
Os grafos podem ser utilizados para fazer uma representação visual de redes complexas. 
As redes são, deste modo, grafos que apresentam valores/pesos associados aos vértices e/ou 
arestas. Estes pesos podem representar uma infinidade de unidades, variando consoante o 
problema em análise, tais como: custos, distâncias ou tempos, entre outros. Abaixo, na figura 
2.2, apresenta-se um exemplo de uma rede, com valores associados às ligações. 
 
 
Figura 2.2 - Representação de uma rede, com valores associados a cada ligação. [6] 
 
A representação gráfica de grafos/redes é muito conveniente e enriquecedora para o 
estudo, apresentação ou ilustração de muitos problemas. Este tipo de representação permite 
uma visualização mais simples da informação do problema, o que irá ajudar na sua resolução. 
Isto é de elevado interesse para o tratamento destes problemas computacionalmente, visto 
que é muito prático fazer uma representação de um grafo através de uma tabela. 
 
2.2 – Problemas de Otimização de Rota 
 
2.2.1 - Introdução à Recolha de Resíduos e Conceitos mais comuns 
A recolha de resíduos é um serviço importante para o bem-estar de qualquer povoação e, 
como tal, é um serviço indispensável. Dessa forma, é de suma importância aperfeiçoar a 
mesma o mais possível. 
Tal como muitos outros problemas do dia-a-dia, a recolha de resíduos e planeamento de 
rotas pode ser enquadrada (e apoiada) na Teoria dos Grafos e Redes, nomeadamente na área 
dos Problemas de Rotas. [7] [8] [9] 




• Rotas – trata-se do conjunto de caminhos, neste caso denominado redes de estradas. 
Num exemplo específico em que as rotas são traçadas em meios urbanos, será necessário ter 
sempre em conta os caminhos que são ou não praticáveis em determinado sentido, para 
poderem ser criadas e analisadas possíveis rotas em ambiente real; 
• Frota – são um conjunto de viaturas que tentam satisfazer a procura total. É um fator 
importante na resolução do problema, dado que é necessário ter em conta o tipo e a 
capacidade de cada veículo para não serem criadas rotas ou caminhos que ultrapassem a 
capacidade do mesmo; 
• Tripulação – este parâmetro é importante na gestão de horários de trabalho, não sendo 
orientado a horários mas sim a horas de trabalho diárias; 
• Pontos de partida, chegada e aterros – locais de onde partem ou chegam os veículos, 
são vértices de partida ou chegada do problema. Estes pontos são importantes na análise e 
estruturação do problema porque são os locais onde existirão situações especiais. Pontos de 
partida serão os pontos onde as rotas começam, ou seja, de onde os veículos partem para a 
sua viagem. Os pontos de chegada serão onde terminam a mesma. Os aterros são pontos 
específicos que permitem a descarga de resíduos nesses locais. 
• Objetivos – normalmente os objetivos deste tipo de problemas contemplam a 
minimização de custos, tempos, distâncias, etc.; 
• Clientes – estes clientes requerem o serviço e são representados por vértices ou por 
arestas da rede de recolha. Em algumas situações o serviço deverá ser feito em função de 
pedidos de clientes. Isto cria mais limitações forçando a passagem no vértice em questão 
antes de outros vértices. Com a inserção deste tipo de restrições é possível diminuir o 
número de soluções em questão e, portanto, simplificar o problema. De sublinhar ainda que 
por cliente podemos entender ruas, moloks, ecopontos, estabelecimentos comerciais, entre 
outros. 
Assim ficam apresentados alguns elementos fundamentais e comuns a este tipo de casos 
de estudo. Não é de esquecer, nem de menosprezar, a aparição ocasional de outros 
elementos consoante o problema em questão. 
 
 
2.2.2 - Tipos de Problemas: Procura nos Vértices ou nas Arestas 
Neste tipo de problemas geralmente encontra-se dois tipos distintos de problemas: com 
procura nos vértices ou com procura nas arestas. 
No caso da procura por vértices tem-se o exemplo do problema do caixeiro-viajante. É um 
dos mais investigados em otimização combinatória por um elevado número de autores. O 
problema do TSP (Travelling Salesman Problem – TSP) consiste em encontrar o caminho mais 
curto passando por todas as cidades, ou seja, o caminho mais curto passando por todos os 
vértices. Se representarmos o mesmo num grafo pode ser dito que consiste em analisar todos 
circuitos Hamiltonianos existentes para (n+1) pontos se ele tiver que visitar n cidades. [8]  
No entanto, um problema real não se restringe apenas ao planeamento de viagem. É 
necessário ter em conta as capacidades de transporte dos veículos o que, em muitos casos, 
pode significar a realização de várias viagens se a procura for maior do que a capacidade. 
Desta forma, o problema passa a ser conhecido como um VRP (Vehicle Routing Problem), no 
qual é feita a recolha em vértices. O VRP determina um conjunto de rotas que os veículos 
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envolvidos têm de cumprir para conseguirem satisfazer os objetivos do problema, 
minimizando os custos associados. [7] 
Tendo isto em conta, os modelos matemáticos deverão respeitar algumas restrições como 
por exemplo: 
 Cada rota começa e acaba na garagem/armazém; 
 Cada cliente é servido uma só vez; 
 A procura na rota não pode exceder a capacidade do veículo; 
 Veículos com a mesma capacidade, para que a modelização realizada para um possa 
ser aplicada em todos; 
 A procura tem de ser satisfeita; 
É também relevante mencionar que alguns autores diferenciam o CRVP (Capacitate 
Vehicle Routing Problem) do VRP, no sentido em que consideram o VRP igual ao TSP.  
Por último, uma pequena nota em relação aos VRPTW (VRP with time Windows): neste 
caso os clientes são satisfeitos apontando a uma janela temporal. Este modelo é o que se 
aplica à recolha de resíduos de comércio/serviços. 
Passando agora à procura nos arcos, o problema equivalente que existe como exemplo do 
TSP é o do CPP (Chinese Postman Problem). Neste caso, procura-se cobrir todos os arcos de 
uma determinada rede, mais uma vez com o objetivo de minimizar o custo. 
Na maior parte dos problemas não será necessário cobrir a totalidade dos arcos. Quando 
assim é, há uma variante especial do CPP, chamada RPP (Rural Postman Problem). Segundo 
Eiselt [10] [11], são poucos os exemplos de aplicação prática onde é necessário servir todos 
os arcos duma rede, logo na maior parte dos casos reais as rotas são normalmente modeladas 
usando RPP. 
Finalmente, o CARP (Capacitated Arc Routing Problem). O CARP vem introduzir no 
modelo a restrição da capacidade, um dos fatores mais importantes nos problemas reais. Uma 
das aplicações diretamente relacionada com o CARP é a recolha de resíduos. 
O CARP é considerado uma generalização do CCPP (Capacitated Chinese Postman 
Problem) e tem como objetivo minimizar os custos das rotas.[12] Logo temos de considerar 
alguns fatores ao modelizar: 
 Cada rota começa e acaba no armazém; 
 Cada arco tem de ter peso/custo maior que zero; 
 Cada arco tem um e apenas um veículo atribuído; 
 A procura num arco não pode ultrapassar a capacidade de uma viatura.  
Desta forma, ficam apresentados os dois processos de resolução de um problema de 





2.3 - Métodos de Resolução 
 
2.3.1 - Heurísticas e Meta-heurísticas 
Os problemas de Rotas são normalmente enquadrados em Programação Inteira (mista) 
e/ou Otimização Combinatória. Portanto, os métodos de resolução serão influenciados pelos 
procedimentos conhecidos e usados em Programação Inteira ou Otimização Combinatória. 
Frequentemente caraterizam-se por Métodos Exatos (ME), métodos com resolução 
matemática que, como a própria terminologia indica, são algoritmos que resolvem problemas 
oferecendo uma solução exata. 
Os algoritmos aproximados, também apelidados de heurísticas, procuram mais a 
flexibilidade, simplicidade e adaptação ao problema concreto, sacrificando assim a qualidade 
da solução, mas resolvendo o problema em menos tempo (menos exigência computacional). 
Os algoritmos exatos oferecem soluções exatas, com a penalização de uma necessidade 
de processamento muito maior. Assim, a própria escolha do tipo de algoritmo a usar 
dependerá da complexidade do mesmo e da urgência na obtenção da solução, sendo 
recomendável fazer uma comparação de resultados para verificar se os algoritmos 
aproximados oferecem soluções aceitáveis consoante os objetivos propostos.[8] 
A título de exemplo refere-se um algoritmo de tipo ‘exato’, o ‘Branch-and-Bound’. 
Seguidamente apresentam-se definições de Heurísticas e Meta-Heurísticas. 
 
B&B – como o próprio nome indica, esta metodologia tenta resolver um problema através 
da criação de ramificações por iterações e estabelecimento de limites que levam à procura 
de soluções admissíveis nas novas ramificações criadas. Na figura 2.3 é apresentado um 
exemplo da aplicação deste método. Aqui se pode verificar que se trata de um problema de 
maximização sendo o 5.00, assinalado a vermelho, o valor ótimo encontrado após as 
interações feitas através dos vários intervalos da função. A azul estão representados valores 
que se mostraram uma melhoria em relação ao seu valor anterior (ramo antecessor) e assim 


































Heurísticas – são processos criados com o propósito de encontrar soluções para um dado 
problema. Este tipo de processo ajuda a simplificar o problema em questão com o intuito de 
o resolver. Quando o problema a ser tratado possui questões mais complicadas, estes 
processos substituem essas premissas por outras questões de resolução mais simples. O 
intuito é encontrar valores aproximados do ideal, desde que se enquadrem dentro dos 
requisitos e do aceitável para o âmbito do problema a ser tratado, respeitando os limites do 
problema em si estipulados, assim como os objetivos traçados. [14][15] 
 
Meta-Heurísticas (MH) (figura 2.4) – são procedimentos que, embora de nível mais 
elevado, seguem os mesmo princípios que as heurísticas. Entende-se por MH um processo 
iterativo de alto nível que guia e modifica as operações sob heurísticas subordinadas de forma 
a torná-las mais eficazes e consequentemente, levar à obtenção de soluções de maior 
qualidade. As heurísticas subordinadas podem ser de alto ou baixo nível, ou até, simples 
métodos de pesquisa local ou métodos de construção/obtenção de solução inicial. Quer isto 
dizer que as MH são algoritmos mais poderosos pois decompõem os problemas em partes 
menores que as heurísticas, conseguindo assim soluções muito mais próximas do ideal. É 
importante realçar que, embora as soluções sejam mais interessantes do que as que é 
possível obter com métodos heurísticos, não garantem que seja possível encontrar uma 
solução para qualquer tipo de problema. [14][15]  
A maior parte das MH pode ser caracterizada pelas seguintes propriedades: 
 São estratégias que guiam o processo de procura; 
 Não são específicas a um problema; 
 Têm como objetivo explorar o espaço para encontrar soluções próximas do ótimo; 




 Algoritmos baseados em MH são aproximados e, normalmente, não determinísticos. 
A MH mais relevante para o trabalho desenvolvido será a da colónia de formigas (Ant 





















2.3.2 - Introdução ao Algoritmo ACO – Inteligência Coletiva 
Para explicar como funciona esta MH, e em que se baseia, começa-se por explicar o 
termo Swarm Intelligence (SI). Tal como o próprio nome indica, refere-se à inteligência dos 
grupos que permite às espécies que o usam funcionar de forma auto-organizada permitindo 
melhorar as suas probabilidades de sobrevivência.  
Este comportamento pode ser observado na Natureza em várias espécies, em atividades 
orientadas à sua sobrevivência: defesa do grupo e do seu habitat, defesa dos membros do 
grupo em relação a possíveis ataques de predadores, armazenamento de alimentos e 
migrações sazonais para novos territórios. Logo, SI é uma ferramenta para resolver problemas 
complexos coletivamente, e permite reduzir o efeito negativo de indivíduos menos 
capacitados. [18] 
Para melhor exemplificar este conceito, descrevem-se de seguida duas situações em que 
se evidencia a SI (figura 2.5 e figura 2.6). Na figura seguinte pode-se ver um cardume de 
peixes que se movimenta como um grupo, para que aos olhos de possíveis predadores, se 
assemelhe a um peixe maior e logo mais ameaçador. [19] 
 





















Na figura que se segue tem-se o exemplo dos antílopes que se deslocam sempre em 
grupo, com o intuito de serem menos apetecíveis aos predadores. No caso de ser avistado um 
predador, cada membro do grupo funciona como uma espécie de alarme, reforçando assim a 













Após a breve introdução à SI, vai-se agora focar no exemplo que inspirou a MH adotada 
para este problema. 
Figura 2.5 – SI evidenciada em cardume. [20] 




“Ants aren’t smart. Ant colonies are.” [19] As colónias de formigas são um dos muitos 
exemplos da organização de comunidades de insetos existentes na Natureza. Esta organização 
é fulcral para a sua sobrevivência. O comportamento coordenado permite melhorar a recolha 
de alimentos, a defesa da colónia face a diversas ameaças e a construção da própria colónia. 
Para explicar a forma como funciona a comunicação entre os grupos de formigas, é 
necessário abordar o termo Estigmergia, termo predominante nos estudos das colónias. Este 
processo consiste numa comunicação através da alteração do meio ambiente. Na maioria das 
colónias de formigas, aquando da procura de alimento, é usado um meio de comunicação 
indireto, através de uma substância denominada feromona, deixada ao longo dos caminhos 
que as formigas percorrem em busca de alimento. Esta marcação dos trilhos utilizados 
permite às formigas seguintes decidir de uma forma probabilista qual o trilho a seguir, ou 
seja, quanto maior for a quantidade de feromonas, maior será a probabilidade de outra 
formiga o seguir. Para além de que, tendo em conta que a feromona acaba por evaporar, os 
trilhos sem qualquer réstia de feromona serão ignorados em decisões futuras. Logo, define-se 
o feedback positivo do trilho como uma quantidade de feromonas maior e um feedback 
menos positivo como uma quantidade de feromonas menor no mesmo trilho. Do mesmo 
modo, para que continuem a haver feromonas no caminho escolhido, é necessário que as 
formigas continuem a usá-lo repetidamente. 
 
 
2.3.3 - Primeiras Heurísticas ACO 
Os algoritmos ACO são métodos estocásticos que baseiam a sua construção de soluções na 
busca repetitiva com recurso a memória. A sua população é simulada com “formigas 
artificiais” ou agentes que constroem uma solução possível para um dado problema. 
Essencialmente, a cada decisão associa-se uma probabilidade relacionada com a memória do 
sistema (feromonas) e uma informação heurística. 
A informação memorizada pode ser atualizada de três maneiras distintas [9]: 
 On-line: isto é, deposição de feromonas após a formiga percorrer o arco;  
 On-line com atraso: deposição de feromonas após a formiga percorrer o caminho 
completo;  
 Off-line: a deposição de feromonas é atualizada no final de todas as formigas 
terminarem o percurso. 
O algoritmo original data de 1992 e é denominado de Ant-System [22]. O algoritmo em 
questão foi desenvolvido inicialmente para o TSP e já possuía uma rotina de evaporação de 
feromonas. A atualização das feromonas tinha a contribuição de todas as formigas. Existe 
uma variação na forma como se procede à atualização de feromonas, com três variantes: 
 Ant-quantity: Atualização de feromonas On-line com valores de feromonas 
dependente da distância do arco; 
 Ant-density: Atualização de feromonas On-line com valores de feromonas 
independente da distância do arco;  
 Ant-cycle: Atualização de feromonas On-line com atraso, com valores de 
feromonas dependente do valor da distância total. 
De acordo com o artigo referenciado [22], o Ant-Cycle obteve resultados mais 
satisfatórios do que os outros dois em problemas mais complexos. Devido a este facto, este é 
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o algoritmo mais usado nos dias de hoje sempre que se recorre à heurística ACO. É o método 
utilizado por defeito. 
 
 
2.3.4 - Metodologias Mistas: Resolução de Problemas 
A “mistura” entre um método heurístico e um método exato pode ser uma metodologia 
conveniente para lidar com a complexidade dos problemas. Existem várias razões para que 
seja feito, quer do ponto de vista das MH, quer do ponto de vista do método exato. 
No caso da MH podemos ter, entre outros, as seguintes limitações [23]: 
 Falta de fiabilidade no resultado – os resultados poderão ser diferentes se 
ocorrer repetição; 
 Resultado imperfeito – excesso de erro introduzido no resultado, derivado da 
simplificação do problema. Na maior parte das vezes a solução obtida é 
diferente da ideal, embora a possamos considerar relativamente próxima; 
 Enorme variedade de metodologias – pode ser visto como um ponto positivo 
pois assegura a existência de múltiplas opções de heurística para cada 
problema. No entanto, não é viável testar todas as heurísticas existentes, 
podendo então ser questionável se a heurística utilizada será a mais indicada 
para esse tipo de problema. 
 
Tendo em conta estes contras das heurísticas, se aplicarmos uma heurística 
juntamente com um método exato é possível diminuir o impacto destes defeitos. Todavia, um 
método exato também possui as próprias falhas ou complicações: 
 Tempo de processamento – analisa toda a informação independentemente 
da quantidade de informação (tamanho da instância) a analisar. Isto pode 
tornar o processo de obtenção de solução demasiado moroso o que, em 
algumas situações, pode não ser tolerável; 
 Resultados incomportáveis – em alguns problemas, o resultado exato não 
respeita os limites reais dos problemas, resultando em valores irreais e 
impossíveis de aplicar do ponto de vista do problema em questão; 
 Pouco flexível – ao contrário das heurísticas não existem várias maneiras de 
resolver. Quando surge a necessidade de executar uma pequena alteração nos 
dados de entrada, pode ser necessário efetuar uma alteração profunda no 
modelo criado para a sua resolução. 
 
Como foi explanado acima, não existe “a melhor forma” de resolver problemas. Quer os 
métodos heurísticos, quer os métodos exatos têm as suas falhas e complicações. Assim, 
Punchinger e Raidl [23] sugerem metodologias que envolvem articular métodos exatos com 
MHs, para reduzir o impacto das desvantagens de ambos os intervenientes. Na figura 2.7 é 




apresentada a classificação das combinações entre MHs e métodos exatos. 
 
 
Como é possível verificar, esta forma de resolver problemas divide-se fundamentalmente 
em dois grandes ramos: 
 Combinações Colaborativas – pelo termo colaborativo quer-se dizer que, 
embora os algoritmos troquem informação, não fazem parte um do outro. São 
independentes por si só, e poderão ser executados sequencialmente, em 
paralelo e/ou alternadamente, consoante o problema apresentado e as 
respetivas necessidades; 
 Combinações integrativas – por integração quer-se dizer que um dos métodos 
é subordinado de outro método, ou seja, existe um algoritmo mestre que 
pode ser exato ou meta-heurístico; 
 
Dentro das combinações colaborativas tem-se duas metodologias distintas: 
 Execução sequencial – os algoritmos serão executados um a seguir ao outro, 
sem particular ordem ou preferência. Mais uma vez, o problema em si vai 
ditar qual será a sequência mais conveniente. Este tipo de execução pode 
servir, por exemplo, para simplificar dados de uma instância que será 
utilizada como dados de um método exato. Ao diminuir o tamanho da 
instância (estando ciente da introdução de algum erro), pode-se reduzir 
muito um dos problemas do método exato, neste caso em especifico, o tempo 
de processamento; 
 Execução paralela ou alternada – os algoritmos serão executados em 
paralelo ou alternadamente. Mais uma vez, o alternar de métodos não define 
que algum deles tenho de ser o primeiro, o último, nem quantas vezes a 
alternação acontece. Esta execução pode servir, por exemplo, para quando o 
método exato chega a uma zona de soluções em que os resultados não são 
admissíveis e a MH pode intervir para passar o algoritmo para outra zona de 
soluções onde o método exato já consegue obter valores realistas. 
 
No ramo alternativo, temos combinações integrativas em que um algoritmo se torna 
“escravo” do outro para dessa forma melhorar o seu desempenho. Desta forma é possível 
reduzir alguns problemas de um método por integrar um segundo método como “escravo”.  
 Incorporação de algoritmos exatos em MHs – este processo pode ser 
utilizado em várias situações, como por exemplo, resolver problemas de 
análise relaxada ou simples, mas de maneira exata. Isto pode servir para 
reduzir ou mesmo eliminar erros que a heurística utilizada possa introduzir.  
 Incorporação de MHs em algoritmos exatos – ao aplicar este processo relaxa-
se o algoritmo exato. Um exemplo de aplicação será encontrar intervalos 
dentro dos padrões do problema de forma mais rápida, por exemplo, branch 





Portanto, nem sempre a utilização do método exato pode ser a melhor opção. No 
entanto, não quer dizer que tenhamos de partir diretamente para o uso de uma MH. Podemos 
então, tendo em conta as características únicas de cada problema, respetivas limitações e o 
seu enquadramento, optar por uma combinação das duas abordagens obtendo assim uma 
maneira alternativa (e talvez melhor) para resolver determinado problema. 
 
2.3.5 - Algoritmos e Complexidade Computacional 
Para se perceberem alguns dos termos e métodos que irão ser usados ao longo deste 
documento, faz-se aqui uma breve referência à complexidade computacional. 
O termo complexidade computacional classifica os problemas, de acordo com o seu grau 
de dificuldade, isto é, a facilidade com que são resolvidos. Ao mesmo tempo, a complexidade 
computacional de um algoritmo é medida pelo número de passos necessários à resolução de 
uma instância de um problema. 
O tempo polinomial pode ser visto como sendo uma linha divisória que separa a classe 
computacional de problemas que podem ser resolvidos eficientemente. Esta definição de 
tempo polinomial de um algoritmo refere-se ao tempo de execução de um algoritmo que é 
função polinomial do tamanho da entrada. 
A notação assintótica ou Big-O descreve o comportamento dos limites que uma função 
f(n) possui, em relação à taxa de crescimento n. Logo, funções diferentes com taxa de 
crescimento semelhante são representadas utilizando a mesma notação. Deste modo é 

















 Resolução de Problemas Computacionalmente 
A tecnologia está em constante evolução: melhores máquinas, novos programas, novas 
funcionalidades, mais ferramentas. Todos estes melhoramentos constantes ajudam a que os 
computadores sejam usados em praticamente tudo hoje em dia. Resolução de problemas 
complexos não foge à regra. 





Ao utilizar o processamento computacional, não só nos permite obter soluções mais 
rapidamente, como também permite resolver problemas cada vez mais complexos ou com 
mais quantidade de informação para analisar.  
Obviamente, os resultados obtidos serão inevitavelmente influenciados pela máquina 
utilizada. As melhores características refletem-se diretamente no tempo de processamento e, 
por consequência, nos resultados obtidos. Essencialmente, como a figura seguinte demonstra, 
temos duas entradas de informação para o caso em questão: Instância e Modelo. 
 
 
Figura 2.9 – Esquema explicativo da resolução de problemas computacionalmente. 
 
O peso de cada uma das entradas (Instância e Modelo) no tempo de processamento varia 
consoante a quantidade de informação em causa. Quando a dimensão da instância de dados é 
relativamente pequena, a redução da mesma não terá muito impacto no tempo de 
processamento final.  
Quando existe uma instância de tamanho considerável, a sua redução será bastante 
relevante para obter melhores tempos de processamento. Neste caso, é necessário alterar a 
instância, o que será abordado com mais detalhe ao longo desta dissertação. 
 
2.4 - Caracterização dos Problemas de Recolha de RSU 
Como já foi referido anteriormente, um sistema de recolha de RSU é um sistema bastante 
complexo com muitas variáveis a ser consideradas.  
Ao longo da dissertação serão apresentados com mais detalhe os problemas para 
determinação e otimização de rotas de recolha de RSU.  
O objetivo será desenvolver uma abordagem heurística para a sua resolução. Para tal, 
será necessário recolher a informação relativa a todas as variáveis, definir funções objetivo e 
modelizar o problema em si.   
O modelo matemático básico a ser considerado terá em conta, portanto, os seguintes 
fatores: 
 Viagens admissíveis; 
 Custos das ligações – passagem e serviço; 
 Capacidade dos veículos disponíveis; 
 Ligações com ou sem procura; 
 Aterros com limite de visitas; 




Atendendo aos pontos enunciados terá de ser produzido um modelo, com uma função 























Capítulo 3  
 
Modelo Matemático a utilizar 
 
Esta dissertação tem por base um dos diversos temas dos projetos de investigação do 
INESC TEC, neste caso em específico focando-se no domínio da investigação operacional.  
Para iniciar este projeto foram estudadas as publicações de A. Rodrigues e J.Ferreira, [3] 
[25] [26] que incidem nos temas da modelização de sistemas de transporte e da respetiva 
otimização de rotas através da setorização.  
A estratégia de desenvolvimento usada assentou na setorização do problema de resíduos 
sólidos urbanos (RSU), ou seja, foi feito o estudo de um setor em específico localizado em 
Monção, no Alto Minho. 
 
3.1 - Notação e Definições 
As dificuldades inerentes à criação ou alteração do planeamento de uma rota de recolha 
de RSU prendem-se com a complexidade do mapa de ligações (sentidos, a falta de 
conetividade entre pontos sequenciais) e com o tempo de processamento resultante, o qual 
será elevado. A isto adiciona-se a recolha obrigatória ou a alteração da ordem da mesma, 
consoante a situação em questão. A estas exigências, adicionam-se complicações específicas 
e caraterísticas de cada problema (ordem de recolha, restrições físicas de ruas, limitações de 
transporte dos veículos, sendo estas complicações apenas alguns exemplos). 
Normalmente, para simplificar a exposição do problema, faz-se uma passagem dos mapas 
para grafos mistos. Desta forma ficamos com ligações (arcos e/ou arestas) que representam 
as estradas que ligam os pontos, que simbolizam pontos de recolha, aterros e garagens 
(denominados vértices). As arestas irão representar ruas de dois sentidos, os arcos 
representam ruas de sentido único introduzindo uma restrição física em que a recolha tem de 
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ser feita de A para B e nunca de B para A. Ainda sobre as arestas e os arcos, alguns serão de 
passagem obrigatória enquanto outros não.  
As ligações com passagem obrigatória são ligações onde existem contentores e existe a 
necessidade de executar a recolha nesse local. Nos locais onde não existem contentores a 
passagem não é obrigatória. No entanto, poderão ser usadas, quando assim for conveniente, 
como ligação entre sítios de recolha de resíduos. 
Normalmente, este tipo de problemas é classificado como problema em grafos mistos com 
procura nos arcos com restrições de capacidade (Mixed Capacited Arc Routing Problem 
MCARP), embora existam algumas características que os façam divergir entre si. Para cada 
problema existem características especiais e, embora se possa classificar como MCARPs, é 
necessário analisar cada problema individualmente. 
Foi desenvolvido recentemente, por Rodrigues e Ferreira [3], um modelo cujo objetivo é 
realizar um número τ de viagens, minimizando o custo do percurso. Entende-se por viagem 
um trajeto que comece num aterro ou na garagem e termine num aterro ou na garagem. É de 
salientar algumas características importantes deste modelo: 
 A garagem não é um aterro (a localização da garagem dos camiões não tem 
um aterro agregado); 
 Existe apenas um único veículo; 
 Os aterros não são únicos quanto às suas características (por exemplo dois 
aterros poderão ter a mesma capacidade de depósito de resíduos); 
 Os aterros estão limitados a um número máximo de visitas por dia 𝑙𝑖 
(capacidade de depósito de resíduos limitada). 
Seguindo a lógica comum, das τ viagens que o veículo efetua, a primeira viagem tem de 
começar na garagem e a última tem de acabar na garagem. Ao longo da sua rota o veículo 
esvazia τ -1 vezes nos aterros. 
Tendo estas características sido apresentadas, e dado que se trata de uma situação de 
grafo misto, será agora de suma importância explicar o significado de cada variável e o que 
representa. 
 
G = (V*, L) em que G será o grafo, composto por V* e L. 
 
L = (A ∪ E) - L irá representar as ligações entre os vértices no grafo, sendo que A 
representa os arcos e E representa as arestas. 
 
V* = (V‘ ∪  V) em que V’ = B ∪ D sendo que B representa os aterros e D representa a 
garagem. V representa todos os restantes vértices do grafo. 
 
R é o conjunto das ligações obrigatórias sendo que, 𝐴𝑅 representa o conjunto de arcos 
obrigatórios e 𝐸𝑅 o conjunto de arestas obrigatórias. 
 
τ representa o número de viagens, sendo que uma viagem é uma rota entre dois vértices 
de V’. 
 
Q é a capacidade do veículo. 
 





𝑐𝑖𝑗 > 0 É o custo de servir a ligação (i , j) ∈ R, (𝑐𝑖𝑗 = 0 se (i, j) ∈ R  ). 
 
𝑞𝑖𝑗 > 0 Representa a procura a satisfazer na ligação (i , j) ∈ R, (𝑞𝑖𝑗 = 0 se (i, j) ∈ R  ). 
 
λ é o custo de esvaziar o camião. 
3.2 - Modelação em Programação Inteira Linear Mista 
O problema foi modelado como um problema de programação linear inteira mista, o que 
significa que existem simultaneamente variáveis inteiras e variáveis binárias, conforme se 
pode ver na tabela abaixo.  
 
Tabela 3.1 – Variáveis de decisão do modelo 2 do artigo Rodrigues e Ferreira [3] 
 
Variáveis de Decisão 
𝒙𝒊𝒋




𝒕  Representa o número de vezes que a ligação (i , j) é usada sem 
serviço durante a viagem t 
Inteira 
𝒛𝒊𝒋




Neste caso, a um camião é atribuída uma zona ou rota, a qual terá de ser servida com τ 
viagens, tendo em conta a procura total. Embora este número de viagens seja um dado do 
problema, pode-se apresentar uma estimativa um número de viagens para que a capacidade 
do camião seja suficiente para satisfazer o somatório dos resíduos a recolher, através do 
quociente entre a soma dos resíduos e a capacidade do camião, somando mais 1, contando 
com a viagem de retorno. 
 
 
3.2.1. - Entradas 
 
a) Um grafo misto conexo é G = (V*,L), composto pelos vértices V* e ligações L. 
b) Cada ligação (i , j) ∈ L tem um custo de passagem atribuído 𝑑𝑖𝑗.  
c) Cada ligação (i , j) ∈ R tem um custo de serviço 𝑐𝑖𝑗.  
d) Cada ligação (i , j) ∈ R tem uma procura 𝑞𝑖𝑗.  
e) Cada aterro b ∈ B tem um limite de visitas 𝑙𝑏.  
f) τ viagens estão disponíveis.  





3.2.2. - Saídas 
 
a) Conjunto ótimo de viagens t.  
b) Os aterros visitados por cada viagem t. 
c) Valor da função objetivo, ou seja o custo do conjunto de viagens sugerido.  
 
3.2.3. - Função Objetivo 
A função objetivo deste modelo consiste na minimização dos custos das viagens realizadas 
para satisfazer a procura. É necessário ter em conta que uma viagem corresponde a uma rota 
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),           ∀𝑖 ∈ 𝑉∗ (3.2) 
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b ∈ V′:(𝑖 ,𝑏) ∈ 𝐿




b ∈ V′:(𝑏,𝑗) ∈ 𝐿










𝜏 = 0, ∀(𝑖, 𝑗) ∈ R (3.9) 
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≤ 𝑙𝑏 ,         ∀𝑏 ∈ B (3.11) 
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= τ − 1,         ∀𝑏 ∈ B (3.13) 
∑ 𝑧𝑖𝑗
𝑡
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(𝑖 ,𝑏) ∈ 𝐿
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𝑡
(𝑏,𝑗) ∈ 𝑅









𝑡  +  𝑥𝑖𝑗
𝑡 ),           ∀(𝑖, 𝑗) ∈ L; 𝑡 = 1, … , τ (3.17) 
𝑥𝑖𝑗
𝑡  ∈ {0,1},           ∀(𝑖, 𝑗) ∈ L; 𝑡 = 1, … , τ (3.18) 
𝑧𝑖𝑗
𝑡  ≥ 0,           ∀(𝑖, 𝑗) ∈ L; 𝑡 = 1, … , τ (3.19) 
𝑦𝑖𝑗
𝑡  ≥ 0,          𝑖𝑛𝑡𝑒𝑔𝑒𝑟, ∀(𝑖, 𝑗) ∈ L; 𝑡 = 1, … , τ (3.20) 
 
Explicando as restrições: 
 
Exp. (3.2) - (3.3) O conjunto de viagens tem de formar um circuito. 
Exp. (3.4) - (3.5) 
Todas as ligações requeridas (arcos e arestas) devem ser servidas apenas 
uma vez. 
Exp. (3.6) - (3.7) Todas as viagens entram e saem de um aterro apenas uma vez. 
Exp. (3.8) Se uma ligação não é requerida, não é servida. 




Quando o veículo efetua uma descarga de uma viagem num aterro, tem de 
começar a próxima viagem no mesmo sítio. 
Exp. (3.11) O número de visitas a um aterro pode ser limitado. 
Exp. (3.14)-(3.15) A quantidade de resíduos recolhidos em cada viagem. 
Exp. (3.16) Ao sair de um aterro o veículo deverá estar vazio. 
Exp. (3.17) 




































Capítulo 4  
Método de Resolução 
Neste capítulo será apresentado o método de resolução, uma heurística inspirada em 
Colónias de Formigas. Também se inclui um exemplo para esclarecer a relevância da situação 
abordada para o bom funcionamento de uma rota de veículos dedicada a RSU. 
 
4.1 - Princípio de Partida para a Resolução 
Dado o problema em questão, tendo um modelo bem estruturado, foi questionado se seria 
possível tornar o processamento mais veloz, ou talvez, até mais eficaz. Mesmo quando a 
situação não exige a obtenção de resultados imediatos, deseja-se uma certa celeridade no 
processo de resolução. De forma a tornar mais inteligível o intuito do trabalho, segue-se uma 
breve contextualização. 
Aquando da atribuição de uma rota, a um dado camião de RSU, é feito um planeamento 
para um longo período de utilização, ou seja, o planeamento da rota é feito para longos 
períodos de trabalho e serviço. Como exemplo assume-se um período de um trimestre. 
Sabendo que determinada rota vai ser usada durante um trimestre, 3 a 4 horas de 
processamento são perfeitamente aceitáveis.  
Assim, assumindo que cada mês tem 22 dias úteis, e cada dia de trabalho representa 8 
horas de trabalho, 
8 ∗ 22 = 176 ℎ𝑜𝑟𝑎𝑠 𝑑𝑒 𝑡𝑟𝑎𝑏𝑎𝑙ℎ𝑜 𝑝𝑜𝑟 𝑚ê𝑠 





≈ 0.8% .  
 
Verifica-se que a razão entre o tempo de planeamento e o tempo de trabalho do camião é 
inferior a 1%. Neste caso, as 4 horas de planeamento previstas são perfeitamente admissíveis. 
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Por outro lado, no caso de uma ou mais ruas estarem indisponíveis durante um dia ou, 
caso a recolha tenha que ser alterada devido à deteção de situações críticas (locais de 
recolha de RSU que estão no limite da sua capacidade), é necessário criar uma nova rota de 
recolha só para esse dia. Nesta situação terão que ser efetuados ajustes para as ruas que não 
poderão ser servidas. Assumindo que o tempo de planeamento é de 4 horas para um dia de 




Neste caso, podemos verificar a importância que a otimização nos dados pode ter em 
determinadas situações, ainda que ocasionais. O valor de 50% tem um impacto significativo 
em situações como a deste exemplo, as quais podem ou não estar previstas.  
 Tendo em conta o exemplo apresentado, e outras situações que possam assumir um 
impacto semelhante, a necessidade de reduzir o tempo de processamento é importante e 
permite: 
 Otimizar os recursos; 
 Reduzir os custos (um tempo de espera menor); 
 Uma maior rapidez/facilidade no reajuste de rotas. 
Com o objetivo de tentar reduzir os tempos de processamento, para minimizar os “danos 
causados” neste tipo de situações imprevistas, e tendo em conta a resolução computacional 
dos algoritmos (2.4.2 do estado da arte), foi divida a análise em 3 principais aspetos: 
 O computador – aqui existe uma pequena margem para alterações por ser 
dependente do orçamento de cada empresa/companhia. No entanto, 
recomenda-se que sejam adquiridas máquinas tão potentes quanto possível, o 
que torna melhor e mais rápido o seu processamento; 
 O modelo matemático – tendo em conta que o modelo já foi definido para o 
problema em questão [6], é o aspeto que pode ter um impacto maior; 
 Os dados – por serem usados dados ou bases de dados na resolução do 
problema, é expectável que o modelo retorne um valor específico em função 
desses mesmos dados. A sua disposição não é normalmente contestada, sendo 
um dos aspetos que se assume como um requisito do problema.  
No entanto, é possível tentar reorganizar a base de dados de forma a torná-la mais 
eficiente do ponto de vista computacional, face ao número de horas de trabalho referidos no 
exemplo. Este desenvolvimento foi feito com base nos trabalhos de Punchinger e Raidl [23], 
que apresentam metodologias para combinar MHs com MEs, sendo por isso feita uma 
abordagem sequencial. 
4.2 - Abordagem Sequencial 
Para a resolução deste problema optou-se por uma abordagem sequencial. Este tipo de 
combinação de MH com ME, tal como foi brevemente explicado no capítulo 2, consiste na 
execução sequencial de ambos os algoritmos sem uma ordem específica. 
Os dois algoritmos irão assim funcionar separadamente, ou seja, não comunicarão entre si 
diretamente durante a sua execução mas, no entanto, a informação tratada pela MH será 
utilizada pelo ME.  
Na figura 4.1, é feita uma representação simplista do sistema. O bloco Dados integra uma 




receber os dados tratados pela MH e tentará obter soluções utilizando esses dados e 




Figura 4.1 – Exemplificação da ausência de ligação direta entre a MH e o ME. 
 
Com este tipo de abordagem pretende-se, sem afetar ou alterar o modelo matemático, 
tentar melhorar o tempo de processamento ao introduzir alterações nos dados de entrada 
com base em MH. Esta execução também introduz vantagens em relação a uma execução 
entrelaçada [23], dado que existe uma maior facilidade na alteração ou reajuste do algoritmo 
que vai incidir sobre os dados.  
A liberdade para a manipulação do algoritmo da MH, que advém desta metodologia, é 
importante para este trabalho e para futuras análises do tema. Investigações posteriores, 
feitas com base no algoritmo aqui desenvolvido, terão uma maior liberdade para alterar o 
algoritmo da MH aplicada aos dados. Desta forma podem tornar o algoritmo mais adequado às 
características específicas dos problemas a tratar. 
Dadas algumas características do problema em estudo, desenvolveu-se um algoritmo 
inspirado na MH Colónias de Formigas (ACO – Ant Colony Optimization). 
 
4.3 – Simplificação de caminhos por ACO 
 
Na Natureza, uma colónia de formigas lida com uma rede complexa de caminhos, através 
dos quais tenta chegar ao alimento. O objetivo é recolher alimento e transportá-lo de volta 
para a colónia, partindo, aleatoriamente, à procura do alimento e do respetivo caminho 
“ótimo”. 
 As formigas usam feromonas para marcar o caminho e, quanto maior o número de 
passagens num determinado caminho, maior é a intensidade da feromona e, por isso, maior é 
a probabilidade do mesmo ser escolhido. [27] 
Esta seleção do trajeto na natureza é feita tendo em conta vários fatores. Estes estão, na 
maioria das vezes, relacionados com a seleção natural ou o meio ambiente: presença de 
predadores ou obstáculos incontornáveis (por exemplo, cursos de água) ou caminhos 
demasiado longos. Para que este processo seja computacionalmente útil na resolução de 
problemas é feita a simplificação de grafos.  





Figura 4.2 – Exemplo de um caminho encontrado por ACO [28] 
  
A figura 4.2 descreve o problema típico de uma colónia de formigas. Existem dois pontos 
a serem servidos: um local com comida e a colónia para onde a comida é transportada e 
depositada. Na imagem, a formiga já chegou ao local onde a comida se encontra e procura 
agora voltar para a entrada da colónia (assinalada por um círculo verde). 
O que se pretende salientar com o exemplo é a quantidade de informação que pode ser 
filtrada. De entre os diversos caminhos possíveis, a formiga irá optar pelo caminho que 
contenha mais feromonas. No entanto, ao tentar passar a totalidade da informação para um 
grafo ou uma base de dados, iremos guardar uma quantidade de informação muito 
possivelmente não necessária. Assim, ao utilizar o caminho arbitrado pela MH ACO, quando 
nenhuma das ligações é de cariz obrigatório, permite ignorar toda a informação alheia ao 
caminho selecionado. 
Em termos práticos, não perdemos a ligação escolhida entre a comida e a colónia e 
podemos descartar todas as ligações não utilizadas. Desta forma encurta-se a base de dados 
tornando a mesma mais rápida de processar.  
4.4 - Algoritmo de Colónia de Formigas – Contração de Arestas 
(ACF–CA) 
4.4.1 - Dificuldade da aplicação direta de ACO 
 
Até aqui fala-se de formigas reais com o problema de recolha de alimento. Fazendo a 
passagem para um problema de Recolha de RSU, verificamos que existem algumas 
características que impedem a aplicação direta de ACO: 
 Múltiplos locais de serviço – ao contrário do exemplo na natureza, este 




 Nenhuma ligação pode ser descartada – não podemos descartar ligações, 
mesmo as não requeridas. Podem servir de conector entre ligações de recolha 
obrigatória e portanto serão necessárias; 
 Cada ligação obrigatória tem um valor de recolha – neste caso, as próprias 
ligações têm quantidades de resíduo a ser recolhido. 
Uma remoção “cega” realizada em todos os vértices não é o ideal pois podem ser 
sacrificadas, de forma negligente, ligações importantes para a resolução do problema. 
Desta forma, a simplificação não pode ser feita deste modo. É necessário ter em conta 
que não podem ser deixadas ligações obrigatórias sem serviço, logo o grafo não pode ser 
analisado em grande escala. O melhor é optar por fazer pequenas análises locais com o 
intuito de procurar vértices com características favoráveis. Com a análise local é mais fácil 
assegurar que não ficará serviço por realizar.  
O grafo da figura 4.3 pode ser usado como exemplo para demonstrar que a remoção de 
arestas pode contribuir para a impossibilidade de resolução do problema. Como se pode ver, 





Figura 4.3 – Grafo simples exemplificativo. 
 
Se for feita a análise do grafo da esquerda para a direita, e seguindo a lógica de que uma 
ligação não sendo obrigatória pode ser descartada, fica-se com um grafo não conexo (figura 
4.4) e logo não há forma de criar uma rota de recolha por todas as ligações obrigatórias. 
 
 





Logo, este procedimento de remoção de ligações não é o mais indicado, visto que pode 
levar a que sejam criados grafos não conexos. Assim foi necessário encontrar um método 
alternativo para efetuar a diminuição das ligações, mantendo o grafo conexo. 
 
 
4.4.2 - Análise Individual de Arestas 
 
Após se ter verificado que eliminar ligações localmente não é o mais indicado, passa-se 
agora à análise de arestas.  
Proceder à eliminação de arestas, com o intuito de redução do tamanho da instância, é 
um método possível. No entanto, apresenta contrariedades que terão que ser contornadas 
para preservar a integridade da instância de dados. 
A primeira contrariedade encontrada foi a perda de ligações obrigatórias, no caso da 













Na situação demonstrada na figura 4.5 temos um pequeno grupo de ligações obrigatórias, 
o que leva a que a resolução pela eliminação de arestas nunca seja favorável. Sendo o serviço 
obrigatório em todas as ligações, a eliminação de qualquer aresta significaria a criação de 














Desta forma, além de serem mantidos os números dos vértices e das ligações, ainda 
estaríamos a adicionar um erro (ligação fictícia de 42 para 41) e um custo (o novo custo de 40 
– 41 seria igual a 40 – 42 mais o custo de 42 - 41). Após esta simples análise, vê-se que a 
eliminação de arestas não pode ser aplicada nesta situação. Em suma, eliminar uma ligação 
obrigatória não vai ajudar. Foi então necessário proceder à procura de situações mais 
favoráveis. 












Neste caso também não se pode eliminar a ligação 44-45, mesmo sendo não obrigatória, 
visto que se fica com a aresta 45 – 46 isolada, deixando o grafo não conexo. Como o serviço 
da ligação 45-46 é obrigatório, seria necessário mais uma vez criar ligações alternativas, com 
erro, para garantir o serviço em todos os arcos/arestas obrigatórias. Se o problema da 
eliminação de arestas adviesse de ligações subsequentes, poderia tentar-se uma análise 








Figura 4.6 – Remoção da aresta obrigatória (40 – 41) levou À criação 
de outra aresta obrigatória (41 – 42). 
Figura 4.7 – Exemplo de grafo com ligações obrigatórias e não obrigatórias. 
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processamento e à quantidade de dados a processar, não sendo uma abordagem viável. Numa 
instância pequena, em que só se tenha vértices com graus baixos, o método irá funcionar 
rapidamente e, muito possivelmente, será bastante eficaz. Entende-se por grau de um 
vértice o número de arestas que nele incidem. 
Dificuldades sérias ocorrem caso se tenha uma instância de grandes proporções devido ao 
elevado tempo de processamento. Tanto quanto se sabe, é possível um vértice ter ligações 
infinitas, em problemas teóricos, o que significa que é possível entrar em ciclos infinitos só 
ao fazer a análise de um grafo. Embora a existência de um vértice com ligações infinitas seja 
irrealista, desaconselha-se por isso a criação de um algoritmo standard (que consiga trabalhar 
em qualquer caso).  
Um grafo como o da figura 4.8, seria algo muito complicado de analisar vértice a vértice. 
 
 
Figura 4.8 – Exemplo de um grafo com vértices de grau elevado. [29] 
 
Tendo em conta estas dificuldades, pensou-se numa alternativa: procurar situações em 
que a diminuição do número de ligações não seja prejudicial à resolução do problema. 
 
 
4.4.3 - ACF-CA: procurar situações para redução da dimensão das instâncias 
 
Atendendo às dificuldades acima referidas, optou-se então por criar um algoritmo que vai 
procurar situações onde é possível aplicar uma redução da instância, sem existir a 
necessidade de uma análise detalhada do grafo em questão, ou a criação alternativa de 
ligações complementares para assegurar o serviço a todas as ligações requeridas.  
Antes da exemplificação das situações que vamos procurar ao longo dos grafos, é 
necessário verificar se pelo menos uma das ligações intervenientes é requerida, o que faz 




ligações os seus custos de passagem (com e sem serviço) são somados, assim como a respetiva 
quantidade a recolher. Desta forma, assegura-se que a quantidade de resíduos a recolher é 
sempre a mesma, por muito que se eliminem outras arestas da instância.  










Enquanto na ligação 44-45, que é não requerida, a quantidade de resíduos a recolher 
seria 0, o mesmo não se passa na ligação 45-46. Desta forma, a nova ligação vai continuar 
com a mesma quantidade a recolher, que herdou da ligação obrigatória, mas o seu custo de 
passagem vai ser maior devido à passagem que herdou da ligação não requerida. A relação 
quantidade de resíduo por custo é assim reduzida. 
De seguida apresentam-se as duas soluções (figura 4.10 e figura 4.11) que, embora 
também adicionem erro porque retiram dados e informação à instância, são mais fáceis de 
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Figura 4.9 - Eliminar a ligação 44 -45 numa situação com 
ligações requeridas e não requeridas. 
Figura 4.10 – Eliminar a ligação 44- 45 quando temos duas arestas de cariz 
obrigatório. 





 Como podemos ver, o erro introduzido refere-se apenas à eliminação da aresta, 
porque não é alterada a relação entre a quantidade de resíduo e o custo da passagem. Em 
suma, estamos a aplicar uma espécie de mini ACO. 
 É esta a heurística simples que se irá utilizar para tentar reduzir as instâncias do 
problema em estudo. Como acima referido, optar por alterações mais complexas pode 
danificar o grafo, sendo possível torná-lo não conexo, impraticável para a resolução do 
problema. 
 
4.5 - Criação do Algoritmo ACF-CA 
 
4.5.1 - Programação do ACF-CA 
 
Nesta secção abordam-se as rotinas presentes no trabalho desenvolvido. Por leveza de 
leitura, as várias rotinas serão descritas através da indicação das funções utilizadas e 
respetivos comentários.  
O código criado foi utilizado e testado na redução de instâncias LML, disponíveis em 
http://www.inescporto.pt/~amr/Limited_Multi_Landfills/. Abaixo segue um exemplo de 
como a informação é disposta nestas instâncias.  
 
Tabela 4.1 – Exemplo de parte de uma das instâncias utilizadas. 
Links: u r c d q 
20 22 1 1 5 5 14 
20 1 1 0 5 5 0 
21 20 1 1 3 3 10 
14 2 0 0 3 3 0 
15 23 1 1 4 4 15 
 
Links: as duas colunas identificam os vértices que compõem a ligação.  
 
Coluna u: undirected. Se u=1 a ligação é uma aresta, se u=0 a ligação é um arco. 
 
Coluna r: required. Se r=1 é uma ligação requerida ou com serviço de recolha, se r=0 é 
uma ligação não requerida ou sem serviço de recolha. 
 
Coluna c: cost of service. Representa o custo de passar nessa ligação recolhendo resíduos 
(embora não exista serviço para ligações não requeridas assumiu-se que o custo de serviço da 
mesma como sendo igual ao custo de deadheading). 
 
Coluna d: cost of deadheading. Representa o custo de passar nessa ligação sem efetuar 





Coluna q: quantity. Indica a quantidade de resíduos a recolher na ligação em causa. 
  
Depois de apresentada a disposição da instância, e definido o que representa cada 
coluna, passa-se então ao funcionamento do código em questão. Para a implementação da 
heurística utilizou-se um ficheiro Excel, com a instância respetiva, num ficheiro que permite 
macros. 
Relativamente ao ficheiro gerador de instâncias criado existem 5 opções, sendo que cada 
uma representa um botão clicável: 
 Atualizar Dados – Para facilitar a leitura dos dados é fornecido um 
botão que atualiza dados gerais da instância (quantidade total a recolher, 
número de arestas, número de vértices) e ainda recalcula o número de viagens 
necessárias para um camião com uma determinada capacidade executar a 
recolha. Caso o número de viagens seja superior a 12, aumenta a capacidade 
do camião, reajustando o número de viagens. 
 Criar Novas Arestas – Cria 13 novas ligações de acordo com um padrão 
pré-definido; 
 Verifica Conexo – Tal como o nome indica, a rotina associada a este 
botão serve para verificar se o grafo presente é conexo e portanto está pronto 
para ser utilizado pelo ME no CPLEX. Recomenda-se que esta verificação seja 
feita antes e depois das remoções. Poderá ajudar a evitar erros de copy/ paste 
das instâncias de origem; 
 Otimizar – Esta rotina irá tentar encontrar situações de redução de 
acordo com a heurística criada, dentro de um intervalo gerado 
aleatoriamente; 
 Sementes – Entendem-se por sementes o número de intervalos 
diferentes em que vão ser procuradas situações para redução. Ao contrário do 
botão otimizar, aqui o utilizador pode indicar quantas sementes quer 
introduzir e serão criados intervalos espaçados entre si onde serão procuradas 
situações onde é possível reduzir o número de arestas. 
 
 
4.5.2 - Breakdown das rotinas 
 
Nesta secção será explicado em que consiste cada rotina presente em cada botão. Vai-se 
explicar os passos por que cada rotina passa, podendo os nomes das funções não 
corresponderem aos presentes no código, sendo assim apenas nomes explicativos que ajudam 
a perceber a sequência do código em análise. Na figura 4.10 são descritas as várias rotinas, 















4.6 - Meta-Vértices 
Por se tratar de uma aplicação numa área rural sugere-se fazer uma simplificação 
alternativa, a qual pode tornar os dados mais simples de processar fazendo um simples 
agrupamento por pequenos aglomerados populacionais, as aldeias.  
Primeiro é necessário entender que as ligações entre aldeias vão ser relativamente 
maiores do que as ligações dentro de aldeias. Ao mesmo tempo, essas ligações de maior 
dimensão não vão ter resíduos a recolher, visto serem apenas de interligação de aldeias. 
Desta forma, o algoritmo de deteção de aldeias, ou ligações entre aldeias, vai receber como 
entrada um valor. Esse valor é o que o utilizador considera ser um valor razoável do número 
de vezes em que uma distância tem que ser maior que as adjacentes para ser considerada 
uma ligação entre aldeias.  
Na figura 4.13 estão marcadas a laranja, o tipo de ligações que se está à procura, sendo 
as arestas os locais de recolha. Neste caso puramente exemplificativo, temos uma aldeia 
ligada a outras duas aldeias por ligações de distâncias consideravelmente maiores do que as 
ligações dentro das aldeias. Se existirem situações deste tipo, é possível tratar as aldeias 
como Meta-Vértices (MV). 
 
 
Figura 4.13– Três aldeias ligadas por grandes distâncias. 
   
 
4.6.1 - Conceito de Meta-Vértice 
 
Um MV é um conceito inovador que advém do conceito de metagrafo [30]. Um metagrafo 
é uma estrutura hierárquica em que cada vértice é um conjunto de informação, tendo um ou 
mais elementos [31]. De uma maneira simplista, um metagrafo será um grafo em que cada 
  
60 
um dos seus vértices poderá ser um grafo por si mesmo. Daqui surge o conceito de meta-





Figura 4.14 – Cada aldeia da figura 4.13 pode ser considerada um MV. 
   
Ao criar esta maneira alternativa de organizar dados torna-se mais fácil a leitura através 
do modelo e o seu tratamento. Caso uma aldeia tenha apenas uma opção de passagem para a 
recolha dos resíduos, trabalhar dentro dessa aldeia não é um estudo relevante. Por isso, em 
vez de termos vários pontos unidos pela rota única existente, teremos então uma única aresta 
com uma quantidade de resíduos de recolha obrigatória. 
 
 
4.6.2 - Agrupamento em MV 
 
Foi criada uma pequena instância de valores aleatórios para testar a procura de aldeias e 
ligações entre si. A tabela 4.2 representa uma instância exemplo. 
 
Tabela 4.2 – Instância Exemplo. 
Links: u r  c d  q 
40 41 1 1 5 5 13 
40 42 1 1 3 3 20 
40 43 1 1 14 14 4 
43 44 1 0 10 10 0 
44 45 1 1 3 3 17 
44 46 1 1 20 20 0 
46 47 1 0 5 5 0 
47 48 1 0 7 7 0 
48 49 1 0 50 50 0 
49 50 1 1 6 6 6 
50 51 1 1 5 5 15 
51 52 1 0 5 5 0 
52 53 1 0 80 80 0 
53 55 1 1 12 12 17 





Por simplicidade visual decidiu-se que o algoritmo iria atribuir uma cor predefinida às 
ligações e as linhas correspondentes à mesma aldeia apresentam a mesma cor. De notar que 
se assume que as ligações estão organizadas ordenadamente consoante a sua disposição num 
mapa real, e que não iremos ter situações em que o vértice mais a norte é o 1 e o vértice 
mais a sul o 2. Isto é, a vértices sequenciais correspondem números sequenciais. 
Assume-se que vértices sequenciais são pertencentes à mesma aldeia, exceto quando o 
valor da distância entre eles é muito grande. A grandeza N é, como já foi dito anteriormente, 
definida pelo utilizador. Se a ligação i for N vezes maior que a ligação i + 1 e i - 1, significa 
que essa mesma ligação está entre aldeias e não dentro de uma aldeia. 
 
Tabela 4.3 – Instância Exemplo, com a identificação das aldeias e as ligações entre as mesmas. 
Links: u r  c d  q 
40 41 1 1 5 5 13 
40 42 1 1 3 3 20 
40 43 1 1 14 14 4 
43 44 1 0 10 10 0 
44 45 1 1 3 3 17 
44 46 1 0 40 40 0 
46 47 1 1 5 5 20 
47 48 1 1 7 7 12 
48 49 1 0 50 50 0 
49 50 1 1 6 6 6 
50 51 1 1 5 5 15 
51 52 1 1 5 5 12 
52 53 1 0 80 80 0 
53 55 1 1 12 12 17 
54 55 1 1 6 6 4 
  
Para este exemplo, procuraram-se ligações 3 vezes maiores que as suas adjacentes, sem 
recolha de resíduos. Assim, temos as ligações entre aldeias a cinzento e todas as ligações 
dentro da mesma aldeia com a mesma cor (vermelho, verde, azul e amarelo) 
Desta forma é fácil verificar que iremos ter 4 meta-vértices, podendo então a informação 
ser reduzida para um exemplo como o da tabela 4.4. 
 
Tabela 4.4 – Aldeias como MV. 
Links: 
 
u r  c d  q 
40 44 1 1 25 25 54 
44 46 1 0 40 40 0 
46 48 1 1 12 2 32 
48 49 1 0 50 50 0 
49 52 1 1 16 16 33 
52 53 1 0 80 80 0 




Por existirem menos linhas para serem lidas pelo ME, pode-se dizer que quando é possível 
fazer esta simplificação se reduz a informação de forma eficaz. 
Para demonstrar com mais facilidade a simplificação que este procedimento introduz em 
ambiente rural, mostra-se a seguir dois grafos. O primeiro com vértices comuns, e o segundo 









Figura 4.16 – Aldeias ligadas por grandes distâncias com simplificação através de meta vértices. 
 
Embora se verifique a já esperada perda de informação, devido à redução de detalhe da 
mesma, temos um grafo muito mais simples de analisar e trabalhar. Nunca é de mais 
salientar que este método só será válido quando aplicado em âmbito rural, ou em 






Capítulo 5  
Análise de Resultados Computacionais 
5.1 - Instâncias e parâmetros 
Foi utilizado o programa IBM LOG CPLEX versão 12.5 com vista a obter soluções através de 
um método exato. Deste modo, foi possível analisar e comparar a evolução entre as 
instâncias de raiz e as instâncias alteradas pela ACF-CA produzida ao longo deste trabalho.  
Todas as instâncias foram tratadas em EXCEL 2013, através da utilização das macros 
programadas em VBA. O trabalho foi desenvolvido e testado num computador com 
processador Intel® i7-4790 CPU @ 3,60GHz 3,60GHz e com 8.0 GB de ram. É de salientar que 
os resultados podem variar dependendo do computador utilizado. 
A instância original que serviu como base para a geração das restantes pode ser 
encontrada na ligação: http://www.inescporto.pt/~amr/Limited_Multi_Landfills/. As 
instâncias criadas chamam-se mval1B_LML _vZ_xY, em que mval1B_LML é o nome da 
instância base e em que Z representa o número de vértices da instância e Y o número de 
vezes que a heurística foi aplicada na instância. De notar que a partir de um certo número de 
aplicações poderá não ser possível diminuir mais o tamanho da instância. 
A tabela seguinte (tabela 5.1) mostra os valores obtidos e algumas características das 
instâncias utilizadas, tendo sido utilizada a seguinte terminologia: 
 Nome_inst: nome da instância utilizada; 
 #Ligações: número de ligações da instância em questão; 
 Tempo pro: tempo de processamento, medido em segundos; 
 F.O.: valor da função objetivo; 
 Q: capacidade do camião; 
 T: número de viagens. 
 
Os valores da capacidade do camião e o número de viagens foram alterados tendo em 
conta a quantidade de resíduos a recolher. É natural ser necessário um maior número de 




Tabela 5.1 – Resultados finais das simulações. 
Nome #Ligações Tempo pro F.O. Q T(viagens) 
mval1B_LML_v50_x0 140 2,82 sec 856 200 3 
mval1B_LML_v50_x1 132 2,23 sec 860 200 3 
mval1B_LML_v50_x2 102 2,01 sec 1114 200 3 
mval1B_LML_v50_x3 118 1,89 sec 1120 200 3 
mval1B_LML_v100_x0 280 5,57 sec 3923 210 7 
mval1B_LML_v100_x1 222 4,15 sec 4125 210 7 
mval1B_LML_v100_x2 214 4,13 sec 4200 210 7 
mval1B_LML_v100_x3 137 3,5 sec 5359 210 7 
mval1B_LML_v150_x0 424 30,34 sec 8780 210 11 
mval1B_LML_v150_x1 406  25,02 sec 9150 210 11 
mval1B_LML_v150_x2 334 15,15 sec 9237 210 11 
mval1B_LML_v150_x3 300 14,88 sec 9300 210 11 
mval1B_LML_v200_x0 560 800, 58 sec 11386 300 10 
mval1B_LML_v200_x5 322 373,51 sec 8105 300 10 
mval1B_LML_v400_x0 1121 1621,22 sec 27417 410 12 
mval1B_LML_v400_x3 769 679,77 sec 28152 410 12 
mval1B_LML_v400_x5 475 378,56 sec 30000 410 12 
 
Observando os resultados verifica-se que quanto menor o tempo de processamento, entre 
instâncias com o mesmo número de vértices, o valor da F.O. aumenta, indo de encontro 
daquilo que se previa. No entanto as soluções encontradas foram sempre ótimas (Gap de 0%) 
em cada instância testada. 
Para instâncias mais pequenas, talvez não seja apropriada a utilização da heurística, visto 
que o tempo reduzido não é relevante e o valor do custo (F.O.) aumenta substancialmente. 
Verificamos um aumento significativo do impacto positivo do ACF-CA à medida que o número 
de vértices da instância aumenta. Desta forma confirma-se que a heurística se torna mais 












Figura 5.2- Diminuição do tempo em 30% para uma instância original de 50 vértices. 
 
Tal como é possível observar nas figuras 5.1 e 5.2, para situações de pequena dimensão, o 
impacto do ACF-CA é negativo. 
Percentualmente, o aumento da F.O., que se pretende o menor possível, é superior à 
diminuição do tempo de processamento. Facilmente se conclui que em instâncias com 50 


























































Figura 5.4 - Redução do tempo em 40% para uma instância original de 100 vértices. 
 
No caso apresentado nas figuras 5.3 e 5.4, vê-se um comportamento melhor do ACF-CA. 
Embora ainda exista um aumento bastante considerável do valor da F.O. (35% nesta 
situação), ao contrário do caso com 50 vértices, a diminuição no tempo de processamento é 





























































Figura 5.6 - Redução do tempo em 50% para uma instância original de 150 vértices.  
 
Com uma instância de um tamanho considerável (150 vértices), verificou-se um aumento 
da F.O. em 5%. No entanto, o tempo de processamento foi reduzido em 50%.  
Por último, com 400 vértices e já com tempos consideráveis de processamento obteve-se 














































































Figura 5.8 - Redução do tempo em 76% para uma instância original de 400 vértices. 
Tal como é visível na tabela 5.1, para uma situação de 200 vértices, tem-se uma redução 
de 53% no tempo de processamento e a F.O piorou 32%, continuando assim com uma melhoria 
temporal superior à percentagem de erro introduzido na F.O.  
Para uma análise mais fácil destas reduções de ligações apresenta-se a tabela 5.2 em que 




























































Tabela 5.2 – Percentagem de redução do nº de ligações obtida para cada número de vértices 
Conjunto das Instâncias 
com: 
Redução do número de 
ligações (%) 
50 Vértices 15,71 
100 Vértices 51,07 
150 Vértices 29,25 
200 Vértices 42,50 
400 Vértices 57,63 
 
Perante os resultados obtidos e após a sua análise, verifica-se que o ACF-CA é mais eficaz 
para instâncias de tamanho maior. 
5.2 - Comportamento do ACF-CA 
Pode-se verificar que o algoritmo desenvolvido é melhor para instâncias de maior 
dimensão. Isto é ideal para atacar o problema em questão, pois são as instâncias de maior 
dimensão que obviamente vão criar tempos de processamento mais longos.  
No entanto, a redução do tempo de processamento revelou um pioramento substancial do 
valor da F.O. Tendo em conta estes dados, há que saber utilizar esta agregação de dados 
quando, de facto, se revelar merecedor. Por outras palavras, é preciso saber aceitar o trade-
off de menos tempo (maior rapidez) por piores resultados, quando a situação assim o exigir. 
A degradação da qualidade da F.O. é fácil de justificar. Tendo em conta que as ligações 
que a heurística cria são junções de outras ligações, os caminhos ficam obrigatoriamente 
maiores, o que reduz as opções de rotas alternativas ao CPLEX. Assim, quando duas ligações 
com custos de passagem 3 e 4 são unidas, resultando numa ligação de custo de passagem 7, 
significa que, obrigatoriamente, o camião irá sempre “pagar” 7 naquela ligação quando em 
outras situações poderia voltar para trás a meio do percurso e “pagar” 3 ou 4. 
Em suma, para instâncias de grande dimensão o algoritmo mostra-se valioso, com trade-
offs de tempo vs F.O. bastante aceitáveis, enquanto em situações de menor quantidade de 










Capítulo 6  
Conclusão 
A dissertação foi dedicada ao planeamento de rotas e recolhas de resíduos. O trabalho 
incidiu fundamentalmente no estudo de alternativas para a resolução de problemas 
relacionados com esta temática, tendo em vista a redução do tempo de processamento na 
obtenção de soluções.  
Foi desenvolvido um algoritmo gerador, para criar instâncias de diferentes dimensões, 
com o intuito de testar a capacidade e o comportamento do algoritmo em instâncias de 
dimensões diferentes. Estas instâncias foram criadas tendo sempre os mesmos valores base 
para manter a fiabilidade dos resultados. 
O algoritmo que foi desenvolvido (ACF-CA) procurou manter a integridade das instâncias, 
mantendo a quantidade de resíduos a recolher e os custos das ligações totais de uma 
instância, assim como as suas obrigatoriedades de serviço. Desta forma, a simplificação não 
vai alterar o serviço a ser realizado, nem deixar ligações obrigatórias sem serviço evitando 
assim criações de soluções não admissíveis. 
Após a criação do algoritmo de ACF-CA, verificou-se que o impacto do mesmo é tanto 
maior, quanto maior for o tamanho da instância. Naturalmente, a cada alteração de dados, 
embora se verifiquem melhores tempos de processamento, o valor da função objetivo piora. 
Mesmo com esta contrariedade, para instâncias de maior dimensão, o trade-off de tempo de 
processamento vs pioramento da F.O. torna-se mais aceitável. Embora exista esta alteração 
no valor da F.O, mesmo após a redução do número de arestas a solução obtida continua a ser 
admissível para a resolução do problema. 
Para concluir, embora se tenham obtido resultados encorajadores no que toca ao tempo 
de processamento, será recomendável aplicar algoritmos de melhoria local, para conseguir 
analisar o impacto de cada aresta removida na solução final, tornando assim possível escolher 
as arestas mais apropriadas para remoção. As mesmas deverão ser parametrizadas, consoante 
o problema que irão tratar, de forma a encontrar arestas com as melhores características 
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///////////////////Código do ACF-CA //////////////////////////////////// 
Dim flag1 As Boolean 
Dim flag2 As Boolean 
Dim flag_conexo As Boolean 
Dim maxvalue As Integer 
Dim V1 As Integer 
Dim V2 As Integer 
Dim vf As Integer 
Dim lastline As Long 
‘******************************************************************************************************************  
Private Sub Atualize_data_entry_Click() 
Dim Max_total As Integer 
Dim flag As Boolean 
Dim t As Integer 
Dim max_vertice As Integer 
Dim Count_R As Integer 
Dim Count_NR As Integer 
 
lastline = Range("D1048576").End(xlUp).Row 'Encontra a última linha preenchida e cria as 
novas linhas a partir daí 
 
Range("B13").Value = 1 
 
If lastline < 78 Then 'situação de repor os valores de entrada do mval original 
    Range("B2").Value = 27 
    Range("B3").Value = 24 
    Range("B4").Value = 200 
    Range("B5").Value = 3 
    For i = 78 To lastline 
        Max_total = Range("J" & i).Value + Max_total 
    Next i 
    Range("B10").Value = Max_total 
    Range("B11").Value = Max_total + Range("B9").Value + (0.1 * Max_total) 
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Else 'Analisa o documento para colocar os valores de entrada do CPLEX nos valores 
correspondentes à entrada 
    max_vertice = 0 
    For i = 2 To lastline 
        If Range("E" & i).Value > max_vertice Then 
            max_vertice = Range("E" & i).Value 
        End If 
    Next i 
    Range("B2").Value = max_vertice 
    Range("B3").Value = Range("b2").Value - 3 
    flag = False 
    Do While (flag = False) 
        t = Range("B11").Value / Range("B4").Value 
        If t > 3 Then 
            Range("B5").Value = t 
        End If 
        If t <= 12 Then '12 foi o número acordado como aceitavel para o número máximo de 
viagens, acima disso aumenta-se a capacidade do camião 
            flag = True 
        Else 
            Range("B4").Value = Range("B4").Value + 50 
        End If 
    Loop 
    For i = 78 To lastline 
        Max_total = Range("J" & i).Value + Max_total 
    Next i 
    Range("B10").Value = Max_total 




'Contar o número de ligações requiridas e não requiridas 
For i = 2 To lastline 
    If Range("G" & i).Value = 1 Then 
        Count_R = Count_R + 1 




        Count_NR = Count_NR + 1 
    End If 
Next i 
 
Range("B15").Value = Count_R 
Range("B16").Value = Count_NR 
 




Private Sub Conexo_Click() 
Dim Valor_D(1 To 3000) As Integer 
Dim Valor_E(1 To 3000) As Integer 
Dim base_value As Integer 
Dim pos_arr As Integer 
Dim flag_D As Boolean 
Dim flag_E As Boolean 
Dim flag_VEC As Boolean 
Dim firstline As Integer 
 
'ultima linha preenchida 
lastline = Range("D1048576").End(xlUp).Row 
flag1 = True 
i = 1 
 
'encontrar a primeira linha preenchida 
Do While (flag1) 
    i = i + 1 
    If Range("D" & i).Value <> "" Then 
        flag1 = False 
        firstline = i 




'procura o valor máximo 
maxvalue = 0 
For i = firstline To lastline 
    If (Range("D" & i).Value) > (Range("E" & i).Value) Then 
        If (Range("D" & i).Value) > maxvalue Then 
            maxvalue = (Range("D" & i).Value) 
        End If 
    Else 
        If (Range("E" & i).Value) > maxvalue Then 
            maxvalue = (Range("e" & i).Value) 
        End If 
    End If 
Next i 
 
base_value = Range("D" & firstline).Value 
Valor_D(1) = base_value 
 
'carregar o vector a comparar 
For i = firstline To lastline 
    'set up para comparar 
    flag1 = True 
    pos_arr = 1 
    flag_D = False 
    flag_E = False 
'analisa caso linha a linha 
    For j = 1 To maxvalue 
        If Range("D" & i).Value = Valor_E(j) And Range("E" & i).Value <> Valor_E(j) Then 
            flag_D = True 
        ElseIf Range("E" & i).Value = Valor_E(j) And Range("D" & i).Value <> Valor_E(j) Then 
            flag_E = True 
        Else 
            flag_E = flag_E 
            flag_D = flag_D 
        End If 
    Next j 




'encontrar o a primeira posição vazia para encher um vetor 
    Do While (flag1) 
        If Valor_E(pos_arr) = 0 Then 
            flag1 = False 
        Else 
            pos_arr = pos_arr + 1 
        End If 
    Loop 
'passar o valor da coluna D ou E consoante o caso encontrado nessa linha 
    If (flag_D = False And flag_E = True) And Range("D" & i).Value <> base_value Then 
        Valor_E(pos_arr) = Range("D" & i).Value 
    ElseIf (flag_D = True And flag_E = False) And Range("E" & i).Value <> base_value Then 
        Valor_E(pos_arr) = Range("E" & i).Value 
    ElseIf (flag_D = False And flag_E = False) And (Range("E" & i).Value <> base_value And 
Range("D" & i).Value <> base_value) Then 
        Valor_E(pos_arr) = Range("D" & i).Value 
        Valor_E(pos_arr + 1) = Range("E" & i).Value 
    ElseIf (flag_D = False And flag_E = False) And Range("D" & i).Value = base_value Then 
        Valor_E(pos_arr) = Range("E" & i).Value 
    ElseIf (flag_D = False And flag_E = False) And Range("E" & i).Value = base_value Then 
        Valor_E(pos_arr) = Range("D" & i).Value 
    End If 




'ver se é conexo (corre 3 vezes para procurar ligações que não sejam diretas.) 
'Poderiamos correr mais vezes em caso de necessidade ou complexidade do grafo, 
'mas para os testes não serem demorados, este valor foi dado como aceitável. 
For i = firstline To lastline 
    flag1 = True 
    flag_D = False 
    flag_E = False 
    pos_arr = 1 
    For j = 1 To maxvalue 
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        If Range("D" & i).Value = Valor_D(j) Then 
             flag_D = True 
        ElseIf Range("E" & i).Value = Valor_D(j) Then 
             flag_E = True 
        Else 
            flag_E = flag_E 
            flag_D = flag_D 
        End If 
    Next j 
    'posição vazia do array 
    Do While (flag1) 
        If Valor_D(pos_arr) = 0 Then 
            flag1 = False 
        Else 
            pos_arr = pos_arr + 1 
        End If 
    Loop 
    flag_VEC = False 
    'análise do caso encontrado na linha i 
    If flag_D = True And flag_E = False Then 
        For j = 1 To maxvalue 
            If Range("E" & i).Value = Valor_D(j) Then 
                flag_VEC = True 
            End If 
        Next j 
        If flag_VEC = True Then 
        Else 
            Valor_D(pos_arr) = Range("E" & i).Value 
            For j = 1 To maxvalue 
                If Range("E" & i) = Valor_E(j) Then 
                    Valor_E(j) = 0 
                End If 
             Next j 
        End If 
    ElseIf flag_D = False And flag_E = True Then 




            If Range("D" & i).Value = Valor_D(j) Then 
                flag_VEC = True 
            End If 
        Next j 
        If flag_VEC = True Then 
        Else 
            Valor_D(pos_arr) = Range("D" & i).Value 
            For j = 1 To maxvalue 
                If Range("D" & i) = Valor_E(j) Then 
                    Valor_E(j) = 0 
                End If 
             Next j 
        End If 
    Else 
     
    End If 
Next i 
 
For i = firstline To lastline 
    flag1 = True 
    flag_D = False 
    flag_E = False 
    pos_arr = 1 
    For j = 1 To maxvalue 
        If Range("D" & i).Value = Valor_D(j) Then 
             flag_D = True 
        ElseIf Range("E" & i).Value = Valor_D(j) Then 
             flag_E = True 
        Else 
            flag_E = flag_E 
            flag_D = flag_D 
        End If 
    Next j 
    'posição vazia do array 
    Do While (flag1) 
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        If Valor_D(pos_arr) = 0 Then 
            flag1 = False 
        Else 
            pos_arr = pos_arr + 1 
        End If 
    Loop 
    flag_VEC = False 
    'análise do caso encontrado na linha i 
    If flag_D = True And flag_E = False Then 
        For j = 1 To maxvalue 
            If Range("E" & i).Value = Valor_D(j) Then 
                flag_VEC = True 
            End If 
        Next j 
        If flag_VEC = True Then 
        Else 
            Valor_D(pos_arr) = Range("E" & i).Value 
            For j = 1 To maxvalue 
                If Range("E" & i) = Valor_E(j) Then 
                    Valor_E(j) = 0 
                End If 
             Next j 
        End If 
    ElseIf flag_D = False And flag_E = True Then 
         For j = 1 To maxvalue 
            If Range("D" & i).Value = Valor_D(j) Then 
                flag_VEC = True 
            End If 
        Next j 
        If flag_VEC = True Then 
        Else 
            Valor_D(pos_arr) = Range("D" & i).Value 
            For j = 1 To maxvalue 
                If Range("D" & i) = Valor_E(j) Then 
                    Valor_E(j) = 0 




             Next j 
        End If 
    Else 
     
    End If 
Next i 
 
For i = firstline To lastline 
    flag1 = True 
    flag_D = False 
    flag_E = False 
    pos_arr = 1 
    For j = 1 To maxvalue 
        If Range("D" & i).Value = Valor_D(j) Then 
             flag_D = True 
        ElseIf Range("E" & i).Value = Valor_D(j) Then 
             flag_E = True 
        Else 
            flag_E = flag_E 
            flag_D = flag_D 
        End If 
    Next j 
    'posição vazia do array 
    Do While (flag1) 
        If Valor_D(pos_arr) = 0 Then 
            flag1 = False 
        Else 
            pos_arr = pos_arr + 1 
        End If 
    Loop 
    flag_VEC = False 
    'análise do caso encontrado na linha i 
    If flag_D = True And flag_E = False Then 
        For j = 1 To maxvalue 
            If Range("E" & i).Value = Valor_D(j) Then 
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                flag_VEC = True 
            End If 
        Next j 
        If flag_VEC = True Then 
        Else 
            Valor_D(pos_arr) = Range("E" & i).Value 
            For j = 1 To maxvalue 
                If Range("E" & i) = Valor_E(j) Then 
                    Valor_E(j) = 0 
                End If 
             Next j 
        End If 
    ElseIf flag_D = False And flag_E = True Then 
         For j = 1 To maxvalue 
            If Range("D" & i).Value = Valor_D(j) Then 
                flag_VEC = True 
            End If 
        Next j 
        If flag_VEC = True Then 
        Else 
            Valor_D(pos_arr) = Range("D" & i).Value 
            For j = 1 To maxvalue 
                If Range("D" & i) = Valor_E(j) Then 
                    Valor_E(j) = 0 
                End If 
             Next j 
        End If 
    Else 
     
    End If 
Next i 
 
'indica ao utilizador os vértices que não estão ligados. 
For i = 1 To maxvalue 
    If Valor_E(i) <> 0 Then 




        conta_E = conta_E + 1 
    End If 
Next i 
 
'mensagem que indica o estado do grafo 
If conta_E = 0 Then 
    MsgBox ("Grafo conexo") 
Else 
    MsgBox ("grafo não conexo") 
End If 
 
'Alinha o botão na vista da ultima instância 
ActiveSheet.Shapes("execute_macro_inst").Left = Range("L" & (lastline - 10)).Left 
ActiveSheet.Shapes("execute_macro_inst").Top = Range("L" & lastline - 10).Top 
ActiveSheet.Shapes("Otimizar").Left = Range("O" & lastline - 10).Left 
ActiveSheet.Shapes("Otimizar").Top = Range("O" & lastline - 10).Top 
ActiveSheet.Shapes("Conexo").Left = Range("L" & lastline - 7).Left 
ActiveSheet.Shapes("Conexo").Top = Range("L" & lastline - 7).Top 
ActiveSheet.Shapes("Seeds").Left = Range("O" & lastline - 7).Left 




Private Sub execute_macro_inst_Click() 
Dim lastline As Long 
Dim val_base As Integer 
Dim Quant_total As Integer 
Dim flag As Boolean 




'Valores de entrada do documento 
val_base = Range("B7").Value 'val_base é o valor a partir do qual as próximas arestas vão ser 
criadas 
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lastline = Range("D1048576").End(xlUp).Row 'Encontra a última linha preenchida e cria as 
novas linhas a partir daí 
 
'Criar novas instâncias de acordo com os parâmetros estabelecidos 
For i = 1 To 14 
    If i < 4 Then 
        Range("D" & lastline + i).Value = val_base 
        Range("E" & lastline + i).Value = val_base + i 
        Range("F" & lastline + i).Value = 1 
        Range("G" & lastline + i).Value = 1 
        Range("H" & lastline + i).Value = Int((20 - 1 + 1) * Rnd + 1) 
        Range("I" & lastline + i).Value = Range("H" & lastline + i).Value 
        Range("J" & lastline + i).Value = (Range("G" & lastline + i).Value) * (Int((20 - 4 + 1) * Rnd 
+ 4)) 
         
    ElseIf i = 4 Then 
        Range("D" & lastline + i).Value = val_base + i - 2 
        Range("E" & lastline + i).Value = val_base + i - 1 
        Range("F" & lastline + i).Value = 1 
        Range("G" & lastline + i).Value = 0 
        Range("H" & lastline + i).Value = Int((20 - 1 + 1) * Rnd + 1) 
        Range("I" & lastline + i).Value = Range("H" & lastline + i).Value 
        Range("J" & lastline + i).Value = (Range("G" & lastline + i).Value) * (Int((20 - 4 + 1) * Rnd 
+ 4)) 
         
    ElseIf i = 5 Then 
        Range("D" & lastline + i).Value = val_base + i - 4 
        Range("E" & lastline + i).Value = val_base + i - 1 
        Range("F" & lastline + i).Value = 1 
        Range("G" & lastline + i).Value = 0 
        Range("H" & lastline + i).Value = Int((20 - 1 + 1) * Rnd + 1) 
        Range("I" & lastline + i).Value = Range("H" & lastline + i).Value 
        Range("J" & lastline + i).Value = (Range("G" & lastline + i).Value) * (Int((20 - 4 + 1) * Rnd 
+ 4)) 
         
    ElseIf i = 6 Then 




        Range("E" & lastline + i).Value = val_base + i - 2 
        Range("F" & lastline + i).Value = 1 
        Range("G" & lastline + i).Value = 0 
        Range("H" & lastline + i).Value = Int((20 - 1 + 1) * Rnd + 1) 
        Range("I" & lastline + i).Value = Range("H" & lastline + i).Value 
        Range("J" & lastline + i).Value = (Range("G" & lastline + i).Value) * (Int((20 - 4 + 1) * Rnd 
+ 4)) 
         
    ElseIf i = 7 Or i = 8 Then 
        Range("D" & lastline + i).Value = val_base + i - 2 
        Range("E" & lastline + i).Value = val_base + i 
        Range("F" & lastline + i).Value = 1 
        Range("G" & lastline + i).Value = 1 
        Range("H" & lastline + i).Value = Int((20 - 1 + 1) * Rnd + 1) 
        Range("I" & lastline + i).Value = Range("H" & lastline + i).Value 
        Range("J" & lastline + i).Value = (Range("G" & lastline + i).Value) * (Int((20 - 4 + 1) * Rnd 
+ 4)) 
         
    ElseIf i = 9 Then 
        Range("D" & lastline + i).Value = val_base + i - 5 
        Range("E" & lastline + i).Value = val_base + i - 4 
        Range("F" & lastline + i).Value = 1 
        Range("G" & lastline + i).Value = 0 
        Range("H" & lastline + i).Value = Int((20 - 1 + 1) * Rnd + 1) 
        Range("I" & lastline + i).Value = Range("H" & lastline + i).Value 
        Range("J" & lastline + i).Value = (Range("G" & lastline + i).Value) * (Int((20 - 4 + 1) * Rnd 
+ 4)) 
         
    ElseIf i = 10 Then 
        Range("D" & lastline + i).Value = val_base + i - 6 
        Range("E" & lastline + i).Value = val_base + i - 4 
        Range("F" & lastline + i).Value = 1 
        Range("G" & lastline + i).Value = 0 
        Range("H" & lastline + i).Value = Int((20 - 1 + 1) * Rnd + 1) 
        Range("I" & lastline + i).Value = Range("H" & lastline + i).Value 
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        Range("J" & lastline + i).Value = (Range("G" & lastline + i).Value) * (Int((20 - 4 + 1) * Rnd 
+ 4)) 
         
    ElseIf i = 11 Then 
        Range("D" & lastline + i).Value = val_base + i - 4 
        Range("E" & lastline + i).Value = val_base + i - 3 
        Range("F" & lastline + i).Value = 1 
        Range("G" & lastline + i).Value = 0 
        Range("H" & lastline + i).Value = Int((20 - 1 + 1) * Rnd + 1) 
        Range("I" & lastline + i).Value = Range("H" & lastline + i).Value 
        Range("J" & lastline + i).Value = (Range("G" & lastline + i).Value) * (Int((20 - 4 + 1) * Rnd 
+ 4)) 
         
    ElseIf i = 12 Then 
        Range("D" & lastline + i).Value = val_base + i - 4 
        Range("E" & lastline + i).Value = val_base + i - 3 
        Range("F" & lastline + i).Value = 1 
        Range("G" & lastline + i).Value = 1 
        Range("H" & lastline + i).Value = Int((20 - 1 + 1) * Rnd + 1) 
        Range("I" & lastline + i).Value = Range("H" & lastline + i).Value 
        Range("J" & lastline + i).Value = (Range("G" & lastline + i).Value) * (Int((20 - 4 + 1) * Rnd 
+ 4)) 
         
    ElseIf i = 13 Then 
        Range("D" & lastline + i).Value = val_base + i - 4 
        Range("E" & lastline + i).Value = val_base + i - 3 
        Range("F" & lastline + i).Value = 1 
        Range("G" & lastline + i).Value = 0 
        Range("H" & lastline + i).Value = Int((20 - 1 + 1) * Rnd + 1) 
        Range("I" & lastline + i).Value = Range("H" & lastline + i).Value 
        Range("J" & lastline + i).Value = (Range("G" & lastline + i).Value) * (Int((20 - 4 + 1) * Rnd 
+ 4)) 
         
    ElseIf i = 14 Then 
        Range("D" & lastline + i).Value = val_base + i - 4 
        Range("E" & lastline + i).Value = Int((3 - 1 + 1) * Rnd + 1) 




        Range("G" & lastline + i).Value = 0 
        Range("H" & lastline + i).Value = Int((50 - 1 + 1) * Rnd + 1) 
        Range("I" & lastline + i).Value = Range("H" & lastline + i).Value 
        Range("J" & lastline + i).Value = (Range("G" & lastline + i).Value) * (Int((20 - 4 + 1) * Rnd 
+ 4)) 
     
    End If 
Next i 
 
'Contar a quantidade a recolher 
'Começa em 78 porque a instância original tem 77 linhas 
For i = 78 To lastline 
    Max_total = Range("J" & i).Value + Max_total 
Next i 
 
'Quantidade total a recolher, tendo o MVAL original 
Range("B10").Value = Max_total 
Range("B11").Value = Max_total + Range("B9").Value + (0.1 * Max_total) 
 
'Ajuste Capacidade do Camião 
'Inicia assumindo que o valor está desajustado 
flag = False 
Do While (flag = False) 
    t = Range("B11").Value / Range("B4").Value 
    If t > 3 Then 
        Range("B5").Value = t 
    End If 
    If t <= 12 Then '12 foi o número acordado como aceitavel para o número de viagens, acima 
disso seria demasiado 
        flag = True 
    Else 
        Range("B4").Value = Range("B4").Value + 50 




'atualiza o número de vertices 
max_vertice = 0 
    For i = 2 To lastline 
        If Range("E" & i).Value > max_vertice Then 
            max_vertice = Range("E" & i).Value 
        End If 
Next i 
Range("B2").Value = max_vertice 
Range("B3").Value = Range("b2").Value - 3 
 
'Excel salta para as últimas instâncias criadas 
Application.Goto Reference:=Worksheets("mval").Range("A" & lastline), Scroll:=True 
 
'Alinha o botão na vista da ultima instância 
ActiveSheet.Shapes("execute_macro_inst").Left = Range("L" & lastline).Left 
ActiveSheet.Shapes("execute_macro_inst").Top = Range("L" & lastline).Top 
ActiveSheet.Shapes("Otimizar").Left = Range("O" & lastline).Left 
ActiveSheet.Shapes("Otimizar").Top = Range("O" & lastline).Top 
ActiveSheet.Shapes("Conexo").Left = Range("L" & lastline + 3).Left 
ActiveSheet.Shapes("Conexo").Top = Range("L" & lastline + 3).Top 
ActiveSheet.Shapes("Seeds").Left = Range("O" & lastline + 3).Left 





Function Optimize(last_line As Long, first_line As Long, maxvalue As Integer, V1 As Integer, 
V2 As Integer) 
Dim base_value As Integer 
Dim conta_linhas_vf As Integer 
Dim linha_tratar_1 As Integer 
Dim linha_tratar_2 As Integer 
 
 
vf = V2 - V1 




i = 1 
For i = 1 To vf 
    For t = 1 To (vf - 1) 
    conta_linhas_vf = 0 
        For j = first_line To last_line 
            If Range("D" & j).Value = (V1 + t) Then 
                conta_linhas_vf = conta_linhas_vf + 1 
            ElseIf Range("E" & j).Value = (V1 + t) Then 
                conta_linhas_vf = conta_linhas_vf + 1 
            End If 
        Next j 
    'tendo em conta o algoritmo gerador, as situações onde é possível otimizar 
    'é sempre quando o vértice aparece 2 vezes 
            If conta_linhas_vf = 2 Then ' recolher as linhas do vértice em questão 
                For x = first_line To last_line 
                    If Range("D" & x).Value = (V1 + t) Then 
                        linha_tratar_1 = x 
                    ElseIf Range("E" & x).Value = (V1 + t) Then 
                        linha_tratar_2 = x 
                    End If 
                Next x 
    ' situações possíveis geradas no algoritmo gerador 
            'If linha_tratar_1 < linha_tratar_2 Then 
                If Range("G" & linha_tratar_2).Value <> Range("G" & linha_tratar_1).Value Then 
                    Range("E" & linha_tratar_2).Value = Range("E" & linha_tratar_1).Value 
                    Range("G" & linha_tratar_2).Value = 1 
                    Range("H" & linha_tratar_2).Value = Range("H" & linha_tratar_1).Value + 
Range("H" & linha_tratar_2).Value 
                    Range("I" & linha_tratar_2).Value = Range("I" & linha_tratar_1).Value + Range("I" 
& linha_tratar_2).Value 
                    Range("J" & linha_tratar_2).Value = Range("J" & linha_tratar_1).Value + 
Range("J" & linha_tratar_2).Value 
                    Rows(linha_tratar_1).EntireRow.Delete 
                ElseIf Range("G" & linha_tratar_2).Value = 0 And Range("G" & linha_tratar_1).Value 
= 0 Then 
                    Range("E" & linha_tratar_2).Value = Range("E" & linha_tratar_1).Value 
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                    Range("G" & linha_tratar_2).Value = 0 
                    Range("H" & linha_tratar_2).Value = Range("H" & linha_tratar_1).Value + 
Range("H" & linha_tratar_2).Value 
                    Range("I" & linha_tratar_2).Value = Range("I" & linha_tratar_1).Value + Range("I" 
& linha_tratar_2).Value 
                    Rows(linha_tratar_1).EntireRow.Delete 
                Else 
                    Range("E" & linha_tratar_2).Value = Range("E" & linha_tratar_1).Value 
                    Range("G" & linha_tratar_2).Value = 1 
                    Range("H" & linha_tratar_2).Value = Range("H" & linha_tratar_1).Value + 
Range("H" & linha_tratar_2).Value 
                    Range("I" & linha_tratar_2).Value = Range("I" & linha_tratar_1).Value + Range("I" 
& linha_tratar_2).Value 
                    Range("J" & linha_tratar_2).Value = Range("J" & linha_tratar_1).Value + 
Range("J" & linha_tratar_2).Value 
                    Rows(linha_tratar_1).EntireRow.Delete 
                End If 
            'Else 
'                If Range("G" & linha_tratar_2).Value <> Range("G" & linha_tratar_1).Value Then 
'                    Range("E" & linha_tratar_2).Value = Range("E" & linha_tratar_2).Value 
'                    Range("G" & linha_tratar_2).Value = 1 
'                    Range("H" & linha_tratar_2).Value = Range("H" & linha_tratar_1).Value + 
Range("H" & linha_tratar_2).Value 
'                    Range("I" & linha_tratar_2).Value = Range("I" & linha_tratar_1).Value + Range("I" 
& linha_tratar_2).Value 
'                    Range("J" & linha_tratar_2).Value = Range("J" & linha_tratar_1).Value + 
Range("J" & linha_tratar_2).Value 
'                    Rows(linha_tratar_1).EntireRow.Delete 
'                ElseIf Range("G" & linha_tratar_2).Value = 0 And Range("G" & linha_tratar_1).Value 
= 0 Then 
'                    Range("E" & linha_tratar_2).Value = Range("E" & linha_tratar_2).Value 
'                    Range("G" & linha_tratar_2).Value = 0 
'                    Range("H" & linha_tratar_2).Value = Range("H" & linha_tratar_1).Value + 
Range("H" & linha_tratar_2).Value 
'                    Range("I" & linha_tratar_2).Value = Range("I" & linha_tratar_1).Value + Range("I" 
& linha_tratar_2).Value 
'                    Rows(linha_tratar_1).EntireRow.Delete 
'                Else 
'                    Range("E" & linha_tratar_2).Value = Range("E" & linha_tratar_2).Value 




'                    Range("H" & linha_tratar_2).Value = Range("H" & linha_tratar_1).Value + 
Range("H" & linha_tratar_2).Value 
'                    Range("I" & linha_tratar_2).Value = Range("I" & linha_tratar_1).Value + Range("I" 
& linha_tratar_2).Value 
'                    Range("J" & linha_tratar_2).Value = Range("J" & linha_tratar_1).Value + 
Range("J" & linha_tratar_2).Value 
'                    Rows(linha_tratar_1).EntireRow.Delete 
                'End If 
            'End If 
                
             End If 






Private Sub Otimizar_Click() 
Dim basevalue As Integer 
Dim maxvalue As Integer 
Dim conta_vez As Integer 
Dim conta_ciclo As Integer 
 
 
'ultima linhas preenchida 
lastline = Range("D1048576").End(xlUp).Row 
flag1 = True 
i = 1 
 
maxvalue = 0 
For i = 78 To lastline 
    If (Range("D" & i).Value) > (Range("E" & i).Value) Then 
        If (Range("D" & i).Value) > maxvalue Then 
            maxvalue = (Range("D" & i).Value) 
        End If 
    Else 
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        If (Range("E" & i).Value) > maxvalue Then 
            maxvalue = (Range("e" & i).Value) 
        End If 





basevalue = 27 
conta_vez = 0 
flag_vez = True 
 
'ciclo de contagem: quantas vezes o vértice gerado aparece (Evitar trabalhar vértices sem 
saída) 
Do While (flag_vez) 
    V1 = Int(((maxvalue - 6) - basevalue + 1) * Rnd + basevalue) 
    For i = 78 To lastline 
        If Range("D" & i).Value = V1 Then 
            conta_vez = conta_vez + 1 
        ElseIf Range("E" & i).Value = V1 Then 
            conta_vez = conta_vez + 1 
        Else 
            conta_vez = conta_vez 
        End If 
   Next i 
'caso o vértice gerado não seja pelo menos encontrado 2 vezes o processo de procura 
recomeça 
        If conta_vez >= 2 Then 
            flag_vez = False 
        Else 
            conta_vez = 0 
        End If 
Loop 
 
' o V2 está a ser gerado com base no valor de V1 para assegurar que há margem de otimização 
entre os dois 





teste2 = Optimize(lastline, 78, maxvalue, V1, V2) 
 
'Excel salta para as últimas instâncias criadas 
Application.Goto Reference:=Worksheets("Mval").Range("A" & lastline - 10), Scroll:=True 
 
'Alinha o botão na vista da ultima instância 
ActiveSheet.Shapes("execute_macro_inst").Left = Range("L" & lastline - 10).Left 
ActiveSheet.Shapes("execute_macro_inst").Top = Range("L" & lastline - 10).Top 
ActiveSheet.Shapes("Otimizar").Left = Range("O" & lastline - 10).Left 
ActiveSheet.Shapes("Otimizar").Top = Range("O" & lastline - 10).Top 
ActiveSheet.Shapes("Conexo").Left = Range("L" & lastline - 7).Left 
ActiveSheet.Shapes("Conexo").Top = Range("L" & lastline - 7).Top 
ActiveSheet.Shapes("Seeds").Left = Range("O" & lastline - 7).Left 





Private Sub Seeds_Click() 
Dim basevalue As Integer 
Dim maxvalue As Integer 
Dim conta_vez As Integer 
Dim conta_ciclo As Integer 
Dim Seeds As Integer 
Dim dim_seeds As Integer 
 
'ultima linha preenchida 
lastline = Range("D1048576").End(xlUp).Row 
flag1 = True 
i = 1 
 
'verificação do input de seeds 
If (Range("B13").Value = "" Or Range("B13").Value = 0) Then 
    MsgBox ("Tem de fornecer o número de seeds") 
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    Exit Sub 
ElseIf Range("B13").Value < 1 Then 
    MsgBox ("Número de seeds não pode ser inferior a 1") 
    Exit Sub 
Else 
    Seeds = Range("B13").Value 
End If 
 
basevalue = 27 
maxvalue = 0 
For i = 78 To lastline 
    If (Range("D" & i).Value) > (Range("E" & i).Value) Then 
        If (Range("D" & i).Value) > maxvalue Then 
            maxvalue = (Range("D" & i).Value) 
        End If 
    Else 
        If (Range("E" & i).Value) > maxvalue Then 
            maxvalue = (Range("e" & i).Value) 
        End If 
    End If 
Next i 
 
dim_seeds = Int((maxvalue - basevalue) / 10) 
 
If Seeds <= dim_seeds Then 
    conta_ciclo = 1 
    Do While (conta_ciclo <> Seeds) 
        If conta_ciclo = 1 Then 
           'inicializar variáveis 
            conta_vez = 0 
            flag_vez = True 
            'ciclo de contagem: quantas vezes o vértice gerado aparece (Evitar trabalhar vértices 
sem saída) 
            Do While (flag_vez) 
                V1 = Int(((maxvalue - 6) - basevalue + 1) * Rnd + basevalue) 




                    If Range("D" & i).Value = V1 Then 
                        conta_vez = conta_vez + 1 
                    ElseIf Range("E" & i).Value = V1 Then 
                        conta_vez = conta_vez + 1 
                    Else 
                        conta_vez = conta_vez 
                    End If 
                Next i 
                'caso o vértice gerado não seja pelo menos encontrado 2 vezes o processo de 
procura recomeça 
                If conta_vez >= 2 Then 
                    flag_vez = False 
                Else 
                    conta_vez = 0 
                End If 
            Loop 
            V2 = Int(((V1 + 10) - (V1 + 5) + 1) * Rnd + (V1 + 5)) 
            teste = Optimize(lastline, 78, maxvalue, V1, V2) 
        ElseIf conta_ciclo = (Seeds - 1) Then 
             conta_vez = 0 
            flag_vez = True 
            'ciclo de contagem: quantas vezes o vértice gerado aparece (Evitar trabalhar vértices 
sem saída) 
            Do While (flag_vez) 
                V1 = Int((((V2 + 10) - 6) - V2 + 1) * Rnd + V2) 
                For i = 78 To lastline 
                    If Range("D" & i).Value = V1 Then 
                        conta_vez = conta_vez + 1 
                    ElseIf Range("E" & i).Value = V1 Then 
                        conta_vez = conta_vez + 1 
                    Else 
                        conta_vez = conta_vez 
                    End If 
                Next i 
                'caso o vértice gerado não seja pelo menos encontrado 2 vezes o processo de 
procura recomeça 
 100 
                If conta_vez >= 2 Then 
                    flag_vez = False 
                Else 
                    conta_vez = 0 
                End If 
            Loop 
            V2 = Int((maxvalue - (V1 + 5) + 1) * Rnd + (V1 + 5)) 
            teste = Optimize(lastline, 78, maxvalue, V1, V2) 
        Else 
         
             'inicializar variáveis 
            conta_vez = 0 
            flag_vez = True 
            'ciclo de contagem: quantas vezes o vértice gerado aparece (Evitar trabalhar vértices 
sem saída) 
            Do While (flag_vez) 
                V1 = Int((((V2 + 10) - 6) - V2 + 1) * Rnd + V2) 
                For i = 78 To lastline 
                    If Range("D" & i).Value = V1 Then 
                        conta_vez = conta_vez + 1 
                    ElseIf Range("E" & i).Value = V1 Then 
                        conta_vez = conta_vez + 1 
                    Else 
                        conta_vez = conta_vez 
                    End If 
                Next i 
                'caso o vértice gerado não seja pelo menos encontrado 2 vezes o processo de 
procura recomeça 
                If conta_vez >= 2 Then 
                    flag_vez = False 
                Else 
                    conta_vez = 0 
                End If 
            Loop 
            V2 = Int(((V1 + 10) - (V1 + 5) + 1) * Rnd + (V1 + 5)) 




        End If 
        conta_ciclo = conta_ciclo + 1 
    Loop 
Else 
    MsgBox ("Número de seeds demasiado grande para uma instância tão pequena, reduza o 
número de seeds ou utiliza o botão de otimizar") 
    Exit Sub 
End If 
 
'Excel salta para as últimas instâncias criadas 
Application.Goto Reference:=Worksheets("Mval").Range("A" & lastline - 10), Scroll:=True 
 
'Alinha o botão na vista da ultima instância 
ActiveSheet.Shapes("execute_macro_inst").Left = Range("L" & lastline - 10).Left 
ActiveSheet.Shapes("execute_macro_inst").Top = Range("L" & lastline - 10).Top 
ActiveSheet.Shapes("Otimizar").Left = Range("O" & lastline - 10).Left 
ActiveSheet.Shapes("Otimizar").Top = Range("O" & lastline - 10).Top 
ActiveSheet.Shapes("Conexo").Left = Range("l" & lastline - 7).Left 
ActiveSheet.Shapes("Conexo").Top = Range("l" & lastline - 7).Top 
ActiveSheet.Shapes("Seeds").Left = Range("O" & lastline - 7).Left 
ActiveSheet.Shapes("Seeds").Top = Range("O" & lastline - 7).Top 
End Sub 
‘******************************************************************************************************************  
Private Sub Worksheet_SelectionChange(ByVal Target As Range) 
Dim rowNumber As Integer 
 
rowNumber = ActiveCell.Row 
 
lastline = Range("D1048576").End(xlUp).Row 
 
'Alinha o botão na vista da ultima instância 
ActiveSheet.Shapes("execute_macro_inst").Left = Range("L" & rowNumber).Left 
ActiveSheet.Shapes("execute_macro_inst").Top = Range("L" & rowNumber).Top 
ActiveSheet.Shapes("Otimizar").Left = Range("O" & rowNumber).Left 
ActiveSheet.Shapes("Otimizar").Top = Range("O" & rowNumber).Top 
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ActiveSheet.Shapes("Conexo").Left = Range("L" & rowNumber + 3).Left 
ActiveSheet.Shapes("Conexo").Top = Range("L" & rowNumber + 3).Top 
ActiveSheet.Shapes("Seeds").Left = Range("O" & rowNumber + 3).Left 
ActiveSheet.Shapes("Seeds").Top = Range("O" & rowNumber + 3).Top 
End Sub 
 
///////////////////////////////Procura de Aldeias ///////////////////////// 
Dim lastline As Integer 
Dim firstline As Integer 
Function detetar_aldeias(firstline As Integer, lastline As Integer) 
Dim val As Integer 
Dim liga_aldeia(1 To 100) As Integer 
Dim lig_maior As Integer 
 
'recebe o N que vai servir como o fator multiplicativo, para encontrar ligações entre aldeias 
val = Range("B1").Value 
lig_maior = 1 
For i = firstline To lastline 
    If Range("I" & i).Value > lig_maior Then 
        lig_maior = Range("I" & i).Value 
    Else 
        lig_maior = lig_maior 
    End If 
Next i 
 
'procura ligações entre aldeias, de acordo com o valor introduzido na celula B1. A quantidade 
de residuos a recolher deverá ser 0 nessas ligações 
j = 0 
For i = firstline To lastline 
    If (i = firstline And Range("I" & i).Value > (val * Range("I" & i + 1).Value)) And Range("J" & 
i).Value = 0 Then 
        j = j + 1 
        liga_aldeia(j) = i 
    ElseIf (i = lastline And Range("I" & i).Value > (val * Range("I" & i - 1).Value)) And Range("J" 
& i).Value = 0 Then 
        j = j + 1 




    ElseIf ((Range("I" & i).Value > (val * Range("I" & i - 1).Value)) And (Range("I" & i).Value > 
(val * Range("I" & i + 1).Value))) And Range("J" & i).Value = 0 Then 
        j = j + 1 
        liga_aldeia(j) = i 
    End If 
Next i 
 
Range("B2").Value = lig_maior 
 
k = 1 
For i = firstline To lastline 
    If i <> liga_aldeia(k) Then ' se a linha não for uma ligação entre aldeias pinta de uma cor 
diferente 
        Range("D" & i).Interior.ColorIndex = 2 + k 
        Range("E" & i).Interior.ColorIndex = 2 + k 
        Range("F" & i).Interior.ColorIndex = 2 + k 
        Range("G" & i).Interior.ColorIndex = 2 + k 
        Range("H" & i).Interior.ColorIndex = 2 + k 
        Range("I" & i).Interior.ColorIndex = 2 + k 
        Range("J" & i).Interior.ColorIndex = 2 + k 
    Else 'se for uma ligação entre aldeias, pinta de uma cor predefinida pelo utilizador 
        k = k + 1 
        Range("D" & i).Interior.ColorIndex = Range("A3").Interior.ColorIndex 
        Range("E" & i).Interior.ColorIndex = Range("A3").Interior.ColorIndex 
        Range("F" & i).Interior.ColorIndex = Range("A3").Interior.ColorIndex 
        Range("G" & i).Interior.ColorIndex = Range("A3").Interior.ColorIndex 
        Range("H" & i).Interior.ColorIndex = Range("A3").Interior.ColorIndex 
        Range("I" & i).Interior.ColorIndex = Range("A3").Interior.ColorIndex 
        Range("J" & i).Interior.ColorIndex = Range("A3").Interior.ColorIndex 




ActiveSheet.Shapes("Aldeias_button").Left = Range("N1").Left 





Private Sub Aldeias_button_Click() 
 
'encontra a ultima linha preenchida 
 
lastline = Range("D1048576").End(xlUp).Row 
flag1 = True 
 
'encontrar a primeira linha preenchida 
Do While (flag1) 
    i = i + 1 
    If Range("D" & i).Value <> "" Then 
        flag1 = False 
        firstline = i 
    End If 
Loop 
 
'Chamar a função 
teste1 = detetar_aldeias(firstline, lastline) 
End Sub 
 
