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Weak Le´vy-Khintchine representation for
weak infinite divisibility
B.H. Jasiulis-Go ldyn 1 and J.K. Misiewicz 2
Abstract. A random vector X is weakly stable iff for all a, b ∈
R there exists a random variable Θ such that aX + bX′
d
= XΘ,
where X ′ is an independent copy of X and Θ is independent of X .
This is equivalent (see [12]) with the condition that for all random
variables Q1, Q2 there exists a random variable Θ such that
XQ1 +X
′Q2
d
= XΘ, (∗)
where X,X′, Q1, Q2,Θ are independent. In this paper we define
weak generalized convolution of measures defined by the formula
L(Q1)⊗µ L(Q2) = L(Θ),
if the equation (∗) holds for X, Q1, Q2,Θ and µ = L(X). We
study here basic properties of this convolution and basic properties
of distributions which are infinitely divisible in the sense of this
convolution. The main result of this paper is the analog of the
Le´vy-Khintchine representation theorem for ⊗µ-infinitely divisible
distributions.
1. Introduction
This paper contains the first step in construction Le´vy processes in
the sense of weak generalized convolution, i.e. the full characteriza-
tion of infinitely divisible distributions in the sense of weak generalized
convolution. The main example of such processes is the Bessel pro-
cess, which is well known and widely used in stochastic modeling real
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processes (for definition an preliminary properties see [7]). The con-
struction of the Bessel process is based on infinite divisibility of ‖Wt‖2,
‖x‖22 =
∑
x2k, where {Wt} is n-dimensional Brownian motion, with re-
spect to the generalized weak convolution defined by the weakly stable
uniform distribution ωn on the unit sphere Sn−1 ⊂ Rn.
The infinite divisibility with respect to generalized convolution was
studied by K. Urbanik in [21] and the corresponding Le´vy-Khintchine
formula is already known in this case. The weak generalized convolu-
tion do not coincides with generalized convolution considered by Ur-
banik. Infinite divisibility with respect to weak generalized convolu-
tions described in this paper gives some additional properties of spec-
tral representation and the corresponding spectral measure, which are
useful in further constructions.
The idea of generalized convolution was introduced by K. Urbanik (see
[20]) for probability measures on the positive half-line [0,∞). The basic
properties of the generalized convolution together with infinite divisi-
bility and stability of measures with respect to the generalized convo-
lution were studied e.g. in the following papers [20, 21, 22, 23, 24] and
still the problems and constructions based on generalized convolutions
are of interest for many mathematicians, see e.g. [25, 26]
In seventies of the last century Kucharczak and K. Urbanik (see e.g.
[8, 9, 19]) defined and studied weakly stable distributions on [0,∞),
i.e. distributions µ on [0,∞) with the following property
∀ a, b > 0 ∃ λ on [0,∞) Taµ ∗ Tbµ = µ ◦ λ, (1)
where T0µ = δ0, (Taµ)(A) = µ(A/a) and (µ ◦ λ)(A) =
∫
µ(A/s)λ(ds)
for every Borel set A in [0,∞). Nowadays measures µ for which this
condition holds are called R+-weakly stable. The R+-weakly stable
distributions appeared as a result of noticing that most of generalized
convolutions can be defined by some probability measure µ by the
formula (1) (here λ states for δa convoluted in generalized sense with
δb). For more information see e.g. [9, 27, 28, 29]).
The paper [12] of Misiewicz, Oleszkiewicz and Urbanik originated rather
from theory of pseudo-isotropic distributions than from theory of gen-
eralized convolutions. It contains definition and basic properties of
weakly stable distributions on Rn, or on a separable Banach spaces E.
Precisely, a measure µ on E is weakly stable if
∀ a, b ∈ R ∃ λ on R Taµ ∗ Tbµ = µ ◦ λ. (2)
The slight change: a, b > 0 for R+-weak stability to a, b ∈ R for weak
stability turned out to make big difference. The authors proved that
the condition (2) is equivalent with the following
∀λ1, λ2 ∈ P ∃λ ∈ P (µ ◦ λ1) ∗ (µ ◦ λ2) = µ ◦ λ. (3)
If µ is not symmetric then the measure λ is uniquely determined, but if
µ is symmetric then only a symmetrization of λ is uniquely determined.
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Moreover we know that (Th. 6 in [12]) if µ is weakly stable probability
measure on a separable Banach space E then either there exists a ∈ E
such that µ = δa, or there exists a ∈ E \ {0} such that µ = 12(δa+ δ−a),
or µ({a}) = 0 for every a ∈ E. In this paper we assume that considered
weakly stable measure is non-trivial, i.e. does not contain any atom.
Many interesting classes of weakly stable distributions are already
known in the literature: symmetric Gaussian, symmetric stable, uni-
form distributions on the unit spheres Sn−1 ⊂ Rn, their k-dimensional
projections and their deformations by linear operators. The extreme
points in the set of ℓ1-symmetric distributions in R
n given by Cam-
banis, Keener and Simons (see [1]) are weakly stable. Strictly stable
vectors are R+-weakly stable and it is still an open question whether
or not they are weakly stable.
2. Preliminaries
In what follows we need some rather simple technical result (Lemma
1) concerning measure theory. The analog of this result for measures
supported in [0,∞) was given by Urbanik (see [23, 24]).
Let P denotes the set of all probability measures on the real line R,
P+ - on the positive half-line [0,∞). Consider the one-point compact-
ification of the real line R with the compactifying point ∞ and let P
denotes the set of probability measures on R. By P∞ = P \ P we
understand the set of probability measures on R with positive mass at
∞. For every µ ∈ P there exist uniquely determined measure µ′ ∈ P
and p ∈ [0, 1] such that µ = pµ′ + (1 − p)δ∞. The rescaling operator
Tc : P → P, c ∈ R \ {0}, has the natural extension to the set P:
Tc
(
pµ′ + (1− p)δ∞
)
= pTcµ
′ + (1− p)δ∞.
If the sequence of measures µn converges weakly to µ we will write
µn → µ.
Proposition 1. Assume that µn, µ ∈ P, µ 6= δ0, µn → µ and let
cn →∞. Then every accumulation point of the sequence Tcnµn belongs
to P∞.
Proof. Let µ = aδ0 + (1 − a)µ1, where µ1({0}) = 0 and a ∈ [0, 1).
For every δ < 1 − a let (−ε, ε) be a continuity set for the measure µ
such that µ((−ε, ε)) < a+δ. Then for every A = (−m,m)c and n large
enough we have
Tcnµn(A) = µn(A/cn) > µn
(
(−ε, ε)c)→ µ((−ε, ε)c) > 1− a− δ.
Since m can be taken arbitrarily large and δ can be taken arbitrarily
small this shows that every accumulation point of Tcnµn has the atom
at ∞ of the weight 1− a. 
Lemma 1. Assume that µn, µ ∈ P, µ 6= δ0, Tanµn → µ and assume
that Tbnµn is conditionally compact in P. Then the sequence (bn/an)
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is bounded and the set of accumulation points of the sequence Tbnµn
coincides with the set of measures Tcµ, where c belongs to the set of
accumulation points of the sequence (bn/an).
Proof. Assume that Tbnkµnk → ν ∈ P. If dk = bnk/ank →∞ then
TdkTankµnk = Tbnkµnk → ν,
thus, by Prop. 1, ν ∈ P∞ in contradiction with our assumption. With-
out loss of generality we can assume now that dk → c for some c ∈ R.
Then Tbnkµnk → ν and
Tbnkµnk = Tdk
(
Tankµnk
)→ Tcµ,
thus ν = Tcµ, which was to be proved. 
3. Generalized weak convolution
In this section we define and study properties of weak generalized con-
volution. We define also distributions infinitely divisible with respect
to weak generalized convolution and prove the semigroup structure
properties of theirs powers.
For a measure µ ∈ P(E) we define
M(µ) = {µ ◦ λ : λ ∈ P} ,
the set of all scale mixtures of the measure µ. For a symmetric random
vector X independent of random variable Θ we have XΘ
d
= X|Θ|. This
implies that if µ is a symmetric probability distribution then for every
λ ∈ P
µ ◦ λ = µ ◦ |λ|,
where |λ| is the distribution of |θ| if λ is the distribution of θ.
Definition 1. Let µ ∈ P(E) be a nontrivial weakly stable measure,
and let λ1, λ2 be probability measures on R. If
(µ ◦ λ1) ∗ (µ ◦ λ2) = µ ◦ λ, (3)
then the generalized convolution of the measures λ1, λ2 with respect to
the measure µ (notation λ1 ⊗µ λ2) is defined as follows
λ1 ⊗µ λ2 =
{
λ if µ is not symmetric;
|λ| if µ is symmetric.
We separate symmetric and nonsymmetric cases in the formula above
because (see [12]) when µ is symmetric then the measure |λ| (not λ
itself) is uniquely determined. Sometimes, if this is more adequate for
the real process, the definition of weak generalized convolution of mea-
sures λ1, λ2 for symmetric weakly stable measure µ can be formulated
as λ1 ⊗µ λ2 = 12(|λ|+ T−1|λ|). This is possible because the symmetric
mixing measure is also uniquely determined by its mixture with weakly
stable measure µ.
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The proof of the following lemma is standard and will be omitted.
Lemma 2. If the weakly stable measure µ ∈ P(E) is not trivial then
1) λ1 ⊗µ λ2 is uniquely determined;
2) λ1 ⊗µ λ2 = λ2 ⊗µ λ1;
3)
(
λ1 ⊗µ λ2
)⊗µ λ3 = λ1 ⊗µ (λ2 ⊗µ λ3);
4) λ⊗µ δ0 = λ (λ⊗µ δ0 = |λ| if µ is symmetric);
5) (pλ1 + (1− p)λ2)⊗µλ = p (λ1 ⊗µ λ)+(1−p) (λ2 ⊗µ λ) for each
p ∈ [0, 1].
6) Ta
(
λ1 ⊗µ λ2
)
=
(
Taλ1
)⊗µ (Taλ2).
In 1964 K. Urbanik introduced the definition of a generalized convolu-
tion ⋄ as a binary operation ⋄ on the space P2+ having the properties
1)÷ 6) with ⊗ replaced by ⋄ and such that additionally the following
condition holds
(v) there exists a sequence of positive numbers (cn) such that Tcnδ
⋄n
1
converges weakly to a measure ν 6= δ0 (here λ⋄n = λ ⋄ · · · ⋄ λ
denotes the generalized convolution of n identical measures λ).
Notice that for the weak generalized convolution the property (v) does
not have to hold. In [4] we can find a wide discussion of the properties of
generalized convolutions without (v) assumption defined for measures
on the whole real line. However it was shown in [12] that if the measure
µ has finite ε moment for some ε > 0 then there exists a measure λ
such that λ ◦ µ is symmetric α-stable for some (and then for every)
α ≤ min{ε, 2}. This means that Tcnλ⊗n = λ for properly chosen
sequence (cn) and the property (v) holds if we replace δ1 by λ.
Example 1. It is known (see [7]) that the random vector Un =
(U1, . . . , Un) with the uniform distribution ωn on the unit sphere Sn−1 ⊂
R
n is weakly stable but the easiest way to see this is using properties
of rotationally invariant vectors.
Let us recall that the random vector X ∈ Rn is rotationally invariant
(sometimes the name spherically symmetric is used) if L(X)
d
= X for
every unitary linear operator L : Rn → Rn. It is known (see [18] for
the details) that the following conditions are equivalent
a) X ∈ Rn is rotationally invariant,
b) X
d
= ΘUn, where Θ := ‖X‖2 is independent of U := X/‖X‖ d=
Un,
c) the characteristic function of X has the form
Eei<ξ,X> = ϕX(ξ) = ϕ(‖ξ‖2)
for some symmetric function ϕ : R→ R.
Now let L(Θ1) = λ1, L(Θ2) = λ2 be such that Θ1,Θ2,Un1,Un2 are
independent, Un1
d
= Un2
d
= Un. Consider the characteristic function ψ
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of the vector Z = Θ1U
n1 +Θ2U
n2
ψ(ξ) = E exp
{
i < ξ,Θ1U
n1 +Θ2U
n2 >
}
=
∫ ∫
ϕ1
(‖ξ‖2|s|)ϕ2(‖ξ‖2|t|)λ1(ds)λ2(dt).
We see that ψ also depends only on ‖ξ‖2 thus the condition (c) is
satisfied and Z is rotationally invariant. By condition (b) we have
that Z
d
= ΘUn for the random variable Θ
d
= ‖Z‖2, which we denote
by Θ1 ⊕ωn Θ2. This means that Un is weakly stable and the weak
generalized convolution ⊗ωn defines in a natural way a weak generalized
summation by the following formula
Θ1 ⊕ωn Θ2 =
∥∥Θ1Un1 +Θ2Un2∥∥2 .
Definition 2. Let L(Θ) = λ, and let µ = L(X) be a weakly stable
measure on E. We say that the measure λ (and the corresponding
variable Θ) is µ-weakly infinitely divisible if for every n ∈ IN there
exists a probability measure λn such that
λ = λ⊗nn ≡ λnn def= λn ⊗µ · · · ⊗µ λn, (n-times),
where (for the uniqueness) λn ∈ P+ if µ is R+-weakly stable or if µ is
symmetric, and λn ∈ P if µ is weakly stable nonsymmetric.
Notice that if λ is µ-weakly infinitely divisible then the measure µ ◦ λ
is infinitely divisible in the usual sense. However, as it is shown in the
following example, infinite divisibility of µ ◦ λ does not have to imply
µ-infinite divisibility of λ.
Example 2. It is easy to see that the symmetric α-stable distri-
bution γα on R is weakly stable and the weak generalized convolution
naturally defines weak generalized summation in the following way
Θ1 ⊕γα Θ2 d= (|Θ1|α + |Θ2|α)1/α
for independent random variables Θ1,Θ2. This implies that Θ is ⊗γα-
infinitely divisible if and only if |Θ|α is infinitely divisible in the classical
sense. On the other hand it is known (see [6, 11]) that for α 6 1 and
every λ ∈ P the measure γα ◦λ is infinitely divisible in the usual sense,
thus it is infinitely divisible even in the case when |Θ|α is not infinitely
divisible.
The following Lemma was proven in [14].
Lemma 3. Let µ be a weakly stable distribution, µ 6= δ0. If λ is
µ-weakly infinitely divisible then there exists a family {λr : r ≥ 0} such
that
1) λ0 = δ0, λ
1 = λ;
2) λr ⊗µ λs = λr+s, r, s ≥ 0;
3) λr → δ0 if r → 0.
Weak Le´vy-Khintchine representation 7
4. µ-weak compound Poisson measures
Let us start from the following definition.
Definition 3. Let µ be a non-trivial weakly stable probability mea-
sure on a separable Banach space E. For every λ ∈ P and every a > 0
the µ-weak compound Poisson measure is defined by the following for-
mula
Exp⊗µ(aλ)
def
= e−a
∞∑
k=0
ak
k!
λ⊗k.
Proposition 2. For every λ ∈ P, every a > 0 and every non-
trivial weakly stable probability measure on E the µ-weak compound
Poisson measure is a well defined µ-weakly infinitely divisible probability
measure. Moreover
µ ◦ Exp⊗µ(aλ) = exp(a(µ ◦ λ)).
Proof. Let a(n) =
∑n
k=0 a
k/k!, and with the notation λk = λ⊗µk, let
A =
{
νn =
1
a(n)
n∑
k=0
ak
k!
λk : n ∈ N
}
,
and
C = {µ ◦ νn : n ∈ N} =
{
1
a(n)
n∑
k=0
ak
k!
(µ ◦ λ)∗k : n ∈ N
}
.
Since
µ ◦ νn → e−c
∞∑
k=0
ak
k!
(µ ◦ λ)∗k = exp(a µ ◦ λ),
the family C is tight. Lemma 2 in [12] implies that the family A is
also tight and there exists a measure ν such that νnk ⇒ ν for some
subsequence (νnk) ⊂ A. Of course µ ◦ νnk ⇒ µ ◦ ν, and limµ ◦ νnk =
limµ ◦ νn = exp(c µ ◦ λ), we conclude that
µ ◦ ν = exp(a µ ◦ λ).
Uniqueness of the measure ν follows from the weak stability of µ and
from the fact that weakly stable distributions are reducible. Thus there
is only one accumulation point ν for the family A and we will denote
it by
Exp⊗µ(a λ)
def
= ν = e−a
∞∑
k=0
ak
k!
λ⊗k.
To see that Exp⊗µ(a λ) is µ-weakly infinitely divisible it is enough to
notice that [(
µ ◦ Exp⊗µ(
a
n
λ)
)]∗n
= µ ◦ Exp⊗µ(aλ).
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
Example 3. Let µα be the weakly stable distribution defining the
Kendall weak generalized convolution, i.e. µ̂α(t) = (1 − |t|α)+, where
0 < α 6 1. Then the measure Exp(cµα) = µα ◦ Exp⊗µα (c δ1) has the
characteristic function
exp {−c (1− µ̂α(t))} = exp {−c (|t|α ∧ 1)} .
In order to describe the measure λ = Exp⊗µα put x
−1 = |t|α and
G(u) = λ{s : sα < u}. Then
exp
{−c (x−1 ∧ 1)} = ∫ ∞
0
(
1− x−1u)
+
dG(u) = x−1
∫ x
0
G(u)du.
For x ∈ (0, 1) we obtain that e−c = x−1 ∫ x
0
G(u)du which implies that
G(x) = e−c. For x > 1 the equality∫ x
0
G(u)du = x exp
{−cx−1}
implies that G(x) = (1 + cx−1)e−cx
−1
. Now it is easy to see that
Exp⊗µα (cδ1)(du) = e
−cδ0(du) + ce
−cδ1(du) +
c2α
u2α+1
e−cu
−α
1(1,∞)(u)du.
5. µ-weakly stable distributions
¿From now on we will assume that E = R. This will not cause
loss of generality since for any weakly stable measure µ ∈ P(E) non-
degenerated to a subspace and any its one-dimensional projection µ1 6=
δ0 of the measure µ we have
⊗µ = ⊗µ1 .
A measure λ ∈ P \{δ0} is µ-weakly stable with respect to a non-trivial
weakly stable measure µ if there exists a sequence of positive numbers
(cn)n and a measure ν ∈ P such that Tcnνn → λ. The set of all
µ-weakly stable measures we denote by S(µ). Let
Sp(µ) =
{
λ ∈ P \ {δ0} : Taλ⊗µ Tbλ = Tgp(a,b)λ
}
,
where gp(a, b) = (|a|p + |b|p)1/p.
Remark 1. If λ ∈ Sp(µ) then Tn−1/pλn = λ. This shows that
Sp(µ) ⊂ S(µ) for every p > 0.
Remark 2. For every non-trivial weakly stable measure µ and every
p > 2 we have Sp(µ) = ∅.
To see this assume that λ ∈ Sp(µ). Since Taλ ⊗µ Tbλ = Tgp(a,b)λ for
all a, b > 0 we get Taλ ◦ µ ∗ Tbλ ◦ µ = Tgp(a,b)λ ◦ µ for all a, b > 0.
This means that the measure λ ◦ µ is strictly stable with the index
of stability p. The general theory of stable distributions states that
p ≤ 2. In particular we have that Sp(µ) 6= ∅ if and only if M(µ)
contains symmetric p-stable distributions.
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Remark 3. If µ is a non-trivial weakly stable measure and Sp(µ) 6= ∅
for some p ∈ (0, 2] then Sq(µ) 6= ∅ for all q ∈ (0, p].
Let λ ∈ Sp(µ). Then the random variable X with distribution λ ◦ µ is
strictly stable with the index of stability p. For r = q/p, q ∈ (0, p), let
γ+r denotes the r-stable distribution concentrated on the positive half-
line with the Laplace transform e−t
r
. Let Θ be the random variable
with distribution γ+r independent of X . It is known that the random
variable Y = XΘ1/p is strictly stable with index of stability q. Denoting
by γ+r,p the distribution of Θ
1/p we can write the following
L(Y ) = (λ ◦ µ) ◦ γ+r,p =
(
λ ◦ γ+r,p
) ◦ µ,
which shows that λ ◦ γ+r,p ∈ Sq(µ).
Remark 4. If µ is a symmetric nontrivial weakly stable measure
and Sp(µ) 6= ∅ then p ∈ (0, 2] and there exists λp such that λp ◦ µ =
γp, where γp is the standard symmetric p-stable distribution with the
characteristic function exp{−|t|p} and
Sp(µ) = {Taλp : a > 0} .
The first statement follows from the fact that e−|t|
α
is a characteristic
function iff p ∈ (0, 2]. To see the secon assume that λ, ν ∈ Sp(µ).
By the argument used in Remark 2 we know that λ ◦ µ and ν ◦ µ are
symmetric p-stable distributions and there exist positive numbers a, b
such that λ ◦ µ = Taγp and ν ◦ µ = Tbγp. Since the measure µ is
reducible Ta−1λ = Tb−1ν := λp, which was to be shown.
Proposition 3. If µ is a non-trivial symmetric weakly stable mea-
sure then
S(µ) =
⋃
p∈(0,2]
Sp(µ).
Proof Let λ ∈ S(µ). This means that there exists a sequence of
positive numbers (cn)n and a probability measure ν such that Tcnν
n →
λ. Lemma 2.7 in [4] states that cn → 0 and cn/cn+1 → 1 if n → ∞.
This implies that for every pair of positive numbers we can find a
subsequences (cnk)k and (cmk)k satisfying the condition
lim
k→∞
cnk
cmk
=
y
x
.
For bk = xcnk/cmk , dk = xcnk/cnk+mk we see that
TdkTcnk+mkν
nk+mk = Tx
(
Tcnkν
nk
)⊗µ Tdk (Tcnkνnk) .
The right-hand side of the above equality tends to Txλ ⊗µ Tyλ. By
Lemma 1 we obtain that the limit d = limn→∞ dk exists. This shows
that the left-hand side of the above equality converges to Tdλ as k →∞.
Consequently
Tx (µ ◦ λ) ∗ Ty (µ ◦ λ) = Td (µ ◦ λ) ,
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which is the characterizing equation for stable distribution, thus λ ◦ µ
is p-stable for some p ∈ (0, 2] and d = gp(x, y). 
The next theorem describes a characterizing parameter κ(µ) for the
weakly stable distribution µ. This parameter plays a similar role as
the parameter α for α-stable distribution.
Theorem 1. For every symmetric weakly stable distribution µ
κ = κ(µ) := sup
{
p ∈ [0, 2] : Sp(µ) 6= ∅
}
= sup
{
p ∈ [0, 2] :
∫
R
|x|pµ(dx) <∞
}
= sup
{
p ∈ [0, 2] : γp ∈M(µ)
}
,
where, by our convention, the supremum over the empty set equals zero.
Proof. Let
κ1 := sup
{
p ∈ [0, 2] :
∫
R
|x|pµ(dx) <∞
}
,
κ2 := sup
{
p ∈ [0, 2] : γp ∈ M(µ)
}
.
Notice first that γp ∈M(µ) iff there exists λp ∈ P such that µ◦λp = γp.
Since Taγp ∗ Tbγp = Tgp(a,b)γp this is equivalent with Taλp ⊗µ Tbλp =
Tgp(a,b)λp which means that Sp(µ) 6= ∅. This proves that κ = κ2.
It was shown in [12] (Th. 5, Remark 3) that if 0 < p < κ1 then
γp ∈ M(µ). This means that p 6 κ2 and consequently κ1 6 κ2. On
the other hand if 0 < p < κ2 and µ ◦ λp = γp then for every 0 < α < p
∞ >
∫
R
|x|αγp(dx) =
∫
R
|x|αµ(dx)
∫
R
|s|αλp(ds),
which shows that α 6 κ1 and consequently κ2 6 κ1. 
Corollary 1. If µ is a symmetric, non-trivial weakly stable measure
and κ(µ) = 2 then for every p > 0∫
R
|x|pµ(dx) <∞.
Proof. We know that there exists λ2 such that λ2 ◦ µ is a symmetric
Gaussian measure. Then for every p > 0 we have
∞ >
∫
R
|x|p(µ ◦ λ2)(dx) =
∫
R
|x|pµ(dx)
∫
R
|s|pλ2(ds),
which implies that both factors on the right-hand side of this formula
are finite. 
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Example 4. Let µα, α ∈ (0, 1], be the weakly stable measure defin-
ing weak Kendall generalized convolution (see [5]). The characteristic
function of µα is of the form
µ̂α(t) = (1− |t|α)+ .
Since
lim
n→∞
(
µ̂α(t/n
1/α)
)n
= exp {−|t|α} ,
we see that Tn1/αµ
∗n converges weakly to the standard symmetric α-
stable measure γα. The set M(µα) is closed under taking weak limits
thus γα = µα ◦ ν for some ν ∈ P. It means that for every p 6 α there
exists a probability measure νp ∈ P+ such that
exp {−|t|p} =
∫ ∞
0
(1− |ts|α)+ νp(ds).
Integrating by parts with the notation x = |t|−α and Fp(u) = νp{sα <
u} we obtain
exp
{−x−p/α} = ∫ x
0
(
1− x−1u)
+
dFp(u) = x
−1
∫ x
0
Fp(u)du.
Consequently
Fp(u) =
(
1 +
p
α
u−p/α
)
e−u
−p/α
.
Now it is easy to see that the cumulative distribution function Gp
for the measure νp is of the form Gp(s) = Fp(s
α) so νp is absolutely
continuous with respect to the Lebesgue measure with the density
gp(s) =
p
α
(
(α− p)s−p−1 + ps−(2p+1)) e−s−p1(0,∞)(s).
The measure να with density gα on [0,∞) is µα-weakly α-stable. In
particular it means that κ(µα) ≥ α. On the other hand we have that
1 − µ̂α(t) = |t|α in the neighborhood of zero, thus µα{|x| > r} ∼ r−α
for r →∞ and ∫
|x|αµα(dx) =∞,
which implies that α 6 κ(µα). In the similar way for every p < α we
can show that
exp {−|t|p} = exp
{
−
∫ ∞
0
(
1− (1− |ts|α)+
)p (α− p)
αsp+1
ds
}
= exp
{
−
∫ ∞
0
∫
R
(
1− eitxs)µα(dx)p (α− p)
αsp+1
ds
}
.
This means that the Le´vy measure in the Le´vy-Khintchine represen-
tation for symmetric p-stable measure with the characteristic function
exp {−|t|p} can be written as µα◦λp, where λp is concentrated on (0,∞)
and has density p (α− p)α−1s−p−1.
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For p = α such measure λα does not exists, but we have that
exp {−|t|α} = lim
pրα
exp
{
−
∫ ∞
0
(
1− µ̂α(ts)
)p (α− p)
αsp+1
ds
}
.
Example 6. Consider the weakly stable Kingman distributions
ωs,1(dx) =
Γ(s+ 1)√
πΓ(s+ 1
2
)
(
1− x2)s− 121(−1,1)(x)dx,
where s > −1
2
. Since ∫
R
x2ωs,1(dx) =
1
s+ 1
<∞
we see that κ(ωs,1) = 2. In particular this means that there exists a
probability measure νs,2 such that ωs,1 ◦ νs,2 is the Gaussian symmet-
ric measure with the characteristic function e−t
2/2. This leads to the
following equation
1√
2π
e−x
2/2 =
∫ ∞
0
Γ(s+ 1)√
πΓ(s+ 1
2
)
(
1− x
2
r2
)s− 1
2
+
1
r
fs,2(r)dr,
where fs,2 denotes the density of νs,2. It is easy to check that
fs,2(r) =
1
2sΓ(s+ 1)
x2s+1e−x
2/21(0,∞)(x).
Let p < 2. If by λp we denote the distribution of the random vari-
able
√
Θ, where Θ is the positive p/2-stable random variable with the
Laplace transform exp{−(2t)p/2}, then ωs,1 ◦ νs,2 ◦ λp = N(0, 1) ◦ λp is
symmetric p-stable since its characteristic function is of the form∫ ∞
0
e−t
2u/2λp(du) = exp {−|t|p} .
We know that
|t|p =
∫
R
(1− cos(tx)) cp|x|p+1dx.
It is easy to show that there exists a suitable constant K such that
cp
|x|p+1 =
∫ ∞
0
Γ(s+ 1)√
πΓ(s+ 1
2
)
(
1− x
2
r2
)s− 1
2
+
1
r
K
rp+1
dr.
This means that the spectral measure for p-stable distribution can be
obtained as a mixture of the measure ωs,1 in the following way:
|t|p =
∫
R
(1− cos(tx))
∫ ∞
0
Γ(s+ 1)√
πΓ(s+ 1
2
)
(
1− x
2
r2
)s− 1
2
+
1
r
K
rp+1
drdx
=
∫ ∞
0
∫
R
(1− cos(tzr))ωs,1(dz) K
rp+1
dr
=
∫ ∞
0
(1− ω̂s,1(tzr)) K
rp+1
dr.
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6. µ-weak Le´vy measure for µ-weakly infinitely divisible
distribution
In this section we will use the construction of the Le´vy measure for
infinitely divisible distribution given in the book of Sato [17], section
8 in order to show that µ-infinitely divisible mixture of weakly stable
measure is also a mixture of this measure. Till now this result was
known only for stable measure µ = γα and some restricted family of
mixtures (see [13]).
First we define a set C of bounded measurable functions from R to R
satisfying
c(x) = 1 + o(|x|) as |x| → 0,
c(x) = O(1/|x|) as |x| → ∞
The functions c ∈ C will replace the function 1B, for B = {x ∈ R : |x| ≤
1}, which appeared in the classical Le´vy-Kchintchine representation
for the characteristic function of infinitely divisible distribution. This
replacement allows us to use weak convergence technics for Le´vy spec-
tral measures because of continuity of functions c ∈ C. Sato (see
[17])showed that the Le´vy measure can be obtained as a weak limit (in
somewhat restricted sense) of a sequence of measures defined by convo-
lution powers of the considered infinitely divisible distribution. Thus
we obtain µ-weak Le´vy measure by the limit of generalized convolution
powers of µ-infinitely divisible distribution µmixed with respect to this
distribution.
The following are examples of functions c ∈ C sometimes used:
c(x) = 1/(1 + |x|2),
c(x) = 1B(x) + 11<|x|≤2(x) (2− |x|)
Let us write f ∈ C# if f is a bounded continuous function from R to
R vanishing on a neighborhood of zero.
Lemma 4. Assume that µ is a symmetric weakly stable measure on
R and λ is µ-weakly infinitely divisible. Then for any sequence tn ց 0
we have∫
R
eitx(µ ◦ λ)(dx) = lim
n→∞
exp
{
−
∫
R
(
1− µ̂(ts))t−1n λtn(ds)} .
Moreover, if M is the Le´vy spectral measure for µ ◦ λ then for every
f ∈ C#
lim
n→∞
∫
R\{0}
f(x)t−1n
(
µ ◦ λtn) (dx) = ∫
R\{0}
f(x)M(dx).
Proof. Since λ is µ-weakly infinitely divisible then η = µ ◦ λ is
infinitely divisible in the usual sense and according to the proof of
Theorem 8(i) in [17] we have
Exp
(
t−1n η
∗tn
)→ η, n→∞.
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Now it is easy to notice that
t−1n (µ ◦ λ)∗tn = µ ◦
(
t−1n λ
tn
)
.
The last statement of the lemma is a simple implication of Corollary
8.9 in [17] 
Lemma 5. For each a > 0
lim sup
n→∞
t−1n λ
tn ([−a, a]c) <∞.
Proof. Since µ is a nontrivial weakly stable measure then it contains
no atoms and there exists p > 0 such that µ([−p, p]c) = 1
2
. Infinite
divisibility of µ ◦ λ implies that for every a > 0
lim sup
n→∞
t−1n (µ ◦ λ)∗tn ([−ap, ap]c) <∞.
Now we have
t−1n (µ ◦ λ)∗tn ([−ap, ap]c) = t−1n
∫
{x : |x|>ap}
(µ ◦ λ)∗tn(dx)
= t−1n
∫
{xs : |xs|>ap}
µ(dx)λtn(ds)
≥
∫
{x : |x|>p}
µ(dx) t−1n
∫
{s : |s|>a}
λtn(ds) =
1
2
t−1n λ
tn ([−a, a]c) ,
which was to be shown. 
Lemma 6. The sequence of measures {t−1n λtn} is tight outside every
open neighborhood of zero.
Proof. Since {t−1n (µ◦λ)∗tn} is tight outside every open neighborhood
of zero then for every ε > 0 there exists k > 0 such that for every n ∈ N
t−1n (µ ◦ λ)∗tn ([−kp, kp]c) <
ε
2
.
Similarly as before we can show that
t−1n (µ ◦ λ)∗tn ([−kp, kp]c) ≥
1
2
t−1n λ
tn ([−k, k]c) ,
thus
t−1n λ
tn ([−k, k]c) < ε.

Lemma 7. There exists a σ-finite measure ν on R and a subsequence
(nj) such that the sequence t
−1
nj
λtnj converges weakly to ν outside every
open neighborhood of zero.
Proof. To show this we choose am, m ∈ N such that am ց 0 and
let Bm = [−am, am]c. Since t−1n λtn is tight on B1 then there exists
a measure ν1 on B1 and subsequence t
−1
nk
λtnk such that t−1nk λ
tnk con-
verges weakly to ν1 on B1. The sequence t
−1
nk
λtnk is tight on B2 as
Weak Le´vy-Khintchine representation 15
a subsequence of t−1n λ
tn , thus there exists a measure ν2 on B2 and a
subsequence t−1nki
λ
tnki such that t−1nki
λ
tnki converges weakly to ν2 on B2.
Since B2 ⊃ B1 then ν2(A) = ν1(A) for every Borel set A ⊂ B1. Re-
peating this procedure we can construct a sequence of finite measures
νm supported in Bm, m ∈ N such that νk(A) = νj(A) for k > j and
every Borel set A ⊂ Bj . Using the diagonal method we can also choose
a subsequence t−1nj λ
tnj converging to νm on Bm for every m ∈ N. Con-
sequently the sequence t−1nj λ
tnj converges weakly outside every open
neighborhood of zero to the σ-finite measure ν on R \ {0} defined by
ν(A) = lim
m→∞
νm(A).

Lemma 8. M = µ ◦ ν.
Proof. Let R0 = R \ {0}. We know that for every f ∈ C#
lim
j→∞
∫
R0
f(x)t−1nj
(
µ ◦ λtnj ) (dx) = ∫
R0
f(x)M(dx).
On the other hand∫
R0
f(x)t−1nj
(
µ ◦ λtnj ) (dx) = ∫
R0
∫
R
f(xs)t−1nj λ
tnj (ds)µ(dx).
Since f ∈ C# then x 6= 0 in the area of integration and for every fixed
x 6= 0 there exists m ∈ N such that f(xs) = f(xs)1Bm(s), thus
=
∫
R0
∫
Bm
f(xs) t−1nj λ
tnj (ds)µ(dx)→
∫
R0
∫
Bm
f(xs)νm(ds)µ(dx)
=
∫
R0
∫
R
f(xs)ν(ds)µ(dx).
Consequently for every f ∈ C# we have∫
R0
f(x)M(dx) =
∫
R0
∫
R
f(xs)ν(ds)µ(dx),
which was to be shown. 
Theorem 2. Assume that µ be a nontrivial symmetric weakly stable
measure on R such that κ(µ) > 0. A measure λ is µ-weakly infinitely
divisible if and only if there exists A ≥ 0 and a σ-finite measure ν on
R0 such that ν ([−a, a]c) <∞ for each a > 0,∫ ∞
0
µ ([−s, s]c) ν(ds) <∞ (∗)
and∫
R
eitx(µ ◦ λ)(dx) = exp
{
−A|t|κ(µ) −
∫
R0
(
1− µ̂(ts))ν(ds)} (∗∗).
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Proof. Since M = µ ◦ ν is the Levy measure for infinitely divisible
measure µ ◦ λ, thus M([−1, 1]c) <∞ and ∫ (x2 ∧ 1)M(dx) <∞. Now
we see that
µ ◦ ν([−1, 1]c) =
∫
R
∫
|x|>1/|s|
µ(dx)ν(ds)
=
∫
R
(
1− F (|s|−1) + F (−|s|−1)) ν(ds) <∞,
where F is the cumulative distribution function for the measure µ.
Consider now∫
(x2 ∧ 1)M(dx) =
∫ ∫ [
x2s21(|xs| < 1) + 1(|xs| > 1)]µ(dx)ν(ds)
=
∫
R
s2
∫
|x|<1/|s|
x2µ(dx)ν(ds) + µ ◦ ν([−1, 1]c).
Integrating by parts the inner integral in the first component of the
last sum we obtain∫
|x|<1/|s|
x2µ(dx) = x2F (x)
∣∣|s|−1
−|s|−1
− 2
∫ |s|−1
0
xF (x)dx− 2
∫ 0
|s|−1
xF (x)dx
= −s−2 (1− F (|s|−1) + F (−|s|−1))+ 2 ∫ |s|−1
0
x (1− F (x) + F (−x)) dx.
Finally we obtain∫
(x2 ∧ 1)M(dx) =
∫
R
2s2
∫ |s|−1
0
x (1− F (x) + F (−x)) dx ν(ds) <∞.
Case 1. Assume that κ(µ) = 2. According to Corollary 1 we have∫
x2µ(dx) = σ2 < ∞. For every ε > 0 we can choose s0 small enough
to have ∫ |s|−1
0
x (1− F (x) + F (−x)) dx > σ2 − ε.
for each s < s0. Then
∞ >
∫
R
2s2
∫ |s|−1
0
x (1− F (x) + F (−x)) dx ν(ds)
>
∫
|s|<s0
2s2
∫ |s|−1
0
x (1− F (x) + F (−x)) dx ν(ds)
≥
∫
|s|<s0
2s2
(
σ2 − ε); ν(ds)
= 2
(
σ2 − ε) ∫
|s|<s0
|s|κ(µ)ν(ds).
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Case 2. If κ(µ) < 2 then, with the notation G(x) = 1−F (x)+F (−x),
we have
G(xs)
G(s)
> |x|−κ(µ) = lim
s→∞
G(xs)
G(s)
.
Now we can write
∞ >
∫
(x2 ∧ 1)M(dx) =
∫
R
2s2
∫ |s|−1
0
xG(x)dx ν(ds)
=
∫
R
2G(|s|−1)
∫ 1
0
x
G(x|s|−1)
G(|s|−1) dx ν(ds)
>
∫ ∞
0
4G(s−1)
∫ 1
0
x1−κ(µ) dx ν(ds)
=
4
2− κ(µ)
∫ ∞
0
2G(s−1) ν(ds).
By Lemma 4 the logarithm of the characteristic function of µ ◦ λ is
equal to the limit for n→∞ of the following∫
R
(
1− µ̂(ts))t−1n λtn(dx)
=
∫
[−ε,ε]
(
1− µ̂(ts))t−1n λtn(dx) + ∫
[−ε,ε]c
(
1− µ̂(ts))t−1n λtn(dx)
for arbitrary ε > 0. Since t−1n λ
tn converges weakly outside every neigh-
borhood of zero to the measure ν and
∫ 1
−1
|s|κ(µ)ν(ds) <∞ then
lim
εց0
lim
n→∞
∫
[−ε,ε]c
(
1− µ̂(ts))t−1n λtn(dx) = ∫
R\{0}
(
1− µ̂(ts))ν(ds).
This implies that the limit
lim
εց0
lim
n→∞
∫
[−ε,ε]c
(
1− µ̂(ts))t−1n λtn(ds)
exists and it is finite. Since
lim
s→0
1− µ̂(ts)
1− µ̂(s) = |t|
κ(µ)
then
lim
εց0
lim sup
n→∞
∫
[−ε,ε]
1− µ̂(ts)
1− µ̂(s)
(
1− µ̂(s))t−1n λtn(ds)
= |t|κ(µ) lim
εց0
lim sup
n→∞
∫
[−ε,ε]
(
1− µ̂(s))t−1n λtn(ds) = A|t|κ(µ),
where
A = lim
εց0
lim sup
n→∞
∫
[−ε,ε]
(
1− µ̂(s))t−1n λtn(ds).

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Theorem 3. Let µ be a nontrivial symmetric weakly stable mea-
sure on R such that κ(µ) > 0. If the measure ν on R0 is such that
ν ([−a, a]c) < ∞ for each a > 0 and the condition (∗) is satisfied then
for each A > 0 there exists µ-weakly infinitely divisible measure λ such
that the right side of (∗∗) is the characteristic function of the measure
µ ◦ λ.
Proof. Notice first that if κ = κ(µ) > 0 then by Th. 1 for each
0 < p < κ there exists a measure λp such that µ ◦ λp = γp, where
γ̂p(t) = exp{−|t|p}. Choose pn ր κ. Since exp{−|t|pn} → exp{−|t|κ}
if n→∞ then the family of measures
{µ ◦ λpn : n ∈ N}
is tight. By Lemma 2 in [12] the family A = {λpn : n ∈ N} is also
tight. Taking λ0 any accumulation point of A we see that µ ◦ λ0 = γκ.
Consequently for ν ≡ 0 it is enough to take λ = TA1/κλ0.
Now without lost of generality we can assume that A = 0. We need to
show that for every measure ν satisfying our assumptions there exists
µ-weakly infinitely divisible measure λ such that∫
R
eitx(µ ◦ λ)(dx) = exp
{
−
∫
R0
(
1− µ̂(ts))ν(ds)} .
To see this we define a sequence of measures mn, n ∈ N, by the formula
mn(B) = ν(B ∩ [− 1n , 1n ]) for every Borel set B in R. Then λn =
Exp⊗µ{mn} is a well defined probability measure and∫
R
eitx(µ ◦ λn)(dx) = exp
{
−
∫
R0
(
1− µ̂(ts))mn(ds)}
n→∞−→ exp
{
−
∫
R0
(
1− µ̂(ts))ν(ds)} .
This means that the set {µ ◦ λn : n ∈ N} is tight, thus using again
Lemma 2 in [12], we have that A1 = {λn : n ∈ N} and we can take for
λ any accumulation point of A1.
The µ-weak infinite divisibility of λ follows now by noticing that if ν
is finite outside every open neighborhood of zero and the condition (∗)
is satisfied for ν then for every n ∈ N the measure 1
n
ν has the same
properties. 
Remarks.
1) From the Lemma 4 it follows that every µ-weakly infinitely divisible
distribution λ is a weak limit of a sequence of ⊗µ-compound Poisson
distributions:
Exp⊗µ{t−1n λtn} → λ.
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2) If µ = γα is a symmetric α-stable distribution then 1 − F (x) =
γα(x,∞) ∼ cαx−α. Since the γα-weak Le´vy measure ν for γα-weakly
infinitely divisible distribution λ is finite outside every open neigh-
borhood of zero, thus from the Theorem 2 we obtain that
∀ ε > 0
∫ ε
−ε
sαν(ds) <∞.
3) Let ωs,1 be the one-dimensional marginal distribution of the uniform
distribution ωs on the unit sphere in R
2(s+1) for some s > −1/2 in the
sense considered by Kingman in [7], i.e. ωs,1 has the density function
given by
ωs,1(dx) =
s!√
π(s− 1
2
)!
(1− x2)s−
1
2
+ dx.
We see that every moment of the measure µ = ωs,1 exists, thus
κ(ωs,1) = 2. Theorem 1 states that the weak spectral measure ν
for ωs,1-infinitely divisible measure λ has the property∫ 1
−1
y2ν(dy) <∞,
as in the classical situation. Similar property we would have if we had
other than ωs weakly stable distribution with compact support.
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