ABSTRACT For many practical applications, it is essential to address both geometric corrections and missing information reconstruction of face images and natural images. However, it is unfavorable to separate the problem into two sub-tasks due to error accumulations of sequential tasks. In this paper, we propose a novel robust missing information reconstruction framework via deep feature transformations to simultaneously address both geometric corrections and image completion. Specifically, our proposed framework realizes multiple channel spatial transformations to tackle geometric corrections, and address image completion through non-linear features projections. The flow of our framework includes deep feature extraction, feature enhancement, feature projection, and feature refinement, where deep features are extracted and learnt to achieve robust image completion. Experimental results show the superior performance of our framework for both face images and natural images in various databases. Compared with the conventional approaches approach to split the problem into two sub-tasks, including image inpainting and spatial transformation, our proposed framework achieves a number of advantages, including i) an unified framework to automatically correct the geometric distortions and to reconstruct the missing information simultaneously and ii) achieving much better visual quality for those recovered images.
I. INTRODUCTION
Over the past decades, significant progress has been achieved to develop new deep learning networks that achieve improved solutions for a range of computer vision problems, including image classification [1] - [3] , face recognition [1] , [4] , [5] , object detection [6] - [8] , semantic segmentation [9] , single image super-resolution (SISR) [10] - [16] , and image inpainting [17] - [30] . Among these applications, image inpainting has been a very popular research area due to its wide applications in image completion, surveillance, security system, occlusion handling, image edits, etc. The objective of image inpainting is to reconstruct the missing or masked regions of the image by using the surrounding contextual information.
Recently, image inpainting method is regarded as one of the most basic methods in image reconstruction in the field of computer vision for image completion. These methods usually assume that undamaged regions have the same
The associate editor coordinating the review of this article and approving it for publication was Peng Liu. or related statistical features or texture information as the missing regions. In addition, the spatial relationship between the global and local areas may also be considered in the reconstruction process.
In general, existing work on image inpainting can be categorized into a number of classes, including interpolation methods [31] , [32] , exemplar based methods [33] , partial differential equation (PDE) based methods [34] , variational methods [35] , and learning-based methods [25] , [36] . For example, the interpolation methods seek the weighted average of pixels of the neighborhood area around the missing region, which is the most commonly used method. The advantage of the interpolation methods is that they are easy and efficient, but they cannot be applied to the reconstruction of large missing areas or areas with complex textures. Therefore, to solve this problem, some new strategies have been presented, such as PDE-based methods and exemplar-based methods. The PDE-based methods, known as diffusion-based inpainting, introduces smoothness priors via parametric models or partial differential equations (PDEs). Naturally, these techniques are well adapted to complete straight lines, curves and tiny areas for painting. They, in general, avoid having unconnected edges that are perceptually annoying. However,,they are not well adapted to recover the texture of large areas that they tend to blur. The exemplar-based methods, exploits image statistical and self similarity priors. The statistics of image textures are assumed to be stationary (in the case of random textures) or homogeneous (in the case of regular patterns). The texture to be synthesized is learned from similar regions in a texture sample or from the known part of the image. Nevertheless, the application scenarios of these methods are limited by the particular composition of the texture and the size of the missing fields. Via the development of deep learning, Pathak et al. [36] used an encoder-decoder CNN and adversarial loss to recover missing regions, and Yang et al. [25] further used Markov random fields to constrain the texture features and improve the spatial resolutions. However, the current development of image inpainting focuses on fixed patterns or arbitrary masks of missing information to be estimated using deep learning networks. In many practical scenarios, however, the observed images are suffering from the problem in combination of both the missing information and the geometric transformations, including translation, rotation, and scaling etc.
To address the geometric transformations across all real applications, input images and desired output images can be better correlated by spatial transformations [37] , such as affine or perspective transformations, and hence models that are invariant to spatial transformations of the input are essential when designing accurate and robust deep learning networks. As an example, the existing inpainting networks achieve a good performance to generate the missing parts in the images but it fails to mitigate the effect of geometric transformations.
In general, CNNs have limited receptive fields for being spatially invariant to the position of features [38] . The authors of [37] introduced a spatial transformer network (STN) that can be inserted into existing convolutional networks to achieve the spatial invariance. The STN allows for spatial manipulation of the input within the network [37] . Unlike pooling layers, where the receptive fields are fixed and local, the spatial transformer provides a dynamic mechanism for producing an appropriate transformation for each input sample [39] , [40] .
To increase the spatial invariance of image inpainting, as a result, it is normally non-sufficient to incorporate the STN into the existing image inpainting networks. As STN estimates the transformation parameters and resample the input image using bilinear interpolation in pixel domain, its output often becomes blurred compared with its original input image [37] . To this end, we propose a robust missing information reconstruction framework to simultaneously address the geometric corrections and estimation of masked regions of image inpainting. Specifically, our robust framework consists of two deep networks, which are deep feature transformer network and feature refinement network. While the first network estimates the geometric parameters, performs the geometric corrections, and estimate the missing regions of masked images by using feature transformations, the second network refines the estimated features to approach the ground truth image in pixel domain. Compared with the existing image inpainting without geometric corrections, the proposed network achieves a number of advantages, including (i) the subjective quality of output transformed images is significantly improved; (ii) a high level of robustness and accuracy is achieved to automatically correct the geometric distortions; and (iii) our proposed framework performs image completion with geometric corrections to obtain superior PSNR and SSIM measurements. Fig.1 illustrates a comparative evaluations between inpainting network [24] , STN + inpainitng network, and our proposed. To recover the original image, it may be straight-forward to split the restoration process into two sub-tasks, geometric correction and image inpainting. However, sequential optimization of two dependent sub-tasks is destined to be non-optimal due to the problem of error accumulations and lack of ground truth in recovering the missing information. To the best of our knowledge, no work is reported in the literature for addressing both the spatial invariance problem and the missing information recovery simultaneously. As seen, when the images are rotated, simulating the effect of a geometric distortion, and masked, simulating the effect of corruption and thus some part of the image is lost, the existing inpainting network can only recover the lost information in the masked regions but fails to mitigate the rotation effect (See (b) in Fig.1 ). To illustrate the effectiveness of our proposed framework, we further add the existing STN after the inpainting network to alleviate the the transformation effect, and compare the results with our proposed framework as shown in (e) of Fig.1 . As seen in part (c), (d) and (e), while the benchmark, STN + inpainting, can manage to handle the rotation effect and recover the masked regions, our proposed not only alleviates the rotation effect, but also recovers the missing information of the corrupted images with significantly better quality in terms of both PSNR and SSIM values.
In summary, our contributions can be highlighted as follows:
• We propose a robust missing information reconstruction framework which involves a deep feature transformer network and a feature refinement network to simultaneously perform geometric corrections and recovery of missing information inside masked images;
• In comparison with the existing image inpainting methods, our proposed missing information reconstruction framework achieves the advantage that both the training cost and the learning complexity is much lower via less number of model parameters;
• We change the operating domain of the existing spatial transformer network to feature domain, in order to achieve a higher level of robustness and invariance to geometric transformations and robust missing VOLUME 7, 2019 FIGURE 1. Visual comparisons of our proposed, the existing inpainting network [24] , and STN + inpainting network for recovery of corrupted images: (a) Original samples from CelebA dataset [68] . [24] . (e) Output patches achieved by the existing STN + inpainting network [24] . (f) Output patches by our proposed deep transformation framework, and the bottom row presents the corresponding outputs measured in PSNR/SSIM values.
information reconstruction of those geometrically distorted images.
• To reconstruct the recovered images in pixel domain out of the transformed features, we propose a feature refinement sub-network by using the very deep super-resolution network to bridge the gap between pixels and deep features.
The rest of the paper is structured as follows. Section II surveys the existing related work on spatial transformations. Section III describes our proposed robust missing information reconstruction framework, including its structural design, operational elements, functional advantages in comparison with the existing image inpainting and spatial transformer network, and the loss function which is utilized during the training process. Section IV presents experimental results and their analyses. Finally, section V draws the concluding remarks.
II. RELATED WORK
In this part, we present the related works to our proposed framework, there are two main parts in this section. First, we present recent works related to spatial transformations. Second, we present the recent works related to the image inpainitng. Over the recent years, deep learning has been extensively researched and significant progress has been made across a number of real-world computer vision applications, including image classification [5] , [41] , [42] , face recognition [40] , [43] , [44] , object detection and semantic segmentation [45] - [47] . As performances could be adversely affected by spatial transformations, such as affine or perspectives, achieving invariance to the aforementioned transformations becomes highly desirable. Traditionally, there are various methods that allow the computer-vision models to have the invariance against affine transformations, including translations, rotations, scalings etc. For example, the use of hand-crafted features such as HOG [48] , SIFT [49] and SCIRD [50] has achieved certain level of success in being invariant to various transformations. Besides, image authentication based on robust image hashing has been proposed to eliminates the influence of geometric transformation, including composite rotation-scaling-translation (RST) [51] . Convolutional layers learn filters that are applied in a translation-invariant manner, but the filter response itself is not invariant. Max-pooling strategies alleviate this to some extent and hence provide invariance to small translations. In practice, however, pooling is only effective over small regions (e.g., 2 × 2 or 3 × 3), and thus each pooling layer provides an approximated spatial invariance of up to only a few pixels.
The authors in [52] proposed a method for creating scale-invariant CNNs, in which locally scale-invariant representations are obtained by applying filters at multiple scales and locations followed by max-pooling. For rotational transformation, the invariance can be achieved by discretely rotating the filters [53] , [54] , and recently, a method for providing continuous rotation invariance is reported in [55] . To facilitate the translation invariance for CNNs, Henriques and Vedaldi [56] proposed to transform the image via a constant warp and then employ a simple convolution. Although the aforementioned methods are simple and powerful, there exist significant limitations as they require: (i) the prior knowledge of the specific transformation type; and (ii) the exact location inside the image where the invariance is to be achieved.
Szegedy et al. [57] introduced a detection system as a form of regression network to simultaneously predict object bounding boxes and classification results. Erhan et al. [58] proposed a saliency-inspired neural network that predicts a set of class-agnostic bounding boxes along with a likelihood of each box containing the object of interest. He et al. [46] designed a network that performs a number of complementary tasks, including classification, bounding box prediction and object segmentation.
More related to our work is the spatial transformer network (STN) [37] , which is introduced to allow for significantly-larger (parametrized) transformations. STN provides an end-to-end learning mechanism that can be seamlessly incorporated into a CNN to explicitly learn how to transform the input data and achieve spatial invariance. One of the main drawbacks, however, lies in the fact that STN samples the input image using bilinear interpolation method in pixel domain, and thus as the image passes through this transformation, the quality of the transformed image deteriorates. Fig.2 shows the structural overview of STN.
Most of the traditional inpainting methods are based on local or non local information to complete the missing regions in the image. Most existing methods are designed for single image inpainting. Hence, they are based on the information available in the input image, and exploit image priors to address the ill-posed-ness. For example, total variation (TV) based approaches [59] , [60] take into consideration the smoothness property of natural images that are useful for filling small missing regions or remove spurious noise. The missing holes in textured images can be filled by finding a similar texture from the same image. Prior knowledge, such as statistics of patch offsets [61] , planarity [62] or low rank (LR) [61] can greatly improve the result as well.
The PatchMatch (PM) [63] , [64] quickly became one of the most successful inpainting methods due to its high quality and efficiency. PatchMatch (PM) searches for similar patches in the available part of the image. However, all single image inpainting methods require appropriate information to be contained in the input image, e.g., similar pixels, structures, or patches. This assumption is hard to satisfy, if the missing region is large and possibly of arbitrary shape. Consequently, in this case, these methods are unable to recover the missing information.
On the other side, the non-local methods try to predict the missing pixels using external data in the case of large missing regions. The learning based methods have shown promising results [65] , [66] . After an image dictionary or a neural network is learned, the training set is no longer required for inference. A seminal approach for semantic inpainting is the Context Encoder (CE) by Pathak et al. [36] . Given a mask indicating missing regions, a neural network is trained to encode the context information and predict the unavailable content. However, the CE only takes advantage of the structure of holes during training but not during inference. Hence it results in blurry or unrealistic images especially when missing regions have arbitrary shapes. In [24] , the authors proposed a novel method for semantic image inpainting. The authors consider semantic inpainting as a constrained image generation problem and take advantage of the recent advances in generative modeling. After a deep generative model is trained, then searching for an encoding of the corrupted image that is ''closest'' to the image in the latent space. The encoding is then used to reconstruct the image using the generator. We define ''closest'' by a weighted context loss to condition on the corrupted image, and a prior loss to penalizes unrealistic images. To this end, we compare our proposed framework with the work proposed in [24] .
III. OUR PROPOSED DEEP FEATURE TRANSFORMATION FRAMEWORK
To estimate the geometric parameters and reconstruct the missing information of images for robust image completion, we keep the essential spatial transformer structure and the working principle as such that each individual module of STN, including localization network, grid generator, and sampling grid, is redesigned to work in terms of deep features rather than pixels. Fig.3 illustrates the overall structure of the proposed robust image completion framework, named as deep feature transformation framework. As seen, the primary changes we have made for constructing the proposed deep feature transformation framework are the multi-scale deep feature mapping, and the feature refinement unit added into the localization network inside STN. To enable the proposed deep feature transformation framework to work in terms of deep features, we firstly apply a VGG19 network to extract deep features from the input images, and then design a feature refinement unit (FRU) with a total of 18 layers to ensure that the multi-channel feature maps generated can have sufficient details and hierarchies for optimized estimation of transformation parameters in feature domain. In this way, all the spatial transformations are projected and operated in terms of deep features rather than pixels. Hence, the two subtasks of geometric correction and reconstruction of missing information, can be addressed simultaneously.
Let us illustrate the details of our framework in Fig.3 . First, we change the input image from the pixel domain to the feature domain by passing the input through VGG feature extraction network. The feature extraction network is able to extract deep features from the input images. Specifically, the VGG19 network extracts the deep features by several layers of convolution layers with max pooling layers to increase the number of channels of input image from 3 channels to 64 channels of features, for further processing by our proposed framework. These features are used by our proposed FRU to generate sufficient details and hierarchies for optimized estimation of transformation parameters in feature domain. Then, by utilizing the generated features, our proposed framework is able to estimate the transformation and interpolate the input feature in the feature domain to mitigate the geometric transformation effects. In addition, to ensure that the extracted deep features preserve sufficient information for spatial transformations of their original images, we control the pooling layers inside the VGG19 [67] network to further extend the process into a multi-scale deep feature extraction, details of which are described below:
where VGG 19 represents the VGG19 network to extract deep features from the input image X ∈ R m×n with geometric distortions and missing information in the masked region. s stands for the scale of the deep feature maps controlled by the pooling in the VGG19 network.
To mitigate the geometric transformation effects by correcting the input image to approach its ground truth and reconstructing the missing information, we design the corresponding loss function as:
Y is the desired output, and DF(F X,s ) is the output of the deep feature transformation framework.
As a result, the extracted deep feature maps F X,s can now be ready to drive the localization network in Fig.3 and estimate the feature transformation parameters, specific derivations of which can be described as follows:
whereθ F stands for the estimated transformation parameters by using deep feature maps.
Assuming that the number of channels of the deep feature maps is N , the projection of the extracted feature maps into the estimated feature transformation parameters becomes:θ
where the feature-based projection P F x →θ F is working in N channels for high dimensional feature projection: m × n × N → 6 × N , assuming that the affine transformation matrix with 6 parameters is used for each channel. While the feature extraction network VGG 19 (X) enables the spatial transformation to be carried out in terms of deep features, the deep features extracted alone do not provide sufficient guarantee for optimized estimation of those feature transformation parameters as given in (3) . To this end, we propose adding a Feature Refinement Unit (FRU) into the localization network to further process the deep features and thus extract fine details in hierarchies to optimize the estimation of feature transformation parameters. Details of such a localization network with FRU are described as follows:
where the input features F X,s are enhanced through the convolutional layers to extract hierarchical levels of deep feature details, where the output of the final convolutional layer is added to the input for the final fully-connected layer, i.e., classifier, to estimate the feature transformation parametersθ F .
As seen in Fig.3 , the proposed RFU contains 18 convolutional layers, where 3 of them are obtained from VGG layers, ensuring a smooth transition from VGG-based deep feature extraction to feature refinement, and the other 15 layers are from ResNet [5] layers, providing both optimized feature refinement and estimation of transformation parameters. In essence, the feature refinement is a competitive feature screening process, which resembles the U-net in the channel domain, where 512 channels are competing with each other and optimized into 64 channels, and then expanded back to 512 channels, in order to squeeze the abstract information and restore the desired dimension.
To estimate the transformed feature maps F Y , the estimated feature transformation parameters are fed into the transformation network T F , and the deconvolutional layers are added to restore the desired output dimension of the transformed feature map. Details of the operations are described as follows:
where s controls the deconvolutional layers as such that the multi-scale deep feature transformation framework can accept input images and output desired features with arbitrary sizes for various applications.
To ensure that the transformed deep feature maps can be projected back into the pixel domain, we can add a deep CNN residual network (VDSR) [10] at the end of the proposed deep feature transformation framework to bridge the gap between features and pixels, in cases many applications require pixels as their input. Correspondingly, our proposed deep feature transformation framework can be described via the following equation: (7) where Y output represents the output transformed images in pixel domain through the feature transformation.
By introducing a sequence of feature mapping and refinement, the proposed deep feature transformation framework not only exploits the full potential of the existing spatial transformer network, but also increase the data processing bandwidth of the transformations by a factor N , where the increased bandwidth plays crucial roles for the proposed deep feature transformation framework to achieve simultaneous geometric corrections and recovery of missing information in corrupted images.
IV. EVALUATIONS AND EXPERIMENTAL RESULT ANALYSIS
To evaluate the performance of our proposed framework, we carry out extensive experiments and report our experimental results as well as their analyses in this section. To make it convenient for benchmarking and comparative studies, we follow the experimental procedures as described in [24] .
Firstly, we compare our proposed with three benchmarks, including the, existing inpainting network [24] , the existing STN, and STN + inpainting network over the number of modeling parameters to illustrate that the proposed overwhelms the existing STN, and STN + inpainting network in terms of computing cost and learning complexity. Secondly, we validate the effectiveness of the proposed framework by experiments on recovery of missing parts in corrupted images, illustrating the advantage that the proposed framework can be turned into a robust end-to-end deep network against the effect of not only geometric transformations but also the missing information due to corruptions. As a result, our proposed is a powerful learning tool, which is able to simultaneously handle geometric transformations and recovery of lost information for corrupted images.
A. EXPERIMENT DESIGN AND SETUP 1) DATASET FOR TRAINING AND TESTING
We evaluate our method on three dataset: the CelebAFaces Attributes Dataset (CelebA) [68] , the Street View House Numbers (SVHN) [69] , the Stanford Cars Dataset [68] , and Paris Street-View Dataset [70] . The CelebA contains 202, 599 face images [68] . We select randomly 2000 images from the dataset for testing. The images are cropped at the center to 64 × 64, which contain faces with various view-points and expressions.
The SVHN dataset contains a total of 99,289 RGB images of cropped house numbers. The images are resized to 64 × 64, and the existing training and testing split is adopted for our experiments. The Stanford Cars dataset contains 16,185 images with 196 classes of cars. We augment the training data in three ways by following the experiment design of the existing methods [10] . The cars are cropped based on the provided bounding boxes and resized to 64 × 64. Similarly, the provided training and test set partition is also adopted for our experiments.
2) IMPLEMENTATION DETAILS
To simulate the missing information inside corrupted images, we mask all the input images at the center by using a mask of 32 × 32 pixels. To simulate geometric distortions, we add spatial transformation effects upon all the masked images by using five different transformations, including R, S, RS, T, and RTS. To increase some level of uncertainty, making the testing more challenging on purpose, we introduced a random mechanism in selecting the transformation effects, including: (i) the rotation angle is randomly selected from the range of [−45, +45]; (ii) the scaling factor is randomly selected from the range of [0.6, 1]; (iii) the translation values are randomly selected from the range of [3, 9] ; and finally (iv) combinations of the above values are also randomly selected to formulate the effect of RS and RTS. Some examples of such corrupted images are illustrated in part (b) of Fig.1 .
We train all experiments over 10 epochs with batch size 64, in which the learning rate is set to 0.0002, the learning rate decay is set to 0, and Adam is adopted for opti- mization. We also perform data augmentation of random horizontal flipping on the training images. All the models that are utilized for comparison purposes are trained in an end-to-end manner. All the training is performed on NVIDIA Tesla P100. The evaluation results of all experiments are presented in term of two metrics widely used, which are Peaksignal-to-noise-ratio (PSNR) and Structural Similarity Index (SSIM).
3) BENCHMARKS COMPARISONS
To validate the performance of the proposed framework, we compare the performance of our proposed framework with four different benchmarks, including the existing inpainting network [24] and existing STN [37] . Structurally, we add a single image super-resolution module (VDSR) with our proposed framework, acting as a post-processing unit, to improve the quality of the output image. By combining the existing STN [37] with the inpainitng network to increase the robustness of the existing inpainting, we can have four benchmarks altogether to comparatively evaluate our proposed framework, including STN, STN + VDSR, existing inpainting network, and existing inpainting network + STN.
B. COMPUTATIONAL COMPLEXITY EVALUATION
Inspired by the existing work [71] , which is a typical application using STN, we follow their design to produce 200 feature maps as the first convolutional layer and 300 feature maps as the second layer, to evaluate the efficiency of the existing STN. For our proposed framework, we set 16 layers to generate 64 feature maps, two layers to generate 128 feature maps, and one layer to generate 512 feature maps. For the existing inapainting network in [24] , we follow their structure which contains 14 layers as illustrated in Table1. Table 1 summarizes the comparative results between our proposed framework, exisitng inpainting network, and the existing STN in terms of the number of model parameters. In Table 1 , the convolutional layer is represented by Conv(k i , n i , c i ), where the variables k i , n i , c i represent the filter size, the number of filters and the number of feature maps, respectively. In addition, the fully-connected layer is represented by FC(m i , o i ), where the variables m i , o i stand for the size of the input vector and the size of the output vector, respectively.
The results given in Table 1 indicate that, in comparison with the existing STN, our proposed framework is more powerful in structure, more cost-effective in learning, and more capable in capturing contextual information from input images. In addition, our proposed framework has less number of parameters compared to STN + inpainintg. Compared with the existing inpainting network, however, our proposed framework requires more parameters but manages the transformation effect much better as shown in Fig.1 .
C. EVALUATION ON EFFECTIVENESS AND ROBUSTNESS
To evaluate the performance of our proposed framework in achieving robust recovery of the missing information against possible geometric distortions, we select 8 different samples from 3 different dataset (i.e CelebA dataset, SVHN dataset, and Paris dataset). We simulate the geometric transformation by a combination of transformation effects (i.e rotating, translation and scaling (RTS)). We rotate the original images by randomly selected angle from the range of [−45, +45]. Then, we translate the images by the translation values randomly selected from the range of [3, 9] . Finally, the scaling factor is randomly selected from the range of [0.6, 1]. The results are compared with the existing STN + VDSR, Inpainting network, and inpaiting network + STN. Fig.4 shows four samples of the test images under the RTS effect. It can be seen that our proposed framework can estimate the affine parameters more accurately, and hence mitigate the transformation effects better than the existing benchmarks. Further, our proposed framework can also complete the missing part in the image accurately. Fig.5, Fig.6 and Fig.7 show the objective evaluation results in terms of PSNR/SSIM when the original images are affected by RTS. As seen from the results, our proposed achieves higher PSNR/SSIM values over the existing benchmarks.
To study the effects of geometric transformations, we generate the transformed training images by five different transformations as mentioned in Sec.IV-A.2. To simulate the missing information inside corrupted images, we mask all the input images at the center by using a mask of 32 × 32 pixels. Some examples of such corrupted images are illustrated in part (b) of Fig.1 . Table 2 ,3,4,5,6, and 7 show the comparative experimental results achieved by the existing STN, STN + VDSR, existing inpainting network, existing inpainting network + STN and our proposed + VDSR under a number of the transformation effects with fixed and random transformation factor for CelebA dataset, respectively. By comparing the results given in Table 2 ,3,4,5,6, and 7, we can observe that our proposed method significantly outperforms all the benchmarks in terms of both PSNR and SSIM. From the simulation results for the rotation effect, as an exam- ple, it can be further seen that our proposed method has higher PSNR scores by at least 8 dB across all test datasets and all various transformation effects. In terms of SSIM, our proposed also achieves higher values than that of the benchmarks. From these results, we can conclude that our proposed framework is able to estimate the affine transformation values efficiently and complete the masked regions effectively.
To visually compare the experimental results between our proposed and the existing benchmarks, we illustrate a number of samples in Fig. 9 and Fig. 10 for visual inspections and subjective assessments, where the samples shown are from the CelebA and Cars datasets under RTS and Rotation (R) effects, respectively. Tables 8 and 9 show the comparative experimental results achieved by the existing STN + VDSR, existing inpainting network, existing inpainting network + STN and our proposed + VDSR under Rotation (R) and RTS effects with fixed and random transformation factors. The results confirm that our proposed framework can work efficiently with datasets which contains real images include buildings, widows and streets. The time taken for training 10 epochs of our proposed framework compared with other benchmarks are shown in Table 10 . Fig.8 illustrates the results of our further experiments upon real-world images, where three input samples are shown, containing faces for detailed comparative analysis. As seen, the proposed framework can preserve the image details while successfully performing geometric transformation and image completion. In contrast, the combination of STN and VDSR, i.e., STN + VDSR, fails to achieve the image completion, where more blurry results are produced and noticeable. Moreover, the inpainting network fails to complete the missing region correctly. The PSNR/SSIM values are given in Table 11 , therefore, such experimental results further validate the improved performances and advantages achieved by our proposed.
D. ABLATION STUDIES 1) CHANGING THE DEPTH OF THE LOCALIZATION NETWORK
To study the effect of changing the depth of the feature refinement unit (FRU) on the performance of our proposed framework, we changed the depth of FRU from 18 layers to 14 layers. We repeated the experiments of CelebA dataset for Rotation and RTS effects under the fixed and random transformation effects. The results are given in Table 12 .
From the results given in Table 12 , we can conclude that the performance of our proposed framework decreases by approximately 0.5 dB. That is, the depth of features extracted from the input is reduced leading to deteriorated performance.
2) CHANGING THE FEATURE EXTRACTION NETWORK
To study the effect of changing the feature extraction network on the performance of our proposed framework, we replaced the VGG19 network by Resent18 [5] , and we repeated the experiments of CelebA dataset for Rotation and RTS effects under the fixed and random transformation effects. The results are given in Table 13 . As seen, the PSNR/SSIM is reduces by approximately 2 dB.
3) CHANGING THE MASK COLOR
To study the effect of changing the mask color on the performance of our proposed framework, we change the color of the mask from the black to white with mask size 32 × 32. We repeated the experiment of CelebA dataset under fixed rotation factor. The results are shown in Table 14 . From the results, we can conclude that there is no noticeable change in the PSNR/ SSIM value.
4) CHANGING THE MASK SIZE
To study the effect of changing the mask size on the performance of our proposed framework, we conducted two more experiments. First, we changed the size of the mask to 4 × 4 and 8 × 8 with the same color as in the original experiments (i.e the mask color is black). The result are given in Table 15 . As seen from the results in Table 15 , the PSNR/SSIM values is increased when the size of the mask is decreased. It is because when the mask size is smaller, then the number of missing pixels is reduced. Hence, our proposed framework is able to complete the missing parts more efficiently.
E. EXPERIMENT ON CONVERGENCE
To test the convergence of the proposed framework according to the loss function in (2) in comparison with STN-VDSR and inpainting network, we conduct experiments and illustrate the results in Fig. 11 and Fig. 12 as convergence curves during the training, and calculate the PSNR/SSIM values at each epoch. Compared with all the benchmarks as shown in Fig. 11 , our proposed framework not only takes less number of epochs (no. of iterations) to reach the convergence point, but it also takes no more than 7 epochs to complete the convergence. Further, the PSNR/SSIM curves validate the superiority of our proposed framework in terms of both PSNR and SSIM values. Moreover, we can see that loss function of our proposed framework is reducing each epoch till it reach the minimal value after number of epoch (i.e. iteration) equal to 7. On the other side, the loss function of the image inpainting network need more than 7 epochs to reach it minimal values. From the above. we can conclude that our proposed framework needs less number of iterations to reach convergence.
To provide a comprehensive assessment, we test the convergence of our proposed framework under a stronger transformation effect, which is a combination of rotation, translation and scaling (RTS), and compare the achieved convergence curves with STN + VDSR and Inpainting network. The results are shown in Fig. 12 , from which it can be confirmed that our proposed framework is able to reach the convergence point faster than the other exiting benchmarks, and meanwhile, our proposed framework still have higher PSNR and SSIM values than that of STN + VDSR and inpainting network.
V. CONCLUSION
In this paper, we have reported and described a novel robust image completion network using deep feature transformation framework for simultaneous geometric corrections and reconstruction of missing information. The key characteristics of our deep feature transformer network is to process the input data in deep feature domain by: (i) extracting deep multi-channel feature maps to exploit the advantage that feature maps contain more multiple contextual information for transformations, and any grid sampling and interpolation on feature maps would not directly affect pixels inside the corresponding images and hence preserving their quality; (ii) refining the multi-channel feature maps as such that more details and their hierarchies can be revealed and provided to achieve the full potential of increased bandwidths towards better reconstruction of output images as well as higher level of robustness. Since the feature maps contain more multiple contextual information for spatial transformation, the transition from the input to the desired output becomes a parallel transformation of multiple feature maps through the feature-based re-sampling process. (iii) Extensive experiments and comparative analysis support that the proposed deep feature transformation framework is well designed to achieve robust image completion for simultaneous geometric corrections and reconstructing the missing information inside corrupted images.
