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SOME GEOMETRIC PROPERTIES OF MATRIX MEANS WITH
RESPECT TO DIFFERENT DISTANCE FUNCTIONS
TRUNG HOA DINH, RALUCA DUMITRU, AND JOSE A. FRANCO
Abstract. In this paper we study the monotonicity, in-betweenness and in-
sphere properties of matrix means with respect to Bures-Wasserstein, Hellinger
and Log-Determinant metrics. More precisely, we show that the matrix power
means (Kubo-Ando and non-Kubo-Ando extensions) satisfy the in-betweenness
property in the Hellinger metric. We also show that for two positive definite
matrices A and B, the curve of weighted Heron means, the geodesic curve of
the arithmetic and the geometric mean lie inside the sphere centered at the
geometric mean with the radius equal to half of the Log-Determinant distance
between A and B.
1. Introduction
Let M n be the algebra of n×n matrices over C and Dn denote cone the positive
definite elements of M n. Denote by I the identity matrix of M n. For a real-valued
function f and a Hermitian matrix A ∈ M n the matrix f(A) is understood by
means of the functional calculus. The space of density matrices or quantum states
is as
D1n = {ρ ∈ Dn | Tr ρ = 1}.
In [2], Audenaert introduced the concept of “in-betweenness” and distance mono-
tonicity for matrix means as follows. A matrix mean σ is said to satisfy the in-
betweenness property with respect to the metric d if for any pair of positive definite
operators A and B,
d(A,AσB) ≤ d(A,B).
A weighted operator mean σt is said to satisfy the distance monotonicity property
with respect to the metric d if for any pair of positive definite operators A and B,
the function t 7→ d(A,AσtB) is monotone on [0, 1].
In the same article, he showed that the in-betweenness property is not stronger
than the distance monotonicity for the matrix power means as defined by Bhagwat
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and Subramaninan [5],
µp(t;A,B) := (tA
p + (1− t)Bp)1/p.
Using this comparison he showed that the weighted power means satisfy the
in-betweenness property when 1 ≤ p ≤ 2 and 0 ≤ t ≤ 1. He later conjectured
that this property should be satisfied for p ≥ 2. However, in [8] we constructed
counterexamples for p = 6. Moreover, we showed that the weighted power means
satisfy the in-betweenness for p = 1/2 and p = 1/4. Interestingly, in the case
of p = 1/2, the property is satisfied with respect to any metric induced from a
unitarily invariant norm, i.e., d(A,B) = |||A−B|||.
In [10] the first author and co-authors introduced the in-sphere property for
matrix means with respect to some distance function d on Dn. A matrix mean σ
satisfies the in-sphere property with the center X in a metric d if
d(X,AσB) ≤ 1
2
d(A,B).
They showed that the matrix power mean µp(t;A,B) satisfies in-sphere property
with respect to the Hilbert-Schmidt norm.
Another kind of the matrix power mean in the sense of Kubo-Ando [11] is defined
as
Pp(t, A,B) = A
1/2
(
tI + (1− t)(A−1/2BA−1/2)p
)1/p
A1/2.
For p = t =
1
2
,
P 1
2
(1/2, A,B) =
1
4
(A+B +A♯B),
where A♯B is the midpoint of the geodesic curve of weighted geometric mean
A♯tB = A
1/2(A−1/2BA−1/2)tA1/2 joining A and B. The mean P1/2(1/2, A,B)
is the arithmetic mean of the arithmetic mean and the geometric mean of A and B,
and is called the Heron mean in the sense of Kubo-Ando. This mean is the main
object of the investigations in [6, 7].
Now for positive definite matrices A and B, let us define the weighted matrix
Heron mean as follows:
Ht(A,B) = tA♯B + (1− t)A∇B,
whereA∇B = (A+B)/2 is the arithmetic mean of A andB. Therefore, P1/2(1/2, A,B)
is the intersection point of two curves P1/2(t, A,B) and Ht(A,B). Note that the
matrix power mean Pp(t, A,B) joins A and B while the weighted Heron mean
Ht(A,B) joins A♯B and A∇B.
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In recent years there has been considerable interest in the manifold Dn of positive
definite matrices with the Riemannian metric:
dR(A,B) =
(
n∑
i=1
log2 λi(A
−1B)
)1/2
,
where λi(A
−1B) are eigenvalues of the matrix A−1/2BA−1/2.
Besides this, there are other distances on Dn that are important in quantum
information theory, signal processing, machine learning and other areas. For exam-
ple:
• Bures-Wasserstein distance in the theory of optimal transport [3]:
db(A,B) =
(
Tr (A+B)− 2Tr ((A1/2BA1/2)1/2)
)1/2
.
• The Log-Determinant metric in machine learning and and quantum infor-
mation [13]:
dl(A,B) = log det
A+B
2
− 2 log det(AB).
• The Hellinger metric or Bhattacharya metric in quantum information [12]:
dh(A,B) =
(
Tr (A+B)− 2Tr (A1/2B1/2))1/2.
In this paper, we focus on the study of the monotonicity, in-betweenness and in-
sphere properties with respect to Bures-Wasserstein, Hellinger and Log-Determinant
metrics. The paper is organized as follows. In the next section we study the
in-betweenness property of the matrix power means in the Hellinger and Bures-
Wasserstein metrics. We show that both µp(t, A,B) and Pp(t, A,B) satisfy the
in-betweenness property in the Hellinger metric dh. In addition, we show that the
Bures-Wasserstein and Hellinger metrics are equivalent in the cone of positive semi-
definite matrices. A distance relation between Pp(t, A,B), µp(t, A,B) and quantum
fidelity is also obtained. In the last section we study the monotonicity and in-sphere
property in Log-Determinant metric. We establish a picture which shows that for
positive definite matrices A and B three curves A♯tB, Ht(A,B) and (A♯B)♯t(A∇B)
lie inside the sphere centered at A♯B with the radius 12dl(A,B).
2. In-betweenness property of the matrix power means in
Bures-Wasserstein and Hellinger metrics
In quantum information theory, two metrics are of special interest. These are the
Bures-Wasserstein and Hellinger metrics. In this section, we study in-betweenness
of the matrix means with respect to both these metrics.
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In [2], it was shown that for the power means µp(t;A,B), the “in-betweenness”
property implies distance monotonicity. In the following proposition, we show that
this is also true for the Kubo-Ando extension of the power means Pp(t;A,B).
Proposition 1. Let A and B be positive semidefinite matrices. Then, d(A,Pp(t;A,B)) ≤
d(A,Pp(s;A,B)) for 0 ≤ t ≤ s ≤ 1 if and only if d(A,Pp(r;A,B)) ≥ d(A,Pp(0;A,B))
for r ∈ [0, 1] and any metric d on Dn.
Proof. It suffices to show the converse. Assume 0 ≤ s ≤ t ≤ 1 and let C =
A−1/2BA−1/2. Write Cˆ = tI + (1− t)Cp. Then,
Pp(t;A,B) = A
1/2Cˆ1/pA1/2 =: Bˆ.
Define s = r + (1− r)t and so,
sI + (1− s)Cp = (r + (1− r)t)I + (1− r)(1 − t)Cp
= rI + (1 − r)(tI + (1 − t)Cp)
= rI + (1 − r)Cˆ.
Then,
Pp(r, A, Bˆ) = A
1/2(rI + (1− r)(A−1/2(A1/2Cˆ1/pA1/2)A−1/2)p)1/pA1/2
= A1/2(rI + (1− r)Cˆ)1/pA1/2 = Pp(s, A,B)
Moreover,
Pp(0, A, Bˆ) = Bˆ.
Therefore, d(A,Pp(t, A,B)) ≤ d(A,Pp(s, A,B)) reduces to
d(A,Pp(0, A, Bˆ)) = d(A,Pp(t, A,B)) ≤ d(A,Pp(s, A,B)) = d(A,Pp(r, A, Bˆ)).

2.1. Hellinger Metric. Taking advantage of operator convexity and concavity,
on the interval 1/2 ≤ p ≤ 1, it is straightforward to show that the power means
µp(t;A,B) satisfy the in-betweenness property.
Theorem 2. Let A,B ∈ Dn, 1/2 ≤ p ≤ 1 and 0 ≤ t ≤ 1. Then,
dh(A, µp(t;A,B)) ≤ dh(A,B).
Proof. This result follows if
Tr (µp(t;A,B)− 2A1/2µp(t;A,B)1/2) ≤ Tr (B − 2A1/2B1/2).
By the operator convexity of x 7→ x1/p when 1/2 ≤ p ≤ 1,
µp(t;A,B) ≤ tA+ (1 − t)B.
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Thus, the desired result follows if
Tr (t(A−B)− 2A1/2µp(t;A,B)1/2) ≤ −2Tr (A1/2B1/2).
By the operator concavity of the map x 7→ x1/2p when 1/2 ≤ p ≤ 1,
µp(t;A,B) ≥ tA1/2 + (1 − t)B1/2.
Therefore, the distance monotonicity follows if
Tr (t(A −B)− 2(tA+ (1− t)A1/2B1/2)) ≤ −2Tr (A1/2B1/2),
or,
tTr (2A1/2B1/2 − (A+B)) ≤ 0
which is nothing but the well-known AGM inequality. 
Notice that the mean µp(t, A,B) is a Kubo-Ando mean if and only if p = ±1. In
the following theorem, we show that the Kubo-Ando extension of the power means
Pp(t;A,B) satisfies the in-betweenness property. Interestingly, we have counterex-
amples that show that some well-known Kubo-Ando means do not satisfy this
property.
Theorem 3. Let A,B ∈ Dn and 1/2 ≤ p ≤ 1. Then for any t ∈ [0, 1],
dh(A,Pp(t;A,B)) ≤ dh(A,B).
Proof. By a direct calculation, we obtain that the result follows if
Tr (Pp(t;A,B)− 2A1/2Pp(t;A,B)1/2) ≤ Tr (B − 2A1/2B1/2).
Note that the inequality is equality at t = 0. For t = 1, the left-hand-side becomes
Tr (−A), whereas the inequality becomes the well-known inequality
Tr (A+B − 2A1/2B1/2) ≥ 0.
Moreover, this implies that the linear interpolation between the end points of left-
hand-side are always bounded by right-hand-side, namely, for t ∈ (0, 1),
Tr (B − 2A1/2B1/2) ≥ Tr (−tA+ (1− t)(B − 2A1/2B1/2)).
Thus, it suffices to show that the function t 7→ Tr (Pp(t;A,B)−2A1/2Pp(t;A,B)1/2)
is convex on (0, 1). For this purpose, we show that the function f(t) = Tr (Pp(t;A,B))
is convex and the function g(t) = Tr (A1/2Pp(t;A,B)
1/2) is concave.
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In the following, let C = A−1/2BA−1/2. Then we have
f
(
t+ s
2
)
= Tr
(
A1/2
(
t+ s
2
I +
(
1− t+ s
2
)
Cp
)1/p
A1/2
)
= Tr
(
A1/2
(
1
2
(tI + (1− t)Cp) + 1
2
(sI + (1− s)Cp)
)1/p
A1/2
)
≤ Tr
(
A1/2
(
1
2
(tI + (1 − t)Cp)1/p + 1
2
(sI + (1− s)Cp)1/p
)
A1/2
)
=
1
2
f(t) +
1
2
f(s),
where the inequality follows from the operator convexity of the function x 7→ x1/p
when 1/2 ≤ p ≤ 1. Therefore, the function f is convex on (0, 1).
Now, let us show that the function g(t) is concave on (0, 1). Note that if the
following inequality
g
(
t+ s
2
)
= Tr

A1/4
(
A1/2
(
t+ s
2
I +
(
1− t+ s
2
)
Cp
)1/p
A1/2
)1/2
A1/4


(1)
≥ Tr
(
A1/2
(
t+ s
2
I +
(
1− t+ s
2
)
Cp
)1/2p
A1/2
)
is true, then by the operator concavity of x 7→ x1/2p for 1/2 ≤ p ≤ 1 one can see
that
g
(
t+ s
2
)
≥ 1
2
Tr
(
A1/2 (tI + (1− t)Cp)1/2pA1/2
)
+
1
2
Tr
(
A1/2 (sI + (1− s)Cp)1/2pA1/2
)
=
1
2
g(t) +
1
2
g(s).
Suffices, now, to establish (1) to finish the proof. We show a stronger statement,
that is, for A,H ∈ Dn and α ≥ 1,
(2) λ(AH1/αA) ≺log λ(A1/2(Aα/2HAα/2)1/αA1/2).
Then, for α = 2, H =
(
t+s
2 I +
(
1− t+s2
)
Cp
)1/p
and A replaced by A1/2 we get (1).
First, we show that
(3) λ1(A
1/2(Aα/2HAα/2)1/αA1/2) ≥ λ1(AH1/αA).
Once this is established, a standard argument using k-antisymmetric tensor powers
gives the desired inequality (2). Inequality (3) follows if
A1/2(Aα/2HAα/2)1/αA1/2 ≤ I =⇒ AH1/αA ≤ I,
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or, equivalently,
(Aα/2HAα/2)1/α ≤ A−1 =⇒ H1/α ≤ A−2.
The last implication follows from Furuta’s inequality: For X ≥ Y ≥ 0, q ≥ 1, and
r ≥ 0,
(XrY qXr)1/q ≤ (Xq+2r)1/q,
applied to X = A−1, Y = (Aα/2HAα/2)1/α, q = α and r = α/2. 
A straightforward consequence from Theorem 3 and Proposition 1 is the decreas-
ing monotonicity of dh(A,Pp(t;A,B)).
Corollary 4. Let A,B ∈ Dn, 1/2 ≤ p ≤ 1, and 0 ≤ t ≤ 1 Then, the function
t 7→ dh(A,Pp(t;A,B)) is monotonically decreasing.
Counterexamples for the fact that the geometric and the harmonic means do not
satisfy the in-betweenness property with respect to the Hellinger distance. Con-
sider,
A =
(
113 −36
−36 17
)
and B =
(
12 −12
−12 12
)
.
Then,
7.94782 = dh(A,A♯B) 6≤ dh(A,B) = 7.8729.
Similarly, if we consider
A =
(
58 −24
−24 10
)
and B =
(
13 −8
−8 5
)
.
Then,
5.66315 = dh(A,A!B) 6≤ dh(A,B) = 4.20652,
where A!B = µ−1(1/2;A,B) is the harmonic mean of A and B.
2.2. Bures-Wasserstein Metric. Recall that the fidelity between two quantum
states ρ and σ is defined by√
F(ρ, σ) = Tr ((ρ1/2σρ1/2)1/2).
And the Bures-Wasserstein metric between two states ρ and σ is defined by
db(ρ, σ) =
(
Tr (ρ+ σ)− 2
√
F(ρ, σ))1/2.
That makes the Bures-Wasserstein metric being important in quantum information
theory.
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It was proved in [12, Proposition 9] that the Bures-Wasserstein and Hellinger
metrics are equivalent in the space of density matrices. More precisely, they showed
that for two quantum states ρ and σ,
(4) db(ρ, σ) ≤ dh(ρ, σ) ≤
√
2 db(ρ, σ).
In the following we show that the Bures-Wasserstein and Hellinger metrics are
equivalent in the cone of positive semidefinite matrices.
Proposition 5. Let A,B ∈ Dn. Then,
db(A,B) ≤ dh(A,B) ≤
√
2 db(A,B).
Proof. The first inequality follows from the fact that
Tr (A1/2BA1/2)1/2 ≥ Tr (A1/2B1/2),
which is a consequence of the famous Araki-Lieb-Thirring inequality [1].
For the second inequality, let ρ = A/Tr (A) and σ = B/Tr (B). Since ρ, σ ∈ D1n,
from inequality (4) it implies that
d2h(ρ, σ) = 2− 2Tr (ρ1/2σ1/2) ≤ 4− 4Tr ((ρ1/2σρ1/2)1/2) = 2d2b(ρ, σ),
or,
2Tr ((ρ1/2σρ1/2)1/2) ≤ 1 + Tr (ρ1/2σ1/2).
By substituting in ρ = A/Tr (A) and σ = B/Tr (B), from the last inequality and
the AGM inequality we obtain that
2Tr ((A1/2BA1/2)1/2) ≤ Tr (A)1/2Tr (B)1/2 +Tr (A1/2B1/2)
≤ 1
2
Tr (A+B) + Tr (A1/2B1/2).
Consequently,
d2h(A,B) = Tr (A+B)− 2Tr (A1/2B1/2)
≤ 2(Tr (A+B)− 2Tr (A1/2BA1/2)1/2)
= 2d2b(A,B).
Thus,
dh(A,B) ≤
√
2 db(A,B).

Now we are ready to show that for the matrix power mean µp(t;A,B)) the
function db(A, µp(t;A,B)) is monotonically increasing for t ∈ [1/2, 1].
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Theorem 6. Let A,B ∈ Dn, 1/2 ≤ p ≤ 1 and 1/2 ≤ t ≤ 1. Then,
db(A, µp(t;A,B)) ≤ db(A,B).
Proof. Firstly, we show that for any positive positive semidefinite matrices A and
B, for 1/2 ≤ p ≤ 1and 0 ≤ t ≤ 1,
(5) db(A, µp(t;A,B)) ≤ dh(A, µp(t;A,B)) ≤
√
1− t dh(A,B).
Indeed, it is well-known [4] that
db(A,B) = min
U∈U(n)
‖A1/2 −B1/2U‖2,
where U(n) is the group of unitary matrices of order n. In particular,
db(A, µp(t;A,B))
2 ≤ ‖A1/2 − µp(t;A,B)1/2‖22
= Tr
(
A+ µp(t;A,B) − 2A1/2µp(t;A,B)1/2
)
.
By the operator convexity of x 7→ x1/p, the operator concavity of x 7→ x1/2p, and
the positivity of A, we obtain
db(A, µp(t;A,B))
2 ≤ Tr ((1 + t)A+ (1− t)B − 2(tA+ (1 − t)A1/2B1/2))
= (1− t)Tr (A− 2A1/2B1/2 +B)
= (1− t)‖A1/2 −B1/2‖22 = (1− t)dh(A,B)2.
From here, applying the square root function to both side we obtain (5). Therefore,
for t ∈ [1/2, 1], we have
db(A, µp(t;A,B)) ≤
√
1− t dh(A,B) ≤ 1√
2
dh(A,B)
Now, Proposition (5) implies that for 12 ≤ t ≤ 1,
db(A, µp(t;A,B)) ≤ db(A,B).
By replacing t with 1+t2 , the previous inequality and [2, Lemma 1] imply that the
real valued function db(A, µp(t;A,B)) is monotonically increasing on
1
2 ≤ t ≤ 1.
Thus, we prove the theorem. 
In general, for 0 ≤ p ≤ 1/2 the “in-betweenness” is not satisfied for Pp(t;A,B).
Consider, for example
A =
(
5 14
14 41
)
and B =
(
1 −3
−3 18
)
.
Then,
3.70465 = db(A,P1/10(1/8;A,B)) 6≤ db(A,B) = 3.60022.
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Moreover, for
A =
(
167.621 47.0079
47.0079 14.0587
)
and B =
(
37.903 23.3273
23.3273 14.4432
)
,
we have
7.26351 = dh(A,P1/3(1/4;A,B)) 6≤ dh(A,B) = 7.22887.
From numerical simulations, it seems like the “in-betweenness” to be satisfied
for µp(t;A,B) and p > 0 both for the Hellinger and Bures-Wasserstein metrics.
To finish this section in the following we show a similar result involving the
quantum fidelity for p ≥ 1 and both means µp(t;A,B) and Pp(t;A,B).
Proposition 7. Let A,B ∈ D1n, p ≥ 1 and 0 ≤ t ≤ 1. Then,
F(A, µp(t;A,B)) ≥ F(A,B)
and
F(A,Pp(t;A,B)) ≥ F(A,B).
Proof. For p = 1, this is easily shown to be true. Indeed,
√
F(A, µ1(t;A,B)) = Tr (tA2 + (1− t)A1/2BA1/2)1/2
≥ t+ (1 − t)
√
F(A,B) ≥
√
F(A,B),
where the first inequality follows from the operator concavity of the square root and
the second is a consequence of Uhlman’s theorem, that states that F(A,B) ∈ [0, 1]
with F(A,B) = 1 if and only if A = B.
Now, we note that if 0 ≤ q ≤ p the function x 7→ xq/p is operator concave, then
(tAp + (1 − t)Bp)q/p ≥ tAq + (1− t)Bq.
In particular, when q = 1, this implies√
F(A, µp(t;A,B)) ≥
√
F(A, µ1(t;A,B)),
from which the result for µp(t;A,B) follows. The proof for Pp(t;A,B) is similar as
P1(t;A,B) = µ1(t;A,B) and
(tI + (1− t)(A−1/2BA−1/2)p)q/p ≥ tI + (1− t)(A−1/2BA−1/2)q,
which implies √
F(A,Pp(t;A,B)) ≥
√
F(A,P1(t;A,B)). 
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3. Monotonicity and in-sphere property in log-determinant metric
In this section we consider monotonicity and in-sphere property for matrix means
in Log-Determinant metric. We discuss the connection between these two properties
for the Heron mean.
Firstly, note that for a > 0, the function f(t) = at/2∇a−t/2 is increasingly
monotone on [0, 1], namely, for any 0 ≤ t < s ≤ 1,
(6) at/2∇a−t/2 ≤ as/2∇a−s/2.
Theorem 8. For any two positive definite matrices A and B, the function t 7→
dl(A,A♯tB) is increasingly monotone on [0, 1].
Proof. We want to show that dl(A,A♯tB) ≤ dl(A,A♯sB) whenever 0 ≤ t < s ≤ 1.
Firstly, note that for any positive matrix X we have
dl(XAX,XBX) = dl(A,B).
Consequently, for any Kubo-Ando mean σ with the representing function fσ we
have
dl(A,AσB) = dl(I, fσ(C)),
where C = A−1/2BA−1/2. Therefore,
dl(A,A♯tB) ≤ dl(A,A♯sB) if and only if dl(I, Ct) ≤ dl(I, Cs),
or
log detCt/2∇C−t/2 ≤ log detCs/2∇C−s/2.
The last inequality follows from the monotonicity of the logarithm and the deter-
minant, and (6). 
Note that for positive definite matrices A and B, A♯tB and A∇tB are the geo-
desic curve and the linear interpolation joining A and B, respectively. If we consider
those curves for A♯B and A∇B, we have the following:
A♦tB = (A♯B)♯t(A∇B), t ∈ [0, 1],
and
Ht(A,B) = tA♯B + (1− t)A∇B, t ∈ [0, 1].
The geodesic curve A♦tB between A♯B and A∇B was introduced and studied by
the authors in [9]. In the following we show that dl(A,A♦tB) is monotonic in
t ∈ [0, 1].
Theorem 9. For any two positive definite matrices A and B and 0 ≤ t ≤ 1,
dl(A,A♦tB) ≤ dl(A,B).
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Proof. Firstly, we show that for any two positive definite matrices A and B and
0 ≤ t ≤ 1,
(7) dl(A,A♯B) + dl(A♯B,A∇B) ≤ dl(A,B).
For that, it suffices to show that
dl(I, C
1/2) + dl(I, C
1/2∇C−1/2) ≤ dl(I, C),
where C = A−1/2BA−1/2. The last inequality is equivalent to the following:
log detC1/4∇C−1/4 + log det (C
1/2∇C−1/2)1/2 + (C1/2∇C−1/2)−1/2
2
≤ log detC1/2∇C−1/2,
or,
det
(
C1/4∇C−1/4 · (C
1/2∇C−1/2)1/2 + (C1/2∇C−1/2)−1/2
2
)
≤ detC1/2∇C−1/2.
By the operator concavity of the square root, we have
C1/4∇C−1/4 ≤
(
C1/2∇C−1/2
)1/2
.
Therefore, the desired inequality (7) follows from
X1/2 +X−1/2
2
≤ X1/2 with X = C1/2∇C−1/2
which is obvious because X ≥ 1.
Finally, on account of (7) and Theorem 8 we have
dl(A,A♦tB) ≤ dl(A,A♯B) + dl(A♯B,A♦tB)
≤ dl(A,A♯B) + dl(A♯B,A∇B)
≤ dl(A,B).

Remark 10. Notice that, ♦t is a symmetric Kubo-Ando mean. Therefore, [8, The-
orem 8] implies that ♦t does not satisfy the distance monotonicity or in-beteweenness
with respect to any metric induced from a unitarily invariant norm. Moreover, while
♦t satisfies the in-betweenness with respect to the log-determinant metric, it does
not satisfy the distance monotonicity.
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It is worth noting that in [10] we considered a “naive” in-sphere property with
respect to the arithmetic mean A∇B, i.e., sphere centered at A∇B. It was showed
in [10, Theorem 2.2] that for any symmetric mean σ and arbitrary unitarily invariant
norm ||| · ||| on Mn, if
|||A∇B −AσB||| ≤ 1
2
|||A−B|||
holds whenever A,B ∈ Dn, then σ is the arithmetic mean.
In another picture, from Theorem 8 one can see that the function dl(A♯B,A♦tB)
is monotonic on [0, 1]. Therefore,
dl(A♯B,A♦tB) ≤ dl(A♯B,A♦1B) = dl(A♯B,A∇B).
From the proof of Theorem 9 it is clear that
dl(A♯B,A∇B) ≤ 1
2
dl(A,B).
Therefore,
dl(A♯B,A♦tB) ≤ 1
2
dl(A,B).
The last inequality means that the curve A♦tB (t ∈ [0, 1]) lies inside the sphere
centered at A♯B with the radius dl(A,B)/2. That means, when we change center
of spheres, we may have different pictures of the in-sphere property.
To finish this paper, we show that the Heron mean satisfies the in-sphere property
with respect to the geometric mean. And hence, the curves A♯tB, A♦tB, Ht(A,B)
lie inside the sphere centered at A♯B with the radius 12dl(A,B).
Theorem 11. For positive definite matrices A and B and for any t ∈ [0, 1],
(8) dl(A♯B,Ht(A,B)) ≤ 1
2
dl(A,B).
Proof. We have Inequality (8) is equivalent to the following
dl(A♯B,Ht(A,B)) = dl(A♯B, tA♯B + (1− t)A∇B)
= dl(C
1/2, tC1/2 + (1− t)(1∇C1/2))
= dl(I, t+ (1− t)C1/2∇C−1/2)
= log det
(t+ (1− t)C1/2∇C−1/2)1/2 + (t+ (1− t)C1/2∇C−1/2
2
≤ log detC1/2∇C−1/2.
The last inequality follows from the fact that for x ≥ 1 the function h(t) = (t+(1−
t)x)1/2 − (t+ (1 − t)x)−1/2 has a non-positive derivative and hence, is decreasing.
Therefore, h(t) attains the maximum value 2x at t = 0. 
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1
2dl(A,B)
A♯B
A
B
A♯tB
A∇B
Ht(A,B)
A♦tB
Figure 1. Graphical depiction of the geodesic curve connecting
A and B, A♯tB and the sphere of radius
1
2dl(A,B) that contains
the curves Ht(A,B) and A♦tB connecting A♯B and A∇B.
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