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Pure associative unification is equivalel~t to the resolution of word equations. We give 
a short survey of known results and algorithms in this field and describe the central 
algorithm of Makanin. 
Terminology and Notat ions 
Pure associative unification is better known in literature as the resolution 
problem of word equations. 
An algebra equipped with a single associative law is a semigroup. It is a 
monoid when it has a unit. The free monoid generated by the set A (also called 
alphabet)  is denoted by A*. Its elements are the words written on the alphabet A, the 
neutral element being the empty word denoted by 1. The operation is the concatenation 
denoted by juxtaposition of words. The length of a word w (the number of letters 
composing it) is denoted by twl. For a word w = wl . . .  w,~, with Iw[ = n, we denote 
by will = wi the letter at the ith position. The number of occurrences of a given letter 
a E A in a word w, will be denoted by [w[=. 
In this terminology, the term algebra (in the sense of Fages & Huet" (1986), 
Kirchner (1987)) built on a set of variables V, a set C of constants, and a set of operators 
constituted of an associative law, is nothing else than the free monoid T = (V [.J C)* 
over the alphabet of letters L = V LJ c .  
A unifier of two terms el, e2 E T is a monoid morphism a : T ~ T (i.e. a 
mapping satisfying ~(mm') = ~(m)~(m') and a,(1) = 1), leaving the constants invariant 
(i.e. satisfying a(c) = c for every c e C) and satisfying the equality o~(el) = a(e2). 
The pair of words e = (el, e2) is called an equation and the unifier o~ is a 
solut ion of this equation. For technical reasons: we usually restrict the image to the 
set of words T' = (V' U C)* using the only variables appearing in the image sT  (we 
also say that the morphism a is total). 
t This work was also supported by the Greco de Programmation du CNI~S and 
the PRC Programmation Avanc~e t Outils pour l'Intelligenee Artificielle. 
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A solution o~ : T , T' divides a solution/3 : T , T" if there exists a 
cont inuous  morphism ~ : T' ~ T" (i.e. satisfying 8(x) ~ 1 for every x) such as 
= ~8. We also say that ~ is more general than ft. A solution ~ is said to be 
pr inc ipal  (or minimal)  when it is divided by no other but itself (or by an equivalent 
solution, i.e. of the form cJ = ~ with 8, an isomorphism). 
The rank of a principal solution ~:  (V U C)* , (V' U C)* is the number of 
variables appearing in the solution (i.e., ~he cardinal of W, as the morphism is supposed 
to be total). This notion extends to any solution (cf. P~cuchet (1984)), and we call rank 
of an equation the maximum rank of its solutions. 
Introduction 
The three main problems concerning systems of equations are the existence of a 
solution, the computation of the set of minimal solutions (denoted by #CSUA in Fages 
Huet (1986)) and the computation of the rank. All these problems reduce to the case 
of a single equation, as by Albert ~ Lawrence (1985) every infinite system of equations 
is equivalent to one of its finite subsystems, and a finite system can be easily encoded 
in a single equation (cf. Hmelevskii (1971)). 
The study of properties and structure of the set of solutions of a word equation 
was initiated by Lentin and Schiitzenberger (1967), Lentln (1972) in the case of constant- 
free equations (C = 9). 
In particular, Lentin shows that every solution is divided by a unique minimal 
one and gives a procedure (known as the pig-pug: paire initiale gauche, paire ultime 
gauche) allowing to enumerate the set of minimal solutions. This procedure xtends 
without difficulty to the general case of an equation with constants (cf. Plotkin (1972), 
P ~cuchet (1981)). The minimal solutions are obtained as labels of some paths of a graph. 
When this graph is finite, as in the case when no variable appears more than twice, we 
obtain a complete description of all solutions. 
It can be shown that the rank of an equation is the maximum rank of its 
principal solutions, that is, the maximum number of variables V ~ appearing in its 
principal solutions. The computation of the rank of certain types of constant-free 
equations was solved by Lentin (1972). Then Makanin (1977) showed that one can 
compute the rank of an equation with constants in the case of four variables and in 
the general case (cf. Makanin (1978)). P~cuchet (1984) shows that one can compute he 
rank of any equation as soon as one knows how to decide the existence of a solution, 
showing thus that the two algorithms of Makanin (1977, 1978) given by Makanin are 
not independent. 
The problem of the existence of a solution was first tackled by Hmelevskii 
(1971) who solved it in the case of three variables, then by Makanin (1977) who solved 
the general case. He gave an algorithm to decide whether aword equation with constants 
has a solution or not. 
All the problems linked to word equations are very close to those linked to 
equations in the free group. Thus the computation of minimal solutions by the pig- 
pug method uses transformations close to those used by Nielsen (1918) in the study 
of automorphisms in free groups, then taken up again by Lyndon (1960). Finally, an 
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adaptation of his first algorithm allowed Makanin (1983) to solve the problem of the 
existence of a solution to an equation in a free group. This paper also gives a bound on 
the length of a solution of minimal length in the case of free monoid, allowing to use 
the pig-pug method as an algorithm to solve the problem. However, no proof of this 
bound independent ofMakanin's algorithm is known, and the value of this bound makes 
the pig-pug method almost iaoperating in the general case. So the original algorithm of 
Makanin seems ~i]l to give the most reasonable implementation. 
This paper is divided into two parts. The first one will be devoted to a brief 
presentation of the pig-pug method which gives, for simple cases, the most efficient 
unification algorithm. The rest of this paper will be devoted to Makanin's Algorithm 
(1977) as it is implemented by hbdulrab (1987). In order to keep a reasonable size to 
this paper, most of the proofs will be omitted. 
1. The pig-pug 
In the remaining part of this paper, we assume without loss of generality, that 
the alphabets of variables V = {vx... vn} and of constants C = {c~.. .  era} are finite 
and disjoint. We make the convention to represent the variables by lower-case letters, 
as x, y, z . . . ,  and the constants by upper-case l tters as A, B,  C .... We call length of 
an equation e = (el, e2) the integer d = [qe2[. 
The pro ject ion  of an equation e over a subset Q of V is the equation obtained 
by "erasing" all the occurrences of V \ Q. Consequently~ an equation has 2 n projections 
(HQel, I lqel )  where HQ: (V U C)* ' (QU C)* is the projection morphism. 
One easily proves the following proposition which reduces the research of a 
solution to that of a continuous one. 
PROPOSIT ION 1.1 An equation e has a solution iff one of its projections has a 
continuous olution. | 
The pig-pug method consists in searching for a continuous olution o~ in the 
following manner: it visits the lists el[I], . . . ,  el[Jell] and el[I],.. .  ,el[]e~]] of symbols 
of e from left to right and at the same time~ one tries to guess how their images can 
overlap. At each step, one makes a non deterministic choice for the relative lengths of 
the images of the first two symbols e~ [1] et e2 [1]. According to the choice made : 
one applies to the equation one of the three substitutions to variables : 
. -  e [1]  111],  111] 
The process is repeated until the trivial equation (1,1) is obtained. 
EXAMPLE : 
Consider the equation (AzyB,  yABz) .  
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The application of the pig-pug method to all the projections of this equation 
is illustrated by the graph of Figure 1, in which, for readability, the equation (1,1) is 
duplicated and the unsuccessful paths are removed. 
[AxyB,yABz] 
~ y A B )  (AxyB,yABz) (xB, Bz) ( I, I) 
x+B[ (xAB,z) (xAyB,Bz) (xB,z) xeB 
/ 
z<-B~ 
(1,1) 
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Here is a sequence of possible choices for the equation (AzyB, yABz): 
..... equation substitution of variables 
(AxyB, yABz) y ~-- Ay 
(xAyB, yABz) y ~ x 
( zB ,  Bz )  ~ *--- Bz  
(~B,  z) z ,-- z~ 
(B, z) z ~-- B 
(1, 1) 
We thus obtain the solution a : {x, y, z, A, B}* , ix, A, B}* defined by: 
a(x) = Bx, c~(y) = ABx , a(z) = xB. 
The following result, a proof of which can be found in P6cuchet (1981), shows 
that this graph enumerates all the minimal solutions. 
THEOREM 1.2 (el Lentin (1972)) The set of minimal solutions of a word equation 
is given by the labels of the paths linking the root to the triviM equation in the pig-pug 
graph. | 
One can consider the graph associated with an equation e, as a deterministic 
automaton M, in which : 
1) the alphabet is given by the projections and the variable substitution. 
2) the states of the automaton are the vertices of the graph. 
3) the final state is (1, 1). 
The language accepted by this automaton, designated L(M), is precisely the 
set of all the minimal solutions of e, that is, ~ complete set of minimal unifiers. 
When the graph is finite, L(M) is a regular language. But L(M) can be a 
regular language accepted by an infinite automaton, (for example, this is the case of the 
automaton associated with e = (Axz, xAx)). 
One can observe that L(M) is not necessarily a regular language, (for example, 
this can be produced in the automaton associated with e = (zy, Axx)). 
More generally, L(M) is not necessarily a context-free language, (for example, 
this is the case of the automaton M associated with the equation e = (xAAyx, AxxBz)). 
When the graph associated with an equation is finite, the pig-pug method 
provides a particularly simple unification algorithm. That is the ease when no variable 
appears more than twice. In fact, it is easy to prove the following proposition: 
PROPOSITION 1.3 When each variable appearing in the equation ehas at most two 
occurrences~ the length of all the equations derived by the pig-pug method is bounded 
by the length of e. 
EXAMPLE : 
The previous equation (AxyB,yABz) is of this type. Let us note that the 
presence of cycles in the graph implies that the set of minimal solutions is infinite. 
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In the general case, the pig-pug's graph will be infinite9 However one can always 
decide the existence of a solution by: 
THEOREM 1.4 (cf Malmnin (1983)) One can construct a recursive function F such 
that, Wan equation of length d has a solution, then there ex/sts one in which the lengths 
of the components are bounded by F(d). | 
Note that the only known function F is that derived from Makanin's algorithm 
(1977) that we will describe in the next section. Another reason for the study of this 
algorithm is that it leads to a better pruning of the graph, and is more efficient han 
the pig-pug method in some cases. 
Note also that this bound concerns the solutions of minimal length, and allows 
to use the pig-pug as a decision procedure. When the set of minimal solutions is finite, 
the pig-pug's graph is not necessarily finite, and no bound concerning the length of 
minimal solutions is known. In this case the pig-pug cannot be used as a unification 
procedure, because it is not known how to stop the graph construction. The only known 
unification procedure is that of Jaffar (1989), based on Makanin's algorithm that we 
will describe now. 
2. Length equations 
Before describing Makanin's algorithm, we introduce the notion of length 
equations which is related to integer programming. 
First note that if Card(C) = 0, the equation ehas necessarily the trivia/solution 
a(v) = 1, for every v E V. Consequently, we can assume that Card(C) > 0. An equation 
is called simple if card(C) = 1. Such equations are related to integer equations in the 
following way: 
Let e be a simple equation, consider the commutative image e' of e: 
(Vf l o ,Pn t, Pn+l  .,ql .~eln ,~q.+l '~ 9 ' 'Vn  "1  ,u l  ' ' '~n  ~1 / 
The linear diophantine equation: 
(p l  - q l )v l '  + . . .  + (p .  - = (q .+ l  - 
is called the length  equation associated with e. 
The isomorphism between cl* and (N, +) gives the following correspondence: 
PROPOSITION 2.1 There is a bijective correspondence between the solutions of a 
slmpIe equation and the non-negative integer solutions of its length equation. | 
With every equation e we associate the simple equation e' obtained by the 
substitution of all the constants of e by cl. The length equation associated with e' is by 
definition that associated with e. 
The following necessary condition is easily shown: 
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PROPOSIT ION2.2  I f  an equation e admits a solution, ti2en its length equation admits 
a non-negative integer solution. II 
The converse is false as shown by the following counter-example: 
EXAMPLE : 
The equation e ~ (Ax, xB) has no solution but its length equation admits the 
non-negative integer solution x ~ = 1. 
Thus solving simple equations reduces to integer programming. Next we shall 
see how Makanin's algorithm can solve non-simple quations. 
3. Equation with scheme and position equation 
In this section, we describe two basic notions appearing in Makanin's algorithm: 
the notion of an equation with scheme, and that of a position equation. We show how 
to compute a position equation from an equation with scheme. 
3.1. Equation with scheme 
Obviously, there are many possible ways of choosing the positions of the symbols 
of el according to those of the symbols of e2. For example, the following diagrams 
illustrate such possibilities for the equation e = (AyB, xx). 
*__A__*__ ,y  * B__* *___A__*__y__*__B__* *__A__*__y * B__* 
* x__*__  x__* *__x__* ,, ~__* *__  x__*__x__* 
Informally, a scheme applicable to an equation e = (ca,e2) indicates how to 
locate the positions of the symbols of ea according to those of e2 in a possible solution 
of  e. 
Formally, a scheme is a word s E = {=, <, >}* =, that is a word over the 
alphabet {=, <, >} beginning and ending with the letter =. 
A scheme s is called applicable to an equation e = (el, e2) if the following 
conditions are satisfied: 
1) Isl< + Isl= = loll + 1. 
2) Isl> + Isl= ---- le, I + I .  
where Isl,, is the number of occurrences of @ in s. 
The left and right boundaries of a symbol t (denoted by lb(t) and rb(t)) in a 
scheme s applicable to e are the integers of the interval [1 Isl], defined in the following 
way: 
If t = el [n] then lb(t) is the length of the prefix of a whose length is equal to n 
over the alphabet {=, <}, and rb(t) is the length of the prefix of s whose length is equal 
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to n + 1 over {=, >) .  The definition in the case t ~ e2[n] is obtained from the previous 
one by exchanging < and >. 
EXAMPLE ; 
In the first scheme applicable to e = (AyB,zx)  given above, lb(e2[1]) is equal 
to 1 and rb(e2[1]) is equal to 3. 
An equat ion  w i th  scheme is a 6-tuple (V, C, e, s, Ib, rb), where e is an equation 
over the alphabet of variables V and the alphabet of constants C, s is a scheme applicable 
to e, Ib and rb are left and right boundary maps. 
We say that a solution a of e satisfies a scheme applicable to e, if there exist 
wor lds  
T, L0)... L(l~]), ~(1),..., R(l~l) of C* 
satisfying the following four conditions: 
1- L(1) = 1,L(I~I) = T. 
2- IL(1)I < IL(2)I < . . .  < In(181)l. 
3- Vi = 1 , . . . ,  I~1, L(i)R(i) = T. 
4- For each symbol t of e, L(lb(t))a(t)R(rb(t))  = T. 
EXAMPLE : 
The equation with scheme ({x, y), {A, B}, (AyB,  xx), =<><=,  lb, rb) is illus- 
trated by the following diagram: 
*....t * y___*__B_._* 
= < > < = 
For example, lb(e2 [1]) is equal to 1 and rb(e2 [1]) is equal to 3. 
The  solution a(x) = AB, a(y) = BA of e satisfies the scheme, with the following 
~hoi~e of woras T, L(1), ~(~). 
L(1) = 1, L(2) ----- A, L(3) -- AB,  L(4) = ABA,  L(5) = ABAB.  
R(1) = ABAB,  R(2) = BAB,  R(3) = AB,  R(4) = B, R(5) = 1. 
T = ABAB.  
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3.2. Informal presentation of an example 
An equation with scheme will now be transformed into a new object over which 
further processes will be applied. Before we give the formal definitions in the next; 
sections, we introduce here the different notions and notations via an example. 
Consider the equation with scheme 
({A, B}, {x, V, z}, AzyBz  = zz:r, =<><=<=,  lb, rb) 
corresponding to the following diagram: 
*__A__* ~__*~y__* B__* z__* 
* z__*__  z__.* x__* 
= < > < = < = 
This equation with scheme will be transformed into a so called position 
equation. This object inherits the seven boundaries of the equation with scheme and of 
~11 occurrences of constants, but variables will be treated in a special manner. 
Variables with single occurrence, like y, will disappear. 
Other occurrences of variables will be renamed in order to avoid the growth of 
the equations appearing in the pig-pug method. The renamed occurrences of a similar 
variable will be associated via a symmetrical binary relation on v~rlables (called dua21ty 
relation) or a positional equivalence, depending on the number of these occurrences, as 
shown below: 
For a two occurrence v~riable, like z, the two occurrences will be renamed Xl 
and x2 and associated in the duality relation. That is, Xl = dual(x=) and z2 = dual (z l ) .  
For a m occurrence wr iable u, with m greater than two, like z, 2m -2  renamed 
variables will be generated as follows : 
1) rn - 1 renamed variables (here Zl and z2) will receive the place of the first 
occurrence of u, (here the first occurrence of z = e2 [1]). 
2) m - 1 other renamed variables (here zs and za) will receive the place of the 
m - 1 other occurrences of u, (here, ez [2] and el [5]). 
3) each varlable of the first set is in duallty wi~h one of the second se~, (here, 
we h~ve d~at (  ~a ) = ~s , d~,~t( ~s ) = za , duet (z2)  = z~, dua l (z4)  = z2 ). 
So, the duality relation gives a sort of "link" between the first m-  1 occurrences 
assocla~ed with u, and the last m - 1 occurrences. Since Zl ~- z2 because ~hey have the 
same position, the equality o~ all the renamed variables zl = z2 = zs = z4, is obmlned. 
We then obtain an object which can be illustrated by the following diagram: 
l 
__B~ 
_ .z3_  __x2_ 
___z4__. 
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As in the pig-pug method, this position equation E will be transformed by 
pointing out the leftmost element (here the occurrence of A) for substituting it into the 
largest leftmost element (here the first largest leftmost variable zl). The difference is 
that we put A at the beginning of the dual of zl (i.e. z~), rather ~han substitute A in 
every variable associated with zl. Note thaL there are two ways to put A as a prefix of 
z3. Either A takes all the segment between 3 and 4, or a part o~ this segment. 
In order to avoid any loss of infozmation during this move, a link is created 
between old and new positions of A in the form of a list called connection. This 
transformation gives rise to the two new position equations E' and E" represented 
below and corresponding to the two possible positions of A relatively to the boundary 
4. The link or connection (2 zl 4) means that the prefix of zl ending at boundary 2 is 
equal to the prefix of its dual (i.e. zs) ending at boundary 4. 
.._zl_ 
....zz2_ 
_..zl_ 
_._z2_ 
(2 zl 4) 
(2 zl 4) 
_..x2.~] 
The concept of a solution of a position equation will be given in the next 
section. Intuitively, if a position equation has a solution, then one can replace its 
variables by some words such that the positional constraints and the duality relation 
are satisfied. There is an intimate relationship between the existence of a solution of a 
position equation and the existence of solutions of the position equations resulting from 
its transformation. I  the previous equation E, A is a prefix of zl and zl = dual(z1 ) = z3. 
So, A is also a prefix of z3, and one of the two position equations E' and E" has a 
solution, Conversely, if E' or E" has a solution, so has E. 
The moves used in the transformations f position equations will ensure that 
the number of variable occurrences remains bounded. But the growth of equation length 
appearing in the pig-pug method will now reappear in the growth of connection length. 
So, what did we win? The fact that one can prove that position equations with "long" 
connections can be eliminated, even while in the pig-pug method we have no direct 
proof that "long '~ equations can be deleted. 
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3.3. Position equation 
Let us now give the formal definitions. 
The notion of position equation given here is a constraint version of the notion 
of generalized equation introduced by Makanin (1977). 
Formally, a position equation E is given by the following data: 
DEF IN IT ION 3.3.1 : 
a- An alphabet of constants  C = {c(1)... c(r)}, (r _> 0). 
b- A list of variables X = ~(i)... x(2n), (n > 0). 
c- An involution 
dual  : X ~ X : dual(zi) = X i+n,  1 <_ i < n. 
exchanging each variable base with its dual; i .e.  x = dual(dual(z)), for all 
z6X.  
d- .4. list called 
Bases 
consisting of 2n + m elements, (m > r). The 2n first elements are the variables 
of X. The other bases are the occurrences of the constants of C (each constant 
having at least one occurrence in E). 
e- A nonempty strictly ascending integer list 
{1,...,,} 
called Boundar ies.  
f- Two mappings 
left_boundary~ r ight_boundary  : Banes ~ Boundaries. 
satisfying the following two conditions: 
left_boundary(x) < right_boundary(z), for all x 6 X. 
right_boundary(w) = successor(left_boundary(w)) for each constant 
base w. 
The boundaries of E are divided into two parts: the essential and the 
inessential  boundaries. The set of essential boundaries contains all the left 
and right boundaries of the bases of E. 
g- A finite (possibly empty) set of connections. Each connection is a list of the 
form 
(v, ~(1), .., y(k), q) 
where p and q are two boundaries and y(1) . . .  V(k)(k. > 1) are variable b,~,es. 
Each connection satisfies the following conditions: 
g.1- left_boundary(y(1)) < p < right_boundary(y(1)). 
g.2- left_boundary(y(i + 1)) < left_boundary(dual(y(i))).(1 <_ i < k - 1). 
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g.3- le ft_boundary( y( k ) ) < q < rig ht_boundary(y( k ) ). 
g.4- q is an essential boundary. 
g.5- Each inessential boundary is the original boundary of a connection. 
The unique difference between this notion and that of generalized equation of 
Makaain is that the boundaries are totally ordered and that the right boundary of a 
constant is the successor of its left boundary. 
The bases with left boundary equal to 1 are called the leading bases. The first 
variable of X with left boundary equal to 1 and with greatest right boundary is called 
~he carrier. Two dual variables with the same left and right boundaries are said to be 
matched.  
DEFINITION 3.3.2 : 
A solut ion of a position equation is defined by a a vector of words: 
S = ((X(1), . . ,X(2n)),(L(1), . . ,L($)),(R(1), . . ,R($)),T) e C +~" • C*' • C*' • C + 
satisfying the following conditions: 
a- Z(i)  = DUAL(X( i ) )  (i = 1. . .  n). where DUAL is the function leading to the 
following commuting diagram: 
{ X(1) . . . .  X(2n) ) ,DUAL 9 , { X(t) . . . .  X(2n) 
. 
X - -~dua l  , X 
b- 5(1)  = 1, L(*)  -- T. 
e- IL(1)I < . . .  < I~($)1. 
d- L( i )R( i )= T (i = 1...$). 
e- L(left_boundary(w))wR(right_boundary(w)) = T if w e C. 
L(Ze y~_bo~ndarv(~) )X(  i)R(rlgh~.bou~d~rv(w) ) = T if ~ = x( O. 
f- For each connection c = (p, x l , . . . ,  xk, q) there exist B(1), .., B(k) in C + and 
C(1), .., C(k) in C + such that: 
X, = B(i)C(i) (i = 1 . . . k )  
L( le ft_boundary( dual( xl ) ) ):B( i) = L( le ft_boundary( xi+ i ) )B( i + 1) 
with i = 1, .., k - 1. 
L(q) = L(left_boundary(duaI(xk )))B(k). 
The position equation computed from an equation with scheme as described in 
3.2 satisfies the following: 
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PROPOSITION 3,3,1 (cs Abdulrab (1987)): A ~olu~ion a of n equation c satisfies 
a scheme s iff the position equation computed from r equation e with scheme s has a 
solution. | 
3.4. Admissible posifion equations 
When a positiort equation E is simple (i.e. when Card(C) = 1), the system 
of equations given by the definition [3.3.2] can be transformed, via the isomorphism 
between C* and (N, +), into a system of linear diophantine equations called the system 
of length  equations c,f E. In this case  E has a solution iff its system of length 
equations has a non-negative integer solution. 
Consider now a non simple position equation E and let E' be the position 
equation obtained from/~ by replanting all t.he constants by a new and unique constant. 
The existence os a non-negatlve in.teger solution of the system of length equations of E I 
is only a necessary condition of the existence of a selution for E. A position equation 
is called admissible when its system of length equations has a non-negative integer 
solution. 
The non-admissible positSon equat.ions will be systematically eliminated. It is 
shown in Abdulrab (1987) how to construct efficiently the system of length equations, 
and how to adapt the cutting plan method of Gomory (1963) to solve such a system. 
4. Transformation alld normalization of position equations 
We describe in this section the two main operations on position equations. 
4.1. Transformation of position equations 
As seen in the example c,f 3.2, every position equation will be submitted to a 
transformation, which in the general case, consists in selecting the longest variable z
with left boundary equal to 1 (i.e. the carrier), and in transferring all the other bases 
with left boundary equal to 1 under dual(~c). 
More precisely, five different cases will occur corresponding to the five types 
of position eque~tions li ~ed below: (we assume that the boundary list {1,... ~ $} is the 
interv&l [1 $]) 
Type 1 : The posit~ion equation E :has no ea.rrier. 
A_  __B_  __x2_ 
__xl_ 
Type 2 : E has a carrier v, there is no other leading base, and the right boundary 
of v is equal to 2. 
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. . _x l _  
.__x2_ 
Type 3 : E has a carrier v, there is no other leading base, the right boundary 
of v is greater than 2 and equal to the second minimal essential boundary. 
(2 5) 
Type 4 : E has a carrier v, there is no other leading base, the right boundary 
of v is greater than 2 and greater than the second minimal essential boundary. 
_._xl__ M 
__A~ 
_..x2 .... 
(2 xl 4) 
Type 5 : E has a carrier and other leading bases. 
- -TT T I 1 2-1  
The transformation of a position equation E leads to a set of transformed 
position equations denoted by T(E) .  Let us now describe more precisely what is %his 
transformation i  three of these cas~s. 
The transformation of a position equation E of Type 1 consists in deleting the 
first boundary and the first constant base (if there is one). 
The transformation of a position equation E of Type 3 consists in the following 
steps: 
a- All the boundaries between the left and right boundaries of the carrier v are 
transferred between the left and right boundaries of dual(v) in all the possible ways, but 
in the same order. We shall denote by p' the image of p in the transformed equation. 
b- Each connection (p v q) is deleted. 
c- Each connection (p v . . .  q) is transformed into (p' . . .  q). 
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d- The first boundary of E is deleted. 
e- v and dual(v) are deleted. 
The transformation f a position equation E of Type 5 consists in transferring 
every leading base w under dual(v), where v is the carrier. Each possibility gives a new 
position equation. If w is a variable base the list of the connections of a transformed 
position equation E ~ E T(E) is obtained in the following way: 
a- Each occurrence of w in each connection of E is replaced by v, w and each 
occurrence of dual(w) is replaced by dual(w), dual(v): 
(... ,w, . . .  ,dual(w),+..) ~ ( . . . .  v+w+... ,dual(w),dual(v)+...) 
b- Let p be the right boundary of w in E, and l' its right boundary in E'. The new 
connection (p, w, l ~) is added to E I. In addition, each connection with concluding 
boundary equal to p is transformed into: 
(....p) , ( .... ,v,t'). 
EXAMPLE : 
The set T(E) computed from the position equation of Type 5 given in this 
section consists in the following two position equations: 
._.xl _._x2_ 
(2 xl 4) 
B_  
._.xl_ _._x2_ 
(2 xl 4) 
4.2. Normalization of position equations 
In order to eliminate position equations containing redundant information, we 
introduce some further conditions to be satisfied by the position equations computed 
by the algorithm. This will be crucial to ensure the finiteness of the set of equations to 
be developed by the algorithm. 
A position equation E is called normal ized when it satisfies the three following 
conditions: 
N1- (cf. Makanin (1977)) No connection of E contains a segment of the form 
(x. 
N2- (cf. Makanin (1977)) If the connection (p, xl,...,~zk,q) contains two variable 
bases xi, xj with (xl = xj and i < j) then there exists an integer l (i ~ I < j )  
satisfying: le ft_boundary( xz+l ) < le f t_boundary( dual(xt ) ). 
N3- (d. P&cuchet (1981)) The position equation E has ~o matched variables. 
Whenever a non normalized position equation E is created by the transforma- 
tion process, it will be replaced by a set N(E) of normalized equations derived from E. 
In fact, the following result shows that this can only appear during the transformation 
of a Type 5 position equation. 
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PROPOSITION 4.2.1 (cs Abdulrab (1987)): If an admissible and normalized position 
equation is os Type j (1 < j _< 4), ~hen M1 t.he transformed position equations of T(E) 
are normalized. II 
5. Makanin~s a lgor i thm 
The aim of this section is to describe bfakanin's algorithm and to illustrate it 
with an example. Let e be an equation in L*. We start by a general description of the 
algorithm: 
If the length equation associated with e has no non-negative integer solution 
then, by proposition 2.1, it is clear that e has no solution. Otherwise if the equation e
is simple then, by proposition 2.2, e has a solution. Otherwise the algorithm develops a
tree level by level. The tree is denoted by .4 and its levels by Li(i > 0). 
The first level L0 contains the position equations computed from the schemes 
applicable to the projections of e. It is important o observe that it is the only step 
where new variable bases will be generated. Their number will then remain bounded. 
The step from level El to level Li+l is based on the two fundamental operations 
of normalization and transformation. 
Each position equation E of Li is transformed as seen in 4.1 into a set denoted 
by T(E) of position equations from which the non admissible ones are deleted. 
If any position equation E' of this set is not normalized it is replaced by a 
set N(E') of normalized position equations computed from E'. The result of these 
transformation a d normalization process to every position equation of Li leads to a 
set N(T(Li)) of admissible and normalized position equations. 
The next level Li+l will be deduced from N(T(Li)) by deleting acertain umber 
of position equations. 
We first identify position equations which differ only by a renaming of bases or 
of boundaries, and we delete every position equation already occurring at a previous 
level. 
We then also delete all position equations whose maximum length of connections 
is greater than a number K(d) depending only on the length d ---- ]e] of the original 
equation e. This is the central point which ensures the finiteness of the developed tree 
A and makes the algorithm to halt. 
The development of levels is repeated until we obtain an empty level, in which 
case the equation e has no solution, or a level containing a simple position equation, in 
which case e has a solution. 
This leads to the following algorithm. The relations between two successive 
levels proving the correctness ofthe algorithm, and the combinatorical lemma justifying 
the use of K(d) will be seen in the next section. 
Makanin~s algorithm: 
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Input 
Output 
: an equation e of L* 
: YES if e admits a solution, 
NO otherwise. 
1- If the length equation associated with e has no non-negative integer solution 
then 
END: NO. 
2- If the equation is simple then 
END: YES. 
3- i ~-0. 
. 
2Card(V)  
L~e-- U e(Pj) 
j= l  
where Pj is the j-th projection of e, and e(Pj) is the set of all the admissible 
and normalized position equations, computed from the schemes applicable to 
Pj. 
5- Loop: 
5-a 
5-b 
5-c 
5-d 
If Li = 0 then 
END: NO. 
If L~ contains a simple equation then 
END: YES. 
i~ i+ l .  
Li +- the set of all admissible and normalized position equations 
resulting from the transformation a d the normalization of the elements 
of Li-1, the elimination of all the already developed position equations 
and of the position equations containing any connection whose length 
is greater than K(le[). 
I~EMARK : 
This version of the algorithm differs from the original one of Makanin (1977) 
by a strengthening of normalization conditions introduced in Pdcuchet (1981) and the 
elimination of the already developed position equations introduced in Abdulrab (1987). 
EXAMPLE : 
We describe here an example solving the previously seen equation e = 
(AyB,xx). This equation is not simple and its length equation has a solution. 
So we have to consider all the schemes applicable to the four projections of e: 
(AB, 1), (AB, zx), (AyB, 1) and (AyB, xz). We will consider here only the following 
scheme applicable to the projection (AyB, xx): 
*..._A.__* .y_* B__* 
* X__*__  X___ '1r 
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In fact, all the other applicable schemes can be directly eliminated as shown in 
Abdulrab (1987). 
The position equation E computed from the previous equation with scheme is 
the following: 
_._nl__ ._x2_ 
As seen in 4.1 this position equation is of Type 5, and its transformation leads to 
the following two position equations which ere verified to be admissible and normalized. 
(2 xl 4) (2 xl 4) 
Here we transform only the first position equation E I. The transformation f 
the second one is realized in the same way. 
The transformation f this position equation f Type 3 consists in transferring 
all inessential boundaries, existing between the left and right boundaries of the carrier 
zl ,  to its dual. There is only one way to transfer the boundary 2 between the boundaries 
3 and 5 because the connection (2 xl 4) identifies the part of xl between 1 and 2, and 
the part of x2 between 3 and 4. Thus we have to transfer boundary 2 to 4 and to delete 
the connection, obtaining the following admissible and normalized position equation: 
TL t__ B__ __.xl 2_  
The transformation f this position equation of Type 2 consists in deleting the 
carrier and its dual eading to the following admissible and normalized position equation: 
1J-T .-T 
This position equation of Type 1 is then transformed into: 
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This las~ position equation is simpl% and so the initial equation has a solution. 
6. P roo f  of the algorithm 
We state in this section the main results used for the proof of Makanin~s 
algorithm. A complete proof is given in P~cuchet (1981). 
The notion of exponent of periodicity of a solution plays an essential role in the 
proof. This notion is given both for a word equation e, and for a position equation E. 
The exponent  of per iodic i ty of a solution a of an equation e (respectively 
of a position equation E), is defined as the greatest integer 8 satisfying the following 
property: 
There exists a word p (p ~ 1) and there xists a variable v of V (respectively m
of X) such that: 
v = upSw (respectively x ----- up'w) (u and w are two words of C* ). 
The following theorem is fundamental: 
TI'IEOREM 6.1 (cs Makanin (1977)) The exponent of periodicity so of any minimal 
continuous olution of an equation e (with [el = d) satlsl~es: 
8o <_ (6d) 2~ + 2. 
The proof of this result is given in Makanin (1977) p. 132-134. It consists in 
isolating the primitive factors of each word of a solution, using the fact that primitive 
words cannot overlap with their square~ and showing that products pa of such primitive 
words with great s can be simplified to obtain a smaller solution. | 
The following result justifies the answers given by the algorithm. It is a 
reformulation of the theorem given in Makanin (1977) p. 168. A proof of this theorem, 
long and technical, can be found in P~cuchet (1981). 
THEOREM 6.2 (cf. Makanln (1977)) If'any level Li (~ > O) of A con~alns a position 
equation admitting a solution wi~h exponent os periodicity equal to s, and if there is 
no simple position equation in Li ~hen Li+l contains a position equation wi~h exponent 
s' < s. Conversely, if Li+l contains a position equation admitting a solution then Li 
contains a position equation which has a solution. | 
The two previous results how that we can delete from ~4 every position equation 
whose smaller solution has a coeitlcient of periodicity greater than 
(6~) 2'"~ + 2. 
The next result shows that, this is the case of position equations whose connections 
exceed a certain length, and justifies the elimination of such position equations. 
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THEOREM 6.3 (cs Makaain (1977)) Let (1~), i -- 1 , . . . , k  (k > O) , be an 
arbitrary sequence of the set { X1. . .  Xn} of nonempty words. Le~ Bi, Ci (i = 1 , . . . ,  k) 
be nonempty words, and Si, Ri, Ti ( i = 1, . . . ,  k - 1) be arbitrary words, such that: 
1. ~ = B~c~ (i = L . . . ,  k). 
2. Bi+t = Sigi (i = 1 , . . . ,  k -- 1). 
3. CiRi = Ci+lTi (i = 1 , . . . ,  k - 1). 
4. j - i  >_ K ;-[S'~S~+I... Sj] > O. 
Then some word r~ has the form Y~ = psQ, where P is a nonempty word, and 
k 
s> 2. - g.~.(,~ + 1) 
The normalization and the elimination of the non admissible position equations 
and of those with long connections ensure the halt of the algorithm as shown by the 
following theorem: 
THEOREM 6.4 (cs Abdulrab (1987)) The cardinal os A is bounded by the number 
~22t+ TM ( l+ l ) , ( t+ l ) ,d ,mm+l ,  ,2  2(='+~)~('~+~)+'~+~ 
with: 
l=  number  o f  ~ari~ble b~es  < 2d, m = c~a(c ) ,  d = ]el, 
= the m~imal  length of  a connection <_ 2d(2d + 1)~(~0 + 2), 
k = the maximal number of boundaries < (21 + 1)td + d | 
The  previous bound improves the one given in Makanin (1977) and reduces the 
complexity of the algorithm by one exponential, We then prove the: 
PROPOSITION 6.6 The initial equation e has a solution iff ~here xists a level in ,4 
which contains a simple position equation. 
Proof  : Suppose that Li contains a simple position equation E. This equation is 
necessarily admissible and so it has a solution. By theorem 6.2 Z0 contains a position 
equation E0 which has a solution. The proposition 3.3.1. shows that e has a solution. 
Conversely, suppose that e has a solution. If there is no level in ,4 which contains 
simple position equation, then theorem 6.2 implies that there exists an infinite number 
of levels in A, but this implies a contradiction with theorem 6.4. | 
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7. Implementation of the algorithm 
The first implementation f the version of Makanin's algorithm presented in 
this paper, is described in Abdulrab (1987a,b). 
This implementation is an interactive system written in LISP and running 
on VAX780 under UNIX, and on LISP Machine. This system visualizes the position 
equations, computes effectively a solution of the initial equation whenever there exists 
one, and provides a tool permitting to understand, experiment and study introdthe 
algorithm. Our implementation has also been coded in CAML by 1%ouaix (1987). 
We show in Abdulrab (1987b) that the present implementation is not efficient 
enough to be used as a unification module in a programming system. We also describe 
the characteristics of a new version which could realize this goal. 
The purpose of the algorithm being to decide whether an equation admits 
a solution or not, we provide an algorithm (cs Abdulrab (1989)) which, by taking 
advantage of the tree A, effectively computes a solution to the initial equation. The 
idea is to compute a solution to the equation e, from the equation with scheme which 
generates the root of the subtree containing a simple position equation. 
Here is in milliseconds some execution results on a LMI LISP Machine. 
1) Equation ( zxzyCBzxzx ,yAByzxB)  has no solution: (433 ms). 
2) Equation (xAByCBzxtzux,  yABytzuxB) has no solution: (757 ms). 
3) Equation (xxAyBy, CAyvABD) has solution x = CAABD,  
v = CAABDAABDB,  y = ABD: (19 ms). 
4) Equation (B lABlABlA,  rouDouDou) has solution l = ADABADAB,  o = ABA,  
r = BADABADABABADABADAB,  u = 1:(43 ms). 
Conclusion 
In this paper, we gave a complete description of Mak~nin's algorithm which 
allows to decide whether a word equation has a solution or not. 
New concepts, such as equations with schemes and position equations are 
introduced in our description. A new presentation f Makanln's Mgorithm permitting 
to all its steps to be illustrated graphically, is described in this paper. Several examples, 
illustrating all the procedures and the notions of the algorithm, are presented. The 
fundamental point is that our version has been effectively implemented. 
When a word equation has a solution, one can use the pig-pug method to 
compute the set of all the minimal solutions of e. This set is presented as a language 
accepted by a deterministic automaton ( ot necessarily finite). 
The main results of the proof of Makanin's algorithm are set out in this 
paper. Some improvements concerning the reduction of the number of types of position 
equations, and the reduction of the complexity of the algorithm by one exponential, 
are given here. Other technical reBults concerning our work in this area can be found 
in P6euchet (1981) and Abdulrab (1987). We prove, for example, that one of the three 
conditions of the normalization is always satisfied. The size of the tree A is greatly 
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reduced in our version. Our  construction of J[ is based on the notion of a solution of 
an equation with scheme, which allows the elimination of some types of equations with 
schemes which have no solution. 
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