VOL. IT-33, NO. 3, MAY 1987 Equations (4.11) and (4.13) show that
The binary entropy function is concave and C,,, wjEAXu,w = where Take + = 1. All that is needed to finish the proof is show that n 2 p. This is done by showing that the code can be modified while ma.int@ing the lower bound. It is known that n F E[d,(X, X,(W)>l(U, W) E Al and P = E[d,(X, Xi (JJ, W, Y)((U, W) E A]. If n ,< fi, improve the code by changing XI, making X,(U, W, Y) = X,(W) on all (u, w) in A. The new decoder is improved and retains the same characteristics of the old decoder, except that the new R(D) may be smaller, and 9 2 p. Now when a lower bound for the rate of the new code is found, it will also be a lower bound for the rate of the old code because the old code has a higher rate than the new (improved) code. Thus without loss of generality n 2 p.
Proof of Theorem 3: If the existence of e, f, OL, and fi that satisfy the conditions of Theorem 3 is shown, then the theorem will be true for the minimum of such variables. From Lemma 1,
Z( x; W) + Z( x; UIY, w) = H(X) -H( YIW) +H(YIU,W) -H(XIU,W).
From Lemmas 2 and 3,
Now, note that 2 p. Now when a lower bound is found for the rate of the new code, it will also be a lower bound for the rate of the old code because the old code has a higher rate than the new (improved) code. By (4.16), Substituting + = 1 -f = 1, 0 = 1 -e, n = (Y*P, into (4.15) and using Theorem 1 completes the proof.
V. CONCLUSION The upper and lower bounds found for region I are very similar but not the same. The difference is the description of D2; between the upper and lower bounds the description differs by e(1/2 -p). This difference becomes zero when p = l/2, a trivial case where the side information is useless.
A computer analysis was done on the difference between the upper and lower bounds. The upper and lower bounds were calculated for all 175 values of (p, D,, D2) Abstract-A method is presented for designing binary channel codes in such a way that both the power spectral density function and its low-order derivatives vanish at zero frequency. The performance of the new codes is compared with that of channel codes designed with a constraint on the unbalance of the number of transmitted positive and negative pulses. Some remarks are made on the error-correcting capabilities of these codes. OOlS-9448/87/0500-0452$01.00 01987 IEEE codes are found in transmission systems over fiber or metallic cable [l] and in storage systems such as magnetic or optical recording. Most dc-balanced channel codes are designed on a digital sum constraint, where the (running) digital sum is defined for a binary sequence as the accumulated sum of the plus and minus ones from the start of the transmission [l], [2] . An example of a dc-balanced code is the so-called zero-disparity code using codewords with an equal number of positive and negative pulses [31.
The power spectral density function (in short, power spectrum) of digital sum constrained codes is characterized by a parabolic shape in the low-frequency range from dc to the cutoff frequency. In some applications it is desirable to achieve, for a given redundancy, a larger rejection of the low-frequency components than is possible with dc-balanced codes.
In this correspondence a new class of dc-balanced codes is presented having the additional property that the low-order even derivatives of the code power spectrum also vanish at zero frequency. Note that all odd-order derivatives of the power spectrum at zero frequency are zero because the power spectrum is an even function of frequency. This results in a substantial decrease of the power at low frequencies for a fixed code redundancy as compared with the classical designs based on a digital sum criterion. It will be shown that the newly designed codes, in addition to having good spectral properties, also have error-correcting or -detecting capabilities.
II. A CONSTRUCTIONMETHODFORHIGHERORDER

CONSTRAINEDCODES
Let x = (xi;. ., xn), x, E { -1, l}, be an element of a set S of codewords. The discrete Fourier transform X(w) of the codeword x is given by [4]:
k=l For all i, 1 4 i I n, let the number of codewords x in S with x, = 1 be equal to the number of codewords with xi = -1 (i.e., the sum of all codewords in S is the all-zero vector). If, in addition, codewords are randomly chosen from S to form an infinite sequence, then it is rather straightforward to show, following [5] and [6] , that the power spectral density function H(o) of the concatenated sequence is given by
where X,(w) is the discrete Fourier transform of the k th element of S and M is the cardinality of S (cf. [8] ). Note that due to our assumptions M has to be even. For convenience we have assumed that the codewords are equiprobable. This restriction, however, is not necessary and can be relaxed (cf. (4 function of the code. It can easily be verified using (l)-(3) that the first 2K + 1 derivatives of the power spectral density function of a Kth-order zero-disparity code vanish at w = 0. Note that this result has its counterpart in signal theory. It is a well-known result that if the first K + 1 moments . . . of a function are zero, then the first K + 1 dm%%ves bf"rE Fourier transform vanish at zero frequency [9, p. 161. In that case it is straightforward to verify also that the first 2K + 1 derivatives of its power spectrum vanish at w = 0.
In the simple case K = 0, we find that the length n of the codewords is even and further that the codewords have an equal number qf plus and minus ones. This simple binary dc-balanced block code was discussed earlier by Franklin and Pierce [3] . The number of codewords M is given by the binomial coefficient (6) If K = 1 it is not difficult to see that each codeword corresponds to a partition of the set { 1,2,. . . , n} into two disjoint subsets of size n/2 such that the sum of the elements in both sets equals n( n + 1)/4. This can be seen as follows.
Let x be a codeword and let I = ( i,, . . . , i,,, } be the set of indices 1 for which x, = 1 and J = { j,; . ., j,,, } be the set of indices 1 for which x, = -1. Then from the fact that x is a first-order zero-disparity codeword it follows that 42 n/2 1 i, = c -l i I = n(n + 1)/4. ,=1J, -?
I=1 I=1 Hence I and J divide the set {1,2; . ., n} into two disjoint subsets with the required properties. These two sets correspond to the positions of the l's and the -l's, respectively, in the codewords. Conversely, each such partition corresponds to a codeword. Hence the number of codewords equals the number of ways to partition the set {1,2,. . . , n} into two disjoint subsets of size n/2 such that the sum of the elements in both sets equals n(n + 1)/4. Using generating functions [7, p. 153, problem 71 , one can express the number of codewords with u,, = ui = 0 as the coefficient C,( i, j) of a'tj of the polynomial g, (a, 1) defined by g,( a, t) = (1 + at)(l + a?) . . . (1 + u"t)
where i = n(n + 1)/4, j = n/2 [8], [lo] . It is assumed that n is a multiple of four. In general one can show that the number of codewords of a Kth-order zero-disparity code is the coefficient
ii;.., iK) of u$u;' ... ug of the polynomial G,, (vo, 01,. . ., vK) 
where i, = 1/2C~=,i". Note that for K = 1, (9) reduces to (8).
Example 1: The simplest example of a K = 1 code has codeword length n = 4 and consists of only two codewords. We can verify that the two codewords are -11 -and 1 --1 (a " -" is used to denote a symbol with value -1). The resulting power spectral density function H(w) of this channel code is found using (2):
sin2 -sin2 0.
i=l We can easily verify that indeed H(0) = H(*)(O) = 0. A codeword is defined to be of Kth-order zero-disparity if Table I shows the number of Kth-order zero-disparity code-
words versus codeword length n and the order K, for K = 1, 2, 3, and 4. As an example we computed the spectra of codes based The set of all Kth-order zero-disparity codewords of length n is on Kth-order zero-disparity codewords for K = 0, 1, and 2. The called the Kth-order zero-disparity code of length n. The func-codeword lengths were chosen from Table I in such a way that tion H(o) given by (2) is called the power spectral density the rate R of these codes, defined by R =*log (M)/n, is ap- Fig, 1 . Power density functions of codes with K = 0, 1, and 2 with rate 0.5.
proximately l/2. Fig. 1 shows the spectra of these codes. Notice that for increasing values of K we obtain a more severe suppression of the power at very low frequencies.
III. THE MINIMUM DISTANCE OF HIGHER ORDER CONSTRAINED CODES
Higher order constrained codes can also be used for error-correcting and -detecting purposes. In particular we will show that the minimum distance of a binary Kth-order zero-disparity code is at least 2( K + 1). To that end let S be the set of all codewords of a binary Kth-order zero-disparity code of length n (n has to be a multiple of four, because otherwise S is empty). Let x and y be two different elements in S. Let e be given by e=y-x.
(11) Then it is easily seen that e, E { -2,0,2} for all 1 5 i I n. As both x and y satisfy (5), it readily follows that n C ike, = 0, k E {0,1,2;.., K}. i=l In particular it follows that the number of occurrences of -2 in the vector e equals the number of occurrences of +2. Let i,; . ., i be the indices i for which e, = -2 and let j,, . . . , & be the indces i for which e, = +2. Then we have to show that 4 2 K + 1. From (12), it follows that 4 4 CC= Cj/", k E {0,1,2;.., K}.
I=1 I=1 It is not difficult to show that for q I K it follows that {i,; . ., iq) = {A,..., jq } [ll, ch. 211. However, since the two sets must be disjoint, we have shown that q 2 K + 1. Hence the minimum distance of a Kth-order zero-disparity code is at least 2(K + 1).
In particular, the properties of the K = 1, n = 16 code compare favorably with earlier codes. Ferreira [12] showed on an ad hoc basis the feasibility of a rate 9/16, minimum distance d = 4 dc-balanced code. From Table I we conclude that there are 526 first-order zero-disparity codewords, sufficient for a rate 9/16. Moreover, it is straightforward to show that if we omit from this code the lexicographically smallest and largest codeword, we obtain a first-order zero-disparity code that has maximum runlength (i.e., the maximum number of consecutive like symbols) equal to six. The cardinality of the new set is 524. In [8] , a simple coding and decoding method for first-order zero-disparity codewords is presented.
IV. CONCLUSION
A new class of dc-constrained channel codes having higher order spectral zeros at dc was presented. The power spectral density function of these codes has, besides zero power at zero frequency, all low-order derivatives up to 2 K + 1 equal to zero at w = 0. The additional constraints result in a higher rejection of the components in the low-frequency range than is possible with classical dc-balanced codes. Moreover, we have shown that the minimum distance of a Kth-order zero-disparity code is at least 2(K + 1).
