Abstract-Entropy-based divergence measures have shown promising results in many areas of engineering and image processing. In this paper, we define a new generalized divergence measure, namely, the Jensen-Rényi divergence. Some properties such as convexity and its upper bound are derived. Based on the Jensen-Rényi divergence, we propose a new approach to the problem of image registration. Some appealing advantages of registration by Jensen-Rényi divergence are illustrated, and its connections to mutual information-based registration techniques are analyzed. As the key focus of this paper, we apply Jensen-Rényi divergence for inverse synthetic aperture radar (ISAR) image registration. The goal is to estimate the target motion during the imaging time. Our approach applies Jensen-Rényi divergence to measure the statistical dependence between consecutive ISAR image frames, which would be maximal if the images are geometrically aligned. Simulation results demonstrate that the proposed method is efficient and effective.
I. INTRODUCTION

I
MAGE registration is an important problem in computer vision [1] , [2] , remote sensing data processing [3] , [4] , and medical image analysis [5] , [6] . The key step of image registration is to find a spatial transformation such that a similarity metric between two or more images taken at different times, from different sensors or from different viewpoints, achieves its maximum.
One such example, which is of primary interest in the sequel, is inverse synthetic aperture radar (ISAR) imaging. ISAR is a microwave imaging system capable of producing high-resolution imagery from data collected by a relatively small antenna. The ISAR imaging is induced by target motion, which unfortunately also blurs the resulting image. After a standard translational focusing process, image registration can be applied to estimate the target rotational motion parameter, on which polar re-formatting may be used to achieve yet a higher resolution image. Related work in this area includes image registration in interferometric SAR processing by Gabriel [7] , Li [8] , and Lin [9] and Fornaro [10] .
Over the last three decades, a wide variety of registration techniques have been developed for different applications. These techniques may be classified [11] into correlation methods, Fourier methods, landmark mapping, and elastic model-based matching.
Given two images ( is a bounded set, and it is usually a rectangle), correlation methods [12] calculate the normalized two-dimensional (2-D) cross-correlation function between and , where is a Euclidean transformation with translational parameter , a rotational parameter , and a scaling parameter . The registration problem may then be succinctly stated as (1) The correlation methods are generally limited to registration problems in which the image is misaligned by only a small rigid transformation. In addition, the peak of the correlation may not be clearly discernible in the presence of noise. Fourier methods [13] are the frequency domain equivalent of the correlation methods. Fourier methods make use of the translational property of the Fourier transform and search for the optimal spectral match between two images. Since rotation is invariant under a Fourier transformation, rotating an image merely rotates the Fourier transform of that image [14] . If we denote as the 2-D Fourier transforms of , respectively, we obtain the phase of the cross-power spectrum rotated by as (2) To determine the rotational parameter , one proceeds to maximize the 2-D inverse Fourier transformation of , that is, a cross-correlation that is as peaked or as impulsive as possible, and the location of that impulse is exactly the translational parameter . In light of their equivalence to the correlation methods, Fourier methods are also limited to registration problems with a small rigid transformation. If there exists spatially local variation, then both the correlation methods and the Fourier methods would fail. For cases of unknown misalignment type, landmark mapping techniques [15] and elastic model-based matching [16] , [17] may be used to tackle the registration problem. Landmark mapping techniques extract feature points from a reference image and a target image, respectively, and then apply a piecewise interpolation to compute a transformation for mapping the feature point sets from the reference image to the target image. Landmark-based methods are usually computationally intensive, and their 1053-587X/03$17.00 © 2003 IEEE accuracy depends on the degree of reliability of the feature points. Instead of finding the mapping between the feature point sets, elastic model-based matching methods model the distortion in the image as the deformation of an elastic material. The resulting registration transformation is the deformation with a minimal bending and stretching energy. Practical elastic model-based methods [18] are also based on computationally expensive iterative algorithms, and the choice of feature points plays a crucial role in their performance.
In the work of Woods [19] and Viola [20] , mutual information, which is a basic concept from information theory, is introduced as a measure for evaluating the similarity between images. When the two images are properly aligned, corresponding areas overlap, and the resulting joint histogram exhibits high values for the pixel combinations of the corresponding regions. When the images are misregistered, nonmatched areas also overlap and will contribute to additional pixel combinations in the joint histogram. In case of misregistration, the joint histogram has fewer significant peaks and is more dispersed than that of the correct alignment of images. The registration criterion is hence to find a transformation such that the mutual information of the corresponding pixel pair intensity values in the matching images is maximized. This approach is widely accepted [21] as one of the most accurate and robust registration techniques. Following the same argument, Hero et al. [22] extend this approach by applying Rényi entropy to measure the joint histogram as a similarity metric between images. On the other hand, Fisher et al. propose mutual information based approaches to feature extraction for ATR [23] as well as to the analysis of functional MRI data [24] .
Inspired by this previous work and looking to address their limitation in often difficult imagery, we introduce in this paper a novel generalized information theoretic measure: a Jensen-Rényi divergence that we define in terms of Rényi entropy [25] . Jensen-Rényi divergence is defined as a similarity measure among any finite number of weighted probability distributions. Shannon mutual information is a limiting case of the Jensen-Rényi divergence. This generalization provides us with an ability to control the measurement sensitivity of spatial dependency and, hence, ultimately results in a better registration accuracy.
In the next section, we give a brief description of the problem, which motivated and yielded this investigation. In Section III, we introduce the Jensen-Rényi divergence and its properties. Section IV describes the concepts of image registration with the Jensen-Rényi divergence. Numerical experiments for ISAR image registration is demonstrated in Section V. We finally provide concluding remarks in Section VI.
II. PROBLEM STATEMENT
ISAR imagery represents reflectivity magnitude associated with the illuminated target. The mechanism of ISAR can be explained in terms of spotlight SAR [26] , as illustrated in Fig. 1 . Spotlight SAR is the result of a radar antenna constantly tracking a particular target of interest. The same data would be collected if the radar were stationary and the target were rotating. This very rotation is used to generate the target image and constitutes the essence of ISAR. In the terminology of radar signal processing, the direction of radar line of sight (LOS) is referred to as range, and the direction orthogonal to range is referred to as cross-range or azimuth. Fig. 2 illustrates the data collection of an airborne target rotating through an angle . The spotlight SAR equivalent geometry is the moving radar in Fig. 3 , which collects the same data while flying a circular segment around an identical but nonrotating target. The SAR aperture length in Fig. 3 corresponds to the integration angle in Fig. 2 . The resolution of ISAR imagery is defined in terms of range resolution and cross-range resolution. The range resolution is determined by the bandwidth of the transmitted radar pulse and given by [27] ( 3) where is the speed of light. The cross-range resolution of ISAR imaging system is given by [27] ( 4) where is the carrier wavelength. See [26] for a more thorough discussion of ISAR.
By (4), it is clear that the larger the integration angle, the better the cross-range resolution. However, ISAR imagery is induced by target motion, and the target motion in turn causes time-varying spectra of the received signals. Motion compensation has to be applied to obtain a high-resolution image. The objective of ISAR image registration is to estimate the target motion during the imaging time. Let be a Euclidean transformation with a translational parameter , a rotational parameter , and a scaling parameter . Given two ISAR image frames and , the estimates of target motion parameters are given by (5) where is a measure induced by a given metric . This induced measure is maximal if matches . As the radar tracks a target, the reflected signal is continuously recorded during the imaging time. By registering a sequence of consecutive image frames , the target motion during the imaging time can be estimated by interpolating . Based on the estimated trajectory of the target, translational motion compensation (TMC) and rotational motion compensation (RMC) [26] can be used to generate a focused image of the target.
III. JENSEN-RÉNYI DIVERGENCE
Let and be a finite set with a probability distribution , i.e., and , where denotes the probability. Rényi entropy is a generalization of Shannon entropy [28] and is defined as and (6) For , the Rényi entropy is neither concave nor convex. For , it is easy to see that Rényi entropy is concave, and tends to Shannon entropy as [25] . It can easily be verified that is a nonincreasing function of , and hence (7) In the sequel, we will restrict , unless otherwise specified, and will use a base 2 logarithm, i.e., the measurement unit is bits.
As shown in Fig. 4 , the measure of uncertainty is at a minimum when Shannon entropy is used, and it increases as decreases. Rényi entropy attains a maximum uncertainty when is equal to zero.
Definition 1: Let be probability distributions on , and let be a weight vector such that and . We define the Jensen-Rényi divergence as JR where is the Rényi entropy, , and . Using the Jensen inequality, it is easy to check that the Jensen-Rényi divergence is non-negative for . It is also symmetric and vanishes if and only if the probability distributions are equal, for all . Jensen-Rényi divergence for two Bernoulli probability distributions, with . When , the Jensen-Rényi divergence is exactly the generalized Jensen-Shannon divergence [29] .
Unlike other entropy-based divergence measures such as the well-known Kullback divergence, the Jensen-Rényi divergence has the advantage of being symmetric and generalizable to any finite number of probability distributions, with a possibility of assigning weights to these distributions.
The following result establishes the convexity of the Jensen-Rényi divergence of a set of probability distributions. . Invoking (9) completes the proof. According to Proposition 3, and for the special case of (mod ), the following inequality holds: JR IV. IMAGE REGISTRATION WITH JENSEN-RÉNYI DIVERGENCE Let be two digital images defined on a bounded domain , where the goal of image registration in the context of the Jensen-Rényi divergence is to determine the spatial transformation parameters such that (12) where , and the measure defined in (5) is induced from a Jensen-Rényi divergence of order and weight .
Denote and as the sets of pixel intensity values of and , respectively, and let be two random variables taking values in and .
is defined as which is the conditional probability of given for the corresponding pixel pairs. Here, the Jensen-Rényi divergence acts as a similarity measure between images. If the two images are exactly matched, then , . Since s are degenerate distributions, by Proposition 2, the Jensen-Rényi divergence is maximized for a fixed and . Fig. 6(1) - (2) shows two brain MRT images in which the misalignment is a Euclidean rotation. The conditional probability distributions are crisp, as in Fig. 6(3) , when the two images are aligned, and dispersed, as in Fig. 6(4) , when they are not matched. It is worth noting that the maximization of the Jensen-Rényi divergence holds for any and such that and . If we take and , then by Proposition 1, the Jensen-Rényi divergence is exactly the Shannon mutual information. Indeed, the Jensen-Rényi divergence induced similarity measure provides a more general framework for the image registration problem.
If the two images and are matched, the Jensen-Rényi divergence is maximized for any valid weight. Assigning is not always a good choice. Fig. 7 shows the registration results of the two brain images in Fig. 6 using the mutual information and the Jensen-Rényi divergence of and uniform weights. The peak at the matching point generated by the Jensen-Rényi divergence is clearly much higher than the peak by the mutual information.
gives the background pixels the largest weights. In the presence of noise, the matching in background is corrupted. Mutual information may fail to identify the registration point. This phenomenon is demonstrated in Fig. 8 . The following proposition establishes the optimality of the , when and are aligned by the spatial transformation ; then, becomes JR Since [31] and is Schur-concave, we obtain . This completes the proof. After assigning uniform weights to the various distributions in the Jensen-Rényi divergence, a free parameter , which is directly related to the measurement sensitivity, remains to be selected. In the image registration problem, one desires a sharp and distinguishable peak at the matching point. The sharpness of the Jensen-Rényi divergence can be characterized by the maximal value as well as the width of the peak. The sharpest peak is clearly a Dirac function. The following proposition establishes that the maximal value of the Jensen-Rényi divergence is independent of if the two images are aligned, and yields the sharpest peak, which is a Dirac function. Fig. 9(a) demonstrates the registration results of the two brain images in Fig. 6 with the choice of different . In this case, is the best choice and would generate a Dirac function with a peak at the matching point, as illustrated in Fig. 9(b) .
If there exists local variation between and , or if the registration of the two images is in the presence of noise, then an exact alignment may not be found. The conditional probability distribution is no longer a degenerate distribution in this case. The following proposition establishes that taking would provide a higher peak than any other choice of for the nonideal alignment. Proof: Observe that for any probability distribution , , , and then (15) Since and the Rényi entropy of is exactly the Shannon entropy, (14) is equivalent to the inequality (15) . This completes the proof.
It is worth pointing out that the Jensen-Rényi divergence is not equivalent to mutual information by setting . The equivalence is hold only if and .
A. Discussion
Parameter basically plays a role of scaling factor to adjust registration peaks, and the location of registration point is independent of . In real-world applications, there is a tradeoff between optimality and practicality in choosing . If one can model the misalignment between and completely and accurately, would correspond to the best choice since it generates a Dirac function at the matching point. It is, however, also the least robust selection, as it tends to make all the s the same as the uniform distribution. If is not degenerate distribution and , then the Jensen-Rényi divergence would be zero for the whole transformation parameter space as in case where the adapted transformation group cannot accurately model the relationship between and . On the other hand, is the most robust choice, in spite of also resulting in the least sharp peak. The choice of therefore depends largely on the accuracy of the invoked model and on the specific application as well as the available computational resource.
We further showed that is optimal; thus, the best choice for nonideal image registration in the context of the Jensen-Rényi divergence is , in comparison with mutual information based methods, in which the parameters are set to . Rényi entropy. Rényi entropy is computed using the histogram method, which requires preparing a conditional pixel intensity histogram. When using all 256 gray levels of the original images, the resulting conditional histogram represents a 256 256 discrete matrix. In this case, . An average distribution was then prepared by summing the weighted conditional histogram entries along the axis corresponding to the image intensity index of . Jensen-Rényi divergence eventually calculates the difference between the Rényi entropy of the average distribution and the sum of weighted Rényi entropy of individual distributions. For the registration of two brain MRT images in which the misalignment is a Euclidean rotation, as shown in Fig. 6(a)-(b) , the Matlab simulation takes less than 2 min on a Pentium III 700 MHz machine with 128 MB of memory.
V. NUMERICAL EXPERIMENTS: ISAR IMAGE REGISTRATION
Generating an ISAR image by using stepped frequency waveform [26] can be understood as a process of estimating the target's 2-D reflectivity density function from data collected in the frequency space. Suppose a stepped frequency burst consists of pulses in which the transmitted frequency linearly increases from to , where is the base frequency in radians per second, and is the step frequency. Let the th transmitted pulse be a pulse of duration and expressed in complex form as (16) where , and otherwise.
Define . Under uniform illumination, the reflected signal from the target differential area at the target coordinate is (18) where , and is a constant attenuation factor, which we can set to 1 without a loss of generality. The distance between the radar antenna and the target reflection point located at is denoted by . We obtain the expression of the received signal for by integrating reflections from all the point scatterers in the target (19) After quadrature demodulation, we obtain (20) It can be observed from Fig. 10 that for target dimensions that are relatively smaller than the target range , the distance from the radar antenna to target reflection point located at is (21) Inserting (21) into (20), we deduce the baseband signal in terms of target coordinate and rotation angle and (24) are spatial frequency quantities defined at frequency and target rotation angle . The phase term is related to the target translational motion only and can be compensated by traditional translational motion-compensation methods.
By sampling at , , we obtain the data collected in the frequency space as (25) where . To form a radar image, bursts of received signal are sampled and organized burst by burst into a 2-D array, which is shown in Fig. 11 . This sample matrix is not uniformly spaced in the spatial frequency; instead, it is polar-formatted data. The discrete Fourier transform processing of the polar-formatted data would result in blurring at the edges of the target reflectivity image. Fig. 12 is a synthetic ISAR image of a MIG-25 aircraft [32] . The radar is assumed to be operating at 9 GHz and transmits a stepped-frequency waveform. Each burst consists of 64 narrowband pulses stepped in frequency from pulse to pulse by a fixed frequency step of 8 MHz. The pulse repetition frequency is 15 KHz. Basic motion-compensation processing has been applied to the data. A total of 512 bursts of a received signal are taken to reconstruct the image of this aircraft, which corresponds to 2.18 s integration time. As we can see, the resulting image is defocused due to the target rotation. In fact, the defocused image in Fig. 12 is formed by overlapping a series of MIG-25s at different viewing angles. By replacing the Fourier transform with the time-varying spectral analysis techniques [32] , [33] , we can take a sequence of snapshots of the target during the 2.18 s of integration time. Fig. 13(1) - (6) shows the trajectory of the MIG-25 with six image frames taken at 0.1280, 0.4693, 0.8107, 1.1520, 1.4933, and 1.8347 s, respectively.
Image registration can be applied to estimate the target motion from this sequence of images. For the synthetic ISAR images shown in Fig. 13 , we search for the rotation angles between a sequence of image frames observed in a time interval . By (12) , is given by JR Fig. 14 shows the rotation angles obtained by registering the six consecutive MIG-25 image frames. As can already be seen in the figures, uniform weights produce the sharpest peak.
By interpolating , we obtain a trajectory of the MIG-25 rotational motion during the imaging time as shown in the bottom right-hand plot of Fig. 14 . The latter is particularly important since it may be subsequently used in polar reformatting [26] and resampling the received signal into rectangular format. This results in a focused image of the MIG-25 based on all the received signals in the time interval s , as demonstrated in Fig. 15 . 
VI. CONCLUSIONS
In this paper, we proposed a new information divergence measure, i.e., Jensen-Rényi divergence, and analyzed its properties. We studied the relationship between mutual information and Jensen-Rényi divergence and concluded that mutual information can be enclosed in the framework of the Jensen-Rényi divergence, and this gives us a starting point for image registration problem. We further showed the registration performance difference between mutual information (equivalent to JR with and ) and Jensen-Rényi divergence (with and ) and point out that assigning is not a good choice since it tends to emphasize background in the process of matching. To demonstrate this phenomenon, a breaking point of mutual information registration under noisy situation (SNR dB) is presented, while at the same time, Jensen-Rényi divergence is still able to identify the registration point. We also showed the scaling effect of order in the Jensen-Rényi divergence, which would adjust the peak of registration point. As the key application of this paper, experiments of ISAR data are presented for rotational motion compensation. Our approach applies Jensen-Rényi divergence to measure the spatial dependence between consecutive ISAR image frames and estimates the target trajectory during the imaging time, which enables polar reformatting to resample the received signal into a rectangular format. Simulation results demonstrate that the proposed method effectively focuses the target image.
APPENDIX
Proof of Proposition 1
Denote and . Let be two random variables taking values in and . Recall that the mutual information between and is given by [34] ( 26) where is the Shannon entropy of , and is the conditional Shannon entropy of given .
Instead of using Shannon entropy in (26) , the mutual information can be generalized using Rényi entropy. Therefore, the -mutual information can be defined as where is the Rényi entropy of order . Denote by , , and ; then, it is easy to check that (27) where , for all . For fixed , the mutual information is a convex function of [34] ; then, it can be verified that the -mutual information is also a convex function of , leading to the Jensen-Rényi divergence a convex function of .
Proof of Proposition 5
Using Proposition 4, we have 
