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Abstract
In this paper we study the asymptotic stability of the zero solution of odd order linear delay differential equations of the form
y(2m+1)(t) =
2m∑
j=0
aj y
(j)(t) +
2m∑
j=0
bj y
(j)(t − ),
where aj and bj are certain constants and m1. Here > 0 is a constant delay. In proving our results we make use of Pontryagin’s
theory for quasi-polynomials.
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1. Introduction
The aim of this paper is to study the asymptotic stability of the zero solution of the delay differential equation
y(2m+1)(t) =
2m∑
j=0
ajy
(j)(t) +
2m∑
j=0
bjy
(j)(t − ), (1.1)
where > 0, aj , and bj are constants and m1. In the previous papers [6,7], we considered Eq. (1.1) with m=1 which
arose from a robotic model with damping and delay, and in [3] we considered (1.1) with m = 0 and a0, b0 complex.
There are no practical stability criteria of the zero solution of (1.1) for m> 1. For study of asymptotic stability of
restricted special cases of (1.1) with special values of m see [7,3,22,21,9]. For stability and oscillation of certain third
and fourth order equations see [17,8,10,20,23]. See [19,20,11,13,14] for studies of systems that may shed light on
(1.1). The study on systems does not, however, yield practical stability criteria of (1.1). For further study on asymptotic
stability see [15,12]. It is clear that with 4m + 2 independent parameters in (1.1) one cannot expect to get regions of
stability. Our goal is to derive algorithmic type stability criteria.
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Our view is that part of the j th derivative term of the equation
y(2m+1)(t) =
2m∑
j=0
pjy
(j)(t) (1.2)
is delayed and the remaining part is not. Note that with = 0 the zero solution of (1.1) or (1.2) is asymptotically stable
if and only if all the characteristic roots of a real polynomial
x2m+1 − p2mx2m − p2m−1x2m−1 − p2m−2x2m−2 − · · · − p0 = 0 (1.3)
are in complex left half plane. Relative to (1.1), we view
pj = aj + bj , j = 0, 1, . . . , 2m. (1.4)
By Hurwitz Criterion [16] all roots have negative real parts if and only if
j > 0, j = 1, 2, . . . , 2m + 1, (1.5)
where the j are the following determinants:
1 = −p2m,
2 =
∣∣∣∣−p2m −p2m−21 −p2m−1
∣∣∣∣ ,
k =
∣∣∣∣∣∣∣∣∣∣∣∣
−p2m −p2m−2 −p2m−4 . . . −p2(m−k)+2
1 −p2m−1 −p2m−3 . . . −p2(m−k)+3
0 −p2m −p2m−2 . . . −p2(m−k)+4
0 1 −p2m−1 . . . −p2(m−k)+5
...
...
...
...
...
0 0 0 . . . −p2m−k+1
∣∣∣∣∣∣∣∣∣∣∣∣
, k = 3, . . . , 2m,
with −p2m+1−j = 0 for j > 2m + 1.
The authors have previously applied Pontryagins principles to various cases of delay equations: ﬁrst order complex
coefﬁcients, systems, and second order (see [3,2,4,5]). Our results and approaches are somewhat different than those in
the ﬁrst order complex coefﬁcients and systems cases. To some extent, we employ the same approach as for the second
order cases, but we also obtain some strong simpliﬁcations. In this paper we make use of the methods developed in [7].
It appears to the authors that an extension to general even order cases will be quite different.
This paper is organized as follows. In Section 2, we present the tools used in our asymptotic stability analysis.
In Section 3 we give our main results and some special cases. In Section 4 we present some examples.
2. Background
In this section, we identify the characteristic function of (1.1) in order to study the asymptotic stability of the
zero solution. We also cite the main results of Pontryagin related to asymptotic stability [18] and the applications of
Pontryagin’s results [1, Sections 13.7– 13.9].
The characteristic function of (1.1) is given by
Ĥ (s) = s2m+1 −
2m∑
j=0
aj s
j −
2m∑
j=0
bj e
−ssj . (2.1)
Multiplying (2.1) by es yields
esĤ (s) = ess2m+1 −
2m∑
j=0
aj s
j es −
2m∑
j=0
bj s
j
. (2.2)
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Letting s = z/, we examine the zeros of
H(z) = 2m+1ezĤ
(z

)
= z2m+1ez −
2m∑
j=0
Ajz
j ez −
2m∑
j=0
Bjz
j
, (2.3)
where
Aj = aj 2m+1−j and Bj = bj 2m+1−j , j = 0, . . . , 2m. (2.4)
Theorem 2.1. In order that all solutions of (1.1) approach zero as t → ∞ it is necessary and sufﬁcient that all zeros
of (2.1), or equivalently (2.3), have negative real parts.
See [12]. The function (2.3) is a special function, usually called an exponential polynomial or a quasi-polynomial.
The problem of analyzing the distribution of the zeros in the complex plane of such functions has received a great deal
of attention.
Deﬁnition 2.1. Let h(z,w) be a polynomial in the two variables z and w (with complex coefﬁcients),
h(z,w) =
∑
m,n
amnz
mwn (m, n: nonnegative integers).
We call the term arszrws the principal term of h(z,w) if ars = 0, and for each term amnzmwn with amn = 0, we have
rm and sn.
Note that H(z) = h(z, ez) where
h(z,w) = z2m+1w −
2m∑
j=0
Ajz
jw −
2m∑
j=0
Bjz
j
. (2.5)
It is clear from Deﬁnition 2.1 that h(z,w) of (2.5) has principal term z2m+1w.We now cite two theorems of Pontryagin,
see [18,1].
Theorem 2.2. Let H(z) = h(z, ez), where h(z,w) is a polynomial with a principal term. The function H(iy) is now
separated into real and imaginary parts; that is, we set H(iy)=F(y)+ iG(y). If all the zeros of the function H(z) lie
in the open left half plane, then the zeros of the functions F(y) and G(y) are real, are interlacing, and
D(y) = G′(y)F (y) − G(y)F ′(y)> 0 (2.6)
for all real y. Moreover, in order that all the zeros of the function H(z) lie in the open left half plane, it is sufﬁcient that
any one of the following conditions be satisﬁed:
(a) All the zeros of the functions F(y) and G(y) are real and interlace, and the inequality (2.6) is satisﬁed for at
least one value of y.
(b) All the zeros of the function F(y) are real and for each of these zeros y = y0 condition (2.6) is satisﬁed; that is,
F ′(y0)G(y0)< 0.
(c) All the zeros of the function G(y) are real and for each of these zeros the inequality (2.6) is satisﬁed; that is,
G′(y0)F (y0)> 0.
In our case,
H(iy) = (iy)2m+1eiy −
2m∑
j=0
Aj(iy)j eiy −
2m∑
j=0
Bj (iy)j (2.7)
B. Cahlon, D. Schmidt / Journal of Computational and Applied Mathematics 200 (2007) 408–423 411
equivalently
H(iy) = (iy)2m+1eiy −
m∑
j=0
A2j (iy)2j eiy −
m−1∑
j=0
A2j+1(iy)2j+1eiy
−
m∑
j=0
B2j (iy)2j −
m−1∑
j=0
B2j+1(iy)2j+1 (2.8)
and
H(iy) = (−1)my2m+1i(cos y + i sin y) −
m∑
j=0
A2j (−1)j y2j (cos y + i sin y)
−
m−1∑
j=0
A2j+1(−1)j iy2j+1(cos y + i sin y) −
m∑
j=0
B2j (−1)j y2j −
m−1∑
j=0
B2j+1(−1)j iy2j+1
= F(y) + iG(y), (2.9)
where
F(y) = (−1)m+1y2m+1 sin y −
m∑
j=0
A2j (−1)j y2j cos y
−
m−1∑
j=0
A2j+1(−1)j+1y2j+1 sin y −
m∑
j=0
B2j (−1)j y2j (2.10)
and
G(y) = (−1)my2m+1 cos y −
m∑
j=0
A2j (−1)j y2j sin y
−
m−1∑
j=0
A2j+1(−1)j y2j+1 cos y −
m−1∑
j=0
B2j+1(−1)j y2j+1. (2.11)
In order to study the location of the zeros of H(z) one has to study the zeros of F and G. To do so, we need the following
result which is useful in determining whether all roots of F and G are real. Let f (z, u, v) be a polynomial in z, u, and
v, which we write in the form
f (z, u, v) =
∑
m,n
zm(n)m (u, v), (2.12)
where (n)m (u, v) is a polynomial of degree n, homogeneous in u and v, and let zr(s)r (u, v) be the principal term of
f (z, u, v), and let ∗(s)(u, v) denote the coefﬁcient of zr in f (z, u, v), so that
∗(s)(u, v) =
∑
n s
(n)r (u, v).
(The Principal term for the polynomials of the form (2.12) are analogous to that deﬁned in Deﬁnition 2.1, see
[1, pp. 440–443]).
Also we let
∗(s)(z) = ∗(s)(cos z, sin z).
Theorem 2.3. Let f (z, u, v) be a polynomial with principal term zr(s)r (u, v). If  is such that ∗(s)( + iy) = 0 for
all real y, then in the strip −2k + x2k + , z = x + iy, the function F(z) = f (z, cos z, sin z) will have, for all
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sufﬁciently large values of k, exactly 4sk + r zeros. Thus, in order for the function F(z) to have only real roots, it is
necessary and sufﬁcient that in the interval −2k + x2k + , it has exactly 4sk + r real roots for all sufﬁciently
large k.
Note that the functionsF(y) andG(y) in (2.10) and (2.11) haveprincipal terms (−1)m+1y2m+1 sin y and (−1)my2m+1
cos y, respectively. Thus s = 1 and r = 2m + 1. Therefore G has all real zeros if and only if G has 4k + 2m + 1 zeros
in (−2k, 2k) for k sufﬁciently large, and the same holds for F with (−2k, 2k) replaced by (−2k + , 2k + )
where 0< < .
We will use Theorems 2.2 and 2.3 to study the asymptotic stability of (1.1). In the next section we will present the
main results of this paper.
3. Main results
In this section we present the main results of this paper. We ﬁrst describe the asymptotic behaviour of the zeros of G.
Throughout this paper for x real and a > 0, [x]a denotes the unique real number in the interval [0, a) for which x −[x]a
is an integer multiple of a. We will use a =  and 2.
Lemma 3.1. For n sufﬁciently large, the interval (n, (n+1)) contains exactly one zero rn of G and limn→∞ [rn]=
/2.
Proof. From (2.11), y = 0 is zero of G, and
G(n) = (−1)m+n(n)2m+1 −
m−1∑
j=0
A2j+1(−1)j+n(n)2j+1 −
m−1∑
j=0
B2j+1(−1)j (n)2j+1. (3.1)
Since G(n) is a polynomial of degree 2m + 1 in n there can be at most 2m + 1 zeros of G that are multiples of .
All other zeros of G are the roots of the equation
w(y) = (y), (3.2)
where
w(y) =
⎛⎝y2 + m−1∑
j=0
A2j+1(−1)m+j−1
y2(m−j)−2
⎞⎠ cot y + m−1∑
j=0
B2j+1(−1)m+j−1
y2(m−j)−2
csc y (3.3)
and
(y) = A2my +
m−1∑
j=0
(−1)m+jA2j
y2(m−j)−1
. (3.4)
For n sufﬁciently large, w resembles the cotangent function on (n, (n+ 1)) in that w(n+)=−w((n+ 1)−)=∞,
and thus (n, (n+ 1)) contains at least one root of (3.2). Here w(a+) and w(a−) denote the right and left hand limits
of w at a, respectively. Now (3.2) yields
cos y = A2my +
∑m−1
j=0 ((−1)m+jA2j /y2(m−j)−1) sin y −
∑m−1
j=0 (B2j+1(−1)m+j−1/y2(m−j)−2)
(y2 +∑m−1j=0 (A2j+1(−1)m+j−1/y2(m−j)−2)) . (3.5)
It follows from (3.5) that
lim
G(y)=0
y→∞
cos y = 0
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and so
lim
G(y)=0
y→∞
[y] = 2 .
For n sufﬁciently large, it is easily seen that w′(y)< ′(y) for all y ∈ (n + /4, n + 3/4), and uniqueness of the
zero rn of G now follows. (A more detailed analysis of this inequality appears in Lemma 3.3 below.) 
We now give a far reaching necessary condition for the asymptotic stability of the zero solution of (1.1).
Theorem 3.1. If the zero solution of (1.1) is asymptotically stable, then A1 + A0 + B1 < 0 and A0 + B0 < 0.
Proof. Assume the zero solution of (1.1) is asymptotically stable. From Theorems 2.1 and 2.2 and Eqs. (2.10)
and (2.11)
D(0) = (A1 + A0 + B1)(A0 + B0)> 0. (3.6)
It follows fromTheorems2.1–2.3, thatGhas all real zeros and for k sufﬁciently large [−2k, 2k] contains precisely 4k+
2m+1 zeros ofG. Since y=0 is a zero ofG andG is odd, (0, 2k) contains precisely 2k+m zeros r1 <r2 < · · ·<r2k+m
of G where k is sufﬁciently large. By Lemma 3.1, r2k+m ∈ ((2k − 1), 2k) and [r2k+m]2 → 3/2 as k → ∞. From
(2.10) it follows that F(r2k+m) has sign (−1)m for k sufﬁciently large. By Theorems 2.1 and 2.2, the zeros of F and
G interlace and thus the F(rj ) must strictly alternate in sign (where r0 = 0). Thus (−1)mF (0)F (r2k+m)> 0, and
since (−1)mF (r2k+m)> 0, F(0) = −(A0 + B0)> 0. Thus A0 + B0 < 0, and by (3.6) A1 + A0 + B1 < 0. The proof is
complete. 
Evidently if A1 + A0 + B10 or A0 + B00, then the zero solution of (1.1) is not asymptotically stable. This
observation yields the following.
In this paper Z+ denotes the set of all nonnegative integers. We ﬁrst consider some special cases of (1.1).
We denote
P2m+1(y) = (−1)my2m+1 −
m−1∑
j=0
A2j+1(−1)j y2j+1 (3.7)
and let yn = n + /2 for all n ∈ Z+.
Theorem 3.2. Assume that A2j = 0, j = 0, 1, . . . , m and B2j+1 = 0, j = 0, 1, . . . , m − 1. Then the zero solution of
(1.1) is asymptotically stable if and only if
1. P2m+1 has m distinct positive (real) zeros rj , j = 1, 2, . . . , m, and rj = yn for all j = 1, 2, . . . , m and n ∈ Z+,
2. D(rj )> 0, j = 1, 2, . . . , m,
3. D(yn)> 0 (n ∈ Z+), and
4. D(0)> 0.
Proof. With A2j = 0, j = 0, 1, . . . , m and B2j+1 = 0, j = 0, 1, . . . , m − 1, (2.10) and (2.11) yield
G(y) = P2m+1(y) cos y, (3.8)
G′(y) = P ′2m+1(y) cos y − P2m+1(y) sin y, (3.9)
and
F(y) = −P2m+1(y) sin y −
m∑
j=0
B2j (−1)j y2j . (3.10)
We ﬁrst prove necessity. The zeros ofG are yn=n+/2 (n ∈ Z) and the zeros ofP2m+1. It is necessary thatP2m+1(y)
has 2m + 1 real zeros for G to have all real zeros. Since P2m+1 is odd and y = 0 is a zero of P2m+1 it is thus necessary
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that P2m+1 has m positive distinct zeros 0<r1 <r2 < · · ·<rm. In order that (3) hold, G can only have simple zeros,
and thus rj = yn for all j = 1, . . . , m and n ∈ Z+. By Theorems 2.1–2.3 it is necessary thatD be positive at all of the
zeros of G, and thus (2)–(4) hold.
For sufﬁciency, since P2m+1 is odd and y = 0 is a zero of P2m+1, P2m+1 has 2m + 1 real and distinct zeros none of
which coincides with any yn or −yn (n ∈ Z+). Thus for k sufﬁciently large, G has 4k + 2m+ 1 zeros in [−2k, 2k],
and therefore G has all real zeros. Note that D(y) = F(y)G′(y) is an even function, and by (2)–(4) D(y)> 0 for all
zeros of G. By Theorems 2.1–2.2 the zero solution of (1.1) is asymptotically stable. 
It is clear that the number of conditions to be checked with yn = n + /2 is inﬁnite.
In the next result we derive an algorithmic stability test using Theorem 3.2.
Theorem 3.3 (Algorithmic Stability Test I). Assume that A2j = 0, j = 0, 1, . . . , m, B2j+1 = 0, j = 0, 1, . . . , m− 1,
and D(0)> 0. Assume further that P2m+1 has m distinct positive zeros 0<r1 <r2 < · · ·<rm none of which coincide
with yn (n ∈ Z+). Let N be the smallest positive integer such that
m∑
j=0
|B2j |
y
2(m−j)+1
N
+
m−1∑
j=0
|A2j+1|
y
2(m−j)
N
< 1. (3.11)
If D(yn)> 0 for n = 0, 1, 2, . . . , N − 1, D(rj )> 0, for j = 1, 2 . . . , m, and D(0)> 0, then the zero solution of (1.3)
is asymptotically stable.
Proof. We give the proof for m odd only. We need only show that D(yn)> 0 for all n ∈ Z+. Since D is even, the
hypotheses imply that we need to show that D(yn)> 0 for all nN . To this effect, (3.11) yields that nN , then
ynyN and so
m−1∑
j=0
|A2j+1|
y
2(m−j)
n

m∑
j=0
|B2j |
y
2(m−j)+1
n
+
m−1∑
j=0
|A2j+1|
y
2(m−j)
n
< 1. (3.12)
If y is a zero of G, then by (3.9) and (3.10)
D(y) = F(y)G′(y) = [−P2m+1(y) sin y −
m∑
j=0
B2j (−1)j y2j ][P ′2m+1(y) cos y − P2m+1(y) sin y]. (3.13)
By (3.13)
D(yn) =
⎡⎣P2m+1(yn)(−1)n + m∑
j=0
B2j (−1)j y2jn
⎤⎦ [P2m+1(yn)(−1)n]
=
⎡⎣P2m+1(yn) + (−1)n m∑
j=0
B2j (−1)j y2jn
⎤⎦ [P2m+1(yn)]. (3.14)
Also from (3.7) and (3.12)
P2m+1(yn) = −y2m+1n
⎛⎝1 + m−1∑
j=0
A2j+1(−1)j
y2(m−j)
⎞⎠< 0 (3.15)
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for nN . Further (3.7) and (3.12) yield
P2m+1(yn) + (−1)n
m∑
j=0
B2j (−1)j y2jn
= −y2m+1n
⎛⎝1 + m∑
j=0
B2j (−1)j+n+1
y
2(m−j)+1
n
+
m−1∑
j=0
A2j+1(−1)j
y2(m−j)
⎞⎠< 0 (3.16)
for n>N . By (3.14) D(yn)> 0 for all nN and therefore by Theorems 2.1–2.2 the zero solution of (1.3) is asymp-
totically stable. 
Remark 3.1. We now consider the special case of pure delay, i.e. Aj = 0, j = 0, 1, . . . , 2m. In this case,
G(y) = (−1)my2m+1 cos y −
m−1∑
j=0
B2j+1(−1)j y2j+1 (3.17)
and
F(y) = (−1)m+1y2m+1 sin y −
m∑
j=0
B2j (−1)j y2j . (3.18)
The nonzero zeros of G are the roots of
cos y = (y), (3.19)
where
(y) =
m−1∑
j=0
B2j+1(−1)j+m
y2(m−j)
. (3.20)
By Theorem 3.1, B1 < 0 is necessary for the zero solution of (1.3) to be asymptotically stable. We assume B1 < 0.
Observe that limy→0+ (y) = ±∞ where the sign is (−1)m+1. Let  be the largest index so that B2+1 = 0, and thus
(y) =
∑
j=0
B2j+1(−1)j+m
y2(m−j)
.
If B2+1(−1)+m > 0, then  is eventually decreasing and convex, and if B2+1(−1)+m < 0, then  is eventually
increasing and concave. In either case, limy→∞ (y)=0. We obtain a value Y1 so that  is either decreasing and convex
or increasing and concave on [Y1,∞). It can be seen that if ′′ > 0 (respectively, ′′ < 0) in an interval [Y1,∞) then
′ < 0 (respectively, ′ > 0) on [Y1,∞).
We have
′′(y) =
∑
j=0
2(m − j)(2m − 2j + 1)B2j+1(−1)j+m
y2m−2j+2
(3.21)
and ′′ is of constant sign on [Y1,∞) if
|B2+1|> 1
(m − )(2m − 2 + 1)
−1∑
j=0
(m − j)(2m − 2j + 1)|B2j+1|
Y
2(−j)
1
. (3.22)
Further (3.21) holds if
Y1 = max
⎛⎝1,(∑−1j=0 (m − j)(2m − 2j + 1)|B2j+1|
(m − )(2m − 2 + 1)|B2+1|
)1/2⎞⎠
.
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We select Y21 sufﬁciently large so that if yY2, then
|(y)| =
∣∣∣∣∣∣
m−1∑
j=0
B2j+1(−1)j+m
y2(m−j)
∣∣∣∣∣∣ 
∑
j=0
|B2j+1|
y2(m−j)
 1
y2(m−)
∑
j=0
|B2j+1|1.
That is, we take
Y2 = max
⎛⎜⎝1,
⎛⎝ ∑
j=0
|B2j+1|
⎞⎠1/(2(m−))
⎞⎟⎠ . (3.23)
Let
Y = max(Y1, Y2). (3.24)
Now select the integer  so that Y ∈ (2( − 1), 2].
Lemma 3.2. Suppose that Aj = 0, j = 0, 1, . . . , 2m, and B1 = 0. The function G has all real zeros if and only if G
has 2 + m + 2 zeros in the interval (0, 2( + 1)].
Proof. From Remark 3.1, it can be seen that (3.20) has precisely two roots in (2(n − 1), 2n) when n + 1. The
proof follows from Theorem 2.2 since G has precisely 4k + 2m+ 1 zeros in [−2k, 2k] for k sufﬁciently large if and
only if G has exactly 2 + m + 2 zeros in (0, 2( + 1)]. 
Theorem 3.4. Assume that Aj = 0, j = 0, 1, . . . , 2m, and B1 < 0. The zero solution of (1.1) is asymptotically stable
if and only if
1. D(0)> 0,
2. G has all real zeros, and
3. (−1)nF (rn)> 0, (n = 1, 2, . . .),
where r1 <r2 <r3 < · · · are the positive zeros of G.
Proof. Necessity of 1 and 2 follow from Theorems 2.1–2.2. By Theorem 3.1, F(0) = −B0 > 0 is necessary. Between
consecutive zeros of G, F must properly change sign, and now 3 follows from Theorems 2.1 and 2.2. For 0< < /2,
(3.18) reveals that F has a zero in (2k− , 2k+ ) for k sufﬁciently large. This observation and 2 and 3 yield that if
1, 2, and 3 hold then F has all real zeros. Sufﬁciency follows from Theorems 2.1 and 2.2. 
Remark 3.2. In the pure delay caseAj =0, j=0, 1, . . . , 2m, ifm is odd, [r2n]2 → /2 and thus (−1)m+1 sin r2n → 1.
If m is even, then [r2n]2 → 3/2 and thus (−1)m+1 sin r2n → −1. Let N0 be a positive integer such that if n>N0,
then | sin r2n|> 1/2 and
|B2j |
r
2(m−j)+1
2n
<
1
2
1
m + 1 , j = 0, 1, 2, . . . , m.
As above, [r2n+1]2 converges to 3/2 if m is odd and to /2 if m is even. Evidently, (−1)m+1 sin r2n+1 → −1. Let
N1 be a positive integer such that if n>N1, then (−1)m+1 sin r2n+1 < − 1/2 and
|B2j |
r
2(m−j)+1
2n+1
<
1
2
1
m + 1 , j = 0, 1, 2, . . . , m.
Let N2 = max(N0, N1).
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Theorem 3.5 (Algorithmic Stability Test II). Suppose that Aj = 0, j = 0, 1, . . . , 2m. Moreover, assume that the
necessary conditions of Lemma 3.2 are satisﬁed. If
1. D(0)> 0 and
2. (−1)nF (rn)> 0, n= 0, 1, 2, . . . , N2 where N2 is given in Remark 3.2, then the zero solution of (1.1) is asymptot-
ically stable.
Proof. The proof is based on Remark 3.2 
Our next discussion results in a robust algorithmic stability test that applies to all cases of (1.1). It comes at a cost
in that it is not as sharp as the development of Algorithmic Stability Tests I and II. Particularly, the condition for G to
have all real zeros is not as straightforward as Lemma 3.2. In addition, stopping criteria is not as sharp. Nevertheless,
it can be implemented and applied to all cases.
Theorem 3.6. The zero solution of (1.1) is asymptotically stable if and only if
1. A0 + B0 < 0, A1 + A0 + B1 < 0,
2. G has all real zeros, and
3. (−1)nF (rn)> 0, (n = 1, 2, . . .),
where r1 <r2 <r3 < · · · are the positive zeros of G.
Proof. Necessity of 1 and 2 follow from Theorems 3.1 and 2.1–2.2. Between consecutive zeros of G, G′ must properly
change sign. Since G′(0) = −(A1 + A0 + B1)> 0, G′(rn) has sign (−1)n for n = 1, 2, . . . , and now 3 follows from
Theorems 2.1 and 2.2. Sufﬁciency follows in the same fashion. Suppose 1, 2, and 3 hold. That F has all real zeros
follows from Theorem 2.3, Lemma 3.1 and (2.10) as in the proof of Theorem 3.4.
Lemma 3.1 reveals that for n sufﬁciently large (n, (n + 1)) contains exactly one zero of G and these zeros tend
to /2 modulo . The next lemma give conditions under which there is exactly one zero r of G in this interval and
/4< [r] < 3/4. 
Lemma 3.3. Let n ∈ Z+. If
n max(M1,M2,M3,M4),
where M1,M2,M3, and M4 are positive integers deﬁned in (3.26)–(3.28), and (3.40) below, then the interval [n, (n+
1)) contains exactly one zero r of G and /4[r]3/4.
Proof. Let M1 be a positive integer such that all zeros of G that are multiples of  are in (0,M1). Using (3.1) and the
same approach in deriving Y1 in Remark 3.1,
M1 =
⎡⎢⎣1 +
⎛⎝m−1∑
j=0
|A2j+1| + |B2j+1|
2(m−j)
⎞⎠1/2
⎤⎥⎦ (3.25)
sufﬁces. Here   denotes the greatest integer function.
Wenowuse (3.5) to obtain a value ofM2 so that ifnM2 and r ∈ (n, (n+1)) is a zero ofG, then/4[r]3/4.
This is guaranteed if the absolute value of the right side of (3.5) is less than 1/√2 in absolute value. This, in turn,
holds if
√
2
⎛⎝|A2m|y + m−1∑
j=0
|A2j |
y2(m−j)−1
+
m−1∑
j=0
|B2j+1|
y2(m−j)−2
⎞⎠<y2 − m−1∑
j=0
|A2j+1|
y2(m−j)−2
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which is equivalent to
y >
√
2
⎛⎝|A2m| + m−1∑
j=0
|A2j |
y2(m−j)
+
m−1∑
j=0
|B2j+1|
y2(m−j)−1
⎞⎠+ m−1∑
j=0
|A2j+1|
y2(m−j)−1
.
The latter inequality holds for yn if
ny >
√
2
⎛⎝|A2m| + m−1∑
j=0
( |A2j |
(n)2(m−j)
+ |B2j+1|
(n)2(m−j)−1
)⎞⎠+ m−1∑
j=0
|A2j+1|
(n)2(m−j)−1
.
If, in addition, n1, this last inequality holds if
n>
√
2
⎛⎝m−1∑
j=0
( |A2j |
2(m−j)+1
+ |B2j+1|
2(m−j)
)⎞⎠+ m−1∑
j=0
|A2j+1|
2(m−j)
.
Thus
M2 =
⎡⎣1 + √2
⎛⎝ m∑
j=0
|A2j |
2(m−j)+1
+
m−1∑
j=0
|B2j+1|
2(m−j)
⎞⎠+ m−1∑
j=0
|A2j+1|
2(m−j)
⎤⎦ (3.26)
sufﬁces.
Now we determine M3 so that if nM3, then w −  is strictly decreasing on [n + /4, n + 3/4). Thus if
n max(M1,M2,M3), then [n, (n + 1)) contains at most one zero of G. Using (3.3) and (3.4),
w′(y) − ′(y) =
⎛⎝2y + m−1∑
j=0
A2j+1(−1)m+j (2(m − j) − 2)
y2(m−j)−1
⎞⎠ cot y
−
⎛⎝y2 + m−1∑
j=0
A2j+1(−1)m+j−1
y2(m−j)−2
⎞⎠ csc2 y − m−1∑
j=0
B2j+1(−1)m+j−1
y2(m−j)−2
csc y cot y
−
m−1∑
j=0
B2j+1((2(m − j) − 2)(−1)m+j−1
y2(m−j)−1
csc y − A2m
+
m−1∑
j=0
(−1)m+j (2(m − j) − 1)A2j
y2(m−j)
. (3.27)
For y ∈ [n + /4, n + 3/4], | cot y|1 and 1 | csc y|√2, and thus by (3.27)
w′(y) − ′(y)2y +
m−1∑
j=0
|A2j+1|(2(m − j) − 2)
y2(m−j)−1
− y2 +
m−1∑
j=0
|A2j+1|
y2(m−j)−2
2 +
m−1∑
j=0
|B2j+1|
y2(m−j)−2
√
2
+
m−1∑
j=0
|B2j+1|(2(m − j) − 2)
y2(m−j)−1
√
2 + |A2m| +
m−1∑
j=0
|A2j |(2(m − j) − 1)
y2(m−j)
. (3.28)
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From (3.28), w′(y) − ′(y)< 0 if
y >
2
y
+ 2
m−1∑
j=0
|A2j+1|(m − j − 1)
y2(m−j)
+ 2
m−1∑
j=0
|A2j+1|
y2(m−j)−1
+ √2
m−1∑
j=0
|B2j+1|
y2(m−j)−1
+ 2√2
m−1∑
j=0
|B2j+1|(m − j − 1)
y2(m−j)
|A2m|
y
+
m∑
j=0
|A2j |(2(m − j) + 1)
y2(m−j)+1
. (3.29)
As above
M3 =
⎡⎣1 + 2
2
+ 2
m−1∑
j=0
|A2j+1|
(
m − j − 1
2(m−j)+1
+ 1
2(m−j)
)
+√2
m−1∑
j=0
|B2j+1|
(
1
2(m−j)
+ 2(m − j) − 1)
2(m−j)+1
) |A2m|
2
+
m−1∑
j=0
|A2j |(2(m − j) + 1)
2(m−j+1)
⎤⎦ (3.30)
sufﬁces.
For n a positive integer, let sn = n+ /4 and vn = n+ 3/4. We obtain M4 so that if nM4, then w(sn)> (sn)
and w(vn)< (vn). Thus, if n max(M1,M2,M3,M4), then G has precisely one zero r in (n, (n + 1)) and
/4[r] < 3/4.
Using (3.3) and (3.4)
w(sn) =
⎛⎝s2n + m−1∑
j=0
A2j+1(−1)m+j−1
s
2(m−j)−2
n
⎞⎠+ m−1∑
j=0
B2j+1(−1)m+j−1
s
2(m−j)−2
n
(−1)n√2, (3.31)
(sn) = A2msn +
m−1∑
j=0
(−1)m+jA2j
s
2(m−j)−1
n
, (3.32)
w(vn) =
⎛⎝v2n + m−1∑
j=0
A2j+1(−1)m+j−1
v
2(m−j)−2
n
⎞⎠ (−1) + m−1∑
j=0
B2j+1(−1)m+j−1
v
2(m−j)−2
n
(−1)n√2, (3.33)
(vn) = A2mvn +
m−1∑
j=0
(−1)m+jA2j
v
2(m−j)−1
n
. (3.34)
From (3.31)–(3.34) w(sn)> (sn) if
sn >
m−1∑
j=0
|A2j+1|
s2(m−j)−1
+
m∑
j=0
|A2j |
s2(m−j)
+ √2
m−1∑
j=0
|B2j+1|
s2(m−j)−1
. (3.35)
It can be seen that w(vn)< (vn) if the inequality (3.35) with sn replaced by vn holds. As above, since sn, vnn,
M4 =
⎡⎣1 + m−1∑
j=0
|A2j+1|
2(m−j)
+
m∑
j=0
|A2j |
2(m−j)+1
+ √2
m−1∑
j=0
|B2j+1|
2(m−j)
⎤⎦ (3.36)
sufﬁces.
The proof is now complete. 
Remark 3.3. Recall that G has all real zeros if and only if G has 4k + 2m + 1 zeros in (−2k, 2k) (or, equivalently,
2k + m zeros in (0, 2k) for all sufﬁciently large k. From Lemma 3.1, it follows that if G has all real zeros, then for m
odd [r2j ]2 → /2 and [r2j+1]2 → 3/2, and for m even [r2j ]2 → 3/2 and [r2j+1]2 → /2.
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If m is odd, (2.10) yields
F(r2j+1) = r2m+12j+1
(
sin r2j+1 −
m∑
=0
A2(−1) cos r2j+1
r
2(m−)+1
2j+1
−
m−1∑
=0
A2+1(−1)+1 sin r2j+1
r
2(m−)
2j+1
−
m∑
=0
B2(−1)
r
2(m−)+1
2j+1
)
, (3.37)
F(r2j ) = r2m+12j
⎛⎝sin r2j − m∑
=0
A2(−1) cos r2j
r
2(m−)+1
2j
−
m−1∑
j=0
A2+1(−1)+1 sin r2j
r
2(m−)
2j
−
m∑
j=0
B2(−1)
r
2(m−)+1
2j
⎞⎠ , (3.38)
and if m is even
F(r2j+1) = r2m+12j+1
(
− sin r2j+1 −
m∑
=0
A2(−1) cos r2j+1
r
2(m−)+1
2j+1
−
m−1∑
=0
A2+1(−1)+1 sin r2j+1
r
2(m−)
2j+1
−
m∑
=0
B2(−1)
r
2(m−)+1
2j+1
)
, (3.39)
F(r2j ) = r2m+12j
(
− sin r2j −
m∑
=0
A2(−1) cos r2j
r
2(m−)+1
2j
−
m−1∑
=0
A2+1(−1)+1 sin r2j
r
2(m−)
2j
−
m∑
=0
B2(−1)
r
2(m−)+1
2j
)
. (3.40)
We further choose positive integers N1, N2, and N3 such that
m∑
=0
|A2|
(N1)2(m−)+1
<
1
3
√
2
, (3.41)
m−1∑
=0
|A2+1|
(N2)2(m−)
<
1
3
√
2
, (3.42)
m∑
=0
|B2|
(N3)2(m−)+1
<
1
3
√
2
. (3.43)
(We could provide explicit expression for N1, N2, and N3, but they would be overestimates.)
For m even we have a similar result.
Theorem 3.7 (General Algorithmic Stability Test). Let 2N be the smallest even integer greater than or equal to
max{N1, N2, N3,M1,M2,M3,M4}. The zero solution of (1.1) is asymptotically stable if and only if
1. A0 + B0 < 0, A1 + A0 + B1 < 0,
2. G has 2N + m distinct zeros r1 <r2 < · · ·<r2N+m in (0, 2N),
3. (−1)nF (rn)> 0 (n = 1, . . . , 2N + m).
Proof. Necessity follows immediately from Theorems 3.6 and 2.3 and the fact that each interval (n, (n + 1))
contains exactly one zero of G for n2N . For sufﬁciency, Lemma 3.3 yields that G has all real and distinct zeros.
Now let r2N+m+1 <r2N+m+2 < · · · be the remaining positive zeros of G. Lemma 3.3 and Remark 3.3 now imply that
(−1)nF (rn)> 0 for all n> 2N + m. Sufﬁciency now follows from Theorem 3.6. 
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4. Examples
Example 4.1. Consider (1.1) with m = 2, a0 = a2 = a4 = 0, and b1 = b3 = 0, i.e.
y(5)(t) = a1y′(t) + a3y′′′(t) + b0y(t − ) + b2y′′(t − ) + b4y(4)(t − ), (4.1)
where
A1 = a14 = −1,
A3 = a32 = −3, B0 = b05 = −0.5, B2 = b23 = −2, B4 = b4 = −1 (4.2)
we have D(0) = (−1)(−0.5) = 0.5> 0.
In this example, we use Algorithmic Stability Test I. Here N = 1. Also, y0 = /2, y1 = 3/2, D(y0) =D(/2) =
1.059276619> 0, andD(y1)=D(1.5)=4.963660844×106 > 0.We found that r1=
√
1.5 − 0.5√5, r2=
√
0.5
√
5 − 0.5,
andD(r1) = 0.36745117714,D(r2) = 2.618394357,D(/2) = 1.059276619, and therefore the zero solution of (4.1)
is asymptotically stable.
If B4 = 0 and the other coefﬁcients remain the same, we have D(/2) = −1.944833619 and the zero solution of
(4.1) is not asymptotically stable.
Example 4.2. Consider (1.1) with m = 2 and a0 = a1 = a2 = a3 = a4 = 0, i.e.
y(5)(t) = b0y(t − ) + b1y′(t − ) + b2y′′(y − ) + b3y(3)(t − ) + b4y(4)(t − ), (4.3)
whereB0=b05=−0.1,B1=b14=−0.01735209092,B2=b23=−0.1,B3=b32=−0.4730049361,B4=b4=−0.18.
In this example we useAlgorithmic Stability Test II. Here N0 = 1, N2 = 1, and N2 = 1. The function G has 6 real zeros
in (0, 4]: r1 = 0.2, r2 = 0.8, r3 = 1.288414838, r4 = 4.733466888, r5 = 7.84630054, r6 = 10.99948261. By Lemma
3.2, G has all real zeros. In additionD(0) = B1B0 = (−0.01735209092)(−0.1) = 0.001735209092> 0. However we
found that F(r2)=−0.1253352439 and F(r3)=−2.97980770 and by theAlgorithmic Stability Test II (or by Theorem
3.4) the zero solution of (4.3) is not asymptotically stable.
Example 4.3. Consider (1.1) with m = 2 and a0 = a2 = a4 = 0 and, b3 = 0, i.e.
y(5)(t) = a1y′(t) + a3y′′′(t) + b0y(t − ) + b1y′(t − ) + b2y′′(t − ) + b4y(4)(t − ), (4.4)
where
A1 = a14 = −1,
A3 = a32 = −3, B0 = b05 = −0.5, B1 = b14 = −0.1, B2 = b23 = −2, B4 = b4 = −1 (4.5)
andD(0)= (−1)(−0.5)= 0.5> 0. In this example we applyAlgorithmic Stability Test III. Here 2N = 2 (M1 =M2 =
M3 = M4 = 1, N1 = 1, N2 = 1, N3 = 2).
In Table 1 below we listed several of the zeros of G and the values of F at those zeros. This gives a glimpse of the
behaviour of the zeros of G.
In this example, G has seven zeros in [0, 4). Conditions (1) and (2) of Algorithmic Stability Test III are valid,
however, condition (3) is not, since F(r1) = −0.1205217065, F(r2) = 1.982061951, F(r3) = 1.875086737. The zero
solution of (4.4) is not asymptotically stable. Note that interlacing occurs from r4 and beyond while a problem with
interlacing is at the beginning of the roots. Also for G to have all real zeros, difﬁculties occur at the beginning of the
ﬁrst several intervals (n, (n + 1)) for n = 0, 1, 2, . . . , N .
Example 4.4. Consider (1.1) with m = 3 and a2 = a4 = 0 and, b3 = 0, i.e.
y(7)(t) = a0y(t) + a1y′(t) + a3y′′′(t) + a5y(5)(t) + a6y6(t) + b0y(t − ) + b1y′(t − )
+ b2y′′(t − ) + b4y(4)(t − ) + b5y(5)(t − ) + b6y(6)(t − ), (4.6)
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Table 1
r1 = 0.6722348775 F(r1) = −0.1205217065 sin(r1) = 0.6227361802
r2 = 1.444785105 F(r2) = 1.875086737 sin(r2) = 0.9900915747
r3 = 1.711685159 F(r3) = 1.982061951 sin(r3) = 0.9920710861
r4 = 4.712164952 F(r4) = 2463.233743 sin(r4) = −0.9999999749
r5 = 7.854009954 F(r5) = −24757.46614 sin(r5) = 0.9999999996
r6 = 10.99556740 F(r6) = 1.711257038 × 105 sin(r6) = −1.0000000000
r7 = 14.13716952 F(r7) = −5.166860678 × 105 sin(r7) = 1.000000000
r8 = 17.27875847 F(r8) = 1.613228803 × 106 sin(r8) = −1.000000000
r9 = 20.42035283 F(r9) = −3.352145487 × 106 sin(r9) = 1.000000000
r10 = 23.56194458 F(r10) = 7.529869921 × 106 sin(r10) = −1.000000000
r11 = 26.70353775 F(r11) = −1.301410209 × 107 sin(r11) = 1.000000000
r12 = 29.84513008 F(r12) = 2.439111934 × 107 sin(r12) = −1.000000000
r13 = 32.98672295 F(r13) = −3.776724288 × 107 sin(r13) = 1.000000000
r14 = 36.12831546 F(r14) = 6.311113596 × 107 sin(r14) = −1.000000000
r15 = 39.26990821 F(r15) = −9.083309084 × 107 sin(r15) = 1.000000000
r16 = 42.41150079 F(r16) = 1.402232827 × 107 sin(r16) = −1.000000000
r17 = 45.55309350 F(r17) = −1.915651210 × 107 sin(r17) = 1.000000000
r18 = 48.69468611 F(r18) = 2.790552423 × 107 sin(r18) = −1.000000000
Table 2
r1 = 0.5964069423 F(r1) = −0.1668933236 sin(r1) = 0.5616733565
r2 = 1.919980606 F(r2) = −7.757816296 sin(r2) = 0.9396521092
r3 = 4.68721493 F(r3) = −68475.1694 × 106 sin(r3) = −0.9996831503
r4 = 7.883204160 F(r4) = 1.386647574 × 107 sin(r4) = 0.9995730524
r5 = 10.99640505 F(r5) = −2.280776379 × 107 sin(r5) = −0.9999996549
r6 = 10.99640505 F(r6) = 9.697212585 × 108 sin(r6) = 0.9999265313
r7 = 17.28120581 F(r7) = −5.119357081 × 107 sin(r7) = −0.9999970080
r8 = 20.42766131 F(r8) = 1.335660065 × 109 sin(r8) = 0.9999732889
r9 = 23.56439208 F(r9) = −4.369459440 × 109 sin(r9) = −0.9999970057
r10 = 26.70869065 F(r10) = 8.956471539 × 1010 sin(r10) = 0.9999867228
r11 = 29.84736057 F(r11) = −2.249262780 × 1010 sin(r11) = −0.9999975127
r12 = 32.99067642 F(r12) = 3.991805377 × 1010 sin(r12) = 0.9999921847
r13 = 36.13031875 F(r13) = −8.475772735 × 1011 sin(r13) = −0.9999979935
r14 = 39.27310485 F(r14) = 1.366720549 × 1014 sin(r14) = 0.9999948906
r15 = 42.41330367 F(r15) = −2.583991732 × 1011 sin(r15) = −0.9999983749
r16 = 45.55577172 F(r16) = 3.891288164 × 1011 sin(r16) = 0.9999964135
r17 = 48.69631866 F(r17) = −6.757323468 × 1011 sin(r17) = −0.9999986674
r18 = 51.83858083 F(r18) = 9.667638346 × 1012 sin(r18) = 0.9999973503
where
A0 = a07 = −0.02, A1 = a16 = −1, A3 = a34 = −3,
A5 = a52 = −1, A6 = a6 = 0.1, B0 = b07 = −0.5, B1 = b16 = −0.1,
B2 = b25 = −2, B4 = b43 = −1, B5 = b52 = −1, B6 = b6 = −2. (4.7)
D(0) = 0.5824> 0.
In this example we useAlgorithmic Stability Test III. Here M1 =M2 =M3 =M4 =1 and N1 =N2 =1 and N3 =3 and
thus 2N =4 the number of real zeros in (0, 4) is 6 0<r1 <r2 <r3 <r4 <r5 <r6 < 4with m=3. From condition (2)
of Theorem 3.7 (GeneralAlgorithmic Stability Test III), the number of real zeros of G in (0, 4) has to be 2+3+2=7
and condition 2 fails and the zero solution of (4.6) is not asymptotically stable. In Table 2 we listed some of the zeros
of G, rj , j = 1, 2, . . . , 18 and the values of F(rj ), and sin rj , j = 1, . . . , 18.
This sign behaviour reveals G does not have all real zeros (see Remark 3.3).
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Note that in this example interlacing occurs from r5 and beyond. We also observe the result of Lemma 3.1, [rn] →
/2 (see sin rn).
While trying to build examples we noticed that it is extremely difﬁcult to come up with the zero solution being
asymptotically stable solution of odd higher order delay differential equations. Perhaps, there is a physical interpretation
to this phenomenon which we do not understand. We leave it open to the reader to come up with more examples with
odd higher order with many parameters and some physical interpretation of the difﬁculties of coming up with zero
asymptotic solution of higher order delay differential equations.
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