Abstract
≡ N detected N emitted .(1)
29
The efficiency measurements were made using four different sources, each with a precisely A. experimentally determined efficiency for this configuration (shown in Fig. 1 ) was 40.5 ± 1.8 89 %. The experimental I/O ratio was 1.516 ± 0.004.
90
The dependence of the detection efficiency on the position of the source within the central the counter is shown in Fig. 2 and in comparison to simulated and calculated efficiencies.
99
The relative efficiency is directly proportional to the angular acceptance of the counter 100 as a function of z, which is given by the equation below for an isotropic point source of 101 neutrons.
102
∝ dΩ ≈ 4π
Here, r is the radius of the opening at the end of the detector, L is the active length of shown in Fig. 1 He particles detected in the silicon detector on the opposite side of the incident beam axis.
120
The distance from the longitudinal center of the counter to the deuterium target was set so 121 that the diameter of this neutron cone was smaller than the diameter of the central cavity coincidences.
140
Efficiency and thermalization time were deduced simultaneously using a time-to-amplitude TAC was calibrated using a pulser which started and stopped the TAC with known delay.
145
Because the INVS is a thermalization counter, detection efficiency is time-dependent on a reduces the effective TAC range to 22.5 µs from 25.5 µs, which is where the experimental 149 is 11.0 ± 1.1%.
Experimental Setup

159
The experimental arrangement is shown in 
Results
173
The detection efficiency as a function of proton energy was calculated using where N n is the total number of neutrons detected, N p is the number of protons collected 176 in the Faraday cup, N t is the number of target nuclei per unit area, and σ(E p ) is the total 177 cross-section of the 7 Li(p, n) 7 Be reaction at proton energy E p .
178
The data (see Fig. 6 ) display a relative minimum in efficiency near E p = 2.13 MeV followed 179 by a relative maximum near E p = 2.32 MeV. These shifts in efficiency coincide with rapid 180 changes in the angular distribution of neutrons. Though statistical uncertainties were very 181 small, systematic uncertainties for target thickness and cross-section contributed 3.5% and 5%, respectively, resulting in an overall systematic uncertainty of 6.6%. 
The 2 H(γ, n) 1 H measurement was unique among the experiments described here in that 
198
For the experimental setup used in these measurements the detection efficiency for neu-
235
trons from γ-rays on a heavy water sample can be explicitly calculated from
237
where N n is the number of neutrons detected, χ(E γ ) is the measured γ-ray attenuation by 238 the lead attenuator at γ-ray energy E γ , γ ( E γ ) is the efficiency of the NaI detector for The f factor in Eqn. 5 accounts for the flux loss due to interactions with atomic electrons 248 as the γ-rays propagate through the heavy water target. This factor is calculated as, The total combined statistical uncertainty in the efficiency measurements made using 
265
The total systematic uncertainty was < 3% and was mainly due to three sources. 
286
where a and b are parameters given for 252 Cf [20] .
287
The mcnpx-simulated efficiency of 39.2% agrees with the experimentally determined 288 efficiency of 40.5 ± 1.8 %. The simulated I/O ratio of 1.59 falls short of agreement with the 289 experimentally determined 1.516 ± 0.004 due to a 6% larger efficiency for measurement in 290 the outer ring (see Fig. 12 ). The source of this discrepancy is unclear. neutrons detected before a user-defined time counted toward efficiency. A plot of efficiency 301 vs. time was simulated for times between t = 0 and t = 1000 µs (see Fig. 9 ). To produce a 302 simulated TAC spectrum, a plot of the slope of (t) vs. time was generated for comparison 303 with data (see Fig. 4 ).
304
The simulated total efficiency for neutrons collected between 0 and 22. way. First, the location of the source was set to match experimental conditions. For a single 311 simulation the source emitted monoenergetic neutrons only between angles θ and θ + dθ with 312 constant emission over φ. After stepping through all of θ space, the process was repeated 313 for a new neutron energy.
314
Ultimately, a three-dimensional plot was constructed with neutron energy on the x-axis,
315
emission angle on the y-axis and detection efficiency on the z-axis (see Sect. V). After 316 choosing an incident particle energy, and inputing expected angular distributions for the 317 neutrons in the center-of-mass (CoM) frame, a second Monte Carlo process produced an 318 average efficiency for the given source conditions. This process was repeated for several 319 incident particle energies, and the result was a plot of simulated efficiency as a function of 320 incident particle energy.
322
For the 7 Li(p, n) 7 Be reaction, simulations reproduce very well the shapes of (E p ) for both counter.
332
For the 2 H(γ, n) 1 H experiment plots of (E n ) for the inner ring, the outer ring, and the 333 total show the data trends in good agreement with trends predicted by the simulation. The 334 data for total detection efficiency are systematically lower than simulation by about 5.9%.
335
Data for the inner and outer rings were systematically lower by 6.7% and 3.7% respectively.
336
These data provide a benchmark calibration for this INVS counter with regards to its use 337 in future (γ, n) experiments.
338
In the INVS counter a single detected neutron provides no information about the energy of the neutron. However, the average neutron energy from an ensemble of detected neutrons may be gleaned from the observed proportionality
342 which is easily inverted. The ability to distinguish the signature I/O ratio for E n from the 343 I/O ratio for E n + ∆E n becomes more difficult as E n increases (see Fig. 10 ).
344
The method described above for evaluating detector efficiency is valid irrespective of the 345 target used. A deuteron target was chosen because of the precision with which the (γ, n) The goal of this work was to characterize precisely the response of the highly efficient
357
INVS counter using multiple neutron sources with a focus on neutrons of energy < 1.0 MeV.
358
The attention to low energy neutrons was motivated by a need to generate high quality
359
(γ, n) cross-section data. Experiments were carried out and then simulated in detail for 
365
Neutrons from the 2 H(γ, n) 1 H reaction were emitted from within ± 4 cm from the longi- -biased to achieve higher detection efficiency for neutrons emitted near θ lab close to zero.
378
Under these conditions, absolute detection in O is reproduced very well by simulations; how-379 ever, absolute detection in I is systematically 13% smaller than predicted by simulations,
380
resulting in a nearly 10% systematic difference in T .
381
The difference in the level of agreement between simulations and experiment for I and O
382
for the 7 Li(p, n) 7 Be reaction is intriguing. The most likely explanation is that the amount of 383 aluminum in the intervening beam pipe was underestimated in the simulations which caused 384 an excess of thermal neutrons in the vicinity of I.
385
The systematic differences between experiment and simulation for I, O and T for the program takes as input the geometry, the desired (γ, n) reaction, the incident particle energy, 
