[1] Numerical models of a water system are always based on assumptions and simplifications that may result in errors in the model's predictions. Such errors can be reduced through the use of data assimilation and thus can significantly improve the success rate of the predictions and operational forecasts. The ensemble Kalman filter (EnKF) is a generic data assimilation method which is suited for highly nonlinear models. However, for three-dimensional operational systems such as in the case of Osaka Bay, Japan, a full EnKF would be computationally too demanding. In the present paper, a steady state Kalman filter (SSKF) simplification based on the correlation scales derived from the EnKF is proposed. This EnKF-based SSKF (EnSSKF) as presented in this paper is applied in combination with the three-dimensional Delft3D-FLOW system, modeling the stratified circulation system of Osaka Bay in Japan. The aim of the application of the EnSSKF is to improve the daily operational forecasts of salinity and current profiles for engineering activities within the basin. Salinity and velocity components were assimilated on an hourly basis for the period 13-28 February 2002. The results of the filter performance and its forecasting ability are presented. The performance of the EnSSKF for improving the profiles of salinity and velocity components forecast during the first 24 h forecast is illustrated. 
Introduction
[2] The operational forecasting system of the stratified Osaka Bay of Japan is used to predict the flow field and the salinity within the basin to assess the environmental impact of an ongoing construction within the bay . These construction activities result in high concentration of suspended sediment outside the construction site that can be induced mainly by the flow field advected by relatively high velocity. To minimize the spreading of sediments during the works, silt screens at different depths around the site are implanted; however, the turbidity around the construction should not exceed an environmental imposed threshold of 2 mg/L. This operational forecasting system is further set up to predict the flow field to ensure those environmental regulations and to plan the operational activities in Osaka Bay. Measurements around the area of constructions where also collected for calibration and validation purposes. The three-dimensional Delft3D-FLOW system, is used to model the stratified circulation system of Osaka Bay in Japan. The hydrodynamic model is being applied daily to provide 3-D current forecasts in a number of specified locations around the construction area. The objective of this research is to increase the accuracy of the 3-D current forecasts in the Osaka Bay through possible use of measurements.
[3] Hydrodynamic models often contain several sources of uncertainty, which can occur at several stages during operation of the model. The governing equations may contain errors due to lack of knowledge about the complex physical processes and their interaction. Also, simplifications often must be made to prevent high computation times. These simplifications will increase the model's uncertainty. Uncertainties can also occur because of incorrect or incomplete input data of the model, such as boundary conditions, meteorological data, and bathymetry. The measurements on the other hand are often sampled with a low spatial and temporal resolution. To reduce those uncertainties in the model output and improve its predictions, data assimilation techniques such as Kalman filter techniques can be applied. Those techniques combine the model forecast with recent measurement data, using the information on the uncertainties in the model and the measurements to give a better estimate of the model output. An overview of the progress made in the field of ocean data assimilation, in the perspective of operational monitoring and forecasting is given by Brasseur et al. [2005] and Brasseur [2006] .
[4] The main objective of this research is to use data assimilation techniques to increase the accuracy of the flow field forecast provided by the hydrodynamic model. The most widespread filter techniques for generic implementations are ensemble based. The ensemble Kalman filter (EnKF) [Evensen, 1994b] and the reduced rank square root Kalman filter (RRSQRT) [Verlaan and Heemink, 1997] have been widely implemented. Other alternative popular ensemble-based approaches are the singular evolutive extended Kalman (SEEK) filter [Pham et al., 1997] and the singular evolutive interpolated Kalman (SEIK) filter [Pham et al., 1998] . A review of ensemble-based Kalman filters including the ensemble optimal interpolation is provided by Evensen [2003] . Since the physical processes at hand is highly nonlinear, the EnKF would be a sound choice for improving the flow field forecast. However, because of operational constraints, it is foreseen that though generic and easy to implement, the memory size and the computation effort will be a burden for such a complicated stratified basin and under operational use. Simplifications have to be assumed. Reducing the computational cost using a simpler description of model dynamics can be done by using a coarser grid for the error covariance modeling in the numerical model [Cohn and Todling, 1996] , or by approximating time consuming elements of the numerical model, such as employing cheaper numerical schemes, simpler turbulence closure schemes or assuming geostrophic balance for the error covariance propagation [Dee, 1991] . However, the accuracy of the forecast is normally significantly deteriorating. Assuming a time invariant system, the steady state Kalman filter [SSKF] described by Morf et al. [1974] can be used to reduce the computational effort. Fukumori and Malanotte-Rizzoli [1995] derives such a steady gain from limiting theory solving the time invariant Riccati equation. Optimal interpolation (OI) has been also used by Kurapov et al. [2005] , where the choice of the forecast error covariance is estimated on the basis of the ensemble statistics as described by Kurapov et al. [2002] . Also including geostatistical extensions in the structure of the uncertainties is described by Bertino et al. [2002] .
[5] In this paper, and for the considerably large scale at hand, of the stratified basin of Osaka Bay, an EnKF-based SSKF is proposed (EnSSKF). As applied by El Serafy et al. [2005, 2006, 2007] , the structure of the uncertainties in the model and the typical correlation scales are obtained on the basis of calculations by the EnKF. The EnSSKF algorithm is here discussed in details and the choice of the correlation scales is also verified. Moreover, a full assessment of the improvements achieved in the daily operational forecasts of salinity and current profiles for environmental impact in this stratified basin of Osaka bay is here given.
[6] First, a description of the stratified three-dimensional circulation system of Osaka bay forecasting system (OBFS) modeled by the three dimensional hydrodynamic Delft3D-FLOW system [Lesser et al., 2004] is given followed by the assumptions and techniques employed to define the correlation scales used in the data assimilation technique, viz. the EnKF-based steady state Kalman filter. The results from assimilating the salinity and velocity components are presented for the period of 13-8 February 2002 using the EnSSKF on an hourly basis. The forecasting ability of the filter is also demonstrated. The performance of the EnSSKF for improving the salinity and velocity components forecast during the first 24 h forecast is quite noticeable. Conclusions and suggestions for further development are finally provided.
Description of the Osaka Bay and Its Modeling System Setup
[7] Osaka Bay is a shallow oval shaped bay some 50 km long and some 20 km wide. It is bounded to the north and east by the Japan mainland, and to the west by the island Awaji. Osaka Bay is connected to the Seto Inland Sea by a wide and deep channel north of Awaji and a constriction with islands to the south. The primary driving force for the circulation is tide, which is mainly diurnal, with spring range in the order of 2 m. The monsoon-induced seasonal tilting of the ocean basin leads to slow variations in mean sea level in Osaka Bay, which are modeled by prescribing annual and semiannual ''tidal'' variations. In the northeastern part, five rivers discharge into Osaka Bay. Their discharge varies from very low to over 500 m 3 /s, leading to local salinity stratification in a three-dimensional circulation system. Salinity levels at the surface in that area vary from $25 to 32.5 psu (with more or less fully mixed conditions at the transition to the Seto Inland Sea). Varying wind and river discharges drive the local salinity variations. The Delft3D modeling system was used to model the area. A coarse grid overall 3-D model, with tidal open boundaries beyond the channels and outside Osaka Bay, was designed first. Figure 1 presents the model grid, channels, modeled islands, locations of open boundaries and rivers, etc. A detailed model for the most northeastern area is nested in this overall model. For this second model, a curvilinear orthogonal planar grid was designed, with a 45°clockwise rotated grid orientation (149 Â 104 grid points with 10 equidistant vertical, so-called sigma, layers). The average cell size in the curvilinear fine grid varies between 20 to 40 m in the X direction and 30 to 50 m in the Y direction in the area of interest (i.e., around the construction area).
Along the northwest open boundary of the nested model the current profile is prescribed. Along the southwest boundary, the water level is prescribed. Daily river discharges are provided by water level gauge recordings. A spatially uniform wind forcing is prescribed on an hourly basis. During the first part of the two month spin-up period for stratification, the wind variations are given at 24 h intervals. The model has been calibrated on boundary conditions and on tidal components. The calibration of the model setup, though a very essential step in the model evaluation, is not included in this paper. More details are given by Tanaka et al. [2006] . The stations (1, 2, 3, 4, and 5) shown in Figure 1 provide measurements of salinity and velocity components at 4 different vertical levels (1 m, 3 m and 6 m below the surface level, and 1 m from the bed level, respectively) for the period 13 -28 February 2002 . This set of field data is provided by Osaka Bay Regional Offshore Environmental Improvement Center [2002] . However, only stations 3 and 4 were used in the assimilation scheme, the other 3 stations were disregarded because of data nonavailability during the operational phase, and thus not used. Their data were used in this paper for verification of the behavior of the proposed assimilation algorithm EnSSKF at unmeasured locations.
EnSSKF Algorithm
[8] The Kalman filter (KF) as introduced by Kalman [1960] and Kalman and Bucy [1961] gives an optimal solution of the estimate with least variances (i.e., high accuracy). For nonlinear models, the sequential extended Kalman filter (EKF) is used which is fully described in [Jazwinsky, 1970] . However, the implementation of the EKF in a model requires knowledge of the detailed program description to derive a tangent linear version of the nonlinear model which leads to a model specific implementation. Another sophisticated data assimilation techniques based on KF for highly nonlinear models is the generic ensemble Kalman filter (EnKF) introduced by Evensen [1994b] . The EnKF is a sequential data assimilation method where the error statistics are predicted using Monte Carlo or ensemble integration [Evensen, 1994a] . The ensemble Kalman filter algorithm can easily be implemented for use with complex highly nonlinear models [Evensen, 1997] and is described as follows.
Ensemble Kalman Filter
[9] The nonlinear hydrodynamic model propagates the system space state vector, x k in time. At initial time, t k , an ensemble of size N is generated on the state vector. The ensemble is generated with a mean representing the initial condition of the state vector,x kjkÀ1 , and with a covariance matrix that represents the uncertainty in the estimate of the initial condition, P kjkÀ1 . The initial condition of the state vector,x kjkÀ1 , is the estimate of the state vector at time k conditioned on the measurements until time k À 1. At every time step, t k , each ensemble member, i, with its state vector, x kjkÀ1 i , forced by model errors, w k i , is propagated in time through the model. The model errors, w k i , are randomly drawn from a predefined distribution with zero mean and a covariance matrix, Q k . This covariance matrix represents the structure of the uncertainties in the model (also addressed as model errors). These model errors can be regarded as the system noise. The estimate of the time update of the state vector can be calculated, at any time step, through the mean of the ensemble aŝ
The error covariance matrix in the estimate of the time update of the state vector, P kjkÀ1 , is calculated as a covariance matrix of the ensemble
where
and L 0 kjkÀ1 is the transpose of L kjkÀ1 . Moreover, random perturbations are added to the measurements in order not to violate the assumption of having the measurements as a random variable. An ensemble of size N of possible observations, y k i , is generated on the actual observations, using measurement errors, v k . The measurement errors are also randomly generated from a predefined distribution with zero mean and covariance matrix, R k , representing the uncertainties in the measurements or measurement errors. The Kalman gain is then calculated using the measurement operator H that maps the state vector to measurement domain
Furthermore, the updated state vector for every ensemble is then calculated as
Finally, using the results of equation (4), the estimate of the measurement update and the error covariance matrix are calculated as the mean of the ensemble,x kjk , and the covariance of the ensemble, P kjk . The advantage of the ensemble Kalman filter is the feasibility of fast implementation in complex high nonlinear models. One of the disadvantages of the EnKF is the computational effort and memory size as shown for one-dimensional hydrodynamic applications by El Serafy and Mynett [2004] . From this perspective, it is foreseen that the memory size and the computation effort will be a burden for such a complicated stratified basin and under operational use. Simplifications are thus necessary. Assuming a time invariant system, the steady state Kalman filter (SSKF) described by Morf et al. [1974] can be used to reduce the computational effort.
Steady State Kalman Filter
[10] The steady state assumes a time invariant system. Thus a steady state covariance matrix and a steady state Kalman gain matrix are also time invariant as follows,
The above equations of equation (1) to equation (4) are then reduced to the following update equation
Once measurements are available, the steady state Kalman gain matrix is used to update the system. The disadvantage of the steady state Kalman filter that effort should be done to verify the assumptions made on the Figure 1 . Grid of the overall and nested Delft3D-FLOW model for Osaka Bay.
Kalman gain structure which describes the spatial variability of the system. 3.3. EnKF-Based SSKF [11] In this paper, a steady state Kalman gain matrix, K 1 , based on the correlation scales of the covariance matrix, P kjkÀ1 , calculated by the EnKF was used. In a preoperational phase, the EnKF was used to calculate the covariance matrix during the time period of interest in which the measurements are available. The dominant correlation scales of the covariance matrix were extracted and used to construct the so-called steady state Kalman matrix. During the operational phase, this steady state Kalman gain matrix is used to update and improve the daily operational forecasts of salinity and current profiles for engineering activities in this stratified basin at acceptable computational effort.
[12] In section 3.3.1, the structure of the uncertainties as assumed on the system noise used in the EnKF in the preoperational phase is given. Those assumptions are further verified in section 4.4. Some examples of the spatial distribution of the Kalman gain matrix used for the Osaka Bay are also given and discussed in section 3.3.2.
Role and Quantification of Uncertainties
[13] A key aspect in the application of data assimilation is the use of known or assumed uncertainties or errors in both measurements and process model. The uncertainties in the model and the correlation scales are often assumed on the basis of the experience with the model itself during the calibration and validation of the model setup. For the hydrodynamic model (Delft3D-FLOW), the uncertainties were assigned only to the water level, the salinity and the horizontal velocity components (i.e., independent variables in the filtering sense). All other variables such as vertical velocities, viscosity, and turbulence parameters are considered dependent variables.
[14] Though the dimension of the Osaka bay is 19 km in the X direction and 17 km in the Y direction, the branched area is almost half of the modeled domain. The area of interest lies around station 3 and station 4 (i.e., outside the branched area) and its dimension is around 9 km in the X direction and 8 km in the Y direction. The spatial correlation scales are roughly assumed within the dimension of the area of interest. No perturbations were induced on the boundaries of the modeled area since this might accumulate in time producing unrealistic oscillations that might affect the model stability. The deterministic simulation of the detailed model for the full period of simulation (i.e., February 2002), was a guiding factor for the reasoning behind some of the correlation scales assumptions. For example, since the dominant tidal cycle is diurnal, it is expected to have a strong spatial horizontal correlation of the uncertainty in the salinity and in the water level. For the salinity and water level, the correlation length in the horizontal direction is roughly assumed to be 900 m and 800 m in the X direction and Y direction, respectively. Moreover, since the salinity profile during this period can change from stratified to well-mixed salinity conditions, choosing a specific vertical correlation for the salinity profile can be misleading. Thus no correlation was assumed for the uncertainties induced on the salinity profiles.
[15] The deterministic model results for the currents show a high variability of the surface layer current due to wind fluctuations. This suggested weak spatial horizontal correlation for the uncertainties in the velocity components. For the currents, the correlation length used is 600 m and 500 m in X and Y directions, respectively. In the vertical, the wind effect is strongly damped in the water column. In the nearbed layer, tidal variations dominate but the current can be opposite to the surface current implying a vertical circulation. Because of the pronounced variation in the currents, it was assumed that there is no correlation in the vertical for the uncertainties in currents. Those assumptions lead to the definition of the uncertainties used to generate the induced noise on the ensemble for the EnKF. The noise generated was a normally distributed random white noise. The uncertainty induced on all variables was assumed uncorrelated in the vertical. An example of the normal distribution of the noise used on the salinity and the velocity components at station 3 is shown in Figure 2 .
[16] It has to be emphasized that those assumptions are rough assumptions but are based on experience with the typical model errors during the calibration phase and the dominant physics of the modeled phenomena as here explained. Any other assumptions would have an effect on the results here presented. For example, using unrealistic weaker spatial correlation might give a local update effect. On the other hand, introducing unrealistic stronger spatial correlation can lead to unrealistic results through the updating step of the filter. The assumptions on the correlation scales here stated is further verified in section 4.4. Different correlation scales are assumed and used to define the statistical structure of uncertainties. The effect of the use of different correlation scales than those here defined on the performance of the EnSSKF filter at unmeasured location are presented.
Defining the Correlation Scales for the OBFS
[17] The EnKF was used to provide a rough estimate on the correlation scales and thus the steady state Kalman gain used in Osaka Bay. An ensemble of 30 members was created by perturbing the deterministic solution every hour with the noise terms generated with the correlation scales defined in section 3.3.1, having a standard deviation s equal to 0.5 psu for salinity and 1 cm/s for each of the velocity components. Each ensemble member (i.e., each member is representing the system space state vector at a given time) was propagated through the model in time. At every hour, the covariance matrices of equation (2) and the Kalman gain matrix as defined in equation (3) were calculated. At the end of the simulation period (28 February), those covariances (or Kalman gains) were averaged in time, to produce the steady state Kalman gain for the OBFS used in equation (6). By averaging in time over a period of 15 d (i.e., 360 h), the time-dependent correlation variations are smeared out, leaving the dominant correlations in the system. Those will be still present in the steady state Kalman gain matrix. For model stability reasons, further modifications were made to the averaged Kalman gain matrix. Though in the model, the salinity values in the middle of the river branches Ohkawa and Yamato were taken as a constant (i.e., of fresh water), very high values in the Kalman gain for the salinity field were observed in those branches. This indicates that the grid in those branches is unnecessarily dense introducing unphysical influence of the measurements at station 3 and station 4 at the middle of the river branches with a constant salinity value of fresh water. The Kalman gain in the branches of the OBFS is set to zero. The Kalman gain represents the influence of each measurement on the domain at hand with normally a maximum influence at the measured location. To get an indication of the spatial effect or here addressed as the correlation distribution in the Kalman gain used in updating the state through equation (6), each column was normalized to the gain value of the corresponding location. Examples of the correlation distribution at station 3 in the Kalman gain just described are illustrated in Figures 3, 4 , 5, 6, 7, and 8 for horizontal correlation and for vertical correlation, respectively. For station 4, similar correlations were found.
[18] Figure 3 shows that the positive horizontal correlation distribution of the salinity is more spread at the middle layers (i.e., from 3 m below the surface level to 6 m below) than at the top layer and the bottom layer. The negative horizontal correlation distribution is higher also at those layers. The mixing process is more active at the middle layers allowing for the propagation of the uncertainty. There is also more spread of the correlation in the X direction than in the Y direction. This might be due to the dominant velocity direction. The correlation profile for the salinity shown in Figure 6 is also smooth and seems to indicate that the correlation in the vertical is not high but can extend to 2 layers below the considered layer.
[19] Figures 4 and 5 show the spread of the horizontal correlation distribution for the velocity components is less than that of the salinity, which is to be expected as explained . Vertical correlation scales in the Kalman gain matrix for the salinity at the measured layers (i.e., 1, 3, and 6 m from the surface and 1 m from the bottom) at station 3. in section 3.3.1. The radius of the high positive correlation (higher than 0.5) around station 3 at all layers is larger for the salinity than that of the velocity. In other words the area around station 3 where correlation (positive or negative) is encountered is more extended for the salinity than that for the velocity. It is also less smooth because of the variation in the velocity magnitude and direction. Strong correlation was also encountered at the boundary which suggests that the boundaries are too close to the area of interest which can have a negative effect on the performance of the filter. Those correlations at the boundaries were smoothed out for stability reasons. It has to be mentioned here, that though the measurements were given in the north and east directions, the Delft3D model variables (i.e., velocity components) are defined in the direction of the grid (i.e., U and V directions) as shown in Figure 2 (right plot). The Kalman gain matrix has to reflect the effect of the measurements on the variables used by the model and updated. Thus the correlation distributions plotted here for the velocity components are representing the correlation distributions of the velocity components in U and V directions rather than the north and east directions.
[20] The correlation profile shown in Figures 7 and 8 for the velocity components suggests that there is a small or no correlation in the vertical. The figures of the correlation profiles for 1 m (first layer of the model), 3 m (second layer of the model) and 6 m (fourth layer of the model) from the surface show that correlation between the level at hand and only one adjacent layer is approximately 0.1 and no correlation further up or down is encountered. For the bottom layer (layer 10 of the model), however, Figures 7 and 8 show significant correlation between the bottom layer and the three above adjacent layers. This might be due to the stratification of the water column (i.e., presence of saline water at the bottom) and the vertical diffusion used in Delft3D-FLOW at the bottom.
[21] There is also a cross correlation encountered between the salinity and the velocity components. However, because of the short period of applications (15 d), those were not so obvious to be able to identify a constant behavior in time, thus it was not taken into account. If the time length of the data was longer including longer periods of stratification and/or longer periods of well-mixed behavior, it would have been easier to identify a typical behavior of the cross correlation between salinity and velocity components. Moreover, since the timescale of the variations in the horizontal velocity components in both directions is very short, it was also expected that the cross correlation between them would not be well identified through the averaging process. The correlation distribution shown in Figures 7 and 8 were used in the steady state Kalman gain matrix for the EnSSKF.
Application of the EnSSKF to the OBFS
[22] In this section, the application of the EnKF-based steady state Kalman filter (EnSSKF) as the data assimilation technique applied to OBFS is described. The structure of the uncertainties in the model and the typical correlation scales were assumed on the basis of those calculated by the EnKF, see sections 3.3.1 and 3.3.2 and will be here verified in section 4.4. The aim of the application of SSKF is to improve the daily operational forecasts of salinity and current profiles for engineering activities in this stratified basin. The calibration is shown for the case of assimilation, on an hourly basis, 
Reduction in Model Error due to Assimilation
[23] At every grid point of the nested model of the Osaka Bay, the model calculates the water level, the salinity, and the velocity components in the two directions (north direction and east direction). As previously mentioned, only stations 3 and 4 shown in Figure 1 are used in the assimilation. The measurements of salinity and velocity components at 4 different vertical levels (1 m, 3 m and 6 m below the surface level, and 1 m from the bed level, respectively.) at those two stations are available for the period 13 -28 February 2002. The measurements were assimilated in the nearest grid cell to the station location which is very well accepted regarding the small grid cell size used. In the vertical, since the model uses sigma layers, Figure 9 . Salinity measurements, the salinity predicted by the model without assimilation, and the fullperiod assimilation hindcast salinity at station 3 at a vertical level 1 m from surface water level. the depth of each layer is not constant in time and is dependent on the water depth. For simplicity reasons, the measurements at different vertical layers were also assimilated in the corresponding layer of the model, thus no horizontal or vertical interpolation is used in the assimilation scheme. The measurements are available on an hourly basis, while the model runs with a time step of one minute. Those measurements were assimilated in a hindcast run. The results of the full-period EnSSKF hindcast, the measurements used and the model run without assimilation are shown in Figures 9, 10, and 11 for the salinity, the north velocity and the east velocity components, respectively, at the vertical level 1 m from surface level at station 3. From Figures 9, 10, and 11, it is clear that the hindcast including full-period assimilation of recent measurement data follows the measurements better than the model without assimilation. The results at other layers and those of station 4 show the same behavior. As a measure of goodness of fit (GoF), and to quantify the reduction in the error due to assimilation, the difference between the model and the measurements normalized to the measurements and averaged over the period of measurements, e model , is calculated as follows:
where X is one of the variables (i.e., salinity, north velocity component, and/or east velocity component) and K is the Figure 11 . Measured east velocity component against that predicted by the model without assimilation and the full-period assimilation hindcast at station 3 at a vertical level 1 m from surface water level. February at 0000 UT and ending at 28 February at 0000 UT included). However, for measured velocity components less than 5 cm/s, the normalized error as defined in equation (7) can give the wrong information on the accuracy (i.e., division by small number or zero). Moreover, for operational use, the main interest of this research was in improving the prediction of the velocities over 5 cm/s (high concentration of suspended sediment outside the construction site can be induced mainly by the advection with relatively high velocity), thus smaller velocities were Figure 12 . Salinity measurements against that predicted by the model without assimilation, the hindcast with assimilation, and the 24 h forecasted salinity at station 3 at a vertical level 1 m from surface water level. Figure 13 . Measured north velocity component against that predicted by the model without assimilation, the hindcast with assimilation, and the 24 h forecast at station 3 at a vertical level 1 m from surface water level.
disregarded from the calculations in those cases. Similarly, for the hindcast, the percentage error, e hindcast , was calculated. The percentage reduction in error is then defined as g hindcast = (e model À e hindcast )/e model %. The errors in the salinity, the north and the east velocity component together with reduction percentages, g, are presented in Table 1 . These are shown for the two measured stations (i.e., stations 3 and 4) at the four measured layers. The overall reduction in the error varies between 29.4%-85.3% for the salinity, 22.2% -73.8% for the north velocity component and 24.0% -71.6% for the east velocity component, respectively. The same percentages were also calculated for the absolute errors (not shown here) leading to very similar results.
Improvement of the Forecasting Capability of the Model
[24] The model is driven by tide, wind and fresh water river discharge. The model is being applied daily to provide 3-D current forecasts in a number of specified locations. These operational forecasts are used for planning operational activities in Osaka Bay. The main objective was to increase the accuracy of the forecast using the EnSSKF. This predictive capability of the EnSSKF was compared to the results of the model without assimilation. Similar to situations in operational systems, it is assumed that the measurement data are available until a specific day and time (here, 19 February, 0000 UT) and a 24 h forecast is required (here, from 19 February, 0000 UT, until 20 February, 0000 UT). During the past period, viz. up to 19 February 0000 UT, the EnSSKF was provided with the set of measurements every hour from the beginning of the simulation time (13 February 2002) , until the end of the assimilation period (19 February). Obviously, no assimilation of data is done beyond that date. The state is then predicted in a forecast mode until the 20 February, 0000 UT.
The results in the forecast period are addressed here as EnSSKF forecast. Since the model is driven by a diurnal tide, the main improvement of the forecasted state is expected within the first 12 h and its effect may rapidly die out with time. However, since the stratification in the salinity extends over a longer timescale, the improvement in the forecasted state can last longer. The EnSSKF forecast, the model without assimilation, the EnSSKF hindcast and the measurements are shown in Figures 12, 13 , and 14 for the salinity, the north velocity and the east velocity components, respectively, at the vertical level 1 m from surface water for the period (16 -20 February 2002) , all for station 3. For station 4, similar results were also encountered. From  Figures 12, 13 , and 14, it is seen that forecast improvements are realized within the first 24 h for the salinity and 21 h for the north velocity. For the east velocity, this improvement is only within the first 6-10 h. This can be explained as follows: The boundary condition of the nested model is provided from the result of the overall coarse model. The effect of this on the east velocity component during this period (18) (19) (20) is dominant thus reducing the effect of the update on the east velocity faster than on the north velocity. Also from Figures 12, 13 , and 14, it is observed that the improvement in the forecast of the salinity within the 24 h forecast is stronger than that of the velocity components. The results at other layers and at station 4 resemble those results, except for the bottom layer, which is to be expected. The bottom layer is always a bounded layer. Through the model, the short term temporal oscillations are being damped out in the bottom layer using the turbulence closure model, forcing the updated salinity to relax quickly to the model and according to the fluxes; the salinity might show a different behavior from the model without assimilation. [25] The improvement in the forecast capability of the model for this particular 24 h case is shown against the forecast duration for the salinity, the north velocity component and the east velocity components in Figures 15, 16 , and 17. Figures 15-17 confirm that forecast improvements are realized within the first 24 h forecast for the salinity in Figure 15 , and 21 h for the north velocity in Figure 16 . For the east velocity, Figure 17 , this improvement is only within the first 6 -10 h. We note that these results on improvement are valid for this specific case of 24 h forecast. The results for another 24 h period may be different, that is, better or worse. In general, the improvements for a large number of 24 h forecasts need to be considered, to obtain the information on forecast improvement over the 24 h forecast window in a statistical sense, which is a robust quantitative measure for improvement. This is illustrated only for a 6 h forecast window in section 4.5. The present case serves mainly as an illustration of the improvement and the method for a quantitative assessment of these improvements.
Performance Assessment at Unmeasured Locations
[26] Besides the measurements of stations 3 and 4, which were used to show the improvement of the forecast when using data assimilation (section 4.2), measurement data for the same verification period 13 -28 February 2002 are available for stations 1, 2 and 5. The improvements in those stations are due to the correlation scales used in the covariance matrix and given in section 3.3.2 and due to the propagation of the updated fields at the measured station (i.e., station 3 and 4) to the position of the ''unmeasured'' stations (i.e., station 1, 2 and 5) through the dynamics of the model. The available measurements at those locations can therefore be used for the assessment of the EnSSKF performance and for verification of the prescribed correla- tion scales. The time-averaged percentage reduction in the model error as defined in section 4.1 was also calculated for the unmeasured stations at the four different vertical levels and is presented in Table 2 . Since the velocities at those stations were small most of the time, the threshold on the velocity was lowered to 1 cm/s. Improvement in the model error due to assimilation can be recognized by a positive percentage reduction, (e model > e hindcast ), while deterioration is expressed as a negative percentage reduction (e model < e hindcast ).
[27] Table 2 shows that improvements are also encountered at these locations for the salinity as well as for the velocity components. As expected, the improvements at unmeasured stations (away from the measured stations) are less than the improvements at the measured locations. At some locations, a slight deterioration occurs. At station 1 at the top layer (1 m from the surface level) and at station 2 (3 m from surface level) slight deteriorations of the updates in the salinity occur. This is due to the assumed correlation being a time-averaged value of the expected correlation scales, which may vary in time, thus resulting in slight deviations from the measurements. Also at station 2 (3 and 6 m from surface water), and station 5 for the bottom layer, a slight deterioration in the east velocity component is shown. Considerable deterioration is observed at station 5 (6 m from the surface) in the salinity and at station 2 at the bottom layer for the north velocity component.
[28] At all stations (6 m from the surface), the general pattern of the salinity measurements is being followed, but the variability in the measurements is not being captured. Since the model without assimilation performs reasonably well at that layer and the EnSSKF has no knowledge of the variability of the data at unmeasured stations, the percentage reduction can become very small as for station 1 (0.68%) or reasonable as in station 2 (13.89%) or even negative as for station 5 (À22.55%). For station 5, this high negative reduction was due to the fact that its correlation to the measured stations (station 3 and 4) in the Kalman gain is high (i.e., significant influence from the measured stations). Thus, the filter is correcting the salinity at station 5 with the variability of the data at stations 3 and 4 which is not the same in time.
[29] At station 1, the percentage reduction in the salinity error is low, but in the velocity error is high. This can be explained by observing the horizontal distribution of the correlation for the salinity and the velocity components in Figures 3 -5 . A very small correlation for the salinity distribution is encountered between the measured stations (station 3 and 4) and the unmeasured station 1 (i.e., varying between À0.05 and 0.08 for different levels), while for the velocity components it is considerably higher (i.e., can reach up to ±0.2 for the V velocity and ±0.12 for the U velocity).
[30] At station 2 (1 m above bed level), a substantial deterioration of the north velocity component is encountered (À19.92%) against a considerable improvement in the salinity profile (40.16%) and a slight improvement in the east velocity component (8.13%). Since the correlation between the salinity and the velocity components is not taken into consideration, the gain (i.e., the improvement) in the salinity is not reflected on the velocity components of the unmeasured location resulting in slight update or update in the wrong direction at some periods.
[31] From the above it is concluded that the correlation scales used are reasonable but can be further enhanced by including the correlation between the velocity components and the salinity. However, since the period of the available data was too short and the timescale of the variations in the horizontal velocity is also short, further enhancement on the correlation scales used was not feasible. Similarly, the results indicate that the steady state assumption of the length scales of correlation and therefore the covariance matrix and the Kalman gain matrix has its limitation, in particular for station 1 close to the boundary.
Effect of the Assumed Correlation Scales on the Performance at Unmeasured Stations
[32] The effect of the assumptions on the correlation scales presented in section 3.3.2, is here verified. Though the assumptions are rough assumptions, any significantly different assumptions would have an effect on the results presented. The improvement in the model results at unmeasured stations (i.e., stations 1, 2 and 5) during the assimilation of the measurements at station 3 and station 4, are mainly due to the correlation scales used in the covariance matrix given in section 3.3.1. and due to the propagation of the updated fields at the measured station to the position of the ''unmeasured'' stations through the dynamics of the model. To ensure the validity of the assumptions on the correlation scales given in section 3.3.1. (i.e., the correlation Figure 18 for station 5 for the salinity at 1 m below surface level. For the sake of comparison, the EnSSKF hindcast of station 4 which is the nearest measured station to station 5 is also included in Figure 18 . Similar results were found for the other levels and for other stations, thus are not here shown. For clarity, only 2 d are depicted within Figure 18 . From Figure 18 , it is shown that in case of short correlation scales, there is not that much influence on the results at station 5. The EnSSKF hindcast of station 5 resembles the model with no assimilation of station 5. With long correlation scales, the EnSSKF hindcast of station 5 resembles the variation of the hindcast of station 4 (i.e., the nearest measured station). The results (i.e., EnSSKF hindcast at station 5) using correlation scales as in section 3.3.2 are closer to the ''unassimilated'' measurements more than the model without assimilation. From that it is concluded that Figure 18 . Salinity EnSSKF hindcast at station 5 with different correlation scales and the model without assimilation together with the measurements and the EnSSKF hindcast at station 4 for pattern comparison.
using unrealistic weaker spatial correlation might give a local update effect The radius of influence of the update from the measurements would be very small thus updating only at the measurement location. On the other hand, introducing unrealistic stronger spatial correlation can lead to unrealistic results through the updating step of the filter. The radius of influence of the update from the measurements would be very large thus close measurements might give contradictory effect on the update which will lead to unacceptable results. It is shown here that the correlation scales used in this research though roughly assumed are realistic assumptions.
Assessment of the Overall Accuracy of the 6 h Forecasting Capability of the Model
[33] Preliminary tests in section 4.2 showed that the forecast improvement by the model with EnSSKF was effective only within 24 h at most. The need of controlling the turbidity produced as the results of construction activities and predicting the direction in which this turbidity may travel causing undesired pollution on coastal environment is the main goal of this research, hence a 6 h forecast is proposed in which the accuracy of the forecast is assessed. To be able to define the 6 h forecast accuracy for the whole period, the latest hindcast at every hour is used for the following 6 h forecast. The latest hindcast is the hindcast calculated using the data from the beginning of the simulation until the time proposed for the forecast. Three parameters were defined to evaluate the improvement of the forecast and the duration of reasonable forecast ability: (1) the hit rate of current direction, (2) the hit rate of the current magnitude and (3) that for the salinity.
[34] The hit rate is defined as the rate of occurrence of a ''successful'' forecast (i.e., percentage of the number of successful occurrences). The successful forecast is defined per variable. When the absolute value of a deviation angle between the forecasted and observed current directions is less than 45°, the forecast is judged as being ''successful.'' The successful forecast for the current magnitude is defined such that the absolute value of the error in the velocity magnitude should not exceed 0.05 m/s (i.e., 5 cm/s). The judgment was done only when the absolute value of the observational velocity is more than 5 cm/s, because high concentration of suspended sediment outside the construction site can be induced mainly by the advection with relatively large velocity. For the salinity, since the variation of 0.5 psu does not have that much influence on the velocity distribution, the forecast is assumed successful when the absolute error in the salinity is less than 0.5 psu. In order to evaluate the accuracy of the predicted variables quantitatively, the rate of occurrence of ''successful'' forecast, here addressed as the hit rate, is calculated for the whole period of 13-28 February 2002 for each layer, for each station and for each variable separately.
[35] The hit rates for the current direction, the current magnitude, and the salinity as here defined, are shown in Tables 3, 4 , and 5, respectively, for the model with no assimilation, EnSSKF hindcast, 3 h forecast and 6 h forecast, respectively. Those are presented for each layer of the measured stations (stations 3 and 4).
[36] From Tables 3, 4 , and 5, it can be inferred that the hit rates are improved when using EnSSKF at every depth. The 3 h forecast and the 6 h forecast show higher hit rates than those of the model with no assimilation. In general, the hit rate of EnSSKF hindcast decreases in time as expected (i.e., the hit rate of 6 h forecast is lower than that of the 3 h forecast which in turn is lower than that of the EnSSKF hindcast). The maximum hit rates are observed at the middle and lower layers because of the effect of vertical mixing in the well mixed part of the stratified zone. Those layers are almost always below the salinity isolines. At the surface layer, the hit rates of the EnSSKF hindcast decreases rapidly in the forecasting process. Since the current in the surface layer is dominated by wind forcing and by the depth of mixing layer, it is determined through complicated hydrodynamic processes. The accuracies of wind and river discharge data directly affect the forecast accuracy for the surface current. On average, the direction hit rate of the model with no assimilation of 53% is lower than the magnitude and salinity hit rates (65% and 64% respectively.). This increases to 94%, 89% and 90% for the EnSSKF hindcast. For the 3 h forecast values of 69%, 84%, and 78% were observed. For the 6 h forecast, hit rates of 66%, 84%, and 75% were calculated. Those hit rates are considered acceptable for operationally accuracy. However, the rapid decrease of the direction hit rates in the forecasting mode, unlike the magnitude and salinity hit rates, seems to indicate that the model's predictive capability for velocity components (i.e., north and east components) is not as accurate as the overall prediction capability for salinity and current magnitude.
Summary and Conclusions
[37] In this paper, the deterministic Delft3D-FLOW hydrodynamic model is extended with an ensemble Kalman filter (EnKF)-based steady state Kalman filter technique (EnSSKF) that enables assimilation of recent observational data, thus improving the forecasting capability of the Osaka Bay Forecasting System. A steady state Kalman matrix based on the covariances calculated by the EnKF was defined. The correlation distribution present in the Kalman gain matrix reflected the dynamics of the Osaka Bay Forecasting System. It suggested that the boundaries are too close to the area of interest. It also reflected that the computational grid in the branches is unnecessarily dense.
[38] The aim of the application of EnSSKF is to improve the daily operational forecasts of salinity and current profiles in this stratified basin. Salinity and velocity components were assimilated for the period 13 -28 February 2002 on an hourly basis. The results show that the EnSSKF hindcast follows the measurements better than the model without assimilation. To quantify the reduction in the error due to assimilation, the percentage reduction in error (i.e., a measure of goodness of fit) was defined on the basis of the relative differences between observations and model predictions. The overall reduction in the error varies between 29.4% -85.3% for the salinity, 22.2%-73.8% for the north velocity component and 24.0% -71.6% for the east velocity component.
[39] The results also show the forecast improvement due to assimilation. The results of EnSSKF forecast are better than those of the model without data assimilation, with the update effect disappearing gradually for larger forecast times. The forecast improvement occurs within the first 24 h for the salinity and 20 h for the north velocity. For the east velocity, this improvement is restricted to the first 6 -10 h only because of the effect of the boundary flow forcing on the east velocity component during this period (18) (19) (20) . The improvement in the forecast of the salinity within the first hours of the forecast is stronger than that in the velocity components.
[40] The performance of the EnSSKF at unmeasured locations was also assessed. The improvements at the unmeasured stations are due to the spatial correlation used in the covariance matrix and due to the propagation of the updated fields at the measured station to the location at these ''unmeasured'' stations (i.e., stations 1, 2 and 5) through the dynamics of the Delft3D-FLOW model. As expected, the improvements at unmeasured stations are smaller and sometimes even negative compared with the improvements at the measured location. This is due to the assumed correlation that is a time-averaged value of the expected correlation scales, which may vary in time, thus resulting in deviation from the measurements. However, in general, results showed that the correlation scales used are reasonable but can be further enhanced by including the correlation between the velocity components and the salinity. Since the period of the available data was too short, further enhancement on the correlation was not feasible. Similarly, the limitations of the steady state assumption for the length scales and uncertainties, which was necessary for reasons of available computation time, become apparent, in particular near the open boundary (station 1). Moreover, it has to be mentioned that the methodology proposed uses the covariance matrices in a time window in which the assumption of an invariant system is valid (i.e., February). For another period or month, this validity should be first controlled. This might require in practice a redefinition of a new Kalman gain for the new time window.
[41] An assessment of the overall forecast improvement for a 3 h forecast and a 6 h forecast was also presented. The 3 h forecast and the 6 h forecast show higher hit rates than those of the model with no assimilation. In general, the hit rate of the forecast decreases in time as expected (i.e., the hit rate of 6 h forecast is lower than that of the 3 h forecast). The maximum hit rates are observed at the middle and lower layers because of the effect of vertical mixing at those layers. At the surface layer, the hit rates decrease rapidly in the forecasting process because of the dominant effect and variation of the wind field. On average, the direction hit rate of the model with no assimilation of 53% is increased to 69% for the 3 h forecast and 66% for the 6 h forecast. The magnitude and salinity hit rates of the model without assimilation of 65% and 64% respectively has increased to 84%, and 78% for the 3 h forecast and is almost maintained in the 6 h forecast (84%, and 75% respectively). The hit rates accuracy is operationally acceptable. However, the rapid decrease of the direction hit rates in the forecasting mode unlike the magnitude and salinity hit rates, indicates that the model capability for velocity components (i.e., north and east components) is not as accurate as the overall prediction capability for the salinity and current magnitude.
[42] Finally, this paper shows that incorporating recent measurement data through simple data assimilation techniques such as the steady state Kalman filter improves model outputs and forecasting abilities for operational purposes, even in strongly stratified flow systems as Osaka Bay. Further applications are thus recommended. Incorporating cross correlation between water level, salinity and velocity components, and introducing information on spatial correlation of the uncertainty of the measurements would further improve the EnSSKF correlation scales definition, and thus its performance.
