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We introduce a persistent random walk model with finite velocity and self-reinforcing directional-
ity, which explains how exponentially distributed runs self-organize into superdiffusive Le´vy walks
observed in active intracellular transport by Chen et. al. [Nat. mat., 2015]. We derive the non-
homogeneous in space and time, hyperbolic PDE for the probability density function (PDF) of
particle position. This PDF exhibits a bimodal density (aggregation phenomena) in the superdiffu-
sive regime, which is not observed in classical linear hyperbolic and Le´vy walk models. We find the
exact solutions for the first and second moments and criteria for the transition to superdiffusion.
Introduction. Transport in biology is crucial on multi-
ple scales to maintain life and deviations from normal
movement are hallmarks of disease and ageing [1, 2].
From organisms to sub-cellular molecules, their motion is
usually described by persistent random walks with finite
velocities (run and tumble models) [3–7]. The preference
for these velocity jump models over space jump random
walks arise due to the physical constraints of organisms
not instantaneously jumping in space and an inertial re-
sistance to changes in direction. In recent years, the Le´vy
walk [8] attracted attention in modelling movement pat-
terns of living things [9], from sub-cellular [10–12] to or-
ganism [13, 14] scales.
Until now, Le´vy walks have been mostly described us-
ing coupled continuous time random walks (CTRW) [8]
or integro-differential equations [15]. Both approaches
require power-law distributed runs as an ab initio as-
sumption. However, in many cases this assumption is
difficult to justify, leading to ongoing discussions about
the origin of power-law distributed runs and the Levy
walk observed in nature [9, 16, 17]. Furthermore, persis-
tent random walks with exponentially distributed runs
[18] are competing with the Le´vy foraging hypothesis
[19] as optimal searching strategies. Interestingly, it
has been discovered recently that the active stochastic
transport of cargo in cells is composed of multiple short
runs that self-organize into longer, power-law distributed
uni-directional flights, typical of Le´vy walks [10]. Ex-
planations for this phenomenon have been attempted in
terms of self-reinforcing directionality generated by co-
operative motor protein transport [10], cumulative in-
ertia and Le´vy walks [12]. Yet, the question remains,
can a persistent random walk model generate superdif-
fusion without power-law distributed runs through the
self-organization of exponentially distributed runs?
In this paper, we propose a new, spatially and tem-
porally non-homogeneous model that generates super-
diffusive Le´vy walks through self-reinforced directional-
ity without the standard assumption of power-law dis-
tributed runs. In addition, this new model allows us to
find exact solutions for moments 〈xn(t)〉 that can be com-
pared with experiments. Furthermore, simulated densi-
ties of uni-directional flight lengths from this model show
excellent agreement with existing experiments [10].
Self-reinforcing directionality. Consider a particle
moving to the right and left in 1D with constant speed
ν and exponentially distributed running time with rate
λ. In the standard alternating case, the particle would
change directions with probability 1. To consider the case
when there is a probability that the particle continues in
the same direction as the previous run, we introduce the
transition probability matrix [20]:
Q =
[
q+ 1− q+
1− q− q−
]
, (1)
where q+ is the conditional transition probability that
the particle will continue in the positive direction given
it was moving in the positive direction before. Similarly,
q− corresponds to the particle moving in the negative
direction. The standard alternating case corresponds to
q+ = q− = 0.
In order to model self-reinforcing directionality using
the matrix Q, we introduce two quantities: the relative
times, t+/t and t−/t, that the particle moves in the pos-
itive and negative direction, respectively, during time t.
The key point is to define the probabilities in (1) as
q+ = w
t+
t
+ (1− w)
t−
t
(2)
and
q− = w
t−
t
+ (1− w)
t+
t
. (3)
Here we introduce the persistence probability, w, which
parameterizes the extent that changes of direction are
affected by relative times. If w = 1/2 then the transi-
tion probabilities in both directions are the same: q+ =
q− = 1/2. If w > 1/2 then the matrix Q has repetition
compulsion properties: the longer a particle spends mov-
ing in the one direction, the greater the probability to
2maintain directionality. In other words, the particle has
a tendency to repeat its past behavior. Figure 1 illus-
trates self-organization of individual runs into long uni-
directional flights. For w = 0.85, the flight (annotated)
involves 8 individual runs.
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FIG. 1. Two realizations of the random walk with self-
reinforcing directionality using the transition matrix (1) with
q±(x, t) from (2) and (3). The continuous trajectories (black
solid lines) are labeled according to the persistence probabil-
ity w = 0.85 and w = 0.5. The black dots show the beginning
and end of individual exponentially distributed runs. A flight
and run are annotated. The parameters are ν = 1 and λ = 1.
The trajectory with w = 0.85 has an initial velocity ν and
w = 0.5, −ν.
Let us show that the conditional transition probabil-
ities (2) and (3) can be expressed in terms of particle
position x = x0 + ν [t
+ − t−]. Since t = t+ + t−, the
relative times can be written as
t±
t
=
1
2
(
1±
x− x0
νt
)
. (4)
Then substituting (4) into (2) and (3), we find that the
probabilities q+ and q− depend on x and t,
q±(x, t) =
1
2
[
1± α
x− x0
νt
]
with α = 2w − 1. (5)
Since our random walker is moving with finite speed ν,
the relation (x − x0)/νt ≤ 1 must hold. Once again,
the formula (5) shows self-reinforcing directionality since
if α > 0 (w > 1/2) then the transition probability
q+(x, t) is an increasing function of particle position x
and the opposite for q−(x, t). As we will show below,
transition probabilities (5) give us a new methodology
to model superdiffusive Le´vy walk motion through self-
reinforcing directionality, without the standard require-
ment of power-law distributed runs. In fact, we can
write down a single hyperbolic partial differential equa-
tion (PDE) for particle density.
The equations for probability density functions (PDF)
of particles moving right (+) and left (−), p±(x, t), can
be written in terms of transition matrix Q as[
p+(x, t+∆t)
p−(x, t+∆t)
]
= (1− λ∆t)
[
p+(x− ν∆t, t)
p−(x+ ν∆t, t)
]
+QT
[
p+(x, t)
p−(x, t)
]
λ∆t.
(6)
Rearranging and taking the limit ∆t → 0, we can write
the equations for p±(x, t) as
∂p±
∂t
± ν
∂p±
∂x
= −λ(1 − q±(x, t))p± + λ(1 − q∓(x, t))p∓.
(7)
Using standard methods [6, 7, 21] and equation (5), we
can obtain the equations for total density p(x, t) = p+ +
p− and flux J(x, t) = νp+ − νp−: ∂p/∂t = −∂J/∂x and
∂J/∂t = −ν2∂p/∂x−λ(J−αxp/t). The initial conditions
for the total density and flux are
p(x, 0) = δ(x − x0), J(x, 0) = ν(2u− 1)δ(x− x0), (8)
where u ∈ [0, 1] is the probability that the intial velocity
is ν. Finally, we can find the hyperbolic PDE with a
non-homogeneous in space and time advection term
∂2p
∂t2
+ λ
∂p
∂t
= ν2
∂2p
∂x2
−
λα
t
∂((x− x0)p)
∂x
, t > 0. (9)
The advection term of Eq. (9) is unconventional be-
cause it depends on the initial position x0. Furthermore,
if the initial conditions are symmetric, u = 1/2 (see (8)),
then the average drift is zero. Clearly, (9) is a modi-
fication of the classical telegraph or Cattaneo equation
[7, 21, 22], with a time and space dependent advection
term. In what follows, we will show that this additional
term generates superdiffusion. In fact, a generalized Cat-
taneo equation generating superdiffusion has been formu-
lated using the Riemann-Liouville fractional derivative
[23]. The advantage of Eq. (9) over fractional PDEs is
that it is far simpler and does not require integral oper-
ators in time. To the authors’ knowledge, the hyperbolic
PDE (9) is the first formulation of Le´vy walks without
integral operators [15]. It is interesting to observe that
in the diffusive limit, when λ → ∞ and ν → ∞ such
that ν2/λ is a constant, then (9) becomes the governing
advection-diffusion equation for the continuous approxi-
mation of the elephant random walk [24].
Now, we show that the variance for the underlying
random process, x(t), exhibits superdiffusive behavior:
Var{x(t)} = 〈[〈x(t)〉 − x(t)]
2
〉 ∝ t2α with 1/2 < α <
1. Superdiffusion is observed in intracellular experi-
ments characterizing endosome movement [10, 12] and
we can empirically estimate the persistence probability,
w = (α + 1)/2 through measurement of the anomalous
exponent 2α.
3Moment analysis. The moments of random walk po-
sition, µn(t) =
∫∞
−∞
xnp(x, t)dx, can be found from (9)
as
d2µn(t)
dt2
− ν2n(n− 1)µn−2(t) + λ
dµn(t)
dt
−
λαn
t
µn(t) = 0.
(10)
The first moment, µ1(t), obeys
d2µ1(t)
dt2
+ λ
dµ1(t)
dt
−
λα
t
µ1(t) = 0 (11)
and the second moment, µ2(t),
d2µ2(t)
dt2
+ λ
dµ2(t)
dt
−
2λα
t
µ2(t) = 2ν
2. (12)
In order to find the exact analytical solutions to (11) and
(12), we use the initial conditions (8) to obtain
µ1(0) = µ2(0) = 0,
dµ1(0)
dt
=
∫ ∞
−∞
J(x, 0)dx = ν(2u− 1),
dµ2(0)
dt
= 0.
(13)
We take the Laplace transform of (11) and (12),
which gives us differential equations for µˆn(s) =∫∞
0 µn(t)e
−stdt, for n = 1
dµˆ1(s)
ds
= −
2s+ λ+ λα
s2 + λs
µˆ1(s) (14)
and n = 2
dµˆ2(s)
ds
= −
2s+ λ+ 2λα
s2 + λs
µˆ2(s)−
2ν2
s2(s2 + λs)
. (15)
Then, solving (14) and (15) with initial conditions we
obtain,
µˆ1(s) = ν(2u− 1)s
−1−α(s+ λ)α−1 (16)
and
µˆ2(s) =
2ν2
λ(2α − 1)
[
s−1−2α(s+ λ)2α−1 − s−2
]
. (17)
The inverse Laplace transform of (16) and (17) gives
µ1(t) = ν(2u− 1)t 1F 1(1− α, 2,−λt) (18)
and
µ2(t) =
2ν2t
λ(2α− 1)
[1F 1(1 − 2α, 2,−λt)− 1] , (19)
where 1F 1(a, b, z) is the Kummer confluent hypergeomet-
ric function.
In the long time limit (s → 0), we obtain from (16)
and (17)
µ1(t) ≃
νλα−1(2u− 1)
Γ(α+ 1)
tα (20)
and
µ2(t) ≃
{
2ν2
λ(1−2α) t, 0 < α < 1/2
2ν2λ2α−2
(2α−1)Γ(2α+1) t
2α, 1/2 < α < 1
(21)
Clearly, the random walk exhibits superdiffusive behav-
ior for 1/2 < α < 1. The variance, Var {x(t)} =
E
[
(x(t)− µ1(t)
2
]
= µ2(t)− µ1(t)
2, is
Var {x(t)} ≃
{
− 2ν
2
λ(1−2α) t, 0 < α < 1/2
Aν2λ2α−2t2α, 1/2 < α < 1
(22)
where A = 2(2α−1)Γ(2α+1) −
(
(2u−1)
Γ(α+1)
)2
. Results of Monte
Carlo simulations are in perfect agreement with (19) and
(21) (see Appendix).
It is interesting to note that the system of equations (7)
with transition rates (5) can be mapped to the hyperbolic
model for chemotaxis [25] with an unorthodox external
stimulus S(x, t) obeying the Hamilton-Jacobi equation
for free particle. Equation (7) with (5) can be written in
terms of turning rates, µ±, that depend on the gradient
of external stimulus, ∂S/∂x, as
∂p±
∂t
± ν
∂p±
∂x
= −µ±
(
∂S
∂x
)
p± + µ∓
(
∂S
∂x
)
p∓, (23)
where
µ±
(
∂S
∂x
)
=
λ
2
[
1∓
1
ν
∂S
∂x
]
, with S(x, t) =
α(x− x0)
2
2t
.
(24)
Then the Hamilton-Jacobi equation for the external stim-
ulus is ∂S/∂t+ 12 (∂S/∂x)
2
= 0. Equations (23) and (24)
provides insight into how the external stimulus, S, gener-
ates superdiffusion rather than the conventional ballistic
motion.
Experimental data and numerical simulations. Su-
perdiffusive Le´vy walk behavior is observed experimen-
tally in intracellular transport [10]. This superdiffusion
is reported to arise from the self-organization of expo-
nentially distributed runs, xi, into uni-directional flights,
xf [10]. The example trajectory from numerical simula-
tions in Fig. 1 demonstrates 8 individual runs forming a
uni-directional flight. Until now, there had been no gov-
erning PDE like (9) and underlying persistent random
walk to describe this phenomenon.
Experimentally, the authors [10] report power-law tails
in the flight-length density, p(xf ) ∝ x
−2
f . Figure 2
demonstrates that numerical simulations of our persis-
tent random walk with q±(x, t) in (5) are able to gen-
erate the power-law tails for flight length density and
42 3 4 5 10 15 20 30
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FIG. 2. The PDFs, p(xf), of uni-directional flight lengths,
xf from experimental measurements (crosses) taken from [10]
and simulation of underlying random walk with w = 0.925
(solid black). Each simulation had N = 105 particles running
for t = 102s with ν = 1.2 µms−1 and λ =1 s−1. The tail of the
PDF was fitted with a power-law (red dashed), p(xf ) ∝ x
−γ
f
with γ = 2.13.
emulate the experimental data for xf ∼ 10
0 − 101 [10].
The agreement of flight length densities between the nu-
merical simulations and experimental endosome trajecto-
ries are found for reasonable parameters. Although our
current model does not include pauses by particles ob-
served experimentally, this can be done by introducing
another distribution for rest times with rate λr. Even
in the experimental analysis of endosomes [10], pauses
are neglected to focus on the tails of the flight densities.
Furthermore, the parameters of our new model, such as
persistence probability w or α, rate λ and speed ν can be
easily found by comparing the exact analytical formula
(19) with experimental mean squared displacements.
Bimodal density. Surprisingly, our Le´vy walk model
in the long-time limit leads to bimodal densities in the
superdiffusive regime (1/2 < α < 1). This phenomenon
does not exist for classical Le´vy walks [8, 26]. In Fig. 3,
the histograms of particle positions from the persistent
random walk approximate the PDF p(x, t) governed by
PDE (9). It shows the emergence of a bimodal density for
t = 102 and w > wc, where wc = 3/4. The density p(x, t)
exhibits two distinct long-time behaviors: it is Gaussian
for α < 1/2 (w < wc) and bimodal for α > 1/2 (w > wc).
The form of the PDF also shows a non-equilibrium phase
transition (see Appendix). Our theory can be tested fur-
ther experimentally by calculating the density of random
walkers at sufficiently long times (unfortunately, trajec-
tories from [10] were not available).
Note that similar bimodal densities are observed in ve-
locity random walks with interacting particles. These
interactions are usually described by non-local, density
dependent turning rates and speeds [27–30]. Our hy-
perbolic PDE (9) leads to the formation of a bimodal
density with non-interacting walkers. Figure 3 clearly
shows that interactions between walkers are not neces-
sary in the presence of self-reinforcing directionality (i.e.
w → 1). In other words, initial conditions and strong
self-reinforcement can generate aggregation and separa-
tion within a population in the same way as interactions
[5, 27, 28, 30] or environment sensing [25, 31].
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FIG. 3. The PDF p(x, t) for particle positions x at the end of
simulation time t = 102 for varying values of w. The param-
eters of simulation were N = 105 particles, u = 0.5, λ = 1,
ν = 1. The initial density was p(x, 0) = δ(x).
Self-reinforced directionality in endosome movement.
Now, the question remains: what is the underlying bio-
logical mechanism explaining self-reinforced directional-
ity in intracellular transport? To answer this question,
let us consider endosomal motility, which is governed by
the adaptor complexes on its membranes, the most no-
table being Rab GTPases [32]. These adaptors facilitate
attachment to dynein and kinesin motors [33] and, there-
fore, dictate the positioning and motility of endosomes in
the cell [32, 34]. To simplify this vastly complex process,
consider that the endosome contains a number, n−, of
adaptor proteins that attach to kinesin leading to trans-
port towards the cell periphery. Similarly, n+ is the num-
ber of adaptor proteins that attach to dynein and facili-
tate transport towards the cell nucleus. Since these mo-
tors exclusively travel along microtubules, we are able to
model movement of endosomes in quasi-1D. Then, when
an endosome happens to attach to a microtubule, the
simplest assumption about probabilities q+ and q− in (1)
would be q+ = n+/(n+ + n−) and q− = n−/(n+ + n−).
However, due to the complexity of endosomal transport
we can introduce a weight, w ∈ [0, 1], such that
q± = w
n±
n+ + n−
+ (1 − w)
n∓
n+ + n−
. (25)
From the very beginning of endocytosis until degrada-
tion, endosomes undergo a maturation process [35]. More
5importantly, the association of proteins, such as Rab5
and PI(3)K, from the the cellular cytosol to the endoso-
mal membrane governs motility and endosome function
[35]. Recent work has show that effectors of Rab5 dis-
play distinct spatial densities [36] suggesting that n− and
n+ are functions of the time spent running towards, t
−,
or away, t+, from the cell center. So, we assume that
n± = n
0
± + at
± with a being some constant rate. In
other words, the more an endosome moves in towards
the nucleus, the more n+ increases and vice versa. This
reinforcement rule is similar to that of discrete reinforced
random walks [31, 37]. Neglecting n0±, this formulation
is exactly what leads to the repetition compulsion prop-
erty in (2) and (3), since then n−/(n++n−) = t
−/t and
n+/(n+ + n−) = t
+/t.
Summary. In this paper, we developed a persis-
tent random walk model with finite velocity and self-
reinforcing directionality that generates superdiffusion
without the standard assumption of power-law dis-
tributed run times. Our new velocity jump model in-
volves a conditional transition probability matrixQ with
repetition compulsion properties (2) and (3). A govern-
ing hyperbolic PDE (9) for particle probability density
was derived along with exact solutions for the first and
second moments, (18) and (19). The theory is able to
explain the experimentally observed self-organization of
exponentially distributed runs into unidirectional flights
leading to superdiffusive Le´vy walks [10]. We showed ex-
cellent agreement between the density of flight lengths
from numerical simulations and in vivo cargo transport
experiments. In the superdiffusive regime, numerical
simulations of particle densities show bimodal densities
(aggregation), which is a new phenomenon not seen in
the classical linear hyperbolic and Le´vy walk models.
Although our theory has been applied to intracellular
transport, we believe that our methodology involving
self-reinforced directionality, (2) and (3), can be used
to model a variety of superdiffusion observed in active
matter, such as migrating cancer cells [38, 39], T-cell
motility [40] and even human foraging [13]. An extension
of the model should incorporate proliferation and death
of random walkers, similar to [41, 42] to analyze wave
propagation phenomena. Another important application
of our theory is the first passage time problem [43] for
superdiffusive intracellular transport since the time for
endosomes to reach a location is crucial information in
cell biology [44, 45]. For example, cytoplasmic transport
is hijacked by viruses in reaching sites of replication and
subsequent release from the infected cell [46–48].
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Simulations
The simulations of our correlated random walk is as
follows:
1. Set initial conditions x0 = 0 and t0 = 0. For initial
velocity draw a uniformly distributed random num-
ber U ∈ [0, 1), if U < u then v0 = ν and otherwise
v0 = −ν.
2. Generate an exponentially distributed random time
T0 = −1/λ log(1 − V ) where V is a uniformly dis-
tributed random number in [0, 1).
3. Update position and time to x1 = x0 + v0T0, t1 =
t0 + T0 respectively. For updating velocity, draw a
uniformly distributed random number W ∈ [0, 1),
then
(a) If v0 = ν and W < q−(x1, t1) = 1/2 −
α(x1/2νt1) then v1 = −ν.
(b) If v0 = −ν and W < q+(x1, t1) = 1/2 +
α(x1/2νt1) then v1 = ν.
4. Repeat steps 2 and 3 until tn = t0 +
∑n−1
i=0 Ti
reaches the end of the simulation time tend.
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FIG. A.4. Mean squared displacements, 〈x2(t)〉 = µ2(t), from
simulated trajectories (data points) compared with the ana-
lytical solutions (solid lines). Each pair is annotated with the
simulation value of w. Each simulation, contained N = 105
particles that ran for a simulation time t = 104 with pa-
rameters u = 1,ν = 1 and λ = 1. Diffusion (dotted line),
〈x2(t)〉 ∼ t, and ballistic motion (dashed line), 〈x2(t)〉 ∼ t2,
are also shown.
To verify our analytical results for µ1(t) and µ2(t), we
performed simulations of random walks governed by (9).
From these simulations, we can measure the ensemble av-
erage mean squared displacement 〈x2(t)〉 = µ2(t). Figure
A.4 shows excellent agreement between the analytical so-
lutions and numerical simulations. This clearly demon-
strates the emergence of superdiffusion since for w < 3/4
(α < 1/2), µ2(t) = 〈x
2(t)〉 ∝ t, whereas 〈x2(t)〉 ∝ t2α for
w > 3/4 (α > 1/2).
Decaying fronts at the propagation limit
The bimodal distribution of p(x, t) in Fig. 3 with peaks
close to the maximum position ±νt is reminiscent of the
710-1 100 101 102 103
10-2
10-1
100
101
102
0 200 400
101
102
103
104
105
FIG. A.5. Main: The PDF of particle positions, P (x, t), for
simulations of (9) at varying times with w = 0.8. Other
parameters are N = 105, u = 0.5, ν = 1 and λ = 1 Inset:
From the same simulation as the main figure we count the
number of particles, N(x > νt− ǫ), out of N = 105 that have
position x > νt− ǫ with ǫ varied between 0, 50 and 100. The
maximum position possible is x = νt.
delta function horns at x = ±νt (‘chubchiks’) in Le´vy
walks [26]. They too vary similarly with the parameter
µ, which determines the run time PDF, ψ(t) ∝ t−1−µ.
For Le´vy walks in the superdiffusive case (1 < µ < 2),
the region near the initial position is Gaussian with the
tails of the distribution |x| > νt having the distribution
p(x, t) ∼ t/|x|1+µ [8, 26]. Although our correlated ran-
dom walk has similarities to Le´vy walks, the major dif-
ference in the asymptotic density is the continuous distri-
bution of the bimodal peaks at positions |x| < νt instead
of the chubchiks seen in Le´vy walks at |x| = νt.
In essence, the chubchiks of Le´vy walks appear due
to the group of particles that have been moving at the
propagation velocity for the entire time t and thus form
a propagating front. Intriguingly, these fronts also ap-
pear for our correlated random walk but at very short
times shown by Fig. A.5. However, these propagating
fronts decay exponentially with time whereas for Le´vy
walks they decay as t1−µ (1 < µ < 2). By t = 30,
the propagating front has completely ‘evaporated’ and
the tail is now exponential with no trace of the original
front. This phenomenon is intuitive since particles per-
forming our correlated random walk take exponentially
distributed runs, abeit in a persistent manner, but Le´vy
walks take power-law distributed runs. Exponential de-
cay of the fronts can be seen in the inset of Fig. A.5 where
the number of particles N(·) with position x > νt − ǫ is
plotted as a function of time t.
The evaporation of the propagating front demonstrates
a non-equilibrium phase transition since the PDF shows
chubchiks for short times that decay into exponential
tails for long times. This shows the non-stationary na-
ture of the random walk generated by (9) and the tran-
sition from Le´vy walk like behavior at short times to a
completely novel distribution for long times.
