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Summary
Pain, if insufficiently controlled or inadequately treated, may interfere with a person’s
normal functioning and impair quality of life. The major barriers to effective pain con-
trol/treatment include lack of accurate pain assessment and lack of understanding on
gender differences in pain perception. This thesis is concerned with exploring objective
measures of human pain perception and investigating gender differences in pain percep-
tion by using electroencephalogram (EEG) methods. It also includes a novel method to
tackle the challenging problem of automatic EEG artifact removal.
EEG signals are susceptible to various artifacts, which are usually much stronger than
brain activities and greatly interfere with EEG interpretation. It is necessary to remove
the various artifacts from EEG before further analysis. In this thesis, a novel independent
component analysis based automatic artifact removal method is proposed. The proposed
method has two unique features: a) it uses weighted support vector machine to handle
the inherent unbalanced nature of component classification, and b) it accommodates the
structural information typically found in component classification. Numerical experi-
ments on real-life EEG show that the proposed method outperforms several benchmark
methods and is well suited for EEG artifact removal by achieving a better tradeoff be-
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tween removing artifacts and preserving inherent brain activities.
The second contribution of the thesis is in proposing a promising objective measure of
acute pain perception — the electrocardiographic R-peak locked brain evoked potential
(BEP), i.e. the heartbeat evoked potential (HEP). The HEP is found to be significantly
suppressed by tonic cold pain over the right hemisphere which is contralateral to the cold
pain stimulation. There is a significant correlation between the suppression of HEP and
the level of pain experience. In comparison to the existing pain-related BEPs triggered
by external stimuli, the HEP is obtained by using internal triggers, and thus may reveal
patterns of endogenous brain activity associated with pain perception.
The last part of the thesis presents a pioneering study of gender differences in pain
perception by EEG source localization method. Source analysis shows that during tonic
cold pain perception females have significant stronger activations than males in the ante-
rior cingulate cortex (ACC), which likely encodes the affective component of pain. This
suggests that females concentrate more on the affective dimension of pain than males,
which is consistent with the existing evidence. This study highlights the necessity of
incorporating gender differences in clinical pain management. It also demonstrates the
possibility of measuring gender differences in pain perception by EEG source localiza-
tion, which is more portable and affordable than other functional imaging techniques.
The present work adds to the literature on pain assessment and management with a
promising objective measure of pain and the evidence on gender difference in central
processing of pain. Further works on the causal link between the proposed measure and
pain perception are needed to establish the proposed measure as a pain indicator.
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1Chapter 1
Introduction
This thesis is mainly concerned with the measurement of human pain perception and
gender differences in pain perception using electroencephalogram (EEG) methods. It
also includes a novel automatic artifact removal method to handle various artifacts in
EEG. This chapter presents the motivation and objectives of this research, followed by
the outline of the thesis. The detailed background and literature review will be given in
Chapter 2.
1.1 Motivation
Pain, defined by the International Association for the Study of Pain (IASP) as “an un-
pleasant sensory and emotional experience associated with actual or potential tissue
damage, or described in terms of such damage” (Bonica, 1979), if insufficiently con-
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trolled or inadequately treated, can seriously interfere with a person’s normal function-
ing and impair quality of life.
Although the medical community has always been making great efforts to improve pain
management, pain due to inadequate treatment or insufficient control is still widespread
across all demographic groups (Deandrea et al., 2008; Perron & Schonwetter, 2001;
Rupp & Delaney, 2004). According to the estimation of the World Health Organization
in 2008, about 80% of the world population suffers from moderate to severe pain due to
either inadequate or even no access to treatment.
A major cause of the failures to adequate pain control/treatment is lack of accurate pain
assessment methods (Rissacher et al., 2007; Rupp & Delaney, 2004). In fact, the im-
portant roles of pain assessment are embodied in a variety of medical scenarios, such as
to aid diagnosis, to determine the most effective analgesic drug and appropriate dose to
control pain, to evaluate the relative effectiveness of different analgesic therapies (No-
ble et al., 2005; Wall & Melzack, 1999). Clinically, pain assessment is mostly achieved
via subjective self-report methods through the verbal or nonverbal communication be-
tween patients and health workers (e.g. multidimensional questionnaires using stan-
dardized descriptors and pain intensity rating scales) and/or behavioral analysis by the
health workers (Noble et al., 2005). However, the self-report methods suffer from the
problems of being subject to the patients and not applicable in the situations when the
patients are uncooperative and/or cannot formulate and express their pain experience
(e.g. young children, patients with dementia, patients under anesthesia) (Caraceni et al.,
2002). Although behavioral analysis by health workers does not rely on the patients’
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ability to do self-report, it has the disadvantage of being subject to the health workers
doing the measurement. Besides, it is still subject to the patients who may exhibit few
pain behaviors to avoid increasing pain.
In the past decades, various objective pain assessment methods have been proposed. The
objective methods do not rely on the patients’ ability to do self-report and are not sub-
ject to bias by the patients or by the health workers doing the measurement. Generally,
the existing objective methods mainly include: a) performance measures derived from
performance on laboratory tasks, and b) physiological variables, such as EEG measures,
electromyogram (EMG) measures, autonomic indices (Johnson, 2008; Li et al., 2008;
Raj, 2000). Among the many objective measures, EEG measures show the greatest po-
tential and advantages in its usefulness for pain assessment. First, pain is perceived
in the brain. Many studies have shown that pain perception involves multiple brain
areas by using functional imaging techniques like functional magnetic resonance imag-
ing (fMRI), magnetoencephalography (MEG) and positron emission tomography (PET)
(Adler et al., 1997; Alkire et al., 2004; Melzack & Casey, 1968; Mollet & Harrison,
2006; Ohara et al., 2005; Talbot et al., 1991; Torquati et al., 2005). EEG, as a measure-
ment of the brain’s electrical activity, should be able to directly reflect pain experience
felt. On the other hand, EEG has the practical advantages of being relatively inexpen-
sive and easy to be administered as compared to the other functional imaging techniques
like fMRI and PET (Jensen et al., 2008; Rissacher et al., 2007). Although EEG has rel-
atively low spatial resolution, recent advances in EEG source localization techniques
have enabled neuroimaging of underlying electrical sources within the brain using EEG
NATIONAL UNIVERSITY OF SINGAPORE SINGAPORE
1.1 Motivation 4
(Jones et al., 2003b).
So far, there have been two lines of research on EEG measures of pain perception,
one focusing on pain induced spontaneous EEG changes (Backonja et al., 1991; Baltas
et al., 2002; Chang et al., 2001a; Chen et al., 1989b; Chen & Rappelsberger, 1994; Chen
et al., 1998; Croft et al., 2002; Ferracuti et al., 1994; Huber et al., 2006; Nir et al., 2010;
Rissacher et al., 2007; Veerasarn & Stohler, 1992) and the other into pain-related brain
evoked potentials (BEPs) (Becker et al., 1993, 2000; Bromm& Scharein, 1982; Carmon
et al., 1978; Chen, 1993; Chen et al., 1979; Dowman et al., 2008; Fernandes de Lima
et al., 1982; Granovsky et al., 2008; Xu et al., 1995; Zaslansky et al., 1996a). However,
there are still no EEG measures being widely accepted as pain indicators. The search for
reliable EEG measures of pain perception is still ongoing. Spontaneous EEG activities
represent endogenous patterns of neural activity and thus are able to capture endoge-
nous brain activity associated with pain perception. However, the correlation between
the spontaneous EEG measures and pain perception remains equivocal. It is difficult to
determine whether the spontaneous EEG changes are related to pain perception itself
or associated with general emotional/cognitive processes, and to what extent the EEG
changes are related to pain perception itself (Chen, 1993; Croft et al., 2002). The mea-
surement of BEPs in response to external painful stimulation provides a valuable tool
for investigating pain processing in the brain. In comparison to spontaneous EEG mea-
sures, BEPs in response to painful stimulation measure electrical activity time-locked
to the painful stimuli and can provide the time course of brain response associated with
the processing of the painful stimuli. However, likewise, none of the BEPs have been
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concluded to be pain-specific. It is also questionable whether the BEPs in response to
external stimulation can reveal endogenous brain activity associated with pain percep-
tion which is hardly time-locked to any external event (Chen, 1993). Moreover, it is
debatable whether the phasic experimental pain induced by brief stimulation in BEP
studies can faithfully simulate clinical pain (Nir et al., 2010). Therefore, it is necessary
to explore other prospective EEG measures which can represent pain perception better
than the existing measures.
In addition to accurate pain assessment methods, a clear understanding on gender differ-
ence in pain perception also plays an important role in clinical pain management (Rupp
& Delaney, 2004). More specifically, clinical pain management can greatly benefit from
the incorporation of potential gender differences, for example, by establishing gender-
specific diagnosis and treatment for pain disorders. In fact, a clear understanding of
potential gender difference in pain perception can also sheds light on the development
of reliable pain assessment methods.
In recent years, there has been increasing evidence on gender differences in pain per-
ception. Not only higher prevalence of clinical pain but also higher sensitivity to various
kinds of experimental pain modalities in terms of higher pain threshold, higher pain tol-
erance and/or higher pain ratings has been reported in females than in males (Fillingim
et al., 2009; Keogh, 2006). By using functional imaging techniques like fMRI and PET,
a number of recent studies have revealed gender differences in hemodynamic responses
to pain in several brain regions, which include the prefrontal cortex, cingulate cortex,
thalamus, insula, amygdala as well as somatosensory cortices (Berman et al., 2006;
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Derbyshire et al., 2002; Henderson et al., 2008; Moulton et al., 2006; Naliboff et al.,
2003; Paulson et al., 1998; Straube et al., 2009). However, the findings vary a bit across
the studies (Fillingim et al., 2009). Thus, further investigation on gender differences in
pain-related brain activity is still desired. Moveover, very little evidence exists on the
efficacy of incorporating such gender differences in clinical pain management, due to
huge cost associated with functional imaging facilities like fMRI and PET. Therefore,
it is of great interest and practical importance to investigate whether the gender differ-
ences in pain perception can also be measured by using EEG source localization method
which is much more portable and affordable than fMRI and PET.
Last but not least, like all EEG studies, the present study also faces the challenging
problem of EEG artifact removal. It is well known that EEG tends to be contaminated
by various kinds of physiological artifacts, such as electrocardiogram (ECG) artifacts
due to heart beat, electrooculogram (EOG) artifacts resulting from eye blinks or eye
movements and EMG artifacts originating from muscle movements. These artifacts
usually have much higher amplitudes (i.e. the magnitudes of voltage changes) than
brain activities and seriously interfere with further interpretation of EEG. It is necessary
to develop effective methods to remove the various artifacts from EEG before further
investigation on reliable objective measures of pain perception and gender differences
in pain perception using EEG.
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1.2 Objectives
This thesis was mainly concerned with the measurement of human pain perception and
gender differences in pain perception by using EEG methods. More specifically, the
aims of the research were:
(1) to develop a novel artifact removal method for handling various artifacts in EEG;
(2) to propose a reliable EEG measure of human pain perception;
(3) to investigate gender differences in pain perception by EEG source localization.
This research is significant in that it serves as an essential step towards the develop-
ment of an EEG-based pain measurement system. This work also provides evidence for
the incorporation of gender differences and the establishment of gender-specific pain
control/treatment strategies in clinical pain management. Besides, it also contributes to
the whole EEG research community by developing an effective method to tackle the
challenging problem of EEG artifact removal.
Due to the difficulty of involving patients with clinical pain, the present work is limited
to healthy volunteers with pain induced by experimental pain models. It should be ac-
knowledged that differences exist between experimental pain models and clinical pain.
However, the relevance of experimental pain to clinical pain is well accepted (Geisser
et al., 2007). The findings from the present work can provide valuable insight, though
not entirely applicable, to clinical pain. Though important, the validation of the findings
on clinical pain is beyond the scope of this thesis.
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1.3 Thesis Outline
This thesis is organized as follows:
Chapter 2 serves as both a reference and a guide for the researchers in this field, and
defines the scientific context in which the problem to be addressed falls. It provides
relevant background information on EEG and pain perception, as well as a detailed
review of the past related work on EEG artifact removal, EEG measures of human pain
perception and gender differences in pain perception.
Chapter 3 describes the general experimental methods used for data collection and pain
induction.
Chapter 4 presents a novel automatic EEG artifact removal method, as well as the
numerical experiments done to quantitatively and qualitatively evaluate the performance
of the proposed artifact removal method.
Chapter 5 proposes an objective EEGmeasure of pain perception—the heartbeat evoked
potential (HEP). Plausible explanations for the correlation between HEP and pain per-
ception are discussed.
Chapter 6 presents the study of gender differences in pain perception by using EEG
source localization method.
Chapter 7 summaries the contributions of this thesis and outlines directions for future
research.
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Background and Literature Review
This chapter serves as both a reference and a guide that researchers in this field need. It
provides background information on EEG and pain perception and gives a detailed re-
view on the past efforts on EEG artifact removal, past related work on the measurement
of pain perception using EEG and the existing evidence on gender differences in pain
perception from functional imaging studies.
2.1 EEG
2.1.1 Neurophysiologic Basis of EEG
The EEG, first discovered by Hans Berger (1929), is a recording of the brain’s electrical
activity from electrodes placed on the surface of the scalp. The scalp EEG represents
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the difference between two different electrodes in electrical potentials, which mainly
result from extracellular ionic currents produced by postsynaptic potentials of pyramidal
neurons in the cortical gray matter (Niedermeyer & Lopes da Silva, 1999; Olejniczak,
2006). The scalp EEG is a temporal and spatial summation of synchronous activations
of a number of neurons. According to Olejniczak (2006), the synchronous activity of
approximately 108 neurons in a cortical area of at least 6 cm2 is required to generate
measurable EEG.
The EEG can be typically described in terms of two types of activity: rhythmic activity
and transients.
Spontaneous EEG Activity
The ongoing activity of spontaneous EEG, which reflects synchronous oscillatory pro-
cesses involving many neurons, is rhythmic (Binnie et al., 2002). According to Kubicki
et al. (1979), the rhythmic activity can usually be further divided into the following 6
frequency bands: delta (< 4 Hz), theta (4-7 Hz), alpha (8-12 Hz), beta1 (13-18 Hz),
beta2(19-21 Hz) and beta3 (22-30 Hz). The delta activity is normally seen in babies or
adults in slow wave sleep. The theta activity can normally be observed in young children
as well as in older children and adults during drowsiness or arousal. The alpha rhythm
is the strongest during relaxation with eyes closed and indicates a relaxed awareness
without attention or concentration. The beta rhythm is associated with active thinking,
active attention, focusing on the outside world or solving concrete problems. The high
beta activity (beta2 and beta3) reflects alertness, agitation and general activation of mind
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and body functions, as compared to a state of being alert but not agitated for beta1 ac-
tivity. In addition to the above 6 rhythmic activities, there is also a faster brain wave
— gamma (30-100 Hz). The gamma activity is generally thought to be associated with
higher mental activity like perception and consciousness.
Brain Evoked Potential
The evoked activity, usually referred to as the BEP, which represents the brain’s re-
sponse to an internal or external stimulus, is a typical transient EEG phenomenon. The
amplitude of BEP tends to be much smaller than the spontaneous activity, and thus time-
locked signal averaging is usually performed to increase signal-to-noise ratio (SNR)
(Misulis & Fakhoury, 2001).
2.1.2 Technological Basis of EEG Recording
Conventional scalp EEG is obtained by placing a number of electrodes or by wearing
EEG cap on the scalp, with the electrode locations specified according to a specific
configuration.
Electrode Configuration
A internationally recognized method to configure electrode locations is the international
10-20 system (Jasper, 1958). The standard electrode placement method not only ensures
standardized reproducibility of EEG measurement on the same subject at different time
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but also enables comparability of EEG measurements on different subjects.
The standard international 10-20 system covers 19 electrodes, with the actual distances
between adjacent electrodes being either 10% or 20% of the total front-back or right-left
distance of the skull. In recent years, there have been several extensions of the 10-20
system to achieve high-density EEG recordings, such as 10-10 and 10-5 systems which
allow more than 300 electrode positions (Jurcak et al., 2007).
Electrode Reference Montages
As mentioned earlier, scalp EEG measures the potential difference between two elec-
trodes. The readings of EEG can be different when different referencing methods are
used.
There are four common referencing methods (namely, montages): bipolar montage,
unipolar (or referential) montage, average reference montage and Laplacian montage. In
bipolar montage, the EEG signal from each channel represents the potential difference
between two adjacent electrodes. In referential montage, each EEG channel represents
the potential difference between an active electrode and a designated electrically inactive
electrode (namely, reference electrode). The positions of the designated reference can
be cephalic (e.g. a midline position on the scalp) or non-cephalic (such as neck-chest
reference). For the average reference montage, the average of signals from all EEG
electrodes is used as the common reference for each EEG channel, while for Laplacian
montage, the EEG signal of each channel represents the potential difference between
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an electrode and a weighted average of the surrounding electrodes (Nunez & Pilgreen,
1991).
Referential montage is often used in EEG studies as it provides an identical voltage base-
line for all electrodes and it is believed to give a better approximation of the waveform
shape in a truly reference-free recording (Fisch & Spehlmann, 1999). However, there
is no ideal location which is electrically inactive for positioning the reference electrode.
The “linked ears” reference (i.e. a physical or mathematical average of the electrodes
attached to both earlobes) is often preferred due to its advantages of not capturing brain
signals while minimizing non-cephalic artifact contamination like ECG artifact.
2.2 EEG Artifact Removal Methods
EEG recordings are usually contaminated with various kinds of artifacts, originating
from either external non-physiological sources (such as power-line noise, electrode
impedance changes) or physiological sources from the subject himself/herself, e.g. elec-
trical activity generated by heartbeats (ECG artifacts), eye blinking and movements
(EOG artifacts) and muscle movements (EMG artifacts) (Fatourechi et al., 2007; Halder
et al., 2007; Jung et al., 2000b). These artifacts typically have much higher amplitudes
than true brain electrical signals and thus impose great difficulty in EEG interpretation
(Urrestarazu et al., 2004). Therefore, it is necessary to have the artifacts properly han-
dled before further analysis of the EEG data.
Non-physiological artifacts can be easily handled or avoided by proper filtering, shield-
NATIONAL UNIVERSITY OF SINGAPORE SINGAPORE
2.2 EEG Artifact Removal Methods 14
ing, etc. In comparison, physiological artifacts are hardly avoidable and much more
challenging to handle. The simplest and commonest method to handle the artifacts is
to reject the portions of contaminated EEG data by visual inspection or based on an
automatic detection method (such as based on determined criterion threshold on the am-
plitude, variance or slope) (Croft & Barry, 2000; Fatourechi et al., 2007). However,
the rejection method has the problem of causing significant loss of valuable data and is
not suitable for online applications (Millan et al., 2002). A more preferable solution to
handling the artifacts in EEG is to remove artifacts while keeping the brain activities of
interest intact. This section presents a review of artifact removal techniques commonly
used in the literature.
2.2.1 Linear Filtering
Linear filtering is often used to remove the artifacts in certain frequency bands in early
clinical studies due to its simplicity (Gotman et al., 1973; Zhou & Gotman, 2005). How-
ever, the linear filtering method is not applicable when the artifacts and the brain activ-
ities of interest lie in the same frequency or their frequency ranges overlap with each
other.
2.2.2 Regression
A classical way to handle the artifacts in EEG is regression, which is based on the as-
sumption that the EEG is a linear combination of true EEG activity and the artifact (Croft
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& Barry, 2000; Elbert et al., 1985; Gratton et al., 1983). The regression based artifact
removal methods can be performed in either time or frequency domain (Woestenburg
et al., 1983). The time-domain regression method assumes that the propagation of an
artifact to the scalp is volume conducted, frequency independent and without any time
delay. In comparison, the frequency-domain regression method considers the medium
through which the artifact is conducted to scalp as a linear filter.
The regression based methods can effectively handle the kinds of artifacts which can be
well represented by one or several reference signal(s). A typical kind of the artifacts are
the EOG artifacts.








EOGre f (t  k)cip(k); (2.1)
where, EEGiraw(t) refers to the raw EEG recording contaminated by EOG artifact from
channel i, EEGiclean(t) is the artifact-free EEG signal for channel i, EOGre f (t) repre-
sents a reference signal for the EOG artifact from an additional channel, and cip(k); k =
0;    ; M is a series of propagation coefficients for the EOG artifact propagating from
the reference channel to the ith EEG channel estimated by least-squares regression anal-
ysis.
It is not difficult to see that, the effectiveness of the regression methods largely relies on
the availability and the quality of reference signal(s). The regression methods are not
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suitable for the removal of those artifacts without reliable reference signal(s) available,
e.g. EMG artifacts (Barlow, 1986). Another problem associated with the regression
method is the so-called bidirectional contamination. That is, the reference artifact chan-
nel(s) may also contain brain signals and thus the subtraction of artifact activity may
inevitably cancel out a portion of relevant brain signals together with the EOG artifact.
2.2.3 Blind Source Separation based Methods
In recent years, there has been increasing interest in using blind source separation (BSS)
based methods for the removal of various artifacts from EEG recordings (Castellanos
& Makarov, 2006; Fitzgibbon et al., 2007; Ille et al., 2002; Joyce et al., 2004; Jung
et al., 1998, 2000a; Lagerlund et al., 1997; Lins et al., 1993a,b; Makeig et al., 1996;
Urrestarazu et al., 2004; Vigario et al., 2000; Vigario, 1997; Wallstrom et al., 2004). The
BSS methods are based on the assumption that the measured EEG is a linear mixture
of independent or uncorrelated source signals, ideally attributed to either brain activities
or artifacts (Fatourechi et al., 2007; Fitzgibbon et al., 2007; Halder et al., 2007; Joyce
et al., 2004; Jung et al., 2000b; Lagerlund et al., 1997; Wallstrom et al., 2004).
The BSS based EEG artifact removal methods generally involve three steps: 1) decom-
position of raw EEG signals into source signals by BSS techniques, 2) identification
of source signals accounting for artifacts (namely, artifactual sources) from source sig-
nals attributed to brain activities (i.e. non-artifactual sources), and 3) reconstruction of
artifact-free EEG signals by either subtracting the contribution of artifactual source sig-
nals from raw EEG signals or remixing all the non-artifactual sources. The first two,
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i.e. EEG decomposition and artifact identification, are critical steps for the BSS based
artifact removal methods.
EEG Decomposition
The BSS techniques most widely used for EEG decomposition mainly include principal
component analysis (PCA) (Pearson, 1901) and independent component analysis (ICA)
(Bell & Sejnowski, 1995; Comon, 1994; Hyvarinen et al., 2001).
 PCA: PCA makes orthogonality assumption on the underlying sources, i.e. as-
suming that the source signals are uncorrelated (i.e. geometrically orthogonal)
with each other (Fitzgibbon et al., 2007; Joyce et al., 2004). PCA has been shown
to be effective in separating strong EOG artifacts from brain signals. However,
it seems not very effective in the cases when the artifacts and brain signals have
similar amplitudes (Fitzgibbon et al., 2007; Joyce et al., 2004). The orthogonality
constraint of PCA is believed to be usually unrealistic for real-world sources.
 ICA: ICA assumes that the underlying source signals are statistically indepen-
dent and decomposes multi-channel observations into temporally independent,
spatially fixed components. Theoretically, ICA appears to be suitable for separa-
tion of artifactual sources from non-artifactual sources, as the multichannel EEG
recordings from the scalp can be regarded as a linear mixture of cerebral activi-
ties and non-cerebral artifacts which are electrical signals generated by anatomi-
cally and physiologically separate processes (Joyce et al., 2004; Jung et al., 1998,
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2000b; Vigario, 1997). The effectiveness of ICA in separating artifactual sources
from non-artifactual sources has also been demonstrated on real-life EEG data.
ICA has been shown to be able to isolate artifactual sources into a minority of
(usually one or two) independent components (ICs) for the stereotyped artifacts
which have stereotyped scalp projections, such as heartbeat, eye blinking, and
muscle tension. It is shown to outperform PCA by preserving and recovering
more brain activity (Jung et al., 1998). Nowadays, the ICA-based methods have
become the most popular methods used for EEG artifact removal.
Artifact Identification
In conventional BSS-based artifact removal methods (Lagerlund et al., 1997; Urrestarazu
et al., 2004; Vigario et al., 2000), artifactual sources are manually identified (usually by
visual inspection), which is very time-consuming and unsuitable for online EEG based
applications.
Recent years have seen many efforts to automate the artifact identification and removal
processes (Delsanto et al., 2003; Joyce et al., 2004; LeVan et al., 2006; Nicolaou &
Nasuto, 2004; Shoker et al., 2005). For example, Delsanto et al. (2003) and Joyce et al.
(2004) attempted to automate the removal of EOG artifacts from EEG based on char-
acteristic spatial or temporal patterns of ocular artifacts. Further, LeVan et al. (2006);
Nicolaou & Nasuto (2004); Shoker et al. (2005) proposed a hybrid system combin-
ing ICA and a machine learning algorithm to simultaneously and automatically remove
several types of artifacts (LeVan et al., 2006; Nicolaou & Nasuto, 2004; Shoker et al.,
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2005), which provides a promising solution to the automatic EEG artifact removal prob-
lem.
In general, the BSS-based artifact removal methods show many advantages over the
other kind of methods, including that: 1) it provides a possibility to remove artifacts
without affecting the EEG signals of interest (Iriarte et al., 2003); 2) it does not rely on
the availability of clean reference signal(s) for separating artifacts from EEG (Fatourechi
et al., 2007); 3) it is generally applicable to simultaneous removal of various kinds of
EEG artifacts; 4) it normally preserves and recovers brain activity better than many other
kinds of methods (Jung et al., 1998, 2000b).
2.3 EEG Analysis Methods
This section provides a brief introduction of the EEG analysis methods relevant to the
present studies: frequency analysis and EEG source localization.
2.3.1 Frequency Analysis
Frequency analysis includes cortical power spectrum analysis and coherence analysis.
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Cortical Power Spectrum Analysis
In EEG research, cortical power spectrum (CPS) analysis is one of the most commonly
used techniques for investigating spontaneous EEG activity changes in different cortical
regions as a function of physiological and behavioral states. It estimates the auto-power
spectrum of EEG signals recorded at different electrode sites by Fast Fourier Transform
to quantitatively characterize EEG.
Coherence Analysis
Coherence analysis provides a useful tool to investigate cortico-cortical connectivity,
by examining synchronous oscillations between the EEG signals recorded at different
electrode sites. Mathematically, coherence is defined as the normalized cross-power
spectrum between the EEG signals from two different channels.
Given two EEG time series recorded from two different channels, x1 and x2, the magnitude-





where Gx1x2(w) is the cross-spectral density of x1 and x2 at frequency w , Gx1x1(w) and
Gx2x2(w) are the power spectral densities of x1 and x2 at frequency w , respectively.
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2.3.2 EEG Source Localization
EEG provides a useful tool for exploring brain activity and it has many advantages
including being non-invasive, inexpensive and easy to administer, and having high time
resolution within a millisecond. However, EEG has a major disadvantage of poor spatial
resolution. EEG is measured on the scalp and represents the summated postsynaptic
potentials generated by thousands of or millions of active neurons (Michel et al., 2004;
Mishra, 2009). Thus, it is unable to directly pinpoint exact neuronal sources in the brain
by EEG.
Recent advances in EEG source localization techniques have enabled the localization
of the neuronal electrical sources within the brain by solving the so-called EEG inverse
problem (Grave de Peralta Menendez et al., 2001; Grech et al., 2008; Khemakhem et al.,
2009; Michel et al., 2004; Pascual-Marqui, 1999). Although the EEG inverse problem
is essentially an ill-posed problem with infinite number of solutions, it can be solved
by introducing sufficient appropriate mathematical, biophysical, statistical, anatomical
or functional constraints (Khemakhem et al., 2009; Wendel et al., 2009). Currently,
many different EEG source localization methods have been proposed, ranging from
single equivalent dipole estimation to three-dimensional (3D) distributed current density
estimation (Grech et al., 2008; Koles, 1998; Pascual-Marqui, 2002).
The EEG source localization techniques offer a more portable and affordable tool (as
compared to the functional imaging techniques like fMRI and PET) for the investigation
of underlying neuronal circuits in cognitive and clinical neuroscience (Michel et al.,
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Pain is one of the most common sensations that every human throughout history has felt
in his/her life. However, as a complex mixture of emotions, experience and sensation
varying across individuals, pain is very difficult to define and describe.
There are various definitions of pain in the literature.
 The American Academy of Pain Medicine: “Pain is an unpleasant sensation and
emotional response to that sensation.”
 The web version of the Encyclopedia Britannica: “Pain is a complex experience
consisting of a physiological (bodily) response to a noxious stimulus followed by
an affective (emotional) response to that event. Pain is a warning mechanism that
helps to protect an organism by influencing it to withdraw from harmful stimuli.
It is primarily associated with injury or the threat of injury, to bodily tissues.”
 Sternbach (1968): “Pain is an abstract concept which refers to l) a personal, pri-
vate, sensation of hurt; 2) a harmful stimulus which signals current or impending
tissue damage; 3) a pattern of responses which operate to protect the organism
from harm. These responses can be described in terms which reflect certain con-
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cepts, i.e., in neurological, physiological, behavioral, and affective languages.”
 Ranney (1996): “...pain is a perception in the same way that vision and hearing
are. By this I mean that its significance is determined by the cerebral cortex in
the light of other activity there. It involves sensitivity to chemical changes in the
tissues and then interpretation that such changes are, or may be harmful. This
perception is real, whether or not harm has occurred or is occurring. Cognition is
involved in the formulation of this perception. There are emotional consequences,
and behavioral responses to the cognitive and emotional aspects of pain.”
While there is still no definition of pain universally accepted by the scientific commu-
nity, the definition of pain given by IASP (Rollman, 1991) that “Pain is an unpleasant
sensory and emotional experience associated with actual or potential tissue damage, or
described in terms of such damage” (Bonica, 1979) has been officially and the most
widely accepted one.
Overall, there are general agreements among different definitions of pain on that:
(1) Pain is a subjective and multidimensional experience which may not be linearly
related to the degree of physical damage. Herein, it is necessary to make a clear
differentiation between pain and nociception. Nociception refers to “the neural
processes of encoding and processing noxious stimuli” (Loeser & Treede, 2008),
i.e. the physiological event evoked by a nociceptive stimulus, while pain is the
perceptual correlate to the nociceptive stimulus (Zhu & Lu, 2010). Nociception is
neither a necessary nor a sufficient condition for pain.
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(2) Pain has at least two dimensions—sensory dimension and affective dimension
(Tracey & Mantyh, 2007). To be precise, the experience of pain is usually de-
scribed along two main dimensions: the sensory-discriminative dimension and
the affective-motivational dimension (Hofbauer et al., 2001; Treede et al., 1999).
The sensory-discriminative dimension of pain is believed to comprise spatial, tem-
poral and intensity properties of the stimulus (such as stimulus localization, inten-
sity discrimination and quality discrimination), while the affective-motivational
dimension of pain is believed to be associated with the unpleasantness of the stim-
ulus and the behavioral, autonomic reactions that the stimulus evokes (Fernandez
& Turk, 1992; Hofbauer et al., 2001; Melzack & Casey, 1968; Treede et al., 1999).
The affective-motivational component of pain is highly influenced by the sensory-
discriminative dimension of pain. The affective-motivational dimension of pain
can also affect your body in a way that increases the sensory-discrminative com-
ponent. According to Benedetti (1997), it is necessary to take into consideration
both the sensory-discriminative and affective-motivational components of pain in
studies on gender differences in pain perception.
2.4.2 Pain: Classification
Pain can be classified into different categories by different classification methods. Ac-
cording to the duration, pain can be divided into acute pain and chronic pain. Both acute
and chronic pain have two components: the brief phasic pain and the longer diffuse tonic
pain. Acute pain is of sudden onset and lasts for hours to days. The tonic condition of
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acute pain disappears once the underlying cause is treated. In contrast, chronic pain has
a long duration of months to years, and the tonic condition persists even after healing is
completed (Brando & De Luca Vinhas, 2006).
By etiology, pain can be classified into somatogenic pain and psychogenic pain (see
Fig. 2.1). Somatogenic pain arises from a perturbation of the body while psychogenic
pain arises from a perturbation of the mind (Turk & Okifuji, 2001). Somatogenic pain
can be further divided into nociceptive pain and neuropathic pain by physical cause.
Nociceptive pain is caused by activation of nociceptors (defined by IASP as “a recep-
tor preferentially sensitive to a noxious stimulus or to a stimulus which would become
noxious if prolonged”), while neuropathic pain is initiated or caused by a primary le-
sion or dysfunction in the nervous system (Bonica, 1979). Nociceptive pain can be
classified as somatic pain (caused by the activation of nociceptors in cutaneous or deep
musculoskeletal tissues) and visceral pain (originating in the viscera and resulting from
infiltration, compression, extension, or stretching of the thoracic, abdominal, or pelvic
viscera). Nociceptive pain can also be classified according to the mode of noxious stim-
ulation, such as thermal pain, electrical pain, mechanical pain and chemical pain.
2.4.3 Experimental Pain Induction Methods
There are mainly four methods for experimental pain induction, i.e. mechanical stim-
ulation, thermal stimulation, electrical stimulation and chemical stimulation (Arendt-
Nielsen & Lautenbacher, 2004; Wall & Melzack, 1999). These methods induce me-
chanical pain, thermal (heat/cold) pain, electrical pain and chemical pain, respectively.
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Figure 2.1: Classification of pain by etiology. The type of pain of interest in the present
study is shown in the grayed box
Mechanical Stimulation
Mechanical painful stimulation is a most commonly used method for experimental pain
induction. It can be achieved by deformation of the skin by the von Frey hairs or nee-
dles, distension of the oesophagus and colon, or application of pressure to a finger joint,
muscles or/and deep tissue. Pressure pain stimulation is especially valuable for inves-
tigating musculoskeletal pain disorders due to the distinctive feature of being able to
activate nociceptors located in deep tissues like muscles and tendons in addition to su-
perficial tissues like skin (Arendt-Nielsen & Lautenbacher, 2004). A major disadvantage
of this method is that it is difficult to control the stimulus magnitude due to the influence
of tissue elasticity and stimulating area.
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Thermal Stimulation
Thermal stimulation includes heat stimulation and cold stimulation.
(1) Heat stimulation: It induces heat pain. There are two forms of heat stimulation:
contact stimulation by Peltier thermode or heat foil and radiant stimulation by
argon, CO2, Nd-YAG, Copper Vapour lasers etc.
(2) Cold stimulation: It induces cold pain. A classical method for cold stimulation is
the cold pressor test (CPT) (Mitchell et al., 2004; von Baeyer et al., 2005; Walsh
et al., 1989), which involves hand or foot immersion in cold water. Although the
CPT may also induce innocuous pressure sensations associated with limb immer-
sion in the water in addition to cold pain, it is frequently used for pain induction
in experimental pain research due to its low costs, simple administration and the
similarity of resulting pain to that of certain clinical pain states (Arendt-Nielsen
& Lautenbacher, 2004; Dowman et al., 2008; Handwerker & Kobal, 1993). The
innocuous pressure sensations associated with limb immersion in the water can be
controlled by a proper designed control condition (Dowman et al., 2008).
Electrical Stimulation
Electrical painful stimulation can be applied to skin, teeth, muscle and stomach or in-
testine, or directly to the neurons. A great advantage of electrical stimulation is that it
is easy to control the amplitude and frequency of stimuli. However, this pain-induction
method has the problem of concurrently stimulating all nerve fibres beside nociceptive
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fibres and spreading current to adjacent structures. Moreover, the electrical method of
pain induction tends to result in feelings of fear as well (Wall & Melzack, 1999).
Chemical Stimulation
Chemical pain can be induced by injection of algogenic substances (e.g. hypertonic
saline) into the muscles or application of algogenic substances (e.g. capsaicin) into/onto
the skin. Chemical stimulation may evoke a condition of central sensitization usually
existing in the clinical condition of persistent pain (Wall & Melzack, 1999). However,
this kind of pain-induction methods are usually difficult to be adequately standardized
or precisely controlled.
2.5 Neurophysiology of Nociceptive Pain Perception
2.5.1 Nociceptive Pain Pathways
The perception of nociceptive pain involves four primary physiological processes: trans-
duction, transmission, perception and modulation, as schematically shown in Fig. 2.2
(Almeida et al., 2004; Brooks & Tracey, 2005; Caterina & Julius, 1999; Cesare & Mc-
Naughton, 1997; Price, 2000; Raja et al., 1999; Schnitzler & Ploner, 2000; Willis &
Westlund, 1997; Zhu & Lu, 2010).
(1) Transduction: The physical energy from a noxious stimulus (such as a mechani-
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Figure 2.2: Schematic of nociceptive pain perception with ascending and descending
pathways indicated by white and grey arrows, respectively. The schematic is modified
from Brooks & Tracey (2005).
cal, thermal, electrical or chemical stimulus) is converted into neuronal action po-
tentials by activation of nociceptors (defined by IASP as receptors preferentially
sensitive to a noxious or potentially noxious stimulus (Bonica, 1979), including
Ad and C nerve fibres);
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(2) Transmission: Transmission refers to the process that the generated action po-
tentials are transmitted to and through the central nervous system (CNS) before
the perception of pain. It includes three steps: (a) transmission of the impulses
from nociceptors to the spinal cord; (b) processing within the dorsal horn of the
spinal cord; and (c) transmission of the impulses from the spinal cord to the brain
by several afferent/ascending nociceptive pathways, including the spinothalamic
tract, the spinoreticular tract, the spinomesencephalic tract, the spinacervial tract,
the spinohypothalamic tract and the second-order dorsal column tract (Almeida
et al., 2004).
(3) Perception: Pain sensation is elicited in the brain by the noxious inputs from the
peripheral nervous system.
(4) Modulation: Nociceptive transmission from the spinal cord is modulated by de-
scending input from brainstem.
2.5.2 The Pain Matrix
Numerous studies (Adler et al., 1997; Alkire et al., 2004; Melzack & Casey, 1968; Mol-
let & Harrison, 2006; Ohara et al., 2005; Peyron et al., 2000; Talbot et al., 1991; Torquati
et al., 2005) have shown that multiple brain regions are involved in pain perception by
using functional imaging techniques like fMRI, MEG and PET. The brain areas com-
monly reported to be activated or deactivated during pain perception (also referred to as
the ’pain matrix’) mainly include anterior and posterior cingulate cortex (i.e. ACC and
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PCC), insula, prefrontal cortex (PF), primary (S1) and secondary somatosensory (S2)
cortices, primary motor cortex (M1), supplementary motor area (SMA), premotor cor-
tex (PMC), thalamus, basal ganglia (BG), cerebellum, amygdala, brainstem structures
(mainly periaqueductal grey matter (PAG)) (Apkarian et al., 2005; Jones et al., 2003b;
Leone et al., 2006; Ohara et al., 2005; Raij, 2005; Talbot et al., 1991). Fig. 2.3 shows
the most commonly reported brain regions involved in pain perception.
Figure 2.3: Schematic showing brain areas commonly reported to be involved in pain
perception, their inter-connectivity and ascending pathways. Herein, ACC: anterior cin-
gulate, AMYG: amygdala, HT: hypothalamus, M1: primary motor cortex, PAG: peri-
aqueductal gray, PB: parabrachial nuclei, PCC: posterior cingulate, PF: prefrontal cor-
tex, PPC: posterior parietal cortex, S1: primary somatosensory cortex, S2: secondary so-
matosensory cortex, SMA: supplementary motor ares. [Reprinted from Apkarian et al.
(2005) with permission from Elsevier.]
The pain matrix can be further subdivided into a medial pain system and a lateral pain
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system, based on that the projection sites to the cortex are frommedial or lateral thalamic
structures (Almeida et al., 2004; Brooks & Tracey, 2005; Jones et al., 2003b; Treede
et al., 1999). The lateral and medial pain system are believed to represent two groups of
brain regions appearing to play different roles in pain perception.
(1) The lateral pain system: The lateral pain system is thought to be involved in the
sensory-discriminative dimension of pain processing. It projects through lateral
thalamic nuclei to the somatosensory cortices and results in mainly contralateral,
discriminative nociception (Ray & Zbik, 2002). It is generally believed that S1
is associated with painful stimulus localization as well as intensity coding while
S2 is involved in discrimination of stimulus intensity secondary to general so-
matosensory integration (Treede et al., 1999).
(2) The medial pain system: The medial pain system is associated with the affective-
motivational aspects of pain (Treede et al., 1999). It projects through medial tha-
lamic nuclei to the limbic and paralimbic regions (including the cingulate cortex,
amygdala and hippocampus), and continue rostrally to the PF and motor cortices
(including the M1, the SMA and the PMC) (Ray & Zbik, 2002). More specifi-
cally, the ACC is believed to be involved in encoding the emotional component
and with attentional aspects of pain (attentional shifts and sustained attention to
the painful area) (Almeida et al., 2004). The amygdala could be associated with
fear avoidance, while the hippocampus might create memories of the painful stim-
ulus. The dorsolateral prefrontal cortex (DLPFC) is believed to mediate cognitive
dimension of pain processing while the medial prefrontal cortex (MPFC) is prob-
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ably associated with affective dimension of pain processing (Peyron et al., 2000;
Straube et al., 2009). The motor related areas, including the M1, the SMA and
the PMC, might be related to a withdrawal reaction, as a response to a painful
stimulus. The medial pain system can be both ipsilateral and contralateral but
non-discriminative.
The roles of the thalamus and the insula deserve much attention. The thalamus is of
the central importance to the sensation of pain. All the information from the lateral
spinothalamic tract is relayed through the thalamus. There is evidence (Green et al.,
2009; Smith, 2007) showing that the neural activities directly recorded from the tha-
lamus and the PAG may offer an objective measure of perceived pain intensity. The
insula lies between the lateral and medial pain cortex. It receives inputs from both the
lateral and medical system, and it is associated with both sensory-discriminative and
affective-motivational dimensions of pain (Brooks & Tracey, 2005; Treede et al., 1999).
2.6 Pain Perception: Measurements
Pain measurement is a very important but especially difficult task. The challenges of
pain measurement originate not only from the multidimensionality of pain but also from
the subjectiveness of pain perception. It is now a known fact that there is usually no cor-
respondence between the degree of pain experience (or pain perception) and the degree
of injury (or nociception) (Bunketorp et al., 2006; Fernandez & Turk, 1992; Kall et al.,
2008; Loeser & Treede, 2008; Melzack et al., 2001; Price, 2000; Searle & Bennett,
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2008).
Driven by the need to establish the efficacy of analgesics and other pain control/treatment
methods, many efforts have been devoted to the investigation of accurate pain measure-
ment methods and various methods have been proposed in the past decades. However,
there is still no “gold standard” to objectively quantify pain perception. Overall, the
existing methods for pain measurement can be broadly divided into several types: sub-
jective self-report methods, behavioral measures, performance measures and physiolog-
ical measures (Arendt-Nielsen & Lautenbacher, 2004; Chapman et al., 1985; Fishbasin,
2003; Reading, 1983).
This section serves to provide the readers an overview of common pain measurement
methods in experimental and clinical applications, with an emphasis on the review of
subjective self-report methods. In human pain research, the self-report methods are of-
ten considered as benchmark methods against which prospective objective measures of
pain perception are compared. The detailed review of EEG measures of pain perception,
as the past work closely related to this study, will be given in the next section.
2.6.1 Subjective Self-Report Methods
Subjective self-report methods are the most commonly used methods for pain measure-
ment in both experimental and clinical applications. This kind of methods are useful
for those subjects or patients who are able to verbally or non-verbally report their pain
experience. The self-report methods are usually achieved by rating of pain experience
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on unidimensional rating scales or multidimensional pain scales (Chapman et al., 1985;
Fishbasin, 2003; Kall et al., 2008).
Unidimensional Rating Scales
A unidimensional rating scale is a structured, categorized scale with clear defined limits,
usually used for assessing acute pain (Chapman et al., 1985; Fishbasin, 2003). Com-
mon unidimensinal pain rating scales include visual analogue scale (VAS), verbal rating
scale (VRS), and numerical rating scale (NRS) (Chen et al., 1998; Farrar et al., 2001;
Fishbasin, 2003; Williamson & Hoggart, 2005).
The VAS is presented as a 10-cm line anchored by two extremes of pain, ‘no pain’ and
‘worst imaginable pain’ (see Fig. 2.4a). The subjects or patients are required to rate
their pain experience by indicating a position along a continuous line between the two
end-points.
The VRS is the simplest rating scale to use. It usually describes pain using a list of
adjectives: ‘no pain’, ‘mild pain’, ‘moderate pain’ and ‘severe pain’.
The NRS is an 11, 21 or 101 point scale with the end points being the two extremes
of pain, ‘no pain’ and ‘worst imaginable pain’. The subjects or patients are required to
choose a number between 0 and 10/20/100 to describe their pain experience. Fig. 2.4b
shows a classical 11-point NRS.
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Figure 2.4: Common unidimensional pain rating scales: (a) visual analogue scale and
(b) numerical rating scale.
Multidimensional Pain Scales
In contrast to unidimensional scales, multidimensional pain scales are often used for as-
sessing chronic pain and in an attempt to address several domains including the sensory
domain, the affective domain, the evaluative domain and the functional domain (Searle
& Bennett, 2008). Common multidimensional pain scales include the McGill pain ques-
tionnaire, the memorial pain assessment card and the brief pain inventory (Melzack,
1975; Miaskowski, 2005).
The self-report methods have a major disadvantage of being subject to response bias
or falsification (Reading, 1983). In addition, the self-report methods are not applicable
to those individuals who are uncooperative and/or unable to do self-report (e.g. young
children, patients with dementia, patients under anesthesia).
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2.6.2 Behavioral Measures
Behavioral measures are based on the experimenter’s or heath care worker’s assessment
of the degree of pain using a descriptive or numerical scoring system, by observation
of subjects’ or patients’ pain behaviors (such as facial expression, moving in bed, brac-
ing, rubbing an affected part, medication demand or intake, food intake, engagement in
recreational activity) (Fishbasin, 2003). This technique has the disadvantage of being
susceptible to the operator’s experience and bias. Secondly, clinical patients likely ex-
hibit few pain behaviors to avoid increasing pain. In such cases, measurement of pain by
observation of pain behaviors is not reliable. Besides, there are cases when behavioral
measures are not applicable due to the inability of patients to exhibit pain behaviors (e.g.
patients under anesthesia).
2.6.3 Performance Measures
Performance measures are based on the measurement of perceptual ability derived from
performance (e.g. activity level, frequency counts for certain behaviors, accuracy of
judgements, reaction time and error rate) on laboratory tasks (Chapman et al., 1985;
Fishbasin, 2003). The major problem of performance measures is that they do not di-
rectly measure pain. The reliability of this kind of methods relies on the task used. A
task, which itself also interferes with performance ability, may lead to useless or even
misleading data for pain measurement.
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2.6.4 Physiological Measures
Physiological measures are a class of promising objective pain assessment methods
based on the measurement of physiological processes covarying with pain perception.
The physiological measures do not rely on a subject’s or patient’s ability to self-report
and are also not subject to the person whose pain is being measured or the person who
is measuring the pain.
The existing physiological measures mainly include direct recording from the peripheral
nerves, EMG measures, autonomic indices and EEG measures (Chapman et al., 1985).
Direct Recording from Peripheral Nerves
The recording from peripheral nerves can be the electrical activity at the nociceptors or
peripheral nerve trunks. This electrical activity is essentially a measure of the transduced
stimulus intensity, which represents a better estimate of pain intensity as compared to
direct measurement of the stimulus. However, the recording from peripheral nerves does
not reflect the modulation processes occurring at the dorsal horn as well as higher brain
centers and thus may not correlate well with pain experience.
EMGMeasures
Enhanced muscle tension usually accompanies pain perception and thus measurement
of EMG can provide a useful indicator of pain perception. However, there has been
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evidence showing lack of correspondence between muscle tension and pain perception,
and the causal link between muscle tension and pain is still not clear.
Autonomic Indices
Pain perception has also been reported to be usually accompanied by increases in skin
conductance, blood pressure and heart rate. Thereby, a number of autonomic indices
have been proposed for pain assessment, including pulse rate, skin conductance/resistance,
skin temperature, and finger pulse volume. However, like EMG measures, exceptions to
the normally observed changes in autonomic activity (i.e. increases in skin conductance,
blood pressure and heart rate) have also been occasionally reported (Denise et al., 2006;
Tousignant-Laflamme et al., 2005), and thus autonomic indices are also not always reli-
able.
EEGMeasures
Among the many physiological measures, EEGmeasures deserve the most attention and
have the greatest potential in its usefulness for reliable pain measurement. This is due to
the fact that pain is perceived in the brain and thus EEG, as a measurement of the brain’s
electrical activity, should have a better correlation with pain experience than any other
physiological measures.
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2.7 Past Work on EEG Measures of Pain Perception
In the past decades, numerous studies have been conducted on searching for EEG mea-
sures of pain perception. The research can be divided into two lines, one focusing on
the characterization of human pain by spontaneous EEG measures and the other into
pain-related BEPs. The section presents a review of the past work most relevant to the
present studies — laboratory studies on EEG measures of pain perception with healthy
human volunteers.
2.7.1 Pain-induced Spontaneous EEG Changes
Two types of analytic methods have been mainly used to yield quantitative measures of
spontaneous EEG for characterizing human pain perception: cortical power spectrum
analysis and coherence analysis.
Pain-induced Cortical Power Spectrum Changes
There has been substantial evidence on the CPS changes in response to various kinds of
painful stimulations by far. The earliest and most reported is the cold pain induced CPS
changes. Back to the 1980s, Chen et al. (1989b) have reported significant increases
in delta and beta activities during CPT. The heightened delta activity was believed to
reflect the stress component of human pain responsivity, and the beta activity reflected
the vigilance scanning of pain processes. Later, Backonja et al. (1991) found an initial
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decrease in alpha activity followed by an alpha activity increase, in addition to increases
in delta and beta activities by CPT. Being slightly different, Ferracuti et al.(1994) found
a decrease in alpha activity and an increase in delta activity, but no significant changes
in beta activity during CPT, while Chen and Rappelsberger (1994) reported a decrease
in alpha activity and an increase in beta activity during cold pain stimulation. Subse-
quently, Chen et al. (1998) found increases in delta and theta activities but no signifi-
cant changes in alpha and beta activities in response to cold pain. Chang et al. (2002)
reported that cold pain induced CPS changes in all EEG frequency bands of interest, in-
cluding increases in delta, theta and beta activities but a decrease in alpha activity. They
proposed that alpha reduction could be related to the attention processing in nociceptive
input, and the delta/theta/beta activation may be associated with the motivational mod-
ulation of the brain. Generally, these early studies reported varying cold pain induced
CPS changes. According to Dowman et al. (2008), the major factors causing the vary-
ing findings of the early studies include that: a) the recording periods were too short to
obtain stable EEG patterns for most of the studies; b) no-task control condition was used
as the baseline in comparison to cold pain condition, leading to between- and within-
subject variability in vigilance and/or arousal level; c) there was no standard criterion
for handling EEG artifacts. They addressed these problems by using a) no-pain control
conditions with proper control on vigilance and arousal, b) a long recording period of
10 mins, and c) proper methods to handle artifacts. Their results showed that a decrease
of alpha activity over contralateral temporal scalp could be an EEG index of tonic pain
perception.
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Pain induced CPS changes have also be evidenced from the studies using other types of
tonic experimental pain. Le Pera et al. (2000) reported decreases in delta, frontal beta1
(14-20 Hz) and contralateral parietal alpha1 (9-11 Hz) activities during hypertonic saline
induced pain. Chang et al. (2003) showed that alpha1 (8-10.8 Hz) activity correlated
negatively while beta2 (25-35 Hz) activity correlated positively with self-report of pain
intensity during hypertonic saline induced pain. Chang et al. (2001a) found capsaicin
pain induced decreases in alpha1 (8-10.5 Hz) and alpha2 (11-13.5 Hz) activities in pos-
terior regions. Recently, Huber et al. (2006) showed that there were a generalized
increase in the delta (2-4 Hz) activity, a left-sided temporal increase in the beta1 (12-16
Hz) activity, a left-biased fronto-temporal decrease in the theta (4-8 Hz) activity and a
fronto-temporal decrease in the alpha1 (8-10 Hz) activity during heat pain. However,
there was no evidence that these EEG changes were specific to tonic heat pain. More
recently, Nir et al. (2010) reported a linear correlation between peak alpha frequency
(PAF) and tonic heat pain.
In addition to tonic pain, CPS changes have also been reported in response to brief
phasic pain. Bromm et al. (1989) found brief painful electrical stimuli induced increases
in delta and theta activities. Arendt-Nielsen (1990) reported a significant power change
in the low frequency band of 0.5-2.5 Hz at 1-2 s after brief laser stimulation. Croft et al.
(2002) found a correlation between EEG gamma (32-100 Hz) activity over prefrontal
scalp regions and subjective pain experience evoked by phasic electrical stimulation.
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Pain-induced Cortical Connectivity Changes
Coherence analysis has greatly contributed to the understanding of cortical connectiv-
ity during pain perception. However, like findings on CPS changes, the results from
coherence analysis also varied a bit across different studies. For example, Chen and
Rappelsberger (1994) found increase of EEG coherence for alpha and beta2 (18.5-24
Hz) bands in central regions during cold pain as compared to no-task control condi-
tion. In a subsequent study, Chen et al. (1998) further compared EEG coherence during
cold pain with that in non-painful cold condition. Different from the results in com-
parison to no-task control condition, there were higher coherence for delta and theta
bands, lower coherence for beta1 (13-18 Hz) band but no significant coherence change
for alpha band. More recently, Baltas et al. (2002) reported that as compared to no-pain
condition, during laser induced heat pain, coherence significantly increased for almost
all EEG channels, especially for beta band.
In summary, although pain induced brain activity in terms of CPS or coherence changes
have been seen to vary a bit across studies, the existing evidence generally suggests that
pain perception is associated with decreases in relative power of slower brain activities
(mostly alpha and also theta in some studies) but increase in relative power of faster
(beta) brain activity (Chen & Rappelsberger, 1994; Dowman et al., 2008; Jensen et al.,
2008). The major barrier to use spontaneous EEG measures for pain assessment lies
in that the equivocal causal link between the spontaneous EEG oscillations and pain
perception. As the spontaneous EEG oscillations are not specific to painful stimulation,
it is difficult to determine whether their changes during painful stimulation are related
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to pain perception itself or associated with general emotional/cognitive processes, and
to what extent the EEG changes are related to pain perception (Chen, 1993; Croft et al.,
2002). Moreover, spontaneous EEG are susceptible to artifacts, which may cause a
misinterpretation of pain-related EEG features.
2.7.2 Pain-related Brain Evoked Potentials
Measurement of BEPs in response to painful stimulation has provided a valuable tool
for the study of pain perception in the brain. Unlike spontaneous EEG oscillations,
BEPs measure the electrical activity time-locked to painful stimulation and capture the
time course of brain response associated with the processing of painful stimuli. Since
Chatrian et al. (1975) firstly reported the correlation between BEPs and pain induced
by electrical stimulation of tooth pulps, the BEPs in response to brief painful stimu-
lation have gained great interest and been intensively studied. So far, various BEPs
highly correlated with subjects’ self-report of pain sensation and sensitive to the effect
of analgesic drugs and their antagonists have been reported. Carmon et al. (1978) found
a linear relationship between the amplitude of thermal pain evoked positive deflection
at 372-391 ms and the magnitude of subjective pain sensation. Chen et al. (1979) re-
ported that the peak-to-peak amplitude of the component at 175-260 ms in the painful
dental stimulation evoked potentials was linearly correlated with subjective painfulness.
By conducting principal component analysis on the cerebral potentials evoked by nox-
ious and non-noxious mechanical and electrical stimulation, Bromm & Scharein (1982)
detected two components which differed significantly between painful and non-painful
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sensations. Fernendes de Lima et al. (1982) demonstrated an association between late
midline tooth pulp evoked potentials and pain perception. Kakigi et al. (1989) found a
correlation between the P320 component in the somatosensory evoked potential (SEP)
following laser stimuli and subjective pain experience, and proposed that the P320 com-
ponent could be generated by pain-specific cognition or perception. Becker et al. (1993)
identified a pain component with the latency range of 200-550 ms in the somatosensory
evoked potential (SEP) by painful electrical intracutaneous stimulation. More recently,
Granovsky et al. (2008) showed a positive correlation between contact-heat pain evoked
potentials and pain magnitude.
However, pain-specific BEPs are yet to be investigated (Bromm & Scharein, 1982; Fer-
nandes de Lima et al., 1982; Mouraux & Iannetti, 2009). Most of the reported pain-
related BEPs have been shown to be likely also related to arousal or attentional reori-
entation. There is evidence that the pain-related component is often confounded with
a P300 component in the pain evoked potentials (Becker et al., 2000, 1993; Dowman,
2004; Zaslansky et al., 1996b,a). Second, it is also questionable whether the BEPs in re-
sponse to external stimulation can reveal endogenous brain activity associated with pain
perception which is hardly time-locked to any external event (Chen, 1993). In addition,
brief painful stimulation was used to induce pain in BEP studies, whereas it remains
a debatable issue whether the induced phasic experimental pain can faithfully simulate
clinical pain (Nir et al., 2010).
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2.8 Review of Gender Differences in Pain-Related Brain
Activations
With the advances in functional imaging techniques such as fMRI, MEG and PET, re-
searchers have been able to directly pinpoint pain-related brain activations within the
human brain. In recent years, there has been increasing evidence on gender differences
in pain-related brain activations from neuroimaging studies using fMRI, MEG and PET
(Berman et al., 2006; Derbyshire et al., 2002; Moulton et al., 2006; Naliboff et al., 2003;
Paulson et al., 1998; Straube et al., 2009).
Paulson et al. (1998) showed that, under equal heat stimuli, females had significantly
stronger activation in the right, contralateral PF, the contralateral insula and thalamus.
However, they were unable to determine whether the different activations in insula and
thalamus were attributed to gender, perceived pain intensity or both factors, as they did
not equalize perceived intensities. Unlike Paulson et al. (1998), Derbyshire et al. (2002)
equalized pain experience. They found that females were more strongly activated in
perigenual cingulate cortex while males were more activated in the left, contralateral,
PF, S1, S2, parietal and insula cortices. These results suggested that males seemed to
focus more on sensory processing in contrast to more on affect processing for females.
Naliboff et al. (2003) investigated gender differences in central processing of experi-
mental visceral pain on irritable bowel syndrome patients, and found that females had
stronger activation in the ventromedial PF,the right ACC and the left amygdala, in con-
trast to the greater activation of the right DLPFC, the insula and the dorsal pons/PAG
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for males. According to Naliboff et al. (2003), these results reflected that females had
stronger affective and autonomic responses but decreased cognitive activity during vis-
ceral pain than males. Berman et al. (2006) examined gender differences in perception
of experimental visceral pain on healthy subjects, and they obtained slightly different
results from those of Naliboff et al. (2003) — stronger activation in the insular cortex
for males but greater deactivation in the amygdala and the midcingulate for females.
Moulton et al. (2006) found that males had stronger activations in the S1, the mid-ACC
and the DLPFC under equivalent perception of contact heat pain than females. Recently,
Henderson et al. (2008) reported that males had decreased activity in the DLPFC and
increased activity in the cerebellar cortex, while females had increased activity in the
midcingulate cortex and either decreased or increased (depending on whether the pain
was subcutaneous or intramuscular) in the hippocampus, during hypertonic saline in-
duced pain. They speculated that the observed gender differences in pain-related brain
activations may be arisen from gender differences in the brain circuitry involved in pro-
cessing affective component of pain experience. More recently, Straube et al. (2009)
reported stronger activation of the pregenual MPFC for females but higher activation of
the insular cortex for males during electrical painful stimulation.
In summary, the past studies generally suggest that females concentrate more on the af-
fective dimension of pain by showing stronger pain-related activations in those emotion-
based brain regions while males concentrate more on the sensory dimension of pain by
showing stronger pain-related activations in sensory regions. However, results on gender
differences in cerebral responses to pain vary a bit across the past functional imaging
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studies, likely due to differences in the stimulus modality and experimental paradigm
used (Fillingim et al., 2009).




This chapter describes the general experimental methods used for EEG recording and
pain induction. The experimental procedure and analysis methods specifically used to
achieve each specific aim of the study will be given later in each corresponding chapter.
3.1 EEG Recording
3.1.1 Subjects
The subjects were recruited from the National University of Singapore and fulfilled the
inclusion criteria of not being on any medication, no history of neurological, psychi-
atric and cardiovascular problems as well as pain disorders. The recruitment of human
subjects for this study was approved by the Institutional Review Board of the National
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University of Singapore (NUS-IRB). Informed consents were obtained prior to experi-
ments and each subject was reimbursed with S$50 for his/her participation.
3.1.2 Experimental Setup and Recording Parameters
EEG were recorded using the Neuroscan NuAmps system (see Fig. 3.1) at a sampling
rate of 250 Hz with a bandpass filtering of 0.5 - 100 Hz, from 30 electrodes arranged
according to the extended 10-20 system (see Fig. 3.2) with a 32-Channel Quick-Cap
(Compumedics Neuroscan, USA). The scalp EEG was referenced to the average of A1
and A2, with AFz serving as the ground electrode.
Figure 3.1: The Neuroscan NuAmps system used for EEG recording.
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Figure 3.2: The electrode arrangement according to the extended 10-20 system.
3.2 Experimental Method for Pain Induction
The perception of different types of pain may be different and involve different brain
networks (Apkarian et al., 2005; Chen & Treede, 1985), and thus should be analyzed
separately. The present study focused on a specific type of nociceptive pain—the so-
matic pain, as shown in the grayed box in Fig. 2.1. More specifically, the tonic cold
pain induced by CPT was used to simulate acute clinical pain in the present study. It is
believed that clinical pain is usually associated with the long-lasting and diffuse pain,
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and thus the experimental tonic pain may simulate clinical pain more closely than phasic
pain (Chen et al., 1989a; Chen & Treede, 1985; Nir et al., 2010).
The apparatus used for CPT, the administration of the test and the measurement of sub-
jective pain experience strictly followed the guidelines for CPT in the literature (Mitchell
et al., 2004; von Baeyer et al., 2005). Fig. 3.3 shows the apparatus used for CPT in the
present study, which consisted of a heating circulator with open bath (JULABO model
ED-19) and an immersion cooler (JULABO model FT200). This apparatus ensured that
the water was continuously circulating at a specified temperature during the experiment.
Figure 3.3: The apparatus used for experimental cold pain induction, consisting of a
heating circulator with open bath and an immersion cooler.
The present study followed the recommendation of von Baeyer et al. (2005) and used
cold water maintained at a temperature of 10 oC for CPT, although a temperature of 0 to
NATIONAL UNIVERSITY OF SINGAPORE SINGAPORE
3.2 Experimental Method for Pain Induction 53
7 oC were more commonly used for adults in the past works (Mitchell et al., 2004). The
use of 10 oC in this study was in an attempt to ensure that subjects could survive with
hand immersion in the cold water for a long enough time to obtain representative EEG
recordings.
The psychophysical responses of the subjects, including subjective self-report of pain
intensity and unpleasantness ratings, were measured by using two separate 11-point
numerical rating scales, as shown in Fig. 3.4a and Fig. 3.4b respectively.




















Figure 3.4: The pain rating scales used in the present study: (a) the numerical rating
scale for pain intensity and (b) the numerical rating scale for pain unpleasantness.




Approach With Error Correction for
Automatic EEG Artifact Removal
4.1 Introduction
EEG recordings are known to be contaminated by physiological artifacts from various
sources, such as blinking and movements of the eyes, beating of the heart and move-
ments of other muscle groups (Jung et al., 2000b). These artifacts are mixed together
with the brain signals, seriously interfering with the interpretation of EEG signals (Ur-
restarazu et al., 2004). Therefore, it is necessary to remove the various artifacts from
EEG before further EEG analysis.
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There has been great interest in applying ICA (Comon, 1994; Hyvarinen et al., 2001) to
EEG artifact removal in recent years (Castellanos & Makarov, 2006; Jung et al., 1998,
2000a; Makeig et al., 1996; Urrestarazu et al., 2004; Vigario et al., 2000; Vigario, 1997;
Wallstrom et al., 2004). This is mainly motivated by the fact that ICA is effective in
decomposing raw EEG recordings into electrical source signals originating from non-
cerebral artifacts (namely, artifactual ICs) and electrical source signals accounting for
true brain activations (namely, non-artifactual ICs) (see, e.g., Castellanos & Makarov
2006; Jung et al. 1998; Vigario et al. 2000). The ICA-based artifact removal methods
have provided a possibility to simultaneously removing various artifacts in EEG while
keeping brain signals of interest well preserved. However, in conventional ICA-based
artifact removal methods (see, e.g., Makeig et al. 1996; Urrestarazu et al. 2004; Vigario
et al. 2000), artifactual ICs are manually identified (usually by visual inspection) and
removed. This process is very time-consuming and, hence, not suitable for real-time
applications.
Recent effort towards automatic artifact removal includes the studies of Nicolaou & Na-
suto (2004) and Shoker et al. (2005) where a standard support vector machine (SVM)
(Boser et al., 1992; Cortes & Vapnik, 1995; Cristianini & Shawe-Taylor, 2000; Vapnik,
1995), trained on equal number of artifactual and non-artifactual samples, is used for
automatic identification of artifactual ICs. Such a combination of ICA and SVM (Boser
et al., 1992; Cortes & Vapnik, 1995; Cristianini & Shawe-Taylor, 2000; Vapnik, 1995)
offers a promising approach for automatic artifact removal (Nicolaou & Nasuto, 2004;
Shoker et al., 2005). Unfortunately, unique properties of the problem at hand have not
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been taken into consideration. First, the real data are extremely unbalanced–only a few
of the ICs are artifactual ICs and the majority is non-artifactual ICs (see, e.g., Castel-
lanos & Makarov, 2006; Joyce et al., 2004; Jung et al., 2001; Onton & Makeig, 2006;
Romero et al., 2003). It is well known in the machine learning community that the per-
formance of a standard SVM, trained on balanced datasets, may perform poorly when
the real data are unbalanced. Second, the number of artifactual ICs responsible for each
type of artifact, decomposed from a given EEG epoch, is often small. This structural
information of the underlying data can be very useful for improving the accuracy of au-
tomatic artifact identification. To the best of our knowledge, such structural information
has however not been exploited in past literature.
In this chapter, a novel automatic EEG artifact removal method is presented. The pro-
posed method exploits the above-mentioned unique properties by: 1) using a weighted
version of SVM formulation (Osuna et al., 1997) to handle the inherent unbalanced na-
ture of component classification, and 2) imposing constraints on the number of artifac-
tual ICs through a novel error correction algorithm. It is worth noting that the proposed
formulation is conceptually different from past ICA-based artifact removal methods. It
considers all the ICs derived from a given EEG epoch collectively while the past meth-
ods treat each IC independently. The advantages of the proposed method over a number
of past methods in the literature are shown in a carefully controlled experiment using
real-life EEG data with comparisons made to several benchmark methods. Results show
that the proposed method is preferable to the other methods in the context of artifact re-
moval by achieving a better tradeoff between removing artifacts and preserving inherent
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brain activities.
4.2 Overview of the Proposed Automatic Artifact Re-
moval Method
This section provides an overview of the proposed artifact removal system and estab-
lishes the necessary notations needed for subsequent sections. Like other ICA-based
artifact removal systems in the literature, the proposed system (see Fig. 4.1) consists of
four main modules: ICA, feature extractor, IC classifier and EEG reconstruction. The
contribution of the present work is mainly on the new method used in the IC classifier,
though the feature extractor also includes some new features.
Figure 4.1: Block diagram of the proposed automatic artifact removal system. The
system consists of four main modules: ICA, feature extractor, IC classifier and EEG
reconstruction module. The novelty of the proposed IC classifier is explicitly shown. It
has two sub-modules: a modified probabilistic multi-class SVM (denoted by weighted
PWC PSVM in the figure) to address the unbalanced nature of the data and an error
correction block to handle the unique structural information of the data.
The continuous raw EEG recording is first segmented into epochs with a fixed length.
The resulting EEG epochs are then fed, epoch by epoch, into the artifact removal system.
Given a raw EEG epoch as the input, the output of the system is the reconstructed
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artifact-free EEG epoch.
4.2.1 ICA Module
Consider a given n-channel raw EEG epoch, X = [x1 x2    xn]T where xi 2 Rl; i =
1; : : : ; n, is the time series for the ith EEG channel with a fixed length, l. The ICA
module decomposesX intom ( n) ICs, S= [s1 s2    sm]T where si 2Rl; i= 1; : : : ; m,
is the ith IC, by solving (Hyvarinen, 1999):
X= AS (4.1)
where, A = [a1 a2    am] denote the mixing matrix with ai 2 Rn containing the scalp
distribution coefficients of si.
There are many different algorithms based on different measures of independence for
solving the ICA problem shown in Equation (4.1). A most commonly used measure of
independence is mutual information or non-Gaussianity. The ICs, si 2Rl; i= 1; : : : ; m,
can be estimated by minimizing the mutual information between them or maximizing
their non-Gaussianity (Hyvarinen, 1999; Hyvarinen et al., 2001).
While many implementations of ICA are available, the FastICA package (Gvert et al.,
2005) is used in the present study. The FastICA package implements a Newton-iteration
based fast fixed-point optimization scheme and an objective function based on maxi-
mization of negentropy for ICA. The fast fixed-point algorithm has proven to be much
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faster than conventional gradient descent methods. Details on the algorithm can be
found in Hyvarinen et al. (2001).
4.2.2 Feature Extractor
The feature extractor generates a set of feature vectors from the si’s needed for classifica-
tion of the si’s. Suppose d features are extracted from si. Then, f(si) = [ f1(si) f2(si)   
fd(si)]T denotes the feature vector extracted from si and F(S) = [f(s1) f(s2)    f(sm)]T
denotes the set of feature vectors obtained from S.
In the present study, six features are extracted from each IC. The definitions of the
six features are given in Equation (4.2)-Equation (4.7). The first four features (as
shown in Equation (4.2)-Equation (4.5)) are directly adopted from the literature (Shoker
et al., 2005) for characterizing EOG artifact. The last two (as shown in Equation (4.5)-
Equation (4.7)) are new features proposed for characterizing ECG artifact.
Feature 1: The first feature is the ratio between the peak amplitude and the variance of
si, as given by (Shoker et al., 2005)
f1(si) =max(jsij)=s2si; (4.2)
where ssi is the standard deviation of si.
Feature 2: The second feature is the normalized skewness of si, defined as (Shoker et al.,
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Feature 3: This feature measures the cross-correlation between si and an independent
reference dataset containing eye-blinking dominated EEG channels (Fp1, Fp2, F3, F4,
O1, O2), x0j ; ( j = 1;    ; 6), which is distinct from the training and testing datasets. It








E x0j(m)si(m+ t)	)=6: (4.4)
Feature 4: This feature is the Kullback-Leibler (KL) distance between the probability
density function (PDF) of si and that of a reference EOG IC which is separated from an
EEG epoch distinct from the data used for training and testing, s0eog. It is calculated as




where P(si) and P(s0eog) are the PDF of si and s0eog respectively.
Feature 5: The fifth feature is the variance of scalp distribution of si, given by
f5(si) = var(ai=kaik); (4.6)
NATIONAL UNIVERSITY OF SINGAPORE SINGAPORE
4.2 Overview of the Proposed Automatic Artifact Removal Method 61
This feature is specially proposed for ECG ICs because empirical evidences have shown
that their unique scalp distribution gives smaller variance compared to other types of ICs
(Greco et al., 2005).
Feature 6: The sixth feature gives the KL distance between the PDF of si and that of a
reference ECG IC which is separated from an EEG epoch distinct from the data used for




where P(si) and P(s0ecg) are the PDF of si and s0ecg respectively. This feature is proposed
to account for distinct PDF of ECG ICs due to their unique composition of P wave, QRS
complex and T wave.
It is worthy noting that features 3, 4 and 6 simply require reference EEG signals or
ICs obtained from distinct EEG epochs that are not part of training and testing datasets,
but not additional reference EEG channels that are generally required in many non-ICA
based artifact removal methods.
4.2.3 IC Classifier
The proposed IC classifier has two sub-modules: a modified probabilistic multi-class
SVM (denoted by weighted PWC PSVM) and an error correction block, as shown in
Fig. 4.1. The choice of SVM stems from its superior performance on many learning
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problems and modification proposed in the present work to address the unbalanced na-
ture of the data is a novel contribution. Justification to this choice is verified by experi-
mental results compared with other classification approaches, like K-Nearest Neighbors
(KNN), Gaussian Mixture Models (GMM) and Linear Discriminant Function (LDF).
The error correction block is another novel contribution of the present work. Suppose
the si’s are attributed to c different classes fw1    wcg, with w1 being the class of brain
sources and the rest c  1 classes, i.e. wc;    ; wc, referring to different artifactual
sources. Standard IC classifier in the literature (Nicolaou & Nasuto, 2004; Shoker et al.,
2005) classifies si into one of c classes, or the decision function d(f(si)) maps f(si) into
fw1    wcg. Such a setup considers si; i= 1; : : : m; independently and is the framework
used in most works in the literature. However, it is difficult for such a setup to account
for the unique structure of the underlying data. In contrast, the proposed classifier is
able to accommodate the structural information with the error correction algorithm by
considering the si’s collectively and yielding all m predicted class labels via the decision
function d(F(S)).
The detailed account of the proposed weighted PWC PSVM and the error correction
algorithm will be given in Section 4.3.
4.2.4 EEG Reconstruction
The EEG reconstruction module reconstructs artifact-free EEG epoch by zeroing the
contribution of all artifactual sources from raw EEG epoch. Suppose S˜ is obtained from
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S by zeroing all the identified artifactual ICs. The reconstructed artifact-free EEG epoch,
denoted by X˜, can be obtained as follows (Jung et al., 2000b):
X˜= AS˜: (4.8)
4.3 The ProposedWeighted Support-Vector-Machine Ap-
proach With Error Correction
The proposed IC classifier is a combination of a modified probabilistic multi-class SVM
and a novel error correction algorithm. It is our attempt to address the unique properties
of the problem. Given m ICs decomposed from an EEG epoch, let mw j be the number
of ICs corresponding to class w j. The unique properties of the problem can be effected
in terms of the following constraints:
mw1 >> mw2; mw1 >> mw3;    ; mw1 >> mwc (4.9)
and
lw2  mw2  uw2; lw3  mw3  uw3;    ; lwc  mwc  uwc (4.10)
The constraints in Equation (4.9) represent the inherent unbalanced nature of the data,
while those as in Equation (4.10) are the unique structural information that define the
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upper and lower bounds, denoted by uw j and lw j respectively, with regards to the number
of ICs belonging to each artifactual source. Optimal values of uw j and lw j depend on the
bioelectrical nature of that artifact (for example, EOG artifacts can usually be modeled
as a single dipole consisting of three spatial components each (Schlgl et al., 2007)), and
the protocol under which the EEG data are collected (e.g. the number of EEG channels
used). Typically, they can be tuned by a data-driven approach. The details will be given
in the description of the numerical experiments in Section 4.4.
4.3.1 The Modified Probabilistic Support Vector Machines
Multi-class SVM is typically built up from several standard binary SVMs (Duan &
Keerthi, 2005; Hsu & Lin, 2002). The proposed probabilistic multi-class SVM is modi-
fied from a probabilistic multi-class SVM based on pairwise coupling strategy by Hastie
and Tibshirani (1998), by replacing all the standard binary SVMs with weighted SVMs
(Osuna et al., 1997), to properly address the unbalanced learning problem at hand. It
is hereafter referred as the weighted PWC PSVM. The detailed implementation of the
weighted PWC PSVM is as follows. Consider a nominal c-class unbalanced classifica-
tion problem with dataset D in the form of ffi;yigNi=1, where fi 2 Rd is the ith sample
and yi 2 fw1;    ; wcg is the corresponding class label and N is the total number of
training samples. Let N j denote the number of training samples belonging to class w j,
and Di j := ffk;ykgfk2wi[w j be the subset of D formed by the samples from class wi and
w j.
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Construction of Weighted Binary SVMs
In total, c(c  1)=2 weighted binary SVMs are constructed, each classifying a pair of
classes. The weighted binary SVM classifying class wi and class w j is trained using Di j
by solving the following optimization problem (Osuna et al., 1997):
min
wi j;bi j;x i j
1
2(w
i j)Twi j+Ci ji å
fk2wi




x i jk ;
subject to wi j f i j(fk)+bi j  1 x i jk ; if fk 2 wi; (4.11)
wi j f i j(fk)+bi j  1+x i jk ; if fk 2 w j;
x i jk  0;8k;
where f i j is a nonlinear mapping function that maps feature vectors into a high (possibly
infinite) dimensional Euclidean space H ; wi j 2H ; bi j 2 R are the parameters that
determine the optimal separating hyperplane: wi j f i j(f)+bi j = 0; x i jk 2 R is the non-
negative slack variable. Different regularization parameters, Ci ji and C
i j
j , are introduced
in Equation (4.11) for the classes wi and w j, respectively.
A useful choice (Eitrich & Lang, 2006; Markowetz, 2001) is to let
Ci ji =C
i j
j = N j=Ni: (4.12)
Conceptually, this is to impose higher penalty on classification errors made on the sam-
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ples from the minority class.
In practice, the following dual formulation (Boser et al., 1992; Cortes & Vapnik, 1995;
Cristianini & Shawe-Taylor, 2000; Vapnik, 1995) is used to find the numerical solution
of Equation (4.12):
max J(a i j) = å
fk2Di j




a i jk a
i j





k = 0 and (4.13)
0 a i jk Ci ji ; if fk 2 wi; 0 a i jk Ci jj ; otherwise;
where a i jk is the non-negative Lagrangian multiplier for the k
th sample and Ki j(fk; fr) =
f i j(fk) f i j(fr) is the kernel function. With the solution of Equation (4.13), the output
of the weighted binary SVM for a test sample f is given by
gi j(f) = å
fk2Di j
a i jk ykK
i j(fk; f)+bi j: (4.14)
Generating Pairwise Class Probabilities
Standard SVM classifies a sample f depending on the sign of gi j(f), or the half space in
H into which f i j(f) falls. Such an approach, however, ignores the relative confidence
in the classification, or the distance that f i j(f) is from the separating hyperplane. Platt
(2000) proposes the use of the following sigmoid function to map gi j(f) into pi j 
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P(wijf; f 2 wi or wj), the pairwise probability of belonging to class wi knowing that f is
from class wi or w j:
pi j(f) =
1
1+ exp(Ai jgi j(f)+Bi j)
; (4.15)
where the parameters Ai j and Bi j are determined from minimizing the negative log like-
lihood function, or
min
Ai j; Bi j
f  å
fk2Di j
[tk log(pi j(fk))+(1  tk) log(1  pi j(fk))]g; (4.16)
where tk = (Ni + 1)=(N j + 2) if fk 2 wi and tk = 1=(N j + 2) if fk 2 w j. It is worth
noting that a 5-fold cross-validation procedure is implicitly used in Equation (4.16) as
suggested by Platt (2000). This cross-validation process removes the requirement of
keeping a hold-out validation dataset for fitting the parameters Ai j and Bi j, which is
especially useful when the number of training samples is small. Our implementation of
Equation (4.16) includes the modifications suggested by Lin et al. (2007) for numerical
stability. The choice of kernel function in Equation (4.13) is general and our study is
done with the popular Gaussian kernel, Ki j(fr; fs) = exp( g i jkfr  fsk2) where g i j is the
kernel parameter.
Estimating Multi-class Posterior Probability
Given the pairwise class probabilities, pi j(f) and p ji(f)(= 1  pi j(f)); 8i 6= j, the multi-
class posterior probability of belonging to wi given f, denoted by pi(f)  P(wijf); 8i,
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can be estimated by solving the following optimization problem (Hastie & Tibshirani,
















pi(f) = 1 and pi(f) 0:
Let p(f(si)) = [p1(f(si)) p2(f(si))    pc(f(si))]T , representing the vector of multi-class
posterior probabilities as given by Equation (4.17) for the ith IC derived from a given
EEG epoch, si. It will be used in the proposed error correction algorithm that is described
in the next section.
4.3.2 Error Correction
Consider the classification of m feature vectors corresponding to m ICs from a given
EEG epoch, f(si); i= 1;    ; m. Instead of simply using d(f(si)) = argmax
k
fpk(f(si))g
to classify each IC independently, the proposed IC classifier includes a novel error cor-
rection algorithm which is aimed to incorporate the structural information as given in
Equation (4.10) by considering all the si (i= 1;    ; m) collectively and yielding all m
predicted class labels simultaneously.
In loose terms, the proposed error correction algorithm is to find the m predicted class
labels that satisfy the constraints as in Equation (4.10) and, at the same time, match the
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P(F(S)) = [p(f(s1)) p(f(s2))    p(f(sm))] as much as possible. Let qi 2Rc be the code
vector representing the predicted class label of si. This implies that, if the predicted class
label of si is k, the kth element qik is equal to one and all the other elements in qi are
zeros. The proposed error correction algorithm is implemented through the following





















where the optimization is overQ= [q1; q2;    ; qm]T . While various efficient solvers of
Equation (4.18) are available, the present study uses the solver developed by Bemporad
and Mignone (2001). With the solution of Equation (4.18), Q, the si’s (i = 1;    ; m)





fq2kg    argmax
k
fqmkg]T : (4.19)
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4.4 Numerical Experiments
The numerical experiments were limited to the problem of automatic removal of ECG
artifact and EOG artifact in real-life EEG. The proposed IC classifier was quantitatively
compared to several benchmark methods in a stringent subject-wise cross-validation
procedure. In addition, the reconstructed EEG epochs were reviewed by an independent
EEG expert to qualitatively evaluate the performance of the proposed artifact removal
method.
4.4.1 Data Preparation
Ten right-handed volunteers from the National University of Singapore were selected
for EEG measurements. These subjects fulfilled the inclusion criteria of no history of
cardiovascular disease, normal eye sight and with regular eye blinks. Informed con-
sent was obtained and nominal monetary incentive was given for their participation.
Multi-channel unipolar EEG data were recorded from 17 electrodes (excluding Fp1,
Fp2) placed on the scalp according to the International 10-20 system (Jasper, 1958)
using the PL-EEG Wavepoint System (Medtronic, Inc. Denmark), with sampling fre-
quency of 167 Hz and a pass band of 0.02-35 Hz using a customized bandpass filter
implemented in LabView (version 6.1, National Instruments, USA). Five minutes of
EEG data were recorded from each subject with their eyes open and in resting state.
These EEG recordings were firstly segmented into 12-second epochs (l = 2000). Each
EEG epoch was then decomposed into ICs by ICA. The ICs were manually labeled as
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EEG IC (class w1), EOG IC (class w2) or ECG IC (class w3) by an EEG expert in a ran-
dom order. These labels were regarded as ”true” labels, against which the performance
of IC classifiers was benchmarked.
The six features (d = 6) as defined in Section 4.2.2 were extracted from each IC and
they were used as the chief information source, in place of the IC, for classification.
Combining the resulting feature vectors with the ”true” labels given by the EEG expert,
a subject-wise data subset of 425 samples (25 epochs  17 ICs), Dk := ffi; yig425i=1 (k =
1;    ; 10), was obtained for each subject.
4.4.2 Parameter Selection
For the proposed IC classifier, two groups of parameters need to be tuned: a) the hyper-
parameters for each weighted SVM, i.e. the regularization parameters, Ci ji and C
i j
j , and
the kernel parameters, g i j; b) the lower and upper bounds for each type of artifactual
ICs, i.e. uw j and lw j .
Tuning of Hyper-parameters for SVM
Since Ci ji and C
i j
j are connected through Equation (4.12), only one of them needs to
be tuned. In the experiments, (Ci ji ; g
i j) were jointly tuned by a 5-fold cross-validation
(Muller et al., 2001) using the model selection tool in the LIBSVM package (Chang &
Lin, April 2007) on the following grids: [2 5;    ; 210] [2 10;    ; 23] (step size=
20:5).
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Tuning of Lower and Upper Bounds for Artifactual ICs
For both ECG and EOG artifacts, they can usually be modeled as a single dipole of three
spatial components (Schlgl et al., 2007). It is reasonable to believe that ICA may output
three artifactual ICs corresponding to the three spatial components if high-density EEG
recordings (such as 64-channel EEG) are used. However, the EEG data used in the
present study were recorded from 17 locations in the standard 10-20 system and ICA
tended to output less than three artifactual ICs for both ECG and EOG artifacts. In the
present experiment, a simple grid-search, with both uw j and lw j ranging from 0 to 3 and
a search step size of 1, was performed for ECG ICs and EOG ICs respectively to obtain
optimal values for uw j and lw j that gave the highest balanced accuracy.
4.4.3 Quantitative Evaluation
Subject-Wise Cross Validation
Among the subsets fDkg10k=1 from 10 subjects, samples from 9 subjects were used to
form a training set Dtra, and the samples from the left-out subject were used to form a
testing set Dtes. Practically, this resampling procedure resulted in 10 pairs of Dtra and
Dtes in total. In the numerical experiments, for each pair of Dtra and Dtes, Dtra was used
for tuning of parameters and training of SVM. The trained classifier was then tested
on left-out dataset Dtes. The major advantages of such subject-wise cross-validation
procedure include that: a) each testing set is independent of the training set and thus the
test error simulates the classifier’s generalization performance on other unseen subjects;
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b) classifier performance obtained on multiple testing sets can be used for evaluating the
significance in the comparison of two classifiers (Shen et al., 2007).
Performance Measures
For a given testing set with c classes, let ni j be the number of samples from wi (true
label) being classified to w j by the classifier (predicted label). The following measures
were used for evaluating the performance of the proposed IC classifier.







j=1 ni j)100% (4.20)
 RCI: It measures the amount of uncertainty about the class of an input reduced




where HI and HO denote the prior and posterior uncertainty about the class of an















j=1 ni j; pi j = ni j=å
c
i=1 ni j,
and HO j =  åci=1 (pi j log2 pi j). RCI has been shown to be a useful performance
measure that captures a detailed picture of classifier performance while being im-
mune to the effect of prior class probabilities (Sindhwani et al., 2001).
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 Overall agreement: It measures the portion of cases that two raters agree with-






j=1 ni j: (4.22)
 Specific agreement: It measures the degree of agreement on each class (Hripcsak
& Heitjan, 2002). Specific agreement on class wk is calculated as:
SAwk = 2nkk=(åci=1 nik+å
c
j=1 nk j): (4.23)
 Cohen’s kappa: It is calculated as
kappa= (OA EA)(1 EA); (4.24)
where OA refers to the overall agreement and EA is the agreement expected by
chance: EA= åck=1 (å
c
i=1 nik åcj=1 nk j)=(åci=1åcj=1 ni j)2 (Cohen, 1960).
Other Methods for Comparison
The proposed IC classifier was compared to the following five benchmark methods:
(1) The weighted PWC PSVM as given in Section 4.3.1;
(2) The standard SVM trained on under-sampled balanced dataset as used in the stud-
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ies of Nicolaou & Nasuto (2004) and Shoker et al. (2005);
(3) GMM (with class conditional probability densities estimated by using the soft-
ware package developed by Bouman (1997));
(4) KNN (K from 1 to 9 were tested and the best results obtained with K=5 were
reported);
(5) LDF using the minimum-squared-error solution.
4.4.4 Qualitative Evaluation
An independent EEG expert was invited to qualitatively evaluate the performance of the
proposed artifact removal system by examining each of the 250 raw EEG epochs and its
corresponding reconstructed EEG epoch simultaneously. The evaluation of each epoch
was based on three aspects: a) the removal of ECG artifact, b) the removal of EOG
artifact and c) the preservation of inherent brain activities (hereafter referred as EEG
preservation). The EEG expert was required to give detailed judgment on each of these
three aspects.
For the evaluation of ECG or EOG removal, “no improvement” was used to indicate
that almost no change was observed in the amount of artifacts before and after artifact
removal; “minor improvement” indicated that artifacts were partially removed but still
observed in the reconstructed EEG; a score of “almost removed” was given when almost
no considered artifact was observed in the reconstructed EEG. For the evaluation of EEG
preservation, “major attenuation” was used to indicate that inherent brain activities were
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significantly attenuated; a score of “minor attenuation” was given when the amplitude
of inherent brain activities was slightly reduced but still clearly visible; “well preserved”
indicated that almost no change in brain activities was observed before and after artifact
removal.
4.5 Results
4.5.1 Validation of the Unique Properties of the Learning Problem
The collected data as described in Section 4.4.1 showed that among the 17 ICs separated
from each 12-second EEG epoch, there were only one ECG IC and no more than two
EOG ICs. In total, 250 ECG ICs, 292 EOG ICs and 3,708 EEG ICs were separated
from 250 EEG epochs from the ten subjects. Fig. 4.2a and Fig. 4.2b show a typical 12-
second EEG epoch and the resulting ICs, respectively. As can be seen, only one EOG
IC (marked by a square) and one ECG IC (marked by a circle) were separated from
the EEG epoch. This verified the unique properties of the learning problem at hand: the
uneven class distributions and the underlying structural information as given in Equation
(4.9) and Equation (4.10), respectively. These properties were reaffirmed by the optimal
values of uw j and lw j for EOG ICs and ECG ICs determined through grid-search, i.e.
uw2 = 2; lw2 = 1; uw3 = lw3 = 1.























































































Figure 4.2: Typical example of (a) a 12-second EEG epoch (the waveforms marked by
rectangular and ellipse are typical ECG and eye-blinking artifacts respectively), (b) its
resultant ICs given by ICA (the IC marked by a square was “true” EOG IC and the
one marked by a circle was “true” ECG IC labeled by the EEG expert. The IC marked
by a dashed circle was a “true” EEG IC but misclassified as ECG IC by the weighted
PWC PSVM. This misclassification was corrected by the proposed error correction al-
gorithm), and (c) the corresponding reconstructed EEG epoch after artifact removal by
the proposed method.
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4.5.2 Quantitative Comparison
Detailed classification results and performance measures of the proposed method and the
benchmark methods are summarized in Table 4.1. The numbers shown are the averages
over 10 test datasets corresponding to 10 pairs of Dtra and Dtes. The p-values (given
in parentheses) were obtained in the paired t-test (Alpaydin, 2004; Box et al., 1978)
between the proposed method and each of the benchmark methods. Based on the results
in Table 4.1, the proposed method appears to be superior to all the benchmark methods.
Details are as follows.
Table 4.1: Performance comparison between the proposed method (i.e. weighted
PWC PSVM with error correction) and five benchmark methods (weighted
PWC PSVM, standard SVM, GMM, KNN and LDF). The number in parenthesis is
the p-value obtained in the paired t-test between each of the benchmark methods and
the proposed method. The symbols ’+’ and ’-’ indicate statistically significant wins or
losses over the proposed method (p-value < 0.05). P: predicted label; T: true label.
Classifier Confusion Matrix BAcc RCI Kappa OA SA
PT w1 w2 w3 (%) (%) w1 w2 w3
Weighted w1 3540 20 4
PWC PSVMWith w2 164 272 0 95.67 76.76 0.82 0.95 0.97 0.75 0.98
Error Correction w3 4 0 246
w1 3474 20 2
Weighted
w2 171 272 0
95.35 70.33 0.78 0.94 0.95 0.74 0.88
PWC PSVM
w3 63 0 248
(0.05) (0:00 ) (0:01 ) (0:01 ) (0:01 ) (0.40) (0:01 )
w1 3424 20 4
Standard SVM w2 212 272 0
94.63 67.15 0.74 0.93 0.96 0.70 0.87
w3 72 0 246
(0:02 ) (0:00 ) (0:00 ) (0:00 ) (0:00 ) (0:02 ) (0:00 )
w1 3653 71 20
GMM w2 49 221 0
88.73 68.34 0.85 0.97 0.98 0.79 0.95
w3 6 0 230
(0:00 ) (0:00 ) (0.23) (0:02+) (0:01+) (0.40) (0:00 )
w1 3661 69 27
KNN(K=5) w2 28 221 0
87.87 66.46 0.85 0.97 0.98 0.82 0.90
w3 19 2 223
(0:00 ) (0:00 ) (0.45) (0.07) (0:04+) (0.22) (0:01 )
w1 3691 129 197
LDF w2 12 162 0
58.71 29.08 0.53 0.92 0.96 0.70 0.34
w3 5 1 53
(0:00 ) (0:00 ) (0:00 ) (0:00 ) (0:00 ) (0.20) (0:00 )
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Comparison Between the Proposed Method and the Modeling Approaches
As shown in Table 4.1, the proposed method achieved significantly higher balanced ac-
curacy and RCI than the modeling approaches (including GMM, KNN and LDF). It
performed well on all the three classes. In comparison, all the modeling approaches
showed very good performance on EEG ICs; however, their performance on EOG and
ECG ICs was not satisfying. In the context of artifact removal, the proposed method
which achieved a better tradeoff among removing artifacts and preserving inherent brain
activities is preferable. It worth noting that the insignificant wins or even loss of the pro-
posed approach over the modeling approaches on Kappa, overall agreement and specific
agreement can be attributed to that these performance measures are subject to the effect
of prior class probabilities, and thus it would not be fair to solely use these measures for
performance comparison.
Comparison Between the Proposed Method and the Standard SVM
As can be seen from Table 4.1, the proposed method showed significant wins over the
standard SVM on all performance measures. The results given by the confusion matrices
suggest that the better performance of the proposed method is mainly due to its higher
accuracy on EEG ICs as compared to the standard SVM (3520/3708 vs. 3424/3708).
One plausible reason is that the standard SVM as used in the studies of Nicolaou &
Nasuto (2004) and Shoker et al.(2005) was trained on down-sampled balanced training
data (with large portion of samples of EEG ICs being discarded). Such down-sampling
causes loss of information and thus leads to suboptimal performance on the majority
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class (Liu et al., 2006).
Comparison Between the Weighted PWC PSVM With Error Correction and the
Weighted PWC PSVMWithout Error Correction
As shown in Table 4.1, the weighted PWC PSVM with error correction showed signif-
icant wins over the weighted PWC PSVM method without error correction on almost
all performance measures. The confusion matrices show that the incorporation of er-
ror correction resulted in a large increase in the accuracy on EEG ICs (3540/3708 vs.
3474/3708) at a tiny cost of the accuracy on ECG ICs (246/250 vs. 248/250). It indicates
the goodness of the proposed error correction algorithm in that it helps to achieve a better
tradeoff between removing artifacts and preserving inherent brain activities. Consider a
batch of ICs resulting from a given EEG epoch. The error correction algorithm prevents
the number of ICs predicted as ECG/EOG ICs from either exceeding the correspond-
ing upper limits or being less than the corresponding lower limits as given in Equation
(4.10), by picking out appropriate number of most probable artifactual ICs (with largest
posterior probability of belonging to the classes of ECG/EOG ICs). Fig. 4.2b shows a
typical example when the weighted PWC PSVM classified two ICs (marked by a cir-
cle and a dashed circle respectively) as ECG ICs but the IC marked by a dashed circle
was actually an EEG IC. The proposed error correction algorithm corrected this error
by incorporating the constraint on ECG ICs: 1 mw3  1.
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4.5.3 Review of Reconstructed EEG
The qualitative evaluation of the proposed artifact removal system by the independent
EEG expert is given in Table 4.2. The amount of ECG artifacts was reduced in 98.4% of
the epochs, with 98.0% indicated as ”almost removed” and 0.4 % indicated as ”minor
improvement”. EOG artifacts were removed in 96.8% of the epochs, with 92.0% indi-
cated as ”almost removed” and 4.8% indicated as ”minor improvement”. In 88.4% of the
epochs, inherent brain activities were well preserved and in 10.8% of the epochs, brain
activities were slightly attenuated. Only 0.8% of the epochs suffered from major attenu-
ation in brain activities. Fig. 4.2c shows the reconstructed EEG epoch corresponding to
the raw EEG epoch shown in Fig. 4.2a after artifact removal by the proposed method.
The strong ECG and EOG artifacts in raw EEG epoch were barely seen in the recon-
structed EEG epoch.
Table 4.2: Qualitative evaluation of the proposed method on artifact removal and EEG
preservation by an independent EEG expert.
ECG Removal
No improvement Minor improvement Almost removed
1.6% 0.4% 98.0%
EOG Removal
No improvement Minor improvement Almost removed
3.2% 4.8% 92.0%
EEG Preservation
Major attenuation Minor attenuation Well preserved
0.8% 10.8% 88.4%
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4.6 Discussion
A novel IC classifier which combines a modified probabilistic multi-class SVM and an
error correction algorithm has been proposed in the present study. The proposed ap-
proach has been compared with several benchmark methods: the modified probabilistic
multi-class SVM as described in Section 4.3.1 without error correction, the standard
SVM used by Nicolaou & Nasuto (2004) and Shoker et al. (2005), GMM, KNN and
LDF. In a stringent subject-wise cross-validation procedure, numerical experiments have
shown that the proposed IC classifier is preferable to the benchmark methods in the con-
text of artifact removal by achieving a better tradeoff between removing artifacts and
preserving inherent brain activities. Moreover, qualitative review of the reconstructed
EEG epochs by an independent expert has demonstrated that after artifact removal in-
herent brain activities are largely preserved. The superiority of the proposed approach
can be attributed to the following reasons.
Firstly, the unbalanced nature of the underlying data as described in Equation (4.9) is
properly addressed by using the modified probabilistic multi-class SVM. This multi-
class SVM is modified from the probabilistic multi-class SVM proposed by Hastie and
Tibshirani (1998), by replacing all standard binary SVMs with weighted SVMs. It uses
real unbalanced data for training and compensates the bias of prior class probabilities by
penalizing more on the classification errors produced by the samples from the minority
class. As shown by experimental results, in comparison to the modeling approaches
(GMM, KNN and LDF), the modified multi-class SVM achieved a better tradeoff among
classification performance on each class by greatly increasing classification accuracy on
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EOG ICs and ECG ICs at the cost of a minor decrease in classification accuracy on
EEG ICs, making it preferable in the context of artifact removal where it is aimed to
effectively remove artifacts while keeping inherent brain activities well preserved. The
proposed method is also superior to the standard SVM used in the studies of Nicolaou
& Nasuto (2004) and Shoker et al. (2005) which was trained on a balanced training set
formed by down-sampling of the majority class. The down-sampling inevitably causes
loss of information and thus leads to the suboptimal performance of the standard SVM
on the majority class (Liu et al., 2006).
Secondly, useful structural information of the underlying data is incorporated in deci-
sion making through the error correction algorithm. The structural information in the
present study is the constraints on the number of ICs responsible for each type of ar-
tifact resulting from a given EEG epoch, as described in Equation (4.10). It is worth
noting that this structural information is different from class priors: class priors can be
directly included by many modeling methods (e.g. KNN, GMM); however, the con-
straints as of Equation (4.10) exist among the batch of ICs resulting from the same EEG
epoch and thus can only be exploited by considering the batch of ICs collectively (as
the proposed error correction algorithm does). Conventional classifiers, such as KNN,
GMM and LDF, which consider each sample independently, are unable to incorporate
such structural information. As shown by experimental results, a better tradeoff be-
tween removing artifacts and preserving brain activities is achieved by incorporating
this structural information through the error correction algorithm. The proposed error
correction algorithm is significant in both theoretical and practical aspects. It appears
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generally useful for classification problems where similar structural information is con-
tained in the test samples and thus simultaneous classification of several test samples is
necessary.
Moreover, the use of a probabilistic SVM may also contribute to the superior perfor-
mance of the proposed method. Given a test sample, f, the decision of conventional
SVM is based on the sign of standard SVM outputs, gi j(f) as in Equation (4.14), or the
half space in H into which f i j(f) falls. Such an approach ignores the relative confi-
dence in classification, or the distance that f i j(f) is from the separating hyperplane. In
contrast, the probabilistic SVM is based on the calibrated confidence measures, i.e. the
estimates of posterior probabilities. The superiority of probabilistic SVM over standard
SVM has been recently demonstrated in a few studies in the domain of machine learning
(see Duan & Keerthi, 2005; Platt, 2000; Shen et al., 2007, 2008b), while its application
in EEG signal processing remains rare (Shen et al., 2008a).
The present study has been limited to the removal of ECG and eye-blinking artifacts.
However, the idea of the proposed method can be generally extended to the removal
of other types of stereotyped artifacts that have stereotyped scalp projections and can
be isolated to one or more ICs by ICA (e.g. artifact due to muscle tension), provided
suitable features are available. It should be acknowledged that possible discontinuities
may be resulted in at the beginning and end of each reconstructed EEG epoch, although
it appears minimal in our experiments. As a precaution, the segmentation should be
retained in the review/use of reconstructed EEG to prevent the potential discontinuities
from influencing EEG interpretation.
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4.7 The MATLAB-based Graphical User Interface for
Automatic Artifact Removal
A friendly graphical user interface (GUI) has been developed with MATLAB (version
R2006a, The MathWorks, Inc.) for automatic removal of ECG and EOG artifacts using
the proposed artifact removal method with the IC classifier trained offline (see Fig. 4.3).
Given an raw EEG epoch contaminated with artifacts, an user can obtain the artifact-free
Figure 4.3: The MATLAB-based GUI for automatic EEG artifact removal. This figure
shows a typical example with the input being a 12-second raw EEG segment contam-
inated EOG and ECG artifacts (marked with an ellipse). ICA resulted in one EOG IC
and one ECG IC (marked by a circle). The proposed method correctly identified the two
artifactual ICs, and thereby obtained artifact-free EEG.
EEG epoch by clicking ”Run”. The GUI allows the user to specify the upper and lower
limits for the number of artifactual ICs responsible for ECG and EOG artifacts (i.e. uw j
and lw j) according to the optimal values obtained from offline training. It displays the
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raw EEG epoch, the separated ICs, the artifact-free EEG epoch as well as the predicted
artifactual ICs.
4.8 Concluding Remarks
In this chapter, a novel automatic EEG artifact removal method has been presented.
The proposed method takes into account the unique properties of the learning problem
at hand by: 1) using weighted probabilistic SVM to handle the unbalanced data, and
2) implementing an error correction algorithm to accommodate useful structural infor-
mation of the underlying data. Quantitative comparisons of the proposed method to
several benchmark methods on real-life EEG data showed that the proposed method is
preferable to the other methods in the context of artifact removal by achieving a better
tradeoff between removing artifacts and preserving inherent brain activities. A quali-
tative review of the reconstructed EEG epochs also revealed that artifacts were greatly
attenuated while brain activities were largely preserved. The proposed method appears
to be well suited for automatic EEG artifact removal.
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Chapter 5
Heartbeat Evoked Potential: A
Promising Objective Measure of Pain
Perception
5.1 Introduction
Pain, as an unpleasant sensory and emotional experience, if uncontrolled or under-
treated, can seriously interfere with normal functioning and impair quality of life. In
many cases, the failure to adequately treat pain is due to the lack of accurate pain as-
sessment methods (Rissacher et al., 2007), especially when subjective methods like self-
report are not applicable due to patients’ inability to formulate their pain experience
(e.g. young children, patients with dementia, patients under anesthesia). Therefore, an
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objective measure of pain perception, which does not rely on the patients’ ability to
do self-report and are not subject to the bias of the subjects, would be of great clinical
significance.
A promising objective method for pain assessment is to measure the brain’s electrical
activity by EEG. Various EEG measures, in terms of spontaneous EEG oscillations or
BEPs, have been reported to correlate with pain in the past decades. However, there is
still no evidence showing that these EEG measures can be used as specific indicators of
pain perception. Prospective EEG measures which can reliably reflect pain perception
are yet to be explored.
Recently, some studies (Edwards et al., 2008, 2002, 2001; Martins et al., 2009; McIn-
tyre et al., 2006) have shown that nociceptive responding, pain-related evoked potential
and/or pain rating can be modulated across the cardiac cycle. There is also emerging
evidence that afferent signals from the heart can modulate pain perception through the
neural pathways including the PAG, the thalamus, the hypothalamus, the amygdala and
the prefrontal cortex (McCraty et al., 2009). These seem to indicate close neuronal
links between pain perception and central processing of cardiac-cycle related activities.
Therefore, it is interesting to see whether the cardiac-cycle related brain activities, in
particular, the HEP (Chen & Dworkin, 1982; Dirlich et al., 1998; Jones et al., 1986;
Leopold & Schandry, 2001; McCraty et al., 2009; Montoya et al., 1993; Pollatos &
Schandry, 2004; Riordan et al., 1990; Schandry & Montoya, 1996; Schandry et al.,
1986), could lead to an objective and non-intrusive biomarker of pain perception.
Chen and Dworkin (1982) in their pilot work attempted to link the HEP with pain per-
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ception. The study provides so far the only evidence of the relation between the HEP
and pain. However, the study was performed on patients with chronic headache. It is
known that the perception of acute pain and chronic pain involves different brain net-
works (Apkarian et al., 2005) and that chronic pain may be associated with neuroplastic
changes in the nervous system (Wilder-Smith et al., 2002). Hence, acute and chronic
pain may reflect differently.
The present study is the first attempt to investigate the correlation between acute pain
perception and the HEP. In the study, ECG R-peak locked HEP is examined in three
conditions: a) no-task control, b) no-pain control and c) cold pain induced by CPT.
Comparisons are made not only between the HEP in pain and no-pain conditions but
also between the HEP during the first and last 5 mins of cold pain condition. Results
show that the HEP is significantly suppressed in the cold pain condition as compared
to the control conditions, especially over the right hemisphere which is contralateral to
the painful stimulation. A significant correlation is found between the HEP suppression
and subjective pain ratings. These demonstrate the potential usefulness of HEP for pain
assessment.




Twenty-one healthy young adults (12 males and 9 females, ages: 25:23:6 years) par-
ticipated in the experiment. They were recruited from the National University of Singa-
pore. All the subjects were right-handed, not on medication, without any history of neu-
rological, psychiatric and cardiovascular problems. Each subject was given a detailed
explanation of the experimental procedure and each signed a consent form prior to the
experiment. The study was approved by the Institutional Review Board of the National
University of Singapore (NUS-IRB, also referred to as the Research Ethics Committee
in some countries), which requires all experiments to comply with the Declaration of
Helsinki, the Belmont Report and all relevant laws and regulations in Singapore.
5.2.2 Experimental Procedure
In the experiment, each subject was comfortably seated in an upright chair in a brightly
lit, sound attenuated and temperature controlled (24 to 26 oC) room, and participated
with eyes open in three conditions: passive no-task control, no-pain control and cold
pain induced by CPT (see Section 3.2 for details). The three conditions were presented
in randomized order within a single session to remove potential confounds introduced
by the task order, such as changes in anxiety levels due to adaptation to the experimental
environment, the reaction to electrode application etc. The no-task control and no-pain
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control conditions lasted for 5 mins while both the cold pain condition lasted for 10
mins.
In the no-task control condition, the subject was asked to relax and stay awake.
In the no-pain control condition, the subject was required to immerse his/her non-
dominant hand in cool water maintained at a temperature of 25 oC and count backwards
in 3’s from a randomly determined 4-digit number throughout the test. This design was
aimed to keep the subjects vigilant and focused on the experiment at constant level and
control for innocuous pressure and cool sensation associated with hand immersion in
the cool water.
In the cold pain condition, the subject was asked to immerse his/her non-dominant hand
into cold water maintained at 10 oC . However, the subject was allowed to take the hand
out of the water before the end of the 10-min recording block if the pain became unbear-
able. The subject was required to verbally rate the perceived pain intensity and unpleas-
antness on two 11-point numerical rating scales (NRSs) every minute. The NRSs for the
perceived pain intensity/unpleasantness were as follows: 0=no pain/neutral, 1=barely
noticeable pain/barely unpleasant, 5=mild pain/distressing and 10=maximum pain toler-
able/worst unpleasantness imaginable, as shown in Fig. 3.4a and Fig. 3.4b respectively.
In the present study, both the no-task control condition and no-pain control condition
were considered as baseline conditions in contrast to the cold pain condition. The no-
task control was commonly used as the baseline condition in many neurophysiological
studies (see e.g. Backonja et al., 1991; Chang et al., 2001b, 2002; Chen et al., 1989b;
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Chen & Rappelsberger, 1994). Following the work by Dowman et al. (2008), the no-
pain control condition was also included because, though being arguable, the no-pain
control condition may represent a better baseline condition than no-task control condi-
tion.
5.2.3 Data Acquisition
EEG and Lead-II ECG were simultaneously recorded using the Neuroscan NuAmps
system (see Fig. 3.1) at a sampling rate of 250 Hz and with a bandpass filtering between
0.5 and 100 Hz, from 30 electrodes arranged according to the extended 10-20 system
shown in Fig. 3.2 with a 32-Channel Quick-Cap (Compumedics Neuroscan, USA) and
two surface ECG electrodes attached on the right arm and left leg respectively. The
scalp EEG was referenced to the average of A1 and A2, with AFz serving as the ground
electrode.
5.2.4 Data Preprocessing
EEG segments contaminated with strong muscle artifacts were manually rejected by
visual inspection. The EEG data recorded during the periods when the subjects were
verbally rating their pain intensity and unpleasantness (within the first 10 seconds of
each minute in the cold pain condition) were also rejected. The eye-blinking and eye-
movement artifacts were removed from the EEG using the novel ICA based method
developed in the earlier work (Shao et al., 2009) as given in Chapter 4. The Hjorth
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method (Hjorth, 1975), which is believed to be able to substantially reduce the cardiac
field artifact (CFA) (Montoya et al., 1993; Pollatos et al., 2005; Pollatos & Schandry,
2004), was used to reduce the possible effect of CFA on EEG data. The EEG signals
were also filtered using a customized bandpass filter with a pass band of 0.5-15 Hz
implemented in MATLAB (Version 7.2, The Mathworks). The R-peaks of ECG were
detected with the package developed by Zhang et al. (2006) and used as the triggers for
EEG averaging. Sweeps were defined as starting 100 ms before to 900 ms after each of
the R-peaks.
5.2.5 Data Analysis
The averaged HEP for each subject and the grand average of the HEP across all sub-
jects, were computed separately for the first and last 5 min of the cold pain condition
(denoted by Cold Pain 1 and Cold Pain 2, respectively), the no-pain control condition
and the no-task control condition. For the ease of analysis, the 30 EEG channels were
grouped into 7 anatomical scalp sectors (left-frontal: Fp1, F7, F3; right-frontal: Fp2, F8,
F4; left-central: FT7, FC3, C3, T3, CP3, TP7; right-central: FT8, FC4, C4, T4, CP4,
TP8; left-parietal-occipital: T5, P3, O1; right-parietal-occipital: T6, P4, O2; midline:
Fz, FCz, Cz, CPz, Pz, Oz). The division into left and right scalp sectors was to facili-
tate the investigation of potential laterality effects. Analysis of variance (ANOVA) was
performed on the mean HEP magnitude over each scalp sector to investigate between-
condition HEP differences, where the HEP magnitude was computed as the average of
absolute values of HEP amplitudes over the time interval with prominent voltage deflec-
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tion shown (i.e. 200-600 ms post ECG R-peak in the present study).
The potential influence of heart rate change on the HEP was examined by comparing
for each subject the heart rate and the mean HEP magnitude over a scalp sector where
significant differences between the HEP in the cold pain and control conditions were
shown.
5.3 Results
5.3.1 Subjective Pain Ratings
Fig. 5.1 shows the mean (standard error of the mean, SEM) of pain intensity and
unpleasantness ratings given by the 21 subjects at 1-min interval during the cold pain
condition. As can be seen, both the mean pain intensity and pain unpleasantness ratings
steadily decreased within the first 6 minutes, and after 6 minutes the pain ratings became
almost constant. This is slightly different from what was reported by most studies in the
literature, that pain intensity ratings increased in the first several (usually < 4) minutes,
and after that the pain ratings declined steadily (see e.g. Chang et al., 2002) or became
almost constant (see e.g. Dowman et al., 2008).
The discrepancy between the subjective pain ratings obtained in the present study and
those reported in the past studies is probably due to the use of cold water with higher
temperatures for CPT. According to Eccleston (1995), for low temperature (0 oC) CPT,
there is a growing pain intensity (first pain) which reaches its peak between 2 to 4 min-
NATIONAL UNIVERSITY OF SINGAPORE SINGAPORE
5.3 Results 95
 
Figure 5.1: Mean (SEM) pain intensity and unpleasantness ratings obtained at 1 min
interval throughout the 10-min cold pain recording block. Pain intensity and unpleas-
antness were rated on two 11-point numerical rating scales, where 0=no pain/neutral,
1=barely noticeable pain/barely unpleasant, 5=mild pain/distressing, and 10=maximum
pain tolerable/worst unpleasantness imaginable.
utes exposure. If the subject is still exposed to the cold water at this temperature, there
will be a second sharp increase in pain intensity (i.e. second pain) without numbness.
For warmer temperature CPT (3-7 oC), there tends to be a first pain of lower intensity
and shorter duration, and there is no second pain. Thus, it is possible that for the CPT
with even higher temperature (10 oC) used in the present study, the first pain is of even
smaller intensity and shorter duration, probably within one minute. As in the present
study, the first pain ratings were obtained from the subjects at the end of the first minute,
the initial sharp increase in pain ratings resulting from the first pain was not captured.
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5.3.2 HEP Morphology and Topography
Fig. 5.2 shows the across-subject grand averages of HEP over all EEG channels in the
Cold Pain 1, no-pain control and no-task control conditions. From Fig. 5.2, prominent
HEP can be observed in both no-task control and no-pain control conditions. The HEP
appeared as a positive or negative deflection (depending on channel location) in the
latency range of 200-600 ms post ECG R-peak, peaking at around 300 ms post ECG
R-peak, mainly distributed over the frontal and central scalp regions. This can also be
clearly seen from the scalp power maps of the across-subject grand averages of HEP in
the three conditions at the latencies of 200 ms, 300 ms, 400 ms, 500 ms and 600 ms post
ECG R-peak, as shown in Fig. 5.3.
5.3.3 HEP and Cold Pain Perception
Cold Pain vs. Control Conditions
The prominent HEP observed in both no-task and no-pain control conditions appeared
to be largely suppressed in cold pain condition. Qualitatively, this can be seen from
Fig. 5.2 and Fig. 5.3. The HEP suppression by cold pain can also be quantitatively
evaluated by between-condition comparisons of the mean HEP magnitudes within the
latency range of 200-600 ms (average over all channels within each sector and across
all subjects), as shown in Table 5.1. Each value in Table 5.1 represents the mean HEP
magnitude within the latency range of 200-600 ms for a specific scalp sector in a specific
test condition. The symbol ‘*’ indicates significant (p-value< 0:05) differences in the
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Figure 5.2: The across-subject grand averages of HEP in the Cold Pain 1, no-pain control
and no-task control conditions.
mean HEP magnitude between the cold pain condition and either control condition. As
can be seen from Table 5.1, there were significant HEP suppression between cold pain
condition and either control condition over several scalp sectors. Especially for the right-
frontal, right-central and midline scalp sectors, significant HEP magnitude decreases in
comparison to both the no-task control and the no-pain control conditions were shown.
That is to say, the HEP suppression was more evident over the right hemisphere which
was contralateral to the painful stimulation. However, there was no significant difference
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Figure 5.3: Scalp power maps of the across-subject grand averages of HEP in Cold Pain
1, no-pain control and no-task control conditions at the latencies of 200 ms, 300 ms, 400
ms, 500 ms and 600 ms post ECG R-peak.
between the mean HEP magnitudes in the two control conditions over all scalp sectors.
This implies that the HEP suppression may be specific to pain perception.
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Table 5.1: Mean HEP magnitudes within the latency range of 200-600 ms (average over
all channels within each sector and across all subjects) in Cold Pain 1, no-pain con-
trol, no-task control and Cold Pain 2 conditions. The symbol ‘*’ indicates statistically
significant higher HEP magnitude in no-pain control, no-task control or Cold Pain 2
conditions than that in Cold Pain 1 condition (p-value< 0:05).
Scalp Sectors
Mean HEP Magnitude(mV )
Cold Pain 1 No-Pain Control No-task Control Cold Pain 2
Left-frontal 0.48 0.65 0.72 0.51
Right-frontal 0.42 0.62* 0.66* 0.46
Left-central 0.51 0.59* 0.60 0.53
Right-central 0.40 0.66* 0.59* 0.41
Left-parietal-occipital 0.43 0.44 0.41 0.43
Right-parietal-occipital 0.28 0.33* 0.34 0.29
Midline 0.34 0.41* 0.41* 0.37*
In order to provide a clearer picture of the HEP suppression, means (SEM) of percent
decrease in the HEP magnitude across all subjects in Cold Pain 1 as compared to both
control conditions (i.e. [(control  coldpain)=control] 100%) were also computed
for the three scalp sectors with significant HEP suppression shown. This is illustrated in
Fig. 5.4.
HEP Magnitude and Subjective Pain Ratings
As can be seen from Table 5.1, the across-subject average of mean HEP magnitude in
Cold Pain 1 was smaller over most of the scalp sectors as compared to that in Cold Pain
2. Especially for the midline scalp sector, statistically significant difference in mean
HEP magnitude was shown, as indicated by ”*” in Table 5.1. However, as can be seen
from Fig. 5.1, the subjective pain ratings during Cold Pain 1 were higher than those
during Cold Pain 2. This indicates a potential negative association between the HEP
magnitude and subjective pain ratings, or a positive association between the HEP sup-
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Figure 5.4: Means (SEM) of percent decrease in the HEP magnitude across all
subjects over the right-central, right-parietal-occipital and midline scalp regions in
Cold Pain 1 in comparison to the two control conditions (computed as [(control  
coldpain)=control]100%).
pression and subjective pain ratings. In order to further evaluate the correlation between
HEP suppression and subjective pain rating (i.e. self-reports of pain intensity or unpleas-
antness), Pearson’s correlation analysis was performed, for each scalp sector, by using
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two sets of data: the standardized mean HEP magnitude and the normalized mean pain
rating for each subject in a) Cold Pain 1 and b) Cold Pain 2. Herein, the standardized
mean HEP magnitude was computed as the deviation in percentage from the average of
mean HEP magnitudes over Cold Pain 1 and Cold Pain 2. The normalized mean pain
rating was the mean of normalized pain ratings over Cold Pain 1 or Cold Pain 2, where
the normalized pain ratings of a subject were the subject’s pain ratings divided by the
mean pain rating over the whole 10-min cold pain condition. The use of normalized pain
ratings and standardized mean HEP magnitude was to reduce inter-subject variation in
pain ratings and HEP magnitude. Significant negative correlations were found for both
pain intensity (r = 0:44, p-value< 0:05) and pain unpleasantness ratings (r = 0:50,
p-value< 0:05) to the mean HEP magnitude over the midline sector (see Fig. 5.5), but
not over the other scalp sectors.
5.3.4 The Potential Effect of Heart Rate Change on the HEP
Cold pain tends to be accompanied by an increase in heart rate. In order to check for the
potential effect of heart rate change on the HEP, comparison of the average heart rate
and the mean HEP magnitudes over the right-central scalp sector was made between
Cold Pain 1 and either control condition (Table 5.2) for each subject. In eight of the
subjects (highlighted in bold), the average heart rates did not increase with Cold Pain 1
as compared to either control condition. However, these subjects still showed decreases
in the mean HEP magnitude over the right-central scalp sector. This suggests that the
HEP suppression in the cold pain condition is not accounted for by changes in the heart
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Normalized pain unpleasantness ratings
r=-0.50
Figure 5.5: Correlation between the standardized mean HEPmagnitude over the midline
sector and the normalized mean pain intensity/unpleasantness ratings.
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rate.
Table 5.2: The averaged heart rates and mean HEP magnitudes over right-central scalp
sector for each subject in the Cold Pain 1, no-pain control control and no-task control
conditions. The values highlighted in bold show the cases when the mean HEP mag-
nitude decreased while the subject’s averaged heart rate did not increase in cold pain
condition as compared to either control condition. bpm: beats per minute.
Subject No.
Cold Pain 1 No-pain Control No-task Control
Heart Mean HEP Heart Mean HEP Heart Mean HEP
Rate Magnitude Rate Magnitude Rate Magnitude
(bpm) (mV) (bpm) (mV) (bpm) (mV)
1 73 0.42 66 0.88 65 0.75
2 68 0.65 62 2.51 60 1.74
3 74 0.53 76 1.16 76 1.32
4 86 0.29 73 0.26 76 0.50
5 68 0.31 69 1.28 72 0.83
6 64 0.20 55 0.16 58 0.26
7 67 0.31 69 1.28 70 0.83
8 56 1.34 54 1.90 57 0.94
9 71 0.70 71 0.81 71 0.91
10 80 0.37 85 0.54 81 0.69
11 66 0.62 67 0.54 66 0.71
12 66 0.26 65 0.43 67 0.34
13 71 0.39 65 0.40 64 0.52
14 74 0.13 64 0.18 64 0.14
15 72 0.21 71 0.29 71 0.29
16 70 0.13 68 0.14 68 0.11
17 50 0.52 54 0.68 52 0.74
18 61 0.33 59 0.33 55 0.32
19 92 0.20 80 0.28 72 0.47
20 79 0.47 71 0.37 66 0.30
21 68 0.16 67 0.17 65 0.16
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5.4 Discussion
The present work examined the effect of acute tonic cold pain on the BEP accompanying
cardio-afferent input (i.e. the HEP), through carefully controlled comparisons among
cold pain, no-pain control and no-task control conditions. Prominent HEP was observed
over the frontal and central scalp regions in both control conditions, as a deflection
in the latency of 200-600 ms post ECG R-peak. The HEP was however significantly
suppressed in the cold pain condition across several scalp regions.
5.4.1 The HEP
The HEP is believed to result from the central processing of cardio-afferent input,
or the cardiac interoceptive process (Cameron, 2009; Dirlich et al., 1998; Leopold &
Schandry, 2001; Montoya et al., 1993; Schandry & Montoya, 1996). The presence
of HEP has been shown to be independent of subjects’ conscious heartbeat percep-
tion (Schandry & Montoya, 1996). This is understandable, as afferent signals from
the body (i.e. interoceptive impulses) continuously reach the brain, and consciously or
unconsciously, the brain is continuously monitoring interoceptive afferent information
(Cameron, 2009; Schandry & Montoya, 1996; Sviderskaya & Kovalev, 1996).
In the present study, the HEP was obtained without requiring subjects to perceive their
heartbeats and thus it was associated with un/sub-conscious cardiac interoceptive pro-
cess. The deflection in the latency range of 200-600 ms post ECG R-peak for the HEP
may be explained by the time interval for the brain to process the cardiac afferent input.
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According to McCraty et al. (2009), the period of 50-250 ms post ECG R-peak is the
time interval for cardiac afferent signals to reach the lower brain areas, while the period
of 250-600 ms post ECG R-peak is the time interval when the higher cognitive center is
processing cardiac afferent information.
On the other hand, the scalp distribution of HEP, i.e. the dominance in frontal and central
scalp regions, appears to suggest that the underlying networks for the HEP involves
extensive functional regions of the brain. This is consistent with the evidence in the
literature that extensive functional regions of the brain, including the prefrontal/frontal
cortex, the insular cortex, the somatosensory cortex, the amygdala, the thalamus, the
hypothalamus, and the cingulate cortex, are all involved in the interoceptive process
(Cameron, 2001, 2009; Martins et al., 2009).
5.4.2 HEP Suppression During Cold Pain Perception
It is interesting that the HEP was largely suppressed in the cold pain condition in com-
parison with both the no-task control and the no-pain control conditions. The between-
condition comparisons of each subject’s heart rate and HEP magnitude convincingly
show that the HEP suppression in the cold pain condition is not accounted for by changes
in the heart rate.
The comparison between the two control conditions showed no significant difference in
the mean HEP magnitude. This suggests that the HEP suppression is also not accounted
for by an effect of counting backwards or innocuous pressure sensation associated with
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hand immersion in the water. During the no-task control condition, the brain was in
the resting state which is known to activate the brain default mode network (DMN) and
embody interoceptive processes (Buckner et al., 2008; Nagai et al., 2004; Uddin et al.,
2008). Thus, the un/sub-conscious cardiac interoceptive process which forms part of the
functionality of DMN was active in the no-task condition. This may explain the promi-
nent HEP shown in the no-task control condition. In comparison, under both the no-pain
control and the cold pain conditions, the DMN was supposed to be largely deactivated
with the attention-demanding mental calculation task or focused external attention and
sensory processing demanded by pain (Buckner et al., 2008; Eccleston, 1995; Eccleston
& Crombez, 1999; Elomaa et al., 2009; Nagai et al., 2004; Uddin et al., 2008). How-
ever, significant suppression of the HEP was only found in the cold pain condition but
not in the no-pain control condition. This indicates that the network involved in un/sub-
conscious cardiac interoceptive process is linked closely to the pain pathways but likely
not so to the network involved in mental calculation.
A plausible explanation for this HEP suppression is the inhibition of un/subconscious
cardiac interoceptive process by the perception of tonic cold pain. As stated earlier, the
underlying networks for HEP (i.e. the un/subconscious cardiac interoceptive process)
may include many brain regions. These regions have also been shown to be parts of the
pain pathways (see Fig. 2.2) by many functional imaging studies (Adler et al., 1997;
Alkire et al., 2004; Melzack & Casey, 1968; Mollet & Harrison, 2006; Ohara et al.,
2005; Talbot et al., 1991; Torquati et al., 2005). That is to say, the system involved
in pain perception and the system involved in un/subconscious cardiac interoceptive
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process are closely integrated. Thus, the two systems may interact with each other via
overlapping neural networks, as is also supported by the behavioral evidence from the
work by Martins et al. (2009) that pain ratings vary across the cardiac cycle. In the
cold pain condition, the transmission and/or processing of pain signals could inhibit the
processing of cardiac afferent input, resulting in a suppression of the HEP.
Moreover, it was found that the HEP magnitude was larger in the last 5 min of cold pain
condition (with generally lower subjective pain ratings) than that in the first 5 min of
cold pain condition (with higher pain ratings) over most scalp regions. That is, lower
subjective pain ratings were accompanied by higher mean HEP magnitudes. Correlation
analysis revealed a significant negative correlation between the mean HEP magnitude
over the midline locations and subjective pain ratings.
These results indicate that the HEP could be an objective and non-intrusive measure of
tonic pain perception. The HEP, as the BEP obtained by using the natural triggers—ECG
R-peak, is believed to be able to reveal patterns of endogenous brain activity associated
with pain perception. This may represent a major advantage of the HEP over the existing
pain related BEPs which are triggered by external stimuli, in the usefulness as a measure
of pain perception.
5.5 Concluding Remarks
This chapter presents a prospective objective and non-intrusive measure of pain perception–
the HEP. In the chapter, the correlation between the HEP and pain perception has been
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studied. The major findings of this study are as follows.
(1) The HEP appeared as a deflection in the latency range of 200-600 ms post ECG
R-peak, being prominent mainly over frontal and central regions.
(2) The HEP was significantly suppressed in the cold pain condition as compared to
no-task control and no-pain control conditions, especially over the right hemi-
sphere which is contralateral to the painful stimulation. This HEP suppression
seems to be specific to pain, as no significant difference was shown between the
HEP magnitudes in the two control conditions.
(3) The HEP magnitude was smaller across several scalp sectors when the subjects
reported higher pain ratings. Especially, the mean HEP magnitude over the mid-
line region was found to have a significant negative correlation with subjective
pain ratings.
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Chapter 6
EEG Source Localization of Gender
Differences in Pain Perception
6.1 Introduction
In recent years, there has been increasing evidence on gender differences in pain percep-
tion. Not only higher prevalence of clinical pain but also greater sensitivity to various
kinds of experimental pain modalities (in terms of lower pain threshold, lower pain
tolerance and/or higher pain ratings) has been reported in females than in males (Fill-
ingim et al., 2009; Keogh, 2006). These urge the necessity to investigate how males
and females differ in pain perception. In fact, a clear understanding of potential gender
differences in pain perception can not only be beneficial to clinical pain management
by providing evidence for gender-specific diagnosis and treatment of pain disorders, but
NATIONAL UNIVERSITY OF SINGAPORE SINGAPORE
6.1 Introduction 110
also shed light on development of reliable pain measurement methods.
The variations in pain perception across genders have been related to various biological
and psychosocial factors (Keogh, 2006). Some recent studies (Berman et al., 2006; Der-
byshire et al., 2002; Henderson et al., 2008; Moulton et al., 2006; Naliboff et al., 2003;
Paulson et al., 1998; Straube et al., 2009) suggest that gender differences in pain percep-
tion, to a large extent, are associated with differences in the central processing of pain.
By using functional neuroimaging techniques like fMRI and PET, the studies revealed
significant between-gender differences in hemodynamic responses to painful stimula-
tion in several brain regions, including the prefrontal cortex, cingulate cortex, thalamus,
insula, amygdala as well as somatosensory cortices (Refer to Section 2.8 for details).
It is generally shown that females seem to concentrate more on the affective dimen-
sion of pain with stronger pain-related activations in those emotion-based brain regions
while males concentrate more on the sensory dimension of pain with stronger pain-
related activations in sensory regions. However, results still vary a bit across different
studies, likely due to differences in the stimulus modalities and experimental paradigms
used (Fillingim et al., 2009; Moulton et al., 2006). Thus, gender differences in pain-
related brain activities are yet to be further characterized. Moreover, very little evidence
exists on the efficacy of incorporating such gender differences in clinical pain man-
agement, due to huge cost associated with functional imaging facilities like fMRI and
PET. Therefore, it is of great interest and practical importance to investigate whether
the gender differences in pain perception can also be measured by using EEG source
localization method which is much more portable and affordable than fMRI and PET.
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To date, there has been no report of gender differences in cerebral electrical activity
associated with pain perception. However, there have been many reports of changes in
EEG activity during various kinds of painful stimulations (see e.g. Backonja et al., 1991;
Chang et al., 2001a; Chen et al., 1998; Dowman et al., 2008; Nir et al., 2010). Pain is
generally shown to induce decreases in the amplitudes of slower brain waves (mostly
alpha and also theta in some studies) and increases in the amplitudes of faster waves
(e.g. beta) (Dowman et al., 2008; Jensen et al., 2008).
The present study pioneers the use of EEG source localization with standardized low res-
olution brain electromagnetic tomography (sLORETA) (Fuchs et al., 2002; Jurcak et al.,
2007; Pascual-Marqui, 2002) to investigate gender differences in cerebral responses to
tonic cold pain in terms of electrical activity changes. In the study, it is hypothesized
that there are stronger pain-related cerebral activations in emotion-based brain regions
for females, and/or strong pain-related brain activations in sensory centers for males.
It is explicitly designed to measure the psychophysical responses of subjects on both
sensory and affective dimensions of pain, i.e. subjective ratings of pain intensity and
pain unpleasantness. Results show that female subjects are significantly more activated
in the ACC than male subjects during cold pain perception, suggesting that females con-
centrate more on the affective-motivational dimension of pain than males. This is in line
with the hypothesis of the current study and the existing evidence.
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6.2 Materials and Methods
6.2.1 Subjects
Twenty two healthy young adults (half males and half females, ages: 25:33:3 years)
participated in the study. All the subjects were right-handed, not on medication, without
any history of neurological, psychiatric and/or cardiovascular problems. Each subject
was given a detailed explanation of the experimental procedure and each signed a con-
sent form prior to participating. The subjects were informed that if they feel any dis-
comfort during the experiment, they could withdraw from the experiment. The study
was approved by the NUS-IRB.
6.2.2 Experimental Procedure
In the experiment, each subject was comfortably seated in an upright chair in a brightly
lit, sound attenuated, temperature controlled (24 to 26 oC) room, and participated with
eyes open in two conditions in random order: no-pain control and cold pain induced
by CPT (see Section 3.2 for details). Both the no-pain control condition and cold pain
condition lasted for 10 mins, with a 5-min resting period in between.
Following the work by Dowman et al. (2008), in the no-pain control condition, the
subject was required to immerse his/her non-dominant hand in warm water maintained
at a temperature of 40 oC and count backwards in 3’s from a randomly determined 4-
digit number throughout the condition. According to Dowman et al. (2008), the no-pain
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control condition can represent a better baseline condition than passive no-task control
condition.
In the cold pain condition, the subject was asked to immerse his/her non-dominant hand
into the cold water maintained at 10 oC. However, the subject was allowed to take the
hand out of the water before the end of the 10-min recording block if the pain became
unbearable. The subject was required to rate the perceived pain intensity and unpleas-
antness on two 11-point NRSs every minute. The NRSs for the perceived pain inten-
sity/unpleasantness were as follows: 0=no pain/neutral, 1=barely noticeable pain/barely
unpleasant, 5=mild pain/distressing and 10=maximum pain tolerable/worst unpleasant-
ness imaginable, as shown in Fig. 3.4a and Fig. 3.4b respectively.
6.2.3 Data Acquisition
EEG data were recorded using Neuroscan NuAmps system (see Fig. 3.1) from 30 elec-
trodes arranged according to the extended 10-20 system as shown in Fig. 3.2 with a
32-Channel Quick-Cap (Compumedics Neuroscan, USA), at a sampling rate of 250 Hz
and with a band-pass filtering between 0.5 and 100 Hz. The scalp EEG was referenced
to the average of A1 and A2, with AFz serving as the ground electrode.
6.2.4 Data Preprocessing
EEG segments contaminated with strong muscle artifacts were manually rejected by
visual inspection. The eye-blinking and eye-movement artifacts were removed from
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EEG using the novel ICA based method developed in the earlier work (Shao et al.,
2009) (Details on the method are given in Chapter 4).
6.2.5 sLORETA Source Localization Analysis
The sLORETA software (Fuchs et al., 2002; Jurcak et al., 2007; Pascual-Marqui, 2002)
was used for source localization analysis in the present study. The sLORETA algorithm
is a linear inverse algorithm which computes 3-D distribution of the cortical sources of
scalp EEG data. It can be performed either in the time domain to estimate underlying
sources at any time instant, or in the frequency domain to localize neuronal oscillators
for different frequency bands. The computation is limited to cortical gray matter by us-
ing the digitized Talairach and probability atlas of the Brain Imaging Centre, Montreal
Neurological Institute (MNI). The solution space is restricted to cortical gray matter,
which is partitioned into 6239 voxels at 5 mm resolution. The sLORETA software re-
ports MNI coordinates, but quantitative neuroanatomy is based on ”corrected” Talaiarch
coordinates. The sLORETA algorithm has been shown to outperform several other lin-
ear inverse algorithms (Pascual-Marqui, 2002). Especially, it has been demonstrated to
be a feasible method for analysis of pain-network activity in the brain (Nir et al., 2008).
In the present study, EEG source analysis was performed in the frequency domain. The
EEG data were firstly digitally filtered offline with a 1-30 Hz bandpass filter and seg-
mented into 10-s epochs. Cross-spectra of the common averaged EEG segments were
computed with the sLORETA software for the following 6 frequency bands: delta (1-
3 Hz), theta (4-7 Hz), alpha (8-12 Hz), beta1 (13-18 Hz), beta2 (19-21 Hz) and beta3
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(22-30 Hz). The EEG cross-spectra for each subject were then given as the input for
sLORETA source analysis. The sLORETA solution was the spectral density of the
estimated current density at each voxel. In order to reduce non-functional variability
(Lorena et al., 2007), subject-wise normalization was performed on the sLORETA so-
lutions before statistical analysis (i.e. the total power across all frequency bands and
across all 6239 voxels of the brain volume was normalized to 1).
6.2.6 Statistical Analysis
The differences in cortical electrical activity between the cold pain and no-pain control
conditions were firstly evaluated, for male and female subjects separately, by voxel-
by-voxel paired t-tests of the normalized and log-transformed sLORETA maps in each
frequency band. Statistical significance was assessed by a nonparametric permutation
test (Nichols & Holmes, 2002), with 5000 randomizations accounting for multiple com-
parisons. Voxels showing significantly (corrected p-value< 0:05) different electrical ac-
tivities between the cold pain and no-pain control conditions for either males or females
or both were combined into several regions of interest (ROIs) following the method of
Babiloni et al. (2007). The responses to cold pain within each ROI were characterized
by the average power changes in each frequency band over the whole ROI during the
CP condition as compared to the NP condition.
The 10-min EEG recording during the cold pain condition for each subject was divided
into three segments: 1-3 min, 4-7 min and 8-10 min. For each segment, the responses
to cold pain within each ROI and the average pain intensity/unpleasantness ratings were
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calculated. The correlation between the responses to cold pain within each ROI and the
corresponding average pain ratings was evaluated in all subjects as a whole group by
the Pearson test. The electrical activities that significantly correlated with pain ratings
(Bonferroni corrected p-value< 0:05) were identified as pain-related brain activities.
After determining pain-related brain activities as described above, between-gender dif-
ferences were then assessed by independent 2-sample t-tests of cold pain induced per-
centage changes in the power of these activities (calculated as [power of the brain activ-
ity under the cold pain condition / power of the brain activity under the no-pain control
condition - 1]  100%).
6.3 Results
6.3.1 Subjective Pain Ratings
Figs. 6.1a and 6.1b show the means (SEM) of pain intensity and unpleasantness rat-
ings given by the 2 groups of subjects (males vs. females) at 1-min interval during
the 10-min cold pain condition, respectively. As can be seen, the mean pain intensity
ratings given by females were slightly higher than those of males. However, the differ-
ence between them was not statistically significant (t-test, p-value> 0:05). The mean
pain unpleasantness ratings of the two groups generally showed similar pattern to the
mean pain intensity ratings. Likewise, there was no significant gender difference in pain
unpleasantness ratings (t-test, p-value> 0:05).













Figure 6.1: Mean (SEM) of (a) pain intensity ratings and (b) pain unpleasantness
ratings obtained at 1-min interval during the 10-min cold pain condition, separately for
11 male and 11 female subjects. Pain intensity and unpleasantness were rated on two
11-point numerical rating scales. There was no significant difference in either the pain
intensity ratings or the pain unpleasantness ratings between males and females (t-test,
p-value> 0:05).
6.3.2 Source Localization Analysis
Statistical analysis showed significant power changes in electrical activity over several
frequency bands in multiple brain regions for both male and female subjects under the
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cold pain condition, as compared to the no-pain control condition (Table 6.1). The male
subjects showed significant decreases in theta, alpha and beta1 activities but significant
increases in beta2 activity (Fig. 6.2). The female subjects showed significant decreases
in alpha and beta1 activities but significant increases in beta2 activity (Fig. 6.3). The
brain regions involved for either male or female subjects or both included the bilat-
eral frontal (Brodmann areas, BA 4/6/8/9), parietal (BA 1/2/3/5/7/40) and limbic (BA
24/32/33), the left insula (BA 13) and temporal (BA 20/36/41) regions.
Table 6.1: Brain regions showing significant electrical activity differences between the
cold pain and no-pain control conditions for male or female subjects or both.
Lobe Gyrus Brodmann Male Female
areas Side Band Side Band
Frontal Medial frontal gyrus 9 Left Beta2 Right Alpha
Middle frontal gyrus 6/8/9 Right Theta Bilateral Alpha, Beta1
Superior frontal gyrus 8 Right Alpha
Precentral gyrus 4/6/9 Right Beta1 Bilateral Alpha, Beta1
Parietal Postcentral gyrus 1/2/3/5 Left Alpha Right Alpha
Inferior parietal lobule 40 Right Theta Bilateral Alpha, Beta2
Superior parietal lobule 7 Right Theta
Temporal Transverse temporal gyrus 41 Left Beta2
Fusiform gyrus 20 Left Beta2
Sub-lobar Insula 13 Left Beta2
Limbic Cingulate cortex/gyrus 24/32/33 Bilateral Alpha
Uncus 20/36 Left Alpha
The brain regions, mentioned above, with significant power changes between cold pain
and no-pain control conditions were further combined into the following 10 ROIs:
left/right prefrontal, left/right central, left/right parietal, left/right ACC, left insular and
left temporal. Table 6.2 lists the Brodmann areas forming each of the ROI.
















Figure 6.2: Coronal, sagittal and axial slices of the brain showing between-condition
(cold pain vs. no-pain control) differences in theta, alpha, beta1 and beta2 activities for
male subjects. The location of the maximal t-value is graphically indicated by black
triangles on the coordinates axes.















Figure 6.3: Coronal, sagittal and axial slices of the brain showing between-condition
(cold pain vs. no-pain control) differences in alpha, beta1 and beta2 activities for female
subjects. The location of the maximal t-value is graphically indicated by black triangles
on the coordinates axes.
Table 6.2: Brodmann areas included in each of the ROIs in the present study.
ROI Side Brodmann areas
Prefrontal Left/Right 8, 9
Central Left/Right 1, 2, 3, 4, 6
Parietal Left/Right 5, 7, 40
Temporal Left 20, 36, 41
Insular Left 13
ACC Left/Right 24, 32, 33
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The Pearson test showed that: a) the left/right central alpha activity significantly corre-
lated with pain intensity ratings (the Bonferroni correlated p-value < 0:05; r =  0:46
and  0:37 for left and right central alpha activity, respectively); b) the left/right central,
left prefrontal and left ACC alpha activity significantly correlated with pain unpleasant-
ness ratings (the Bonferroni correlated p-value < 0:05; r =  0:48; 0:40; 0:36 and
 0:36 for left central, right central, left prefrontal and left ACC alpha activity, respec-
tively). Thus, the alpha activities in the four regions (i.e. left/right central, left prefrontal
and left ACC) were identified as pain-related brain activities. Figs. 6.4a and 6.4b show
scatterplots of the average power changes in these pain-related brain activities over 1-3
min, 4-7 min and 8-10 min of the cold pain condition in all subjects and the correspond-
ing average pain intensity/unpleasantness ratings.
Between-gender comparison performed on the above pain-related brain activities showed
that the cold pain induced percent decrease in the power of alpha activity in the left ACC
was significantly more in the females than that in the males (independent t-test, p-value
< 0:05). For the purpose of illustration, the statistical map comparing the cold pain in-
duced power changes in alpha activity between male and female subjects (Female-Male)
is shown in Fig. 6.5.
6.4 Discussion
The present study was the first attempt to investigate gender differences in cerebral re-
sponses to cold pain by EEG source localization analysis with sLORETA. The sLORETA





























































































































































































































































































Figure 6.4: Scatterplots of the average power changes in pain-related brain activities
and the corresponding average (a) pain intensity/(b) pain unpleasantness ratings over
1-3, 4-7 and 8-10 min of the cold pain condition in all subjects. The solid lines indicate
the corresponding regression lines.
analysis revealed gender differences in pain-related cerebral activations in the ACC,
which reaffirmed the existence of gender difference in central processing of pain.






Figure 6.5: Coronal, sagittal and axial slices of the brain showing between-gender
(female-male) difference in power changes in alpha activity by tonic cold pain. The
location of the maximal t-value is graphically indicated by black triangles on the coor-
dinates axes.
6.4.1 Gender Difference in Subjective Pain Ratings
There is a general consensus in the literature regarding significantly stronger sensitivity
to experimental cold pain for females (Fillingim et al., 2009). However, results on
gender differences in continuous subjective pain ratings during experimental cold pain
remain inconsistent. Considerable studies (see e.g. al’Absi et al., 2004; Jackson et al.,
2005; Jones et al., 2003a; Kim et al., 2004a,b; Lowery et al., 2003; Sarlani et al., 2003;
Weisenberg & Schwarzwald, 1995) have demonstrated significantly higher subjective
pain intensity and/or pain unpleasantness ratings in females, while some other studies
(see e.g. Mitchell et al., 2006; Pud et al., 2006; Zimmer et al., 2003) have found no
significant gender differences in pain ratings. The present study also found no significant
differences in subjective pain intensity and unpleasantness ratings in the 10-min cold
pain condition. However, the data did show a trend of higher sensitivity in females, as
evidenced by the relatively higher mean pain ratings of female subjects than those of
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male subjects. A plausible explanation for the statistical insignificance is that the size
of psychophysical data is not large enough to reveal gender differences in the sensitivity
to the tonic cold pain. It has been proposed by several past studies (Berkley, 1995;
Henderson et al., 2008; Riley Iii et al., 1998) that gender differences in pain sensitivity
tend to be very small if not nonexistent, and thus the number of subjects should be
sufficiently large to reveal the differences.
6.4.2 Gender Difference in Cerebral Responses to Tonic Cold Pain
The sLORETA analysis showed that there was considerable overlap of cerebral re-
sponses to tonic cold pain between male and female subjects. Both genders showed
decreased alpha and beta1 activities but increased beta2 activity during the cold pain
condition as compared to the no-pain control condition. This is generally consistent
with the findings of many past studies (Backonja et al., 1991; Chang et al., 2002; Chen
et al., 1989b; Chen & Rappelsberger, 1994; Chen et al., 1998; Dowman et al., 2008;
Ferracuti et al., 1994; Jensen et al., 2008) that pain experience is associated with de-
creases in relative power of slower (mostly alpha and also theta in some studies) brain
activities and increase in relative power of faster (beta) brain activity. The significant
electrical activity changes were found for both male and female subjects in the pre-
frontal, somatosensory, motor and temporal regions. These regions have been shown
to be involved in pain perception in many functional neuroimaging studies using MEG,
fMRI or PET (Apkarian et al., 2005; Brooks & Tracey, 2005; Jones et al., 2003b; Leone
et al., 2006; Ohara et al., 2005; Raij, 2005; Talbot et al., 1991).
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Interestingly, the current study revealed significantly greater decrease in alpha activity
in the ACC by tonic cold pain for female subjects than for male subjects. It is generally
believed that the activation of a cortical area is characterized by a decrease in alpha
activity and an increase in gamma activity (25-100Hz) (Dowman et al., 2008; Hari &
Salmelin, 1997). Accordingly, the current result indicates that the female subjects were
more activated by tonic cold pain in the ACC than the male subjects.
The ACC is believed to be involved in emotional component encoding and be associ-
ated with attention aspects of pain (attention shifts and sustained attention to the painful
area) (Jones et al., 2003b). It has been shown by some past PET and fMRI studies
(Mertz et al., 2000; Rainville et al., 1997; Straube et al., 2009) that affective reports of
pain are correlated with activation in the ACC. It is worth noting that the present study
also demonstrated a significant correlation between the alpha activity in the left ACC
and pain unpleasantness ratings. Therefore, the stronger activation by tonic cold pain in
the ACC for females suggests that females concentrate more on the affective component
of pain. This is in agreement with the hypothesis of the present study. Although no
significant gender difference is found in sensory and cognitive centers, this is consis-
tent with the behaviorial evidence from the study of Kuhl and Clark (2004) that gender
difference in pain experience seems to be more affective than sensory.
A potential limitation of the present study is that it did not control for the menstrual cycle
phase of female subjects. However, a recent study (Rebecca et al., 2010) has shown that
the menstrual phase does not appear to influence gender difference in experimental pain
sensitivity. On the other hand, it is not groundless that gender differences could exist
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independent of hormonal variation across the menstrual cycle (Derbyshire et al., 2002).
Several past functional neuroimaging studies (Derbyshire et al., 2002; Henderson et al.,
2008; Paulson et al., 1998) have found gender differences in hemodynamic responses to
pain, without control for the menstrual phase of female subjects as well.
6.5 Concluding Remarks
In this chapter, a pilot study of gender differences in cerebral responses to cold pain
by EEG source localization via sLORETA has been presented. It has been shown that
female subjects had significantly stronger pain-related activations than male subjects
in the ACC. The activation in the ACC was found to be significantly correlated with
subject’s reports of pain unpleasantness. This suggests that females seem to concentrate
more on the affective-motivational dimension of pain than males, which verifies the
hypothesis of the present study and is generally consistent with the existing evidence.





This work serves as an essential step towards the development of an objective and non-
invasive pain measurement system. A ECG R-peak locked BEP — the HEP has been
proposed as a prospective objective measure of acute pain perception. The HEP is found
to be largely suppressed during tonic cold pain, which is likely due to the inhibition of
cardiac interoceptive process through the overlapping neural pathways involved in both
cardiac interoceptive process and pain perception. Furthermore, a significant correla-
tion is shown between the HEP magnitude and subjective pain ratings. This explicitly
demonstrates the potential use of HEP for indexing pain perception. As compared to the
existing pain-related BEPs which are triggered by external stimuli, the HEP is triggered
by an internal event — the heartbeat, and it may reveal patterns of endogenous brain
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activity associated with pain perception.
Another contribution of the thesis is the investigation of gender differences in pain per-
ception for the first time by EEG source localization. Stronger activation in the ACC
has been revealed in females than in males, indicating gender differences in central pro-
cessing of pain. That is, females seem to concentrate more on the affective dimension
of pain. This is generally in line with the evidence from both behavioral and functional
imaging studies using fMRI or PET. This study provides evidence for gender-specific
pain diagnosis and treatment methods in clinical pain management. It also demonstrates
the possibility of measuring gender differences in pain perception by using EEG source
localization techniques which are more portable and affordable than fMRI and other
functional imaging techniques.
Moreover, the present work contributes to the whole EEG research community by propos-
ing a novel automatic EEG artifact removal method. This method provides a preferable
solution to the challenging problem of automatic EEG artifact removal, by achieving a
better tradeoff between removing artifacts and preserving inherent brain activities than
the existing methods. The novelty mainly lies in the new method used for automatic
artifact identification, which is essentially a combination of a weighted probabilistic
multi-class SVM and an error correction algorithm. The weighted probabilistic multi-
class SVM addresses the unbalanced nature of the learning problem at hand by com-
pensating the bias of prior class probabilities by penalizing more on the classification
errors produced by the samples from the minority class. The error correction algorithm
incorporates the useful structural information of underlying data in decision making.
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The idea of the error correction algorithm is generally useful for classification problems
where similar structural information is contained in the test samples and thus simulta-
neous classification of several test samples is necessary.
7.2 Recommendations for Future Work
This thesis has demonstrated the potential usefulness of HEP in objective pain assess-
ment, based on the association between the suppression of HEP and the level of pain
experience. However, it should be acknowledged that further works on the causal link
between pain perception and the HEP suppression are needed to establish the HEP as an
pain indicator.
Firstly, besides heightened sympathetic activity (e.g. increased heart rate), the CPT
may also lead to elevated blood pressure which triggers baroreceptor reflex. It has been
demonstrated that the HEP suppression is not likely due to heart rate changes. However,
the current study did not measure the blood pressure. Thus, it is not clear whether and
how the changes of blood pressure would affect the HEP. Before this is addressed, a firm
conclusion about the specificity of the observed HEP suppression to pain should not be
made. Therefore, it would be necessary to include the measurement of blood pressure
in future studies.
Secondly, this study examined the relation between HEP magnitude and subjective pain
ratings by comparing HEP in the first and last 5 min of cold pain condition. However,
the pain ratings were not constant but decreasing steadily in the first several minutes,
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and for some subjects, the pain ratings in the first and last 5 minutes did not differ
significantly. This could be a reason why significant HEP difference between the two
periods was only found over the midline scalp sector. Thus, a pain-induction method
whose nociceptive input can be readily controlled to induce distinct levels of pain would
be preferable in future studies.
It should also be acknowledged that, the present study is limited to the test with cold pain
stimulation applied to the non-dominant hand of right-handed subjects. It is found that
the HEP was largely suppressed especially over the right hemisphere which is contralat-
eral to the cold pain stimulation. That is, cold pain seems to have contralateral effects
on the HEP. It will be interesting to test for this by using a fully controlled paradigm
which includes pain stimulation of both left and right extremity in future studies.
Moreover, although some plausible explanations to the cold pain evoked HEP suppres-
sion have been posited, it is certainly necessary to further investigate the underlying
neuronal sources of the HEP, preferably by using multi-modal neuroimaging techniques
such as simultaneous EEG + ECG + fMRI measurement, so as to clearly elucidate the
causal link between the HEP suppression and pain perception.
On the other hand, for the investigation of gender differences in cerebral responses to
cold pain, the present study has not controlled the menstrual phase of the female sub-
jects. Although it has been shown by a recent study (Rebecca et al., 2010) that the
menstrual phase does not appear to affect gender difference in experimental pain sensi-
tivity, it would be more stringent and persuasive to have the menstrual phase controlled
in future studies on gender differences in pain perception.
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