Abstract-This paper extends previous research on using a Bayesian network model to investigate impacts of time (month) and weather (number of fair weather days in a week) on animal-related outages in distribution systems. Outage history (outages in the previous week) is included as an additional input to the model, and inputs and outputs are classified systematically to reduce errors in estimates of outputs. Conditional probability table obtained from the historical data are used to estimate weekly animal-related outages which is followed by a Monte Carlo simulation to find estimates of mean and confidence limits for monthly animal-related outages. Comparison of results obtained for four cities of different sizes in Kansas with those obtained using a hybrid wavelet/neural network model shows consistency between the two models. The methodology presented in this paper is simple to implement and useful for the utilities for year-end analysis of the outage data to identify specific reliability-related concerns.
networks for estimation of animal-related outages was presented in [6] . This study illustrates that incorporating outage history in the model results in significantly enhanced performance.
Simplicity of applying Bayesian network models make them very attractive for representing effects of animals on outages in distribution systems. Therefore, additional research was conducted to refine the model presented in [5] . A systematic approach was used to classify inputs and outputs into different discrete levels for the Bayesian network model to reduce errors in estimates of outputs. Details of this approach are available in [7] .
The main focus of this paper is to apply the modified Bayesian network model to study animal-related outages over a period of ten years in four cities in Kansas and to compare the results with those obtained with wavelet/neural network hybrid model [6] . A Monte Carlo simulation is implemented to estimate the monthly outages and to determine their upper and lower confidence bounds. The results of this research are consistent with those of the published hybrid model, highlighting the effectiveness of the proposed method.
The four cities included in this study are Manhattan (seven distribution substations with 176 miles of distribution feeders at 12.47 kV), Lawrence (seven distribution substations with 193 miles of distribution feeders at 12.47 kV), Topeka (22 distribution substations with 560 miles of distribution feeders mostly at 12.47 kV and a very small portion at 4 kV), and Wichita (42 distribution substations with 1165 miles of distribution feeders mostly at 12.47 kV and a very small portion at 4 kV). Although the study covers a rather protracted period of ten years, prior discussions with utility engineers revealed that the grid topology changed little during this interval. Thus, we have assumed that the grid structure remained the same throughout our analysis.
The methodology presented in this paper is simple to implement and is a useful tool for utilities in their year-end analysis of outage data to identify specific reliability-related concerns.
Comparison of the observed outages with the estimated upper limit gives an indication of the reliability of the distribution system over the specified period. Observed outages exceeding the upper limit may warrant corrective actions to be taken by the utility. The results can also be used by utilities to justify higher than usual outages, as long as they are below the upper limit, in their reports to the state utility commissions.
II. BAYESIAN NETWORK MODEL
A Bayesian network is a probabilistic graphical model that represents a set of random variables and their conditional in-0885-8950/$26.00 © 2011 IEEE terdependencies by means of a directed acyclic graph [8] - [12] . The nodes of this graph are the random variables. A directed edge from one node (parent) to another (child) indicates a direct causal relationship between the corresponding random variables. The probabilistic nature of the child node's dependence on its parents is quantified by a conditional probability table present at that node [10] .
A two-layer Bayesian network with Time, Weather, and Outage History as inputs and Outages in the week as output is shown in Fig. 1 .
A. Model Variables 1) Time:
Time, defined by the month of the year, is classified into three discrete levels similar to that in [6] , which are Low (January, February, and March), Medium (April, July, August, and December), and High (May, June, September, October, November). This grouping is based on the expected level of animal activity.
2) Weather: Since animals are more active during fair weather (temperature between 40 and 85 F and no other weather activity), weather for a week is classified into three levels based on the number fair weather days in the week. These three levels are Low (zero fair weather days), Medium (one to three fair weather days), and High (four or higher fair weather days in the week) representing low, medium, and high probability of outages based on animal activity. With all possible combinations of time and weather, there are totally nine input states for the Bayesian network model with these two inputs.
3) Outage History: Given the same month and same weather conditions, the outages vary in a certain range due to the probabilistic nature of the outages. In the previous study based on wavelet/neural network hybrid model [6] , it was found that using outages in weeks prior to the current week as additional inputs improves the model performance. To capture this feature, previous week's outage level is used as the third input in the Bayesian network model. Dividing the previous week's outages into two levels (High and Low) as well as three levels (High, Medium, and Low) were investigated. It was found that two levels are better suited for modeling [7] , as it improves the model performance while preventing the conditional probability table from becoming needlessly large. The marginal improvement obtained from three levels is more than offset by a significant computational overload. With two levels for previous week's outages, there are a total of 18 possible combinations of inputs for the model that are henceforth referred to as "states" in this paper. The cutoff for High outage level in the previous week is set at 70th percentile, which means weeks with outages higher than those occurring in 70% of the 480 weeks are defined as High. 4) Outage Level: Histograms (number of weeks with outages in the given range) of weekly animal-caused outages in the four cities considered for the study for the past ten years or a total of 480 weeks are shown in Fig. 2 . Analysis based on different levels for outages [7] showed that classification with nine outage levels is the most suitable for all cities. It was observed that the average absolute error in the Bayesian network model's outage estimates decreased as the number of discrete outage levels was increased from one to nine. However, no further improvement could be obtained beyond this point. Therefore, a total of nine discrete outage levels have been used uniformly in the present study.
Due to the differences in sizes, the disparity in the outages occurring in each city was high, even under similar input conditions. Unfortunately, early attempts at normalization based on size of the city as well as length of feeders did not yield satisfactory results. Therefore, in this paper, the outage levels were discretized separately for each city, such that each outage level contained roughly the same number of outages. These ranges are shown, separately for each city, in Table I .
III. MODEL IMPLEMENTATION

A. Conditional Probability Table (CPT)
The historical data are used to learn the parameters of the model, which are the entries in the conditional probability table, i.e., the conditional probability of each outage level given the Time (month type), Weather (the level of fair weather days), and Outage History (the level of outages in the previous week), that is, where is the outage level, is the month type, is the level of fair weather days, and is the level of outages in the previous week, and
The 18 input states represent all possible combinations of three input variables. The number of weeks in the historical data belonging to each state are shown separately for each city in Table II . Some input states such as those numbered 13 and 16 have nearly all zeros or mostly zero entries, which implies that no or very few weeks matched conditions of these states. These two states represent conditions where the month type is 1 (or low animal activity), previous week outage level is high, and the fair weather day level is medium and high, respectively. Since animal activity is low in these months, even higher level of fair weather days is unlikely to produce many outages. Therefore, these combinations are very unlikely to occur in real life, which explains the lack of sufficient number of weeks in these states. Similarly, states 10 and 17, which have fewer weeks, are very unlikely to occur. Therefore, even though we have limited data for these states, their impact on determination of expected number of outages in a time period would be minimal.
Since the graph structure is fully known with fully observed historical data, maximum likelihood estimation was used to learn values in the CPT. Hence, the equation to compute the conditional probabilities for input state is where is the number of occurrences in outage level in state and is the total number of occurrences in state .
B. Estimation of Animal-Related Outages
In order to get the expected number of outages for a given week with a given state, weighted sum of average value or median value of outages in each level weighted by conditional probability has to be obtained. In the previous work, median where is the conditional probability of occurrence of outage level , given input state , and is the average value of outages in outage level . The expected number of outages for each input state is computed and listed in Table III . This value is considered as the estimate of outages for the weeks with this state. Estimating outages over a larger time period, such as a month, can be readily obtained by summing all the weekly estimated values for that month. However, since no prior probability distribution of the outages for each state is assumed, it is not possible to compute the variance and confidence limits directly for a meaningful comparison of computed values with observed values of outages. We attempted to fit different probability distributions to the outage data, but that did not provide consistent results. Therefore, Monte Carlo simulation as detailed in the next section was used to obtain the variance and the confidence limits. 
IV. MONTE CARLO SIMULATION
A. Probability Distribution Functions
To implement Monte Carlo simulation, we have to determine the probability distribution function (pdf) of outages in each input state. Therefore, the entries in the CPT for each state are normalized by the size of the bin related to each outage level to obtain pdf for each state. A sample pdf thus obtained is shown in Fig. 3 . It corresponds to Input State 18 for Wichita. Also shown in this figure are the normalized probabilities for specific outage values. The pdf gives the correct trend as state 18 is expected to have the highest number of outages. As this graph shows, probability of outages is zero for very low values, it is low for very high values, and it is high for in between values.
B. Simulation Procedure
Stepwise implementation of Monte Carlo simulations is provided below. 1) Find the input state for a given week. 2) Generate a uniform random number. 3) Using roulette wheel with this random number, select an outage level based on the pdf for that state. 4) Generate another uniform random number. 5) Using roulette wheel with this random number, select a value for outage from the selected outage level. The outages follow uniform distribution within an outage level. 6) Repeat the simulation 10 000 times for each week. Since the simulation is repeated 10 000 times, we get 10 000 simulated sample points for each week. By simply adding up the sample points of four weeks in the same month in an iteration, we get 10 000 sample points for monthly outages. The mean, variance, and the corresponding 95% confidence limit for monthly outages are then computed from the 10 000 samples. Although the same approach can be used to determine yearly outages, examination of the results showed that many details are lost if yearly aggregation is considered. On the other hand, weekly observations showed too much noise and fluctuations.
V. RESULTS
The Monte Carlo simulation methodology presented in the previous section was applied to all the four cities of this study to estimate outages and the associated 95% upper limit for every month of the ten-year duration. Figs. 4 and 5 show examples of histogram for selected months obtained from the Monte Carlo simulation with the Bayesian network model for Wichita and Manhattan. In both cases, the results closely resemble Gaussian distribution. Similar results were obtained for all the cities for all the months. From these plots, estimated monthly mean and 95% percent limits can be easily computed. Fig. 6 gives the monthly observed outages, estimated outages, and the associated 95% Fig. 7 gives similar results obtained with wavelet/neural network hybrid model [6] over the same duration for Wichita. It can be clearly seen that the estimated values follow the observed values in both cases. However, the results of the wavelet/neural network hybrid model follow the outages more closely with a smaller variance compared to the Bayesian network model. Similar results were obtained for the other cities. Absolute average error (AAE) and the maximum error between the estimated and observed values of outages with the two models for the four cities are shown in Table IV . Both the AAE and the maximum error are lower for all the cities for the wavelet/neural network model. The maximum error decreases with the size of the city except that it is higher for Manhattan than Lawrence. However, this is true for both the models, which could be due to uncertainties in the data.
The monthly observed values were found to be below the 95% upper limit in all but four cases ( Table V shows selected (some of the months with observed outages higher than the estimated outages from either models) results for each of the four cities. Rows with observed outages higher than the upper limit of either of the models are shaded with their entries shown in bold. Note that in several cases, the observed outages are only slightly higher than the upper limit. Results for other years were very similar and thus are not included in the paper. Estimation of yearly outages using these methods did not yield meaningful results because month-to-month temporal variations cancelled out in the yearly aggregate.
VI. CONCLUSIONS
The main focus of this paper is to present a modified Bayesian network model and apply it to study animal-related outages over a period of ten years in four cities in Kansas and compare the results with those obtained with wavelet/neural network hybrid model [6] . The Bayesian network model presented in this paper is able to capture the time-based pattern in animal-related outages.
Monte Carlo simulations with the Bayesian network model enable determination with great accuracy of the mean and confidence limits for the monthly estimates of outages. The upper and the lower limits provide a range within which the total outages are expected to lie 95% of the time. The upper limits are particularly useful to utility companies as they provide a benchmark on animal-caused outages for each month of the given year. The utilities would need to do field evaluations should the observed outage counts exceed the upper limit.
Comparison with results obtained from the wavelet/neural network hybrid model show consistency in performance of both models. Although the wavelet/neural network hybrid model tracks the outages more closely and has lower variance, both models were equally effective in screening the outages to determine months with observed outages higher than the upper limit. The Bayesian network model is attractive because of its simplicity and ease of implementation.
The methodology presented in this paper is designed for year-end screening of past year's reliability performance of the distribution systems. Only if the observed values for a given month are higher than the estimated upper limit, the utilities would have to do additional investigations to locate the causes of problems and devise remedial measures. Further, the results would allow utilities to justify relatively large outages occurring in their systems in their annual reports to the state utility commissions as long as they remain below the model's upper limit. 
