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Abstrak 
Clustering adalah jenis metode statistik yang dipakai untuk mengelompokan banyak data atau 
objek ke dalam beberapa kelompok (cluster), sehingga objek-objek yang berada dalam satu 
kelompok akan mempunyai kemiripan yang tinggi. Clustering K-Means merupakan metode 
pembentukan cluster berbasis data, dimana objek secara acak dalam cluster pertama yang 
terbentuk dijadikan sebagai titik tengah/titik pusat (centroid). K-means merupakan jenis cluster 
yang memiliki tingkat ketelitian dan efisiensi yang baik. Kelemahan dalam algoritma k-Means 
yaitu dalam menganalisa dan menentukan Nilai K dalam mengklaster data pada suatu dataset 
yang tidak optimal akan menghasilkan cluster yang buruk. Sum of Square Error (SSE) 
merupakan hasil penjumlahan dari seluruh jarak masing-masing data dengan titik pusat 
clusternya. Semakin kecil nilai SSE yang didapat, semakin seragam data yang ada didalam 
masing-masing cluster, semakin baik cluster yang dihasilkan. Penelitian ini melakukan  analisis 
cluster dengan K-means untuk menghasilkan kelompok cluster serta perhitungan nilai Sum of 
Square Error untuk setiap data dengan nilai K yang berbeda. Proses perhitungan nilai K dalam 
mencari nilai SSE yang minimum sehingga dapat dilakukan perhitungan selisih nilai SSE dari 
setiap nilai K cluster. Hasil perhitungan selisih tersebut sebagai penentu jumlah K cluster yang 
optimal dengan tingkat akurasi yang lebih baik. 
 
Kata kunci: Clustering, K-Means, Sum of Square Error. 
 
Abstract 
Clustering is a type of statistical method used to group a lot of data or objects into several 
groups (clusters), so that the objects in one group will have high similarities. Clustering K-
Means is a data-based cluster formation method, where random objects in the first cluster 
formed serve as the center point (centroid). K-means is a type of cluster that has a good level of 
accuracy and efficiency. The weakness in the k-Means algorithm is that in analyzing and 
determining the K value in clustering data in a dataset that is not optimal, it will result in a bad 
cluster. Sum of Square Error (SSE) is the sum of all distances for each data to the center point of 
the cluster. The smaller the SSE value obtained, the more uniform the data in each cluster, the 
better the resulting cluster. This study performs cluster analysis using K-means to produce 
cluster groups and calculates the Sum of Square Error value for each data with a different K 
value. The process of calculating the K value in finding the minimum SSE value so that the SSE 
value difference from each K cluster value can be calculated. The result of this difference 
calculation determines the optimal number of K clusters with a better level of accuracy. 
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Clustering adalah jenis metode statistik yang dipakai untuk mengelompokan banyak data atau 
objek ke dalam beberapa kelompok sesuai karakteristik yang dimiliki objek atau data tersebut. 
Objek tersebut akan dikelompokkan ke dalam satu atau beberapa kelompok (cluster) sehingga 
objek-objek yang berada dalam satu kelompok akan mempunyai kemiripan satu dengan yang 
lain [1]. Salah satu ciri clustering yang baik atau optimal adalah jika menghasilkan cluster yang 
berisi data dengan tingkat kemiripan yang tinggi pada cluster yang sama dan tingkat kemiripan 
rendah pada cluster yang berbeda [2]. 
Clustering K-Means merupakan salah satu metode pembentukan cluster berbasis data, 
dimana objek secara acak dalam cluster pertama yang terbentuk dijadikan sebagai titik 
tengah/titik pusat (centroid) [3]. Nilai akhir dari metode k-means sendiri adalah memaksimalkan 
kemiripan data di dalam satu cluster dan meminimalkan kemiripan data antar cluster. Ukuran 
kemiripan dalam cluster dengan fungsi jarak yang berarti jarak yang terdekat merupakan data 
yang mirip dengan titik pusat cluster [4].  
Langkah-langkah dalam analisis K-Means adalah sebagai berikut: [5] 
1. Pilih jumlah K Cluster  
2. Inisialisasi k pusat Cluster ini bisa dilakukan dengan berbagai cara. Namun yang paling 
sering dilakukan adalah dengan cara random. Pusat-pusat Cluster diberi nilai awal 
dengan angka-angka random.  
3. Alokasikan semua data/ objek ke Cluster terdekat. Kedekatan dua objek ditentukan 
berdasarkan jarak kedua objek tersebut 
4. Tugaskan lagi setiap objek memakai pusat Cluster yang baru. Jika pusat Cluster tidak 
berubah lagi maka proses Clustering selesai. Atau, kembali ke langkah nomor 3 sampai 
pusat Cluster tidak berubah lagi.   
Hal yang menjadi keunggulan k-means yaitu mudah diimplementasikan dan memiliki 
tingkat ketelitian yang cukup baik terhadap ukuran objek sehingga metode ini relatif lebih 
terukur dan efisien. Selain itu metode ini juga mudah dijalankan, relatif cepat dan mudah 
beradaptasi [2]. Hal yang menjadi kelemahan dalam algoritma k-Means yaitu dalam 
menganalisa dan menentukan jumlah k terbaik dalam mengklaster data pada suatu dataset yang 
tidak optimal akan menghasilkan cluster yang buruk. [6]. Pada algoritma K-Means, objek data 
dalam proses cluster nantinya akan menuju beberapa titik pusat (centroid) dimana titik 
tersebutlah yang digunakan sebagai acuan dalam pengelompokan dan data-data yang dilakukan 
clusterisasi numeric [7]. Pemilihan titik pusat (centroid) awal merupakan hal yang sangat 
sensitif untuk algoritma clustering K-Means. Hal itu nampak pada perbedaan hasil cluster yang 
seringkali berbeda pada beberapa perulangan percobaan dengan titik awal yang berbeda juga. 
Hasil cluster mempunyai variasi dan terkadang percobaan lebih banyak menghasilkan hasil 
yang lebih baik pula [8]. Fungsi tujuan dari K-means adalah menemukan solusi dimana tidak 
ada solusi lain yang memiliki nilai SSE (Sum Squared Error) lebih kecil dari solusi yang 
ditemukan [9]. SSE merupakan hasil penjumlahan dari seluruh jarak masing-masing data 
dengan titik pusat clusternya. Semakin kecil nilai SSE yang didapat, semakin seragam data yang 
ada didalam masing-masing cluster, semakin baik cluster yang dihasilkan [6]. Tujuan dari K-
means adalah untuk meminimalkan hasil jumlah squared error dari seluruh k cluster [10] 
Pada penelitian yang dilakukan oleh [7] menghasilkan k-means clustering pada data 
penggolongan keluarga pada golongan kurang mampu, sederhana dan kaya menggunakan 
variabel pemasukan, pengeluaran dan total asset sebagai pembanding yang nantinya dipakai 
sebagai analisa cluster dengan menggunakan algoritma k-means. Pada penelitian tersebut, data 
yang dipakai dalam variabel yaitu data pemasukan, pengeluaran dan total asset tidak 
menggunakan standar/kriteria tertentu yang nantinya menghasilkan variasi nilai yang banyak, 




untuk itu peneliti dalam penelitian ini menggunakan standarisasi nilai pada variabel sehingga 
lebih mudah dalam perhitungan dan analisa data, selain itu kekurangan pada penelitian tersebut 
mempunyai tingkat akurasi yang hanya mempunyai akurasi sebesar 69%.  Sementara pada 
penelitian [11] menggunakan SSE (Sum of Square Error) pada metode elbow untuk 
mengoptimalkan kinerja dari algoritma K-means, dalam penelitiannya melakukan pencarian 
pusat cluster yang paling optimum berbasis Sum Of Squared Error (SSE), menghasilkan 
beberapa cluster, dimana antar anggota cluster memiliki tingkat kemiripan yang tinggi. 
Penelitian tersebut Perbaikan performa cluster K-Means akan diterapkan pada Analisis 
Penilaian Online Customer Review dan Rating pada Online Marketplace. Penelitian tersebut 
menggunakan data bertipe string yang bersumber dari ulasan produk online yang menghasilkan 
2 cluster,  yang masing-masing cluster mempunyai hubungan kemiripan yang sangat tinggi, hal 
itu menunjukan bahwa kelompok kluster dengan nilai SSE minimum menghasilkan cluster yang 
sangat baik dan mempunyai akurasi yang juga baik. pada penelitian [6] menganalisis 
perhitungan jumlah cluster terbaik pada algoritma k-means, menghasilkan perhitungan selisih 
nilai SSE pada setiap K dan mengambil selisih nilai SSE pada objek dalam dataset untuk 
penentuan nilai K yang optimal. Dalam penelitian tersebut menggunakan metode elbow yang 
mana dapat dilihat pada grafik nilai SSE dan selisih pada tiap nilai K dalam pencarian K yang 
optimal. Berdasarkan hasil penelitian [6] [7] dan [11] maka penelitian ini melakukan metode K-
means dalam analisis clustering data tingkat ekonomi nelayan kota ambon dengan perbaikan 
kinerja clustering k-means pada data dengan menggunakan  perhitungan  dan pengujian metode 
SSE (Sum of Square Error) pada setiap perhitungan selisih nilai SSE dengan nilai K yang 
berbeda untuk menentukan nilai K mana yang optimal dalam perhitungan cluster k-means. 
2. METODE PENELITIAN 
2.1 Pengumpulan Data  
Penggunaan jenis data ekonomi nelayan dipilih berdasarkan penelitian [7] yang 
menggunakan data ekonomi masyarakat dalam proses clustering K-means. Penelitian ini 
menggunakan instance dan variabel serupa namun ada modifikasi dalam penentuan value 
standar (standarisasi nilai). Dalam penelitian ini, data diperoleh dari survey lapangan pada 
nelayan kecil  di daerah pesisir di kota ambon,  data didapat dengan proses wawancara dan 
pengisian kuisioner oleh responden. Penelitian melibatkan 100 data nelayan kecil yang diolah 
menggunakan metode clustering K-Means yang dimodifikasi. Proses awal pada penelitian ini 
dengan melakukan proses penghimpunan data, kemudian akan dilanjutkan dengan proses 
transformasi data sehingga semua objek dalam dataset menggunakan data bertipe numerik 
dianalisis dengan K-Means clustering.  
 
2.2 Proses Transformasi Data 
Proses selanjutnya adalah proses transformasi data dari kuisioner nelayan menjadi dataset 
numerik untuk dianalisis. Variabel clustering dalam K-Means untuk proses analisis cluster 
untuk melakukan pemetaan data nelayan dari 3 yaitu: 
Pada bagian ini proses pengisian nilai variabel disesuaikan dengan nilai standar  1 dan 2, sesuai 
dengan kriteria di bawah ini : 
1. Pengeluaran. Contoh = < Rp.600.000 = 1, >Rp.600.000 = 2 
2. Pengeluaran. Contoh = < Rp.600.000 = 1, >Rp.600.000 = 2 
3. Total Aset. Contoh = <Rp.5.000.000 = 1, >Rp5.000.000 = 2 
transformasi data yang dipakai dalam analisis k-means clustering dapat dilihat pada tabel 1. 
 
Tabel 1 Contoh Tabel Dataset Nelayan 
 
 
Data_id Pendapatan Pengeluaran Total Aset 
D1 1 2 2 
D2 2 1 2 
D3 1 2 2 





2.3 Proses Analisis Clustering K-Means dengan perhitungan SSE 
 
Algoritma k-means menetapkan nilai-nilai cluster atau kelompok secara acak (random) 
untuk menjadi pusat dari cluster yang  disebut centroid[12]. Centroid dipakai sebagai titik 
perhitungan jarak antara objek pada data dengan menggunakan perhitungan jarak euclidean. 
Jarak euclidean mengukur jumlah kuadrat perbedaan nilai masing-masing variabel. 
Jarak euclidean didefinisikan dengan rumusan seperti pada Persamaan 1 [13]. 
𝑑𝑖𝑘 = √∑ (𝑥𝑖𝑗 − 𝑐𝑘𝑗)
2𝑝
𝑗=1    (1) 
Keterangan rumus:  n:banyak cluster  ;    Xi : attribut data   ;        Yi : attribut centroid 
 
 
Gambar 1. Flowchart algoritma K-Means dengan SSE dan optimasi Nilai K Cluster 
Kelompok sudah sama 
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Penjelasan flowcart algoritma proses analisis k-means clustering dengan perhitungan Sum of 
Square Error (SSE) dan Optimasi nilai K cluster sebagai berikut: 
1. Tentukan Banyaknya Cluster. Dalam perhitungan, dimulai dengan menggunakan nilai K 
(banyaknya kelompok cluster) adalah 2 (K=2) 
2. Tentukan titik pusat cluster (centroid). Centroid merupakan titik pusat yang digunakan 
sebagai dasar dalam menghitung pengelompokkan data. Penentuan pusat awal diambil dari 
secara random/acak dari dataset yang dipakai dalam analisa k-means. 
3. Perhitungan jarak pusat cluster (centroid). Pengukuran jarak antara data dengan pusat cluster 
digunakan euclidian distance, dapat dilihat pada Persamaan 1. 
4. Setelah melalui perhitungan jarak dan penetapan kelompok cluster yang sudah tidak 
mengalami perpindahan objek, dataset yang sudah melalui proses clustering dengan 
menggunakan 2 kluster akan di hitung nilai SSE (Sum of Square Error) untuk melihat 
apakah nilai SSE sudah minimum atau belum, jika nilai SSE masih belum mencapai nilai 
minimum (0) maka akan kembali ke langkah penentuan nilai K (atau K+1) dst, sampai 
menemukan nilai SSE yang minimum (0). 
5. Hitung semua selisih nilai SSE pada setiap K cluster. Nilai selisih SSE yang paling besar 
(penurunan signifikan) adalah merupakan nilai K cluster yang paling optimal dengan akurasi 
yang paling baik. 
Dalam Perhitungan Nilai Sum of Square Error menggunakan rumus 3 [13] 
    ( (3) Keterangan rumus: 
 K : jumlah cluster  ;   Xi : attribut data   ;   Xci : attribut centroid ;    Ci : centroid  
 
3. HASIL DAN PEMBAHASAN 
 
3.1 Hasil Pengelompokan Clustering K-Means dengan perhitungan SSE 
 
Pada bagian ini akan dilihat hasil perhitungan jarak dengan Euclidian Distance pada objek 
dataset dan centroid. Nilai K awal yang akan dipakai adalah 2 (K=2). Dalam perhitungan jarak 
tersebut, setelah mencapai keadaan dimana tidak ada perpindahan objek pada dataset. Maka 
dilanjutkan dengan perhitungan nilai SSE di pada setiap data dengan nilai K yang berbeda, 
prinsip perhitungan nilai SSE secara trial and error dan akan diulang sampai nilai K mencapai 
nilai minimum, dengan nilai 0 dipakai sebagai nilai minimum.  









Gambar 2  Visualisasi K-Means dengan percobaan K=2 pada dataset . 
K=2 
(Jumlah Kelompok Cluster) 
Centroid (titik pusat) 
Jumlah Dataset 
Pada Kluster  
Jumlah Iterasi 
(Max Iterration) 
Nilai Sum of Square Error 
(SSE) 
C0 1 1 1 64 
2 18.743055555555557 
C1 2 2 2 36 




Selanjutnya akan dilihat hasil perhitungan jarak dengan Euclidian Distance pada  setiap objek 
dataset dan centroid. Nilai K selanjutnya ialah (K+1) sehingga, nilai K berikut yang akan 
dipakai dalam perhitungan adalah (2+1) Jadi K = 3. Hasil yang diperoleh dari perhitungan jarak 
serta memperoleh kelompok cluster sebagai berikut : 













Gambar 3  Visualisasi K-Means dengan percobaan K=3 pada dataset 
 
Selanjutnya akan dilihat hasil perhitungan jarak dengan Euclidian Distance pada dataset dan 
centroid. Nilai K selanjutnya ialah (K+1) sehingga, nilai K berikut yang akan dipakai dalam 
perhitungan adalah (3+1) Jadi K = 4. Hasil yang diperoleh dari perhitungan jarak serta 
memperoleh kelompok cluster pada Tabel.3 dibawah ini: 
 














Gambar 4  Visualisasi K-Means dengan percobaan K=4 pada dataset 
 
K=3 
(Jumlah Kelompok Cluster) 






Nilai Sum of Square Error 
(SSE) 
C0 1 1 1 42 
2 4.305555555555555 
C1 2 2 2 36 




Centroid (titik pusat) 
Jumlah Dataset 
Pada Kluster  
Jumlah Iterasi 
(Max Iterration) 
Nilai Sum of Square Error 
(SSE) 
C0 1 1 1 42 
2 0.0 
C1 2 2 2 31 
C2 1 1 2 22 
C3 1 2 2 5 




Setelah proses pencarian nilai Sum of Square Error (SSE) secara trial and error mencapai nilai 
minimum dengan menggunakan nilai minimum adalah 0, Maka hasil perhitungan pada K-means 
dengan menggunakan K=2 dengan penentuan centorid dengan cluster 0 : 1,1,1 dan cluster 1: 
2,2,2 dengan keadaan kesetimbangan pada iterasi ke 2 (2 iterasi), menghasilkan 64 dataset yang 
masuk pada cluster 0 dan 36 dataset masuk pada cluster 1. Dengan nilai Sum of Square Error 
(SSE) = 18.743055555555557 (dapat dilihat pada gambar 2). Sementara pada perhitungan pada 
K-means dengan menggunakan K=3 dengan penentuan centorid dengan cluster 0 : 1,1,1, cluster 
1: 2,2,2 dan cluster 3 : 1,1,2 dengan keadaan kesetimbangan pada iterasi ke 2 (2 iterasi), 
menghasilkan 64 dataset yang masuk pada cluster 0 dan 36 dataset masuk pada cluster 1 dengan 
nilai Sum of Square Error (SSE) = 4.305555555555555 (dapat dilihat pada gambar 3). 
perhitungan ketiga dengan menggunakan K=4, dengan penentuan centroid pada cluster 0 : 1,1,1, 
cluster 1: 2,2,2, cluster 2 : 1,1,2, dan cluster 3 = 1,2,2, menghasilkan 42 dataset masuk pada 
cluster 0, 31 dataset masuk pada cluster 1, 22 dataset masuk pada cluster 2, 5 dataset masuk 
pada cluster 3 dengan nilai SSE 0. Karena pada perhitungan k-means dengan perhitungan nilai 
Sum of Square Error telah mencapai nilai minimum (0) maka pencarian nilai K baru tidak lagi 
dilanjutkan. Dengan demikian hasil perhitungan setelah mendapat nilai SSE minimum yaitu 













Gambar 5  Grafik Nilai K Dengan Nilai SSE dari DataSet 
 
Setelah perhitungan nilai SSE telah mencapai nilai minimum maka selanjutnya melakukan 
pengujian dengan menghitung selisih dari Sum of Square Error (SSE) pada K awal dan nilai K 
mengalami peningkatan, maka akan dilihat nilai selisih SSE mana yang mempunyai penurunan 
yang drastis/signifikan. 
Tabel 4 Perbandingan Nilai K, Nilai SSE dan Selisih nilai SSE pada K lama dan K baru 
Nilai K Nilai SSE Selisih  SSE K 
sebelumnya 
2 18,74305556 0 
3 4,305555556 14,437500004 
 
4 0 4.305555556 
 
Perhitungan selisih nilai SSE pada setiap K cluster, menghasilkan nilai K cluster yang 
Optimal dapat dilihat pada tabel 4. Nilai K yang optimal ada pada nilai K=3 dimana selisih SSE 
turun secara drastis, pada grafik nilai SSE terlihat adanya pola elbow sesuai pada penelitian [6]. 
yang mana menyatakan suatu cluster mempunyai nilai selisih terbesar antara nilai SSE pada 














Perbandingan Nilai K dengan Nilai SSE pada DataSet
Nilai SSE


















Gambar 6  Grafik Nilai SSE dengan nilai K=3 sebagai Nilai K Optimal  
 
 
4. KESIMPULAN DAN SARAN 
 
Berdasarkan hasil perhitungan jarak antara objek dataset dengan menggunakan 3 
variabel pada data nelayan dengan centroid menggunakan k-means clustering dengan 
menerapkan modifikasi algoritma K-Means dengan menambahkan pencarian nilai Sum of 
Square Error yang minimum, serta perhitungan K secara trial and error untuk mendapatkan nilai 
K yang optimal. Setelah nilai SSE pada cluster dengan K cluster tertentu sudah mencapai nilai 
minimum (minimum pada nilai K=4), maka tidak ada lagi penentuan nilai K yang baru, karena 
nilai SSE antara objek dan cluster sudah mencapai titik 0. Hasil minimum dapat mencerminkan 
tingkat keseragaman data dalam kelompok kluster yang sudah semakin baik [11]. Selanjutnya 
untuk mencapai nilai K yang optimal digunakan selisih nilai SSE pada setiap keadaan K cluster 
dalam perhitungan sampai nilai minimum. Nilai optimal yaitu nilai K yang mengalami 
penurunan nilai SSE secara drastis (paling signifikan) sehingga membentuk grafik elbow 
sehingga jumlah cluster (nilai K) paling baik ada pada nilai K=3 dengan nilai selisih yang paling 
besar (penurunan nilai SSE yang paling drastis), sesuai dengan penelitian [6] dengan metode 
elbow dalam penentuan nilai k yang optimal pada k means cluster. Kelebihan dalam 
perhitungan k-means dalam penelitian ini adalah tingkat akurasi kelompok cluster yang 
mempunyai keterkaitan yang lebih seragam dan lebih baik, dikarenakan mendapat nilai Sum of 
Square Error (SSE) yang minimum dengan menggunakan mencari nilai K yang optimal.Nilai K 
yang optimal menunjukan jumlah cluster terbaik yang menghasilkan kelompok cluster yang 
memiliki kinerja yang baik. Kekurangan pada penelitian ini adalah pada proses standarisasi nilai 
variabel menjadi 2 memudahkan dalam proses perhitungan tetapi hasilnya bisa saja berbeda-
beda jika standarisasinya mempunyai lebih dari 2 nilai standar, sehingga saran untuk penelitian 
ke depan ialah metode yang lebih baik dalam melakukan perhitungan standard nilai pada 
variabel yang dipakai dalam analisis k-means serta menambahkan metode pengujian lain dalam 
menunjang metode perhitungan SSE yang dalam hal ini menghasilkan performa cluster yang 
lebih baik lagi.  
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