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Heavy tailed time series with extremal independence
Rafa l Kulik∗ Philippe Soulier†
Abstract
We consider heavy tailed time series whose finite-dimensional distributions are extremally
independent in the sense that extremely large values cannot be observed consecutively. This
calls for methods beyond the classical multivariate extreme value theory which is convenient
only for extremally dependent multivariate distributions. We use the Conditional Extreme
Value approach to study the effect of an extreme value at time zero on the future of the time
series. In formal terms, we study the limiting conditional distribution of future observations
given an extreme value at time zero. To this purpose, we introduce conditional scaling func-
tions and conditional scaling exponents. We compute these quantities for a variety of models,
including Markov chains, exponential autoregressive models, stochastic volatility models with
heavy tailed innovations or volatilities.
Keywords: Multivariate regular variation, extremal independence, conditional scaling expo-
nent, Markov chains, stochastic volatility models.
1 Introduction
Let {Xt, t ∈ Z} be a strictly stationary time series. We say that {Xt} is regularly varying if all its
finite dimensional distributions are regularly varying, i.e. for each h ≥ 0, there exists a nonzero
Radon measure νh on [−∞,∞]
h+1 \ {0}, called the exponent measure, which puts zero mass at
infinity, and a scaling function c such that, as s→∞,
sP
(
(X0, . . . , Xh)
c(s)
∈ ·
)
v
→ νh , (1.1)
where
v
→ means vague convergence, to be understood here on the space [−∞,∞]h+1 \ {0}. Recall
that a sequence of measures νn defined on a complete separable metric space E (endowed with
its Borel σ-field) is said to converge vaguely to a measure ν if νn(f) → ν(f) for all continuous
functions with compact support, or equivalently νn(K) → ν(K) for all compact sets K with
ν(∂K) = 0. See [Res87] for more details. This assumption implies that the function c is regularly
varying with index 1/α for some α > 0, the measure νh is homogeneous of degree −α and
the marginal distribution of X0 is heavy tailed with positive tail index α. To avoid trivialities,
we will only consider distributions that are not totally skewed to the left, that is we assume that
limx→∞ P(X0 > x)/P(|X0| > x) > 0. In that case, a possible choice for the scaling function in (1.1)
is c(s) = F←0 (1− 1/s), where F0 is the distribution function of X0, and we can rewrite (1.1) as
P
(
x−1(X0, . . . , Xh) ∈ ·
)
P(X0 > x)
v
→ νh , (1.2)
on [−∞,∞]h+1 \ {0}, as x→∞.
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If h ≥ 1, there exist two fundamentally different cases: either the exponent measure is concentrated
on the axes or it is not. The former case is referred to as extremal independence and the latter
as extremal dependence. In other words, extremal independence means that no two components
can be extremely large at the same time, and extremal dependence means that two components
can be simultaneously extremely large. The suitably renormalized componentwise maxima of an
i.i.d. sequence of extremally independent random vectors converge to a max-stable distribution
with independent marginals. See e.g. [Res02] or [Res07]. This definition is rather weak and
it must be noted that if two components of the vector are extremally dependent then the whole
vector is extremally dependent; e.g. the vector (X,X, Y ), if multivariate regularly varying (MRV),
is extremally dependent even if X and Y are independent. For most time series models, the
distribution of (X0, . . . , Xh) is either extremally dependent or extremally independent for all h.
In a time series context, we may want to assess the influence of an extreme event at time zero
on future observations. If the finite dimensional distributions of the time series model under
consideration are extremally independent or more generally if the vector (X0, Xm, . . . , Xh) is
extremally independent for some m ≥ 1, then, for any set A which is bounded away from zero in
Rh−m+2,
lim
x→∞
P(X0 > xu0, (Xm . . . , Xh) ∈ xA)
P(X0 > x)
= 0 . (1.3)
Thus in case of extremal independence the exponent measure νh provides no information on
(most) extreme events occurring after an extreme event at time 0. In concrete terms, if the series
{Xt} represent financial losses, extremal independence means that an extreme loss at time zero
will be followed by another extreme loss of at least the same magnitude with an extremely small
probability. This is good news, but it is still of great importance to know how likely a one million
euro loss is to be followed by a smaller loss of, say, a hundred thousand euros, which might be
disastrous after the previous loss. A moderate flood can still be devastating after a major one.
Since the exponent measure provides no information, other tools must be used to quantify the
influence of an extreme event at time zero on future events.
In order to obtain a non degenerate limit in (1.3) and a finer analysis of the sequence of extreme
values, it is necessary to change the normalization in (1.2), and possibly the space on which we
will assume that vague convergence holds. One idea is to find a sequence of normalizations bj(x),
j ≥ 1 such that for each h ≥ 1, the conditional distribution of (X0/x,X1/b1(x), . . . , Xh(x)/bh(x))
given X0 > x has a non degenerate limit. Finding a limiting conditional distribution of a random
vector given one extreme component is a very old problem. It was recently rigorously investigated
for bivariate distributions using the concept of regular variation on cones by [HR07] and [DR11].
See the references in these paper for the earlier literature. If such a limiting distribution exists,
the vector (X0, . . . , Xh) is said to satisfy the “Conditional Extreme Value” (hereafter CEV) as-
sumption. This expression was introduced in this context by [DR11]1. It must be noted that if
they exist, limiting conditional distributions given an extreme component need not be extreme
value distributions and the variables X1, . . . , Xh need not be in the domain of attraction of an
extreme value distribution. Considering i.i.d. random variables, it is easily seen that any distri-
bution can arise as a limiting distribution. Another important feature of the CEV approach is
that it is applicable to extremally dependent regularly varying multivariate distributions as well;
in that case, the limiting distribution is entirely determined by the exponent measure. This is
important in view of statistical inference, since the same methodology can be applied to both
types of distributions.
It is the goal of this paper to apply the CEV approach to the finite dimensional distributions of
stationary (and some non stationary) time series, both extremally dependent and independent,
though with a main focus on extremally independent time series.
1Note that this expression is also used in the extreme value literature to refer to the standard extreme value
theory in presence of a covariate.
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In Section 2, we will state Assumption 1 which expresses the CEV condition in the correct vague
convergence framework introduced by [HR07] and give several applications. One important prob-
lem with extremally independent random variables is the tail behavior of their product. The
CEV condition alone does not guarantee that the product is regularly varying. In Section 2.1,
we will strengthen it and obtain a result on the tail behavior of products. In Section 2.2, we will
further strengthen it to obtain the convergence of conditional moments. This convergence can be
applied to study risk measures such as the conditional tail expectation; this will be discussed in
Section 2.3. In Section 2.4 we extend the tail process, introduced by [BS09] in the extremally
dependent case, to the extremally independent case and we give a representation of the limiting
conditional distributions in terms of this tail process. In Section 2.5 we will compare the CEV
approach to Hidden Regular Variation.
In the following Sections 3, 4, and 5 we will study several models of regularly varying time series
which satisfy Assumption 1. In Section 3, we give a general result for extremally independent
Markov chains. In Section 4, we study a non-Markovian exponential linear process and in Section 5,
we will finally consider stochastic volatility models with light tailed or heavy tailed volatilities. It
should be pointed out that the models studied in Sections 4 and 5 allow for some form of long
memory. This is of practical importance since it is one of the so-called stylized facts of financial
time series (log-returns) that volatility may exhibit long memory.
Section 6 contains the proof of our main result on Markov chains and Section 7 discusses some
directions of further research, the most important one being statistical inference.
2 Limiting conditional distributions and conditional scaling
exponents
We now introduce the main Assumption of this paper. It is stated in terms of regular variation
on space smaller than [−∞,∞]h+1 \ {0}.
Assumption 1. There exist scaling functions bj, j ≥ 1 and Radon measures µh, h ≥ 1, on
(0,∞]× [−∞,+∞]h, h ≥ 1, such that
1
P(X0 > x)
P
((
X0
x
,
X1
b1(x)
, · · · ,
Xh
bh(x)
)
∈ ·
)
v
→ µh , (2.1)
on (0,∞]× [−∞,+∞]h and for all y0 > 0,
a. the measure µh([y0,∞]× ·) on R
h is not concentrated on a line through infinity;
b. the measure µh([y0,∞]× ·) on R
h is not concentrated on a hyperplane;
c. the measure µh(· × R
h) on (0,∞] is not concentrated at infinity.
Notice that vague convergence here must hold on a different space than in (1.1). This is of
importance since the compact sets of [−∞,∞]h+1 \ {0} and (0,∞] × [−∞,+∞]h differ. For
instance, if h = 1, [0,∞] × [1,∞] is compact in [−∞,∞]2 \ {0} but not in (0,∞] × [−∞,+∞].
More generally, a subset K of [−∞,∞]h+1\{0} is relatively compact if there exists ǫ > 0 such that
x ∈ K implies that at least one component of x is greater than ǫ; a subset L of (0,∞]× [−∞,∞]h
is relatively compact if there exists ǫ > 0 such that x ∈ L implies that the first component of x is
greater than ǫ.
For h = 1, Assumption 1 is Condition (5) in [HR07]. We extend it here to a multidimensional
framework and to different scaling functions bj, j ≥ 1. This is a fundamental necessity in the time
series context. As already mentioned in the introduction, Assumption 1 does not require station-
arity of the time series {Xt} and is compatible with both extremal dependence and independence.
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We now make some comments on the conditions in Assumption 1.
• Assumption 1a implies that the scaling functions bj are not too small.
• Assumption 1b implies that the scaling functions bj are not too large. For instance, if X0 and
X1 are independent, choosing b1(x) = x would yield a measure concentrated on (0,∞]×{0}.
• Assumption 1c implies that the marginal distribution of X0 is heavy tailed with positive tail
index. Hereafter, we let α denote the tail index.
• By construction, µh([1,∞) × R
h) = 1, i.e. the measure µh restricted to [1,∞) × R
h is
a probability measure. Thus we can define the multivariate distribution functions Ψh on
[1,∞)× Rh by
Ψh(y) = µh

[1, y0]× h∏
j=1
[−∞, yj]

 , (2.2)
where y = (y0, y1, . . . , yh) ∈ [1,∞)× R
h. For all continuity points y of Ψh, we obtain
Ψh(y) = lim
x→∞
P
(
X0
x
≤ y0,
X1
b1(x)
≤ y1, . . . ,
Xh
bh(x)
≤ yh | X0 > x
)
. (2.3)
The most important consequence of Assumption 1, is that the functions bj , j ≥ 1 are regularly
varying and that the limiting measure µh has some homogeneity property. We state these proper-
ties as a lemma whose proof is a standard application of the Convergence to Type Theorem. See
[HR07, Proposition 1].
Lemma 2.1. If Assumption 1 holds, then there exists κj ∈ R such that
lim
t→∞
bj(ty)
bj(t)
= yκj
and for all y0 > 0 and (y1, . . . , yh) ∈ R
h,
µh
(
(ty0,∞]×
h∏
i=1
[−∞, tκiyi]
)
= t−αµh
(
(y0,∞]×
h∏
i=1
[−∞, yi]
)
. (2.4)
To put emphasis on the regular variation of the functions bj, we introduce the following definition.
Definition 1 (Conditional scaling exponent). Under Assumption 1, for h ≥ 1, we call the index
κh of regular variation of the functions bh the (lag h) conditional scaling exponent.
The exponents κh, h ≥ 1 reflect the influence of an extreme event at time zero on future lags. Even
though we expect this influence to decrease with the lag in the case of extremal independence,
these exponents are not necessarily monotone decreasing. See Sections 4 and 5.3.
Considering only the bivariate distribution of (X0, Xh), we have the following properties.
• If (X0, Xh) is multivariate regularly varying in the sense of (1.1) and Assumption 1 holds,
then κh ≤ 1. If (X0, Xh) is extremally dependent then κh = 1. If bh(x) = o(x), which holds
in particular if κh < 1, then (X0, Xh) is extremally independent. Negative values of κh are
allowed. This means that extremely large values are typically followed by extremely small
(absolute) values.
• Condition (1.1) and extremal independence do not imply that Assumption 1 holds, i.e. the
existence of limiting conditional distributions. See Sections 2.5 and 2.6.
• In most of the examples investigated in the next sections, it will hold that 0 ≤ κh < 1 for
all h. However, there are natural examples where the scaling exponent is larger than 1. See
Section 3.1.
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2.1 Tail of products
One application of Assumption 1 is to obtain the tail of products of regularly varying random
variables. If a pair (X0, Xh) is jointly regularly varying with tail index α and is extremally
dependent, then it is well known that the tail of the product X0Xh is α/2; see e.g. [Res07,
Proposition 7.6]. In the case of extremal independence, many different tail behaviors of the
product are possible. Under Assumption 1 and an additional technical condition, we can obtain
the tail index of X0Xh. The next result generalizes [MRR02, Theorem 3.1] who consider only the
case κh = 0; see also [SM11]. As before, we denote y = (y0, . . . , yh).
Proposition 2.2. Let Assumption 1 hold and assume moreover that∫
[0,∞]h+1
1{y0yh>1}µh(dy) <∞ , (2.5)
and there exists δ > 0 such that
lim
ǫ→0
lim sup
x→∞
E
[(
X0
x 1{X0≤ǫx}
Xh
bh(x)
)δ]
P(X0 > x)
= 0 . (2.6)
Then
lim
x→∞
P(X0Xh > xbh(x)u)
P(X0 > x)
= u−α/(1+κh)
∫
[0,∞]h+1
1{y0yh>1}µh(dy) . (2.7)
Thus, the right tail index of the product X0Xh is α/(1 + κh).
Proof. Fix some ǫ > 0. Then, by vague convergence,
lim
x→∞
P(X01{X0>ǫx}Xh > xbh(x)u)
P(X0 > x)
=
∫
(ǫ,∞]×[0,∞]h
1{y0yh>u}µh(dy) .
and by Markov’s inequality,
P(X01{X0≤ǫx}Xh > xbh(x)u)
P(X0 > x)
≤
E
[(
X0
x 1{X0≤ǫx}
Xh
bh(x)
)δ]
uδP(X0 > x)
.
Conditions (2.5) and (2.6) ensure that
lim
x→∞
P(X0Xh > xbh(x)u)
P(X0 > x)
=
∫
[0,∞]h+1
1{y0yh>u}µh(dy) .
This yields (2.7) by the homogeneity property (2.4) and the change of variable y0 = u
1/(1+κh)z0,
yi = u
κi/(1+κh)zi, 1 ≤ i ≤ h.
2.2 Convergence of moments
The following lemma states that under suitable moment assumptions, the convergence (2.3) can
be extended to unbounded functionals.
Lemma 2.3. Let Assumption 1 hold. Assume moreover that there exists x0 > 0 and q0, . . . , qh > 0
such that
sup
x≥x0
E
[∣∣∣∣X0x
∣∣∣∣
q0 h∏
i=1
∣∣∣∣ Xibi(x)
∣∣∣∣
qi
| X0 > x
]
<∞ . (2.8)
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Let g be a continuous function defined on [1,∞)× Rh such that
|g(x0, . . . , xh)| ≤ C
h∏
i=0
(|xi| ∨ 1)
q′i , (2.9)
for some q′i < qi, 0 ≤ i ≤ h and a positive constant C. Then
lim
x→∞
E
[
g
(
X0
x
,
X1
b1(x)
, . . . ,
Xh
bh(x)
)
| X0 > x
]
=
∫ ∞
1
∫
Rh
g(y)µh(dy) . (2.10)
Proof. Let µh,x be the measure defined on (0,∞)× R
h by
µh,x(·) =
1
P(X0 > x)
P
((
X0
x
,
X1
b1(x)
, . . . ,
Xh
bh(x)
)
∈ ·
)
. (2.11)
Then, we have
E
[
g
(
X0
x
,
X1
b1(x)
, . . . ,
Xh
bh(x)
)
| X0 > x
]
=
∫ ∞
1
∫
Rh
g(y)µh,x(dy) .
Note that µh,x is a probability measure on [1,∞)× R
h which converges weakly to µh. Let Y h,x
be a sequence of random variables with distribution µh,x. Then Y h,x converges weakly to a
random variable Y h with distribution µh. Therefore, the convergence (2.10) holds for all bounded
and continuous function g. If g is unbounded and satisfies (2.9), then (2.8) ensures the uniform
integrability of the sequence g(Y h,x) and thus limx→∞ E[g(Y h,x)] = E[g(Y h)].
Remark 2.4. Condition (2.8) ensures the uniform integrability needed to obtain the convergence of
the expectation in (2.10). In the case of extremal dependence, it is necessary that q0+ · · ·+qh ≤ α
for (2.8) to hold. In the case of extremal independence, this is in general neither sufficient nor
necessary. For each model, the range of the admissible exponents qi must then be given.
2.3 Conditional Tail Expectation
Assumption 1 and Lemma 2.3 can be applied to study certain risk measures. In a time series con-
text, we may be interested in the limiting behavior as x→∞ of the Conditional Tail Expectation
(CTE), defined by
CTEh(x) = E[Xh | X0 > x] .
This quantity is related to the expected shortfall (ES), defined by
ESh(u) = E[Xh | X0 > VARX0(u)] ,
where VARX0(u) is the Value-at-Risk associated with the random variable X0, at the level u.
Note that the expected shortfall (originally defined with h = 0) is a coherent risk measure in the
sense of [ADEH99]. The previous quantities could be zero. In a risk measure context, one might
rather be interested in CTE+h (x) = E[(Xh)+ | X0 > x] where (Xh)+ represent the future losses in
absolute values.
If for some h > 0 the vector (X0, Xh) is extremally dependent and if α > 1, then CTE
+
h (x)
will grow linearly with x, i.e. limx→∞ x
−1CTE+h (x) > 0. For a large class of regularly varying
sequences (e.g. stationary solutions of stochastic recurrence equations), all the bivariate marginal
distributions of the pairs (X0, Xh) are extremally dependent. This means that a large value of X0
yields the same order of magnitude of the CTE+h for all lags h. This may not seem reasonable for
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many real data sets, e.g. for high frequency financial data. In the case of extremal independence,
under Assumption 1, if there exists ǫ > 0 such that
sup
x≥x0
E[|b−1h (x)Xh|
1+ǫ
1{X0>x}]
P(X0 > x)
<∞ , (2.12)
then limx→∞ x
−1CTE+h (x) = 0. Again, this does not mean that the CTE is uninformative, but
that a smaller normalization is needed in order to obtain a non trivial limit. Lemma 2.3 implies
that we can define
mh =
∫ ∞
1
∫
Rh
(yh)+Ψh(dy0, . . . , dyh) , (2.13)
and we have CTE+h (x) ∼ bh(x)mh.
2.4 The tail process
In [BS09] the authors define the tail process as the distributional limit of the sequenceX0/x,X1/x, . . . , Xh/x, . . .
conditionally on X0 > x. In the case of extremal independence, this Xt/x converges weakly to
0 for all t > 0. Our approach suggests the following definition which includes the ordinary tail
process.
Definition 2. Assume that Assumption 1 holds. The tail process {Yt} is the distributional limit
of the sequence
X0
x
,
X1
b1(x)
, . . . ,
Xh
bh(x)
, . . .
conditionally on X0 > x.
Note that the distribution of (Y0, . . . , Yh) is Ψh. We now give a representation of the tail process.
Define the measure Gh on R
h by
Gh(y1, . . . , yh) =
∫ ∞
1
∫ y1
−∞
· · ·
∫ yh
−∞
µh(du0, u
κ1
0 du1, . . . , u
κh
0 duh) .
Then, using the homogeneity property (2.4), we obtain∫ ∞
y0
∫ y1
−∞
· · ·
∫ yh
−∞
µh(du0, u
κ1
0 du1, . . . , u
κh
0 duh) = y
−α
0 Gh(y1, . . . , yh) .
Let (J1, . . . , Jh) be a random vector with distributionGh. Assume that (Y0, . . . , Yh) and (J1, . . . , Jh)
are defined on the same probability space and such that Y0 and (J1, . . . , Jh) are independent. Note
that (J1, . . . , Jh) need not be independent. Then the previous identity yields that
(Y0, . . . , Yh)
d
= (Y0, Y
κ1
0 J1, . . . , Y
κh
0 Jh) .
We can use the tail process to interpret the moment condition (2.5) in Proposition 2.2 which can
now be expressed as
E[J
α/(1+κh)
h ] <∞ . (2.14)
The limit distribution of X0Xh given X0 > x is thus the distribution of Y
1+κh
0 Jh. The indepen-
dence of Jh and Y0 and Condition (2.6) imply that the tail of Y
1+κh
0 Jh is α/(1+ κh) and that the
tail index of X0Xh is the same as that of Y
1+κh
0 Jh.
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2.5 Comparison with Hidden Regular Variation
A different way to quantify the joint extremal behavior of extremally independent distributions
is Hidden Regular Variation (HRV), introduced in [Res02]. To simplify the notation, we will
discuss hidden regular variation for non negative random variables only. Let C2h+1 be the subset
of [0,∞]h+1 comprised of vectors with at least two positive components (denoted E0 in[Res02]);
that is, C2h+1 is [0,∞]
2 with the axes removed. For h = 1, C22 = (0,∞]
2; for h = 2,
C23 =
(
(0,∞]2 × [0,∞]
)
∪ ((0,∞]× [0,∞]× (0,∞]) ∪
(
[0,∞]× (0,∞]2
)
.
A vector (X0, . . . , Xh) satisfying (1.1) is said to have Hidden Regular Variation if there exists a scal-
ing function d such that lims→∞ c(s)/d(s) =∞ and the sequence of measures sP(d
−1(s)(X0, . . . , Xh) ∈
·) converges vaguely to a non zero Radon measure on C2h+1. Under suitable non degeneracy condi-
tions, the function d must then be regularly varying with some index β ≥ α. HRV implies extremal
independence because of the condition c(s)/d(s)→∞ but HRV does not imply the existence of a
limiting conditional distribution. See e.g. [HR07, Section 6] or [DR11, Example 4]. Conversely, it
is conjectured but not proved in [DR11] that extremal independence and existence of a conditional
limit law implies HRV.
Let us now highlight the differences between these two concepts. The fundamental theoretical
difference between HRV and CEV lies in the space where vague convergence holds. This difference
entails the following one: HRV only deals with joint exceedances of two components of the vector,
and in dimension greater than two, the hidden exponent measure may be concentrated on hyper-
planes; this is the case for instance of a vector with three i.i.d. regularly varying components. The
CEV Assumption 1 prevents such a degeneracy. For example, if X,Y, Z are i.i.d. non negative
regularly varying random variables with tail index α, then (X,Y, Z) has HRV with β = 2α but,
for u, v, w > 0,
lim
x→∞
P(X > xu, Y > xv, Z > xw)
P2(X > x)
= 0 ,
lim
x→∞
P(X > xu, Y > v, Z > w)
P(X > x)
= u−αP(Y > v)P(Z > w) .
Therefore HRV is uninformative for such exceedances but CEV yields a non degenerate limit.
The CEV assumption is also more flexible than HRV since it can also accommodate extremally
dependent vectors (ruled out by HRV) with extremally independent subvectors. For example, we
already seen that if X and Y are i.i.d. non negative regularly varying random variables with tail
index α, then (X,X, Y ) is extremally dependent; however, for u, u′, v > 0,
lim
x→∞
P(X > xu,X > xu′, Y > xv)
P(X > x)
= 0 ,
lim
x→∞
P(X > xu,X > xu′, Y > v)
P(X > x)
= (u ∨ u′)−αP(Y > v) .
The first limit is obtained by the standard multivariate regular variation property and is zero even
though the vector is extremally dependent, and the second one shows that the CEV assumption
is fulfilled.
In conclusion, we can say that the practical purposes of HRV and CEV are different: HRV gives
an approximation of the probability of exceedances of pairs of components of an extremally inde-
pendent vector over a “not too extreme” level, whereas CEV quantifies the influence of an extreme
component (an extreme event at time zero in a time series context) on all other components (the
future observations), be they extremally independent or dependent. There is no implication or
exclusion between HRV and CEV and one approach cannot be deemed superior to the other. In
higher dimensions, the CEV approach seems more flexible.
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2.6 A counter example
We now give an example, where the conditional laws do not exists. Consider a stationary stan-
dard Gaussian process {ξt, t ∈ N} and define Xt = e
cξ2t , with c < 1/2. Assume moreover that
|cov(ξ0, ξn)| < 1 for all n ≥ 1. This is not a stringent assumption since a sufficient condition is
that the process {ξt} has a spectral density f such that
∫ π
−π f(t) dt = 1. In that case, extremal in-
dependence holds for the bivariate distributions, but a non trivial limiting conditional distribution
ecξ
2
h given ecξ
2
0 > x does not exist. See [HR07, section 2.4].
3 Extremally independent Markov chains
The extremal properties of Markov chains have received considerable attention recently; see [JS13],
[RZ13] and the references therein. The aforementioned papers deal with extremal dependence.
In this section, we will extend some results of [RZ13] to the present context which allows for
extremal independence. Since the distribution of a Markov chain is entirely determined by its
initial distribution and the transition kernel, denoted by Π, it is natural in this context to replace
Assumption 1 by the following one, which is similar to [RZ13, Assumption 2.5]. For simplicity, we
assume that the state space is [0,∞).
Assumption 2. There exist a function b, regularly varying at infinity with index κ ≥ 0 and a
distribution function G on [0,∞), not concentrated on one point such that
lim
x→∞
Π(x, b(x)A) = G(A) (3.1)
for all Borel sets A ⊂ [0,∞) such that G(∂A) = 0.
This means that the transition kernel is asymptotically homogeneous. It also means that condi-
tionally on X0 = x, the distribution of X1/b(x) converges weakly to the distribution G.
The main result of this section states that Assumption 2 implies Assumption 1. Define b0(x) = x,
b1(x) = b(x) and for h ≥ 1, bh = bh−1 ◦ b.
Theorem 3.1. Let {Xt} be a Markov chain whose transition kernel satisfies Assumption 2 and
with initial distribution having right tail index α > 0. Assume moreover that G({0}) = 0. Then
Assumption 1 holds and the limiting conditional distribution of(
X0
x
,
X1
b1(x)
, . . . ,
Xh
bh(x)
, . . .
)
given X0 > x when x→∞ is the distribution of the exponential AR(1) process {Yt, t ≥ 0} defined
by Yt = Y
κ
t−1Wt where {Wt} is an i.i.d. sequence with distribution G, independent of the standard
Pareto random variable Y0 with tail index α.
The proof is in Section 6. For a Markov chain, the tail process is called the tail chain. With
the normalization used here, we obtain a new type of tail chain which is an exponential AR(1)
process. In the case of extremal dependence, the usual tail chain is an exponential random walk.
This corresponds to the case κj = 1 for all j.
Since a Markov chain {Xt} can always be expressed as Xt+1 = Φ(Xt, ǫt+1), where {ǫt, t ≥ 1} is
an i.i.d. sequence (the innovations), independent of X0, Condition (3.1) is equivalent to the weak
convergence of b−1(x)Φ(x, ǫ0) to the distribution G in (3.1). This is the framework considered in
[JS13] under the additional assumption that bj(x) = x for all j.
If G({0}) > 0, then Theorem 3.1 may no longer be true. However, without this condition, it can
be seen from the proof that the convergence still holds provided X1, . . . , Xh−1 are separated from
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zero, i.e.
lim
x→∞
P
(
X0
x
≤ y0, ǫ ≤
X1
b1(x)
≤ y1, . . . , ǫ ≤
Xh−1
bh−1(x)
≤ yh−1,
Xh
bh(x)
≤ yh | X0 > x
)
= P(Y0 ≤ y0, ǫ ≤ Y1 ≤ y1, . . . , ǫ ≤ Yh−1 ≤ yh−1, Yh ≤ yh) , (3.2)
with {Yj} is the tail process as described in Theorem 3.1.
In the extremally dependent case (where bj(x) = x for all x), the convergence still holds under
an additional regularity condition, see [RZ13, Proposition 5.1]. It would be possible to generalize
this condition to the extremally independent context, but as in the extremally dependent case,
this condition would not be necessary for the convergence to holds. Therefore we do not pursue
in this direction. Note finally that if G({0}) > 0 then the tail process is identically zero after a
geometric time with mean 1/G({0}).
We now give examples of Markov chains satisfying condition (3.1).
3.1 Exponential AR(1)
Let the time series {Vt} be defined by Vt = e
ξt with
ξt = φξt−1 + ǫt , (3.3)
where 0 ≤ φ < 1 and {ǫt, t ∈ Z} is an i.i.d. sequence such that E[ǫ0] = 0 and
P(eǫ0 > x) = x−αℓ(x) , (3.4)
for some α > 0 and a slowly varying function ℓ. In other words, eǫ0 has a regularly varying
right tail with index α. [MR13, Section 3] studied the regular variation and proved the extremal
independence of this model. Let ξt =
∑∞
j=0 φ
jǫt−j be the stationary solution of the AR(1)
equation (3.3). Condition (3.4) implies that for φ ∈ [0, 1) and j ≥ 1,
E[eαφ
jǫ0 ] <∞ .
Thus, applying Breiman’s lemma, we have
P(Vt > x) = P(e
ξt > x) = P(eǫte
∑
∞
j=1
φjǫt−j > x)
∼ P(eǫ0 > x)E
[
eα
∑
∞
j=1
φjǫt−j
]
= P(eǫ0 > x)
∞∏
j=1
E
[
eαφ
jǫt−j
]
.
That is, Vt has a regularly varying right tail and is tail equivalent to e
ǫ0 . The Exponential AR(1)
satisfies the equation
Vt+1 = V
φ
t e
ǫt+1 . (3.5)
This corresponds to the functional representation Φ(x, ǫ) = xφǫ. We have
Π(x,A) = P(eǫ0 ∈ x−φA) ,
and thus, with G the distribution of eǫ0 , we have
Π(x, xφA) = G(A) .
Since G({0}) = 0, Theorem 3.1 is applicable. The tail chain is a non stationary exponential AR(1)
process {Yt} defined by Yt = Y
φ
t−1e
ǫt and Y0 is a standard Pareto random variable.
10
For (y0, . . . , yh) ∈ [1,∞)× R
h, we have
lim
x→∞
P(V0 ≤ xy0, V1 ≤ x
φy1, . . . , Vh ≤ x
φhyh | V0 > x)
=
∫ y0
1
P(eξ0,1 ≤ v−φy1, . . . , e
ξ0,h ≤ v−φ
h
yh)αv
−α−1dv , (3.6)
where for h ≥ 1, ξ0,h =
∑h−1
j=0 φ
jǫh−j. The limiting conditional distribution of Vh given V0 > x is
thus
lim
x→∞
P(Vh ≤ x
φhy | V0 > x) =
∫ ∞
1
P(eξ0,h ≤ v−φ
h
y)αv−α−1dv .
The conditional scaling exponent is κh = φ
h. We also note that since κh ∈ (0, 1), this distribution
is tail equivalent to the distribution of eǫ0 , i.e. we have as y →∞,
P(Vh > x
φhy | V0 > x) =
∫ ∞
1
P(eξ0,h > v−κhy)αv−α−1dv
∼ P(eξ0,h > y)
∫ ∞
1
vακhαv−α−1 dv
=
P(eξ0,h > y)
1− κh
∼
P(eξ0 > y)
(1− κh)E[eακhξ0 ]
.
If α > 1, we can apply Lemma 2.3 and we obtain
lim
x→∞
E
[
Vh
xκh
| V0 > x
]
=
αE[eξ0,h ]
α− κh
=
αE[V0]
(α− κh)E[V
κh
0 ]
.
Tail of V0Vh. The recursion (3.3) yields V0Vh = V
1+φh
0 e
∑h−1
j=0
φjǫh−j and the series in the expo-
nential is independent of V0. Also, E[e
α(1+φh)−1
∑h−1
j=0
φjǫh−j ] < ∞ and by Breiman’s Lemma, we
obtain directly that the tail index of V0Vh is α/(1 + φ
h). We can also check that Condition (2.6)
holds. Fix δ < α such that δ(1+φh) > α and define bh(x) = x
φh . Then, for some constant C > 0,
E
[(
V0
x
1{V0≤ǫx}
Vh
bh(x)
)δ]
= E
[
V
δ(1+φh)
0
xδ(1+φh)
1{V0≤ǫx}
]
E
[
eδ
∑h−1
j=0
φjǫh−j
]
≤ Cǫδ(1+φ
h)P(eǫ0 > ǫx) .
This yields
lim sup
x→∞
1
P(eǫ0 > x)
E
[(
V0
x
1{V0≤ǫx}
Vh
bh(x)
)δ]
≤ Cǫδ(1+φ
h)−α .
By the choice of δ, this yields the negligibility condition (2.6).
Convergence of moments Using the same decomposition as above, we obtain that the moment
condition (2.8) holds if, for i = 0, . . . , h,
i∑
j=0
φjqh−j < α .
This implies in particular that qj < α for all j = 0, . . . , h.
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Explosive case. Consider now the case φ > 1. If the exponential AR(1) model is defined by
the recurrence equation (3.5): Vt+1 = V
φ
t e
ǫt+1 with {ǫt, t ≥ 1} independent of V0, then the limit
(3.6) still holds, but a stationary measure for this Markov chain does not exist.
On the other hand, the stationary (non-causal and non-Markovian) solution of Equation (3.3) is
given by ξt =
∑∞
j=1(−φ)
−jǫt+j . Then the sequence {e
ξt} is stationary and regularly varying but
the tail index is now αφ and no conditional limiting distribution exist.
Finally, it is obvious that the time-reversed chain has an invariant measure and the limiting
conditional distribution P(V0 < x
1/φy1 | V1 > x) exists.
3.2 Switching exponential AR(1)
Let {Ut} be an i.i.d. sequence with uniform marginal distribution on [0, 1], and let {Rt} be an
i.i.d. sequence with marginal distribution FR concentrated on [0,∞), independent of the sequence
{Ut}. Let φ > 0, k : [0,∞)→ [0, 1] be a measurable function and define a Markov chain {Xt} by
X0 and
Xt+1 = Rt+1(X
φ
t 1{k(Xt)≤Ut+1} + 1{k(Xt)>Ut+1}) .
This is a multiplicative version of the Stochastic Unit Root process; see [GR06]. The transition
kernel Π of the chain is defined by
Π(x,A) = FR(x
−φA)(1 − k(x)) + FR(A)k(x) .
If limx→∞ k(x) = η, then Condition (3.1) holds with G defined by
G(A) = lim
x→∞
Π(x, xφA) = FR(A)(1 − η) + ηδ0(A) ,
where δ0 is the Dirac mass at 0. If η = 0, then we can apply Theorem 3.1. The conditional scaling
exponent at lag 1 is κ1 = φ. If η > 0, then G({0}) > 0 and Theorem 3.1 is not applicable. However,
in the simple case k(x) ≡ η, it is readily checked that the conclusion of Theorem 3.1 nevertheless
holds, i.e. if the distribution of X0 has a right tail index α > 0, then, conditionally on X0 > x,
(x−1X0, x
−φX1, . . . , x
−φhXh) converges to the tail process (Y0, Y1, . . . , Yh) where Yj = Y
φ
j−1Wj ,
j ≥ 1, Y0 has a standard Pareto distribution with tail index α and W1, . . . ,Wh are i.i.d. with
distribution G.
Let us now briefly discuss the existence of a stationary distribution for this Markov chain. We apply
the Foster-Lyapunov criterion. See [MT09]. Define V (x) = log(x) and c = E[log(R0)]. Then we
have ΠV (x) = φ{1−k(x)}V (x)+c. Assume that R0 has an absolutely continuous distribution with
a positive density around 0 so that the chain is irreducible. If φ ∈ (0, 1), then ΠV (x) ≤ φV (x)+ c,
and thus there exists a unique invariant distribution and the chain is geometrically ergodic.
4 Exponential linear process
The result for the Exponential AR(1) model can be extended to a (non-Markovian) exponential
linear process eξt with possible long memory.
Lemma 4.1. Define ξt =
∑∞
j=0 φjǫt−j, where {ǫt} is a sequence of i.i.d. random variables such
that E[ǫ0] = 0 and such that (3.4) holds, φ0 = 1,
∑∞
j=1 φ
2
j <∞ and 0 ≤ φj < 1 for all j ≥ 1.
The sequence of measures defined on (0,∞]× [0,∞]h by
1
P(eξ0 > x)
P
((
eξ0
x
,
eξ1
b1(x)
, · · · ,
eξh
bh(x)
)
∈ ·
)
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converges vaguely to the measure µh defined by
µh(·) =
1
E[eαξ
∗
0 ]
∫ ∞
0
P
(
(veξ
∗
0 , vφ1eξ
∗
1 . . . , vφheξ
∗
h) ∈ ·
)
αv−α−1 dv .
where ξ∗j = ξj − φjǫ0 and bj(x) = x
φj , j ≥ 1.
Equivalently, we obtain the following limiting conditional distribution. For y0 ≥ 1 and (y0, y1, . . . , yh) ∈
(0,∞)× Rh,
lim
x→∞
P(eξ0 > xy0, e
ξ1 ≤ xφ1y1, . . . , e
ξh ≤ xφhyh | e
ξ0 > x)
=
1
E[eαξ
∗
0 ]
∫ ∞
0
P
(
eξ
∗
0 > vy0, e
ξ∗1 ≤ vφ1y1, . . . , v
φheξ
∗
h ≤ yh
)
α v−α−1 dv . (4.1)
Thus, the lag h conditional scaling index is φh. If the coefficients φj are decreasing, i.e. φj > φj+1
for all j ≥ 0, then the index of hidden regular variation of (eξ0 , eξj ) is α(2 − φj). Otherwise, it is
the solution of an infinite dimensional optimization problem and may take any value. See [JD13]
for more details.
Proof of Lemma 4.1. To avoid trivialities, we assume that φj 6= 0 for at least one index j ≥ 1. By
definition, we have ξk = φkǫ0 + ξ
∗
k for all k ≥ 0. Note that ǫ0 is independent of ξ
∗
k , k ≥ 0. Denote
the distribution of eǫ0 by Fǫ and define the measure σx by σx(dv) = Fǫ(xdv)/F¯ǫ(x). The measure
σx converges vaguely on (0,∞] to the measure with density αv
−α−1 dv; see [Res07, Theorem 3.6].
Then, for (y0, . . . , yh) ∈ (0,∞)× [0,∞]
h,
P(eξ0 > xy0, e
ξ1 ≤ xφ1y1, . . . , e
ξh ≤ xφhyh)
= P(eǫ0+ξ
∗
0 > xy0, e
φ1ǫ0eξ
∗
1 ≤ xφ1y1, . . . , e
φhǫ0eξ
∗
h ≤ xφhyh)
=
∫ ∞
u=0
P(eξ
∗
0 > (x/u)y0, e
ξ∗1 ≤ (x/u)φ1y1, . . . , e
ξ∗h ≤ (x/u)φhyh)Fǫ(du)
= F¯ǫ(x)
∫ ∞
v=0
P(eξ
∗
0 > v−1y0, e
ξ∗1 ≤ v−φ1y1, . . . , e
ξ∗h ≤ v−φhyh)σx(dv) .
In order to prove the convergence of the integral, we must split it into two parts. Define the
function K˜h on (0,∞)
2 × Rh by
K˜h(v, y0, . . . , yh) = P(e
ξ∗0 > v−1y0, e
ξ∗1 ≤ v−φ1y1, . . . , e
ξ∗h ≤ v−φhyh) .
The function K˜h is uniformly bounded (by one), thus for c > 0, we have,
lim
x→∞
∫ ∞
c
K˜h(v, y0, y1, . . . , yh)σx(dv) =
∫ ∞
c
K˜h(v, y0, y1, . . . , yh)αv
−α−1 dv .
Let φ∗ = supj≥1 φj . By assumption, 0 < φ
∗ < 1. Thus eξ
∗
0 has the tail index α/φ∗ > α. Moreover,
since ǫ0 is independent of ξ
∗
0 , by Markov’s inequality, we have, for α < q < α/φ
∗,
∫ c
0
K˜h(v, y0, y1, . . . , yh)σx(dv) ≤
P(eǫ0eξ
∗
0 > xy0, e
ǫ0 ≤ cx)
F¯ǫ(x)
≤
E[eqξ
∗
0 ]E[eqǫ01{eǫ0≤cx}]
(xy0)qF¯ǫ(x)
.
We obtain that
lim sup
x→∞
∫ c
0
K˜h(v, y0, y1, . . . , yh)σx(dv) = O(c
q−α)
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and thus since q > α,
lim
c→0
lim sup
x→∞
∫ c
0
K˜h(v, y0, y1, . . . , yh)σx(dv) = 0 .
We may now conclude that
lim
x→∞
∫ ∞
0
K˜h(v, y0, y1, . . . , yh)σx(dv) =
∫ ∞
0
K˜h(v, y0, y1, . . . , yh)αv
−α−1 dv .
Since limx→∞ P(e
ξ0 > x)/P(eǫ0 > x) = E[eαξ
∗
0 ], we finally obtain
lim
x→∞
P(eξ0 > xy0, e
ξ1 ≤ xφ1y1, . . . , e
ξh ≤ xφhyh | e
ξ0 > x)
=
1
E[eαξ
∗
0 ]
∫ ∞
0
K˜h(v, y0, y1, . . . , yh)αv
−α−1 dv ,
which is exactly (4.1).
The AR(1) process is a particular case of a linear process with φj = φ
j for all j ≥ 0, so (4.1) and
(3.6) must coincide in this case. To check this, recalling the notation of Section 3.1, note that for
the exponential AR(1) we have ξ∗k = ξ0,k + φ
kξ∗0 and ξ
∗
0 is independent of ξ0,k for each k ≥ 1.
Denoting by F∗ the distribution of e
ξ∗0 and considering for clarity only the case h = 1, we have
1
E[eαξ
∗
0 ]
∫ ∞
0
P(eξ
∗
0 > v−1y0, e
ξ∗1 ≤ v−φy1)αv
−α−1 dv
=
1
E[eαξ
∗
0 ]
∫ ∞
v=0
∫ ∞
s=v−1y0
P(eξ0,1 ≤ (sv)−φy1)F∗(ds)α v
−α−1 dv
=
1
E[eαξ
∗
0 ]
∫ ∞
s=0
∫ ∞
v=s−1y0
P(eξ0,1 ≤ (sv)−φy1)α v
−α−1 dv F∗(ds)
=
1
E[eαξ
∗
0 ]
∫ ∞
s=0
sαF∗(ds)
∫ ∞
y0
P(eξ0,1 ≤ u−φy1)αu
−α−1 du
=
∫ ∞
y0
P(eξ0,1 ≤ u−φy1)αu
−α−1 du .
That is, with h = 1, Equation (4.1) reduces to (3.6).
5 Stochastic volatility models
5.1 Stochastic volatility process with heavy tailed volatility
Assume now as in [MR13] that Xt = VtZt = e
ξtZt, where {ξt, t ∈ Z} is the AR(1) process consid-
ered in Section 3.1 and {Zt, t ∈ Z} is a sequence of i.i.d. random variables such that E[|Z0|
q] <∞
for some q > α, independent of the sequence {ξt, t ∈ Z}. Breiman’s lemma yields, for x→∞,
P(X0 > x) ∼ E[(Z0)
α
+]P(e
ξ0 > x) , (5.1)
P(X0 < −x) ∼ E[(Z0)
α
−]P(e
ξ0 > x) . (5.2)
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Let F0 be the distribution function ofX0 and νx is the measure defined by νx(du) = F0(xdu)/F¯0(x).
Then, conditioning on X0 and the sequence {Zt}, we have, for y0 ≥ 1 and (y1, . . . , yh) ∈ R
h,
P(X0 > xy0, X1 ≤ x
φ1y1, . . . , Xh ≤ x
φhyh | X0 > x)
=
P(Z0V0 > xy0, Z1e
ξ0,1V φ0 ≤ x
φy1, . . . , Zhe
ξ0,hV φ
h
0 ≤ x
φhyh)
P(X0 > x)
=
1
P(X0 > x)
∫ ∞
0
P(Z0 > (x/u)y0, Z1e
ξ0,1 ≤ (x/u)φy1, . . . , Zhe
ξ0,h ≤ (x/u)φ
h
yh)F0(du)
=
P(V0 > x)
P(X0 > x)
∫ ∞
0
P(Z0 > v
−1y0, Z1e
ξ0,1 ≤ v−φy1, . . . , Zhe
ξ0,h ≤ v−φ
h
yh) νx(dv) .
By arguments similar to those in the proof of (4.1), we obtain
lim
x→∞
P(X0 > xy0, X1 ≤ x
φ1y1, . . . , Xh ≤ x
φhyh | X0 > x)
=
1
E[(Z0)α+]
∫ ∞
0
P(Z0 > v
−1y0, Z1e
ξ0,1 ≤ v−φy1, . . . , Zhe
ξ0,h ≤ v−φ
h
yh)αv
−α−1 dv .
The conditional scaling exponent is thus κh = φ
h and the limiting conditional distribution of
x−κhXh given X0 > x is
lim
x→∞
P(Xh ≤ x
κhy | X0 > x) =
∫ ∞
0
P(Z0 > v
−1 , Zhe
ξ0,h ≤ v−κhy)αv−α−1 dv .
If α > 1, we can apply Lemma 2.3 to obtain
lim
x→∞
E
[
(Xh)+
xκh
| X0 > x
]
=
αE
[
(Z0)
α−κh
+
]
E[(Z0)+]E[X0]
(α− κh)E[(Z0)α+]E[X
κh
0 ]
.
Tail of X0Xh. Using similar computation as in Section 3.1 we have
E
[(
X0
x
1{X0≤ǫx}
Xh
bh(x)
)δ]
= E
[
V
δ(1+φh)
0 Z0
xδ(1+φh)
1{V0Z0≤ǫx}
]
E
[
eδ
∑h−1
j=0
φjǫh−j
]
E[Zδh] .
Moreover, if FZ is the distribution function of Z0, then
1
P(V0 > x)
E
[
V
δ(1+φh)
0 Z0
xδ(1+φh)
1{V0Z0≤ǫx}
]
=
1
P(V0 > x)
∫
E
[
V
δ(1+φh)
0 u
xδ(1+φh)
1{V0≤ǫx/u}
]
FZ(du)
≤ ǫδ(1+φ
h)
∫
u−δ(1+φ
h)P(V0 > ǫx/u)
P(V0 > x)
uFZ(du) ≤ Cǫ
δ(1+φh)−α
∫
uα+1−δ(1+φ
h)FZ(du) .
If δ is chosen such that δ < α, α < δ(1 + φh) < α+ 1, then the condition (2.6) holds.
5.2 Stochastic volatility process with heavy tailed innovation
Assume that Xt = σtZt, where {Zt, t ∈ Z} is an i.i.d. sequence with regularly varying marginal
distribution with tail index α, σt is non negative, E[σ
q
t ] <∞ for some q > α and {σt} and {Zt} are
independent. Then, by Breiman’s lemma, Xt is regularly varying, and has extremal independence:
P(X0 > x) ∼ E[σ
α
0 ]F¯Z(x) ,
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and
P(X0 > x , Xh > x) = o(F¯Z (x)) ,
where FZ is the distribution function of Z0. For any integer h > 0, we have
lim
x→∞
P
(
X0
x
> y0, X1 ≤ y1, . . . , Xh ≤ yh | X0 > x
)
=
E[σα0 FZ(y1/σ1) · · ·FZ(yh/σh)]
yα0 E[σ
α
0 ]
. (5.3)
In particular,
lim
x→∞
P(Xh ≤ yh | X0 > x) =
E [σα0 FZ(yh/σh)]
E[σα0 ]
.
The conditional scaling exponent κh is 0 at all lags h ≥ 1. Note also that
lim
x→∞
P(Xh > yh | X0 > x) =
E
[
σα0 F¯Z(yh/σh)
]
E[σα0 ]
∼ F¯Z(yh)
E [σα0 σ
α
h ]
E[σα0 ]
∼ F¯X(yh)
E [σα0 σ
α
h ]
E[σαh ]E[σ
α
0 ]
,
as yh → ∞. Hence, the limiting conditional distribution is tail equivalent to the unconditional
distribution.
For more details on the extremal behavior of this model we refer to [DM01] and [KS13]. In
particular, in the latter paper the conditional model and its extensions to different conditioning
events is considered (cf. the discussion in Section 7), together with relevant statistical inference.
If α > 1, then Lemma 2.3 applies and we obtain
lim
x→∞
E[(Xh)+ | X0 > x] =
E[(Z0)+]E[σhσ
α
0 ]
E[σα0 ]
.
5.3 Stochastic volatility process with heavy tailed innovation and lever-
age
We now consider a stochastic volatility process Xt = σtZt and assume that the volatility σt has
the form
σt = σ(ξt) ,
where σ is a positive function, ξt =
∑∞
j=1 cjηt−j ,
∑∞
j=1 c
2
j <∞ and {(Zt, ηt)} is an i.i.d. sequence,
but for each t, Zt and ηt may be dependent. This implies that the volatility σt is independent
of the innovation Zt for each t, but σt may be dependent of {Zj, j < t}. This allows for some
leverage: today’s value impacts future volatility. We still assume that the distribution of Z0 is
regularly varying with index α. For each t, Zt and σt are independent, thus, if E[σ
q
t ] < ∞ for
some q > α, Breiman’s lemma applies and we obtain
P(X0 > x) ∼ E[σ
α
0 ]F¯Z(x) .
Consider now the probability of joint exceedances. Since σh and Z0 may be dependent, we have,
P(X0 > x , Xh > x) = P(Z0σ0 > x , Zhσh > x)
= E
[
F¯Z(x/σh)1{Z0σ0>x}
]
∼ F¯Z(x)E
[
σαh1{Z0σ0>x}
]
= o(F¯Z (x)) .
(For the last part, a bounded convergence argument is used.) Thus there is still extremal indepen-
dence, as in the previous model with no leverage, but the rate of decay of the joint exceedances
probability is affected by the dependence between σh and Z0.
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Under additional assumptions, we can obtain the limiting conditional distributions. Assume that
ηj = log(|Zj |)−E[log(|Zj |)], σ(x) = e
x and 0 < cj < 1 for all j ≥ 1. Define σ˜j = exp{
∑j−1
i=1 ciηj−i−
cjE[log(|Z0|)] +
∑∞
i=j+1 ciηj−i}. Then, Xj = σ˜j |Z0|
cjZj and by the same type of arguments as
previously, we obtain, for (y0, . . . , yh) ∈ [1,∞)× R
h,
lim
x→∞
P(X0 > xy0, X1 ≤ x
c1y1, . . . , Xh ≤ x
chyh | X0 > x)
=
∫ ∞
0
P(σ0 > y0u
−1, Z1σ˜1 ≤ y1u
−c1, . . . , Zhσ˜h ≤ yhu
−ch)αu−α−1 du .
The conditional scaling exponent depends on h: κh = ch. The marginal limiting distributions are
also tail equivalent to the distribution of X0.
If α > 1, Lemma 2.3 applies again and we obtain
lim
x→∞
E
[
(Xh)+
xκh
| X0 > x
]
=
αE[(Zh)+]E[σ˜hσ
α−κh
0 ]
(α− κh)E[σα0 ]
=
αE[(Zh)+]E[σhσ
α−κh
0 ]
(α− κh)E[|Z0|κh ]E[σα0 ]
.
6 Proof of Theorem 3.1
The following result is related to [Bil68, Theorem 5.5, page 34] and is sometimes referred to as the
second continuous mapping theorem. See also [RZ13, Lemma 8.4].
Theorem 6.1. Let (E, d) be a complete locally compact separable metric space. Let µn be a
sequence of probability measures which converge weakly to a probability measure µ on E.
(i) If ϕn is a uniformly bounded sequence of continuous functions which converge uniformly on
compact sets of E to a function ϕ, then ϕ is continuous and bounded on E and limn→∞ µn(ϕn) =
µ(ϕ).
(ii) Let F be a topological space. If gn is a sequence of uniformly bounded, continuous functions
on F × E which converge uniformly on compact sets of F × E to a function g, then g is
continuous and bounded on F ×E and the sequence of functions
∫
E gn(u, v)µn(dv) converge
uniformly on compact sets of F to
∫
E g(u, v)µn(dv)
Proof. We start by proving (i). Let C be such that supn≥1 ‖ϕn‖∞ ≤ C and ‖ϕ‖∞ ≤ C. Fix
some ǫ > 0 and let K be a compact set such that µ(∂(Kc)) = 0 and µ(Kc) ≤ ǫ/(2C). Let
Kǫ = {x ∈ E | d(x,K) ≤ ǫ} and let ψ be a continuous function such that 0 ≤ ψ(x) ≤ 1 for all
x ∈ E, ψ(x) = 1 if x ∈ Kǫ and ψ(x) = 0 if x /∈ Kǫ.
µn(ϕn)− µ(ϕ) = µn(ϕn)− µn(ϕ) + µn(ϕ)− µ(ϕ) .
By weak convergence, limn→∞ µn(ϕ) = µ(ϕ), so we only need to consider µn(ϕn)− µn(ϕ). Using
the function ψ defined above, we have
|µn(ϕn)− µn(ϕ)| ≤ |µn(ϕnψ)− µn(ϕψ)|+ |µn((1− ψ)ϕn)− µn(ϕ(1 − ψ))|
≤ µn(|ϕψ − ϕnψ|) + 2Cµn(1− ψ) .
Since ϕn converges to ϕ uniformly on compact sets and the function 1 − ψ is bounded and
continuous, we obtain
lim sup
n→∞
|µn(ϕn)− µn(ϕ)| ≤ 2Cµ(1− ψ) ≤ 2Cµ(K
c) ≤ ǫ .
Since ǫ is arbitrary, the proof of (i) is concluded.
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We now prove (ii). Define Ln(u) =
∫
E
gn(u, v)µn(dv), L¯n(u) =
∫
E
g(u, v)µn(dv) and L(u) =∫
E g(u, v)µ(dv). Since g is bounded and continuous, the first part of the theorem implies that L¯n
converges uniformly to L on compact sets of F . We now prove that Ln − L¯n converges to zero
uniformly on compact sets of F . Fix ǫ > 0 and let Kǫ be as above. Since gn and g are uniformly
bounded, there exists C > 0 such that
|Ln(u)− L¯n(u)| ≤ sup
v∈Kǫ
|gn(u, v)− g(u, v)|+ 2Cǫ .
For any compact set S of F , gn converges uniformly on S ×Kǫ to g, thus
lim sup
n→∞
sup
u∈S
|Ln(u)− L¯n(u)| ≤ 2Cǫ .
Since ǫ is arbitrary, this proves that Ln − L¯n converges to 0 uniformly on compact sets of F .
We finally need the following lemma. Let Π and G be as in Assumption 2 and define the kernels
Πx and G1 by
Πxf(u) =
∫ ∞
0
f(v)Π(xu, b(x)dv) ,
G1f(u) =
∫ ∞
0
f(uκv)G(dv) =
∫ ∞
0
f(v)G(u−κdv) .
Lemma 6.2. Let f , fx, x > 0, be uniformly bounded, continuous functions on [0,∞). Assume
that
(i) either fx converges uniformly on compact sets of [0,∞) to f ;
(ii) or fx converges uniformly on compact sets of (0,∞) to f and G({0}) = 0.
Then Πxfx converges uniformly on compact sets of (0,∞) to G1f .
Proof. Fix some positive real numbers 0 < a0 < a1. Since b is regularly varying at infinity with
positive index, without loss of generality, we can assume that b is increasing and positive on
(a0,∞). Then, the ratio b(xu)/b(x) is uniformly bounded on [a0, a1], i.e.
0 < sup
x≥1
sup
a0≤u≤a1
b(xu)
b(x)
<∞ . (6.1)
Fix some ǫ > 0. Then, there exists Aǫ such that
lim sup
x→∞
sup
a0≤u≤a1
Π(xu, (b(x)Aǫ,∞)) ≤ ǫ , sup
a0≤u≤a1
G((uκAǫ,∞)) ≤ ǫ . (6.2)
Moreover, if G({0}) = 0, then there also exists η > 0 such that
lim sup
x→∞
sup
a0≤u≤a1
Π(xu, [0, b(x)η]) ≤ ǫ , sup
a0≤u≤a1
G([0, uκη]) ≤ ǫ . (6.3)
Let now fx and f be as in the statement of the lemma. Then, by the uniform boundedness
assumption and by (6.2), there exists C > 0 such that, for u ∈ [a0, a1],
|Πxfx(u)−Πxf(u)| ≤
∫ Aǫ
0
|fx(v)− f(v)|Π(xu, b(x)dv) + Cǫ .
In case (i), it is assumed that fx converges uniformly on the compact sets of [0,∞), thus the
previous bound yields
lim sup
x→∞
sup
a0≤u≤a1
|Πxfx(u)−Πxf(u)| ≤ Cǫ .
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Since ǫ is arbitrary, this yields
lim sup
x→∞
sup
a0≤u≤a1
|Πxfx(u)−Πxf(u)| = 0 . (6.4)
In case (ii), we must further decompose the integral into
∫ Aǫ
0
=
∫ η
0
+
∫ Aǫ
η
and use the bound (6.3)
to obtain (6.4).
We now prove that Πxf converges uniformly on compact sets of (0,∞) to G1f . Define the function
ft on (0,∞) × [0,∞) by ft(u, v) = f(vb(t)/b(t/u)). By the uniform convergence for regularly
varying functions, ft converges uniformly on compact sets of (0,∞) × [0,∞) to f(u
κv). Define
Ft(u) =
∫∞
0
ft(u, v)Π(t, b(t)dv). By item (ii) of Theorem 6.1, Ft converges to G1f uniformly on
compact sets of (0,∞). Note that by change of variables we can write
Πxf(u) =
∫
f(v)Π(xu, b(x)dv) =
∫
f
(
vb(xu)
b(x)
)
Π(xu, b(xu)dv)
=
∫
fxu(u, v)Π(xu, b(xu)dv) = Fxu(u) ,
so Πxf converges uniformly on compact sets of (0,∞) to G1.
Proof of Theorem 3.1. We must prove that for all h ≥ 1,
lim
x→∞
P
(
X0
x
≤ y0,
X1
b1(x)
≤ y1, . . . ,
Xh
bh(x)
≤ yh | X0 > x
)
= P(Y0 ≤ y0, Y1 ≤ y1, . . . , Yh ≤ yh) . (6.5)
The proof is by induction on h. We start by proving (6.5) in the case h = 1. Recall that F0 is the
distribution of X0 and define the measure νx by νx(du) = F0(xdu)/F¯0(x). Let f be a bounded
continuous function on [0,∞). Then
E
[
f
(
X1
b(x)
)
| X0 > x
]
=
∫ ∞
u=1
∫ ∞
v=0
f(v)Π(xu, b(x)dv)νx(du) =
∫ ∞
u=1
Πxf(u)νx(du) ,
and thus we must prove that
lim
x→∞
∫ ∞
1
Πxf(u)νx(du) =
∫ ∞
1
G1f(u)αu
−α−1 du . (6.6)
We know that the measure νx converges vaguely on (0,∞) to the Pareto measure αu
−α−1 du. By
Lemma 6.2 (applied with fx = f , thus not requiring the assumption G({0}) = 0), Πxf converges
to G1f uniformly on compact sets of (0,∞). Thus, applying Theorem 6.1(i) we obtain (6.6).
Consider now the higher dimensional distributions. Define the transition kernel Πx,h on [0,∞)×
[0,∞)h by
Πx,h(u0, du) =
h∏
i=1
Π(bi−1(x)ui−1, bi(x)dui) ,
with the convention b0(x) = x. For f bounded and continuous on [0,∞)
h, define
Πx,hf(u0) =
∫
u∈[0,∞)h
f(u)Πx,h(u0, du) .
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Then,
E
[
f
(
X1
b1(x)
, . . . ,
Xh
bh(x)
)
| X0 > x
]
=
∫ ∞
u0=1
Πx,hf(u0)νx(du0) .
Define also the kernel Gh on (0,∞)× [0,∞)
h by
Ghf(u0) =
∫ ∞
0
· · ·
∫ ∞
0
f(u1, . . . , uh)
h∏
i=1
G(u−κi−1dui) .
for any bounded continuous function f . What we must prove is that Πx,hf converges uniformly
on compact sets of (0,∞) to Ghf for any bounded continuous function f on [0,∞)
h. By Theo-
rem 6.1(i), this will yield the required result. For h = 1 this is what we have just proved. Assume
now that for h ≥ 1, and any bounded continuous function f on [0,∞)h, Πx,hf converges uniformly
on compact sets of (0,∞) to Ghf . Without loss of generality, we can assume that the function
f is of the form f(u1, . . . , uh+1) = f1(u1)f2(u2, . . . , uh+1), where f1 and f2 are continuous and
bounded on [0,∞) and [0,∞)h, respectively. Then, recalling that bh = bh−1 ◦ b,
Πx,h+1f(u0) =
∫ ∞
0
f1(u1)Πb(x),hf2(u1)Π(xu0, b(x)du1) = Πx(f1Πx,hf2)(u0) . (6.7)
By the induction assumption, the sequence functions f1Πx,hf2 converges uniformly on compact
sets of (0,∞) to the continuous and bounded function f1Ghf2. Thus, by Lemma 6.2, Πx,h+1f
converges to G1(f1Ghf2) = Gh+1f1f2 = Gh+1f uniformly on the compact sets of (0,∞).
7 Concluding remarks
In this paper, we have put the concept of conditional extreme values in the context of univariate
time series. We have introduced the conditional scaling exponent κh of a time series {Xt} at lag
h. If the time series is stationary and its finite dimensional marginal distributions are regularly
varying, then κh ∈ [0, 1] and a value κh < 1 implies the extremal independence of the bivariate
distribution (X0, Xh). We have given conditions for Markov chains and other time series models
commonly used in financial econometrics. This work is part of an ongoing project on extremally
independent time series. We now briefly discuss several possible future lines of research.
Vector valued time series. Consider a d-dimensional vector valued times series {Xt, t ∈ Z}
such that for each h ≥ 0, the (h+ 1)d-dimensional vector (X0, . . . ,Xh) is regularly varying with
index −α. For a relatively compact Borel set C ∈ R
h+1
\ {0} (possibly with further regularity
conditions), we may be interested in the limiting distribution of (X1, . . . ,Xh) given thatX0 ∈ xC,
where xC = {xy,y ∈ C} and x is large. In the case of extremal dependence, the exponent
measure of the vector (X0, . . . ,Xh) provides the necessary information. In the case of extremal
independence, it is useless, and we must investigate the existence of scaling functions b1, . . . , bh
such that the conditional distribution of(
X1
b1(x)
, . . . ,
Xh
bh(x)
)
given X0 ∈ xC converges to a proper probability distribution. The choice of the set C is deter-
mined by the problem considered. It could be the complement of the unit ball for some norm
‖ · ‖ on Rd, if the event of interest is that ‖X0‖ is large, or a half-space such as C = {y ∈ R
d |
a1y1 + · · ·+ akyd > 1}, if the event of interest is that a certain linear combination (a portfolio) is
large.
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Different conditioning events. We can also consider univariate time series and various condi-
tioning events such as {y0 > x, . . . , yk > x} (k+1 successive values are large), or {max{y0, . . . , yk} >
x} (at least one large value among the first k + 1), or any combination of such events. Again,
in the case of extremal dependence the appropriate scaling is given by the multivariate regular
variation property and the entire information is given by the exponent measure. In the case of
extremal independence different scaling functions must be used for different lags and the limiting
distributions are not given by the exponent measure.
Statistical procedures. The next step is obviously to provide valid statistical procedures to
estimate the conditional scaling exponents, the scaling functions, the conditional limiting distri-
butions and other quantities of interests such as the CTE. As usual in extreme value theory, these
quantities cannot be estimated empirically since they are relevant only in a domain where few ob-
servations are available. Therefore extrapolation outside the range of available data is needed and
semiparametric estimators must be defined. For instance, one can estimate mh (defined in (2.13))
and κh and then to estimate CTE
+
h (x) for x outside the range of the data by
ĈTE
SP
h (x) = x
κˆhmˆh .
Non parametric estimators of the conditional limiting distributions and of the scaling functions,
as well as semiparametric estimators of the conditional scaling exponents are the subject of our
future research.
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