Self-optimizing mechatronic systems are based on intrinsic controller systems whose complexity by far exceeds that of currently available systems. In addition to procedures taken from artificial intelligence, procedures for a reconfiguration by means of appropriate design methods have to be integrated to fully implement self-optimization features. Special importance falls to a networking of such complex controller systems for the support of collaborative and emergent self-optimization. One main challenge lies in the safety-critical nature of the systems that requires the resulting software along with the technical system to show a predictably correct behavior in spite of networking, reconfiguration, and integration of procedures from artificial intelligence. The paper presents a concept for structuring and designing reconfigurable controller systems.
INTRODUCTION
Due to an increasing functionality of softwarebased controller systems in recent mechatronic systems the complexity of the information processing and thus the number of errors increases accordingly. Further increasing complexity is bound to result in a distinct increase in the number of these problems unless they are countered by a clear structuring of the systems to be effected by an appropriate software support and automatized verification procedures.
This statement is even more true in the case of cognitive abilities going to be integrated into future systems where variable environmental conditions and changes in their own behavior are accounted for by self-optimization in the information processing. Here a reconfiguration of control components is of great importance. The safety-critical nature of selfoptimizing systems (Storey, 1996) causes the problems of "classical" mechatronic systems to be by far exceeded by additional complexity and possible dangers resulting from interlinking reconfigurable sub-
Operator-Controller Module (OCM)
The information-processing unit of a mechatronic system has to perform a multitude of functions: control code working in quasi-continuous mode controls motions in the plant, error-analysis software monitors the plant in view of occurring malfunctions, adaptation algorithms adapt the control to altered environmental conditions, different systems are interlinked, to name but a few of these functions.
These various tasks access the actuators of the plant more or less directly. Fig. 1 proposes a new structure of the information processing of a mechatronic function module (MFM -cf. e.g. (Oberschelp et al., 2002) ) that resulted from practical experiences and combines the approaches presented in (Naumann and Rasche, 1998) and (Naumann, 2000) with concepts from (Hestermeyer et al., 2001 ) and (Oberschelp et al., 2002) . The OCM set-up orientates itself by the kind of effect on the technical system: On the lowest level of the OCM there is the controller. This innermost loop processes measurements and produces control signal. It directly effects the plant. It can therefore be called "motor" loop. Software processing on this level works in a quasi-continuous mode, i.e., measured values are read in, processed, and output continuously and under hard real-time conditions. The controller can be made up of several controllers, with the possibility to switch between them. The switch is done in one step; fade-over mechanisms and the like are again integrated in a separate controller element (see Section 3).
2. The controller is complemented by a reflective operator in which monitoring and controlling routines are executed. The reflective operator does not access the actuators of the system directly but modifies the controller. In certain circumstances it can also switch between different controller configurations. The reflective operator operates very much in an event-oriented manner. On this level, though, there are also other quasi-continuous functions, such as continuous adaptation algorithms or so-called watchdogs. Because it is tightly linked to the controller, the reflective operator has also to operate under hard real-time constraints. The reflective operator, connecting element to the cognitive level of the OCM, provides an interface between those elements that are apt for real-time operation resp. operating in soft real time and the controller. It filters the incoming signals and inputs them to the subordinated levels. 3. The topmost level of the OCM is occupied by the cognitive operator. On this level the system can gather information on itself and its environment by applying various methods such as learning, use of knowledge-based systems, model-based optimization, and the like; it can employ them for improving its own behavior. Moreover, one can think of other cognitive functions. The present paper will confine itself to local self-optimization. This optimizing information processing can roughly be divided into model-based and behavior-based self-optimization. Model-based optimization allows an optimization that is predictive and decoupled in time from the real system. The behavior-based optimization comprises functions for planning and evaluating the current objectives (cf. (Oberschelp et al., 2002) and (Hestermeyer and Oberschelp, 2003) ). While both the controller and the reflective operator are subject to hard real-time constraints the cognitive operator can also operate asynchronously to the real time.
Of course it has to respond within a certain time limit; otherwise, due to altered environmental conditions, self-optimization would not find utilizable results. So the cognitive operator is subject to soft real time.
To sum things up, one can detect two distinct levels of separation: on the one hand, information processing is divided into two loops affecting the system, one directly and the other only indirectly. This division reflects the one that distinguishes between operator and controller. On the other hand, one can distinguish between hard and soft real time constraints. This classification sets the cognitive operator apart from the reflective one and the controller. As the level of separation is chosen according to the task we propose three separate elements.
Reconfigurable Block Diagrams
This section deals with the use of block-diagram representation for the purpose of defining reconfigurable systems that are the basis for structure-variable self-optimizing systems. In general, block diagrams serve for an abstract modelling of technical systems. In many CAE tools they are the basis for an abstract modelling. Block diagrams have their origin in control engineering where they serve the purpose of graphically representing mathematical transfer functions. As their name indicates, block diagrams are composed of blocks. A block encapsulates a function or a behavior. In most cases this behavior is described mathematically, e.g., as differential equations in a state-space representation of the dynamics. Equally possible is a description by physical elements such as in multibody system models. In this process the mathematics is derived automatically by means of automated transformation methods, such as Newton or Lagrange. Between the individual blocks there are interconnections or links that can have the shape of direct or non-direct links. With direct links data are exchanged whereas non-directed ones often describe functional relations or physical links, such as a link between mass and spring in multibody system representation. Hierarchical block diagrams broaden this approach by classifying several blocks into hierarchies which may themselves comprise other hierarchies. This allows a structured design and reduces the overall complexity of a block diagram: The respective left-hand part of the windows shows the tree structures while the right-hand side displays the topology of a level. The topology of hierarchical block diagrams can be displayed as a tree, with its leaves representing the behavior resp. the function and the nodes describing the interconnections and the structure of the system (Fig. 3) :
The distinction between structure (hierarchy) and function (block) can be used to derive an integrated representation of reconfiguration from the classical block diagrams described above. In our context, a reconfiguration is a change in the structure resp. substructure of a system. It alters the topology of the system; functions are added and/or interlinked anew. Under the assumption that all functional blocks usable in a defined configuration are set and defined, a reconfiguration will alter only hierarchical elements:
Figure 4: Reconfiguration on the topological level Alteration of only one part of the system corresponds to a change of one part of the topological tree, under the important boundary condition that the interfaces of the exchanged hierarchical elements be compatible. Fig. 4 displays this principle for an exchange of a hierarchical element. The element and all subordinated components are exchanged in the process.
The boundary conditions to an exchange of hierarchical elements, assuming that all components to be switched have to exist and all interfaces have to be compatible, can now be employed for the definition of a new hierarchical element describing different topologies. A hierarchical element can comprise different configurations in the shape of topologies and inner interconnections that are valid at varying times. The superordinated hierarchy does not notice the change in the topology of the subordinated hierarchy because the latter is described outwardly only by its interfaces:
If the different topologies are seen as states of the subordinated hierarchical element it makes sense to control the change between the different topologies by means of a state machine. With the help of State- Charts (Harel, 1987) it is possible to specify all transition processes and to employ them as interfaces for a reconfiguration. Combining a StateChart and a hierarchical element leads to specific hybrid systems, with the result of this combination of reconfigurable hierarchical element and StateChart being named a hybrid hierarchical element. A great advantage of this approach lies in the fact that it includes as a special case those classical, non-reconfigurable block diagrams, and this in the shape of a hybrid hierarchical element with only one state. Thus it is possible to design also reconfigurable systems according to wellknown methods: (UML, 2003) . In addition to the basic blocks (BB) and the hierarchical elements (HE) in the model without reconfiguration (Fig. 6 , top) our integrated model (Fig. 6 , bottom) comprises also hybrid hierarchical elements (HHE). Basic blocks may e.g. be (hybrid) mathematical functions, but also inputs and outputs, especially interfaces to actuators and sensors. A hierarchical element links any number of blocks of the respective type and thus is a true likeness of the classical hierarchical block diagram. The additional hybrid hierarchical elements with local, discrete states allow also to employ one hierarchical element per state; this makes possible an adequate representation of the reconfiguration of the block diagrams. Easy to operate, an HHE comprising only subordinated elements of the HE and BB types that are limited to the case of quasi-continuous elements resembles the usual approaches to the modelling of hybrid systems by means of differential equations and automats (cf. (Henzinger et al., 1995) ). By offering the possibility to use such HHE blocks several times over, the concept presented outmatches other known approaches.
OCM Architectures with Reconfiguration
Section 3 elaborated on a systematic extension of classical block diagrams to a kind with reconfigurable parts by means of discrete switches. In the following we will explain how to apply these concepts to OCM architectures. In addition to hierarchy, the systems are characterized by the information flow occurring with every configuration. Information between the elements of the integration model can be transported via event channels, discrete or quasi-continuous signal channels and has been omitted in the model for reasons of space. Furthermore this information flow brings about direct and bidirectional links between the inputs and outputs of the blocks. In the design of selfoptimizing mechatronic systems by means of reconfigurable block diagrams, an OCM corresponds to a coherent number of unambiguously allocated blocks in such a manner that the entire block structure corresponds to a tree made up of OCM. The arrangement of the different parts of the OCM makes up a well-structured architecture if and only if the following rules apply:
• All BB-and HE blocks that have a direct effect on an actuator of the OCM or of a subordinated OCM via signals in the workflow -and just these -have to be allocated to the controller of the OCM.
• Concerning the distinction into reflective operator and cognitive operator, the rule must hold that the cognitive operator can affect the reflective operator only in an event-driven manner and that it cannot affect the controller at all, the reflective operator having to stay capable of acting at all times even without assistance by an active cognitive operator. This means that the reflective operator has to be capable of acting autonomously to the degree that his behavior is sufficient to ensure the OCM to operate safely.
• As regards the interconnections between the components of the different OCM, the rule must hold that controllers are linked only to controllers of the superordinated and subordinated OCM and reactive operators only to the reactive ones of the superordinated reactive operator and the subordinated reactive ones. A similar structure with the cognitive operators is useful but not compulsory.
The above limitation to well-structured architectures gives the guarantee that the decoupling between controller and reflective operator as well as that between reflective and cognitive operator correspond to the architecture presented in Section 2 and that the cognitive blocks will have no unsupervised direct access to the controller. If one wants to realize the required interconnection structure by means of the above-described classical block diagrams one will encounter the following problem: a hierarchical decomposition of all levels of the system (controller, reflective operator, cognitive operator) results in several overlapping trees that cannot be represented by a single tree like the one displayed in Fig. 6 . We have here the same problem that occurs in the software domain if only one hierarchical decomposition dimension is allowed (Tarr et al., 1999) . In order to avoid this problem one will have to admit a well-structured multiple referencing 2 for each OCM so that every level can adequately describe its partial hierarchy:
. . . In order to support multiple referencing every OCM provides three separate interfaces C, RO, and 2 In contrast to the composition ("is contained"-relation).
KO for controller, reflective operator, and cognitive operator (cf. Fig. 7 ). Thus the required allocation to block diagrams of the superordinated OCM can be adequately described for the different levels: The behavior of the reflective operator itself is described by a state machine which, in addition to its conditions and side effects, disposes of a reconfigurable structure of quasi-continuous blocks so that, for instance, quasi-continuous blocks required for purposes of diagnosis can be used in the reflective operator if the need arises. In contrast to the tight interlacing between controller and reflective operator, the cognitive operator makes up a separate tree whose interconnection with the reflective operator must be restricted to event channels. Moreover, Fig. 8 illustrates the way the three interfaces of the respective subordinated OCM provided by every OCM are inserted into the block diagram of the superordinated OCM. In the domain of software components this can be described by means of e.g. so-called plug-ins in the component diagrams proposed for UML 2.0. Moreover, the safety-critical nature of mechatronic systems postulates that only reconfigurable block diagrams satisfying the demands on a well-structured architecture and showing a predictably safe behavior are adequate. This is why we have to consider not only if the architecture is well-structured but also if it has the following properties:
1. A configuration is structurally correct if no unconnected inputs or outputs exist. If this is not the case continuous evaluation or missing events may lead to undefined behavior. If all configurations resulting from the combination of partial configurations described by means of the individual states of the hybrid hierarchical elements are structurally correct, we speak of a statically correct reconfiguration. If, however, only those configurations are structurally correct that can be reached by interaction of the system, the term is dynamically correct reconfiguration. 2. The continuous control described by the workflow must have the necessary stability with all possible configurations and every possible transition between them. 3. The real-time behavior of the reactive operators, coupled via events and discrete signals and including the emergency behavior (fail safe and/or fail operational), has to operate correctly, i.e., it has to fulfill necessary safety regulations and give proof of its being free of deadlocks.
While problem (1) can essentially be solved by means of a suitable component architecture comprising discrete and continuous elements, the problems (2) and (3) are hardly solvable in general. Making use of the specific constraints to mechatronic systems we were able to find a preliminary solution to problem (3) by means of a compositional model-checking (Giese et al., 2003) . For problem (2) we are currently examining procedures of fade-over (Vöcking, 2003) and approaches to a model-checking of hybrid systems, above all.
Application Example
In order to demonstrate the concepts expounded above this section presents the control structure of an active suspension system for railway vehicles.
Modern railway systems have to compete with individual transport with regard to comfort, flexibility and cost. A research group which accepts the challenge is the "Neue Bahntechnik Paderborn". The project has been initiated and worked upon by several departments of the University of Paderborn and the Heinz Nixdorf Institute. The objective of this group is the development of a transport system that is faster, cheaper and more comfortable than other transport systems. In order to achieve this goal, the project group has conceived a concept based on an individual logistics system with small shuttles transporting goods and people according to the individual demand. Apparently, such a concept cannot be realized with conventional trains. A new kind of railway vehicle is required: The combination of modern chassis technology with active steering and tracking, an active suspension system and a new linear motor similar to that of the Transrapid yields the "Railcab", a small shuttle ideally suited for individual transport on rails (Hestermeyer, 2003) .
The active suspension system completely dispenses with shock absorbers in the secondary spring system. Car body and chassis are connected only by air springs. Damping is realized by an active damping system with 10 hydraulic cylinders. These actuators can also be used for tilting the shuttle in the curves. Fig. 9 shows the main scheme of the suspension module. The three "vertical" cylinders are mirrored on the rear of the vehicle. For the sake of simplicity, the four longitudinal cylinders are omitted. The classical control algorithm of an active suspension system uses acceleration measurements to determine the absolute velocity of the car body and displacement measurements to determine the distance between track and car body (relative position of the car body). The relative position of the car body and its first time derivative can be used to create pseudo spring and damper forces by creating additional airspring displacements proportional to the desired forces. The damper force created by this first derivative is equivalent to damping forces generated by passive dampers in so far as it is caused by relative motion between the car body and the chassis. It thus tries to suppress the relative motion and will henceforth be called "relative damping". The absolute car body velocity -derived from acceleration measurements by integration -forms a virtual damper attached to a so-called "sky hook", which suppresses the absolute movement of the car body. This damping will be called "absolute damping".
As far as the damping of the resonance poles in the car-body frequency response is concerned, both types of damping are equivalent. However, time responses of systems with identical damping of the car-body eigenfrequency can differ significantly with different shares of relative or absolute damping, respectively. The reasons for this behavior are easy to understand if one takes into account the extremes: A system with a large portion of absolute damping tries to prevent any movement of the car-body. As any movement is perceived to be uncomfortable, such a system is highly comfortable. However, as the absolute damping suppresses the car-body movement, a vehicle with large absolute damping is not able to move up a slope or go around a curveafter all, this requires vertical or lateral movement of the car-body, respectively. Systems with relative damping, on the other hand, try to suppress the relative motion between car body and chassis and thus between car body and track. Taken to extremes, this means that the car body follows the rail exactly, exciting the car body and deteriorating the comfort. Therefore, systems with relative dampers have poorer than those with absolute damping. In return, they work in all situations.
One good way to overcome the difficulties of the absolute damping is to introduce a reference trajectory the car body is supposed to follow. The body is thus not attached to the sky but to this trajectory ( Fig. 9 depicts this trajectory separately for the x/yand the x/z plane). This approach is in a way a compromise between absolute and relative damping. In a first approach the trajectory could be the idealized railway track. With increasing capability of active displacement, however, the reference track can change in order to compensate for unnecessary accelerations when entering a curve, etc. show how a multi-agent optimization can be used to optimize the reference track using different shuttles as probes. Fig. 10 shows the set-up of the optimization system envisioned in . After dividing the track into sections, an agent network is allocated to the track. One track agent is allocated to each section. It collects data about its respective section and communicates with shuttles that run along. The track agent transmits the actual reference trajectory to a shuttle that wants to enter its section. After completing the section the shuttle answers with a performance rating, which is used by the track agent to optimize the trajectory. The absolute damping with a self-optimizing track reference presents a fine way to build the active suspension control. However, there is a risk of transmission failure of the reference trajectory, which whould lead to a malfunction. The solution to this problem is a reconfiguration of the system, changing from the absolute damping to relative damping with onboard sensors in case of a failed transmission of the reference data. The presented software structure in combination with the hybrid state charts is an excellent means to implement the software in a well-structured and clear way (see also (Burmester et al., 2004) ). Figure 11: OCM of the active suspension system Fig. 11 shows the operator-controller module for the active suspension system. Three different controllers can be selected: the controllers "relative damper" and "absolute damper with reference trajectory" implement the concepts detailed above. If underlying modules or the sensor-fault detectors signal a system failure, the active suspension will be shut off and the controller "system failure" selected. The controller choices are reflected in the reflective operator. Each controller has a part in the reflective operator dedicated especially to itself. The displacement sensors as well as the acceleration sensors each have their own fault detection systems, testing plausibility and computing parity equations. The controller "absolute damper with reference trajectory" requires additionally a communication/transmission part that contacts the stationary agents and receives the respective track reference trajectory from it. The necessary procedure to start the suspension system after a system failure is part of the reflective operator dedicated to the controller "system failure".
Along with the reference trajectory, it is of course also possible to optimize the controller parameters themselves. This is done in the cognitive operator "damper parameter optimization". An example of the implementation and the necessary software to reconfigure the controllers for a hydraulic system can be found in .
Conclusion
A consistent structuring of the controlling information processing of mechatronic systems makes manageable the whole range of complex systems up to self-optimizing systems. Extension of classical design views, such as block diagrams, allows integration of conventional design and analysis methods and permits the designer to stick to his familiar views. The next step will be the prototypical realization of a modelling tool of reconfigurable systems according to the concept presented. Already implemented OCM on other platforms will subsequently be transferred into it. This will allow us to verify and refine our concept.
