Recommender 
Introduction
Although the rapid development and popularity of the Internet have brought convenience for people to access a variety of information, products, and services, the internet has also caused a scenario where people have difficulty obtaining relevant information. This scenario is commonly referred to as the problem of "information overload". Recommender systems [1, 2] are emergent to solve the information overload challenges. Recommender systems are personalized information filtering technologies used to suggest items to users that they might like or find interesting. In recent years, recommender systems have been successfully applied in a broad range of applications, including recommending movies, books, news articles, music, etc.
Recommender systems can be based on content-based filtering, collaborative filtering, and hybrid filtering [3, 4] . Content-based recommendation suggests items to users that are similar to those items that they were interested in previously. Collaborative filtering (CF) recommends items based on the information about similar items or users. Hybrid recommendation combines both algorithms into one hybrid approach to gain better performance and avoid drawbacks from each individual one.
The majority of existing recommender systems uses an overall rating value on items for evaluating users' preferences. The overall rating depends on one single criterion that usually represents the overall preference of users to a particular item. As users might express their opinions based on some specific features of the item, recommender systems merely based on a single criterion could produce recommendations that do not meet user needs. For example, in a movie recommender system, two users A and B both assign a single-criterion rating of 12 (out of 13) for Avatar. The recommender systems will conclude they have the same tastes even if A likes its story and B likes its visuals. This is called a "without distinction of interest" problem. Furthermore, even if both users like the same movie features (e.g. actors, visuals, etc.), they might select different movies. This is because people usually select a movie based on different movie features. This situation is referred to as an "unsuitable weight feature" problem [5] .
Many recommender systems [6] [7] [8] have been developed to tackle the above-mentioned problems by using multiple criteria. Roux et al. [6] described a course recommender system based on the multiple criteria decision-making model and the CF method. In this system, for each decision maker, a user-specified set of feature weights was required in order to aggregate measures from each feature. Teng et al. [7] viewed the multi-criteria recommendation problem as a data query problem and utilized the skyline query to eliminate conflicting criteria. Since the recommendation problem was no longer viewed as an optimization problem, the feature weights were not taken into account. UTA-Rec [8] was a utility-based recommender system that worked by employing the preference disaggregation principle. This system implemented the UTA* [9] algorithm to model a user's preference in terms of a set of additive utility functions based on multiple criteria. The criteria weights could be represented by the trade-off among the criteria utility values. However, performance might have been affected when there were only a very small number of ratings available for the active user.
Genetic algorithms (GAs) are adaptive algorithms based on the Darwinian principle of natural selection and have been successfully applied to a wide range of optimization problems including design, scheduling, routing, control, etc. In this paper, we propose a multi-criteria recommender system, which uses GAs for feature weighting. The proposed system consists of three modules. In the MCP (Multi-Criteria Prediction Module), the user-based CF algorithm is used to estimate the ratings for each individual criterion. In the AG (Aggregation Module), the GA is used to find an optimal set of feature weights for each active user. Finally, in the RC (Recommendation Module), a list of recommendations is derived and presented. This optimal weighting scheme enables the recommender system to make more accurate predictions of users' likes and dislikes, and hence will provide better recommendations to users.
Genetic algorithms
GAs [10] [11] are stochastic search techniques that guide a population of solutions using the principles of evolution and natural genetics. Extensive research has been performed exploiting the robust properties of genetic algorithms and demonstrating their capabilities across a broad spectrum of optimization problems, including feature selection and weighting tasks. GAs are modeled loosely on the principles of the evolution via natural selection, employing a population of individuals that undergo selection in the presence of variation-inducing operators, such as mutation and crossover. A fitness function is used to evaluate individuals, and reproductive success varies with fitness.
A general algorithm is started with a set of solutions (represented by chromosomes) called population. An initial population is created from a random selection of solutions. At every evolutionary step (generation), the solutions in the current population are evaluated according to some predefined quality criterion, referred to as the fitness or fitness function. Solutions from one population are used to form a new population (next generation). Solutions (parents) are selected according to their fitness -the more suitable they are the more chances they have to reproduce. These solutions then "reproduce" to create one or more new solution (offspring), after which the offspring are randomly produced by crossover or mutation. The process of fitness-dependent selection and application of genetic operators to generate successive generations of solutions is repeated many times until a satisfactory solution is found. The basic steps of GAs are outlined as follows: 
Traditional collaborative filtering
CF recommends items based on the historical ratings data of similar users. There are two major approaches for CF: user-based (also called memory-based) and model-based. User-based CF identifies users whose interests are similar to an active user and recommends items they like. Model-based CF infers a compact model and then uses it for recommendations. Here we describe the user-based CF approach [12] .
In a typical CF scenario, there is a list of n users U={ Once the similarities between active user a u and other users r u are computed, a subset of the nearest neighbors of a u are chosen based on the similarity measure, and the ratings of neighbors are aggregated to generate predictions for the active user. We consider two popular ways to average the rating. The first is the weighted sum approach: 
Multi-criteria collaborative filtering
The CF technique has been successfully applied to solve the recommendation problem with single criterion. When the problem is extended to be multiple conflicting criteria, new techniques are needed in order to effectively incorporate the multi-criteria rating information into the recommendation process. Particularly, in this section, we describe how to incorporate the multi-criteria rating information into the CF process following the aggregation function-based approach proposed in [13] . The proposed system consists of three main modules: the Multi-Criteria Prediction Module (MP), the Aggregation Module (AG), and the Recommendation Model (RC) as shown in Figure 1 .
The overall system can be viewed as a blackbox which takes, as input, the ratings matrix, and produces, as output, a recommendation list. The ratings matrix R contains the rating set r ij = { 
1. Aggregation Module
In the multi-criteria rating environment, different people may place different emphases on these interrelated features. The goal of AG is to find the relationship between the overall rating and the underlying multi-criteria ratings for each user. More specifically, given the ratings data of a user, AG computes his/her preference model in terms of feature weights using GAs.
In this study, each chromosome x in the GA process is expressed as a set of feature weights where 
Each chromosome x is tested repeatedly, l times, by a leave-one-out cross validation. 0 j a p , and 0 j a r , are the predicted and the actual overall ratings of user a u to item i j , respectively. The overall prediction can be made by two different approaches, the filter-based and the wrapperbased approach, depending on whether the method uses feedback from the subsequent MP module. The filter-based method contains algorithms that use no input other than users' own ratings to calculate the overall predictions, whereas the wrapper-based approach uses feedback (i.e. the predicted ratings) from the MP module to facilitate the prediction.
For the filter-based approach, the predicted overall rating is calculated as a weighted sum of individual original ratings. 
where k j a r , is the actual rating of user a u to item i j for criterion k. For the wrapper-based approach, the predicted overall rating is calculated as a weighted sum of individual predicted ratings generated by the MP module. 
where k j a p , is the predicted rating of user a u to item i j for criterion k. For each generation evolution, chromosomes for the next generation are selected using the roulette wheel selection scheme to implement proportionate random selection. All of the chromosomes are then paired up using the single-point crossover strategy with a probability p c . After the crossover, for each of the genes of the chromosomes, the gene is mutated with a probability p m . The algorithm continues to evolve until a maximum number of generations is reached. The chromosome with the highest fitness value is then selected as the optimal set of feature weights for active user a u .
2. Multi-Criteria Prediction Module
In the MP module, we decompose k-dimensional multi-criteria rating space into k single-rating recommendation problems and use a traditional user-based CF technique to estimate ratings for each criterion. Thus, we decompose the multi-criteria rating matrix R into k single-criterion rating matrices 
3. Recommendation Model
The goal of the RC module is to produce a recommendation list for an active user. RC modules first predict each unknown overall rating Finally, all the unrated items are sorted in non-increasing order with respect to the overall ratings and the first N items are selected as the Top-N recommended set.
Experimental evaluation
The proposed system is evaluated using data collected from Yahoo! Movies Web site (http://movies.yahoo.com). In addition to the overall rating, each Yahoo movie provides another four criteria: story, acting, direction, and visuals. All ratings have 13 possible letter grades ranging from F to A+. For our analysis, we change the letter scale to a numerical scale of 1 to 13, with 1 denoting the worst evaluation, grade F and 13 denoting the best evaluation, grade A+. We collect a total of 11109 rating data from 297 different users and 368 different movies. Each user rates at least 20 movies and each movie is rated by at least 20 users.
We employ the 5-fold cross-validation approach. First, we randomly divide the dataset into five groups. Then we run five rounds of tests, each time choosing one group of data as the test set and the other four groups as the training set. The data in the training set is used as the CF database. For each data in the test set, we randomly select 10 non-zero entries and delete the rest. Our recommender system is then evaluated by comparing the Top-N recommendations it makes, given the test data, with the set of deleted items.
1. Evaluation Metrics
We use precision and recall, two commonly used performance measures in the information retrieval community, to evaluate the quality of a recommendation. Precision is the fraction of recommended movies that the user really likes. Recall is the fraction of interesting movies that are recommended. 
However, there is always a trade-off between precision and recall. Increasing the number of recommended movies will reduce the precision and increase the recall. To balance both measures, we use another measure F1 metric that gives equal weight to precision and recall and is given as
We compute each metric for each test user and the overall average values for the test data are taken as measures of the quality of the recommendation.
2. Experimental Parameters
In this section we define the parameters that will be used during the experiments as follows:
- 
3. Performance Results
To demonstrate the effectiveness of the proposed system, we compare our approaches with two other algorithms: the single-criterion user-based CF (SUCF) algorithm in which the overall rating is used as the sole criterion and the equally weighted multi-criteria CF (EWMCF) that applies an equal weight to each criterion rating. We denote our two approaches by their abbreviations: GA-based filter method for multi-criteria CF (GAFMCF) and GA-based wrapper method for multi-criteria CF (GAWMCF).
In the subsequent part of this section, we will first explore the optimal setting of GA parameters and then assess the performance effectiveness of the different approaches.
3. 1. GA Parameters setting
Crossover and mutation operators play the major roles in GA, so defining proper crossover and operators is necessary in order to achieve a better performance of the GA. However, the optimal values of crossover and mutation probabilities are problem specific and cannot be obtained independently [14] . All combinations of crossover and mutation, within given starting ranges, must be investigated in order to allow for the interaction effect. Accordingly, we examine the impacts of various combinations of p c and p m on the recommendations quality of the GAWMCF approach. We fix NB to 30, PS to 50, and produce 5 recommendations for each user. Due to space limitations, Figure 2 In Figure 2 , the number of generations necessary for convergence is also evaluated. We can see that performance is gradually improved generation by generation. However, the improvement becomes insignificant when the number of generations is greater than 80. Since the GA process is terminated when the number of generations for convergence is reached, the greater the number of generations, the higher the computational cost. For better computational efficiency, we fix the number of generations to 80 for subsequent experiments.
The population size is a critical parameter for the performance of GA. There is no clear indication as to how high the population size should be [15] . In general, increasing the population size not only increases the accuracy of the GA but also increases the number of generations to converge. Figure 3 shows the influence of population size on the performance of the recommender system. As expected, the performance improves as the population size increases, but it reaches a saturation point at PS = 50 and any further increment does not improve results. Accordingly, we will fix the population size to 50 while evaluating the performance of various approaches. 
3. 1. Performance comparison
Recalling that the CF algorithm uses a nearest-neighbor model for generating predictions, a crucial step in CF is the selection of a neighborhood. The number of nearest neighbors used for neighborhood formation can substantially affect the system's accuracy. However, the optimal size of a neighborhood usually depends on the nature of the problem. A pilot experiment of this study has been conducted and suggested 30 as the optimal value.
To evaluate the sensitivity of different recommendation numbers, we fix the number of neighbors to 30 and perform an experiment with different recommendation numbers of 3, 5, 10, 15, 20, 25, and 30. The comparisons of precision, recall, and F1 among various approaches are shown from Fig. 4 to Fig. 6 .
As expected, when the number of recommendations increases, the precision drops smoothly but the recall improves gradually. In all cases, the single-criterion approach SUCF performs worse than the other three multi-criteria approaches. Among the three multi-criteria approaches, GAWMCF performs the best, followed by GAFMCF, and then EWMCF. The results demonstrate the effectiveness of the GA-based feature weighting and confirm the previous studies in that the wrapper-based approach outperforms the filter-based approach. Finally, according to Figure 6 , we can see that the F1-measure reaches an optimal value for RN around 20. 
Conclusions
In this paper, we have proposed a multi-criteria CF recommender system based on GAs for feature weighting. We treat the multi-criteria recommendations as optimization problems and apply a weighted average method by combining values from different criteria. The proposed approach first uses the traditional user-based CF algorithm to compute the prediction for each single criterion and then aggregates the overall prediction based on the weighting values derived by GAs.
The GAs are implemented by two different approaches: filter and wrapper. Experimental results show that the wrapper-based approach is superior to all the other methods in all cases. The results also confirm that the provision of additional information about user preference in terms of different aspects for an item can potentially increase the recommendation quality. A further study for incorporating more information, such as contextual and content information, is under investigation. 10  20  30  40  50  60  70  80  90 
