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ON RATES OF CONVERGENCE AND BERRY-ESSEEN BOUNDS
FOR RANDOM SUMS OF CENTERED RANDOM VARIABLES
WITH FINITE THIRD MOMENTS
CHRISTIAN DÖBLER
Abstract. We show, how the classical Berry-Esseen theorem for normal approx-
imation may be used to derive rates of convergence for random sums of centerd,
real-valued random variables with respect to a certain class of probability metrics,
including the Kolmogorov and the Wasserstein distances. This technique is ap-
plied to several examples, including the approximation by a Laplace distribution
of a geometric sum of centered random variables with finite third moment, where
a concrete Berry-Esseen bound is derived. This bound reduces to a bound of the
supposedly optimal order
√
p in the i.i.d. case.
1. Introduction
Random sums are random variables of the form
(1) S =
N∑
j=1
Xj ,
where X0, X1, X2, . . . and N are random variables on a common probability space
(Ω,A, P ) and where N assumes nonnegative integer values. Random variables of the
form (1) appear frequently in modern probabiliy theory, because many models for
example from physics, finance, reliability and risk theory naturally lead to the con-
sideration of such sums. Furthermore, sometimes a model, which looks completely
different from (1) at the outset, may be transformed into a random sum and then
general theory of such sums may be invoked to study the original model [GK96].
There already exists some literature on the asymptotic distributions of such ran-
dom sums, see e.g. [GK96] for general distributions of the index N and [Kal97]
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for the special case of geometric sums, where N = Np has the geometric dis-
tribution on Z ∩ [1,∞) with parameter p ∈ (0, 1). Recall that this means that
P (N = k) = p(1 − p)k−1 for k = 1, 2, . . . . In [Kal97], also quantitative theorems,
giving bounds on the approximation error, are derived but mainly nonnegative sum-
mands Xj are considered. Contrarily, the theorems from [GK96] are very general,
not even the existence of moments is assumed at the outset, but are only qualitative
in that they are not giving any error bounds. In [PR11] Stein’s method for the expo-
nential distribution together with a coupling construction, relying on the equilibrium
transformation from renewal theory, are used to prove error bounds for the conver-
gence of geometric (as well as more general) random sums of nonnegative (possibly
dependent) random variables to the exponential distribution, generalizing a classical
theorem by Rényi. Recently, in [PR12] a suitable version of Stein’s method for the
Laplace distribution and a distributional transformation in the spirit of the theory
from [PR11] were developed to prove rates of convergence for geometric (as well as
more general) sums of centered random variables with finite third moments to the
Laplace distribution. At least in the special case of a geometric sum, the theorems
from [PR12] seem to yield optimal rates of convergence in the bounded Lipschitz
metric, but due to the distributional transformation, which is used for the coupling
construction, the summands Xj have to fullfil a certain symmetry condition in order
that the coupling can be constructed.
The purpose of the present paper is to show how one can use the classical Berry-
Esseen theorem for normal approximation along with asymptotic results on the index
N to obtain rates of convergence for suitably standardized versions of the sum (1).
This is in a way analogous to the transfer theorems from [GK96].
The paper is organized as follows. In Section 2 we present the general setup and
some abstract results, which help bound the distance from (a scaled version of) the
random variable S to a suitable limit distribution. Then, in Section 3 we prove rates
of convergence for several distributions of the index N , including the geometric, the
Poisson and the binomial distributions.
2. Abstract approximation results
Througout assume that the random variables N,X1, X2, . . . are independent, that
the Xj are centered having finite third moments ξj := E|Xj|3 and that 0 < µ :=
E[N ] <∞. Furthermore, we assume 0 < σ2j := E[X2j ] = Var(Xj), j ≥ 1, and define
(2) W := µ−1/2
N∑
j=1
Xj .
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Then, letting s2N := Var(W |N) it is easy to see that s2N = µ−1
∑N
j=1 σ
2
j and that
E[W |N ] = 0. Furthermore, since Var(W ) = E[Var(W |N)]+Var(E[W |N ]), it follows
that
Var(W ) = E[s2N ] = µ
−1
∞∑
n=0
n∑
j=1
σ2jP (N = n)
= µ−1
∞∑
j=1
∞∑
n=j
P (N = n) = µ−1
∞∑
j=1
P (N ≥ j) .(3)
Now, assume that Z1, Z2, . . . are further random variables on the same probability
space such that Zj ∼ N(0, σ2j ), j ≥ 1, and that also N,Z1, Z2, . . . are independent.
Then, we define the random variable
(4) Z := µ−1/2
N∑
j=1
Zj .
It is clear that L(Z|N) = N(0, s2N ) and hence, Var(Z|N) = s2N = Var(W |N). For
a given class H of Borel-measurable functions h : R→ R consider the distance
(5) dH(µ, ν) := sup
h∈H
∣∣∣∫
R
hdµ−
∫
R
hdν
∣∣∣ ,
on the space of probability measures with respect to which every h ∈ H is inte-
grable. For instance, if H =W is the class of 1-Lipschitz functions, then (5) reduces
to the Wasserstein distance of µ and ν. On the other hand, if H = K = {1(−∞,z] :
z ∈ R}, then dK is called the Kolmogorov distance. Both of these distances are in fact
metrics, which yield stronger topologies on their domains than the topology induced
by weak convergence (see, e.g. [Dud02]).
For our approximation theorems we need the following result, which is an instance
of the classical Berry-Esseen theorem (see, e.g. [Fel71]).
Proposition 2.1. Under the above assumptions we have the following bounds:
(a) dW
(L(W |N), N(0, s2N)) ≤ CWs2Nµ3/2 ∑Nj=1 ξj
(b) dK
(L(W |N), N(0, s2N)) ≤ CKs3Nµ3/2 ∑Nj=1 ξj
Here, CW and CK are absolute and finite constants.
Remark 2.2. The search for the optimal value of the constant CK, the Berry-Esseen
constant, is still going on. As far as we know, the best proven bound is CK ≤ 0.56
by Shevtsova [She10].
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Using Stein’s method (see [CS05]), one may obtain CW ≤ 6, which seems to be far
from optimal.
Proof of Proposition 2.1. Part (b) follows immediately from the classical Berry-Esseen
theorem (see [Fel71]) , since the Kolmogorov distance is scale-invariant. Since for
random variables X and Y (with existing first moments) and σ > 0 we have
dW
(L(σX),L(σY )) = σdW(L(X),L(Y )) ,
the claim of (a) follows from the Berry-Esseen result for the Wasserstein distance
(see [CS05], for example).

Now, let h ∈ H be a given test function. Then,
∣∣E[h(W )]−E[h(Z)]∣∣ = ∣∣E[E[h(W )|N ]− E[h(Z)|N ]]∣∣
≤ E∣∣E[h(W )|N ]−E[h(Z)|N ]∣∣
≤ E∣∣dH(L(W |N),L(Z|N))∣∣
= E
[
dH
(L(W |N),L(Z|N))] ,(6)
and hence, by taking the supremum over h ∈ H, we obtain from (6) that
(7) dH
(L(W ),L(Z)) ≤ E[dH(L(W |N),L(Z|N))] .
Recalling that L(Z|N) = N(0, s2N) by Proposition 2.1 this leads to the following
theorem.
Proposition 2.3. Under our general assumptions, we have the following bounds:
(a) dW
(L(W ),L(Z)) ≤ CW
µ3/2
E
[
1
s2N
∑N
j=1 ξj
]
(b) dK
(L(W ),L(Z)) ≤ CK
µ3/2
E
[
1
s3N
∑N
j=1 ξj
]
Corollary 2.4. Assume that, additionally to our general assumptions, the Xj are
identically distributed with σ2 := E[X21 ] and ξ := E|X1|3. Then,
(a) dW
(L(W ),L(Z)) ≤ CWξ
µ1/2σ2
and
(b) dK
(L(W ),L(Z)) ≤ CKξ
σ3
E[ 1√
N
].
Note that the bounds from Proposition 2.3 and from Corollary 2.4 tend to con-
verge to zero as µ→∞, i.e. as the number of summands is infinitely growing.
The next step is to find bounds on the distance dH
(L(Z),L(Y )) for some random
variable Y . In order to motivate the concrete form of Y let us for the moment
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assume that we are given a whole sequence (Nk)k≥1 of random indices, such that
µk := E[Nk]→∞ as k →∞ and that µ−1k Nk D→ U , where U is some nonnegative ran-
dom variable. Furthermore, suppose that the Xj are identically distributed. Let us
consider the characteristic function χZ(k) of the random variable Z
(k) := µ−1
∑Nk
j=1 Zj.
For t ∈ R we obtain
χZ(k)(t) = E[e
itZ(k) ] = E
[
E[eitZ
(k)|Nk]
]
= E
[
e
−t2s2Nk/2
]
= E
[
e
− t2σ2
2
Nk
µk
]
.(8)
Since the mapping [0,∞) ∋ x 7→ e− t2σ2x2 ∈ R is bounded and continuous for each
t ∈ R we conclude that
(9) χZ(k)(t)
k→∞−→ E[e− t2σ22 U] =: ψ(t) .
Note that ψ(1) = 1 and that ψ is continuous at 0 by the dominated convergence
theorem and hence, is a characteristic function of some random variable Y . It is easy
to see by characteristic functions that Y
D
= σ
√
Uζ , where ζ ∼ N(0, 1) is independent
of U . Thus, we can conclude that
(10) Z(k)
D→ Y := σ
√
Uζ as k →∞ .
If we also let W (k) := µ−1k
∑Nk
j=1Xj and if we assume that the bounds from Corol-
lary 2.4 (with Z replaced by Z(k) and W by W (k)) tend to zero as k goes to infinity,
we can conclude that also
(11) W (k)
D→ Y = σ
√
Uζ as k →∞ .
The distribution L(Y ) is a scale mixture of the standard normal distribution and
the result (11) is in accordance with the theory from Chapter 3 of [GK96], see for
instance Theorem 3.3.2.
Now, the next task is to derive concrete error bounds on the distance
dH
(L(Z),L(Y )) from bounds on the distance dH(L(µ−1N),L(U)). This appears to
be possible, since in the case of identically distributed Xj we have with ζ independent
of N that Z
D
= σ
√
µ−1Nζ , as is easily checked. We will provide two propositions for
the iid case, the first bounding the Kolmogorov distance of L(Z) and L(Y ) in terms
of dK(L(µ−1N),L(U)) and the second giving bounds on the Wasserstein distance of
L(Z) and N(0, σ2) in the case that U = 1 is constant. Then we will turn to the case
of not necessarily identically distributed summands Xj .
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Proposition 2.5. Let ζ ∼ N(0, 1) be independent of N and of U . Then, for every
σ > 0
dK
(L(σ√µ−1Nζ),L(σ√Uζ)) ≤ dK(L(µ−1N),L(U)) .
Proof. For z ∈ R we have
∣∣P (σ√Uζ ≤ z)− P (σ√µ−1Nζ ≤ z)∣∣
=
∣∣∣E[P (σ√Uζ ≤ z|ζ)− P (σ√µ−1Nζ ≤ z|ζ)]∣∣∣
≤ E
∣∣∣P (σ√Uζ ≤ z|ζ)− P (σ√µ−1Nζ ≤ z|ζ)∣∣∣ .(12)
Now, for each s ∈ R by the independence of ζ and U and of ζ and N
∣∣∣P (σ√Uζ ≤ z|ζ = s)− P (σ√µ−1Nζ ≤ z|ζ = s)∣∣∣
=


∣∣∣P (√U ≤ zσs)− P (√µ−1N ≤ zσs)∣∣∣, s > 0
0, s = 0∣∣∣P (√U ≥ zσs)− P (√µ−1N ≥ zσs)∣∣∣, s < 0
≤ dK
(L(√U),L(√µ−1N)) ,(13)
since the Kolmogorov distance is also induced by the test functions 1[t,∞), t ∈ R.
Now, recall that the random variables µ−1N and U are nonnegative and, hence, for
each t ≥ 0 we have
∣∣P (√U ≤ t)− P (√µ−1N ≤ t)∣∣ = ∣∣P (U ≤ t2)− P (µ−1N ≤ t2)∣∣
≤ dK
(L(U),L(µ−1N)) ,
and taking the supremum over t ≥ 0 yields
(14) dK
(L(√U),L(√µ−1N)) ≤ dK(L(U),L(µ−1N)) .
Thus, from (12), (13) and (14) we obtain for every z ∈ R
∣∣P (σ√Uζ ≤ z)− P (σ√µ−1Nζ ≤ z)∣∣ ≤ E[dK(L(U),L(µ−1N))]
= dK
(L(U),L(µ−1N)) ,
proving the claim.

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Proposition 2.6. If ζ ∼ N(0, 1) is independent of N , then for every σ > 0
dW
(L(σ√µ−1Nζ), N(0, σ2)) ≤ σ
√
2
pi
√
Var(N)
µ
.
Remark 2.7. Of course, the conclusion of Proposition 2.6 can only yield useful
bounds, if normal approximation of L(W ) makes sense. The upper bound shows
that Var(N) should be of smaller order than µ2 = (E[N ])2 in order for normal
approximation to be plausible.
Proposition 2.6 immediately follows from the following two lemmas.
Lemma 2.8. If U ≥ 0 and ζ ∼ N(0, 1) is independent of U and of N , then
dW
(L(σ√Uζ),L(σ√µ−1Nζ)) ≤ σ
√
2
pi
dW
(L(√U),L(√µ−1N)) .
Proof. Let h : R→ R be 1-Lipschitz. Then,
∣∣E[h(σ√Uζ)]−E[h(σ√µ−1Nζ)]∣∣
=
∣∣∣E[E[h(σ√Uζ)|ζ ]− E[h(σ√µ−1Nζ)|ζ ]]∣∣∣
≤ E
∣∣∣E[h(σ√Uζ)|ζ ]− E[h(σ√µ−1Nζ)|ζ ]∣∣∣
= E
∣∣∣E[h(σ√Uζ)− h(σ√µ−1Nζ) ∣∣ ζ]∣∣∣(15)
Now, for every s ∈ R by independence we have
∣∣∣E[h(σ√Uζ)− h(σ√µ−1Nζ) ∣∣ ζ = s]∣∣∣
=
∣∣∣E[h(σs√U)− h(σs√µ−1N)]∣∣∣
≤ |s|σdW
(L(√U),L(√µ−1N)) .(16)
Hence, from (15) and (16) we obtain that
∣∣E[h(σ√Uζ)]−E[h(σ√µ−1Nζ)]∣∣
≤ σE[|ζ |]dW(L(√U),L(√µ−1N))
= σ
√
2
pi
dW
(L(√U),L(√µ−1N)) ,
as claimed.
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
Lemma 2.9. Suppose that U = 1 is constant. Then,
dW
(L(√U),L(√µ−1N)) ≤
√
Var(N)
µ
.
Proof. For a nonnegative real number x we have the inequality
(17) |1− x| = |1− x
2|
1 + x
≤ |1− x2| .
From (17) with x =
√
µ−1N and for each 1-Lipschitz function h we obtain
∣∣∣E[h(√µ−1N)− h(1)]∣∣∣ ≤ E∣∣1−√µ−1N ∣∣
≤ E∣∣1− µ−1N∣∣ ≤√Var(µ−1N)
=
√
Var(N)
µ
.(18)

Now, we turn to the general case that theXj are no more supposed to be identically
distributed. Here, we will assume that
(19) 0 < σˆ2 := lim
n→∞
1
n
n∑
j=1
σ2j <∞
exists. Note that in the iid case σˆ2 = σ2 = 1
n
∑n
j=1 σ
2
j for each n ≥ 1. We further
define
(20) σˆ2n :=
n∑
j=1
σ2j .
Note that we have the general representation
(21) Z
D
=
√
µ−1Nσˆnζ .
The following lemma will be useful.
Lemma 2.10. Let σ, τ ∈ (0,∞). Then,
(a) dK
(
N(0, σ2), N(0, τ 2)
) ≤ min(|1− τ2
σ2
|, |1− σ2
τ2
|) and
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(b) dW
(
N(0, σ2), N(0, τ 2)
) ≤ 2min(σ|1− τ2
σ2
|, τ |1− σ2
τ2
|).
Proof. The proof uses Stein’s method for univariate normal approximation. Let
ζ ∼ N(0, 1). We first prove (a). Let t ∈ R be arbitrary. Then,
∣∣P (σζ ≤ t)− P (τζ ≤ t)∣∣ = ∣∣P (ζ ≤ t
σ
)− P ( τ
σ
ζ ≤ t
σ
)
∣∣
≤ dK
(
N(0, 1), N(0,
τ 2
σ2
)
)
.(22)
Hence, by symmetry,
(23)
dK
(
N(0, σ2), N(0, τ 2)
) ≤ max(dK(N(0, 1), N(0, τ 2
σ2
)
)
, dK
(
N(0, 1), N(0,
σ2
τ 2
)
))
.
Now, for z ∈ R let fz be the standard solution to Stein’s equation
(24) f ′(x)− xf(x) = 1(−∞,z] − P (ζ ≤ z) ,
which is given by fz(x) =
Φ(z∧x)−Φ(x)Φ(z)
ϕ(x)
,where ϕ and Φ denote the density function
and the cumulative distribution function of N(0, 1), respectively. It is known that
fz is Lipschitz with ‖f ′z‖∞ ≤ 1 for each z ∈ R and that for each c > 0 and every
Lipschitz function f it holds that E[cζf(cζ)] = c2E[f ′(cζ)]. Hence, by inserting cζ
into (24) and taking expectations
∣∣P (cζ ≤ z)− P (ζ ≤ z)∣∣ = ∣∣E[f ′z(cζ)− cζfz(cζ)]
= |1− c2||E[f ′z(cζ)]| ≤ |1− c2| ,
yielding
dK
(
N(0, 1), N(0, c2)
)) ≤ |1− c2| .
By (23) this implies (a).
The proof of (b) is similar by using the solution to Stein’s equation for a 1-Lipschitz
test function h. One merely has to take care of the scaling properties of Wasserstein
distance in the equality corresponding to (22) and note that in this case ‖f ′h‖∞ ≤ 2
for the standard solution fh of Stein’s equation (see, e.g. [CGS11]).

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The strategy to keep track of the non-identically distributed case is to use the
inequality
(25) dH
(L(Z),L(Yˆ )) ≤ dH(L(Z),L(Zˆ))+ dH(L(Zˆ),L(Yˆ )) ,
where Zˆ := σˆ
√
µ−1Nζ and Yˆ := σˆ
√
Uζ . The first term on the right hand side
of (25) may be bounded with the help of Lemma 2.10 (see Lemma 2.11) and the
second term may be handled by Proposition 2.5 in the case of non-constant U and
by Proposition 2.6, if U = 1 is constant and normal approximation is plausible. We
will need one more lemma, comparing L(Z) and L(Zˆ).
Lemma 2.11. With the above definitions we have:
(a) dK
(L(Z),L(Zˆ)) ≤∑∞n=1 P (N = n)min(∣∣1− σˆ2σˆ2n ∣∣, ∣∣1− σˆ2nσˆ2 ∣∣
)
.
(b) dW
(L(Z),L(Zˆ)) ≤ 2µ−1/2∑∞n=1√nP (N = n)min(σˆn∣∣1− σˆ2σˆ2n ∣∣, σˆ∣∣1− σˆ2nσˆ2 ∣∣
)
.
Proof. Let H be either equal to K or to W. Then, recalling representation (21), for
h ∈ H
∣∣∣E[h(Z)]−E[h(Zˆ)]∣∣∣
≤
∞∑
n=1
P (N = n)
∣∣∣E[h(µ−1/2√nσˆnζ)]−E[h(µ−1/2√nσˆζ)]∣∣∣
≤
∞∑
n=1
P (N = n)dH
(
N(0, µ−1nσˆ2n), N(0, µ
−1nσˆ2)
)
.(26)
If H = K, then the bound in (26) equals
∞∑
n=1
P (N = n)dK
(
N(0, σˆ2n), N(0, σˆ
2)
)
≤
∞∑
n=1
P (N = n)min
(∣∣1− σˆ2
σˆ2n
∣∣, ∣∣1− σˆ2n
σˆ2
∣∣)
by Lemma 2.10 (a). If H =W, then the bound in (26) equals
µ−1/2
∞∑
n=1
√
nP (N = n)dW
(
N(0, σˆ2n), N(0, σˆ
2)
)
≤ 2µ−1/2
∞∑
n=1
√
nP (N = n)min
(
σˆn
∣∣1− σˆ2
σˆ2n
∣∣, σˆ∣∣1− σˆ2n
σˆ2
∣∣)
by Lemma 2.10 (b). This completes the proof.
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
Putting the pieces together, we have the following proposition.
Proposition 2.12. Under the general assumptions and if (19) is satisfied, we have
(a) dK
(L(Z),L(Yˆ )) ≤∑∞n=1 P (N = n)min(∣∣1− σˆ2σˆn2 ∣∣, ∣∣1− σˆn2σˆ2 ∣∣
)
+ dK(L(µ−1N),L(U)) and
(b) dW
(L(Z), N(0, σˆ2)) ≤ 2µ−1/2∑∞n=1√nP (N = n)min(σˆn∣∣1− σˆ2σˆn2 ∣∣, σˆ∣∣1− σˆn2σˆ2 ∣∣
)
+
σˆ
√
2
pi
√
Var(N)
µ
,
where σˆ2n was defined in (20).
Proof. The claims follow from Propositions 2.5 and 2.6 with σ replaced by σˆ to deal
with the respective second term on the right hand side of (25) and from Lemma 2.11
to handle the first term.

3. Applications
3.1. Geometric Sums. In this subsection, N = Np will always have the geometric
distribution on {1, 2, . . . } with parameter p ∈ (0, 1), i.e. P (N = n) = p(1 − p)n−1
for each integer n ≥ 1. Note that this implies µ := µp := E[Np] = p−1. In order to
derive moore concrete rates of convergence for geometric sums from Corollary 2.4,
we will first prove the following lemma.
Lemma 3.1. Let Np have the geometric distribution with parameter p ∈ (0, 1). Then,
√
p ≤ E
[ 1√
Np
]
≤ 2
√
p
1 +
√
p
≤ 2√p .
Proof. We will first prove the left-most inequality. Let ϕ : (0,∞)→ (0,∞) be defined
by ϕ(x) := 1√
x
. Then, ϕ is convex and hence, by Jensen’s inequality, we have
√
p = ϕ
(
E[Np]
) ≤ E[ϕ(Np)] = E[ 1√
Np
]
.
Now, note that the right-most inequality is trivial. For the remaining inequality
we write
E
[ 1√
Np
]
=
∞∑
k=1
1√
k
p(1− p)k−1 = p
1− pf(p) ,(27)
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where f(p) :=
∑∞
k=1
1√
k
(1− p)k for 0 < p ≤ 1. Note that f is continuous and has
an analytic extension to (0, 2). We have
f ′(p) = −
∞∑
k=1
√
k(1− p)k−1 = −1
p
E
[√
Np
]
.
Thus, by the fundamental theorem of calculus, we have
f(p) = f(1) +
∫ p
1
f ′(s)ds = −
∫ p
1
1
s
E
[√
Ns
]
ds
=
∫ 1
p
E
[√
Ns
]
s
ds .(28)
Since
√
x is concave on (0,∞), it follows again by Jensen’s inequality that
E
[√
Ns
] ≤√E[Ns] = 1√
s
.
Thus, form (28) we conclude that
(29) f(p) ≤
∫ 1
p
s−3/2ds = −2s−1/2
∣∣∣1
p
= 2
( 1√
p
− 1
)
.
Hence, from (27) and (29) we obtain
E
[ 1√
Np
]
≤ p
1− p2
( 1√
p
− 1
)
= 2
√
p
1−√p
1− p =
2
√
p
1 +
√
p
,
proving the inequality.

Remark 3.2. Since the function
√
x is concave, on could try to make use of the
inequality
E
[ 1√
Np
]
= E
[√ 1
Np
]
≤
√
E
[ 1
Np
]
for the upper bound. But as one can show that E[N−1p ] =
−p log p
1− p , this direct
application of Jensen’s inequality would only yield the worse bound
E
[ 1√
Np
]
≤ √p
(− log p
1− p
)1/2
.
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From Corollary 2.4 and Lemma 3.1 we obtain the following result.
Proposition 3.3. Let, additionally to the general assumptions, the random vari-
ables Xj be identically distributed with σ
2 := E[X1] and ξ := E|X1|3, then
dK
(L(W ),L(Z)) ≤ 2CKξ
σ3
√
p .
It can easily be checked by means of characteristic functions that pNp
D→ U ∼
Exp(1) as p ↓ 0. From Example 3.1 of [PR11] we even have the following quantitative
version of this result:
(30) dK
(L(pNp),Exp(1)) ≤ 12p
From (10) we see that we should approximate L(W ) by the distribution of the
random variable Y = σ
√
Uζ , where ζ ∼ N(0, 1) is independent of U . With the help
of chatacteristic functions one can easily show that Y has the Laplace distribution
Laplace(0, σ/
√
2), where for a ∈ R and b > 0 the distribution Laplace(a, b) is defined
by the density fa,b : R→ R with
fa,b(x) :=
1
2b
e−
|x−a|
b .
Our observations now lead at once to the following theorem.
Theorem 3.4 (Berry-Esseen bound for geometric sums of iid centered random vari-
ables). Let X1, X2, . . . be independent and identically distributed random variables
with E[X1] = 0, 0 < σ
2 := E[X21 ] and ξ := E|X1|3 < ∞ and let N = Np be inde-
pendent of the Xj and have the geometric distribution on {1, 2, . . . } with parameter
p ∈ (0, 1). Then,
dK
(
L(W ),Laplace(0, σ√
2
)) ≤ 2CKξ
σ3
√
p+ 12p .
Proof. This follows from Proposition 2.5, Proposition 3.3 and (30) by the triangle
inequality for dK.

Now, we turn to not necessarily identically distributed summands Xj . Let in
accordance with σˆn the quantities ξˆn be defined by
(31) ξˆn :=
1
n
n∑
j=1
ξj .
Then, we can prove the following theorem.
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Theorem 3.5 (Berry-Esseen bound for geometric sums of independent, centered
random variables). Let X1, X2, . . . be independent random variables with E[Xj ] = 0,
0 < σ2j := E[X
2
j ] and ξj := E|Xj|3 <∞ for j ≥ 1 and let N = Np be independent of
the Xj and have the geometric distribution on {1, 2, . . . } with parameter p ∈ (0, 1).
Assume that (19) is satisfied. Then, with σˆ2n defined by (20) and with ξˆn defined by
(31) it holds that
dK
(
L(W ),Laplace(0, σˆ√
2
)) ≤ 12p+ p ∞∑
n=1
(1− p)n−1min
(∣∣1− σˆ2
σˆ2n
∣∣, ∣∣1− σˆ2n
σˆ2
∣∣)
+ CKE
[ 1√
N
ξˆN
σˆ3N
]
.
Proof. Note that since s2N = µ
−1Nσˆ2N , by Proposition 2.3 (b)
dK
(L(W ),L(Z)) ≤ CK
µ3/2
E
[ 1
s3N
N∑
j=1
ξj
]
= CKE
[ 1√
N
ξˆN
σˆ3N
]
.
Furthermore, by Proposition 2.12 (a) and (30)
dK
(L(Z),Laplace(0, σˆ√
2
) ≤ ∞∑
n=1
p(1− p)n−1min
(∣∣1− σˆ2
σˆn
2
∣∣, ∣∣1− σˆn2
σˆ2
∣∣)+ 12p .
Hence, the claim follows from the triangle inequality.

Remark 3.6. A different way to prove Berry-Esseen bounds in the non-identically
distributed setting is to make use of the bound
(32) dK
(
L(s2N),Exp
( 1
E[σ2N ]
)) ≤ 12p
E[σ2N ]
sup
j≥1
σ2j ,
which follows from Theorem 3.1 in [PR11], noting that E[s2N ] = E[σ
2
N ] in case of the
geometric distribution. This, in turn, follows from (3) because P (N ≥ j) = (1−p)j−1
and µ−1 = p. Then, by a suitable Proposition, which is completely analogous to
Proposition 2.5, one can show that since Z
D
= sNζ
(33) dK
(
L(Z),Laplace(0, (E[σ2N ])1/2/√2)) ≤ 12pE[σ2N ] supj≥1 σ2j .
Thus, we have the following alternative bound in the situation of Theorem 3.5
(without assuming the existence of σˆ2):
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(34) dK
(
L(W ),Laplace(0, (E[σ2N ])1/2/√2)) ≤ CKE[ 1√
N
ξˆN
σˆ3N
]
+
12p
E[σ2N ]
sup
j≥1
σ2j
Note that both, the bound from Theorem 3.5 and (34) reduce to the bound from
Theorem 3.4 in the iid case.
3.2. The Poisson case. In this subsection, we discuss the case that N = Nλ ∼
Poisson(λ) with λ > 0. Note that this implies E[N ] = Var(N) = λ and, hence, by
Remark 2.7 normal approximation of the random sum indexed by N is appropriate,
as λ→∞. Again, we begin with the identically distributed case.
Theorem 3.7. Let X1, X2, . . . be independent and identically distributed random
variables with E[X1] = 0, 0 < σ
2 := E[X21 ] and ξ := E|X1|3 < ∞ and let N ∼
Poisson(λ), λ > 0, be independent of the Xj. Then,
dW
(L(W ), N(0, σ2)) ≤ (CWξ
σ2
+ σ
√
2
pi
) 1√
λ
.
Proof. From Corollary 2.4 (a) we have
dW
(L(W ),L(Z)) ≤ CWξ√
λσ2
and from Proposition 2.6 it follows that
dW
(L(Z), N(0, σ2)) ≤ σ
√
2
pi
1√
λ
.
Hence, the assertion follows from the triangle inequality for dW .

The next result generalizes Theorem 3.7 to non-identically distributed summands.
Theorem 3.8. Let X1, X2, . . . be independent random variables with E[Xj] = 0,
0 < σ2j := E[X
2
j ] and ξj := E|Xj|3 < ∞, j ≥ 1, and let N ∼ Poisson(λ), λ > 0, be
independent of the Xj. Assume that (19) is satisfied. Then, with σˆ
2
n defined by (20)
and with ξˆn defined by (31) it holds that
dW
(L(W ), N(0, σˆ2)) ≤ σˆ
√
2
pi
1√
λ
+
CW√
λ
E
[ ξˆN
σˆ2N
]
+
2e−λ√
λ
∞∑
n=1
λn√
n(n− 1)! min
(
σˆn
∣∣1− σˆ2
σˆ2n
∣∣, σˆ∣∣1− σˆ2n
σˆ2
∣∣) .
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Proof. From Proposition 2.3 (a) it follows that
dW
(L(W ),L(Z)) ≤ CW
µ3/2
E
[ 1
s2N
N∑
j=1
ξj
]
=
CW√
λ
E
[ ξˆN
σˆ2N
]
,
since s2N = λ
−1σˆ2N . From Proposition 2.12 (b) it follows by some minor calculations
that
dW
(L(Z), N(0, σˆ2)) ≤ 2e−λ√
λ
∞∑
n=1
λn√
n(n− 1)! min
(
σˆn
∣∣1− σˆ2
σˆ2n
∣∣, σˆ∣∣1− σˆ2n
σˆ2
∣∣)+ σˆ
√
2
pi
1√
λ
.
Again, the claim follows from the triangle inequality for dW .

3.3. The binomial case. In this subsection we let N = Nm ∼ Binomial(m, p)
where m ≥ 1 is an integer, which is supposed to be large, and p ∈ (0, 1) is considered
fixed. Note that this implies E[N ] = mp and Var(N) = mp(1−p). Thus, by Remark
2.7 normal approximation of the random sum indexed by N is plausible, as m→∞.
As usual, we first state our theorem for identically distributed summands.
Theorem 3.9. Let X1, X2, . . . be independent and identically distributed random
variables with E[X1] = 0, 0 < σ
2 := E[X21 ] and ξ := E|X1|3 < ∞ and let N ∼
Binomial(m, p) be independent of the Xj. Then,
dW
(L(W ), N(0, σ2)) ≤ (CWξ
σ2
+ σ
√
2(1− p)
pi
) 1√
mp
.
Proof. The proof, being completely analogous to that of Theorem 3.7, is omitted.

Remark 3.10. (i) The bound in Theorem 3.9 shows that normal approximation is
appropriate even if p goes to zero as long as mp goes to infinity. This includes
for instance the cases p = pm = cm
−α for some constant c and 0 < α < 1.
(ii) Note that for p = 1 the bound from Theorem 3.9 equals the Berry-Esseen bound
in the Wasserstein distance for a sum of m random variables. This makes sense
since a random variable N ∼ Binomial(m, 1) equals m almost surely.
The next theorem generalizes the last result to the case of not necessarily identi-
cally distributed summands.
Theorem 3.11. Let X1, X2, . . . be independent random variables with E[Xj ] = 0,
0 < σ2j := E[X
2
j ] and ξj := E|Xj|3 < ∞, j ≥ 1, and let N ∼ Binomial(m, p) be
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independent of the Xj. Assume that (19) is satisfied. Then, with σˆ
2
n defined by (20)
and with ξˆn defined by (31) it holds that
dW
(L(W ), N(0, σˆ2)) ≤ (σˆ
√
2(1− p)
pi
+ CWE
[ ξˆN
σˆ2N
]) 1√
mp
+
2√
mp
m∑
n=1
√
n
(
m
n
)
pn(1− p)m−nmin
(
σˆn
∣∣1− σˆ2
σˆ2n
∣∣, σˆ∣∣1− σˆ2n
σˆ2
∣∣) .
Proof. The proof, being completely analogous to that of Theorem 3.8, is omitted.

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