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Abstract –Within the framework of population genetics we consider the evolution of an asexual
haploid population under the effect of a rapidly varying natural selection (microevolution). We
focus on the case in which the environment exerting selection changes stochastically. We derive
the effective genotype and fitness dynamics on the slower time-scales at which the relevant genetic
modifications take place. We find that, despite the fast environmental switches, the population
manages to adapt on the fast time-scales yielding a finite positive contribution to the fitness. How-
ever, such contribution is balanced by the continuous loss in fitness due to the varying selection so
that the statistics of the global fitness can be described neglecting the details of the fast environ-
mental process. The occurrence of adaptation on fast time-scales would be undetectable if one were
to consider only the effective genotype and fitness dynamics on the slow time-scales. We therefore
propose an experimental observable to detect it.
Introduction. – Population genetics studies the evolutionary process of a population
under forces such as mutations, Darwinian selection and the random genetic drift (see [1–3]
for a general exposition). A key intuition for modeling the effects of natural selection is the
concept of fitness of a population in a certain environment which describes the global ability
of the population to reproduce and survive [4]. The different fitness of various genotypes can
be effectively visualized in terms of a fitness landscape [5] which is usually ”climbed” during
the course of evolution. Such climbing is referred to as adaptation. Fisher’s fundamental
theorem of natural selection [6] states that when evolution is subject only to natural selection
in a constant environment, the fitness of a population increases at a positive rate equal to
the variance of the population. Indeed, natural selection, by its very definition, is the force
that favors fitter individuals, pushing towards the genotype configuration which maximizes
the global fitness. When mutations and random drift are relevant, the stochastic nature
of evolution emerges and adaptation becomes a more complex phenomenon. One of the
most widely accepted model for the stochastic description of the evolutionary process is the
Kimura-Ohta equation [7] that we will describe in detail in Eq. (2) below. In most natural
cases the environment in which the population evolves changes in time (see for example
Refs. [12,13,17–22]) and genotypes that were fit under the initial condition may successively
be unfavored by selection. Consider for instance the case of a population of bacteria shaped
by natural selection to metabolize a certain nutrient. If such nutrient is gradually replaced
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Fig. 1: Simulation of the two genotypes dynamics obeying Eq. (2) coupled with an environment
following an Ornstein-Uhlenbeck process (11). The left panels refer to environment changes with a
correlation time: Te = 1000 gen, which is of the same order of the typical time of genotype variation.
The right panels describe the microevolutionary regime with environmental time correlations of
Te = 5 gen. For the chosen parameters significant changes in the genotype frequency occur after
typical times of 100− 1000 generations.
by a different one the metabolism of the bacteria (optimized for the first one) will now be
less efficient and the global fitness of the bacterial population will decrease. At the same
time adaptation to this new environment will start taking place providing a fitness increase.
We can then represent the fitness dynamics as the result of two effects: adaptation driven
by natural selection (analogous to the term appearing in Fisher’s theorem [24]) and fitness
changes due to environmental variations:
d
dt
Fitness = Adaptation + Environmental changes (1)
We will consider the explicit expression for the fitness variation and its quantitative inter-
pretation below (see eq. 4).
The changes brought about by the variability of the environment give a negative contri-
bution countered by adaptation, which is, in general, positive.
In the present work we consider the case in which the time scales of the environmental
changes are much faster than the typical time of evolution of genotype frequencies due
to evolutionary forces. Such scenario is referred to as the microevolutionary limit (see
Fig.1). For the example of the bacteria culture in different growth media, microevolution
corresponds to replacing the nutrients at a much faster rate than the changes in the genetic
structure of the population of bacteria driven by evolution. In particular we focus on the
case in which the dynamics of the environment is a stochastic process itself (as done also in
Refs. [13, 19]). We are then considering a population in a rapidly fluctuating environment
thereby subject to erratic selection. In order to understand our main result let us notice
that if one studies the evolution of the population on long timescales it may seem neutral
because the random contributions of the selection exerted by the succession of environments
tend to cancel off1. However, this apparent neutrality does not mean that the population
1In the discussion we consider the general case in which the stochastic selection may have a non-zero
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has not been subject to selection and that it has not adapted to the environments it has
encountered. In the following we show how to detect and account for this hidden adaptation.
We also study the dynamics of the global fitness of the population in the case in which
the stochastic dynamics of the environment reaches a statistically steady state2. We expect
that, given the statistical stationarity of the environment, after an initial adaptation, the
average of the global fitness is constant in time. To check this intuition and to investigate in
depth the issue we make use of asymptotics techniques [23] to derive the effective evolution
taking place at the relevant slow time scales (much longer than the correlation time of the
environment). We find that the genotype dynamics becomes independent of the specific
environmental state and is governed by the average of the selection coefficient. As expected,
the global fitness is constant but not in a ”static” way. It is rather the sum of two opposite
finite terms that compensate each other: positive adaptation and the change of fitness due
to the variability of the environment which gives negative contributions. The positive term
accounts for the adaptation that has taken place on the fast timescales. It can be traced back
to the fact that, even when the typical fluctuation time during which the environment favors
a specific genotype tends to zero, the population undergoes an infinitesimal adaptation,
which is of the order of the fluctuation time. The number of such infinitesimal positive
contributions in a unit of time increases proportionally to the inverse of the typical time of
fluctuations, so that they constitute a finite additional term. Such mechanism is analogous
to the one recently found for entropy production in stochastic systems with fast and slow
timescales [10,11]. We can give an intuitive picture for the balance of contributions leading
to a constant fitness by considering a runner on a treadmill. The speed of the treadmill
represents the loss in fitness due to the fast environmental changes. In order to maintain a
fixed position (i.e. constant fitness) the runner has to run (i.e adaptation to the environment)
at the same and opposite speed of the treadmill.
In the following sections we will detail the formalism underlying our discussion. We will
present our results using the mathematical model of Kimura-Ohta and give a general exam-
ple. To conclude we will suggest an observable which can provide experimental measures of
the found adaptive behavior.
Fitness and adaptation in a fluctuating environment. – For the sake of clarity we
illustrate the simplest situation considering a haploid population which can switch between
two genotypes: A and B. We denote the frequency of A as x so that the Kimura-Ohta
equation reads:
∂P
∂t
= − ∂
∂x
[(m+ gs)P ] +
1
2N
∂2
∂x2
[gP ] (2)
where time is expressed in generation units. P (x, t) is the probability distribution that,
at time t, the frequency of genotype A is x. m(x) = −µx + ν(1 − x) is the mutation
coefficient, µ and ν are the mutation rates. s(x, y) = fA(x, y) − fB(x, y) is the selection
coefficient, which describes the effect of natural selection and depends on the environmental
state. fA/B(x, y) is the fitness of the genotype A/B. Note that we are considering the fitness
to depend on the environmental state which we denote as y. N is the effective population
size and g(x) = x(1 − x). The global fitness of the population, F (x, y), is defined by the
following relation:
s(x, y) =
∂F (x, y)
∂x
(3)
that is, the function that the natural selection tends to maximize. This identification is
valid when the selective advantage can be expressed in terms of the gradient of a fitness
landscape. We are therefore not taking into account the more involved settings of cyclic
average.
2A statistical steady state of the environment implies that the state of the environment is not fixed but
continually changes in a stochastic manner. However, the probability distribution of the environment is
constant.
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selective advantages discussed for example in Refs. [14–16]. When the selection coefficient
does not depend on the genotype frequencies (frequency independent selection) the global
fitness corresponds (up to an additive constant) to the average population fitness: 〈f〉 =
fA(x, y)x + fB(x, y)(1 − x) (see Ref. [12] for a detailed discussion). We will consider such
instance in the example below. On the contrary, when selection depends on the genotype
frequency the global fitness differs from the average population fitness. In general, F can
be interpreted as the fitness landscape i.e. the quantity that Darwinian selection tends to
maximize. Indeed, its gradient is what sets the direction in which natural selection drives
evolution (see eq. 3). In other words, natural selection pushes towards a set of genotype
frequencies with a higher F . To appreciate this property let us consider an example involving
a frequency dependent selection highlighting the difference with the average fitness. Let us
take the first genotype fitness to be fA(x) = α+1−x, and the second one fB(x) = 1−x with
0 < α < 1. In this case, the first genotype is favored by natural selection, s = fA−fB = α >
0, and increases in number through generations. The global fitness F (x) = αx consistently
grows along this adaptive process in which x increases. On the contrary, the average fitness,
〈f〉 = xfA(x)+(1−x)fB(x) = (α−1)x+1, decreases with the increase of x and is therefore
not suitable for characterizing the adaptation which is taking place.
Let us now study in detail the infinitesimal variation of the global fitness introduced in
eq. (1). It can be written as
dF (Xt, Yt) = s(Xt, Yt) ◦ dXt︸ ︷︷ ︸
adaptation
+
∂F
∂y
◦ dYt︸ ︷︷ ︸
env. changes
(4)
where Xt and Yt are, respectively, the first genotype frequency and the environmental state
at time t, and ”◦” is a Stratonovich product 3. We remark that the dXt is given by the
genotype evolution (following eq. 2) and includes the effects of mutations and genetic drift.
The first term on the right hand side accounts for the changes in fitness caused by changes
in the genotype frequencies. It coincides with the definition of the fitness flux at time t
introduced in Ref. [12]
dφ(t) = s(Xt, Yt) ◦ dXt = ∂F
∂x
◦ dXt (5)
which measures the adaptation driven by natural selection following the intuition used by
Fisher in the derivation of his fundamental theorem [24]. To probe this interpretation
consider the case in which the first genotype has a higher fitness so that the selection
coefficient is positive. If the first genotype frequency grows, the population is adapting to
the environment and we see that this corresponds to a positive fitness flux. A a dis-adaptive
behavior would imply a decrease in the first genotype frequency and consequently a negative
fitness flux. The second term on the right hand side of Eq. (4) accounts for the variation of
fitness at fixed genotype frequency due to changes in the environment. If the population is
well adapted these changes usually reduce the global fitness. The adaptation of a population
to an environment clearly shows a temporal direction and is therefore an irreversible process.
For general stochastic dynamics irreversibility is measured in terms of entropy production
[8, 9]. The authors of Ref. [12] highlighted the connection between population genetics and
out-of-equilibrium stochastic systems by showing that the fitness flux corresponds to the
entropy production in the environment of the stochastic dynamics describing the genotype
evolution. We provide the details in the supplemental material. Such analogy allowed
the authors of Ref. [12] to derive a sort of second law of thermodynamics for population
genetics which they dubbed fitness flux theorem. Just as entropy production, the fitness
flux at the stationary state is, on average, always positive 〈dφ(t)〉 ≥ 0 . This implies that
3For a generic function f(Xt) the Stratonovich product implies the midpoint discretization f(Xt)◦dXt ≡
f(Xt)+f(Xt+τ )
2
(Xt+τ −Xt).
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Fig. 2: Computer simulation of an evolutionary process in microevolution at the stationary state.
The population evolves following the Kimura-Ohta equation (2) for two genotypes under a very fast
fluctuating environment obeying Eq. (11). The parameters of the process are: k = 1, D = 0.01,
N = 104, µ = ν = 10−3, σ = 0.1. Panel A shows four trajectories of the cumulative fitness flux
and its average value with a slope equal to the average fitness flux. Panel B depicts the dynamics
of the fitness variation due to the environmental changes R(t). The slope of the average is the
opposite to the average of the fitness flux, but the statistic of this term is completely different from
the statistic of Φ(t). The average fitness dynamics is shown in panel C and, following Eq. (4) shows
the compensation of the terms in panel A and B. Panel D shows the observable defined in Eq. (9)
computed for parameters: k = 1, D = 1, N = 105, µ = ν = 5 · 10−4, σ = 0.02, Te = k
−1.
the evolutionary process is adaptive and irreversible. The equality holds if and only if the
system is at equilibrium. In this case the system is reversible and the population is not
adapting.
The microevolutionary limit. – In this section we investigate what is the asymptotic
behavior of the genotype and the global fitness dynamics in the limit of a very rapidly
changing environment. In such microevolutionary settings the typical time of environmental
changes (θ = ǫ−1t) is much faster than typical time of genotype frequencies changes due
to evolutionary forces t (See the right panels of fig.1). We seek to determine what is the
effective behavior of the system on the timescale of the genotype frequency change t. We
obtain our results by means of multiple-scale methods (see Ref. [23]) taking the limit ǫ→ 0.
Effective genotype dynamics. We find that the evolution of the genetic structure of a
population in the microevolutionary limit is described by an effective Kimura-Ohta equation
(Eq. 2) where the selection coefficient is given by its average over the possible environments:
s(x) =
∫
dy w(y)s(x, y) (6)
and w(y) is the equilibrium distribution of possible environments. The effective Kimura-
Ohta equation is then independent of the environmental state. This can be intuitively
understood by considering that when the environment changes very rapidly, the genotype
dynamics does not manage to fully react to the natural selection exerted by the current
p-5
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environmental state before the environment changes again. The dynamics is rather affected
by a smeared, net contribution of the succession of environments it encounters. When the
environment is in a statistically stationary state such contribution corresponds to the average
selection of the environments.
Fitness dynamics. At the steady state the average global fitness is constant in time.
As mentioned in the introduction we find that in microevolution this stationarity is achieved
by the compensation of two opposite finite contributions:
d〈F (Xt, Yt)〉 = 〈dφ(t)〉︸ ︷︷ ︸
>0
+ 〈∂F
∂y
◦ dYt〉︸ ︷︷ ︸
〈dR〉<0
= 0 . (7)
Both terms can be shown to be constant at the steady state (see supplemental material)
so that their finite time contributions scale linearly in time as shown in Fig.2. The adaptive
fitness flux term displays an anomalous behavior analogous to that of the entropy production
in stochastic systems with slow and fast scales [10, 11]. In the microevolutionary limit its
average value is always greater than the value that one would obtain by simply using the
definition (5) with the effective dynamics (6). Namely,
〈dφ(t)〉 =
〈
s(Xt) ◦ dXt︸ ︷︷ ︸
dφeff
+ g(Xt)
(
s(Xt)2 − s(Xt)
2
)
dt︸ ︷︷ ︸
dφanom
〉
(8)
where the additional contribution is clearly always positive. In order to understand the
implications of this result, consider the case in which the average selection vanishes i.e.
no specific genotype is favored in the long term. In this case, the effective Kimura-Ohta
equation is not subject to natural selection and we would expect no adaptation. However,
if we compute the limiting value of fitness flux we obtain a finite positive value (see Fig.2)
testifying that adaptation is continuously taking place contrasting the fitness loss due to the
fluctuating environment.
An experimental observable to probe adaptation in microevolution. As we have shown,
in microevolution the trajectories of the genotype frequency follow an effective dynamics
which is independent of the environmental state. Therefore if we want to determine whether
the population evolves in a microevolutionary regime presenting an anomalous adaptation or
in a scenario with a fixed environmental state and a selection coefficient equal to the effective
coefficient it is not sufficient to consider only the trajectories on the slow timescale. In this
section we suggest an experimental observable that captures the trace of the anomalous
behavior of the fitness flux in the microevolutionary limit. When the additional adaptation
is taking place, the following observable:
At(τ) =
1
|τ | 〈g
−1
t (Xt+τ −Xt)2〉 =
1
|τ |
〈
(Xt+τ −Xt)2
Xt(1−Xt)
〉
(9)
presents a linear growth for short times (As shown in figure 2). This follows form the
fact that such quantity is closely related to the fitness flux. Indeed, when mutations are
negligible compared with the selection and the population is large, the slope of A(τ) is equal
to fitness flux rate (see the supplemental material). Therefore computing such observable
allows to discriminate the dynamic balance of adaptation and fitness loss from the static,
non-adapting case. Note that as for the fitness flux once the separation of time scale is large
enough to allow the asymptotic expansion the additional contribution is independent of the
specific environmental correlation time.
p-6
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Example. – To illustrate our findings let us now consider a frequency independent
selection with s(Yt) = σYt so that the global fitness coincides with the average fitness (up
to a constant). When Yt > 0 genotype A is favored by selection whereas Yt < 0 one favors
B. The fitness of the population, then reads
F (x, y) = σxy = fA(y)x + fB(y)(1 − x) + C0 = 〈f〉+ C0 (10)
where C0 = −fB is a term constant in x.
For example we take an environment dynamics described by an Ornstein-Uhlenbeck
process with constant diffusion D and spring constant K (of order 1)
dYt = −ǫ−1KYtdt+ ǫ−1/2
√
2D · dBt (11)
where dBt is a Wiener process and ǫ ≪ 1 is the parameter accounting for the timescale
separation between the environment and the genotype evolution. At the steady state y = 0
and y2 = D/K. This implies that s = 0 and that, consequently, the effective evolution on
the slow timescales seems neutral. Indeed the regular term of the fitness flux 〈φeff 〉 is equal
to zero. However, on the timescale of the environmental variation adaptation is taking place
and this is accounted for by the additional contribution we have derived which in the present
case gives
d〈F (Xt, Yt)〉 = D
K
σ2〈g〉︸ ︷︷ ︸
〈dφ(t)〉
−D
K
σ2〈g〉︸ ︷︷ ︸
〈dR〉
= 0 (12)
showing that the constant fitness average arises from the balance of two finite terms.
Conclusions and discussion. – Population genetics under varying or fluctuating se-
lection has been considered in a number of studies (see for instance Refs. [12, 13, 17–22]).
In particular, the case when the selection that acts on a population changes on timescales
different from the ones of the evolutionary process was also considered in Ref. [18]. There,
the authors analyzed a scenario specular to the one we have studied. They focused on a
very slowly changing environment and found that such slow variation impacts on the fitness
of the population providing a correction term of the order of the environment change rate.
Conversely, we have dealt with the opposite limit and shown that when a population evolves
in a rapidly changing environment its dynamics is governed by the average of the selection
coefficients experienced across the various conditions. If the environment reaches an equilib-
rium the global fitness of the population is then stationary. Such stationarity emerges from a
tug of war between the loss of fitness due to the fast environmental changes and a continuous
adaptation taking place at the fast timescales of the environmental variations. On average
the two contributions scale linearly in time but they exactly compensate yielding a constant
global fitness. They do not depend on the magnitude of timescale separation (provided it
is large enough to allow the asymptotic expansion). Our findings support the idea that in
varying environments a constant population fitness does not imply that no adaptation is
taking place. To further investigate the issue we have suggested an experimental observable
based on genotypic frequencies alone that is able to discriminate the case of adaptive be-
havior at constant fitness from the static non adaptive one. In closing, we note that similar
reasonings have been adopted in more complex and exhaustive studies attempting to recon-
cile the data about the rapid evolution of extant populations with the stasis over long time
periods emerging from fossil records [25]. However, more complete approaches than the one
presented here are needed to settle the issue. Most importantly, one would need to identify
a mechanism for the breaking of stasis and the speciation episodes (which is not present in
our analysis) and to extend the formalism adopted in this paper to account for the influence
of geographical effects on evolution.
Supplemental material. – Here we provide the general derivation of the results
discussed in the main text.
p-7
S. Bo et al.
Genotype dynamics. The Kimura-Ohta equation (2) in the main text describes the
evolution of two genotypes in a population under mutations, random genetic drift, and
natural selection. For the sake of generality we consider here the case of a haploid population
with n possible genotypes, referring to the supporting info of Ref. [12]. A generic genotype
frequency is xα, where α = 1, . . . n, such that xα ≥ 0 and ∑nα=1 xα = 1. Therefore the
dynamics is defined in the space of the n− 1 independent genotype frequencies.
We will use the implicit summation over the n − 1 independent frequencies when the
same coordinate appears in a product as upper and lower index. For example: mαx
α =∑n−1
α=1mαx
α.
We generalize the quantities that we have seen for the two-genotypes equation as follows:
• response coefficient:
gαβ(x) =
{
−xαxβ if α 6= β
xα(1− xα) if α = β (13)
• selection coefficient:
sα(x, t) = fα(x, t) − fn(x, t) (14)
where fα(x, t) is the fitness of the genotype α,
• mutation coefficient:
mα(x) = µˆ
α
βx
β + µαn (15)
where we use the implicit summation over β, µβα is the mutation rate (probability of
mutation per generation) from the genotype α to β and µˆαβ is:
µˆαβ =
{
µαβ − µαn if α 6= β
−∑nγ=1 µγα − µαn if α = β (16)
Then the general Kimura-Ohta equation describing the dynamics of P (x, t), the proba-
bility of a specific configuration of genotype frequencies x = (x1, . . . , xn−1) at time t, reads
as follows:
∂
∂t
P = − ∂
∂xα
((
sβg
αβ(x) +mα
)
P
)
+
1
2N
∂2
∂xαxβ
(
gαβP
)
(17)
where t labels the time in generation units. Note that this formalism can be applied also to
the study of allele frequencies instead of genotype ones. The Kimura-Ohta equation would
then describe the temporal evolution of the n allele frequencies within a population. Of
course we would have to replace the mutation rates among genotypes with the mutation
rates among alleles and the fitness has to refer to the alleles.
Fluctuating environment. In the main text we have discussed the case when the envi-
ronment, in which the population evolves, rapidly changes in time according to a stochastic
process following an Ornstein-Uhlenbeck dynamics. Here we consider a more general process
with the sole assumption that the environment dynamics does admit a stationary equilib-
rium. With the results of Appendix A we can express the general Kimura-Ohta equation (17)
as a stochastic differential equation (SDE) for the n− 1 independent genotype frequencies.
By denoting sα = sβg
αβ the coupled SDEs then read{
dXαt = (s
α(Xt, Yt) +m
α(Xt)) dt+ d
αβ(Xt) · dW βt
dYt = ǫ
−1a(Yt, t)dt+ ǫ
−1/2
√
2D(Yt, t) · dBt
(18)
with
dαγdγβ =
1
N
gαβ (19)
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where α, β = 1, . . . , n− 1 label the genotypes and · denotes the Ito¯ product. dBt and dWαt
are independent Wiener processes: 〈dBt〉 = 〈dWαt 〉 = 〈dBt′ · dWαt 〉 = 0 ∀α, 〈dWαt · dW βt′ 〉 =
dtδ(t − t′)δαβ and 〈dBt · dBt′〉 = δ(t − t′)dt. This system of SDEs corresponds to the
Fokker-Planck equation for the propagator p(x, y, t|x′0, y0, t0), which is the joint probability
distribution for the variables x, y at time t, given the initial condition x0, y0. Making use
of the results shown in the appendix A we obtain
∂tp = −∂α((mα(x) + sα(x, y))p) + 1
2N
∂α∂β(g
αβ(x)p) + ǫ−1
[−∂y(a(y, t)p) + ∂2y(D(y, t)p)]
(20)
Relevant timescales. Let us briefly consider what are the timescales involved in the
evolution process we are considering. The basic unit of time we have chosen is that of a
generation. To explicitly account for the fact that the environment is a fast process we have
introduced the parameter ǫ ≪ 1. By doing so, we can identify the typical environmental
time scale with θ = ǫ−1t. The evolutionary forces act on the genotype frequency with the
following timescales:
• mutations lead to significant changes after about: τm = m(x)−1generations.
• The time scale of the natural selection is: τs = g(x)−1s(x, y)−1 generations.
• The random genetic drift has a typical time of τrgd = g(x)−1N generations.
Assuming that the trajectory spends most of the time away from the fixation (x = 0 or x = 1)
and ignoring multiplicative coefficients, we can conclude that the underlining characteristic
times of genotypes evolution expressed in generation units are:
τm ≃ µ−1 τs ≃ s(x, y)−1 τrgd ≃ N (21)
The typical time of environmental changes are the following:
τ (a)e ≃ ǫa−1 τ (D)e ≃ ǫD−1 (22)
The micro-evolutionary regime refers to the scenario for which the characteristic times
of environmental changes (22) are much shorter than the ones of genotype variations (21).
If we consider the coefficients a and D of the same order of the genotype dynamics ones,
the micro-evolutionary limit corresponds simply to take the limit ǫ → 0. For the reminder
of this section, we will refer to this instance.
It is important to note that the system loses physical meaning when the typical time of
environmental changes is comparable to or lesser than a generation. We therefore have to
consider that T
(a,D)
e ≫ 1 must be satisfied.
Effective genotype dynamics in the micro-evolutionary limit.
As mentioned above, the time scale of the genotype evolution is defined by t = O(1) while
the environment evolves with a time scale equal to θ = ǫ−1t. Micro-evolution corresponds
to the limit of ǫ→ 0 which means that the two timescales are well separated. We intend to
derive the effective genotype dynamics taking place at time t = O(1) by means of asymptotic
techniques (see e.g. [23]). The separation of timescales allows us to write:
∂t → ǫ−1∂θ + ∂t (23)
and suggests to expand the propagator as
p = p(0) + ǫp(1) +O(ǫ2) . (24)
Order ǫ−1.— Substituting these identities in the Fokker-Planck (20), at the lowest order
ǫ−1, we have:
∂θp
(0) = −∂y(a(y, t)p(0)) + ∂2y(D(y, t)p(0)) . (25)
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This equation describes the dynamics at the fast time scale of environmental evolution.
Indeed, the terms dependent on genotype frequencies do not appear. The fast environmental
dynamics relaxes instantly to its equilibrium distribution w(y), which satisfies the following
relations:
− ∂y(a(y, t)w(y)) + ∂2y(D(y, t)w(y)) = 0 (26)∫
dy w(y) = 1 . (27)
Since the relaxation of the environment to the equilibrium distribution is very fast (of
order of ǫ) with respect to the time scale of genotypes evolution, we can write down the
general solution for the propagator at the lowest order in the following way:
p(0)(x, y, t) = ξ(x, t)w(y) (28)
where ξ(x, t) describes the slow dynamics of the genotype frequencies. Note that, at the
lowest order, the two variables x and y are independent.
Order ǫ0.— The Fokker Planck equation at order ǫ0 is(
∂θ + ∂ya(y, t)− ∂2yD(y, t)
)
p(1) = (29)
−∂tp(0) − ∂α
[
(mα(x) + sα(x, y)) p(0)
]
+
1
2N
∂α∂β
[
gαβ(x)p(0)
]
.
Integrating both terms of the equation in dy, one can obtain the solvability condition for
this equation:∫ {
−∂tξ(x, t)− ∂α [(mα(x) + sα(x, y)) ξ(x, t)] + 1
2N
∂α∂β
[
gαβ(x)ξ(x, t)
]}
w(y) dy = 0
and, using the normalization of the equilibrium distribution, one finds the effective Kimura-
Ohta equation:
∂tξ = −∂α
[
(mα(x) + sα(x))ξ
]
+
1
2N
∂α∂β
[
gαβ(x)ξ
]
(30)
that describes the effective dynamics of the genotype frequencies in the limit ǫ → 0. Note
that this is simply equation (17) with the selection coefficient substituted by an effective
one which is independent of the environmental state:
sα(x) =
∫
sα(x, y)w(y) dy . (31)
Irreversibility and adaptation: the fitness flux. As discussed in the main text, the
concept of fitness flux introduced in Ref. [12] provides a clear connection between adaptation
and irreversibility in the stochastic evolution of a population. Namely, the fitness flux is
equivalent to the entropy produced in the environment by the stochastic process describing
the genotype evolution. For a stochastic system the entropy produced along a trajectory is
defined as the log-ratio of the probability of observing the trajectory to the one of observing
the its time reversal [8]:
S
(
x[0,t]
)
= log
P
(
x[0,t]
)
P
(
xT[t,0]
) (32)
where xT[t,0] is the reverse history of x[0,t]. This ratio measures the irreversibility of a certain
path so that if the trajectory is time reversible i.e. P
(
x[0,t]
)
= P
(
xT[t,0]
)
there is no entropy
production S = 0. Jarzynski equality states that
〈e−S(x[0,t])〉 = 1 (33)
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which implies via Jensen inequality 〈St〉 ≥ 0 where 〈〉 denotes the average over trajectories.
For the genotype dynamics described by eq. (18), once the environment has reached its
equilibrium state, entropy production reads [8, 12]:
S = 2N
∫ t
t0
sα(Xτ , Yτ ) ◦ dXατ︸ ︷︷ ︸
dφ(τ)
−∆H (34)
where ∆H(x) = H(tf , xf )−H(t0, x0) and H(x, t) = log
(
P (x,t)
P0(x)
)
. P0(x) is the equilibrium
distribution given by the mutation-drift process in the absence of natural selection. If we
define the cumulative fitness flux of the trajectory x[0,t] as Φ(x) =
∫ t
0
sα(Xτ , Yτ ) ◦ dXατ we
then readily have:
P(xT )
P(x)
= e−2NΦ(x)+∆H(x) (35)
and from the Jarzynski equality we can derive the fitness flux theorem:〈
e−2NΦ(x)+∆H(x)
〉
= 1 . (36)
An immediate consequence is the inequality (obtained with the Jensen’s inequality):
2N〈Φ〉 ≥ 〈∆H〉 (37)
which gives a lower bound for the mean fitness flux for every evolutionary process described
by the Kimura-Ohta equation. Notably, this relation becomes an identity when the evolu-
tionary process is in a state of equilibrium. In this context, the evolution obeys the local
detailed balance, which implies the reversibility of each trajectory:
P(xT ) = P(x) =⇒ 2NΦ(x) = ∆H(x) . (38)
In a stationary state the genotype distribution is constant and the average boundary vanishes
so that we have
〈dφ〉 ≥ 0 . (39)
This relation shows that at the steady state adaptation always occurs and the cumulative
fitness flux always increases, leading to the irreversibility of the evolutionary process.
Fitness flux in the micro-evolutionary limit.
Let us now consider the micro-evolutionary limit of the fitness flux as done in the previous
section for the genotype dynamics (ǫ → 0). The fitness flux in an infinitesimal interval of
time is given by:
dφτ = sα(Xτ , Yτ ) ◦ dXατ (40)
This equation defines the stochastic process for the cumulative fitness flux, such that Φ =∫ t
t0
dφτ .
First of all it is useful to express dφτ with an Ito¯ product instead of a Stratonovich one:
dφτ =
(
sαg
αβ(sβ +mβ) +
gαβ
2N
∂sα
∂xβ
)
dt+ sαd
αβ · dBβτ + o(dt) (41)
The system involving this equation and the ones in (18) is equivalent to the following
Fokker-Planck equation for the propagator q(x, y, φ, t|x0, y0, φ0, t0)
∂q
∂t
= ǫ−1
(
− ∂
∂y
(a q) +
∂2
∂y2
(D q)
)
− ∂
∂xα
(
gαβ(sβ +mβ)q
)
+ (42)
+
1
2N
∂2
∂xα∂xβ
(
gαβq
)− ∂
∂φ
((
sαg
αβ(sβ +mβ) +
gαβ
2N
∂sα
∂xβ
)
q
)
+
+
1
2N
∂2
∂φ2
(
sαsβg
αβq
)
+
1
N
∂2
∂φ∂xα
(
sβg
αβq
)
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which can be verified using the results in the appendix A.
Multi-scale derivation.
As for the genotype dynamics, we take a multi-scale approach. The time scale of genotype
evolution is defined by t = O(1), while environment evolves with time θ = ǫ−1t. Using the
time scales separation, we can write down:
∂t → ǫ−1∂θ + ∂t (43)
q = q(0) + ǫq(1) +O(ǫ2) (44)
Order ǫ−1.—
The Fokker Planck equation (42), at order ǫ−1, reads:
∂θq
(0) = −∂y(a(y, t)q(0)) + ∂2y(D(y, t)q(0)) . (45)
Considering that the environment dynamics rapidly relaxes to its equilibrium distribution
w(y):
− ∂y(a(y, t)w(y)) + ∂2y(D(y, t)w(y)) = 0 (46)∫
dy w(y) = 1 (47)
the general solution for the propagator, at the lowest order, is then:
q(0)(x, y, φ, t) = χ(x, φ, t)w(y) (48)
where χ(x, φ, t) describes the slow dynamics of the genotype frequencies and the fitness flux
in the micro-evolutionary limit.
Order ǫ0.—
At order ǫ0, Eq. (42) reads:(
∂
∂θ
+
∂
∂y
a− ∂
2
∂y2
D
)
q(1) = −∂q
(0)
∂t
− ∂
∂xα
(gαβ(sβ +mβ)q
(0))+
+
1
2N
∂2
∂xα∂xβ
(gαβq(0))− ∂
∂φ
((
sαg
αβ(sβ +mβ) +
gαβ
2N
∂sα
∂xβ
)
q(0)
)
+
+
1
2N
∂2
∂φ2
(sαsβg
αβq(0)) +
1
N
∂2
∂φ∂xα
(sβg
αβq(0))
(49)
Then, we impose the solvability condition:∫
dy
(
−∂q
(0)
∂t
− ∂
∂xα
(
gαβ(sβ +mβ)q
(0)
)
+
1
2N
∂2
∂xα∂xβ
(
gαβq(0)
)
− ∂
∂φ
((
sαg
αβ(sβ +mβ) +
gαβ
2N
∂sα
∂xβ
)
q(0)
)
+
+
1
2N
∂2
∂φ2
(
sαsβg
αβq(0)
)
+
1
N
∂2
∂φ∂xα
(
sβg
αβq(0)
))
= 0
Using q(0) = χ w and the normalization of w(y), one obtains the effective dynamics at
the lowest order:
∂χ
∂t
= − ∂
∂xα
(
gαβ(sβ +mβ)χ
)
+
1
2N
∂2
∂xα∂xβ
(
gαβχ
)−
− ∂
∂φ
((
sαsβg
αβ + sαg
αβmβ +
gαβ
2N
∂sα
∂xβ
)
χ
)
+
1
2N
∂2
∂φ2
(
sαsβg
αβχ
)
+
1
N
∂2
∂φ∂xα
(
sβg
αβχ
)
(50)
p-12
Adaptation and irreversibility in microevolution.
where f denotes the average over the equilibrium distribution of the environment:
f(x, t) =
∫
dy f(x, y, t)w(y) . (51)
Effective fitness flux
The effective Fokker Planck equation (50) on the timescale t = O(1) can be expressed as a
system of SDEs (using the results in the appendix A. The SDE for the variable Xt of course
corresponds to the effective Kimura-Ohta equation (30):
dXαt = g
αβ(sβ +mβ)dt+ d
αβ · dW βt . (52)
The fitness flux reads:
dφt =
(
gαβ(sαsβ − sα sβ) + g
αβ
2N
∂sα
∂xβ
)
dt (53)
+ sα · dXαt +
√
gαβ
N
(sαsβ − sα sβ) · dCt
where dCt is an independent Wiener process, independent of dW
α
t and dYt. Using a
Stratonovich product, the expression becomes:
dφt =
(
gαβ(sαsβ − sα sβ)
)
dt+ sα ◦ dXαt +
√
gαβ
N
(sαsβ − sα sβ) · dCt (54)
Now we can evaluate the cumulative fitness flux of the micro-evolutionary process in a
finite interval of time (Φ =
∫ t
t0
dφτ )
lim
ǫ→0
Φ =
∫ t
t0
gαβ(sαsβ − sα sβ)dt+
∫ t
t0
√
gαβ
N
(sαsβ − sα sβ) · dCt︸ ︷︷ ︸
Φanom
(55)
+
∫ t
t0
sα ◦ dXαt︸ ︷︷ ︸
Φeff
where Φeff stands for the effective cumulative fitness flux and represents the adaptation
generated by the effective genotype dynamics (30). Φanom is the anomalous contribution.
If we consider the average anomalous cumulative fitness flux at the stationary state, the
expression becomes:
lim
ǫ→0
〈Φanom〉 = 〈gαβ(sαsβ − sα sβ)〉(t− t0) (56)
where we can see that it grows linearly in time.
An alternative derivation of the given results can be obtained by adapting the findings
of Ref. [11] concerning entropy production for the current settings exploiting that
Φ(x) =
S −∆H
2N
(57)
and that the boundary terms will not give an anomalous contribution. By applying the
definitions one finds that the anomalous contribution to the fitness flux is the following:
dφanom =
1
2N
dSanom =
1
2N
(
1
2
l(Xt)dt+
√
l(Xt) · dCt
)
(58)
where, for the considered dynamics,
l(x) = 4Ngαβ(sαsβ − sα sβ) (59)
and dCt is a Wiener process.
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Fitness dynamics. Let us now consider the steady state behavior of the global fitness.
From equation (4) in the main text we known that the infinitesimal variation of the global
fitness is given by
dF (Xt, Yt) = s(Xt, Yt) ◦ dXt︸ ︷︷ ︸
dφ(t)
+
∂F
∂y
◦ dYt︸ ︷︷ ︸
dR(t)
. (60)
This relation describes how the fitness changes over time driven by two contributions: the
first term is the fitness flux, which represents the variation of fitness at a fixed environmental
state. As we discussed in the main text it pertains to the adaptation of the population to the
environment. The second term, dR(t), describes the fitness variation due to environmental
changes at a fixed genotype frequency. At the stationary state we expect the average global
fitness to be constant and indeed
d〈F (Xt, Yt)〉 = 〈F (Xt+dt, Yt+dt)〉 − 〈F (Xt, Yt)〉 =
=
∫
dx dy F (x, y)p(x, y, t)−
∫
dx dy F (x, y)p(x, y, t+ dt) = 0
(61)
because the propagator p(x, y, t), at the stationary state is constant in time. Since the
fitness flux is on average always greater than zero the environmental term should to lead to
a compensating decrease of fitness:
〈dφ(t)〉︸ ︷︷ ︸
≥0
dt+ 〈dR(t)〉︸ ︷︷ ︸
≤0
dt = 0 (62)
This relation tells us that a population is always subject to a loss of fitness (i.e. 〈dR〉 ≤
0) because of a changing environment. In this context, a population must adapt itself
continuously to the environment (i.e. 〈dφ〉 ≥ 0) in order to keep a constant average fitness.
Micro-evolutionary limit of global fitness. We know that in the micro-evolutionary limit the
fitness flux dynamics displays an anomalous behavior. We evaluate here the consequences
of such anomaly on the global fitness.
At the stationary state, the regular term of the fitness flux 〈φeff 〉 is equal to zero
because the system is at equilibrium. This is due to the fact that the selection coefficient
is by definition the gradient of the global fitness and the effective selection coefficient is
independent of the environment. Thus, equation (61) becomes:
lim
ǫ→0
d〈F 〉 = 〈dφanom〉 − 〈dR〉 = 0 (63)
and, using the explicit expression of the anomalous fitness flux (56) we obtain that the
average environment term is equal and opposite to the anomalous fitness flux.
This can be readily checked using the explicit expression of dR. For the sake of exempli-
fication we consider the case in which the selection coefficient has a simple linear dependence
on the environment and does not depend on the genotype frequency:
sα(x, y) = σαy (64)
so that the global fitness up to an additive constant reads:
F (x, y) = σαx
αy . (65)
The differential of the mean fitness is then:
d〈F (Xt, Yt)〉 = σα〈Yt ◦ dXαt 〉︸ ︷︷ ︸
〈dφ(t)〉dt
+ σα〈Xαt ◦ dYt〉︸ ︷︷ ︸
〈dR(t)〉dt
(66)
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With the results of the previous section we can evaluate the average value of the fitness
flux in microevolution, which coincides its anomalous part as in eq.(56). In this example we
consider the evolution of the environment (18) to be an Ornstein-Uhlenbeck process with
constant diffusion D and spring constant K
dYt = −ǫ−1KYtdt+ ǫ−1/2
√
2D · dBt (67)
so that y = 0 and y2 = D/K just as Eq. (11) in the main text. This corresponds to setting
a(y) = −Ky in (18). For the chosen selection coefficient (64) the average fitness flux then
reads:
limǫ→0〈dφ〉 = D
K
σα〈gαβ〉σβ . (68)
We are interested in evaluating the mean value of the environmental term, which, con-
sistently, must be equal to the opposite average fitness flux.
It reads as follows:
〈dR(t)〉 = σα〈Xαt ◦ dYt〉 = −ǫ−1Kσα〈Xαt Yt〉dt (69)
where we have substituted dYt with its explicit expression (67) and already put to zero the
noise term which does not contribute to the average.
Let us now focus on the quantity 〈Xαt Yt〉. Its explicit form in microevolution reads:
〈Xαt Yt〉 =
∫
dx dy
(
p(0) + ǫp(1) +O(ǫ2)
)
xαy (70)
where we have used the perturbation series of the propagator in ǫ.
In this example we can obtain implicitly the expression of p(0) and p(1) using the multi
scale method for the coupled system composed by the genotype evolution and the environ-
mental dynamics. Assuming that the environment has reached its equilibrium distribution,
w(y), the Fokker-Planck equation at order ǫ−1 provides an expression for the zero order
propagator:
p(0) = w(y)ξ(x, t) (71)
and since y = 0 we see that the contribution at order ǫ0 vanishes. Making use of Eq.
(29), we can derive the solution for the first order in ǫ of the propagator. Let us denote
the operator y∂yK + D∂
2
y ≡ M † and f(y) = −∂tp(0) − ∂α
[(
mα(x) + yσβg
αβ(x)
)
p(0)
]
+
1
2N ∂α∂β
[
gαβ(x)p(0)
]
so that equation (29) after the initial fast relaxation becomes:
−M †p(1) = f . (72)
We then have that
p(1) = −M †−1f + zero modes of M † . (73)
Note that f can be split as follows:
f(y) = C1w(y) + C2yw(y) (74)
with C1 = −∂tξ(x)−∂αmα(x)ξ(x)+ 12N ∂α∂β
[
gαβ(x)ξ(x)
]
and C2 = −σβ∂αgαβξ(x). Then
−
∫
dy yM †
−1
f = −
∫
dy fM−1y = +
1
K
∫
dy fy =
D
K2
C2 (75)
so that ∫
dx dy
(
p(0) + ǫp(1)
)
xαy = −ǫ D
K2
σβ
∫
dx xα∂γ(g
γβξ) (76)
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and, integrating by parts,
〈Xαt Yt〉 = ǫ
D
K2
σβ〈gαβ〉 (77)
The expression of the response term, using (5.28), is then:
〈dR(t)〉 = −D
K
σασβ〈gαβ〉dt (78)
which is equal and opposite to the anomalous fitness flux (68), showing that, at the stationary
state, the global fitness is constant in time.
Observable for the anomaly. As shown before, when the environment changes very
rapidly compared with the evolution of the genotype frequencies, the genotype dynamics
becomes independent of the environmental state. In this regime, the dynamics is indistin-
guishable from the one of a population which evolves under an constant environment with
selection coefficient equals to s. However, in the case of a quickly changing environment, the
population is adapting much more than a population under a non-fluctuating environment
with apparently the same dynamics. This phenomenon is coded in the anomalous term of
the fitness flux. We intend to find an observable which allows to discriminate these two
cases. Let us consider an example satisfying two simplifying conditions: first the contribu-
tion of mutations is negligible compared to the selection g|s| ≫ m. When the trajectory is
close to a fixation state, the value of g tends to zero. Therefore, for the condition to hold we
need to consider trajectories that are far from the fixation states. The second assumption
is that the environmental fluctuations do not favor, on average, one specific genotype, then
the effective selection coefficient is zero: s = 0. Under these assumptions the average value
of the fitness flux features only the anomalous term (56) which reads
〈dφ〉 = 〈gαβsαsβ〉 . (79)
We introduce the quantity:
O(τ) =
1
|τ | 〈gαβ(X
α
t+τ −Xαt )(Xβt+τ −Xβt )〉 . (80)
As we can see in simulations (fig. 2 in the main text) this observable behaves differently if it
is undergoing microevolution or in the case with a fixed neutral environment. In particular,
when the population evolves in a fluctuating environment, the observable shows a linear
growth for τ → 0 (τ is smaller than the typical time of environmental evolution)
lim
τ→0+
O(τ) ≃ 〈gαβsαsβ〉τ + n 1
N
(81)
This is the key feature of the anomalous adaptation, which is strictly related with the
anomalous term of the fitness flux. If the environment is constant the observable is simply
zero.
Appendix A: From Wiener process to Fokker-Planck equation. In this paragraph we
study how to move from a system of coupled stochastic differential equations to the as-
sociated Fokker Planck equation. Let us consider the system of Ito¯ stochastic differential
equations of variables Xαt and variables Y
i
t :{
dXαt = a(Xt, Yt, t)dt+ σ
αβ(Xt, Yt, t) · dW βt
dY i = b(Xt, Yt, t)dt+ ρ
ij(Xt, Yt, t) · dBjt + ψiα(Xt, Yt, t) · dWαt
(82)
with
σαγσγβ = 2hαβ ρikρkj = 2rij (83)
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where α, β, . . . = 1, . . . , nx; i, j, . . . = 1, . . . , ny. B
i
t and W
α
t are independent Wiener
processes. Note that we have assumed that the equation for dY it has a stochastic term
(ψiα(Xt, Yt, t) · dWαt ) dependent on the Wiener process in the equation for Xt. Our aim
is to deduce the Fokker Planck equation associated with this system, which describes the
temporal evolution of the propagator p(x,y, t|x0,y0, t0).
Consider an arbitrary function defined along a trajectory f(x,y, t), its average value at
time t is:
〈f(x,y, t)〉 =
∫
dx dy f(x,y, t)p(x,y, t|x0,y0, t0) (84)
then, we move from a continuous to a discrete-time description. The Wiener process is
defined as: ∆Wt =
√
∆t ωt, where ωt is a Gaussian variable with 〈ωt〉 = 0 and 〈ω2t 〉 = 1.
The differential of the average value of f is
∆〈f〉 = 〈∂f
∂t
〉∆t+ 〈 ∂f
∂xα
∆xα〉+ 〈 ∂f
∂yi
∆yi〉+ 1
2
〈 ∂
2f
∂xα∂xβ
∆xα∆xβ〉
+
1
2
〈 ∂
2f
∂yi∂yj
∆yi∆yj〉+ 〈 ∂
2f
∂xα∂yi
∆xα∆yi〉 . (85)
Now we substitute the explicit expressions of the processes ∆xα and ∆yi. For example,
the second term on the RHS reads:
〈 ∂f
∂xα
∆xα〉 = 〈 ∂f
∂xα
(aα(Xt, Yt, t)∆t+ σ
αβ(Xt, Yt, t)
√
∆tωβt )〉 (86)
= 〈aα ∂f
∂xα
〉∆t+ 〈σαβ〉〈ωβt 〉
√
∆t = 〈aα ∂f
∂xα
〉∆t
where, thanks to the non-anticipative discretization, σαβ(Xt, Yt, t) is independent of ω
β
t .
After a few algebraic calculations, the final expression is:
∆〈f〉 = 〈∂f
∂t
+ aα
∂f
∂xα
+ bi
∂f
∂yi
+ hαβ
∂2f
∂xα∂xβ
(87)
+ (rij +
1
2
ψiαψjα)
∂2f
∂yi∂yj
+ σαβψiβ
∂2f
∂xα∂yi
〉∆t+ o(∆t) .
Using the definition of the average value (84), one has:
d〈f〉
dt
= 〈∂f
∂t
〉+
∫
dx dy f
∂p
∂t
(88)
and, using (86), one obtains:
d〈f〉
dt
= 〈∂f
∂t
〉+
∫
dx dy p
(
aα
∂f
∂xα
+ bi
∂f
∂yi
+ hαβ
∂2f
∂xα∂xβ
(89)
+(rij +
1
2
ψiαψjα)
∂2f
∂yi∂yj
+ σαβψiβ
∂2f
∂xα∂yi
)
.
These two expressions imply that:∫
dx dy f
∂p
∂t
− p
(
aα
∂f
∂xα
+ bi
∂f
∂yi
+ hαβ
∂2f
∂xα∂xβ
(90)
+ (rij +
1
2
ψiαψjα)
∂2f
∂yi∂yj
+ σαβψiβ
∂2f
∂xα∂yi
)
= 0
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and, integrating by parts, the expression becomes (we choose the arbitrary function f such
that the boundary terms are zero):∫
dx dy f
(
∂p
∂t
+
∂
∂xα
(paα) +
∂
∂yi
(pbi)− ∂
2
∂xα∂xβ
(phαβ) (91)
− ∂
2
∂yi∂yj
(p(rij +
1
2
ψiαψjα))− ∂
2
∂xα∂yi
(pσαβψiβ)
)
= 0 .
This expression implies that the integrand is zero and that finally leads to the Fokker
Planck equation associated with the system (A.1), which describes the evolution of the
propagator p(x,y, t|x0,y0, t0):
∂p
∂t
= − ∂
∂xα
(paα)− ∂
∂yi
(pbi) +
∂2
∂xα∂xβ
(phαβ) (92)
+
∂2
∂yi∂yj
(p(rij +
1
2
ψiαψjα)) +
∂2
∂xα∂yi
(pσαβψiβ) .
∗ ∗ ∗
SB acknowledges ICTP for hospitality.
REFERENCES
[1] Hartl D.L. and Clark A.G., Principles of population genetics. Vol. 116. Sunderland: Sinauer
associates, 1997.
[2] Gillespie, J.H. Population genetics: a concise guide. JHU Press, 2010.
[3] Blythe R.A. and McKane A.J. ”Stochastic models of evolution in genetics, ecology and linguis-
tics.” Journal of Statistical Mechanics: Theory and Experiment 2007.07 (2007): P07018.
[4] Haldane J.B.S., ”A mathematical theory of natural and artificial selection.” Mathematical Pro-
ceedings of the Cambridge Philosophical Society. Vol. 23. No. 05. Cambridge University Press,
1927.
[5] Wright S. ”The roles of mutation, inbreeding crossbreeding and selection in evolution.” Proceed-
ings of the Sixth International Congress on Genetics pp 356366. (1932).
[6] Fisher R.A. The Genetical Theory of Natural Selection: A Complete Variorum Edition, ed
Bennet H (Oxford University Press, Oxford, UK) (2000).
[7] Kimura M. Diffusion models in population genetics J. Appl. Prob. 1, 177 (1964).
[8] Chetrite R. and Gawe¸dzki K. Fluctuation relations for diffusion processes. Commun. Math.
Phys. 282, 469518 (2008).
[9] Seifert U. Rep. Prog. Phys. 75, 126001 (2012).
[10] Celani A. , Bo S. , Eichhorn R. and Aurell E. Anomalous thermodynamics at the microscale.
Phys. Rev. Lett., 109 (26), 260603 (2012).
[11] Bo S., and Celani A. ”Entropy Production in Stochastic Systems with Fast and Slow Time-
Scales.” Journal of Statistical Physics 154.5 (2014): 1325-1351.
[12] Mustonen, V., and La¨ssig M. ”Fitness flux and ubiquity of adaptive evolution.” Proceedings of
the National Academy of Sciences 107.9 (2010): 4248-4253.
[13] Mustonen, V. and La¨ssig M. ”Molecular evolution under fitness fluctuations.” Physical review
letters 100.10 (2008): 108101.
[14] Kerr B., Riley M.A,, Feldman M.W., Bohannan B.J.M. Local dispersal promotes biodiversity
in a real-life game of rock-paper-scissors. Nature 418:171174. (2002)
[15] Sinervo B., Lively C.M. The rock paper scissors game and the evolution of alternative male
strategies. Nature 380:240243. (1996)
[16] Reichenbach T, Mobilia M, and Frey E. ”Mobility promotes and jeopardizes biodiversity in
rockpaperscissors games.” Nature 448.7157 1046-1049 (2007).
[17] Otwinowski J., Tanase-Nicola S., and Nemenman I. ”Speeding up evolutionary search by small
fitness fluctuations.” Journal of statistical physics 144.2 (2011): 367-378.
p-18
Adaptation and irreversibility in microevolution.
[18] Tanase-Nicola S. and Nemenman I. ”Fitness in time-dependent environments includes a geo-
metric phase contribution.” Journal of the Royal Society, Interface/the Royal Society 9.71 (2012):
1354-1362.
[19] Peischl S. and Kirkpatrick M. ”Establishment of new mutations in changing environments.”
Genetics 191.3 (2012): 895-906.
[20] Rivoire O. and Leibler S., A model for the generation and transmission of variations in evolu-
tion.” Proceedings of the National Academy of Sciences 111.19 (2014): E1940-E1949.
[21] Held T., Nourmohammad A. and La¨ssig M. ”Adaptive evolution of molecular phenotypes.”
arXiv preprint arXiv:1403.1803 (2014).
[22] Bell, G. Fluctuating selection: the perpetual renewal of adaptation in variable environments.
Philosophical Transactions of the Royal Society B: Biological Sciences, 365(1537), 87-97. (2010).
[23] Pavliotis G.A. and Stuart A.M. Multiscale methods: averaging and homogenization Springer
(2007)
[24] Price G.R. ’Fisher’s fundamental theorem made clear’. Ann Hum Genet Lond 36: 129140
(1972)
[25] Eldredge N., Thompson J.N., Brakefield P.M., Gavrilets S., Jablonski D., Jackson, J.B., Lenski
R.E., Lieberman B.S., McPeek M.A. and Miller III, W. ’The dynamics of evolutionary stasis.’
Paleobiology, 31(sp5), 133-145. (2005).
p-19
