Boundary conditions play an important role in the ADHMN construction of BPS monopole solutions. In this paper we show how different types of boundary conditions can be related to each other by removing monopoles to spatial infinity. In particular, we use this method to show how the jumping data naturally emerge. The results can be interpreted in the D-brane picture and provide a better understanding of the derivation of the ADHMN construction from D-branes. We comment briefly on the cases with non-Abelian unbroken symmetry and massless monopoles. *
I. INTRODUCTION
The Atiyah-Drinfeld-Hitchin-Manin-Nahm (ADHMN) construction [1, 2] is a powerful method for constructing the Bogomol'nyi-Prasad-Sommerfield (BPS) [3] magnetic monopole solutions in Yang-Mills-Higgs theory. In this method, the problem of solving the BPS equations for gauge and Higgs fields in three-dimensional space is reduced to that of solving ordinary differential equations for a triplet of Hermitian matrices T a , called the Nahm data, that are functions of a single variable t. We will consider the case of an SU(N) theory maximally broken to [U (1) 
N −1 by an adjoint Higgs field with asymptotic form diag(t 1 , t 2 , . . . , t N ), where t 1 < t 2 < · · · < t N and t i = 0. There are N −1 species of "fundamental monopoles" [4] , each carrying a single unit of one of the topological charges. The T a are defined on t 1 ≤ t ≤ t N . On the interval t i < t < t i+1 , they are (m i × m i )-dimensional, where the m i give the numbers of the various fundamental monopoles. We will denote this system as (m 1 , m 2 , . . . , m N −1 ). The boundary conditions are important in this construction. For example, in SU(2) where we have only one interval (t 1 , t 2 ), the Nahm data must have poles at the boundaries t = t 1 and t = t 2 . For SU(N), where there are N − 1 intervals, the boundary conditions at t i depend on the numbers of fundamental monopoles on either side of this boundary. When the numbers are unequal, the boundary conditions are a generalization of those in SU (2) case. There is an additional element if m i = m i+1 for some i. In this case we also have "jumping data", consisting of a 2m i -component vector a i located at the boundary t = t i .
While the constructions for the cases with or without jumping data are different, the following intuitive physical picture suggests that there must be a connection between them.
Suppose we consider a solution with m i > m i+1 . We can gradually deform the solution by removing the extra fundamental monopoles to spatial infinity, so that the number of fundamental monopoles in (t i , t i+1 ) becomes equal to m i+1 . We will study in this paper how the jumping data appear in this process.
More generally, we will show how the ADHMN construction for magnetic charge (m 1 , . . . , m i , . . . , m N +1 ) goes over to a "reduced" ADHMN construction for charge (m 1 , . . . , m i − 1, . . . , m N +1 ) when one of the fundamental monopoles is taken to spatial infinity.
There is a D-brane interpretation of this construction [5, 6, 7, 8, 9] . In this picture the monopoles are D-strings ending on D3 branes [10, 11] , t parameterizes the direction parallel to the D-strings, the t i are the places where the D3 branes are located and the Nahm data T a (t) describe the positions and interactions of the various D-string segments. When the gauge symmetry is maximally broken, this configuration can be thought of as a superposition
The second step is to solve the construction equation 2) where the σ a are the Pauli matrices, the v p are 2m-component vectors and p labels the linearly independent solutions. We note that the v p depend on the spatial position r, while the Nahm data T a do not; this r dependence will often not be explicitly indicated. As we will see shortly, in the SU(2) case there are two linearly independent v p . We normalize these so that
In the third step we obtain the monopole gauge and Higgs fields satisfying the self-dual BPS equations. If we assemble all the independent normalizable solutions into a 2m i × 2 matrix v, then
The linearly independent solutions of the construction equation, Eq. (2.2), can be counted as follows: At each boundary, due to the irreducible SU(2)-valued residue of the Nahm data, one can show [13] that of the 2m solutions near each boundary, m + 1 behave as |t − t end | (m−1)/2 , while the other m − 1 behave as |t − t end | −(m+1)/2 and are thus non-normalizable.
Matching the m+1 normalizable solutions from the left boundary and the m+1 normalizable solutions from the right in the middle of the interval imposes 2m constraints, because these vectors are 2m-dimensional. This leaves two independent normalizable solutions and thus give the SU(2) fields in Eq. (2.4) . (Although the case m = 1 has no poles, the counting is the same.) For the general SU(N) case with asymptotic Higgs field diag(t 1 , t 2 , ..., t N ), the gauge symmetry is broken to [U (1) ] N −1 . Each U(1) factor is associated with a fundamental monopole that can be obtained by embedding the unit SU(2) monopole. On the interval (t i , t i+1 ) the Nahm data are m i ×m i matrices T i a obeying Eq. (2.1). These define a construction equation for 2m i -component vectors v i p . The boundary conditions at t 1 and t N are the same as for SU (2) . At the other boundaries, the boundary conditions depend on the number of fundamental monopoles on either side of the boundary.
The m i = m i+1 case is a generalization of the SU(2) case. We first assume m i ≡ m i+1 + k > m i+1 . Near the boundary t − i+1 , the T i a take the form
where S a (t i+1 ) = T i+1 a (t i+1 ), and the J (k) a are k-dimensional irreducible representations of SU (2) . For the solutions of Eq. (2.2), the upper 2m i+1 components of v i p from (t i , t i+1 ) are continuous across the boundary, connecting with the 2m i+1 -component solutions from (t i+1 , t i+2 ). The other 2k components of v i p from (t i , t i+1 ) are finite and terminate at the boundary. The case m i < m i+1 is completely analogous.
In the case of m i = m i+1 , the T i a are discontinuous at the boundary t i+1 . These discontinuities are described by an extra term involving 2m i+1 -dimensional row vectors a i+1 rα , where α = 1, 2 are spinor indices and r = 1, ..., m i+1 :
[For simplicity we have dropped the superscript (i+1) on a.] The trace in the last equality is over the two-dimensional spinor indices α of a and the Pauli matrices σ a . Correspondingly, the solutions of the construction equations are also discontinuous at the boundary, with
where the S i+1 are complex numbers.
We can count the number of linearly independent normalizable solutions of the construction equations by a method similar to that for the SU(2) case. In the k = 0 case, it is important to note that there is an additional degree of freedom from the vector a i † S i in Eq. (2.7) when we connect the solutions from both side of the boundary. The final result is always N. If we assemble the S i p into an N-component row vector S i , the normalization condition Eq. (2.3) becomes
In these equations the sum over i is restricted to the boundaries with m i−1 = m i .
III. THE SU(2) EXAMPLE
We first study the simplest example, that of SU(2) broken to U(1), which does not involve the appearance or disappearance of the jumping data. Parameter counting and other analyses [14] suggest that in this case if all the monopoles are separated much further than their core sizes, the solution can be approximated as a superposition of many unit monopoles.
Let us assume that we have k unit monopoles. The Nahm data for this system are k × k Hermitian matrices T a on the interval (t 1 , t 2 ). We want to show that by removing one unit monopole, the k dimensional ADHMN construction effectively becomes that for k − 1 monopoles. Doing this is also an explicit demonstration of the above mentioned superposition picture. We assume that k − 1 of the monopoles, as well as the position r where we probe the fields, are located within a region of size l, and that the kth monopole is removed by a distance D ≫ l, which without loss of generality we can take to be along the z-axis.
The Nahm data have poles near the boundaries. This requires
in the region (t 2 − 1/D, t 2 ), and
Away from the boundaries, moving one fundamental monopole faraway makes one of the eigenvalues in the Nahm data T a much larger than the others. Therefore the Nahm data in the middle of the interval can be put into the form
do not have to be the same representation, although they will of course be unitarily equivalent.
where the M a are (k − 1) × (k − 1) dimensional Hermitian matrices with entries that are O(l), the A † a are k − 1 dimensional vectors that are at most O( √ lD), and
It is useful to note that a unitary transformation T a → UT a U † with
[In Eq. (3.5) we have omitted terms that vanish when D → ∞.] By making use of such a transformation, we can always subtract a t-independent constant from A 3 . We will use this freedom to make A[(t 1 + t 2 )/2] vanish, up to exponentially small terms.
In the following we will show that, in this case, the A a terms are effectively negligible and that the M a obey the Nahm equations for the k − 1 monopole problem. For r ∼ O(l), the fields derived from M a using Eq. (2.4) approximate those derived from T a .
We define
The Nahm equations separate into the following equations:
We first consider the middle of the interval, away from the boundaries, where the M a are O(l). Equation (3.9) gives 14) where the coefficient C is t-independent. Matching this behavior to the pole region at t ≈ t 2 − 1/D requires that C = O(D). Consequently, Eq. (3.9) gives 15) where the coefficient C 3 is O(l). Equation (3.8) then implieŝ
17) To see what happens to the construction equation, we decompose 20) where w is a 2m-dimensional vector and z is 2-dimensional. The construction equation then
In the interval (t 1 + t D , t 2 − t D ) the w and z components are decoupled, since the contributions to them from the cross terms in Eqs. (3.21) and (3.22) are negligible due to the exponential smallness of the A a . There are three types of solutions. The first two types are associated with the reduced Nahm data M a . One is of the form
where v i is a normalizable solution of the (k − 1)-monopole construction equation formed from the M a , and the dots represent exponentially small terms. Next are solutions of the form
where the u j are non-normalizable solutions of the construction equation formed from the M a . These behave as |t−t end | −k/2 at least near one boundary. Finally, there are two solutions of the form
where z ± = e ±Dt η ± and σ 3 η ± = ∓η ± , and higher order exponential terms are ignored. As we can see, these are concentrated near the boundaries. We normalize the v i so that 
IV. THE POLE BEHAVIOR
In this and the next section, we describe how the boundary conditions in the ADHMN construction change when a monopole is removed to spatial infinity. We will concentrate on the case of SU (3) with magnetic charge (m + k, m), focusing on the boundary between the intervals (t 1 , t 2 ) and (t 2 , t 3 ); the extension to larger unitary groups is straightforward. We write the (m + k) × (m + k) Hermitian matrices on the left of t 2 as T We first study the two simpler cases where no jumping data is involved. These are the case k > 1 (in Sec. IV A) and the case k < 0 (in Sec. IV B). In the next section we study how removing a monopole leads to the appearance (for k = 1) and disappearance (for k = 0) of jumping data. 
where the
We want to show that this is equivalent to the reduced (m + k − 1, m) problem whose Nahm data T L a,red have poles in the boundary region (−1/l, 0) of the form
We write the Nahm data in the left interval as
where in the second equality we have separated the (m + k − 1)-dimensional M a into blocks of dimension m and (k − 1).
The same arguments as in the SU(2) case show that away from the boundary, the A a and A † a are negligible and the M a obey the (m + k − 1)-monopole Nahm equations. so that they can continuously connect to the T R a in the next interval. In Appendix A we show that the transition of the poles in the T L a is similar to the SU(2) case. In terms of the regions shown in Fig.1 , we have
The discussion of the construction equation is similar to the SU(2) case and included in Appendix A. 4) where the N
Here both T In terms of the regions shown in Fig. 2 , the transition of the pole behavior is
The block-diagonal form in region L can be obtained by the unitary transformation Eq. (3.4), as before. We now also do a corresponding unitary transformation
maintaining the boundary condition at t = 0.
As in the previous case, the construction equation on the left interval (t 1 , 0) has a solution v + localized near t = 0. On the right interval, there is a solution v R that behaves as It is easier to analyze the Nahm equation when they are block-diagonalized in the middle of the interval. Using the same arguments as in Sec. III, we first do a unitary transformation to subtract an additive constant from A 3 . We will denote the matrices after this transformation with an extra prime. Two of the decomposed Nahm equation become
3)
The exponential dependence of A in Eq. (3.14) can now be extended all the way to the boundary t = 0. This is because, unlike the SU(2) case in Sec. III, we no longer have poles at the boundary. The M a are required to continuously connect to the matrices on the right interval and are always O(l). We then have
where the t-independentÃ 1,2 are O( √ l) and related bỹ 
The shift caused by this unitary transformation is no longer negligible, as it was in Secs. III and IV. From Eq. (3.5), it is
The factor of 1/2 arises because of the difference in the orders of magnitude ofÃ a between here and Sec. III. 8 The A 3 cannot be bigger than O( √ lD), since otherwise it would cause the M a to vary too much near the boundary t = 0, as we will see from Eq. (5.10).
From Eq. (5.2) and the forms of the A a , we can see that within (−t D /2, 0) the M a are rapidly varying,
In the following we will see that for the effective construction problem the discontinuity in the Nahm data at the boundary is
where
is the boundary value of the Nahm data T R a at t = 0. Because, as we will show, the rapid variation of M ′ a in the infinitesimally small region (−t D /2, 0) has only negligible effects on the construction solutions in the large
is effectively the boundary value of the left side Nahm data in the reduced problem.
To see this, we need to look at the solutions of the construction equation. As with the Nahm equations, it is easier to study the solutions using the block-diagonalized form of the Nahm data T ′ a obtained by the unitary transformation. We decompose the corresponding construction solution as 
It is clear from Eqs. (5.4) and (5.6) that in the middle of the interval (i.e., t < −t D /2) w ′ and z ′ are decoupled. In the following we will consider two types of decoupled solutions.
We will start in the middle of the interval and then study their behavior near the boundary.
For the first type, neglecting the terms which vanish as D → ∞, we have only the w 
where S is t-independent. To get the boundary behavior of the w ′ component, we plug this into Eq. (5.13) and obtain
where we assumed the large D limit and defined
Thus, this zero-mode is
In contrast with the localized solutions studied in the previous cases, the lower two components of v ′ jump terminate at t = 0 and need not satisfy any boundary conditions. Hence, in this case v ′ jump gives a linearly independent solution that is concentrated within an interval of width 1/D adjacent to the boundary. In the D → ∞ limit, it is orthogonal to the other solutions and has norm S † S. Note that while the w ′ components are of order l/D smaller than z ′ , they are O(l) at the boundary and cannot be neglected.
To get the general solution of the original problem, we must do an inverse unitary 
At the boundary the upper components obey w jump (0) = −Sa † , where
This satisfies 
This is just the discontinuity expected from Eq. (2.7). As noted above, the inner products containing v jump are dominated by the z components. These produce the second terms on the right hand sides of Eqs. (2.8) and (2.9).
(In the above discussion, we have mainly concentrated on the region around the middle boundary t = 0. While boundary conditions at other boundaries may eliminate some of the other solutions, they cannot eliminate v jump , because it is localized at t = 0.) A general solution of the construction equation is a linear combination of these two types of solutions. In the D → ∞ limit, the contribution of the first type to the upper components is continuous, while that from the second type has a discontinuity of the form of Eq. (5.24).
Only the second type of solution has nonzero lower components, and their only effects are to give contributions to the normalization and field integrals that are quadratic in S. In the reduced problem, the jumping data is part of the Nahm data. It is interesting to note that, although the jumping data arise from a localized solution of the construction equation of the original problem, they are given, through Eq. (5.22), by the off-diagonal elements A a of the original Nahm matrices.
B. k = 0: Disappearance of the jumping data
In this subsection, we start with an (m, m) monopole configuration that has jumping data. We again consider the limit where one of the (1, 0) monopoles is displaced by a distance D ≫ l along the z-axis. Using the same arguments and notation as in Sec. V A, we find that the original Nahm data T L a generically take the form
Evaluating this at the boundary t = 0, we get
where theÃ a are O( √ l). We write the jumping data as numbers. In this notation, the discontinuities of the Nahm data, Eq. (2.6), are
27)
Since all elements of the T 
where an arbitrary phase can be absorbed in the redefinition. Using the constraint from Eq. (5.5), we find from the off-diagonal blocks in Eqs. (5.25) and (5.27) that
These results imply that the discontinuities in the upper-left (m − 1) × (m − 1) matrices in Eq. (5.27) can be written as
As before, by means of a unitary transformation we can make the T L a block diagonal away from the boundary and then define (m − 1) × (m − 1) Nahm dataM a . The effective difference between theM a and the M a at the boundary is exactly −1 times the quantity in Eq. (5.31), as we saw in Eq. (5.11). Thus, by using theM a and the T R a , the jumping data effectively disappear in the large D limit.
As in Sec. V A, all but one of the solutions of the construction equation have upper components w that solve the construction equation associated withM a and lower components z that are negligible. The remaining solution is localized near t = 0 and is of the form
where N is constant and we have only indicated the order of the magnitude of the first 2m − 2 components. From the jumping data in Eqs. (5.29) and (5.30), we see that the discontinuities in the construction equation solutions at t = 0 must be of the form
where the notation is the same as in Eq. (5.32). In order to connect properly to the solutions on the right interval, both N and S have to be proportional to 1/ √ D. Hence, neither the localized solution nor the jumping data contribute to the normalization or field integrals in the D → ∞ limit. Furthermore, in this limit the upper 2m − 2 components of the solutions become continuous at the boundary. Thus, the fields become the same as in the (m − 1, m) construction.
VI. AN EXPLICIT SU(3) EXAMPLE
We illustrate the results of Sec. IV and V by an example with SU(3) broken to U(1) × U(1) with asymptotic Higgs field Φ = diag(t 1 , t 2 , t 3 ). We consider the (2, 1) monopole solution, whose explicit Nahm data are available. This example has been discussed in detail in [15] . Here we will be interested in the limit where one fundamental (1, 0) monopole is removed. We will choose the coordinates so that one (1, 0) monopole is at the origin and the other (1, 0) monopole is a distance D away on the z-axis. The (0, 1) monopole is at a distance of order l from the origin.
The Nahm data in the right interval (t 2 , t 3 ) are simply real numbers that give the coordinates of the (0, 1) fundamental monopole. The boundary condition requires these constants to be equal to the boundary values of the 11-elements of the 2 × 2-dimensional Nahm data defined in the left interval (t 1 , t 2 ). If all three monopoles are collinear, 9 then up to spatial rotations and translations the Nahm data in (t 1 , t 2 ) are [16] 
for a = 1, 2, 3, where the σ a are Pauli matrices. The analytic functions f a are
,
Here sn k , cn k and dn k are the Jacobi elliptic functions and K(k) is the complete elliptic integral of the first kind. The f a have poles at t 1 and
In general, the relations between the parameters k and D and the physical quantities are complicated. They become simple when k → 1 in the large D limit. Within the pole region
Away from this region, t − t 1 ≫ 1/D, we can use the approximation The expressions in the region t > (t 1 + t * )/2 can be related to those in t < (t 1 + t * )/2 by
In particular, the upper-left element of T L 3 has to be O(l) at t = t 2 . Then we have Away from the boundaries, the Nahm data is approximately diagonal, with
This corresponds to two widely separated (1, 0) monopoles, with one at the origin and the other at D on the z-axis.
Eq. (5.14) gives two solutions localized near a boundary, with lower components
The second one is localized near t 2 . Substituting this into Eq. (5.13) gives
Although this has a nonzero value only at the boundary in the D → ∞ limit, it provides an extra degree of freedom for connecting the solutions from the two intervals. Evaluating Eq. (6.10) at the boundary t 2 gives the jumping data a † , with the correct jump
So far we have restricted ourselves to the case where all three monopoles are collinear.
We now relax this restriction. Without loss of generality, we can rotate the system so that the (1, 0) monopoles are on the z-axis while the (0, 1) monopole is in the xz plane at (x, 0, z).
To obtain the Nahm data for this solution, we perform a unitary transformation using
on the previous Nahm data, with
This unitary transformation rotates the 11-elements at t 2 (i.e. the position of the (0, 1) monopole) along an ellipsoid with foci (0, 0, 0) and (0, 0, D) on the z-axis [17] . The Nahm data after the transformation are (in the D → ∞ limit)
These are examples of Eqs. (5.7) and (5.8). This transformation changes Eq. (6.10) to
14)
again giving the correct jumps ∆T 1 = x, ∆T 2 = 0, ∆T 3 = z.
VII. THE D-BRANE PICTURE
As mentioned in the introduction, in the D-brane picture the monopoles are D-strings stretching between adjacent D3-branes. From the perspective of the D3-brane, the endpoints of the D-strings are magnetic sources that generate magnetic flux in the three spatial directions on the D3-brane.
We denote the spatial distance on the D3-brane as r and the Higgs field as Φ. The Higgs field of the D3-brane describes its transverse fluctuations (which we denote ast ) up to a factor of 2πl (For this section, we have restored the factors of e, with r a → er a , T a → eT a .) This formula is valid if r is bigger than the monopole separation scale l and the monopole core size. On the other hand, there is a dual description of the above phenomena from the perspective of the D-strings [18] . As we have seen in the ADHMN construction, the k = 0 case corresponds to situations where the Nahm data on the two sides of the boundary have different dimensions. In this case (for |k| > 1), we have poles emerging at the boundary. Since the Nahm data give the transverse fluctuations of the D-strings, these poles, with k-dimensional irreducible SU(2)-valued residues, means that these D-strings are no longer distinct from each other near the D3-branes. They form a noncommutative two-sphere [19] and have an overall funnel-like geometry. The radius of this two-sphere is naturally defined as
In the pole region |t| < 2πl 2 s /el we have
(k 2 − 1)I k has been used.
Noticing that the three transverse directions of the D-strings are the same as the three spatial directions on the D3-brane, we can then identify R in Eq. (7.3) with r in Eq. (7.1). These two dual descriptions, Eq. (7.1) and Eq. (7.3), of the brane junction agree well for large k. This can be explained as follows [18] . This junction can be described by the nonAbelian world-volume Born-Infeld actions of the D3-branes and D-strings. This will give, respectively, the BPS monopole equation on the D3-branes and the Nahm equation on the D-string. The regions of validity of these two descriptions are restricted to the region where the effect of a derivative on the fields is less than a factor of 1/l s , so that the higher order string corrections to the Born-Infeld actions can be ignored. This means r ≫ l s in Eq. (7.1) and |t| ≫ l s in Eq. (7.3). These regions overlap when |k| ≫ 1. In terms oft, the overlapping region is l s ≪ |t| ≪ kπl s /e. This overlapping region extends into the pole region of the Nahm data if e < 2πl s /l. This is consistent with the weak electric coupling limit where the monopole description makes sense. Now the transitions of the poles in Sec. IV can be interpreted in this D-brane picture. For the k > 1 case, we only see a k − 1 net magnetic charge in the spatial region l ≪ r ≪ D on the D3-brane. In the dual description on the D-strings, this corresponds to the (k − 1)-dimensional poles in the boundary region |t| ≪ 1/el. If we move far away, to the spatial region r ≫ D, we start to see the charge of the removed monopole. In the dual description, this corresponds to the higher dimensional poles within the boundary region |t| ≪ 1/eD.
The k < 0 case is similar, except now the removed monopole cancels one unit of magnetic charge. These two cases are sketched in Fig. 3 .
We also notice that in these two cases the distant D-string segment interacts predominantly with the noncommutative two-sphere part of the D-strings that contribute to the net magnetic charge on the D3-brane. These string excitations are described by the poles in the a power of t and vanish at the boundary t = 0. For the k < 0 case, the interactions are described by the A a in Sec. IV B, which are at most of order l at the boundary t = 0.
The ADHMN construction with jumping data can be obtained by T-duality of the D0-D4 system. One finds that the jumping data describe excitations of bosonic strings that stretch between the D-strings and D3-branes. These excitations are always localized on the D3-branes. This method naturally imposes the restriction that the number of D-string segments should be the same on both sides of each D3-brane. In other words, from the D3-brane point of view, all the magnetic flux coming from the D-strings on one side has to exit within a finite distance to the D-strings on the other side. We have seen that different boundary conditions can be naturally linked to the others by removing certain D-string segments. Therefore we can start with this configuration and derive all the other boundary conditions by removing certain D-string segments. It is then interesting to see how the appearance or the disappearance of the jumping data can be interpreted in this D-brane picture.
In addition, because of the T-duality, the system is compactified along the D1 direction. If we remove away all the D-string segments in one interval, we effectively decompactify the system.
We first look at the k = 1 case. We focus on the fields describing the fundamental strings stretching between the D-string segment we want to separate and the rest of the D-strings. In the Nahm data, these fields are the A a of Sec. V A. Before the separation, they are within a region of size 1/el (in terms of the D-string coordinate t) adjacent to the D3-brane. As we remove the D-string segment to a distance of order D (in terms of the distance on the D3-brane), these fields become localized closer to the D3-brane; they are effectively restricted to a region of order 1/eD as indicated by the e −D|t| dependence of the A a in Eqs. (5.7) and (5.8). Therefore, as D → ∞ these string excitations will be restricted to the D3 brane and effectively appear as interactions between the D-strings and the D3-brane, just like the hypermultiplet. Quantitatively, as we can see from Eq. (5.22), the effective jumping data is indeed proportional to the A a , with a normalization factor of order √ D. Notice that, in contrast with the previous two cases, these string excitations are not small, even though the system left is neutral. They are of order √ lD at t = 0. This case is sketched in Fig. 4 .
The k = 0 case is a bit more complicated. Just as in the above k = 1 case, as we remove This leaves the β part of the jumping data, represented by (c) in Fig. 5 . This decouples in the D → ∞ limit.
VIII. CONCLUSIONS AND DISCUSSION
In this paper, we have related the boundary conditions in the ADHMN constructions for different magnetic charges by removing fundamental monopoles one by one to spatial infinity; we were particularly interested in the cases involving jumping data, which seem For k > 1, the dimensions of the pole terms change from k − 1 to k in the boundary region; this variation does not affect the fields of the reduced problem. For k = 1, this rapid variation gives an effective discontinuity between the Nahm data on the two sides of the boundary in the large D limit. The construction equation for this case has a solution localized in this small region that has the same effect as the jumping data in the reduced problem. For k = 0, the rapid variation of T L a cancels the effect of the original jumping data and makes the reduced Nahm data continuous across the boundary between the left and right intervals. For the k < 0 case, removing a monopole on the left also causes changes on the right interval: The |k|-dimensional pole terms of the original T R a are restricted to 0 < t < ǫ D and go over to the (|k| + 1)-dimensional pole terms of the reduced problem when t > ǫ D . As in the k > 1 case, this small region has no effect on the fields.
In terms of the D-brane picture, removing massive fundamental monopoles corresponds to removing D-string segments. The transition between different types of boundary conditions can then be interpreted in terms of the interactions between the distant D-string segment and the rest of the system. An interesting extension of this work would be to consider the case where some D3-branes coincide with each other. In terms of the world-volume theory on the D3-branes, this corresponds to having a non-Abelian unbroken gauge symmetry. In these cases one finds solutions with clouds of non-Abelian fields surrounding one or more massive monopoles. These clouds can be interpreted as massless monopoles with non-Abelian magnetic charge [16, 17, 20, 21, 22, 23] .
In terms of the Nahm data, these clouds have been found to arise in two different ways. In the first, the clouds originate from the pole behavior of the Nahm data. An example is the ([1], 2) solution 10 in SU(3) → SU(2) × U(1). The D-brane picture is sketched in Fig. 6 , where t end = t 1 = t 2 is the position of the two coinciding D3-branes. The pole of the Nahm 10 The square bracket denotes a massless monopole. data is at t * < t end . Sending the massless monopole far away corresponds to bringing t * closer to t end . The size of the cloud, which can be interpreted as the distance to the massless monopole, is approximately [23] a ≈ 1 2e(t end − t * )
.
We can understand this result heuristically by applying the large-k D-brane analysis of Sec. VII to the present k = 2 case. On the D3-branes, the non-Abelian Higgs fields of the known BPS solution [16, 20] give t − t end ≈ a 2e(r + a)r for a much greater than the massive monopole separation. For a ≫ r this gives
On the D-strings, since the pole position is at t * , the D-string fluctuation scale
Setting R = r then gives Eq. (8.1), up to a factor of O(1).
In the second case, the clouds arise from the jumping data. An example is the (1, [1] , 1) solution in SU(4) → U(1) × SU(2) × U(1). The relation between the cloud and the D-brane picture is less clear for this situation, as well as for the more complicated examples where both jumping data and pole behavior contribute to the clouds [23] .
In this non-Abelian case the process of taking individual monopoles to spatial infinity is more complicated than when the symmetry is maximally broken. Because the long-range interactions between monopoles with non-Abelian charges are more complex than when only Abelian magnetic charges are present, it is not always possible to deform a solution into one that is essentially a superposition of widely separated component monopoles. A striking example of this is seen when one examines solutions with massive and massless component monopoles whose overall magnetic charge is purely Abelian. Previous studies [16, 17, 22, 23] of such "magnetically color-neutral" solutions have found that the massive monopoles must always be enclosed by one or more clouds. As a result, one cannot remove one of the massive monopoles to spatial infinity without simultaneously making one of the clouds infinite in size.
However, this is not necessarily the case for solutions that are not magnetically colorneutral. An example of this is provided by the solutions with charge ( [1] , m) for SU (3) broken to SU(2)×U (1) . From the form of the Nahm construction for these solutions, it is easy to see that we can use the methods of this paper to remove m − 2 of the ([0], 1) massive fundamental monopoles one by one, while still maintaining a finite size cloud. It is only when we are left with the color-neutral ( [1] , 2) solution that this procedure breaks down.
This process of removing massive monopoles can help us understand the parameters entering these solutions. Both the counting and the interpretation of these are more complicated than when all the monopoles are massive. With maximal symmetry breaking, the moduli space of (1, m) solutions is 4(m + 1)-dimensional, with the parameters corresponding to three position and one U(1) collective coordinate for each of the massive monopoles.
With the non-maximal breaking, this counting still holds for the m = 2 case, but the meaning of some of the parameters is changed. Eight are the usual position and U (1) parameters for the two massive monopoles, but three others correspond to global SU(2) rotations, while the last characterizes the size of the non-Abelian cloud. For m = 2, the dimensions of the spaces have been found to be 6 for m = 1 and 4m + 6 for m > 2 [24] . position and U(1) variables for the isolated massive monopoles, the twelve described above for the ([1], 2) configuration, and two more corresponding to non-normalizable global SU(2) modes.
The generalization of this procedure to other charges and groups, as well as to solutions containing more than one cloud, remains a challenge for future work.
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APPENDIX A
In this appendix we describe the details of the analysis of the Nahm data and solutions of the construction equation for the k > 1 case described in Sec. IV A. We will study the case of charge (m + k, m) with one (1, 0) monopole removed by a distance D, and compare it with the case of charge (m + k − 1, m). We will focus on the behavior in the neighborhood of the middle boundary at t 2 = 0, ignoring the boundary regions near t 1 and t 3 .
We decompose the Nahm data T L a and construction equation solution v as
where the J (k) a are a k-dimensional irreducible representation of SU (2) . The behavior of the other elements of the T L a in this region can also be seen from Eq. (2.5). For t ≤ −1/l, we have b 3 = D and the other elements O(l), just as in Sec. III.
By a unitary transformation using
we can subtract constants F 3 and G 3 from F 3 and G 3 , respectively. We choose these constants so that F 3 and G 3 are exponentially small in the middle of the interval. Since, as we will see, F 3 and G 3 are both O(l), the effects of the transformation on the other elements of the T The orders of magnitude of G 1,2 justify our previous statement that F 3 and G 3 are at most O(l), because otherwise Eq. (A3) or Eq. (A7) would imply that E 1,2 or b 1,2 would be too big.
For t < −t D , the F a and G a are exponentially small and can be ignored in Eqs. (A2), (A3), and (A5). These three are the Nahm equations for the (m+k −1)-monopole case. The poles of the matrices P a in (−1/D, 0) extend into this region and dominate the right-hand sides of Eqs. (A3) and (A5). This gives the P a poles whose residue is a (k − 1)-dimensional irreducible SU(2) representation in (−1/l, −t D ). As in Eq. (2.5), we have E a ∼ t (k−2)/2 .
Finally Eq. (A7) can be used to refine the behavior of b a using the above information. We These results are summarized in Table A . 
