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              ПЕРЕДМОВА 
 
Даний посібник являє собою систематичне викладання основ теорії 
ймовірностей та містить багато прикладів розв’язання задач, що потребують 
використання ймовірнісних методів та належать до різних галузей знань. 
Робота написана на базі лекцій, що пропонувалися студентам 
електротехнічного та гірничого факультетів НГУ, містить теорію, приклади і 
задачі для самостійного розв’язування та відрізняється доступною по 
можливості строгою мовою, що, безумовно, полегшить студентам освоєння цієї 
дисципліни. 
Мета цієї розробки – допомогти студентові у випадках, коли він не встиг 
законспектувати матеріал лекції або пропустив лекцію, або йому важко 
розібратися в науковій літературі щодо деяких питань, або він обмежений за 
часом при вивченні матеріалу. 
 
Предмет теорії ймовірностей 
 
На практиці часто зустрічаються такі ситуації, у яких результат дії не 
визначено однозначно. 
Наприклад. 1. Одне й те саме тіло декілька разів зважують на аналітичних 
вагах. Результат повторних зважувань трохи відрізняється один від одного. Ці 
відмінності зумовлені впливом багатьох факторів, що супроводжують 
зважування, таких як розташування тіла на вагах, випадкові вібрації апаратури, 
помилки відліку показників прибору і т. ін. 
2. Літак летить на заданій висоті, теоретично він летить горизонтально та 
рівномірно. Фактично політ супроводжується відхиленнями центру маси літака 
від теоретичної траєкторії та коливаннями літака навколо центра маси. Ці  
коливання та відхилення − випадкові: від разу до разу вони не повторюються. 
Досконально відомо, що в природі нема жодного явища, в якому не були 
б присутні в тій чи іншій мірі випадковості. 
Але випадкові явища являють собою інтерес не тільки тому, що вони − 
неминучі супутники будь-якого виміру. Існує багато ситуацій, коли 
випадковість виступає не як приправа до основної закономірності, а й сама є 
головною діючою особою. Врахування випадковості в цьому випадку − єдина 
можливість вивчити явище та виявити приховані в ньому закономірності. 
Наприклад. 1. Вживання деякого препарату інколи вгамовує головний 
біль, а інколи ніякої дії не чинить. Результат кожного випробування − 
випадковість. Але, якщо позитивний ефект спостерігається у 80 % випадків, то 
дія препарату ─ закономірність і його можна використовувати як ліки. 
2. Неможливо передбачити, який бік монети буде зверху під час її 
підкидання. На результат цього експерименту впливає величезна кількість 
факторів, таких як початкове положення монети, початкова швидкість, опір 
повітря, особливості поверхні, на яку падає монета та ін. 
Може показатися, що в подібних задачах нічого певного сказати 
неможна, але навіть звичайна ігрова практика показує протилежне: при великій  
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кількості підкидань монети приблизно в половині випадків випадає «герб», а в 
половині  ─ «решітка». А це вже певна закономірність і в одному експерименті 
її виявити не можливо. 
3. Тиск газу зумовлено ударами молекул об стінку посудини. Кожна 
молекула має випадкову траєкторію. Але тиск газу на всі стінки посудини 
однаковий та підкорюється цілком певній закономірності.  
Виявлення в хаосі випадковостей прихованих закономірностей ─ важна 
задача науки. Розділ математики, у якому розробляються методи вивчення 
закономірностей масових випадкових явищ, називається теорією 
ймовірностей.  
Історичні відомості 
 
У 1663 році Блез Паскаль (1623 −1662) мандрує по Франції. Один з його 
супутників, кавалер де Мере, людина світська та шанувальник азартних ігор, 
звертається до Паскаля з двома задачами: 1) при якій кількості кидків гральної 
кості шанси на появу хоч би в одному випадку «6» будуть вище шансів на те, 
що вона не з’явиться жодного разу? Таке саме питання для двох кісток с двома 
«6»; 2) два гравця роблять грошові ставки та домовляються зіграти низку 
партій. Гравець, який першим виграє певну кількість партій, наприклад 6, 
забирає всі гроші. З якихось причин гра обірвалася в той момент, коли один 
гравець виграв 5 разів, а інший – 3. Як тепер справедливо розділити між ними 
гроші, що залишились у банку? 
Паскаль листується з видатним математиком Франції того часу Ферма 
(1601 − 1665). В листах 1654 року обидва вчених обговорюють задачі де Мере. 
Під час обговорення складаються основні поняття та підходи до розв’язання 
ймовірнісних задач. Саме так закладалася база майбутньої теорії ймовірностей. 
Задачі, що мають відношення до азартних ігор, завжди цікавили вчених. 
Таким задачам присвячувалися спеціальні дослідження. Наприклад, «Книга об 
игре в кости» − Д. Кардано (1501 −1576) написана в 1526 році, а видана лише у 
1663-му. «О выходе очков при игре в кости» − Г. Галілея (1564 − 1642) видана у 
1718 році . «О расчете в азартных играх» − Х. Гюйгенса (1629 − 1695) побачила 
світ у 1657 році. 
Не азарт гравця і не прагнення стати заможним керувало вченими. Вони 
розуміли, що задачі, які мають зв’язок з іграми – лише зручні моделі 
випадкових явищ, що виконують важливу роль як у науці, так і в житті кожної 
людини. Ще Галілей чітко усвідомлював, що будь-який вимір містить 
випадкову помилку, отже, випадковість треба вивчати. Гюйгенс у передмові до 
своєї книги писав: «Я вважаю, що під час уважного вивчення предмету читач 
помітить, що має справу не тільки з грою, але що тут закладається база дуже 
цікавої та глибокої теорії». 
Головним стимулом у розвитку теорії ймовірностей стала необхідність в 
обробці статистичних даних. Відомості про чисельність населення, про 
кількість зібраного врожаю хліба, про податки складалися ще у стародавніх 
Єгипті, Греції, Римі. З ХVI століття в Англії фіксуються відомості смертності 
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населення із зазначенням причин. З розвитком торгівлі та грошового обігу 
з’являється страхування. З початку страхували морські перевезення в Італії та 
Нідерландах в ХIV столітті, а потім й інші його види в різних країнах. 
У ХVII столітті з початком промислової революції розвиваються 
експериментальні науки. Статистичні дані в цих науках поєднуються з 
вимірюванням тих або інших величин. Задачі про оцінку випадкових помилок, 
що з’являються під час спостережень, становлять першорядне значення. 
Потреби практики відкрили перед теорією ймовірностей широке поле 
діяльності, постановкою цілого ряду задач зумовили її розвиток, вдихнули в неї 
життя, перетворили її на науку. 
Якщо б сфера застосування теорії ймовірностей виявилася обмеженою 
азартними іграми, то вона була б математичною забавою і не більше. 
Але доля її склалася інакше.  
Десятки наук зобов’язані теорії ймовірностей своїми важливими 
досягненнями. Серед цих наук фізика, геодезія, теорія вимірів, астрономія, 
генетика, наука про Землю, теорія стрільби, радіолокація, теорія автоматичного 
регулювання та керування, теорія масового обслуговування, інформатика, 
медицина, будь-які економічні науки, космонавтика, воєнна наука і т. ін. 
Видатні математики брали участь у розробці теорії ймовірностей. Перш 
за все це Паскаль, Ферма, Гюйгенс, Яков Бернуллі, Муавр, Лаплас, Гаусс, 
Пуассон. Великий внесок зробили і російські математики ─ Чебишов, Марков, 
Ляпунов, Бернштейн, Хінчин, Колмогоров та багато інших. 
Ми не змогли б дати відповідь на запитання: «Яку кількість телефонних 
ліній треба прокласти до обласного центру?», якщо б ми не володіли теорією 
ймовірностей. Заздалегідь неможна уявити кількість викликів та в який час 
вони надійдуть в обласний центр. Якщо телефонних ліній прокласти дуже мало, 
то не можна додзвонитися, якщо дуже багато, то частина телефонної мережі 
буде простоювати, тобто затрати на організацію зв’язку будуть завищеними. 
З аналогічними проблемами ми стикаємося і у розв’язанні транспортних 
задач. Як організувати роботу порту? Скільки треба вантажно-
розвантажувального обладнання? Адже судна, що виконують дальні рейси не 
можуть витримувати точний розклад руху (погодні умови, зіпсування і т. ін), 
тому прихід їх у порт теж належить до категорії випадкових подій. І 
планування обладнання порту повинно будуватися відповідно до висновків 
теорії ймовірностей, для того щоб не було простою ні суден, ні обладнання. 
Велика кількість ймовірнісних задач з’являється при постановці 
експерименту та в плануванні. Скільки експериментів треба зробити, щоб 
висновки з них були достовірні? Якщо їх надто мало, то виникає сумнів, що 
результати правдиві. Звичайно, чим більше експериментів, тим більш надійні 
зроблені з них висновки. Але скільки треба зробити експериментів для 
отримання надійних висновків? Адже кожен експеримент − це витрачені гроші 
та час, і тут не повинно бути перевитрачання. На допомогу знову приходить 
теорія ймовірності, даючи рекомендації, що зумовлюють необхідну кількість 
експериментів для отримання надійних результатів.    
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Розділ 1. ВИПАДКОВІ ПОДІЇ 
 
1.1. Простір елементарних подій 
 
Множини. Початковим поняттям теорії ймовірностей є поняття 
ймовірнісного простору або математичної моделі явища, яке вивчається. 
Оскільки під час опису явищ будемо використовувати теоретико- 
множинну термінологію, зупинимося на елементарних відомостях з теорії 
множин. 
Множиною називається будь-яка сукупність різних об’єктів довільної 
природи, кожен з яких називається елементом множини. 
Множини бувають скінченні та нескінченні. 
Якщо всі елементи множини можна розташувати в який-небудь 
послідовності, тобто перенумеровати, то вона буде зліченною, інакше ─ 
незліченною. Якщо  елемент a  належить множині A , то пишуть Aa∈ . 
Дві множини A  та B  рівні, якщо вони складаються з одних і тих же 
елементів. Множина B  буде підмножиною A , якщо усі елементи B  містяться 
також і в A  ( AB ⊆ ). 
Наприклад. Натуральні числа від 1 до 100 утворюють скінченну, зліченну 
множину }1001,{}100,...,2,1{ ≤≤−== iцілеiM . Натуральні числа утворюють 
нескінченну, незліченну множину ,...},...,2,1{ nN = . Усі елементи множини M
одночасно є елементами множини N , тому M  −  підмножина N  і пишуть
NM ⊂ . 
Порожньою множиною називається та, яка не містить жодного елемента. 
Вона позначається символом ∅ . 
Об’єднанням множин A  та B  називається множина BAC U= , яка 
складається з усіх елементів множин A  та B . 
Перетином множин A  та B  називається множина BAD I= , кожен 
елемент якої є як елементом A , так і елементом B . 
Класифікація подій. Кожне явище в природі, виробництві, громадському 
житті відбувається при певних умовах. 
Відтворювана сукупність умов, при яких спостерігається те чи інше 
явище, фіксується той чи інший результат, називається експериментом, 
випробуванням, дослідом. 
Наслідок експерименту називається подією. 
Наприклад, експеримент – підкидання монети; подія – випадіння «герба». 
Експеримент називається випадковим, якщо його результат неможна 
передбачити до його здійснення. 
Будь-яке випробування з випадковим результатом називається 
випадковою подією.  
Наприклад, випробування – кидання гральної кості. Випадкова подія – 
випадіння цифри «5». 
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Якщо поява певного результату експерименту виключає появу іншого 
результату, то кажуть про взаємовиключні події. 
Наприклад, з колоди карт виймають одну карту. Подією такого 
експерименту може бути поява туза або шестірки, або дами – все це 
взаємовиключні події. 
Розрізняють елементарні події та складені. 
Нерозкладні, взаємовиключні результати випадкового експерименту 
називають елементарними подіями.  
Усі інші називають складеними. 
Наприклад, подія, яка полягає в тому, що сума цифр, які випали під час 
кидання двох гральних костей, дорівнює шести буде складеною. Вона 
складається з п’яти можливих елементарних подій – випадіння на гранях костей 
таких пар цифр: (1;5), (2;4), (3;3), (4;2), (5;1). 
У математичній моделі всі можливі елементарні події в умовах даного 
експерименту подаються елементами iω  деякої непустої множини Ω . Цю 
множину називають простором елементарних подій. 
При такій інтерпретації подія  – це певна множина A , яка має бути 
підмножиною множини Ω  ( Ω⊆A ) та складається з елементарних подій iω . 
Кажуть, що подія A  відбулася, якщо результат експерименту iω  належить 
множині A  ( Ai ∈ω ).  
Події в реальному світі поділяються на достовірні, неможливі та 
випадкові. 
Достовірна подія − це кожен факт, який наступає в результаті будь-якого 
випробування, вона формально ототожнюється з усім простором Ω , 
неможлива подія трактується як порожня множина, яка не містить жодного iω  
та позначається символом ∅ . 
Випадкова подія це будь-який факт, який у випробуванні з випадковим 
результатом може здійснитися або не здійснитися. 
Події будемо позначати великими буквами: A , B ,C . … 
Наприклад, під час кидання двох гральних костей простором 
елементарних подій Ω  буде множина з 36 пар цифр: (1;1), (1;2), …, (2;1), …, 
(6;5), (6;6).  Елементарною подією iω  цього простору буде будь-яка пара цифр. 
Підмножина )}1;5(),2;4(),3;3(),4;2(),5;1{(=A  цього простору – складена подія, 
яка полягає в випадінні в сумі шести очок на двох костях. Отже, подія A  
відбулася, якщо при киданні двох костей сума цифр, які випали дорівнює 6.  
Приклад 1. Експеримент полягає в киданні кості один раз. Нехай iω  – 
кількість очок, що випали на грані, яка знаходиться зверху. Описати простір 
елементарних подій Ω  та вказати склад підмножин, що відповідають подіям: 
iA ω{= буде  кратним  3}; iB ω{= − непарне}; iC ω{= − дробове}.  
Розв’язання: }6,5,4,3,2,1{=Ω ; 6,3{=A }; }5,3,1{=B ; }{∅=C . 
Події називаються несумісними, якщо поява одного з них вилучає появу 
інших подій в умовах одного і того ж випробування. 
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Наприклад, з урни, в якій знаходяться 10 білих, 7 синіх, 5 червоних 
кульок виймають одну кульку. Тоді поява синьої кульки, поява червоної 
кульки, поява білої – несумісні події. 
Подія A , яка обов’язково відбудеться, якщо не відбудеться подія A , 
називається протилежною до події A . 
Наприклад, {=A виграш у лотереї} та {=A програш у лотереї} – події 
протилежні. 
Декілька подій в умовах даного експерименту утворюють повну групу 
подій, якщо в результаті випробування обов’язково відбудеться хоча б одна з 
них. 
Наприклад, по мішені два рази стріляють, в результаті можуть відбутися 
події: {=A два влучення}; {=B два промаху}; {=C одне влучення, один 
промах}, які утворюють повну групу подій. Інший приклад, в урні дві білі та 
три чорні кульки. Подія {=A поява хоч би однієї білої} та {=B поява хоч би 
однієї чорної кульки} під час виймання двох кульок з урни також утворюють 
повну групу подій. 
Поява слів «хоч би» в події B  вказує на те, що з’явиться одна чорна або 
дві чорні кульки. 
Якщо різні результати випробування будуть об’єктивно однаково 
можливими, то кажуть, що випробування має симетрію. 
Рівноможливими подіями називаються декілька подій, якщо за умови 
симетрії є можливість вважати, що ні одна з них не буде об’єктивно більш 
можлива. 
Наприклад, випадіння «герба», випадіння «решітки» при підкиданні 
симетричної «правильної» монети; випадіння картки з буквою «А», «Ф», «Ш» 
при вийманні однієї з ретельно перемішаних карток дитячої азбуки. 
Зауважимо, що рівноможливість подій у кожному з цих випробувань 
забезпечується спеціальними заходами (симетричне виготовлення монети, 
кості, ретельне перемішування кульок, карток і т. ін.). 
Алгебра подій. В математичній моделі події – це множини, тому над 
подіями можливо виконувати дії, що відповідають діям над множинами. 
Для наочності виконання дій над подіями зручно використати діаграму 
Венна, у якій Ω  зображується частиною площини; kω – точками цієї площини, 
що лежать всередині Ω  (рис. 1.1, а); A  – певні сукупності точок kω  
зображають у вигляді деяких фігур (рис. 1.1, б).  
Різні співвідношення між подіями зображено у вигляді фігур, що лежать 
усередині прямокутника Ω , який умовно зображає простір елементарних подій. 
Сумою подій BA+  (об’єднанням множин BA U ) називається подія C , 
яка полягає в появі принаймні однієї з подій A  або B  (рис. 1.1, в). 
Наприклад, нехай {=A випадіння непарного числа при киданні кості}, 
{=B випадіння числа кратного числу три}, тоді {=A 1;3;5}, {=B 3; 6}. Отже,
{=BAU 1;3;5;6}. 
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3. Нехай yx, – відповідно кількість голів, забитих командами «Дніпро» та 
«Шахтар»; 0Z  – множина додатних чисел. Тоді },),{( 00 ZyZxyx ∈∈=Ω , 
},,),{( 00 yxZyZxyxA >∈∈= , }3,1),{( === yxyxC , ,),{( 0ZxyxD ∈=
}3,0 ≥+∈ yxZy ,  },,),{( 00 yxZyZxyxB ≠∈∈= . 5. BAI . 6. Так.                
7.  ABA =U , BBA =I .  8. A ={потрапляння в область, що лежить за колом  
A }; B = {потрапляння в область, що лежить за колом B }; BAU =                
= {потрапляння в коло A  або в коло B }; BAU ={потрапляння в область, що 
лежить поза обома колами}; BAI ={потрапляння у спільну частину кіл};  
BAI  = {потрапляння в область, що лежить поза загальну частину кіл A  та   
B }.  9.  а) ABC , CAB , BCA , CBA , BCA , CBA , CBA ; б) CAB , CBA , BCA ;      
в) ABC , BCA , CBA , CAB ;   г) CBA ;   д) BCA , CBA , CAB , BCA , CBA , 
CBA , CBA ;    е) CAB .   10. IU )( 21 AAB = )( 543 AAA UI . 11. а) BCA⊆ ;      
б) AB ⊂  та AC ⊂ . 12. а) влучення в коло радіусом 6r ; б) влучення в коло 
радіусом 5r ; в) влучення в кільце між колами з радіусами 1r  та 2r .  
13. ,,,,,,{ 212121212121 KDDKDDKDDKDDKDDKDD=Ω  
};, 2121 KDDKDD  };{ 21 KDDA +=  ,,,,{ 21212121 KDDKDDKDDKDDA =  
};21 KDD  враховуючи, що }{ 212121 KDDKDDKDD += , маємо +KDD 21  
KDDKDDKDD 212121 , +++ =+ KDD 21 ++++ KDDKDDKDDKDD 21212121  
=++ KDDKDD 2121 +KDD (21 )K =++++ )( 21212121 DDDDDDDDK
+Ω= 21DD +++ 21221 ()(( DDDDDK =))2D +21DD +Ω1KD =Ω1DK +21DD  
++ 1KD =1DK +21DD +1(DK =)1D Ω+ KDD 21 KDD += 21 . 
 
1.2. Елементи комбінаторики 
 
У теорії  ймовірностей одна з найважливіших – це задача про обчислення 
кількості способів, за допомогою яких може здійснюватися деяка подія. У 
ймовірнісному просторі використовують комбінаторні методи обчислення 
кількості підмножин деякої множини.   
Нехай треба з n  елементів вихідної множини },,,{ 21 neeeE K=  скласти 
m -елементні підмножини. Для обчислення кількості підмножин важливо знати, 
яким способом утворюється вибір елементів для цих підмножин та що 
розуміється під різними підмножинами. Існує дві схеми: перша – вибір без 
повернення; друга – з поверненням. Після здійснення вибору, відібрані 
елементи (або їх номери) можуть бути упорядковані або ні. Отже, маємо такі 
випадки, обчислення кількості способів появи деякої події. 
1. Якщо в експерименті вибираються m  елементів без повернення та без 
упорядкування, то m -елементні підмножини множини E  будуть мати різний 
склад. Комбінації елементів, які при цьому отримано (елементарні події)  
14
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називають сполученням з n  елементів по m , а їх загальна кількість )(ΩN
визначається за формулою: 
                                 !)(!
!)(
mnm
nCN mn −==Ω .                                            (1.1) 
Слушні такі формули: 
mn
n
m
n CC
−= ;     11 −+ += knknkn CCC ;     10 =nC ;     nnnnn CCC 210 =+++ K . 
 
Приклад 1. Кількома способами можна вибрати 5 ламп з 15? 
Розв’язання. Маємо множину },,,{ 1521 ЛЛЛE K= , з елементів якої 
складаємо 5-елементні підмножини, що мають різний склад. За формулою (1.1) 
маємо 3003
54321
1112131415)( 515 =⋅⋅⋅⋅
⋅⋅⋅⋅==Ω CN . 
 
2. Якщо в експерименті вибирають m  елементів без повернення, але         
з упорядкуванням, то m -елементні підмножини множини E  будуть мати 
різний склад, або різний порядок розташування елементів. Комбінації, які 
при цьому утворюються називаються розміщеннями з n  елементів по m , а їх 
загальне число визначається за формулою  
                             
!)(
!!)(
mn
nmCAN mn
m
n −===Ω .                                        (1. 
Приклад 2. Скількома способами можно розподілити першу, другу та 
третю премії на конкурсі, у якому бере участь 20 конкурсантів?  
Розв’язання. По-перше, треба обчислити, скількома способами можно 
вибрати три особи з 20 )( 320C , а потім ще дізнатися, скількома способами 
розподілити між ними премії (3!) . Тоді згідно з формулою (1.2) маємо
6840181920
!17
!20!3)( 320
3
20 =⋅⋅==⋅==Ω CAN . 
3. Якщо в експерименті вибирається n  елементів без повернення, але з 
упорядкуванням, то n -елементні підмножини множини E  будуть мати тільки 
різний порядок розташування елементів. Отримані при цьому комбінації 
називаються перестановками з n  елементів, а їх загальне число )(ΩN
визначається за формулою  
                                        !)( nPAN n
n
n ===Ω                                              (1.3) 
  
Приклад 3. Кількома способами 6 осіб можна розставити в ряд? 
Розв’язання. Множина E  містить 6 елементів та комбінації, що складено 
з цих елементів, теж містять по 6 елементів. Таким чином, маємо комбінації, які 
відрізняються тільки порядком розташування елементів. Отже, це 
перестановки. За формулою (1.3) маємо 720!6)( 6 ===Ω PN . 
 
Приклад 4. Кількома способами 6 осіб можна розсадити за круглим 
столом? 
.2) 
(1.3) 
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Розв’язання. У даному разі треба зафіксувати одну особу, а інших міняти 
місцями. Отже, перестановки будуть тільки серед 5 осіб, тому, враховуючи 
(1.3), маємо 120!5)( 5 ===Ω PN . 
 
4. Якщо в експерименті  вибирають  m  елементів  з  поверненням, але без  
упорядкування, то m -елементні підмножини множини E  будуть мати різний 
склад, але всередині підмножин елементи можуть повторюватися. Число 
таких підмножин можна обчислити за формулою 
                                                  
m
mnCN 1)( −+=Ω .                                           (1.4) 
Приклад 5.  В урні лежать кульки семи кольорів. Кількома способами з 
урни можна дістати 4 кульки? 
Розв’язання. Серед вибраних чотирьох різних кульок можуть бути і 
кульки одного кольору, тому за формулою (1.4), дістанемо
210
4321
78910)( 410
4
147 =⋅⋅⋅
⋅⋅⋅===Ω −+ CCN . 
 
5. Якщо в експерименті вибирають m  елементів з поверненням та з 
упорядкуванням, то m -елементні підмножини множини E  будуть мати різний 
склад або різний порядок розташування. При цьому всередині підмножин 
елементи можуть повторюватися. Число таких підмножин визначають за 
формулою                                      
mnN =Ω)( .                                                
Приклад 6. Кількома способами можна розмістити сім кульок у чотирьох 
урнах? (В одну урну можна покласти будь-яку кількість кульок). 
Розв’язання. З множини E , елементами якої є чотири урни, формуються  
7 -елементні комбінації (кожна з семи кульок може потрапити в будь-яку урну). 
Схема з поверненням та з упорядкуванням, згідно з формулою (1.5) дістанемо
163844)( 7 ==ΩN . 
Нехай дано n  множин nΩΩΩ ,,, 21 K , які взагалі містять різну кількість 
елементів. Множина },,,,,,{ 221121 nnn Ω∈Ω∈Ω∈=Ω ωωωωωω KK  називається 
прямим добутком множин nΩΩΩ ,,, 21 K  та позначається nΩ××Ω×Ω=Ω K21 . 
Число елементів прямого добутку множин обчислюється за формулою 
                       )()()()()( 2121 nn NNNNN Ω××Ω×Ω=Ω××Ω×Ω=Ω KK .          (1.6) 
Приклад 7. У склад студентської ради факультету входять три 
першокурсника, п’ять другокурсників і сім третьокурсників. Кількома 
способами можна вибрати для участі в конференції одного першокурсника, 
двох другокурсників та двох третьокурсників? 
Розв’язання. Маємо три множини, які складаються з елементів: 
}3,2,1{1 ППП=Ω , }5,4,3,2,1{2 ÄÄÄÄÄ=Ω , }7,6,5,4,3,2,1{3 ТТТТТТТ=Ω . Тоді 
множиною },,,,{ 332211321 Ω∈Ω∈Ω∈=Ω ωωωωωω  описується склад учасників 
конференції, а число всіляких складів учасників конференції за формулою (1.6) 
буде 630)()()()( 27
2
5
1
3321 ==Ω×Ω×Ω=Ω CCCNNNN . 
 
(1.5)
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1.3. Класична модель 
 
Для кількісного опису міри об’єктивної можливості появи тієї чи іншої 
події введемо спеціальну числову функцію )(AP , яку називають імовірністю 
події A . 
Поняття ймовірності події пов’язано з частістю її появи. Чим частіше 
з’являється подія, тим вища її ймовірність. Проте треба встановити одиницю 
виміру ймовірності. 
За таку одиницю беруть ймовірність достовірної події )(ΩP , наприклад, 
ймовірність події {=Ω випало не більше 6 очок при киданні гральної кості} 
дорівнює одиниці )1)(( =ΩP .  
Неможливій події {=∅ випало 12 очок, при киданні однієї кості}
приписують нульову ймовірність )0)(( =ΩP . 
Тоді всі інші події можливі, але недостовірні будуть характеризуватися 
ймовірностями, які лежать між нулем та одиницею. Якщо подія A  має місце, її 
ймовірність )(AP  задовольняє умову 
                                             
1)(0 ≤≤ AP .                                           
Існує клас експериментів, для яких імовірності їх можливих результатів 
можна обчислити безпосередньо виходячи із самих умов випробування. Для 
цього треба, щоб результати були симетричними і тому вони були б об’єктивно 
однаково можливими. Ймовірність таких подій обчислюється за формулою 
класичної ймовірності: 
                             
)(
)()( Ω= N
ANAP
   
або    n
mAP a=)( ,                               (1.8) 
де )(ΩN  або −n загальне число випадків;  
)(AN  або −am число випадків, сприятливих події A . 
Випадок називається сприятливим події A , якщо поява цього випадку 
тягне за собою появу даної події. 
Приклад 1. В урні 10 занумерованих кульок. Витягуємо дві кульки. 
Знайти ймовірність того, що кульки, які витягнули, будуть мати номери 5 та 7? 
Розв’язання. Маємо схему без повернення та без упорядкування, тоді
45
21
910)( 210 =⋅
⋅==Ω CN  і 
45
1)( =AP  (вказаній події сприяє один результат).  
Приклад 2. В урні знаходяться 10 білих та 5 чорних кульок. Знайти 
ймовірність того, що а) з витягнутих трьох кульок хоч би одна була чорною;    
б) з витягнутих п’яти кульок дві будуть чорними. 
Розв’язання: }5,,2,1,10,,2,1{ ×××ÁÁÁE KK= =+= 21 EE +}10,,2,1{ ÁÁÁ K  
}.5,,2,1{ ××× K+   
а) Згідно з описом експерименту проводиться вибір без повернення та без 
упорядкування трьох елементів з множини E , тому 455)( 315 ==Ω CN . Для 
(1.7) 
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знаходження числа сприятливих випадків події {=A з витягнутих трьох кульок 
хоч би одна була чорна} вигідно перейти до протилежної події {=A усі кульки 
білі}. Тоді  120)( 310 == CAN  та 91
67
455
1201)(1)( =−=−= APAP . 
Перехід до протилежної події здійснюється тоді, коли вона розпадається 
на менше число варіантів, ніж подія, яка нас цікавить. На такий перехід в 
умовах задачі вказують слова «хоч би». 
 
б) 315)( CN =Ω . Події {=B з витягнутих п’яти кульок дві будуть чорними}
сприяють тільки такі результати, при яких два елементи належать множині 2E , 
а інші три − множині 1E . За формулою прямого добутку множин дістанемо, що 
число всіх таких результатів буде 310
2
5)( CCBN = . Тому 
1001
400
111213141532121
54321891045)( 5
15
3
10
2
5 =⋅⋅⋅⋅⋅⋅⋅⋅⋅
⋅⋅⋅⋅⋅⋅⋅⋅⋅==
C
CCBP . 
Приклад 3. В урні 10 занумерованих кульок. Знайти ймовірність того, що 
кульки витягнули у зростаючому порядку. 
Розв’язання. Виймаємо 10 кульок з 10, при цьому розміщуємо їх у 
визначеному порядку (вибір без повернення, але з упорядкуванням). 
Експеримент фактично полягає в довільному упорядкуванні множини ,E  тобто 
зводиться до випадкового переставлення елементів цієї множини. Таким чином, 
число різноманітних результатів буде !10)( 10 ==Ω PN , а число сприятливих 
результатів дорівнює одиниці. Тоді 
!10
1)( =AP .  
Приклад 4. В урні 9 занумерованих кульок. Подія A  полягає в тому, що 
виймаємо чотири кульки та в порядку появи цифр складаємо число. Знайти 
ймовірність того, що наугад складене число буде закінчуватися одиницею. 
Розв’язання. Кульки в урні утворюють множину }9;8;7;6;5;4;3;2;1{=E . 
Експеримент проводиться за схемою без повернення, але з упорядкуванням. 
Кількість всіляких комбінацій )(ΩN  дорівнює числу 4-елементних 
упорядкованих підмножин з 9-елементної множини ,E  тобто 49)( AN =Ω .  
У кожного елемента множини A , яка відповідає події, що нас цікавить, 
стоїть на останньому місці одиниця, а на трьох місцях, що залишилися, по 
одній цифрі з 8. Отже, кількість елементів множини A  дорівнює числу способів 
розміщення з восьми елементів по три. Таким чином, 38)( AAN =  та 
9
1
6789
678)( 4
9
3
8 =⋅⋅⋅
⋅⋅==
A
AAP . 
Приклад 5. В урні лежать кульки семи кольорів. Витягнули чотири 
кульки. Знайти ймовірність того, що {=A кульки одного кольору}; {=B кульки 
різних кольорів}. 
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Розв’язання. Події A  та B  сумісні, а випадіння опадів − це подія BA+ , 
тоді згідно із шостою властивістю ймовірності маємо  
8,015,035,06,0)()()()( =−+=−+=+ BAPBPAPBAP I . 
Приклад 11. У скрині лежать n  деталей, серед яких m  стандартних. 
Знайти ймовірність того, що серед k  наугад витягнутих деталей, хоч би одна 
буде стандартна. 
Розв’язання. {=A серед витягнутих деталей хоч би одна стандартна}. 
Тоді {=A серед витягнутих деталей жодної стандартної}. Очевидно, що 
k
nCN =Ω)( , k mnCAN −=)( , тому k
n
k
mn
C
CAP −=)(  і k
n
k
mn
C
CAPAP −−=−= 1)(1)( .
  
Приклад 12. Яка подія більш імовірна: {=A при 4-х киданнях гральної 
кості хоч би раз випаде 6 очок} або {=B при  24-х киданнях двох кісток хоч би 
раз на обох випаде по 6 очок}? 
Розв’язання. Всіляких результатів у першому варіанті буде 46=An           
(4 групи по 6 елементів у кожній). Перейдемо до протилежної події              
{=A жодного разу не випадає 6 очок} і 45=Am  (4 групи по 5 елементів).   
Отже, =)(AP 5177,0
6
511)(1 4
4
≈−=−=−
A
A
n
mAP .  
Кількість всіляких результатів у другому варіанті 2436=Bn  (24 групи по 
6·6=36 елементів у кожній). Кількість сприятливих результатів для протилежної 
події буде 2435=Bm  (24 групи по 36-1=35 елементів у кожній). Остаточно, 
4914,0
36
3511)(1)( 24
24
≈−=−=−=
B
B
n
m
BPBP . 
Приклад 13. П’ять радіостанцій мають дозвіл під час навчань працювати 
на шести радіохвилях. Кожна станція вибирає хвилю наугад. Знайти 
ймовірність подій: {=A при одночасній  роботі всіх п’яти  радіостанцій  хоч би 
дві з них обрали різні хвилі}; {=B всі радіостанції використовують різні 
радіохвилі}. 
Розв’язання. Множину всіляких подій Ω  можна зобразити як прямий 
добуток множин 521 Ω××Ω×Ω=Ω K , де iΩ , 5,1=i  − множина радіохвиль, з 
яких обирала радіохвилю i -та радіостанція. Кожна множна iΩ  містить 6 
елементів, тому 56)( =ΩN . Розглянемо подію {=A усі радіостанції вибрали 
одну і ту ж радіохвилю}. Враховуючи, що 6)( =AN , маємо 46
1)( =AP  та 
46
11)( −=AP . Множину сприятливих результатів для події B  зобразимо так: 
54321 BBBBBB ××××= , де {1 =B перша станція працює на одній з шести 
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радіохвиль}; {2 =B друга станція працює на одній з п’яти хвиль}; {3 =B третя 
станція працює на одній з чотирьох хвиль}; {4 =B четверта станція працює на 
одній з трьох хвиль}; {5 =B п’ята станція працює на одній з двох хвиль}. Тоді 
23456)()()()()()( 54321 ⋅⋅⋅⋅=××××= BNBNBNBNBNBN    і   46
!5)( =BP . 
Умовна ймовірність. У наведеній далі задачі бачимо, що обчислена у 
класичній моделі ймовірність події може суттєво залежати від того, чи 
здійснилися або ні деякі умови.  
Приклад 14. В родині дві дитини. Яка ймовірність того, що {=A обидві 
дитини хлопці}; {=B обидві дитини хлопці, якщо відомо, що один з дітей 
хлопець}; {=C обидві дитини хлопці, якщо відомо, що старший хлопець}. 
Розв’язання.  Кількість сприятливих результатів у всіх випадках однакова 
та дорівнює одиниці }{MMA = . Але простір елементарних подій, що відповідає 
питанням задачі, описується по-різному: },,,{1 ДДДММДMM=Ω , 
},,{2 ДММДMM=Ω , },{3 МДMM=Ω . Тому ймовірності різні: у першому 
випадку ймовірність буде 
4
1)( =AP , у другому − 
3
1)( =AP , а в останньому −
5,0)( =AP . 
Ймовірність події A  за умови, що подія B  відбулася, називається 
умовною  ймовірністю  події  A ,  позначається )/( BAP  та  обчислюється  як 
                                       
)(
)()/(
BP
BAPBAP I=                                        
за умови, що 0)( >BP . 
Виходячи з формули (1.10), дістанемо формулу множення ймовірностей 
двох подій 
                        
)/()()/()()( ABPAPBAPBPBAP ==I .                       (1.11) 
Якщо гіпотеза про здійснення однієї з двох подій не впливає на 
ймовірність другої події, то кажуть, що ці події незалежні. 
Дві події A  та B  називаються незалежними, якщо для ймовірностей 
виконується рівність 
                                          
)()()( BPAPBAP =I .                                  (1.12) 
Для довільних подій 1A , 2A , K , nA  справедлива формула  
=)( 21 nAAAP IKII KI )/()/()( 213121 AAAPAAPAP )/( 11 −nn AAAP IKI . 
Поняття  взаємної  незалежності  довільного  числа  n   подій  iA ),1( ni =   
узагальнює  означення  незалежності  двох  подій.  А саме,  події  iA ),1( ni =   
називаються незалежними, якщо виконується рівність 
                    )()()()( 2121 nn APAPAPAAAP LIKII = ,         
яка являє собою теорему множення ймовірностей незалежних подій. 
(1.10)
(1.12) 
(1.13) 
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Приклад 15. У коробці 3 червоних та 7 синіх кульок. Наугад витягли 
одну кульку, потім другу. Знайти ймовірність того, що перша кулька червона, а 
друга синя. 
Розв’язання. Нехай {=A витягнули першою червону кульку}, тоді
3,0)( =AP . {=B витягнули другою синю кульку}, можна знайти ймовірність 
9
7)/( =ABP . {=C витягнули червону кульку, а потім синю}. Враховуючи, що   
BAC I= , за формулою (1.11) маємо == )()( ABPCP
30
7
9
7
10
3)/()( =⋅=ABPAP . 
Приклад 16. Кодова комбінація складається з 10 імпульсів трьох форм 
CBA ,, . При цьому в кожній кодовій комбінації три імпульси мають форму A , 
два імпульси − форму B  та п’ять імпульсів − форму C . Знайти ймовірність 
прибуття перших трьох імпульсів  в послідовності ABC . 
Розв’язання. Нехай {=A першим прийшов імпульс форми A },             
{=B другим − імпульс форми B }, {=C третім − імпульс форми C }. 
Ймовірність події A  буде 3,0)( =AP . Тому що імпульс A  вже прийшов і 
залишилося 9 можливостей для двох імпульсів B , то 
9
2)/( =ABP .  Далі для 
п’яти імпульсів форми C  залишилося 8 варіантів, тому 625,0)/( =BACP I . 
Остаточно маємо 
24
1)/()/()()( == BACPABPAPCBAP III . 
Завдання для самостійної роботи 
 
1. В урні 12 кульок, з яких 3 червоних та 9 синіх. Наугад витягують одну 
кульку. Яка ймовірність подій: {=A витягнута кулька червоного кольору};  
{=B витягнута кулька синя}? 
2. Гральна кість кидається один раз. Які ймовірності подій: {=A випало 
число два}; {=B випало непарне число}; {=C випало число не менше трьох}? 
3. З 20 моніторів для перевірки довільно вибрали три. Партія містить 
п’ять несправних моніторів. Яка ймовірність того, що серед вибраних моніторів 
будуть: {=A тільки якісні}; {=B тільки несправні}; {=C два несправних}? 
4. Під час гри  у преферанс 32 гральні карти розподіляються (здаються по 
дві карти) між трьома гравцями (кожен з них отримує по 10 карт) та 
«прикупом» (куди кладуть дві карти). Яка ймовірність того, що в «прикупі» 
з’являться два тузи? 
5. У картці спорлото наугад помітили 6 з 49 номерів. Знайти ймовірність  
того, що правильно вгадано три з шести номерів, які будуть опубліковані в 
списку виграшних. 
6. У лотереї 100 білетів, з яких 40 виграшних. Учасник лотереї купляє 15  
білетів. Яка ймовірність таких подій: {=A з 15 білетів хоч би один виграшний};  
{=B з 15 білетів рівно один виграшний}; {=C з 15 білетів рівно 5 виграшних}. 
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7. Під час набору номера телефону абонент забув останні три цифри і 
пам’ятав тільки, що ці цифри різні та набрав їх наугад. Знайти ймовірність того, 
що  набрані цифри правильні? 
8. З п’яти карток з буквами А, Б, В, Г, Д наугад одну за другою вибирають  
три та розташовують їх у ряд по черзі появи. Яка ймовірність того, що 
отримаємо слово «ДВА»?  
9. Дитина грає з буквами Е, І, Р, О, Т, Я. Яка ймовірність того, что при 
випадковому розташуванні букв у ряд він отримає слово «ТЕОРІЯ»? 
10. Чотиритомний твір розташовано на полиці у довільному порядку. 
Знайти ймовірність того, що томи стоятимуть з першого по четвертий. 
11. У коробці п’ять однакових занумерованих кубиків. Наугад по одному 
дістають усі кубики. Яка ймовірність того, що номери кубиків з’являться у 
порядку зростання?  
12. З урни, що містить 12 перенумерованих куль, наугад витягають одну 
за одною всі кулі, але після діставання кожної вона вкладається в урну назад та 
перемішується з іншими, а її номер записується. Знайти ймовірність того, що 
буде записана природна послідовність номерів. 
13. Кидають чотири гральні кості. Знайти ймовірність того, що на них 
випаде по однаковому числу очок. 
14. Знайти ймовірність того, що дні народження 12 осіб відбуваються в 
різні місяці. 
15. Гральну кість кидають 6 разів. Обчислити ймовірність події, яка 
полягає в тому, що випадуть усі шість граней. 
16. Група студентів з 20 осіб сідає у потяг з 8 вагонів. Кожен студент 
обирає вагон зовсім випадково та з однаковою вірогідністю може потрапити до 
будь-якого вагону. Яка ймовірність того, що всі студенти попадуть у різні 
вагони? 
17. У крамниці продають 8 видів тістечок. Дівчина купила 4 тістечка. Яка 
ймовірність того, що тістечки: {=A одного виду}; {=B різних видів}; {=C по 
два однакового виду}?  
18. На полиці стоять 15 підручників, при цьому п’ять з них у твердій 
оправі. Студент бере 3 підручники. Знайти ймовірність того, що серед обраних 
опиниться хоч би один підручник у твердій оправі.  
19. З повного набору доміно (28 штук) наугад вибирають 7 кісток. Яка 
ймовірність того, що серед них з’явиться хоч би одна кість з 6 очками? 
20. Студент з 30 екзаменаційних білетів вивчив 24. Яка ймовірність (у 
відсотках) його успішній відповіді на іспиті: {=A якщо білет вибирався один 
раз}; {=B білет вибирався два рази}? Витягнутий білет не повертався. 
21. Цікавимося днями народження у шести студентів, обраних наугад.  
Яка ймовірність того, що хоч би у двох студентів дні народження збігаються? 
22. На  шахову дошку з 64  клітинок  ставимо  наугад  дві  тури  білого та  
чорного кольору. З якою ймовірністю вони не будуть «бити» одна одну?  
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23. Хвилинна стрілка годинника рухається стрибком у кінці кожної 
хвилини. Знайти ймовірність того, що в дану мить годинник покаже час, який 
відрізняється від істинного не більше ніж на 20 секунд. 
24. У квадрат зі стороною a  та з вписаним у нього колом випадково падає  
матеріальна точка. Яка ймовірність того, що ця точка попаде в коло? 
25. Кожний з 8 обчислювальних приладів обслуговується одним 
оператором. У штатному складі обчислювального центру існує 6 операторів. 
Призначення оператора на кожний обчислювальний прилад виконується 
наугад. Знайти ймовірність того, що перші шість обчислювальних приладів 
будуть обслуговуватися. 
26. У читальному залі існують 9 підручників з математики, три з яких у 
твердій палітурці. Бібліотекар наугад узяв два підручники. Знайти ймовірність 
того, що обидва підручника знаходяться в твердій палітурці. 
27. Скільки існує п’ятизначних натуральних чисел, десятинний запис 
яких містить цифру один?  
28. Скільки різних п’ятизначних чисел можна скласти з цифр 1, 2, 3, 4, 5 
так, щоб парні цифри не стояли поряд. При цьому кожна цифра входить у число 
один раз.  
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1.4. Формула повної ймовірності 
 
Наслідком обох основних правил теорії ймовірності (правила додавання 
та правила множення) є формула повної ймовірності. Припустімо, що маємо 
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намір провести експеримент, про умови якого можна зробити n  пропозицій 
(гіпотез), які виключають одна одну: 
                            ,1H ,2H …, nH      ( ∅=jiHH , при ji ≠ ).          
Події ,1H ,2H …, nH  називаються гіпотезами, якщо вони попарно 
незалежні та утворюють повну групу подій, тобто Ω=
= i
n
i
H
1
U . 
Нехай кожна гіпотеза здійснюється випадково та являє собою деяку 
подію. Ймовірності гіпотез відомі та дорівнюють ),( 1HP ),( 2HP  … , )( nHP . 
Розглянемо деяку подію A , яка може з’явитися тільки разом з однією з 
гіпотез (1.14). Дано умовні ймовірності події A  при кожній з гіпотез: ),/( 1HAP
),/( 2HAP  … , )/( nHAP . 
Для того, щоб знайти ймовірність події A , подамо її як суму n  
несумісних варіантів: AHA
n
i
i∑
=
=
1
. За правилом додавання ймовірностей маємо 
∑
=
=
n
i
i AHPAP
1
)()( , а за правилом множення − ∑
=
=
n
i
iii HAPHPAHP
1
)/()()( . 
Отже,
                                  
∑
=
=
n
i
ii HAPHPAP
1
)/()()( .                             
 
Формула (1.15) називається формулою повної ймовірності. Вона 
використовується в усіх випадках, коли експеримент з випадковим результатом 
розпадається на два етапи: у першому як би «розігруються» умови 
експерименту, у другому зазначається його результат. 
 
Приклад 1. У першій з трьох однакових урн знаходяться дві білі кулі та 
три чорні, у другій – чотири білі та одна чорна, у третій – три білі кулі. Наугад з 
однієї урни витягують одну кулю. Знайти ймовірність того, що ця куля буде 
білою: {=A витягнули білу кулю}.  
Розв’язання. Висуваємо три гіпотези: {1 =H вибрана перша урна};       
{2 =H вибрана друга урна}; {3 =H вибрана третя урна}. =)( 1HP =)( 2HP
3
1)( 3 == HP . 52)/( 1 =HAP ; 54)/( 2 =HAP ; 1)/( 3 =HAP . За формулою (1.15) 
маємо =)(AP )( 1HP +)/( 1HAP )( 2HP +)/( 2HAP )( 3HP 15
11)/( 3 =HAP . 
Приклад 2. Маємо дві урни. Перша містить дві білі та три чорні кулі, а 
друга  – чотири білі та дві чорні. З кожної урни витягуємо по одній кулі. Знайти 
ймовірність того, що кулі будуть одного кольору. 
Розв’язання. Подію {=A обидві кулі одного кольору} можна подати у 
вигляді суми двох варіантів: {1 =A обидві білі}, {2 =A обитві чорні}. Тоді
(1.14) 
(1.15) 
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21 AAA += . Кожен з варіантів − це добуток двох подій 211 HHA =  та  
432 HHA = , де {1 =H з першої урни витягли білу кулю}, {2 =H з другої урни 
витягли білу кулю}, {3 =H з першої урни витягли чорну кулю}, {4 =H з другої 
урни витягли чорну кулю}. Події 1H  та 2H , а також 3H  та 4H  незалежні між 
собою, тому 
15
4
6
4
5
2)()()( 211 =⋅== HPHPAP , 5
1
6
2
5
3)()()( 432 =⋅== HPHPAP . 
 Остаточно 
15
7)()()( 21 =+= APAPAP . 
Приклад 3. З колоди карт (32 штуки) витягуємо наугад чотири карти. 
Знайти ймовірність того, що серед них буде хоч би один туз.  
Розв’язання. Переходимо до обчислення ймовірності події {=A жодного 
туза 4321} AAAA= , де {1 =A перша карта не туз}, {2 =A друга карта не туз},  
{3 =A третя не туз}, {3 =A четверта не туз}. Події 4321 ,,, AAAA  − залежні, тому 
за правилом множення маємо 
568,0
29
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27
32
28)/()/()/()()( 3214213121 ≈⋅⋅⋅== AAAAPAAAPAAPAPAP . 
Отже, 432,0)(1)( ≈−= APAP . 
 
1.5. Формула Байєса 
 
Формула Байєса дає можливість визначити умовні апостеріорні (після 
експерименту) ймовірності )/( AHP i , ( ni ,1= ), якщо відомі апріорні (до 
експерименту) ймовірності )( iHP  гіпотез iH , що утворюють повну групу 
подій. Ця формула має вигляд 
                                      
∑
=
= n
i
ii
ii
i
HAPHP
HAPHPAHP
1
)/()(
)/()()/( ,     ni ,1= .                  
Щоб отримати цю формулу достатньо у формулі умовної ймовірності 
(1.10) записати чисельник за формулою множення ймовірностей (1.11), а 
знаменник – за формулою повної ймовірності (1.15). 
Формулу (1.16) можна записати у вигляді 
 
                                          
)(
)/()()/(
AP
HAPHPAHP iii = .                                  (1.17) 
Отже, формула Байєса дозволяє «переоцінити» ймовірність кожної з 
гіпотез після отримання нової «інформації» відносно появи тих чи інших подій. 
Приклад 1. У канцелярії працюють чотири секретарі, які відправляють 
40, 10, 30 та 20 % вихідних бумаг. Ймовірності неправильної адресації бумаг 
секретарями дорівнюють 0,01; 0,04; 0,06; 0,1 відповідно. Знайти ймовірність 
того, що документ з неправильною адресою, відправлен третім секретарем. 
(1.16) 
(1.17) 
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Розв’язання. Введемо гіпотези {=iH документ відправив i -й секретар}, 
)4,1( =i . За умовами задачі 4,0)( 1 =HP ; 1,0)( 2 =HP , 3,0)( 3 =HP , 2,0)( 4 =HP . 
Позначимо через A  подію, яка полягая в тому, что документ має неправильну 
адресу. Тоді за умовами задачі 01,0)/( 1 =HAP ; 04,0)/( 2 =HAP ; 
06,0)/( 3 =HAP ; 1,0)/( 4 =HAP  і шукана ймовірність буде 
39,0
1,02,006,03,004,01,001,04,0
06,03,0
)/()(
)/()()/( 4
1
33
3 ≈⋅+⋅+⋅+⋅
⋅==
∑
=
i
i
i HAPHP
HAPHPAHP . 
Приклад 2. Три особи роблять по одному пострілу в одну і ту ж мішень. 
Ймовірності влучення у мішень при одному пострілі для кожного з стріляючих 
відповідно дорівнюють 1p , 2p , 3p . Яка ймовірність того, що другий стрілець 
промахнувся, якщо після пострілу в мишені виявилося дві пробоїни?  
Розв’язання. Позначимо події через {1 =A влучив у мішень перший 
стрілець}, {2 =A влучив у мішень другий стрілець}, {3 =A влучив у мішень 
третій  стрілець}, тоді подія {=A у мішені виявилося дві пробоїни} може бути 
подана як ++= 321321 AAAAAAA 321 AAA . Згідно з шостою вастивістю 
ймовірності маємо 11 1)( pAP −= , 22 1)( pAP −= , 33 1)( pAP −= . За четвертою 
властивістю ймовірності (правило додавання) та формулою (1.11) (правило 
множення ймовірностей), дістанемо )1()( 321 pppAP −= +−+ 321 )1( ppp
321)1( ppp− . Введемо три гіпотези: {1 =H не влучив перший стрілець};                
{2 =H не влучив другий стрілець};  {3 =H не влучив третій стрілець}, 
ймовірності яких будуть 11 1)( pHP −= , 22 1)( pHP −= , 33 1)( pHP −= . 
Враховуючи те, що 31312 )()/( ppAAPHAP == , та формулу (1.17), дістанемо 
 
321321321
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2 )1()1()1(
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)/()()/(
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AP
HAPHPAHP −+−+−
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Завдання для самостійної роботи 
 
1. У піраміді п’ять гвинтівок, три з яких мають оптичний приціл. 
Ймовірність того, що стрілець влучить у мішень під час пострілу з гвинтівки, 
яка має оптичний приціл, дорівнює 0,95; для гвинтівки без оптичного прицілу 
ця ймовірність дорівнює 0,7. Знайти ймовірність того, що буде влучення в 
мішень, якщо стрілець виконає один постріл з наугад узятої гвинтівки. 
2. Прилади з одним найменуванням виготовляються двома заводами. 
Перший поставляє 
3
2
 
усіх виробів; другий – 
3
1 . Ймовірність безперебійної 
роботи (надійність) прилада, виготовленого першим заводом, дорівнює  0,6; 
другого – 0,72. Визначити надійність прилада, який поставлено на 
підприємство. 
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3. З чисел 1, 2, …, n  одне за одним вибирають наугад два числа. Яка 
ймовірність того, що різниця між першим та другим вибраними числами буде 
не менше m ( m )0> . 
4. В урні лежить куля невідомого кольору. З однаковою ймовірністю це 
може бути біла або чорна куля. В урну кладуть одну білу кулю та після 
перемішування наугад витягують одну кулю. Вона виявилася білою. Яка 
ймовірність того, що в урні залишилася біла куля. 
5. У 10 ящиках складено деталі двох сортів. У перших трьох – по три 
деталі першого та по 7 деталей другого сорту. В четвертому – 9 деталей 
першого та одна деталь другого сорту. В інших шести ящиках лежать по одній 
деталі першого та по 9 деталей другого сорту. З будь-якого ящика виймають 
деталь. Визначити ймовірність того, що ця  деталь другого сорту. 
6. Партія транзисторів, серед яких 10 % дефектних, надійшла на 
перевірку. Схема перевірки така, що з ймовірністю 0,95 виявляється дефект 
(якщо він існує), та існує не нульова ймовірність 0,03 того, що справний 
транзистор буде визнано дефектним. Яка ймовірність того, що випадково 
вибраний з партії транзистор буде визнано дефектним? 
7. У магазин на продаж надходить продукція трьох фабрик, відносні 
частки яких: першої – 50 %; другої – 30 %; третьої – 20 %. Для продукції 
фабрик брак відповідно складає: першої – 2 %; другої – 3 %; третьої – 5 %. Яка 
ймовірність того, що виріб цієї продукції, випадково куплений у магазині, буде 
доброякісний (подія A)? 
8. Виконується випробування приладу, складеного з двох вузлів: 1 та 2.  
Ймовірності безперебійної роботи (надійності) за проміжок часу τ  вузлів 1 та 2 
будуть 8,01 =p , 9,02 =p . Вузли виявляються незалежними один від одного. 
Після деякого часу з’ясували, що цей прилад несправний. Знайти з урахуванням 
цього ймовірності гіпотез: {1 =H несправний тільки перший вузел};          
{2 =H несправний другий вузел}; {3 =H несправні обидва вузли}.   
9. Три стрільці виконали залп, при цьому дві пулі влучили в мішень. 
Знайти ймовірність того, що третій срілець улучив у мішень, якщо ймовірність 
улучення в мішень першим, другим та третім стрільцями відповідно 
дорівнюють 0,6, 0,5 та 0,4.  
10. Маємо три партії деталей по 20 у кожній. Кількість стандартах 
деталей у першій, другій та третій партіях відповідно дорівнює 20, 15, 10. З 
вибраної партії витягнули деталь, вона виявилася стандартною. Деталь 
повертають у партію та повторно з тієї ж партії витягують деталь, яка теж 
виявилася стандартною. Знайти ймовірність того, що деталі витягнули з третьої 
партії.  
11. Ймовірність улучення в літак під час одного пострілу для першої 
ракетної обслуги дорівнює 0,2, а для другої – 0,1. Кожна з гармат виконує по 
одному  пострілу,  при  цьому  зареєстровано  одне  влучення  в  літак.  Яка 
ймовірність того, що вдалий постріл належить першій  обслузі? 
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12. Три стрільці виконують по одному пострілу в одну й ту ж мішень. 
Ймовірності влучення в мішень при одному пострілі дорівнюють 321 ,, ppp
відповідно. Яка ймовірність того, що другий стрілець не влучив у ціль, якщо 
після пострілів у мішені виявилося дві пробоїни?  
Відповіді:  
 1. 0,85.       2. 0,64.       3. 
)1(2
)1)((
−
+−−
nn
mnmn .       4. 
3
2 .       5. 
25
19 .      6. 0,122.        
7. 0,971.       8. 643,0≈ , 286,0≈ , 071,0≈ .       9. 
19
10 .        10. 
29
4 .       11. 7,0≈ .  
12.
)1()1()1(
)1(
321321321
321
ppppppppp
ppp
−+−+−
−
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1.6. Схема Бернуллі 
 
Однією з важливих задач теорії ймовірностей є дослідження 
послідовностей різного роду експериментів з випадковими результатами. 
Розглянемо одну з такого роду схему. Схема Бернуллі (1654–1705) − це 
послідовність взаємно незалежних експериментів, у кожному з яких можна 
здійснити деяку подію з постійною, незалежною від номера експерименту 
ймовірністю )(APp = . Як альтернативний результат у кожному експерименті 
виступає протилежна подія A  з імовірністю pAPq −== 1)( .  
Якщо здійснюються n  незалежних експериментів в однакових умовах, 
при цьому в кожному з імовірністю p  з’являється подія A , то ймовірність 
)(mPn  того, що подія A  відбудеться у цих n  експериментах рівно m  раз, 
обчислюється за формулою 
                  mnmmnn qpCmP
−=)( mnmmn ppC −−= )1( ,  де  ),1( nm = .       (1.18)  
Формула (1.18) називається формулою Бернуллі. 
Ймовірність хоч би однієї появи події A  при n  незалежних 
експериментах у однакових умовах буде 
                                                      
n
n qP −=1)1( .                                             
Ймовірність того, що подія A  при n  незалежних експериментах в 
однакових умовах експерименту з’явиться: а) менше ніж m  раз; б) більше ніж 
m  раз; в) не менше m  раз; г) не більше m  раз, обчислюють відповідно за 
формулами:  а) )()(
1
0
kPmP
m
k
nn ∑−
=
= ,       б) )()(
1
kPmP
n
mk
nn ∑
+=
= ,   
             в) )()( kPmP
n
mk
nn ∑
=
= ,       г) )()(
0
kPmP
m
k
nn ∑
=
= . 
Приклад 1. Два рівносильних шахіста грають у шахи. Ймовірність якої  
події більша: виграти дві партії з чотирьох або три партії з шести (нічия не 
береться до уваги)? 
(1.20) 
(1.19) 
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Розв’язання. Грають рівносильні шахісти, тому ймовірність виграшу
5,0=p . У всіх партіях імовірність виграшу стала, при цьому немає значення, у 
якій послідовності будуть виграшні партії. Отже, можна застосовувати формулу 
Бернуллі. 
Знайдемо ймовірність того, що дві партії з чотирьох будуть виграшні:  
8
3)
2
1()
2
1(
21
34)2( 2222244 =⋅⋅⋅
⋅== qpCP . 
Знайдемо ймовірність того, що три партії з шести будуть виграшні:  
                         
16
5)
2
1()
2
1(
321
456)3( 3333366 =⋅⋅⋅⋅
⋅⋅== qpCP . 
Оскільки )3()2( 64 PP > , то більш імовірно виграти дві партії  з чотирьох.  
Приклад 2. Пристрій складається з 10 вузлів. Надійність (ймовірність 
безперебійної роботи в проміжку часу t ) для кожного вузла дорівнює p . Вузли 
ламаються незалежно один від одного. Знайти ймовірність того, що за 
проміжок часу t : а) зламається хоч би один вузол; б) зламається рівно один 
вузол; в) зламаються рівно два вузли; г) зламаються не менше двох вузлів. 
Розв’язання: а) за формулою (1.19) маємо 101010 )1(11)1( pqP −−=−= ;       
б) за формулою (1.18) знайдемо 99111010 )1(10)1( ppqpCP −== ; в) =)2(10P
82822
10 )1(45 ppqpC −== ;   г) −−=+−== ∑
=
10
1010
10
2
1010 1)1()0(1)()2( qPPmPP
m  
)10(110 99 pqqpq +−=− , тут враховано, що 10001010 )0( qpCP = , 9111010 )1( qpCP = . 
Якщо здійснюються n  незалежних експериментів при різних умовах та 
ймовірність події A  в i -му експерименті буде ip , ),1( ni = , тоді ймовірність 
)(mPn  того, що подія A  з’явиться в цих експериментах рівно m  раз, дорівнює 
коефіцієнту при mz  в розкладанні за степенями z  твірної функції:
∏
=
+=
n
i
iin zpqz
1
)()(ϕ , де ii pq −= 1 . 
Приклад 3. Пристрій складається з трьох елементів, які працюють 
незалежно один від одного. Ймовірності безперебійної роботи елементів (за 
проміжок часу t ) відповідно будуть 7,01 =p ; 8,02 =p ; 9,03 =p . Знайти 
ймовірність того, що за проміжок часу t  будуть працювати безперебійно:          
а) усі елементи; б) два елементи; в) один елемент; г) не буде працювати жоден з 
елементів. 
Розв’язання. Якщо ймовірності безперебійної роботи елементів 
відповідно становитимуть 7,01 =p ; 8,02 =p ; 9,03 =p , то ймовірності того, що 
елементи зламаються, будуть, 3,01 =q ; 2,02 =q ; 1,03 =q . Складемо твірну 
функцію =+++= ))()(()( 3322113 qzpqzpqzpzϕ =+++ )1,09,0)(2,08,0)(3,07,0( zzz
006,0092,0398,0504,0 23 +++= zzz  та отримуємо такі ймовірності: 
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а) ймовірність того, що три елементи будуть працювати безперебійно, 
дорівнює коефіцієнту при 3z : 504,0)3(3 =P ;  
б) ймовірність того, що два елементи будуть працювати безперебійно, 
дорівнює коефіцієнту при 2z : 398,0)2(3 =P ; 
в) ймовірність того, що один елемент буде працювати безперебійно, 
дорівнює коефіцієнту при z : 092,0)1(3 =P ;   
г) ймовірність того, що жоден з елементів не буде працювати 
безперебійно, дорівнює вільному члену: 006,0)0(3 =P . 
Ймовірність )(mPn , як функція цілочислового аргументу m , досягає свого 
найбільшого значення. Число 0m  називається найбільш імовірним або 
найімовірнішим числом появи події A  в серії n  експериментів. Це число 
задовольняє нерівність 
                                        pnpmqnp +≤≤− 0 .                                       
Приклад 4. Відомо, що 45
1
 
частина продукції, яку виготовляє завод, не 
задовольняє вимоги стандарту. Завод виготовив 4500 одиниць продукції. 
Знайти найімовірніше число виробів заводу, що задовольняють вимоги 
стандарту. 
Розв’язання. Якщо ймовірність виготовлення бракованого виробу 
,45
1=q  то ймовірність появи виробу, що задовольняє стандарт, буде 4544=p . 
За формулою (1.21) маємо 45
44
45
44450045
1
45
444500 0 +⋅≤≤−⋅ m , тобто 
45
44440045
14400 0 +≤≤− m . Отже, шукане найбільш імовірне число виробів, 
яке задовольняє вимоги стандарту, дорівнює 4400. 
Незважаючи на компактність формули (1.18), використання її при 
великих значеннях n  призводить до громіздких обчислень. Тому в таких 
випадках використовують наближені формули. 
Теорема Пуассона. Якщо проводяться експерименти за схемою Бернуллі 
при ∞→n  та 0→p , але anp = , то ймовірність появи m  раз події A , з 
імовірністю p  в окремому експерименті  прямує до a
m
e
m
a −
!
, тобто 
                              
a
m
n
n
e
m
amP −∞→ = !)(lim ⇒
a
m
n em
amP −≈
!
)( .                              
 
Вираз (1.21) називається асимптотичною формулою Пуассона. 
Приклад 5. Телефонна станція обслуговує 1000 абонентів. За визначений 
проміжок часу абонент може зробити виклик незалежно від інших з 
імовірністю 0,005. Знайти ймовірність того, що відбулося не більше 7 викликів. 
{0 =A жоден виклик не здійснився}; {1 =A здійснився один виклик} і т. ін.; 
{7 =A здійснилося 7 викликів}.  Тоді 76543210 AAAAAAAAA +++++++=  та 
(1.21) 
(1.22) 
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)()()()( 710001100001000 APAPAPAP +++= K . Для обчислення кожної ймовірності 
використаємо теорему Пуассона. Дістанемо 
005,0=p ;     1000=n ;     5== npa ,     =)(1000 kAP !
5
!
5
k
ee
i
a kak −− = ,     )7,0(=k . 
Отже, 875,0)
!7
5
!1
5
!0
5()(
70
5 ≈+++= − KeAP . 
До недоліків теореми Пуассона треба віднести умову 0→p , оскільки 
вона не в кожному випадку виконується. У зв’язку з цим розглянемо випадки, 
коли 0≠p  та 1≠p . В такому разі для обчислення )(mPn  використовують 
локальну теорему Лапласа. 
Локальна теорема Лапласа. Ймовірність того, що в n  незалежних 
експериментах, у кожному з яких імовірність появи події дорівнює p   
)10( << p , подія настане рівно m  разів (байдуже, у якій послідовності), 
наближено дорівнює (чим більше n , тим точніше) 
                                                   
)(1)( x
npq
mPn ϕ= ,                                      (1.23) 
де  2
2
2
1)(
x
ex
−= πϕ ,    npq
npmx −= . 
Таблиця значень функції )(xϕ
 
для додатних значень x  наведена нижче. 
Для від’ємних значень x  користуються тією ж таблицею, тому що функція 
)(xϕ  парна ( )()( xx ϕϕ =− ). 
Приклад 6. За даними відділку технічного контролю заводу, 0,8 об’єму 
деталей, які завод випускає, не мають дефектів. Знайти ймовірність того, що 
серед вибраних наугад 400 деталей дефекти будуть мати 80. 
Розв’язання. За умовами 400=n , 80=m , 2,0=p , 8,0=q . Тоді
0
8,02,0400
2,040080 =⋅⋅
⋅−=x . З табл. 1.1 знаходимо, що 3989,0)0( =ϕ . За формулою 
(1.23) шукана ймовірність 04986,03989,0125,0)0(125,0)80(400 =⋅=⋅= ϕP . 
Відзначимо, що теорема Лапласа дає можливість оцінити окремі 
ймовірності та їх поводження як функцію m  при великих n . 
При великій кількості експериментів n  та не дуже маленькій ймовірності 
p  важливо оцінити ймовірність того, що подія A  з’явиться  не менше 1m  та не 
більше 2m  разів: ),( 21 mmPn . Для обчислення ),( 21 mmPn  використовують 
інтегральну теорему Лапласа. 
Інтегральна теорема Лапласа. Нехай  m  −  число появи події A  в серії з 
n  незалежних експериментів, 10 << p . Тоді ймовірність ),( 21 mmPn  того, що в 
цих експериментах подія A  з’явиться  не менше 1m  та не більше 2m  разів, 
задовольняє співвідношення 
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dzemmP
x
x
z
n
n ∫=∞→
2
1
2
221 2
1),(lim π ,    
 де  
npq
npmx −= 11 ;     npq
npmx −= 22 . 
 
Іншими словами, при великих значеннях n  має місце наближена формула 
 
                                            
)()(),( 1221 xФxФmmPn −= ,                                    (1.24) 
де   
    dzеxФ
z
x 2
0
2
2
1)(
−
∫= π .                                        
 
Функція (1.25) називається інтегралом помилок. Вона непарна                
( )()( xФxФ −=− ). ЇЇ значення при  0≥x  наведено в табл. 1.2. 
 
Оцінка похибки при використанні формули (1.24) показує, що ця формула 
забезпечує  добру точність вже при значеннях 10≥npq . 
 
Приклад 7. Знайти ймовірність того, що при 10000 підкиданнях монети 
цифра випадає: а) не менше 4000 та не більше 6000 разів; б) не більше 4000 
разів; в) не менше 6000 разів. 
Розв’язання. а) Ймовірність того, що випаде цифра 5,0=p , тоді 5,0=q . 
 
 Далі, для 10000=n , 40001 =m ,  60002 =m  визначимо 1x  та 2x : 
 
20
2500
5,0100004000
1 −=⋅−=x ;        202500
5,0100006000
2 =⋅−=x . 
 
Отже, згідно з табл. 1.2 шукана ймовірність буде 
 
15,02)20(2)20()20()60004000(10000 =⋅==−−=≤ ФФФmP p . 
 
б) Аналогічно з урахуванням табл. 1.2 маємо 
 
=−−−=−−−=≤≤ )100()20()
50
50000()
50
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Таблиця 1.1 
Значення функції 2
2
2
1)(
x
ex
−= πϕ  
 
x  0 1 2 3 4 5 6 7 8 9 
0,0 
0,1 
0,2 
0,3 
0,4 
0,5 
0,6 
0,7 
0,8 
0,9 
 
1,0 
1,1 
1,2 
1,3 
1,4 
1,5 
1,6 
1,7 
1,8 
1,9 
 
2,0 
2,1 
2,2 
2,3 
2,4 
2,5 
2,6 
2,7 
2,8 
2,9 
 
3,0 
3,1 
3,2 
3,3 
3,4 
3,5 
3,6 
3,7 
3,8 
3,9 
0,3989 
   3970 
   3910 
   3814 
   3683 
   3521 
   3332 
   3123 
   2897 
   2661 
 
0,2420 
   2179 
   1942 
   1714 
   1497 
   1295 
   1109 
   0940 
   0790 
   0656 
 
0,0540 
   0440 
   0355 
   0283 
   0224 
   0175 
   0136 
   0104 
   0079 
   0060 
 
0,0044 
   0033 
   0024 
   0017 
   0012 
   0009 
   0006 
   0004 
   0003 
   0002 
3989 
3965 
3902 
3802 
3668 
3503 
3312 
3101 
2874 
2637 
 
2396 
2155 
1919 
1691 
1476 
1276 
1092 
0925 
0775 
0644 
 
0529 
0431 
0347 
0277 
0219 
0171 
0132 
0101 
0077 
0058 
 
0043 
0032 
0023 
0017 
0012 
0008 
0006 
0004 
0003 
0002 
3989 
3961 
3894 
3790 
3653 
3485 
3292 
3079 
2850 
2613 
 
2371 
2131 
1895 
1669 
1456 
1257 
1074 
0909 
0761 
0632 
 
0519 
0422 
0339 
0270 
0213 
0167 
0129 
0099 
0075 
0056 
 
0042 
0031 
0022 
0016 
0012 
0008 
0006 
0004 
0003 
0002 
3988 
3956 
3885 
3778 
3637 
3467 
3271 
3056 
2827 
2580 
 
2347 
2107 
1872 
1647 
1435 
1238 
1057 
0893 
9748 
0620 
 
0508 
0413 
0332 
0264 
0208 
0163 
0126 
0096 
0073 
0055 
 
0040 
0030 
0022 
0016 
0011 
0008 
0005 
0004 
0003 
0002 
3986 
5951 
3876 
3765 
3621 
3448 
3251 
3034 
2803 
2565 
 
2323 
2083 
1849 
1626 
1415 
1219 
1040 
0878 
0734 
0608 
 
0498 
0404 
0325 
0258 
0203 
0158 
0122 
0093 
0071 
0053 
 
0039 
0029 
0021 
0015 
0011 
0008 
0005 
0004 
0003 
0002 
3984 
3945 
3867 
3752 
3605 
3429 
3230 
3011 
2780 
2541 
 
2299 
2059 
1826 
1604 
1394 
1200 
1023 
0863 
0721 
0596 
 
0488 
0396 
0317 
0252 
0198 
0154 
0119 
0091 
0069 
0051 
 
0038 
0028 
0020 
0015 
0010 
0007 
0005 
0004 
0002 
0002 
3982 
3939 
3857 
3739 
3580 
3410 
3209 
2989 
2756 
2516 
 
2275 
2036 
1804 
1582 
1374 
1182 
1006 
0848 
0707 
0584 
 
0478 
0387 
0310 
0246 
0194 
0151 
0116 
0088 
0067 
0050 
 
0037 
0027 
0020 
0014 
0010 
0007 
0005 
0003 
0002 
0002 
3980 
3932 
3847 
3726 
3572 
3391 
3187 
2966 
2732 
2492 
 
2251 
2012 
1781 
1561 
1354 
1163 
0989 
0833 
0694 
0573 
 
0468 
0379 
0303 
0241 
0189 
0147 
0113 
0086 
0065 
0048 
 
0036 
0026 
0019 
0014 
0010 
0007 
0005 
0003 
0002 
0002 
3977 
3925 
3836 
3712 
3555 
3372 
3166 
2943 
2709 
2468 
 
2227 
1989 
1758 
1539 
1334 
1145 
0973 
0818 
0681 
0562 
 
0459 
0371 
0297 
0235 
0184 
0143 
0110 
0084 
0063 
0047 
 
0035 
0025 
0018 
0013 
0009 
0007 
0005 
0003 
0002 
0001 
3973 
3918 
3825 
3697 
3538 
3352 
3144 
2920 
2685 
2444 
 
2203 
1965 
1736 
1518 
1315 
1127 
0957 
0804 
0669 
0551 
 
0449 
0363 
0290 
0229 
0180 
0139 
0107 
0081 
0061 
0046 
 
0034 
0025 
0018 
0013 
0009 
0006 
0004 
0003 
0002 
0001 
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Таблиця 1.2 
Значення функції dzеxФ
z
x 2
0
2
2
1)(
−
∫= π  
 
x  )(xФ  x  )(xФ x  )(xФ x  )(xФ
0,00 
0,01 
0,02 
0,03 
0,04 
0,05 
0,06 
0,07 
0,08 
0,09 
0,10 
0,11 
0,12 
0,13 
0,14 
0,15 
0,16 
0,17 
0,18 
0,19 
0,20 
0,21 
0,22 
0,23 
0,24 
0,25 
0,26 
0,27 
0,28 
0,29 
0,30 
0,31 
0,32 
0,33 
0,34 
0,35 
0,36 
0,37 
0,38 
0,39 
0,40 
0,0000 
0,0040 
0,0080 
0,0120 
0,0160 
0,0199 
0,0239 
0,0279 
0,0319 
0,0359 
0,0398 
0,0438 
0,0478 
0,0517 
0,0557 
0,0596 
0,0636 
0,0675 
0,0714 
0,0753 
0,0793 
0,0832 
0,0871 
0,0910 
0,0948 
0,0987 
0,1026 
0,1064 
0,1103 
0,1141 
0,1179 
0,1217 
0,1255 
0,1293 
0,1331 
0,1368 
0,1406 
0,1443 
0,1480 
0,1517 
0,1554 
0,41 
0,42 
0,43 
0,44 
0,45 
0,46 
0,47 
0,48 
0,49 
0,50 
0,51 
0,52 
0,53 
0,54 
0,55 
0,56 
0,57 
0,58 
0,59 
0,60 
0,61 
0,62 
0,63 
0,64 
0,65 
0,66 
0,67 
0,68 
0,69 
0,70 
0,71 
0,72 
0,73 
0,74 
0,75 
0,76 
0,77 
0,78 
0,79 
0,80 
0,81 
0,1591 
0,1628 
0,1664 
0,1700 
0,1736 
0,1772 
0,1808 
0,1844 
9,1879 
0,1915 
0,1950 
0,1985 
0,2019 
0,2054 
0,2088 
0,2123 
0,2157 
0,2190 
0,2224 
0,2257 
0,2291 
0,2324 
0,2357 
0,2389 
0,2422 
0,2454 
0,2486 
0,2517 
0,2549 
0,2580 
0,2611 
0,2642 
0,2673 
0,2703 
0,2734 
0,2764 
0,2794 
0,2823 
0,2852 
0,2881 
0,2910 
0,82 
0,83 
0,84 
0,85 
0,86 
0,87 
0,88 
0,89 
0,90 
0,91 
0,92 
0,93 
0,94 
0,95 
0,96 
0,97 
0,98 
0,99 
1,00 
1,01 
1,02 
1,03 
1,04 
1,05 
1,06 
1,07 
1,08 
1,09 
1,10 
1,11 
1,12 
1,13 
1,14 
1,15 
1,16 
1,17 
1,18 
1,19 
1,20 
1,21 
1,22 
0,2939 
0,2967 
0,2995 
0,3023 
0,3051 
0,3078 
0,3106 
0,3133 
0,3159 
0,3186 
0,3212 
0,3238 
0,3264 
0,3289 
0,3315 
0,3340 
0,3365 
0,3389 
0,3413 
0,3438 
0,3461 
0,3485 
0,3508 
0,3531 
0,3554 
0,3577 
0,3599 
0,3621 
0,3643 
0,3665 
0,3686 
0,3708 
0,3729 
0,3749 
0,3770 
0,3790 
0,3810 
0,3830 
0,3849 
0,3869 
0,3883 
1,23 
1,24 
1,25 
1,26 
1,27 
1,28 
1,29 
1,30 
1,31 
1,32 
1,33 
1,34 
1,35 
1,36 
1,37 
1,38 
1,39 
1,40 
1,41 
1,42 
1,43 
1,44 
1,45 
1,46 
1,47 
1,48 
1,49 
1,50 
1,51 
1,52 
1,53 
1,54 
1,55 
1,56 
1,57 
1,58 
1,59 
1,60 
1,61 
1,62 
1,63 
0,3907 
0,3925 
0,3944 
0,3962 
0,3980 
0,3997 
0,4015 
0,4032 
0,4049 
0,4066 
0,4082 
0,4099 
0,4115 
0,4131 
0,4147 
0,4162 
0,4177 
0,4192 
0,4207 
0,4222 
0,4236 
0,4251 
0,4265 
0,4279 
0,4292 
0,4306 
0,4319 
0,4332 
0,4345 
0,4357 
0,4370 
0,4382 
0,4394 
0,4406 
0,4418 
0,4429 
0,4441 
0,4452 
0,4463 
0,4474 
0,4484 
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Продовження табл. 1.2 
 
x  )(xФ  x  )(xФ x  )(xФ x  )(xФ
1,64 
1,65 
1,66 
1,67 
1,68 
1,69 
1,70 
1,71 
1,72 
1,73 
1,74 
1,75 
1,76 
1,77 
1,78 
1,79 
1,80 
1,81 
1,82 
1,83 
1,84 
1,85 
1,86 
1,87 
 
0,4495 
0,4505 
0,4515 
0,4525 
0,4535 
0,4545 
0,4554 
0,4564 
0,4573 
0,4582 
0,4591 
0,4599 
0,4608 
0,4616 
0,4625 
0,4633 
0,4641 
0,4649 
0,4656 
0,4664 
0,4671 
0,4678 
0,4686 
0,4693 
1,88 
1,89 
1,90 
1,91 
1,92 
1,93 
1,94 
1,95 
1,96 
1,97 
1,98 
1,99 
2,00 
2,02 
2,04 
2,06 
2,08 
2,10 
2,12 
2,14 
2,16 
2,18 
2,20 
2,22 
 
0,4699 
0,4706 
0,4713 
0,4719 
0,4726 
0,4732 
0,4738 
0,4744 
0,4750 
0,4756 
0,4761 
0,4767 
0,4772 
0,4783 
0,4793 
0,4803 
0,4812 
0,4821 
0,4830 
0,4838 
0,4846 
0,4854 
0,4861 
0,4868 
2,24 
2,26 
2,28 
2,30 
2,32 
2,34 
2,36 
2,38 
2,40 
2,42 
2,44 
2,46 
2,48 
2,50 
2,52 
2,54 
2,56 
2,58 
2,60 
2,62 
2,64 
2,66 
2,68 
2,70 
 
0,4875 
0,4881 
0,4887 
0,4893 
0,4898 
0,4904 
0,4909 
0,4913 
0,4918 
0,4922 
0,4927 
0,4931 
0,4934 
0,4938 
0,4941 
0,4945 
0,4948 
0,4951 
0,4953 
0,4956 
0,4959 
0,4961 
0,4963 
0,4965 
2,72 
2,74 
2,76 
2,78 
2,80 
2,82 
2,84 
2,86 
2,88 
2,90 
2,92 
2,94 
2,96 
2,98 
3,00 
3,20 
3,40 
3,60 
3,80 
4,00 
4,50 
5,00 
0,4967 
0,4969 
0,4971 
0,4973 
0,4974 
0,4976 
0,4977 
0,4979 
0,4980 
0,4981 
0,4982 
0,4984 
0,4985 
0,4986 
  0,49865 
  0,49931 
  0,49966 
    0,499841 
    0,499928 
    0,499968 
    0,499997 
    0,499997 
 
 
Приклад 8. Відділ технічного контролю заводу встановив, що в 
середньому 98 % виробів відповідає встановленим вимогам, а  2 % потребують 
переробки. Приймальник перевіряє 300 виробів. Якщо серед них виявиться 11 
або більше тих, що потребують переробки, уся партія повертається на 
доопрацювання. Знайти ймовірність того, що партія буде прийнята. 
Розв’язання. У даному випадку n  достатньо велике і ймовірність того, що 
10≤m , можна оцінити за формулою (1.24). Враховуючи, що 01 =m ; 102 =m ; 
300=n ; 02,0=p ;  98,0=q , знайдемо 47,288,5
6
1 −≈−=x , 65,188,5
610
2 ≈−=x . Тоді 
+=−−≈≤ )65,1()47,2()65,1()10( ФФФmP )47,2(Ф .  
За табл. 1.2 знаходимо 4505,0)65,1( =Ф , 4932,0)47,2( =+Ф  і, очевидно,
9433,0)10( =≤mP . 
Нехай  n   −  число експериментів, p  −  ймовірність появи події A  у 
кожному експерименті, 
n
m  − відносна частість появи події A . Тоді ймовірність
)( ε≤− p
n
mP  того, що відхилення  відносної частості 
n
m  від імовірності p  по  
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абсолютній  величині  не  перевищує  задане  число ε ,  можна  обчислити  за  
формулою   
               
)(2)()()(
pq
n
Ф
pq
n
Ф
pq
n
Фp
n
mP εεεε =−−=≤− .               (1.26) 
Приклад 9. Ймовірність того, что деталь нестандартна, дорівнює 0,1. 
Скільки деталей треба одібрати, щоб з імовірністю 0,9544 можна було би 
стверджувати, що відносна частість появи нестандартних деталей відхиляється 
від сталої ймовірності 1,0=p  по абсолютній величині не більше ніж на 0,03. 
Розв’язання. За умовами задачі 1,0=p , 9,0=q , 03,0=ε , 
9544,0)03,01,0( =≤−
n
mP . Шукане число n  дістанемо за формулою (1.26):  
==≤− 9544,0)03,01,0(
n
mP )
9,01,0
03,0(2 ⋅
n
Ф
 
або 4772,0)1,0( =nФ . 
 За табл. 1.2 знаходимо )2(4772,0 Ф= ⇒ n1,02 = ⇒ 400=n . 
 
Завдання для самостійної роботи 
1. Знайти ймовірність того, що з десяти підкидань монети герб випаде 
рівно п’ять разів. 
2. Знайти ймовірність того, що з десяти кидань кості шестірка випаде 
рівно п’ять  разів. 
3. Ймовірність ураження цілі під час одного пострілу буде 2,0=p . Яка 
ймовірність того, що при 100 пострілах ціль буде уражена рівно 20 разів? 
4. У родині п’ятеро дітей. Знайти ймовірність того, що серед цих дітей:       
а) два хлопчики; б) не більше двох хлопчиків; в) більше двох хлопчиків; г) не 
менше двох та не більше трьох хлопчиків. Вважати, що ймовірність 
народження хлопчика дорівнює 0,51. 
5. Знайти ймовірність того, що подія A  з’явиться рівно 70 разів у 243 
експериментах, якщо ймовірність появи цієї події в кожному експерименті 
дорівнює 0,25. 
6. Знайти ймовірність того, що подія A  з’явиться 1400 разів у 2400 
експериментах, якщо ймовірність появи цієї події у кожному експерименті 
дорівнює 0,6. 
7. Ймовірність ураження мішені при одному пострілі дорівнює 0,8. 
Знайти ймовірність того, що при 100 пострілах мішень уражена рівно 75 раз. 
8. Підприємство випускає 1 % бракованих виробів. Яка ймовірність того, 
що з узятих на дослідження 1100 виробів бракованих буде не більше 17?  
9. Проростання насіння даної рослини дорівнює 0,9. Знайти ймовірність 
того, що з 900 штук посіяного насіння число пророслих буде знаходитися у 
проміжку між 790 та 830. 
10. Ймовірність появи успіху в кожному з 625 незалежних експериментів 
дорівнює 0,8. Знайти ймовірність того, що частість появи успіху відхилиться по  
абсолютній величині від його ймовірності не більше ніж на 0,04. 
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11. Скільки треба провести експериментів з підкиданням монети, щоб з 
імовірністю 0,92 можна було очікувати відхилення частості випадіння «герба» 
від теоретичної ймовірності 0,5 на абсолютну величину, меншу ніж 0,01? 
12. Ймовірність появи успіху в кожному з 400 незалежних експериментів 
дорівнює 0,8. Знайти таке додатне число ε , що з ймовірністю 0,9876 абсолютна 
величина відхилення частості появи успіху від його ймовірності 0,8 не 
перевищує ε . 
13. По каналу зв’язку передається п’ять повідомлень. Кожне з 
повідомлень незалежно від інших з імовірністю 0,3 викривляється завадами. 
Знайти ймовірність подій: а) з п’яти повідомлень три викривлені; б) не менше 
чотирьох з п’яти повідомлень передано правильно; в) не більше двох переданих 
повідомлень викривлені; г) усі повідомлення прийнято без викривлень; д) не 
менше двох повідомлень викривлено. 
 
Відповіді: 
 
1. 0,25.  2. 0,013.  3. 0,1.  4. а) 0,31, б) 0,49, в) 0,52,  г) 0,62.  5. 0,0231.  6. 0,0041. 
7. 0,04565.  8. 0,9653.  9. 0,9737.  10. 0,9876.  11. 7656.  12. 0,05.  13. а) 0,1323,          
б) 0,5282,  в) 0,8369,  г) 0,1681,  д) 0,3143. 
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Розділ 2. ВИПАДКОВІ ВЕЛИЧИНИ 
 
2.1. Поняття випадкової величини 
 
Випадковою величиною називається величина, яка в результаті 
експерименту може набувати різних значень, заздалегідь невідомо яких саме. 
Позначають випадкові величини великими буквами X , Y , Z , … , а їх 
можливі значення відповідно маленькими ix , iy , iz , … Наприклад, позначимо 
через X  число очок, яке випало на верхній грані гральної кості, X – випадкова 
величина, можливі значення якої 1, 2, 3, 4, 5, 6 вона набуває залежно від 
результату експерименту – підкидання гральної кості. Нехай α  позначає кут 
між великою стрілкою годинника, який зупинився, та горизонтальним 
напрямом. Тоді αtgX =  буде випадковою величиною, яка спроможна набувати 
всіх значень від ∞−  до ∞+ . 
Існують два типи випадкових величин: дискретні та неперервні. 
Дискретною випадковою величиною X  називається випадкова 
величина, кожне з можливих значень якої x  має окіл, який не містить жодного 
з інших значень тієї ж величини. Усі значения x  такої випадкової величини X  
можуть бути перенумеровані, тобто 1x , 2x , K, nx , K . 
Неперервною випадковою величиною X  називається випадкова 
величина, значення якої повністю заповнюють проміжок );( ba  числової  осі, 
який може бути скінченним або нескінченним. 
Найважливіша характеристика випадкової величини − це розподіл 
імовірностей цієї величини. Справа в тому, що випадкова величина набуває тих 
чи інших значень, взагалі кажучи, з різними ймовірностями. 
Розподіл імовірності випадкової величини задається сукупністю її 
значень або, можливо, множин цих значень та ймовірностей, з якими беруться 
ці значення. 
 
2.2. Закон розподілу випадкових величин 
 
Відповідність між усіма можливими значеннями випадкової величини та 
їх імовірностями називається законом розподілу випадкової величини. Закон 
розподілу можна задавати таблицею, графіком, аналітично.  
Ряд розподілу. Найпростішу форму закону розподілу має дискретна 
випадкова величина. Щоб задати такий закон, достатньо перелічити можливі 
значення випадкової величини :X  1x , 2x , K, nx , K та відповідні їм імовірності 
1p , 2p , K , np , K . Рядом розподілу дискретної випадкової величини 
називається таблиця, у верхньому рядку якої перелічені у порядку зростання всі 
можливі значення випадкової величини, а у нижньому подані ймовірності цих 
значень. Запишемо ряд розподілу випадкової величини :X  1x , 2x , K, nx , K з 
відповідними ймовірностями  1p , 2p , K, np , K 
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                                       .)(}{ ∫=<≤
β
α
βα dxxfXP                                      (2.4) 
У геометричній інтерпретації ця ймовірність дорівнює площі, обмеженій 
зверху кривою розподілу, яка спирається на проміжок ),[ βα  (заштрихована на 
рис. 2.10).  
Формула (2.4) дає можливість подати функцію розподілу )(xF через 
щільність розподілу  )(xf .  Дійсно,  
                                  
∫
∞−
=<<−∞=<=
x
dxxfxXPxXPxF )(}{}{)( .                 (2.5) 
У геометричній інтерпретації функція розподілу дорівнює площі, що 
лежить ліворуч точки x .  
 
Основні властивості щільності розподілу 
 
1. Щільність розподілу − невід’ємна функція ( 0)( ≥xf ).  
2. Інтеграл з нескінченними межами від щільності розподілу дорівнює 
одиниці, тобто 1)( =∫
∞
∞−
dxxf .  
Геометрично основні властивості можна уявити собі так: крива розподілу 
лежить не нижче осі абсцис; площа, обмежена кривою розподілу та віссю 
абсцис, дорівнює одиниці.  
Приклад 7. Випадкова величина X має щільність розподілу 
⎪⎩
⎪⎨
⎧
=
0
sin5,0
0
)( xxf
при
при
при
.
,0
,0
π
π
>
≤<
≤
x
x
x
 
а) Побудувати функцію розподілу )(xF ; б) знайти ймовірність того, що в 
результаті експерименту величина X  набуде значень з проміжку )4;0(
π .  
Розв’язання. а) З означення щільності ймовірності маємо )()( xFxf ′=  або 
∫
∞−
=
x
dxxfxF )()( , це означає, що при 0≤x  дістанемо 0)( =xF ; при π≤< x0  
отримаємо )cos1(5,0cos5,0sin5,0)( 0
0
xxxdxxF x
x
−=−== ∫ ; при π>x  отримаємо 
1sin5,0)(
0
== ∫
π
xdxxF .  Таким чином, ⎪⎩
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1
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>
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б) 15,0)
2
21(5,0)0()
4
()40( ≈−=−=<< FFxP
ππ . 
Приклад 8. Щільність розподілу випадкової величини X задається  
формулою xeAxxf 32)( −= , )0( ∞<≤ x . а) Знайти коефіцієнт A ; б) побудувати 
функцію розподілу );(xF  в) обчислити ймовірність того, що випадкова 
величина X  потрапить  у  проміжок )3
1;0( .  
Розв’язання. а) З одного боку, площа фігури, що лежить під кривою 
щільності ймовірності, дорівнює одиниці, а з іншого – інтегралу від функції, 
яка задає щільність імовірності: 
13
0
2 =−
∞
∫ dxexA x
 
або 1
27
269
0
3
2
=++− ∞− xexxA ⇒
2
27=A ⇒ xexxf 32
2
27)( −= .  
б)  За формулою  (2.5): x
x
x exxdxexxF 3
2
32
2
2691
2
27)( −
∞−
− ++−== ∫ . 
в) За формулою  (2.4):
 
∫ −=<< 3
1
0
32
2
27}
3
10{ dxexXP x
e2
51−= . 
 
 
2.3. Числові характеристики положення  
випадкових величин 
 
Кожен закон розподілу являє собою деяку функцію, зазначення якої в 
повній мірі описує випадкову величину з імовірнісної точки зору. 
Але в багатьох випадках немає необхідності в такому повному опису, 
частіше достатньо знати тільки окремі числові параметри, що характеризують 
важливі риси розподілу. Ці числа, що в стислій формі описують найбільш 
важливі риси розподілу, називаються числовими характеристиками 
випадкової величини. 
Серед числових характеристик розрізняють характеристики положення 
(математичне сподівання, мода, медіана) та характеристики розсіювання 
(дисперсія, середнє квадратичне відхилення, різні моменти розподілу вищих 
порядків). 
Математичним сподіванням називається дійсне число, що визначається 
за формулою 
        
⎪⎪⎩
⎪⎪⎨
⎧
=
∫
∑
∞
∞−
=
неперервнавеличинавипадковаякщоdxxxf
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(2.6) 
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Остаточно, площі трикутника, що лежать ліворуч точки 2=x  та 
праворуч цієї точки рівні між собою, тобто медіана буде 2=mh . 
Крім зазначених характеристик положення, використовується ще ряд 
числових характеристик різного призначення. Серед них є моменти – початкові 
та центральні.  
2.4. Моменти. Дисперсія. 
Середнє квадратичне відхилення 
 
Початковим моментом s-го порядку випадкової величини X
називається математичне сподівання s-го степеня цієї випадкової величини
)()( ss XMX =α . 
Для дискретної випадкової величини X  маємо i
n
i
s
is pxX ∑
=
=
1
)(α .  
 Для неперервної випадкової величини X  маємо  dxxfxX ss )()( ∫
∞
∞−
=α .  
Математичне сподівання випадкової величини, введене раніше, є не що 
інше як її перший початковий момент: )()( 1 XXM α= . 
Перед тим, як дати означення центральних моментів, введемо поняття 
«центрованої» випадкової величини .X  
Центрованою випадковою величиною називається відхилення 
випадкової величини від її математичного сподівання )(XMXX −=• . 
Неважко переконатися, що математичне сподівання центрованої 
випадкової величини дорівнює нулю. 
Центральним моментом порядку s  випадкової величини називається 
математичне сподівання  s-го  степеня центрованої випадкової величини 
]))([(])[()( sss XMXMXMX −==
•μ . 
Для дискретної випадкової величини i
n
i
s
is pXMx∑
=
−=
1
))((μ . 
Для неперервної випадкової величини ∫
∞
∞−
−= dxxfXMx ss )())((μ . 
Очевидно, що для будь-якої випадкової величини X  центральний момент 
першого порядку дорівнює нулю, тобто .0))(()(1 =−==
•
XMXMXMμ  
Між центральними та початковими моментами існує зв’язок. Покажемо 
цей зв’язок на прикладі моментів другого порядку для дискретної випадкової 
величини:    =−== ∑
=
•
i
n
i
i pXMxXM
2
1
2
2 ))((])[(μ
 
−∑
=
i
n
i
i px
1
2 +∑
=
i
n
i
i pXMx )(2
1  
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=+∑
=
i
n
i
pXM
1
2)]([ −=+− ∑∑
==
2
1
2
1
2 )]([)(2 αα
n
i
ii
n
i
i pXMpxXM +2)]([2 XM  
2)]([ XM+     ⇒    222 )]([ XM−=αμ . 
Аналогічно можна знайти зв’язок між моментами будь-якого порядку. 
Наприклад, для моментів третього порядку маємо:  
3
233 )]([2)(3 XMXM +−= ααμ . 
Особливе значення для практики має другий центральний момент 2μ . Він 
називається дисперсією випадкової величини та має спеціальне позначення: 
)(XD . 
Таким чином, дисперсія випадкової величини – це математичне 
сподівання квадрата відповідної центрованої величини. Отже: 
 
⎪⎪⎩
⎪⎪⎨
⎧
−
−
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∑
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=
неперервнавеличинавипадковаdxxfXMx
дискретнавеличинавипадковаpXMx
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На практиці часто буває простіше обчислити другий початковий момент 
ніж дисперсію, тоді використовують формули: 
 
                     
2
2 )]([)( XMXD −=α    або   .)]([)()( 22 XMXMXD −=            (2.12) 
 
Отже, дисперсія випадкової величини дорівнює математичному 
сподіванню її квадрата мінус квадрат математичного сподівання цієї 
випадкової величини. 
Дисперсія − це характеристика розсіювання випадкової величини навколо 
її математичного сподівання. 
Властивості дисперсії випадкової величини 
1. Дисперсія сталої величини constC =  дорівнює нулю: 
                                                             0)( =CD .                                                  (2.13) 
2. Дисперсія суми сталої величини constC = та випадкової величини X
дорівнює дисперсії випадкової величини X : 
                                           )()( XDCXD =+ .                                           (2.14) 
3. Дисперсія добутку сталої величини constC =  на випадкову величину 
X  дорівнює добутку квадрата сталої величини C  на дисперсію випадкової 
величини X : 
                                                     )()(
2 XDCCXD = .                                           (2.15) 
Математичне сподівання та дисперсія характеризують найважливіші 
риси розподілу: його положення та міру розсіювання.  
Дисперсія має вимірність квадрата випадкової величини, що не завжди 
зручно,  зручніше  користуватися  величиною,  яка  має  ту  ж  вимірність,  що  і  
(2.11) 
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випадкова величина. Такою величиною буде середнє квадратичне відхилення: 
                                              
)()( XDX =σ .                                          (2.16) 
У формулі (2.16) беремо додатне значення кореня. 
 
Властивості середнього квадратичного відхилення 
1. 0)( =Xσ тоді й тільки тоді, коли X  − стала. 
2. )()( XССX σσ = . 
3. Якщо X та Y  − незалежні випадкові величини, то 
)()()( 22 YXYX σσσ +=+ . 
4. Середнє квадратичне відхилення середнього арифметичного n
незалежних випадкових величин з однаковою дисперсією дорівнює  
n
σ . 
Для невід’ємних випадкових величин X  як характеристику «степеня 
ймовірності» іноді використовують коефіцієнт варіації, який показує, яку 
частку математичного сподівання складає середнє квадратичне відхилення: 
                                                          
)(XM
V σ= .                                               (2.17) 
Коли 1<V  випадкова величина «менш випадкова», коли 1>V  − «більш 
випадкова». 
Якщо відомо математичне сподівання та середнє квадратичне відхилення 
випадкової величини X , можна скласти наближене зображення про діапазон її 
можливих значень, а саме: значення випадкової величини X  тільки зрідка 
виходять за межі проміжку σ3±m   (правило трьох сигм). 
Для більш докладного опису розподілу існують моменти вищих порядків. 
Третій центральний момент 3μ  характеризує асиметрію розподілу. 
Якщо розподіл симетричний, то всі центральні моменти непарного 
порядку дорівнюють нулю, і тому природно за характеристику асиметрії 
вибрати непарний центральний момент (простіше за все 3μ ). Він має 
вимірність кубу і для того, щоб отримати безрозмірну величину, його ділять на 
)(3 Xσ  і отримують коефіцієнт асиметрії Sk  (від англійського skew − 
«косий»): 
                                                                  
3
3
σ
μ=Sk .                                           (2.18) 
 
На рис. 2.16 зображено дві асиметричні криві розподілу )(1 xf  та )(2 xf ; 
перша крива має додатну асиметрію ( 0>Sk ), друга – від’ємну ( 0<Sk ). 
Четвертий центральний момент 4μ  характеризує так звану «крутість» 
кривої розподілу, тобто показує, яка крива: гостроверха або плосковерха  
(використовується  в  основному  для  неперервних  випадкових  величин).  Ця  
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Закон розподілу системи неперервних випадкових величин ),( YX  будемо 
задавати за допомогою функції щільності розподілу ),( yxf . Ймовірність 
потрапляння випадкової точки  ),( YX  до області D  визначається рівністю  
∫∫=⊂
D
dxdyyxfDYXP ).(}),{( . 
Функція щільності ймовірності має такі властивості:  
1) 0),( ≥yxf ,          2) 1),( =∫ ∫
∞
∞−
∞
∞−
dxdyyxf . 
Якщо всі випадкові точки ),( YX  належать скінченній області ,D  то 
остання умова набуває вигляду  1),( =∫∫ dxdyyxf
D
.  
Математичні сподівання випадкових величин, що входять у систему, 
визначаються  за формулами:  
− для дискретних випадкових величин  
∑∑
= =
==
m
i
n
j
ijix pxXMm
1 1
)( ,       ∑∑
= =
==
m
i
n
j
ijiy pyYMm
1 1
)( ; 
− для неперервних величин 
              ∫ ∫
∞
∞−
∞
∞−
== dxdyyxxfXMmx ),()( ,       ∫ ∫
∞
∞−
∞
∞−
== dxdyyxyfYMmy ),()( .  
Точка ),( yx mm називається центром розсіювання системи випадкових 
величин  ),( YX . Для визначення дисперсії випадкових величин X  та Y  маємо 
формули:  
− для дискретних величин  
,)()(
1 1
2∑∑
= =
−=
m
i
n
j
xiij mxpXD  ∑∑
= =
−=
m
i
n
j
yjij mypYD
1 1
2)()( ; 
− для неперервних випадкових величин  
∫ ∫
∞
∞−
∞
∞−
−= dxdyyxfmxXD x ),()()( 2 ,       ∫ ∫
∞
∞−
∞
∞−
−= dxdyyxfmyYD y ),()()( 2 . 
Середнє квадратичне відхилення:  )()( XDX =σ ,   )()( YDY =σ .  
Теорія ймовірності має важливі застосування до вивчення залежності 
величин одна від одної. Вище розглядалися лише функціональні залежності, 
тобто такі, при яких, задавши значення одних величин, отримували точно, в 
повному обсязі, значення інших. Але, розглядаючи такі величини, як довжина  
l  та вага p  рибини, можна очікувати, що зі зростанням l  буде зростати і p , 
тобто деяка залежність тут має місце. Та ця залежність здійснюється тільки в 
середньому, тому що довжина рибини не визначає її ваги, довга рибина може 
бути такою худою, що її вага буде менше ваги короткої. 
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Така «м’яка» залежність між величинами, яка здійснюється тільки в 
середньому, називається кореляційною, на відміну від «жорсткої», 
функціональної. 
Кореляційна залежність з’являється у випадку, коли виявляється вплив 
факторів, які чомусь не враховуються, наприклад, через складний характер 
цього впливу. 
Проте така залежність може з’явитися і по необхідності, незалежно від 
складності цих факторів. Справа в тому, що коли дві величини функціонально 
залежать від одного параметру: )(txx = , )(tyy = , то ці співвідношення 
визначають жорстку, функціональну залежність між x  та y . Але коли таких 
параметрів два або більше ),,,( 21 ntttxx K= , ),,,( 21 ntttyy K= , то ці 
співвідношення у принципі вже не визначають функціональну залежність між x  
та .y  І тільки коли враховувати частоту реалізацій різних комбінацій значень 
параметрів  nttt ,,, 21 K , то можливо казати про залежність між x  та y , яка буде 
лише кореляційною. 
Розглянемо загальний випадок. Нехай маємо дві випадкові величини X  
та Y , як-небудь зв’язаних між собою. Якщо ці величини незалежні, то за 
формулою (2.10) маємо )()()( YMXMXYM = або .0)()()( =− YMXMXYM  
Останню різницю можна прийняти як найгрубішу міру залежності між X  та Y , 
яку називають кореляційним моментом xyσ . Проте частіше переходять до 
безрозмірного коефіцієнта кореляції 
               
)()(
)()()(
YX
YMXMXYMrxy σσ
−=
  
або 
 
)()( YX
r xyxy σσ
σ= ,                       (2.20) 
де в знаменнику стоять середні квадратичні відхилення величин X  та Y . 
Основні властивості коефіцієнта кореляції 
1. Якщо X  та Y  − незалежні випадкові величини, то  0=xyr . 
Таким чином, якщо X  та Y − незалежні випадкові величини, то вони 
некорельовані. Зворотне твердження неправильне (з некорельованості 
випадкових величин не випливає їх незалежність). 
2. 1=xxr .      3. yxxy rr = .      4. 1≤xyr . 
5. 1=xyr  Тоді й тільки тоді, коли baXY += , де a  та b  − деякі сталі. 
Іншими словами, якщо 1=xyr , то між випадковими величинами X  та Y  існує 
лінійна функціональна залежність. 
Лінійна регресія. Нехай у результаті n  експериментів отримано n  точок 
),( 11 yx ,  ),( 22 yx , K , ),( nn yx  (серед яких можуть бути й однакові). 
Треба обчислити коефіцієнт кореляції цієї системи випадкових величин. 
Беручи до уваги закон великих чисел, при достатньо великому n  можемо у 
формулах для визначення xyYX σσσ ),(),(  замінити математичні сподівання 
)(XM   та  )(YM  середнім  арифметичним  значенням  відповідних  випадкових  
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Розділ 3. ДЕЯКІ ВАЖЛИВІ РОЗПОДІЛИ 
ВИПАДКОВИХ ВЕЛИЧИН 
 
3.1. Біномний розподіл 
 
Біномним називається закон розподілу дискретної випадкової величини 
X − числа появи події в n  незалежних експериментах, у кожному з яких 
імовірність появи події дорівнює p , а ймовірність можливого значення mX =  
(числа появ події) обчислюється за формулою Бернуллі: 
mnmm
nm qpCmXPP
−=== )( ,     ( nmpq ,,1,0,1 K=−= ). 
Для знаходження числових характеристик випадкової величини X ,  
розподіленої за біномним законом, записують її твірну функцію: 
                                      
nmmnm
n
m
m
n pzqzqpCz )()(
0
+== −
=
∑ϕ .                           (3.1) 
Саме так виглядає степінь бінома, звідси і термін «біномний розподіл». 
Диференціюючи (3.1) по ,z  маємо: ,)()( 1 ppzqnz n−+=′ϕ  тоді npXM =′= )1()( ϕ .  
Для знаходження дисперсії, обчислюємо другу похідну твірної функції, другий 
центральний момент та остаточно визначаємо дисперсію:  
22))(1()( ppzqnnz n−+−=′′ϕ  ⇒  2)1()1( pnn −=′′ϕ ; 
=+′′= )()1(2 XMϕα nppnn +− 2)1( ; 
npqXMXD =−= 22 )]([)( α ;       npqX =)(σ ;       npq
pqSk −= ;      
npq
pq
x
61−=ε . 
3.2. Розподіл Пуассона 
 
Дискретна випадкова величина X  має розподіл Пуассона, якщо її 
можливі значення: KK ,,,2,1,0 m  утворюють нескінченну, але злічену множину 
і відповідні ймовірності подаються формулою  
                                                   
λλ −= e
m
P
m
m !
),2,1( K=m .                                
Розподіл Пуассона залежить від одного параметра λ , який має такий сенс: він 
одночасно є математичним сподіванням та дисперсією випадкової величини X , 
яка розподілена за законом Пуассона. 
Таким чином, λ== )()( XDXM ,   λσ =)(X ,   λ1=Sk ,    λε 1=x .  
Потоком подій називається послідовність подій, які з’являються у 
випадкові моменти часу. 
Найпростішим (пуассонівським) називають потік подій, якому 
притаманні такі три властивості: стаціонарність, «відсутність післядії» та 
ординарність. 
Стаціонарність потоку полягає в тому, що ймовірність появи m  подій за 
проміжок  часу  t  ─  це функція, яка залежить тільки від m  та  t . «Відсутність  
(3.2) 
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післядії»   базується на  тому,  що  попередня  історія   потоку   не   впливає   на  
ймовірності появи подій у найближчому майбутньому. 
Властивість ординарності полягає в тому, що ймовірність появи більше 
однієї події за малий проміжок часу мізерно мала порівняно з імовірністю 
появи тільки однієї події. 
Інтенсивністю потоку ∗λ  називається середнє число подій, які 
з’являються в одиницю часу. 
Якщо стала інтенсивність потоку відома, то ймовірність появи m  подій 
найпростішого потоку за термін t  визначається формулою Пуассона  
t
m
t em
tmP
∗−∗= λλ
!
)()( . 
Приклад 1.  Потік навантажених скипів, що прибувають на поверхню, 
можна вважати найпростішим з інтенсивністю 4=∗λ  (скип/год). Знайти 
ймовірність того, що за півгодини  на поверхню прибуває: а) рівно один скип; 
б) хоч би один скип; в) не менше трьох скипів. 
Розв’язання. Оскільки  5,0=t ; ,25,04 =⋅=∗tλ  то  
                   а) ;270,0135,022)1( 2 =⋅≈⋅= −ePt  
                   б) ;865,0135,01)0(1}1{)1( =−≈−=≥= tt PXPP  
                   в) 325,0135,0)221(1))2()1()0((1)3( =⋅++−≈++−= tttt PPPP . 
 
3.3. Геометричний розподіл 
 
Дискретна випадкова величина має геометричний розподіл, якщо її 
можливі значення KK ,,,2,1,0 m , а ймовірності цих значень: 
                                                     pqP
m
m = ,                                                    
де 10 << p ;  pq −=1 ;  K,2,1,0=m  
Ймовірності mP  для послідовних значень m  утворюють геометричну 
прогресію з першим членом p  та знаменником q  (звідси і назва «геометричний 
розподіл»). 
На практиці геометричний розподіл з’являється за умови проведення ряду 
незалежних експериментів з метою отримання будь-якого результату A  
(«успіху»).  Під час кожного експерименту «успіх» досягається з імовірністю  
p . Тоді випадкова величина X  − число «безуспішних» спроб (до першої 
спроби,  у  якій з’являється   результат A ) буде мати геометричний розподіл. 
Використовуючи твірну функцію ∑∞
=
=
0
)()(
m
mqzpzϕ , можна знайти числові 
характеристики розподілу: p
qXM =)( ;  2)( p
qXD = ;  p
qX =)(σ . 
Приклад 2. Під час кожного циклу огляду радіолокатора об’єкт  
(незалежно від інших циклів) виявляється з імовірністю 2,0=p . Знайти 
(3.3) 
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Щоб визначити асиметрію розподілу, знайдемо третій центральний 
момент: 3
3
0
3
2)1( λλλμ
λ =−= −
∞
∫ dxex x . Отже, коефіцієнт асиметрії 233 == σ
μSk . 
В основному експоненціальний розподіл використовують у теорії 
масового обслуговування та теорії надійності. 
Приклад 5. Випадкова величина X  розподілена за експоненціальним 
законом з параметром λ . Знайти щільність розподілу ймовірності випадкової 
величини 2XY = . 
Розв’язання. Щільність розподілу випадкової величини X  за умовою 
задачі буде   ⎪⎩
⎪⎨⎧=
−
0
)(
x
X
exf
λλ
при
при
.0
,0
≤
>
x
x
 
Функція 2)( xxy ==ϕ  монотонно зростаюча всюди, тому для )(yfY  
справедлива формула  
dy
ydyfyFyf XYY
)())(()()(
1
1
−−=′= ϕϕ . 
Обернена функція )(1 y−ϕ  та  її похідна мають вигляд 
yy =− )(1ϕ ,             
ydy
yd
2
1)(1 =
−ϕ . 
Отже, 
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3.6. Нормальний закон розподілу 
 
Нормальний закон розподілу (інколи називають законом Гаусса) грає 
важливу роль у теорії ймовірностей та займає особливе положення. 
Випадкова величинаа X  має нормальний закон розподілу з параметрами 
a , σ , якщо її щільність розподілу має вигляд:  
                                         
2
2
2
)(
2
1)( σπσ
ax
exf
−−
= .                                  (3.6) 
 Крива нормального розподілу має симетричний, горбистий вигляд     
(рис. 3.9). 
Максимальна ордината кривої дорівнює πσ 2
1  і 
 
досягається при ax = , 
тобто amx = . З міркувань симетрії aXM =)( . Покажемо це:  
=
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
=+=
=−==== ∫∫
∞
∞−
−−∞
∞− dtdxatx
dxdtaxtxedxxxfXM
ax
22
2
1
22
1)()( 2
2
2
)(
σσ
σσπσ
σ  
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=+= −
∞
∞−
∫ dteat t 2)2(1 σπ +−
∞
∞−
∫ dtet t 22σπ =−
∞
∞−
∫ dtea t 2π  
+−−= −
∞
∞−
∫ dtet t 2)2(2πσ aaedtea tt =+−=
∞
∞−
−−
∞
∫ 2222 22
0
π
ππ
σ
π . 
Тут враховано, що інтеграл Пуассона 
.
2
2
0
π=−
∞
∫ dte t  
     Величина a  називається центром  
розсіювання. 
     Знайдемо 
.)(
2
1)( 22
)(
2 2
2
σπσ
σ =−=
−−∞
∞−
∫ dxeaxXD
ax
 
 
Тоді σσ =)(X . Отже, параметр σ  − це середнє квадратичне відхилення. 
Під час зміни параметрів a  та σ  крива Гаусса змінюється таким чином: 
при зміненні a  крива )(xf  не змінює своєї форми, просто зміщується вздовж 
осі абсцис. Змінення σ  рівнозначно зміненню масштабу кривої по осях. 
Наприклад, якщо подвоїти σ  масштаб по осі Оx  подвоїться, а по осі Оу  
зменшиться у два рази (рис. 3.10). Взагалі, коли будують криву Гаусса 
використовують функцію 2
2
2
1)(
x
exf
−= π   −  нормальна щільність при 0=a , 
1=σ . Для цієї функції існує табл. 1.1. 
Усі центральні моменти непарного порядку дорівнюють нулю (крива 
симетрична). 
Для обчислення центральних моментів парних порядків існує рекурентне 
співвідношення 2
2)1( −−= ss s μσμ , яке дає змогу обчислювати центральні 
моменти вищих порядків через центральні моменти більш нижчих порядків.  
Зокрема, враховуючи, що для будь-якої випадкової величини 10 =μ , 
отримаємо 22 σμ = ; 44 3σμ = ; 666 1553 σσμ =⋅=  і т. д. 
Враховуючи значення 4μ , отримаємо 0333 4
4
4
4 =−=−= σ
σ
σ
με x . 
Обчислювати для нормальної випадкової величини X  імовірність 
потрапляння на проміжок від α  до β  можна за допомогою функції 
∫ −=
x t
dtexФ
0
2
2
2
1)( π , яка називається функцією Лапласа і яку визначають за 
0 x
f x ( )
Рис. 3.9
a
1
2
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табл. 1.2. Вона має такі властивості:     1) 0)0( =Ф ;      2) )()( xФxФ −=− ;               
3) 5,0)( =+∞Ф  (отже, 5,0)( −=−∞Ф ). За допомогою цієї функції маємо 
)()(}{ σ
α
σ
ββα aФaФXP −−−=<< . 
Ймовірність  потрапляння  нормально  розподіленої  випадкової  
величини X  до проміжку довжиною l2  та симетричного відносно центру 
розсіювання буде: 
)(2)()(}{ σσσ
l
Ф
l
Ф
l
ФlaXlaP =−−=+<<− . 
Функція розподілу нормально розподіленої випадкової величини X  може 
бути записана за допомогою функції Лапласа таким чином: 
)(
2
1)( σ
ax
ФXF −+= . 
Нормальне розподілення виникає у тих випадках, коли додаються багато  
незалежних (або слабко залежних) випадкових величин 1X , 2X , …, nX              
( ∑
=
=
n
i
iXX
1
), при цьому ці величини порівнянні за порядком  свого впливу на 
розсіювання суми. Тоді, які б не були закони розподілу випадкових величин, 
закон розподілу їх суми X  буде близький до нормального (до того ж тим 
ближче, чим більше число доданків). 
 
Приклад 6. Випадкова величина X  розподілена нормально з 
параметрами a  та σ . Знайти ймовірність того, що X  відхиляється від свого 
математичного сподівання a  більше, ніж на σ3 . 
Розв’язання: =−=<−−=>− )3(21}3{1}3{ σ
σσσ ФaxPaxP  
0027,049865,021)3(21 =⋅−≈−= Ф . 
 
Приклад  7. Математичне сподівання нормально розподіленої випадкової 
величиниы X  дорівнює 3=a  і середнє квадратичне відхилення 2=σ . 
Записати щільність ймовірності величини X . 
Розв’язання: 8
)3( 2
22
1)(
−−=
x
exf π . 
 
Приклад 8. Математичне сподівання, середнє квадратичне відхилення  
нормально розподіленої випадкової величини X відповідно дорівнюють 10 та 
2. Знайти ймовірність того, що в результаті експерименту величина X  набуде 
значення у проміжку (12; 14).  
Розв’язання:
1359,03413,04772,0)1()2()
2
1012()
2
1014(}1412{ =−=−=−−−=<< ФФФФXP . 
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Завдання для самостійної роботи 
 
1. При кожному циклі огляду радіолокатора об’єкт  (незалежно від інших 
циклів) виявляється з ймовірністю 2,0=p . Знайти математичне сподівання, 
дисперсію та середнє квадратичне відхилення числа X  циклів  огляду, яке 
доведеться провести аж до виявлення об’єкта (включаючи той, при якому 
об’єкт буде знайдено). 
2. Визначити математичне сподівання випадкової величини X , значення 
якої лежать на відрізку ];[ ba  зі сталою щільністю розподілу 
ab
xf −=
1)( . 
3. Обчислити дисперсію та середнє квадратичне відхилення для 
випадкової величини X  з рівномірним розподілом на проміжку )8;2( . 
4. Усі значення рівномірно розподіленої випадкової величини лежать на 
відрізку ]8;2[ . Знайти ймовірність потрапляння випадкової величини до 
проміжку )5;3( . 
5. Випадкова величина X  розподілена за експоненціальним законом з 
параметром λ . Знайти щільність розподілу ймовірності випадкової величини  
XY = . 
6. Випадкова величина X  розподілена за нормальним законом з 
математичним сподіванням 40)( =XM  та дисперсією 200)( =XD . Обчислити 
ймовірність потрапляння випадкової величини до проміжку )80;30( . 
7. Дана функція розподілу нормованого нормального розподілу  
dxexF
x t
∫
∞−
−= 2
2
2
1)( π . Знайти щільність розподілу )(xf .  
8. Знайти математичне сподівання експоненціального розподілу, який при 
0≥x
 
задається: а) щільністю xexf 55)( −= ; б) функцією розподілу 
xexF 1,01)( −−= .  
 
Відповіді: 
1. 5)( =XM ;  20)( =XD ;  46,4)( ≈Xσ .    2. 
2
)( baXM += .    3. 3)( =XD ; 
3)( =Xσ .      4. 
3
1)53( =<< xP .     5. ⎩⎨
⎧= − ,22
,0
)( yY ye
yf λλ при
при
.0
,0
>
≤
y
y
      6. 0,758.    
7. 2
2
2
1)(
x
exf
−= π .     8 а) 2,0)( =xM ;    б) 10)( =xM .  
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Розділ 4. ГРАНИЧНІ ТЕОРЕМИ ТЕОРІЇ ЙМОВІРНОСТЕЙ  
 
4.1. Закон великих чисел 
 
Під час проведення серії однакових експериментів кількість появ 
випадкової події не підкоряється закономірності, яка відповідає об’єктивній 
можливості (при підкиданні монети п’ять разів може випасти «герб» усі п’ять 
раз, але ця ж подія не достовірна). Проте при зростанні кількості експериментів 
ця закономірність яскраво виявляється.  
Таким чином, робити висновок про значення, які набуде випадкова 
величина, важко, усе залежить від сукупності випадкових обставин. Але коли 
таких випадкових обставин дуже багато, то з’ясовуються положення, які дають 
змогу передбачити хід експерименту. Положення, які дають змогу передбачити 
явище при великій кількості величин, називаються законом великих чисел. 
Фізичний зміст цього закону може бути сформульований так: при дуже 
великій кількості випадкових явищ середній їх результат практично перестає 
бути випадковим та може бути передбаченим з великою мірою визначеності. 
Можливість встановити кількісні оцінки ймовірності значень відхилень 
випадкової величини від середнього значення дають теореми Чебишова, 
Бернуллі, Маркова, які об’єднані загальною назвою закон великих чисел. 
Нехай iX  ( ni ,1= ) ─ незалежні однаково розподілені випадкові величини, 
для яких aXM i =)( , DXD i =)( , σσ =)( iX .  
Розглянемо випадкову величину )(1 21 nXXXn
X +++= K . Її числові 
характеристики будуть: aXM =)( , 
n
DXD =)( , 
n
X σσ =)( .  
Як бачимо випадкова величина X  має той же центр розсіювання, що і 
випадкові величини iX , але з меншим розсіюванням ( )(
1)( iXDn
XD = ). Отже, 
X  − надійна та стійка по відношенню до випадковостей величина. Тому під час 
експериментальних досліджень. виміри треба спочатку дублювати, а потім 
обчислювати їх середнє арифметичне. При цьому помилка зменшиться у 
n
XX i )()( σσ =
 
раз. 
Але звідси не випливає, що помилку можна звести до нуля. Справа в 
тому, що крім випадкових помилок вимірів, існують систематичні помилки 
(назвемо їх помилками  приладу  прσ ).  Тоді число вимірів обмежиться 
відношенням   2
2
пр
n σ
σ≤ . 
Кажуть, що випадкова величина X  збігається за ймовірністю до a , якщо 
при достатньо великому n  виконується нерівність 
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δε −><− 1}{ aXP n ,  
де 0,0 >> σε  − довільно малі наперед задані числа. 
Перша теорема Чебишова. Якщо випадкові величини 1X , 2X , …, nX  
попарно незалежні та мають один і той же розподіл, тобто одне й те ж 
математичне сподівання )(XM  та одну й ту ж дисперсію )(XD , то середнє 
арифметичне значень випадкової величини, які спостерігаються в n  
незалежних експериментах, збігаються за ймовірністю до її математичного 
сподівання при ∞→n , тобто 
δε −><−∑
=
1})(1{
1
XMX
n
P
n
i
i ,         де      2
)(0 εδ n
XD<< . 
Друга теорема Чебишова. Якщо випадкові величини 1X , 2X , …, nX  
попарно незалежні з різними взагалі математичними сподіваннями )( iXM  та 
дисперсіями )( iXD  ( ni ,1= ) і при цьому всі дисперсії обмежені зверху одним і 
тим же числом DXD i <)( , то різниця між середнім арифметичним значень 
випадкової величини, які спостерігаються, та середнім арифметичним їх 
математичних сподівань збігаються за ймовірністю до нуля 
δε −><− ∑∑
==
1})(11{
11
n
i
i
n
i
i XMn
X
n
P . 
Закон великих чисел може бути поширеним і на залежні випадкові 
величини.  
Теорема Маркова (узагальнений закон великих чисел). Якщо випадкові 
величини 1X , 2X , …, nX  є залежними випадковими величинами з 
математичними сподіваннями )( 1XM , )( 2XM , …, )( nXM  та дисперсіями 
)( 1XD , )( 2XD , …, )( nXD , що задовольняють умову ∑
=∞→
=
n
i
i
n
XD
n 12
0)(1lim , то 
різниця між їх середнім арифметичним та середнім арифметичним їх 
математичних сподівань збігається за ймовірністю до нуля. 
Приклад 1. Монета підкидається 1000 разів. Оцінити зверху ймовірність 
відхилення частості появи герба від імовірності появи герба менше ніж на 0,1. 
Розв’язання. Тут 1000=n , 5,0== qp , 1,0=ε . Використавши нерівність 
теореми Бернуллі, дістанемо 
40
39
01,01000
5,05,011,0
2
1
1000
=⋅
⋅−≥⎟⎠
⎞⎜⎝
⎛ <−mP . 
З того, що нерівність  1,0
2
1
1000
<−m
 
рівносильна подвійній нерівності
600400 << m , можна стверджувати, що ймовірність числа потрапляння герба 
до проміжку )600,400(  більше за 40
39 . 
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Приклад 2. В урні 100 білих та 100 чорних кульок. Витягли з 
поверненням 50 кульок. Оцінити зверху ймовірність того, що кількість білих 
кульок з числа тих, що витягли, задовольняє подвійну нерівність 3515 << m . 
Розв’язання. Подвійну нерівність можна переписати у вигляді 
102510 <−<− m    або   5
1
2
1
502
1 <−<− m . 
Отже, треба оцінити ймовірність нерівності 
5
1
2
1
50
<−m ; звідси маємо 
5
1=ε  та 
8
7
25
150
2
1
2
1
1
5
1
2
1
50
=⋅
⋅−≥⎟⎟⎠
⎞⎜⎝
⎛ <−mP . 
Приклад 3. У результаті 100 незалежних експериментів знайдено 
значення випадкової величини X : 1x , 2x , K , 100x . Задамо математичне 
сподівання 10)( =XM  та дисперсію 1)( =XD . Оцінити зверху ймовірність того, 
що абсолютна величина різниці між середнім арифметичним значень 
випадкової величини ∑
=
100
1100
1
i
ix , які спостерігалися та математичним 
сподіванням буде менше за 5,0 . 
 Розв’язання. Використаємо нерівність  
2
100
1
)(1)(
100
1
εε n
XDXMxP
i
i −≥⎟⎟⎠
⎞
⎜⎜⎝
⎛ <−∑
=
. 
Враховуючи, що 100=n , 10)( =XM , 1)( =XD , 21=ε , дістанемо   
25
24
4
1100
11
2
110
100
1 100
1
=⋅−≥⎟
⎟
⎠
⎞
⎜⎜⎝
⎛ <−∑
=i
ixP . 
Таким чином, шукана ймовірність більше за 0,96. 
 
4.2. Теореми Бернуллі та Ляпунова 
 
Теорема Чебишова являє собою один із законів великих чисел, що лежать 
в основі всіх практичних застосувань теорії ймовірностей. 
Другим та найпростішим (та раніше всіх установленим) законом великих 
чисел є теорема Я. Бернуллі. 
Теорема Бернуллі встановлює, що при необмеженому збільшені числа 
експериментів частість випадкової події збігається за ймовірністю до 
ймовірності події, тобто δε −≥⎟⎠
⎞⎜⎝
⎛ <− 1p
т
mP (причому  можна  взяти,  що          
( 20 εδ n
pq<< ),  якщо  ймовірність  події  від експерименту до експерименту не 
змінюється та дорівнює p , а pq −=1 . 
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Одне з найважливіших положень теорії ймовірностей ─ це центральна 
гранична теорема. Як і закон великих чисел, вона має ряд форм, у яких 
розглядаються умови виникнення нормального розподілу.  
Центральна гранична теорема в різних її формах установлює умови, при 
яких з’являється нормальний розподіл та порушення яких веде до розподілу, 
відмінному від нормального. 
Сформулюємо центральну теорему для однаково розподілених доданків. 
Центральна гранична теорема (в спрощеному формулюванні 
Ляпунова). Якщо випадкові величини 1X , 2X , …, nX  незалежні, однаково 
розподілені, мають однакові математичні сподівання  m  та дисперсії 2σ , тоді 
закон розподілу нормованої випадкової величини: 
∑
∑∑
=
==
−
=
n
i
i
n
i
i
n
i
i
n
XD
XMX
X
1
11
(
)(
 
при  ∞→n  наближається до нормального закону з параметрами розподілу      
0  та 1. 
А.М. Ляпунов довів, що при ∞→n  закон розподілу випадкової величини 
∑
=
=
n
k
kn XY
1
необмежено наближається до нормального.  
 
Приклад 4. У касі заводу знаходиться сума 3500=d грн. У черзі стоять 
20=n  осіб. Сума X , яку треба виплатити окремій особі ─ випадкова величина 
з математичним сподіванням 150)( =XМ  та середнім квадратичним 
відхиленням 60)( =Xσ . Знайти ймовірність того, що суми d  достатньо для 
виплати всім людям, які стоять у черзі. 
Розв’язання. За центральною теоремою для однаково розподілених 
доданків при великому n  (а 20=n  практично можна вважати «великим»), 
випадкова величина  ∑
=
=
n
i
in XY
1
, де iX  ─  сума, яку треба виплатити i -й особі, 
має наближено нормальний розподіл з параметрами: )()( XnМYM n = ;       
)()( XnDYD n = ;       )()( XnYn σσ = . Таким чином,  300015020)( =⋅=nYM ;       
2686020)( ≈⋅=nYσ ; 
  
032,0)
268
30003500(5,0}3500{ ≈−−=> ФYP n . 
Отже, з ймовірністю 3 % суми, що є в касі, не достатньо для виплати всім 
особам, які стоять у черзі. 
Приклад 5. Монета підкидається 1000=n  раз. Розглянемо випадкову 
величину X  – число гербів, що випали. Визначити проміжок можливих 
значень  випадкової  величини  ,X  симетричний  відносно  математичного 
сподівання цієї величини, до якого вона потрапляє з імовірністю 0997,0=p . 
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 Розв’язання: ∑
=
=
1000
1i
iXX , де iX  − число  гербів, що випали при i -му   
киданні:  iX = ⎩⎨
⎧
.,1
,,0
гербвпавякщо
цифравипалаякщо
 ;5,0)( =iXM     ;25,05,05,0)( =⋅=iXD  
;50010005,0)( =⋅=XM      ;250100025,0)( =⋅=XD      8,15)()( ≈= XDXσ . 
На підставі центральної граничної теореми випадкова величина має 
нормальний розподіл, отже, ( ) 997,0))((2)( ===<− pXФXMXP σ εε ; 
4985,0)
)(
( =
X
Ф σ
ε
. За табл. 1.2 функції Лапласа знаходимо 97,2
)(
≈
Xσ
ε ; 
0,4797,28,15 ≈⋅≈ε . Шуканий проміжок буде 
).547;453()47500;470500())((;)(( =+−=+− εε XMXM  
 
Завдання для самостійної роботи 
 
1. Шестигранна кістка кидається 10000 раз. Оцінити ймовірність 
відхилення частості появи 6 очок від імовірності появи 6 очок менше ніж на 
0,01. 
2. В урні 1000 білих та 2000 чорних кульок. Витягли (з поверненням) 300 
кульок. Оцінити зверху ймовірність того, що число m  витягнутих при цьому 
білих кульок задовольняє подвійну нерівність 12080 << m . 
3. У результаті 200 незалежних експериментів знайдено значення 
випадкової величини X : 1x , 2x , K , 200x , причому 2)()( == XDXM . Оцінити 
зверху ймовірність того, що абсолютна величина різниці між середнім 
арифметичним значень випадкової величини ∑
=
200
1200
1
i
ix
 
та математичним 
сподіванням менше за 5
1 . 
4. Завод випускає першосортні вироби з ймовірністю 0,9. Визначити 
мінімальну кількість виробів, які треба перевірити, для того щоб з імовірністю 
0,95  відносна частість першосортних виробів відрізнялася від ймовірності 0,9 
не більше ніж на 0,01. 
5. Скільки разів треба вимірювати значення випадкової величини. щоб 
середнє значення цих вимірювань відрізнялося від математичного сподівання 
не більше ніж на подвоєне значення кореня з дисперсії з імовірністю не менше 
0,98? 
Відповіді :  
 1. 
36
3101,0
6
1
10000
≥⎟⎠
⎞⎜⎝
⎛ <−mP .            2. 
6
5
15
1
3
1
300
≥⎟⎠
⎞⎜⎝
⎛ <−mP .            3.  
4
3 .                    
4. Не менше 3457.                              5. 13≥n . 
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