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ABSTRACT 
HABITAT HETEROGENEITY CONCENTRATES PREDATORS IN THE 
SEASCAPE: LINKING INTERMEDIATE-SCALE ESTUARINE HABITAT TO 
STRIPED BASS DISTRIBUTION 
 
MAY 2013 
 
CRISTINA G. KENNEDY, B.S., BOSTON COLLEGE 
 
M.S., UNIVERSITY OF MASSACHUSETTS AMHERST 
 
 
Directed by: Professor Martha E. Mather 
 
Top-fish predators are key components of aquatic ecosystems and innovative 
approaches to understanding their spatial distribution are imperative for basic and applied 
research, effective management, and conservation. Discontinuities, created by abrupt 
changes between two unlike entities, are irregularly-distributed, intermediate-scale 
features that can have a disproportionate effect on organismal distribution within the 
seascape. Discontinuities were developed as a geomorphological concept and are 
increasingly used in ecosystem ecology, however, they have rarely been applied to 
organismal ecology. Here I use the discontinuity concept to relate the distribution of a top 
fish predator, striped bass (Morone saxatilis), to physical features within Plum Island 
Estuary (PIE), MA. In the first research chapter, I mapped the distribution of 50 
acoustically-tagged striped bass during four monthly surveys at 40 sites to evaluate if 
heterogeneity in physical features concentrated predators. All striped bass survived 
tagging, were coastal migrants, displayed seasonal residency within PIE, and moved 
freely throughout the estuary. However, these highly mobile predators were not evenly 
distributed (X2 = 1557, P < 0.001). Specifically, striped bass were clustered in the middle 
region (P < 0.01) of PIE in response to sandbar area, intermediate bottom unevenness, 
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channel networks, and, to a lesser extent, confluences and drop-offs. The highest predator 
counts occurred at sites with the greatest additive habitat complexity. In the second 
research chapter, I measured 23 geomorphic metrics at 40 sites within the seascape to 
characterize the spatial patterns of confluences, drop-offs, bathymetry and land features. 
Then, I mapped integrated measurements of multimetric physical features to reveal 
distinct spatial trends in physical complexity of the estuary. By expanding the 
discontinuity concept and combining irregularly-distributed, intermediate-scale physical 
features with smaller-scale, traditional fish habitat methodologies, I revealed consistent 
and ecologically-meaningful patterns within a north temperate estuarine seascape. In 
other estuaries, discontinuity-causing physical features should also drive structure-
oriented top-predator distributions. Elsewhere sites with multiple physical features should 
attract more fish. These research results can also advance management goals that require 
spatially-explicit approaches such as ecosystem-based management, marine protected 
areas, coastal zoning, and essential fish habitat classification. 
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CHAPTER 1 
 
INTRODUCTION 
Predatory fish are key components of aquatic ecosystems and using innovative 
approaches to understand their spatial distribution is imperative for basic and applied 
research, effective management, and sustainable conservation. In this thesis, I build upon 
existing conceptual frameworks of heterogeneity and fish habitat, which have been 
developed within the disciplines of geomorphology, ecosystem ecology, and fish 
ecology. Specifically, I use the discontinuity concept (abrupt changes between two unlike 
entities that can have a disproportionate effect on organismal distribution) to guide the 
thesis. I divided the thesis into two research chapters to (1) test relationships between the 
spatial distribution of a predatory fish, striped bass (Morone saxatilis), and discontinuity-
producing physical features, and (2) provide further detail on how to identify and 
quantify the spatially-explicit variation in physical features within the estuarine seascape. 
Throughout the thesis the terms “discontinuities” and “physical features” are related. 
Discontinuity is a concept that I use to examine physical features within the estuary. The 
physical features that I measure can produce discontinuities. 
In my first research chapter (Chapter 2) I ask do physical features that act as 
discontinuities concentrate predators within an estuarine seascape by increasing habitat 
complexity? For this question, I collected distribution data on 50 acoustically-tagged 
striped bass during four monthly manual surveys in 2009 at forty sample sites. First, I 
examined the movement patterns of striped bass within the estuary and along the coast to 
assess whether tagged fish were part of the coastal migratory stock, how long they stayed 
in the estuary, and whether individual tagged fish moved freely throughout the estuary. I 
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then quantified striped bass distribution in the estuary to see if fish were heterogeneously 
distributed. To explain this distribution, I explored the relationship between physical 
features and striped bass through multiple linear regression and regression tree analysis. 
Trends for two striped bass responses and six explanatory variables provided by both of 
these statistical analyses were integrated and interpreted to show that both individual 
discontinuity-producing physical features and an additive complexity index were 
important for explaining striped bass distribution. 
In my second research chapter (Chapter 3), I use the discontinuity concept to 
guide the overarching question of how do multi-metric, intermediate-scale physical 
features important to striped bass vary and interact in an estuarine seascape? Specific 
physical features within the estuary (e.g., confluences, drop-offs, channels and land 
features) may act as discontinuities to influence organismal distribution and ecosystem 
structure and function. These discontinuities can be complex and variable in their 
physical architecture, and consequently require quantitative and sometimes multiple 
metrics to adequately describe their variation. I used cluster analyses to integrate 
divergent spatial information for multiple metrics describing the same feature 
(confluences and drop-offs) and constructed maps to show patterns of geographical 
variation for these multimetric features. I also integrated measurements of multiple 
physical features (i.e., a complexity cluster analysis and an additive complexity index) to 
quantify and map the physical complexity of the estuary. I showed that individual 
physical features occured in different locations within the estuarine seascape, but that the 
additive combinations of features were consistent with the distribution of striped bass.  
  3 
Chapters two and three are closely related, but address separate components of the 
same problem, i.e., how to link physical features with ecological structure. Chapter two 
relates physical features to striped bass distribution using traditional quantitative analysis 
tools. Chapter three focuses on how I calculated the physical feature metrics and relies 
heavily on spatial mapping. Although some overlap exists, each chapter enhances the 
content of the other. 
Throughout the thesis, I use the terms “small-scale”, intermediate-scale” and 
“seascape-scale” following the terminology commonly used in fish habitat literature 
(Fausch et al. 2002, Newcomb et al. 2007). “Fine-scale” corresponds to the microhabitat 
scale (10-1-100 m; Fausch et al. 2002, Newcomb et al. 2007) and includes metrics such as 
depth or velocity measured at a specific fish location (Newcomb et al. 2007). 
“Intermediate-scale” refers to mesohabitat (Newcomb et al. 2007), channel or reach 
scales (101-103 m; Fausch et al. 2002) and is the scale at which I measured physical 
habitat (or spatial resolution). Examples of “intermediate-scale” features include 
confluences, sandbars (measured in this study), islands, pools or riffles (Newcomb et al. 
2007). “Seascape-scale” refers to macrohabitat/watershed (Newcomb et al. 2007) or 
segment/drainage basin scales (103-106 m; Fausch et al. 2002) and is the scale or extent of 
the study (i.e. the estuary). 
In this thesis, I expanded the concept of a discontinuity from a single, discrete 
feature to several, complex multi-metric physical features that vary within and between 
themselves. Together these irregularly-distributed, intermediate-scale physical features 
comprised the physical complexity of the estuary and were significant to a predatory fish. 
I would expect the general trends I found to be robust across estuaries in that 
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discontinuity-causing physical features probably drive striped bass distributions coast-
wide and sites with multiple physical features should attract higher numbers of fish. This 
could be broadly applicable to any structure-oriented aquatic predator that inhabits a 
physically complex environment.  
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CHAPTER 2 
CAN DISCONTINUITIES DRIVE HETEROGENEITY IN FISH DISTRIBUTION 
BY INCREASING PHYSICAL HABITAT COMPLEXITY AND 
CONCENTRATING PREDATORS? 
2.1 Introduction 
Understanding the distribution of motile predators and quantifying drivers of 
these spatial patterns are priorities for researchers and managers with an interest in 
sustainable fisheries and marine habitat conservation.  How predators are distributed 
through space and time affects the functioning of ecosystems through direct and indirect 
effects on prey communities (Flecker 1992, Russell et al. 1992, Brown 1999, Heithaus et 
al. 2002, Fischer et al. 2012), top-down ecosystem impacts (Sergio et al. 2005, Heithaus 
et al. 2008, Casini et al. 2012), and other transformations and translocations of energy 
and nutrients (Estes et al. 2011, Altieri et al. 2012). Heterogeneity in the distribution of 
predatory fish also has broader conservation impacts through the provision of ecosystem 
goods and services such as commercial and recreational fishing (Hilborn et al. 2003, 
Arlinghaus and Cooke 2005), improved water quality (Estes et al. 2011), and increased 
biodiversity (Sergio et al. 2005, Estes et al. 2011). Specifically, identifying habitat 
important to predatory fish is critical to diverse management, conservation, and 
restoration efforts including essential fish habitat designation (Rosenberg et al. 2000), the 
National Fish Habitat Action Plan (Esselman et al. 2011), and coastal and marine habitat 
classification (Madden et al. 2005). However, relatively little is known about seascape-
scale distribution of motile predators, abiotic and biotic correlates of distributional 
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patterns, or the resulting ecological consequences (Pittman et al. 2011). Consequently, 
here, I ask do physical features that act as discontinuities concentrate predators within 
an estuarine seascape by increasing habitat complexity?  
Discontinuities are one of several conceptual frameworks (e.g., network 
dynamics, discontinuities, ecotones, patch dynamics; see Chapter 3, Figure 3.1) that have 
been developed to organize physical heterogeneity and test the consequences of spatial 
patterns on ecosystem structure and function. Discontinuities are created by an abrupt 
change between two unlike entities such as at man-made dams (Stanford and Ward 
2001), creek confluences (Benda et al. 2004), and waterfalls (Robinson and Rand 2005). 
The discontinuity concept has a strong link to geomorphology (Poole 2002, 2010), is 
important to network dynamics (Benda et al. 2004), is typically examined at larger spatial 
scales (e.g. river network, watershed), and has most often focused on ecosystem 
responses.  The concept of discontinuities is less often applied to the distribution of 
specific organisms such as predatory fish (Jungwirth et al. 2000, Fausch et al. 2002) and 
is infrequently used in the context of fish ecology (Robinson and Rand 2005, Kiffney et 
al. 2006), even though this concept has been widely suggested as an important organizing 
force in ecology (Jungwirth et al. 2000, Stanford and Ward 2001, Fausch et al. 2002). 
Quantitative variation within a type of discontinuity and the additive effect of multiple, 
co-occurring discontinuities are rarely examined, even though these patterns can have 
important impacts on both organisms and ecosystems.  For example, discontinuities are 
typically examined as one discrete, independent physical feature that is present or absent 
in the riverscape (Ward and Stanford 1983, Stanford and Ward 2001, Poole 2002, 
Robinson and Rand 2005). Few studies make quantitative measures on individual 
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discontinuities (Kiffney et al. 2006, Osawa et al. 2011). Variation within discontinuities 
(i.e., do all confluences within a system have the same structure and function) and the 
complexity of multiple discontinuities (e.g., is the effect of an isolated confluence 
different from a confluence adjacent to a drop-off near a sandbar) are rarely considered. 
Providing these missing pieces of information could improve the ability to predict 
organismal patterns. 
Physical features are frequently evaluated as components of fish habitat and 
drivers of ecological patterns, but a unifying framework on how physical features 
organize patterns of motile organisms across scales is lacking (Fausch et al. 2002, 
Newcomb et al 2007, Pittman et al. 2011). Fish habitat is a substantial area of active 
research (http://fishhabitat.org/content/through-fishs-eye-status-fish-habitats-2010-report) 
with far-reaching management implications 
(http://fishhabitat.org/sites/default/files/www/NFHP_AP_Final.pdf). Yet, fish habitat 
studies typically focus on regularly-occurring physical variables that affect the fish at 
fine-scales, (e.g., depth, current velocity, substrate type) and are most often measured 
along transects or reaches (Rankin 1986, Newcomb et al. 2007; Angermeier and 
Schlosser 1989, Horan et al. 2000, Shumway et al. 2007, Fairchild et al. 2009). A large-
scale landscape ecology approach has been advocated for aquatic systems (i.e., seascape 
ecology; Fausch et al. 2002, Wiens 2002, Johnson and Host 2010, Pittman et al. 2011), 
however, habitat variables used at this seascape-scale often only describe broad types of 
habitat  (e.g., estuary vs. ocean, land use type or geology type) in a way that does not 
encompass within-habitat variation that can affect organismal distribution (Palmer and 
Poff 1997, Pess et al. 2002, Argent and Carline 2004, Rahel and Jackson 2007, Harborne 
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et al. 2008, Letourneur et al. 2008, Able et al. 2012). Clearly, a need exists for more 
investigations on irregularly occurring intermediate-scale physical features (e.g., 
sandbars, drop-offs, confluences) and the patterns that emerge at the larger seascape-scale 
and have fine-scale implications for specific fish species (Fausch et al. 2002, Rahel and 
Jackson 2007, Fullerton et al. 2010, Pittman et al. 2011, Arakida et al. 2011, Anlauf et al. 
2011).  
Mid-Atlantic coastal migratory striped bass (Morone saxatilis) spawn primarily in 
the Chesapeake, Delaware and Hudson estuaries in the spring, then make a seasonal 
northward foraging migration to the New England coast through the summer and early 
fall (Boreman and Lewis 1987, Waldman et al. 1997, Mather et al. 2010, Pautzke et al. 
2010). Coastal migrant striped bass can be seasonal residents in New England estuaries 
(Mather et al. 2009, Pautzke et al. 2010), remaining within a single estuary for several 
months to feed (Pautzke et al. 2010). Within Plum Island estuary, striped bass are a major 
predator and have few natural predators (Buchsbaum et al. 2002). In northern 
Massachusetts estuaries like Plum Island, striped bass diet is dominated by fish and 
crustaceans including clupeids, Atlantic menhaden (Brevoortia tyrannus), Atlantic 
silverside (Menidia menidia), American sand lance (Ammodytes americanus), 
mummichog (Fundulus heteroclitus), shrimp (Crangon sp.), green crabs (Carcinus 
maenus), and amphipods (Nelson et al. 2003, 2006, Ferry and Mather 2012). These 
predators have the potential to alter trophic pathways (Hartman 2003, Nelson et al. 2003, 
2006, Ferry and Mather 2012). Predator location within the estuarine seascape can result 
in the development of seasonal foraging contingents (Pautzke et al. 2010).  
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Environmental parameters, typically measured at the fine-scale, such as depth 
(Bjorgo et al. 2000, Able et al. 2012), temperature (Coutant and Benson 1990, Hartman 
and Brandt 1995, Haeseker et al. 1996, Nelson et al. 2010), salinity (Able et al. 2012), 
and dissolved oxygen (Coutant 1985, Jackson and Hightower 2001) are linked to striped 
bass distribution. Intermediate-scale structural features such as anthropogenic features 
(docks, landings, artificial reefs; Haeseker et al. 1996); oyster reefs (Harding and Mann 
2003); sandbars and submerged woody debris (Ng et al. 2007); shorelines, drop-offs and 
channels (Able et al. 2012); and confluences (Tupper and Able 2000) measured 
qualitatively or observationally are also linked to striped bass abundance. The within-
estuary distribution of coastal migratory striped bass (Morone saxatilis) could be driven 
by these intermediate-scale physical features. 
Specifically, I hypothesized that sand bars, depth variation, drop-offs, 
confluences, and channel intersections concentrate striped bass in the estuary, because 
they juxtapose fast water feeding habitats and slow water resting habitats (i.e., act as 
discontinuities). According to Schlosser’s dynamic landscape model, fish move to spawn, 
feed and find refugia from harsh conditions (e.g., high flow, high temperature; Fausch et 
al. 2002). I propose that discontinuities are ecologically relevant to structure-oriented 
predators like striped bass, because they minimize the movement between a feeding 
hotspot and a refuge from energetically-unfavorable high flows. Prey may be 
concentrated or disoriented at these discontinuities and predators, like striped bass, can 
take advantage of this from a relatively protected resting spot. 
To test whether physical discontinuities concentrate a predatory fish in the 
seascape, I asked five specific questions (Figure 2.1) about acoustically tagged striped 
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bass within a New England estuary, Plum Island Estuary, MA (PIE). Striped bass are 
widely distributed across a range of lakes, rivers, estuaries, and coastal systems, and 
exhibit a wide range of movement patterns across systems. My first research question 
provides context for the distribution patterns of these motile predators in PIE (Q1; Figure 
2.1). Specifically, are striped bass in PIE permanent estuary residents or part of the mid-
Atlantic coastal migratory stock (Q1; H1a-b; Figure 2.1)? If they are migratory, are they 
seasonal residents within the estuary or short-term visitors (Q1; H1c-d; Figure 2.1)? Is the 
spatial distribution of striped bass in PIE limited by their ability to move within the 
estuary or do they move regularly throughout the estuary (Q1; H1e-f; Figure 2.1)? Second, 
how are striped bass distributed within the estuary: evenly or clustered (Q2; H2a-b; Figure 
2.1). This distributional pattern can help identify underlying mechanisms and potential 
impacts of predators on the prey community. Third, which physical features drive striped 
bass distribution (Q3; Figure 2.1)? Specifically is distribution driven by one very 
important, some important, or no variables (Q3; H3a-c; Figure 2.1)? The number, identity, 
and combination of variables responsible for striped bass distribution are critical for 
linking habitat to organismal distributional. Fourth, I quantify the shape of the 
relationship between a physical feature and striped bass abundance as increasing linear, 
intermediate (i.e., related to some common condition between extremes), a threshold or 
nonexistent (Q4; H4a-d; Figure 2.1)? The shape of the relationship is central to advancing 
the understanding of how physical variables affect organismal distribution and may serve 
as a basis for future species distribution models. Finally, I asked if habitat features 
function independently or interact to create additive physical complexity that 
concentrates striped bass (Q5; H5a-b; Figure 2.1)? My research links organismal 
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distribution to a type of physical habitat, discontinuity-producing physical features. 
Throughout the terms “discontinuities” and “physical features” are related. Discontinuity 
is a concept that I use to examine physical features within the estuary. The physical 
features that I measure can produce discontinuities. The resulting insights can contribute 
to a better understanding of where striped bass go and what habitat they use, therefore 
aiding managers who need to identify essential fish habitat for these predators.  
2.2 Study System 
Plum Island Estuary (PIE) is a shallow, vertically well-mixed estuary located on 
the north shore of Massachusetts (Figure 2.2A). PIE consists of three coastal river inputs 
(e.g., Parker, Rowley, Ipswich Rivers) and an artificially maintained tidal river 
connecting PIE to the ocean via Merrimack River (Plum Island River; Figure 2.2B). The 
large open-water bay, Plum Island Sound, contains numerous tidally influenced creeks 
(Vallino et al. 2005) as well as a large salt marsh island, Middle Ground (Figure 2.2B).  
PIE has a mean tidal range of 2.9 m, which results in a highly variable bathymetric 
structure and a mosaic of channels, islands and sand bars (Deegan and Garritt 1997, 
Vallino et al. 2005). The water body area of the entire estuary ranges from 12.8 km2 (low 
tide) to 20.0 km2 (high tide), with extensive areas of non-vegetated tidal flats and 
sandbars exposed at low tide (Pautzke et al. 2010). I divided the estuary into three 
regions: the upper, middle and lower regions (Figure 2.2C). I defined region as a 
categorical variable based on the results of previous studies in PIE (Deegan and Garritt 
1997, Pautzke et al. 2010). This categorical approach mirrors the river, mixing, and 
oceanic components of an estuary (salt water meeting fresh water). Specifically, the 
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lower region (open bay, steep shores and little salt marsh) is different from the other 
regions (extensive salt marsh, intertidal mud and sand flats; Deegan and Garritt 1997). In 
addition, I divided  the remaining estuary into the middle and upper regions following the 
categories used by Pautzke et al. (2010). In general the upper region has variable 
bathymetry, ranging from very shallow to a few very deep locations, contains a few large 
confluences (the Plum Island and Parker Rivers) and several small creek confluences, and 
has large areas of tidally exposed mudflats and sandbars. The middle region has variable 
bathymetry with consistently shallow habitat within the Rowley River, the large Rowley 
River input, numerous small confluences, and many sandbars and channels in the sound 
near Middle Ground. The lower region, which includes the mouth of the estuary, is 
generally very deep, has the strongest current and most variable bathymetry, and few 
sandbars. The large Ipswich River empties into the lower sound, however there are fewer 
smaller tidal creeks. During the summer (July through September) temperatures typically 
ranges from 18 to 25 ºC and salinity ranges from 22-30 PSU (Vallino et al. 2005, Pautzke 
2008). The estuary supports a number of seasonally-abundant prey species important to 
striped bass including clupeids, Atlantic menhaden (Brevoortia tyrannus), Atlantic 
silverside (Menidia menidia), American sand lance (Ammodytes americanus), 
mummichog (Fundulus heteroclitus) and omnipresent invertebrates such as shrimp, crabs 
and amphipods (Ferry and Mather 2012). 
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2.3 Methods  
2.3.1 Fish Tagging 
The distribution of 50 striped bass (mean total length = 510 ± 48 mm; range = 403 
to 597 mm) was quantified with VEMCO V13-R64k coded acoustic transmitters 
(frequency of 69 kHz, a ping rate of 60 to180 s, estimated tag life of one year). The 
weight of the acoustic tags (11 g in air) was less than 2% of the mass of the lightest 
tagged striped bass (652 g; Winter 1983). Striped bass were caught via hook-and-line on 
June 17-18, 2009 (N = 30) and June 29 (N = 20).  Fishing effort covered all areas of the 
estuary but most fish were caught in the middle region of Plum Island Sound.  
After capture, fish were held in a large, continually aerated holding tank until 
tagging (time held pre-tagging < 1 h). Using clove oil as the anesthetic (1.5 µL of clove 
oil/L of water; mean application time = 8.9 min, SE = 1.1 min; Cooke et al. 2004, 
Pautzke et al. 2010), fish were first weighed (g) and measured (TL, mm). Tags were then 
surgically implanted (Bridger and Booth 2003) using a sterile scalpel to make a 2–3-cm 
incision 2 cm above the ventral midline and approximately 1.5 cm behind the pelvic fin. 
Through this opening, a transmitter was inserted into the peritoneal cavity and the 
incision was closed with three stitches using sterile dissolvable sutures (Ethicon 
Monocryl violet monofilament suture with 3/8” curved cutting needle). All equipment 
was sterilized with rubbing alcohol prior to surgery. To reduce stress during surgery, the 
gills, external body surface, and operating table were irrigated at all times with estuary 
water. The entire tagging process took, on average, 5.4 min (SE = 0.2 min). After 
tagging, each striped bass was injected with oxytetracycline (0.1 mg/kg of fish; 
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Liquamycin; Pfizer, New York; Callahan 2009) and placed in a recovery tank filled with 
ambient temperature estuary water until the fish swam upright (mean recovery time = 
21.3 min; SE = 1.2 min). All tagged fish were released upon recovery at the approximate 
site of capture. 
2.3.1.1 Dummy Tag Control Experiment 
Six additional striped bass (mean ± SD total length = 528 ± 32 mm; range = 490 
to 571 mm) were used to test if tagged and untagged fish responded similarly to the 
capture, handling, tagging, and holding protocols. Using the capture and tagging 
techniques described above, on June 30, 2009, I surgically implanted three striped bass 
with dummy tags that were the same size as the acoustic tags. Three additional fish were 
treated exactly like the tagged fish (caught, handled, held, injected) except for the 
incision and surgical implantation of a tag. Pairs of tagged and untagged fish were held in 
three floating net pens (0.75-m diameter X 1-m height) in the Rowley River for one 
week. Survival was evaluated daily. The surgery scar was visually assessed at the end of 
the holding period. All fish were released at the conclusion of the experiment. 
2.3.2 Telemetry 
The goal of my study was to quantify the relationship between striped bass and 
estuarine habitat characteristics, so my experimental unit was the sample site not the 
individual fish. To sample a large number of sites with different types and combinations 
of physical features throughout the entire estuary, I used a tracking receiver (VEMCO 
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VR100 with VH-165 omni-directional hydrophone) to conduct a manual survey, similar 
to the design of Ng et al (2007).  
I examined habitat and fish distribution at 40 sample sites that covered all parts of 
the estuary (Figure 2.2C) and included different types (e.g., confluences, drop-offs) and 
combinations (hotspots) of physical features that I hypothesized were important to striped 
bass (Appendix E, Figure E1A). In my habitat-focused research, the sample sites were 
fixed and determined prior to field work. To avoid spatial overlap of receiver ranges, I 
separated the sites by 600 meters, the estimated range area of the tracking receiver 
(Appendix E, Figure E1B). Forty sites were the maximum number of sites I could visit at 
two tides within a weekly time period and listen for a long enough time at each site to 
detect fish given the transmitter ping rate of 60-180 seconds (15 minutes; Appendix E, 
Figure E2).  
The manual survey of the forty samples sites was conducted once a month from 
July-October, 2009. For one week, with the hydrophone about 0.5 m below the boat, fish 
detections were recorded for 15 min at each site. All 40 sites were visited on both an 
ebbing and a flooding tide each month. Sites were divided into five groups and the order 
of visitation for each group was randomized for each manual survey.  All sites were 
visited within six days.   
 In order to standardize manual survey fish detections by the maximum detection 
area of the tracking receiver, tests were conducted at the forty sites using the tracking 
receiver and a test tag identical to those used in fish tagging (Appendix A). A measure of 
the receiver range area at all the sites was necessary, because of the highly variable 
bathymetry in the estuary. Testing the detection probability using fixed test tags and 
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receivers as recommended by the receiver manufacturer 
(http://www.vemco.com/education/tutorials/range/range_testing.htm) at each of the forty 
sample sites would have been logistically unfeasible, so I chose to measure the maximum 
detection area using the following protocol (see Appendix A for more details). A 
kayaker, with the submerged test transmitter attached to the kayak, slowly moved away 
from the tracking receiver in the four cardinal directions and tag detection times and 
locations were recorded. Tag detection locations were inputted into ArcGIS and polygons 
were created to quantify the maximum detection area at each site. Maximum detection 
areas averaged 0.10 km2 (SD = 0.08 km2, range = 0.007 - 0.41 km2; Appendix A). 
Seven VEMCO VR2W stationary receivers were deployed throughout the estuary 
to gate major exits, river confluences, and islands of Plum Island estuary (Figure 2.2C). 
Seven of the forty sample sites corresponded to the stationary receiver locations. 
Stationary receivers were moored to the bottom of the estuary using cement paving 
stones and an anchor. Stationary receivers were deployed before fish were tagged in June 
2009, and removed in early November, 2009, after no fish had been detected at any of the 
stationary receivers for at least two weeks. The stationary receivers continuously 
recorded the individual fish tag number, time, and date of all detected fish and were 
downloaded every two weeks.  
2.3.2.1 Data Preparation 
The stationary receiver detections were managed using VEMCO VUE software. 
Detection data were corrected for time drifts that occurred between downloads and were 
filtered to remove unknown detections. Once the dataset had been edited within VUE, the 
dataset for each individual fish was exported into Excel. Manual survey detection data 
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downloaded from the tracking receiver were imported into Excel and data were edited to 
remove unknown tag numbers. 
2.3.3 Tagged Fish Survival Data, General Residency Status, and Within         
Estuary Movements 
Both stationary receiver and manual survey detection data were analyzed in four 
ways to verify that fish survived tagging. First, I counted the number of days an 
individual fish was detected in PIE. Second, I looked for movement between stationary 
receivers.  Third, I recorded detections at the mouth of the sound in the fall when striped 
bass were migrating. Finally, I recorded detections of fish I tagged by researchers along 
the Atlantic coast. I reasoned that fish that continued to move around the estuary and 
along the coast had successfully survived the tagging process.   
The same detection datasets for PIE and the Atlantic coast were used to identify 
migratory status (H1a-b), the time of residency (H1c-d), and whether tagged fish moved 
around the estuary frequently (H1e-f; Figure 2.1). 
2.3.4 Striped Bass Response Variables  
To look at the spatial distribution of striped bass, I examined two striped bass 
response variables, count and individuals, calculated using the manual survey data. I used 
non-metric multidimensional scaling to examine the similarity in mean number of fish 
across months. October differed from the other months (Figure 2.3), so only data 
collected in July, August and September were used to calculate the response variables. 
The first response variable, count, was defined as the mean number of fish detected by 
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the manual survey at an individual sample site for all tides and months (Table 2.1). To 
account for different sized tracking receiver detection areas across sample sites, I divided 
mean number of fish by the detection area for each site. The response variable, count, 
provided a measure of the concentration of fish at a sample site. 
I also created a second striped bass response variable called individuals (Table 
2.1). Individuals was calculated by counting the number of unique individuals (each 
individual fish was only counted once) that were detected at each of the 40 sites divided 
by the total number of individuals detected throughout the season (N = 37; season = July-
September). The response variable, individuals, quantified which sites were visited by the 
most individual fish. 
2.3.5 Physical Features 
 I selected six explanatory variables based on my hypothesis that discontinuities 
can concentrate predators to test whether physical features were potential drivers of 
striped bass distribution (Table 2.1).  These six variables represent four types of physical 
features and a regional variable: land features (sandbar), bathymetry (bottom unevenness 
measured as depth and drop-off), confluence features (confluence), channel features 
(channel), and geographic location (region). Below I briefly describe why I believe these 
features are important to striped bass, measurement methods, and how the specific 
variable was calculated (See Chapter 3 for more detail on the measurement of physical 
features and calculation of metrics). 
Sandbars are morphologically variable features in the landscape that influence 
water flow patterns and may provide resting and feeding areas for predators. To quantify 
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sandbar (Table 2.1), the area of sandbars (km2) was measured in ArcGIS within a 400-m 
buffer of each of the forty sample sites using aerial color ortho layers (Office of 
Geographical Information, Commonwealth of Massachusetts, Information Technology 
Division). In analyses with the count response variable, sandbar area was divided by the 
tracking receiver detection area to provide a value of the relative amount of sandbar given 
a sample site’s size. 
Two bathymetric variables were chosen to characterize the bottom morphology of 
the estuary. I hypothesized that discontinuities created by uneven bottom and drop-offs 
(large changes in depth) merge high flow areas that move prey, with low flow areas that 
provide resting positions from which predators can feed. I used the following two 
datasets to calculate bathymetry variables: (1) an existing bathymetry dataset (Chen, 
Vallino and Zhao, FVCOM hydrodynamic model, personal communication) was used to 
characterize the bottom unevenness of all sample sites and (2) depth transects were 
conducted in the field to measure large changes in depth. To measure bottom unevenness, 
the standard deviation of depth (m) at each sample site was calculated. To characterize 
drop-offs, the maximum change in depth (m) at each sample site was measured. I 
hypothesized that striped bass counts would be highest at an intermediate value of depth 
standard deviation and drop-off sizes. To test this, I calculated the absolute deviation 
from the median for both bathymetry variables (depth D, drop-off D; Table 2.1). The 
absolute deviation from the median (D) is defined as the absolute value of the difference 
between sample values and a measure of central tendency, most often the median (Di = 
|xi-median(X)|; Figure 2.4). 
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Confluences, the intersections between a tributary and a larger body of water, 
create heterogeneity in bottom morphology (Kiffney et al. 2006, Rice et al. 2006, Wallis 
et al. 2008) and result in water flow patterns that could disorient and funnel prey. 
Confluences were identified in ArcGIS and the mouth width of each confluence was 
measured using aerial color ortho layers. The coefficient of variation in confluence mouth 
widths was calculated at each sample site in order to characterize the variety of 
confluences available to a predator (confluence; Table 2.1).   
Channels are underwater highways in the estuary and channel intersections, like 
confluences, are areas of variable morphology and flow, which may provide feeding 
opportunities for predators. Major channel intersections were identified in ArcGIS using 
aerial color ortho layers and the distance from each sample site to the nearest channel 
intersection was calculated (channel; Table 2.1).  
Finally, a categorical explanatory variable, region (Table 2.1) was used to account 
for the three different regions of PIE, upper (U), middle (M) and lower (L; Figure 2.2C). 
My choice of upper, middle, and lower regions based on Pautzke et al. (2010) resulted in 
similar numbers of sites in each region (L= 14, M = 15, U = 11). Region, unlike the other 
explanatory variables, is a categorical variable with three levels (U, M and L). In the 
multiple regression, the lower region (L) was used as the baseline level in the multiple 
linear regression analysis.  M vs. L and U vs. L appear in the results as variables with 
coefficients, standard errors and accompanying P-values. The lower region (L) only 
appears in the results as a reference with which to interpret the upper (U) and middle (M). 
For example if the middle region (M vs. L) had a coefficient of 0.50 that would mean a 
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site in middle region is predicted to have 0.50 more response units (e.g. count) than a site 
in the lower region (Zuur et al. 2009). 
2.3.6 Data Analysis 
2.3.6.1 Striped Bass Spatial Distribution 
To look at the distribution of striped bass, count was mapped on a coastal outline 
of Plum Island Estuary (Office of Geographical Information, Commonwealth of 
Massachusetts, Information Technology Division). I hypothesized that striped bass would 
be clustered in the estuary. I used a Chi-square Goodness of Fit test to examine whether 
the spatial distribution of striped bass differed significantly from an expected even 
distribution (H2a-b; Figure 2.1). P-values were calculated from 2,000 Monte-Carlo 
simulations (‘chisq.test’ function; R Development Core Team 2010).    
2.3.6.2 Determining Drivers of Striped Bass Distribution 
I used multiple linear regression and categorical and regression trees (CART) to 
describe the relationship between striped bass distribution and physical. CART is a useful 
non-parametric statistical tool for exploring complex ecological relationships and 
complements the traditional linear regression approach (De’ath and Fabricius 2000, 
Olden et al. 2008).  
In the multiple linear regression analyses, I ran all combinations of the six 
explanatory variables for both striped bass responses. The response variables, count and 
individuals, were log and arcsine transformed, respectively, to achieve normality (Quinn 
and Keough 2002). The resulting models were ranked using AICc, a model selection tool 
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for small sample sizes (Burnham and Anderson 2011). Models, within 4 AICc units of the 
highest ranked model, were retained. The coefficient weight for each explanatory 
variable was calculated to measure importance (Burnham and Anderson 2011). Both 2 
and 4 AICc units are used as cutoffs for top models (Burnham and Anderson 2011). I 
used !4 AICc units as a criterion for including models to ensure that all relevant models 
were included. Normality, homogeneity of variance, and independence assumptions were 
tested using plots of residuals and response histograms. Influential observations and 
multicollinearity were tested using Cook’s D (< 1) and condition number (< 25), 
respectively (Philippi 1993, Quinn and Keough 2002, Graham 2003). All assumptions of 
the analyses were met. In addition, similar models were tested with generalized linear 
models using a negative binomial distribution (Appendix E, Table E1). Because results 
were similar, only the general linear models are presented here. Both striped bass 
responses were plotted against the explanatory variables to look at the shape of the 
relationship between striped bass and physical drivers. 
The same six explanatory variables were examined using regression trees and 
plotted with the ‘tree’ package in R for both response variables (R Development Core 
Team 2010). Regression trees use a data-partitioning algorithm which splits the initial 
dataset into subsets based on the best predictor variable and continues to split the data 
until “terminal nodes” are reached, which are the average response (count and 
individuals; Olden et al. 2008).  
2.3.6.3 Complexity 
To analyze the relationship between striped bass distribution and overall physical 
complexity of the estuary created by combinations of features, I used two approaches. 
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First, I regressed both count and individuals against complexity index scores (Table 2.1). 
I calculated the complexity index by summing the ranks of several metrics that 
characterized land features, bathymetry, confluences, and channels in the estuary. 
Second, I tested the difference in numbers of striped bass between complexity cluster 
groups (Table 2.1). The complexity cluster groups were derived from a cluster analysis of 
the same metrics used in the complexity index. Both measures of complexity tested my 
prediction that striped bass numbers would increase with increasing physical complexity 
(See Chapter 3 and Appendix B for further details on metric choices and complexity 
calculations). 
2.4 Results  
2.4.1 Response to Tagging 
All tagged striped bass (N = 50) survived the tagging process and were detected 
moving throughout the estuary and along the coast several months after tagging. One 
hundred percent of the tagged striped bass were detected in PIE within one to three days 
of tagging (Figure 2.5A).  Only 10 fish (20%) left PIE within two weeks of tagging 
(Figure 2.5A) and were all subsequently detected elsewhere along the coast. The three 
pairs of tagged and untagged fish survived (P = 1.0, no difference between survival of 
tagged and untagged fish) and incision sites were healing well upon release.  These 
findings (e.g., detected multiple times in PIE, detected along the coast, tagging control 
experiment survival) indicated that fish survived the tagging process.  
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2.4.2 Migratory status, seasonal residency, and within-estuary movements of striped 
bass (Q1) 
Tagged fish were not year-round residents, exited PIE in the fall, and migrated 
between PIE and distant overwintering areas (Q1; H1b; Figure 2.1). Only one fish was 
never detected outside of PIE, however this fish moved between stationary receivers 
throughout the summer and was detected exiting the mouth of the sound in October. The 
remaining ninety-eight percent of individuals (N = 49) were detected outside of PIE along 
the coast (Appendix C). Ninety-four percent (N = 47) were detected passing Cape Cod on 
their southward migration in the fall or on their northward migration the following spring 
(B. Hoffman, Mass DMF, personal communication). Twelve fish (24%) were observed in 
the Hudson River estuary during the winter through spring of 2009-2010 (D. Secor, 
University of Maryland, personal communication). Another twelve fish (24%) were 
observed in the Delaware estuary in the winter through spring (D. Fox, Delaware State 
University, personal communication). These results confirm that the fish I tagged were 
members of the coastal migratory stock (Q1; H1b; Figure 2.1).   
The majority of striped bass tagged were seasonal residents of PIE (Q1; H1c; 
Figure 2.1). Tagged striped bass were detected in PIE an average of 50.9 days (SD = 33). 
Sixty-eight percent (N=34) were detected for greater than 30 days in PIE (Figure 2.5A). 
Forty fish (80%) were detected in PIE three months after tagging (Figure 2.5A). Thirty-
seven different individuals (74%) were detected in the monthly manual surveys (July, 
August and September). Thirty individuals were detected in each of the July, August and 
September manual surveys.  
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Striped bass tagged in PIE in 2009 can and do move throughout the estuary (Q1; 
H1f; Figure 2.1).  Ninety-eight percent (N = 49) of tagged striped bass were detected at 
multiple stationary receiver locations and moved between different regions of the estuary 
on a regular basis. For example, fish 56808 was detected at all seven stationary receivers 
in June through September, and frequented three stationary receivers on a regular basis 
(Figure 2.5B).   
2.4.3 Within-estuary striped bass distribution (Q2) 
Despite having the ability to move freely about the estuary, striped bass did not 
spend the same amount of time in all parts of the estuary (Q2; H2b; Figure 2.1). 
Specifically, striped bass were not evenly distributed in the estuary (X2 = 1557, P < 
0.001) and were clustered in the middle region of PIE (P < 0.01; Figure 2.6A-B).  At 
most sites in the upper estuary and all but one site in the lower estuary, fewer fish were 
seen than expected (Figure 2.6B).  At many sites in the middle region (9 of 16), more fish 
were detected than were expected based on an even distribution (Figure 2.6B). 
2.4.4 Drivers of striped bass distribution (Q3) 
Major drivers of striped bass distribution were similar for both striped bass 
responses (count, individuals) and for both analysis methods (multiple linear regression 
and CART; Q3; H3b; Figure 2.1). For count, eight “top” models were within < 4 AICc 
units, were all significant (P < 0.001), and had an adjusted R2 of 0.54-0.58. Sandbar and 
region, specifically the middle region (M vs. L), were the most important variables in 
determining count (weights = 0.88; Table 2.2). The upper region (U vs. L) was retained 
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in all models, despite not always being significant, because it was one component of the 
region categorical variable and therefore also had a weight of 0.88.  Depth D, drop-off D, 
confluence, and channel were retained in the top models, but were less important 
determinants of striped bass distribution (weights = 0.12-0.47; Table 2.2).  
For the individuals response variable, five “top” models were within < 4 AICc 
units, were all significant (P < 0.001), had adjusted R2 values of 0.69-0.70, and all six 
explanatory variables were retained. Sandbar and region had the highest coefficient 
weights (0.80), and other variables were less important (weights = 0.09-0.13; Table 2.2).  
For both striped bass responses, more striped bass were detected in the middle region 
compared to the lower region (M vs. L) and in areas with more sandbar (Table 2.2).  
CART reinforced the importance of sandbar and region, but also identified 
complexities in the role of depth D and channel on striped bass distribution (Figure 2.7A-
B). Drop-off D and confluence were not retained in the regression tree models. For count, 
the regression tree first separated sites by region (U/L vs. M), followed by sandbar (< 2.1 
vs. > 2.1 units per km2), then depth D (< 0.3 vs. > 0.3 m), and finally an additional region 
split (L vs. U; Figure 2.7A). Sites in the middle region with an intermediate amount of 
depth variation (depth D < 0.3 m) had the highest counts (mean count = 32 fish/km2).  
The second highest count of striped bass occurred at sites in the middle region with more 
extreme values of depth variation (depth D > 0.3, mean count =13 fish/km2). In the lower 
and upper regions, sites had far fewer striped bass.  In these regions, sites with more 
sandbars had the third highest striped bass counts (sandbar > 2.1 units/km2, mean count = 
7 fish/km2). The remaining sites had somewhat higher counts if they were in the upper 
region (mean count = 4 fish/km2).  
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For the individuals response variable, sandbar determined the first split (< 0.22 
vs. > 0.22 km2), followed by depth D (< 0.5 vs. > 0.5 m) and channel (< 0.6 vs. > 0.6 
km), and finally region (L and M/U; Figure 2.7B). Sites with more sandbars that were 
closer to channel intersections were associated with the most individuals (mean 
individuals = 31%; Figure 2.7B). Sites with high sand bar area, but which were further 
from channel intersections had the second highest response (mean individuals = 17%). 
Of the remaining sites, those with intermediate depth variation (depth D < 0.5 m) had the 
highest number of individuals (mean individuals = 7%). The remaining sites all had low 
numbers of individuals, however sites in the lower region had the fewest fish (mean 
individuals = 1%).   
The multiple linear regression and CART results illustrated the complex ways that 
physical variables may interact to influence striped bass distribution, however sandbar 
and region emerged as consistently important drivers of striped bass distribution (Q3; 
H3b; Figure 2.1). Depth and channel played a secondary role in both types of analyses 
(Table 3.2; Figure 2.7A-B).  Drop-off and confluence played a secondary role only in the 
multiple linear regression analysis (Table 2.2) 
2.4.5 Shape of the relationship between striped bass and physical features (Q4) 
Explanatory variables had three types of relationships with striped bass responses 
(count and individuals; Q4; H4a-c; Figure 2.1): increasing linear (sandbar, Figure 2.8A, D; 
confluence, Figure 2.8B, E; channel, Figure 2.8C, F), intermediate (depth D, Figure 2.8G, 
J; drop-off D, Figure 2.8H, K) and threshold (region, Figure 2.8I, L). Specifically, the 
numbers of striped bass were higher at sites with more sandbar area, more variation in 
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confluence mouth width and that were closer to a channel intersection. For both depth D 
and drop-off D, count and individuals showed a decreasing trend as the absolute deviation 
from median increased, indicating that the most fish were found at sites with an 
intermediate set of conditions (medium depth SD or medium drop-off size; Figure 2.8G-
H, J-K). Sites with values further from 0 were sites with more extreme habitat (low depth 
SD /high depth SD or no drop-offs/ large drop-offs). Count and individuals were 
significantly higher in the middle region than the lower region for both responses (P < 
0.001; Figure 2.8 I, L). 
2.4.6 Striped bass and additive complexity (Q5) 
Sites at which more physical features were present attracted more striped bass 
(Figure 2.9A-D; Q5; H5a; Figure 2.1). The complexity index was positively related to 
both count  (R2 = 0.11, P = 0.02; Figure 2.9A) and individuals (R2 = 0.30, P < 0.001; 
Figure 2.9C). In addition, both count (P = 0.01) and individuals (P = 0.004) differed 
significantly among complexity cluster groups (Figure 2.9B, D). Sites in complexity 
cluster 2 had the most striped bass (Figure 2.9B, D). Cluster 2 sites were primarily in the 
middle region with high complexity index scores (Chapter 3, Figure 3.13B-C). 
2.5 Discussion 
2.5.1 Insights Gained 
Predators are key components of aquatic ecosystems and understanding their 
spatial distribution and habitat use is imperative for effective research, management, and 
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conservation. Acoustic tagging of seasonal-resident migratory striped bass, combined 
with an extension of the discontinuity concept to fish habitat, yielded insights about how 
physical features concentrate estuarine predators at the seascape-scale. Specifically, I 
found that regional patterns existed in striped bass distribution because of the geographic 
aggregation of physical features. In addition, individual physical features were important 
drivers of heterogeneity in striped bass distribution in PIE, but the role of specific 
features in concentrating striped bass varied. For example, in all analyses, sandbars were 
important drivers of striped bass distribution in the estuary. The CART analysis, which 
can detect complex interactions among variables, showed that depth variation and 
channels also influenced striped bass distribution in PIE. By providing a powerful test of 
the role of individual variables, the multiple linear regression analysis revealed that drop-
offs and confluences were minor, but nevertheless potentially important, players in 
aggregating striped bass. Finally, striped bass in PIE were associated with high habitat 
complexity created by co-occurring features. Consequently, although the specific features 
that drive predator distribution probably varies across systems, some combination of 
these physical features are likely important in concentrating foraging predators like 
striped bass.   
2.5.2 Extension of the discontinuity concept to organismal distribution 
Discontinuities are juxtapositions of unlike conditions (e.g. man-made dams, 
beaver dams, confluences, gradient changes; Ward and Stanford 1983, Robinson and 
Rand 2005, Kiffney et al. 2006, Larned et al. 2010, Burchsted et al. 2010) that have the 
potential to significantly alter ecosystem and organismal structure and function. I 
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hypothesized that the physical features I examined (e.g., sand bars, depth variation, drop-
offs, confluences, channel intersections) juxtapose contrasting physical conditions in a 
way that may provide predatory fish with metabolically-conservative resting locations 
that are adjacent to profitable feeding areas where prey are concentrated and potentially 
disoriented (Fausch et al. 2002). For example, sandbars are soft-bottomed depositional 
areas that juxtapose shallow, slow-water edges with deeper areas in which flow may be 
accelerated through narrow constrictions. Tidal fluctuations add temporal heterogeneity 
in that sandbars and the adjacent deeper water areas can alternate between emergent and 
submerged states several times a day, thus extending heterogeneity in depth and flow 
across both space and time.  Because PIE is shallow (mean depth ~ 3 m) and hypertidal 
(mean tidal range ~ 2.9 m), the discontinuities that sand bars provided were especially 
important.  
Confluences, a classic example of a discontinuity-producing physical feature, are 
the intersections of a tributary with a larger body of water at which flow is disrupted, 
channel morphology is altered, and where physical complexity increases (Benda et al. 
2004, Kiffney et al. 2006, Rice et al. 2006, Bigelow et al. 2007, Wallis et al. 2008). 
Channel intersections are the underwater equivalent of tributary confluences, where 
strong currents running along different portions of the estuary meet and create variable 
morphology and flow conditions. Estuaries along the Atlantic coast vary in the number 
and diversity of confluences and channel intersections. In PIE, major rivers, numerous 
tidal creeks, and a well-defined channel within the sound create confluences and channel 
intersections.  The idea that discontinuities create increased physical complexity and 
biological productivity is an important concept in fish ecology (Jungwirth et al. 2000, 
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Fausch et al. 2002, Kiffney et al. 2006), but it has rarely been applied to organismal 
distribution within estuaries. 
Although use of the discontinuity concept in aquatic ecology is increasing, few 
studies have looked at variation in the structure and function of multiple types of 
discontinuity-producing physical features. Most existing studies have only looked at one 
type of discontinuity (Robinson and Rand 2005, Kiffney et al. 2006). Discontinuities 
have typically been quantified as discrete entities that are either present or absent in the 
riverscape and that do not vary within themselves (e.g., confluences of different sizes not 
taken into account; Stanford and Ward 2001, Poole 2002, Robinson and Rand 2005). In 
PIE, substantial variation exists within each type of physical feature and many different 
types of features coexist. To relate these potential drivers to striped bass distribution, I 
took quantitative measures of different aspects of each type of physical feature (Chapter 
3). In addition to expanding the discontinuity concept to include organismal patterns, I 
have also increased the scale at which fish habitat is traditionally measured by focusing 
on unevenly distributed, intermediate-scale features (e.g., confluences, sandbars, drop-
offs). These discontinuity-producing features are relatively unexamined in fish habitat 
studies and have great potential to affect fine-scale habitat variables (e.g., depth, current, 
substrate) that influence fish distribution (Fausch et al. 2002, Fullerton et al. 2010).   
2.5.3 Role of individual features 
Applying the concept of discontinuities to the heterogeneous distribution of 
striped bass explained how physical features could organize population patterns at a 
seascape-scale. Examining combinations of five physical features (sandbars, uneven 
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bottom, drop-offs, confluences, and channels) along with a regional variable explained 
54-70% of the variation in striped bass distribution. For both analyses and both response 
variables, more striped bass occurred at sites that had greater sandbar area, indicating an 
increasing linear response for this feature. While I found sandbars to be important 
predictors of striped bass abundance, they have rarely been included as morphologically 
complex units of fish habitat. Ng and others (2007) did find striped bass to be associated 
with sandbars, however this was a qualitative observation. Harding and Mann (2003) 
found fewer and smaller striped bass at sandbar habitats, however they were considering 
sandbars as flat substrate and comparing them with three-dimensional structure (artificial 
oyster reefs). 
CART analyses can elucidate hierarchical relationships between variables that 
may not be seen in linear regression models (De’ath and Fabricius 2000, Olden et al. 
2008). By using both a traditional MLR approach and regression trees I was able to better 
understand ecological patterns in the data.  The CART analysis revealed that striped bass 
are more abundant at “just-right” sites with an intermediate amount of depth variation. As 
in the Goldilocks fairy tale, variations in depth may be too large or too small to be 
profitable for “schoolie”-sized striped bass. The absolute deviation metric provided a 
useful way of quantifying this intermediate value of bathymetry. “Just right” sites were 
not too flat, but also did not have huge changes in depth. Striped bass have an affinity for 
deeper waters in shallow estuaries and have been associated with drop-offs and uneven 
bottom (Ng et al. 2007, Able et al. 2012). The CART analysis also revealed the way that 
distance to channel interacts with depth, sandbar, and region to concentrate striped bass. 
Specifically, more individual striped bass occurred at sites closer to channel intersections.  
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Confluences and drop-offs were minor players in the multiple linear regression 
analysis, but were retained in top models, suggesting some useful explanatory ability. As 
with depth variation, more striped bass occurred at drop-offs of intermediate size. 
Numbers of striped bass increased with increasing confluence variety. Confluences, as 
both fish habitat features and geomorphological discontinuities, have been shown to be 
important to striped bass (Tupper and Able 2000, Ng et al. 2007) and to fish abundance 
and biodiversity in general (Gorman and Karr 1978, Kiffney et al. 2006, Osawa et al. 
2011). However, confluences were not particularly important in this study. In a simple, 
linear river system, perhaps a confluence is the dominating intermediate-scale physical 
feature, however I believe that in complex systems such as an estuary, there are several 
physical features that can all potentially act as discontinuities. Confluences were 
relatively evenly distributed in PIE compared to the other features and perhaps features 
such as sandbars or bottom unevenness were more important to striped bass, because they 
were heterogeneously distributed in PIE (Chapter 3).  
Numbers of striped bass were more common in the middle region of Plum Island 
estuary, reflecting a threshold type of response in both the multiple linear regression and 
CART analyses.  This regional concentration of striped bass in the middle of the estuary 
probably reflected the concentration of intermediate-scale features that occurred in this 
geographic area (Chapter 3). This geographic concentration of striped bass also occurred 
in PIE in other years (2010, Appendix D; 2005 and 2006, Pautzke et al. 2010) and in 
other systems along the Atlantic coast (Able and Grothues 2007, Ng et al. 2007, Wingate 
et al. 2011). Although my results are consistent with previous findings for this type of 
predator, no single study quantified several physical features (e.g., sandbars, bottom 
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unevenness, drop-offs, confluences and channels) and used the discontinuity concept to 
unify these habitat types. Examining distribution relative to discontinuity-producing 
physical features provided useful new insights for estuarine ecosystems.  
2.5.4 Additive Habitat Complexity 
The combinations of multiple features, rather than any single physical feature, 
may determine how striped bass are concentrated within an estuary by providing a suite 
of discontinuities that create feeding and resting opportunities throughout the tidal cycle. 
Sites with multiple physical features in PIE attracted and retained more fish, potentially 
through increased physical heterogeneity (Palmer and Poff 1997, Beck 2000, Kovalenko 
et al. 2011, França et al. 2012). Many studies have looked at combinations of habitat 
variables and created “complexity” indices, however these can have a wide variety of 
meanings. Some only measure a few variables or use qualitative variables, while others 
do not explain why they selected a particular set of variables (Clark et al. 2004, 
Gratwicke and Speight 2005, França et al. 2012). Many complexity indices are measured 
at the traditional fine-scale transect level (Horan et al. 2000, Attrill et al. 2000).  
Oftentimes these qualitative or semi-quantitative complexity indices are not better 
predictors than individual habitat features, because the mechanistic roles of the variables 
in the index have not been clearly defined (Kovalenko et al. 2011). Anlauf et al. (2011) 
did use a similar approach to mine to characterize species-specific habitat complexity. 
However, they did not find a significant relationship and suggested that their index was 
not comprehensive enough to accurately represent stream complexity (Anlauf et al. 
2011). My approach addresses the need for complexity indices to have quantitative 
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measurements of multiple physical features that are important to the species of interest 
and measured at an intermediate-scale.   
2.5.5 Generality to Other Systems 
Although the specific features that drive predator distribution probably vary 
across coastal systems, some combination of these physical features is likely important 
for concentrating foraging predators, like striped bass. In PIE, sandbars were particularly 
important, but elsewhere other features may dominate. In some systems confluences may 
be important, in others oyster reefs or deep channels, depending on the types and variety 
of features available and their patterns in the seascape. The mechanism behind these 
physical drivers, whether alone or in concert, is the discontinuity concept. By measuring 
multiple physical features and combining them into an additive index, one can better 
capture the total physical heterogeneity of the system that drives organismal distribution 
(Palmer and Poff 1997, França et al. 2012). This additive effect of multiple, co-occurring 
features likely creates habitat complexity throughout the range of striped bass and may 
concentrate other structure-oriented predators in a variety of systems.    
2.5.6 Applications to Research and Conservation 
Understanding the distribution and habitat associations of predators is crucial to 
productive scientific research and effective management actions. Predatory fish have top-
down impacts on prey (Heithaus et al. 2002, 2008) and primary production (Estes et al. 
2011) and a change in predator populations or distribution can cause cascading effects 
(Flecker 1992, Ajemian and Powers 2012, Casini et al. 2012, Altieri et al. 2012). I found 
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striped bass, a migratory predator in mid-Atlantic coastal ecosystems, to be 
heterogeneously distributed in the seascape and identified discontinuity-producing 
physical features associated with this distribution. In the previous decades, coastal 
migratory striped bass have undergone a large population crash and subsequently, a 
successful recovery (Richards and Rago 1999). Striped bass can have potential top-down 
effects on prey populations at the habitat “hotspots” that I identified (Hartman 2003, 
Nelson et al. 2006, Ferry and Mather 2012) and the distribution of these predators can 
affect primary production (salt marsh health) through trophic cascades (Altieri et al. 
2012).  
In summary, I have identified habitat important to a predatory fish in New 
England estuaries and provided a repeatable methodology for measuring this habitat. 
Quantitative, ecologically relevant habitat information that can be mapped at a larger 
scale may be useful to managers as they move towards new approaches for managing 
marine systems such as ecosystem-based fisheries management (Rosenberg et al. 2000), 
marine spatial planning (Madden et al. 2005, Lund and Wilbur 2007) and marine 
protected areas (Bestley et al. 2010, Greenlaw et al. 2011).
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Figure 2.1: Research questions flow chart. Flow chart illustrating my five specific 
research questions and alternative hypotheses. 
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Figure 2.2: Plum Island Estuary. (A) Location of Plum Island Estuary (PIE) in 
northeastern Massachusetts. (B) Aerial photo depicting the major river inputs: Parker 
River, Plum Island River, Rowley River, and Ipswich River. Middle Ground, a large 
island in the middle sound is also shown.  (C) PIE was divided into three regions: the 
upper (U), middle (M) and lower (L). Stars represent the forty sample sites that were 
sampled for tagged fish counts using a tracking receiver. Circled stars represent 
continuously recording stationary receiver sites.   
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Figure 2.3: Comparison of monthly mean striped bass counts. (A) Non-metric 
multidimensional scaling (NMDS) of 2009 monthly mean count data for July, August, 
September, October and the seasonal mean (Mean). Dashed circles indicate the degree of 
similarity between distributions. (B) Bray-Curtis resemblance matrix of 2009 monthly 
count data for July, August, September and October and the seasonal mean. Values closer 
to one are more similar. Bolded values indicate greater than 0.5 similarities.  
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Figure 2.3: Comparison of monthly mean striped bass counts.
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Figure 2.4: Absolute deviation from median. (A) Fish response vs. original variable 
showing the calculation of the absolute deviation of median using the drop-off variable. 
(B) Fish response vs. new variable, drop-off D. Vertical dotted line is the median value 
for drop-off. Horizontal dotted arrows represent three measures of absolute deviation 
from median. X and Z are sites with extreme drop-off size values that are far from the 
median and have large drop-off D values. Y is a site with intermediate drop-off size, 
which is close to the median and has a small drop-off D value. 
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Figure 2.4: Absolute deviation from median.
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Figure 2.5: 2009 stationary receiver detections. (A) Dates when striped bass were tagged 
and detected by stationary receivers in Plum Island Estuary (PIE), Massachusetts, during 
2009. Each horizontal line represents 1 of 50 fish. Filled cells represent days when fish 
were detected in PIE. Horizontal patterns indicate variations in consecutive and 
nonconsecutive days of detection in PIE. Each individual horizontal line begins at the 
individual’s date of tagging. (B) Stationary receiver detections of an individual fish 
(#56808) in June through September 2009, with the X-axis showing the date of detection 
and the Y-axis showing the location of detection. The detection pattern is typical of fish 
in the study; the individual was detected in all regions of the estuary indicating that it can 
and did move around. However it clearly spent more time in a few locations in the middle 
estuary. 
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Figure 2.5: 2009 stationary receiver detections. 
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Figure 2.6: 2009 seasonal mean counts of striped bass. Distribution of mean counts of 
striped bass (fish per km2) in Plum Island Estuary. (A) Spatial distribution of count in 
which the size of the symbol corresponds to the number of fish detected. (B) Count 
values from south to north with the dotted line indicating the expected count of 14 fish 
per km2 if fish were distributed evenly in the estuary. The P-value was derived from a 
Chi-square goodness of fit test. Region of estuary is indicated by U (upper), M (middle, 
and L (lower). 
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Figure 2.7: CART analysis. Regression tree analysis of striped bass distribution as 
measured by (A) count (fish per km2) and (B) individuals (% unique). The explanatory 
variables were sandbar (km2 per unit sample area for count, km2 for individuals), channel 
(km), depth D (m), and region (U, M, L). Each split is labeled with the variable and its 
values that determine the split. Each terminal node is labeled with the mean response 
value and number of observations in the group in parentheses. 32% of the total variation 
was explained by the count tree and 58% of the total variation was explained by the 
individuals tree. The vertical depth of each split is proportional to the variation explained.  
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Figure 2.8: Shape of the relationship between striped bass and features. Count (log-
transformed) and individuals (arc-sine transformed) response variables are plotted against 
(A, D) sandbar, (B, E) confluence, (C, F) channel, (G, J) depth D, (H, K) drop-off D, and 
(I, L) region. Plots are grouped by type of relationship: increasing linear, intermediate, 
and threshold. P-values from multiple linear regression analyses are shown if the variable 
was significant (P < 0.10). 
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Figure 2.8: Shape of the relationship between striped bass and features.
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Figure 2.9: Relationship between striped bass and additive complexity. Count response 
plotted against (A) complexity index and (B) complexity cluster group. Individuals 
response plotted against (C) complexity index and (D) complexity cluster group. P-values 
and R2 values derived from simple linear regressions with the complexity index are 
presented. P-values presented in boxplots were derived from Kruskal-Wallis tests (N = 
40). 
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CHAPTER 3 
PATTERNS OF PHYSICAL HETEROGENEITY WITHIN AN ESTUARINE 
SEASCAPE: QUANTIFYING SPATIALLY-EXPLICIT VARIATION IN 
MULTIMETRIC PHYSICAL FEATURES THAT CREATE HABITAT 
COMPLEXITY  
3.1 Introduction 
Identifying patterns of heterogeneity in the spatial distribution of physical features 
is important to research and management for many disciplines. Heterogeneity is a critical 
feature of basic research on ecological patterns and processes (Boecklen 1986, Palmer 
and Poff 1997, Scheiner and Willig 2008). A spatially-explicit approach to quantifying 
physical variability, conducted at the appropriate scale, is essential to advance the basic 
science of aquatic ecology (Pringle et al. 1988, Levin 1992, Jungwirth et al. 2000, Fausch 
et al. 2002, Benda et al. 2004, Harborne et al. 2008). Physical features that are the focus 
of quantification and mapping , however, need to have ecological relevance (Maddock 
1999). Specific ecosystem-oriented management goals such as marine protected areas 
(Ardron et al. 2002), fish habitat initiatives (Esselman et al. 2011), and marine habitat 
classification frameworks (Madden et al. 2005) also require spatially-explicit approaches 
to classifying physical features (Fausch et al. 2002). Patterns of physical heterogeneity, 
created by intermediate-scale physical features (e.g., confluences, drop-offs, land 
features), emerge at the seascape-scale. Novel measurement and mapping approaches can 
identify types, natural variation, and additive complexity of these important features in 
the estuary. Bridging spatial scales and integrating physical and ecological disciplines are 
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two challenges that impede quantification, mapping, and interpretation of patterns of 
physical heterogeneity (Figure 3.1). An estuary has both fine-scale (e.g., depth) and 
intermediate-scale (e.g., confluences) physical features, which both may have important 
ecological functions, making an estuary a model system for addressing these challenges. 
Here I combined large-scale conceptual frameworks for heterogeneity that have 
disciplinary roots in geomorphology and ecosystem ecology with fine-scale, more 
organismal approaches widely used in population and community ecology (i.e., fish 
habitat research) to ask how do multi-metric, intermediate-scale, physical features 
important to striped bass vary and interact in an estuarine seascape? 
Several larger-scale conceptual frameworks (e.g., network dynamics, 
discontinuities, ecotones, and patch dynamics) have been developed to explain patterns of 
physical heterogeneity in aquatic systems (Figure 3.1). Patch dynamics define aquatic 
systems like rivers or estuaries as dynamic mosaics of process-specific habitat blocks that 
affect how an ecosystem functions (Naiman et al. 1988, Pringle et al. 1988, Townsend 
1989, Winemiller et al. 2010). The dynamic zone of transition between patches, an 
ecotone, is itself a type of habitat that adds to the spatial and temporal heterogeneity of 
the ecosystem (Naiman et al. 1988). Discontinuities are created by an abrupt change 
between two different physical entities (Ward and Stanford 1983, Jungwirth et al. 2000, 
Stanford and Ward 2001) and juxtapose unlike conditions such as the intersection of 
larger and smaller systems, deep and shallow water, or land and water. Discontinuities 
have been suggested as an important organizing force in ecology (Jungwirth et al. 2000, 
Fausch et al. 2002, Poole 2002, Kiffney et al. 2006). Network dynamics uses populations 
of channels and confluences arranged in hierarchical networks to make predictions about 
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how basin characteristics and network geometry may affect spatial patterns of 
biodiversity and productivity (Benda et al. 2004). The umbrella discipline of landscape 
ecology (riverscape or seascape ecology in aquatic environments) seeks to understand 
spatial patterns and underlying abiotic and biotic processes (Fausch et al. 2002, Poole 
2002, 2010, Wiens 2002, Pittman et al. 2011). These conceptual frameworks for looking 
at physical heterogeneity have a strong link to geomorphology (Poole 2002, 2010, Benda 
et al. 2004), but can also provide insights into spatial patterns of animal populations, or 
communities (Jungwirth et al. 2000, Fausch et al. 2002, Wiens 2002, Arakida et al. 
2011). Unfortunately, these frameworks rarely quantify variation within and across 
individual physical features and are rarely applied to specific organisms. 
Ecologists, especially those engaged in fish habitat research, have also looked at 
physical features in the aquatic environment, but have been guided by population and 
community ecology perspectives (Figure 3.1). As illustrated by a literature search of one 
fisheries journal (Transactions of the American Fisheries Society) for one year (2011) 
using the keywords “fish habitat”, investigations of the relationship between fish and 
physical habitat are extensive and diverse (Figure 3.2A). This body of research examines 
a range of aquatic environments, focuses on several different species and queries a 
variety of topics (Figure 3.2A). Fish habitat research is typically measured at the 
individual fish or transect scales (Figure 3.2B “Fine Scale”), and focuses on microhabitat 
metrics such as depth, percent canopy cover, stream gradient, current velocity, substrate 
type, percent undercut banks, and rugosity (Rankin 1986, Angermeier and Schlosser 
1989, Horan et al. 2000, Newcomb et al. 2007, Shumway et al. 2007, Fairchild et al. 
2009). Landscape ecology is being extended into aquatic systems (Figure 3.2B 
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“Landscape Scale”), but impediments still exist to this expansion. For example, 
landscape-scale habitat variables often do not measure the variation of a physical feature 
within itself, but just indicate the presence or absence of a habitat type (e.g., benthic vs. 
pelagic, type of artificial reef, estuary vs. open ocean, land use type or bedrock or basin 
geology (Pess et al. 2002, Argent and Carline 2004, Rahel and Jackson 2007, Able et al. 
2012). Intermediate-scale physical features, such as those used in network dynamics, 
patch dynamics, ecotones, or discontinuity research, can have a disproportionate effect on 
organismal distribution at the river or seascape-scale via fine-scale alterations in fish 
habitat (Fausch et al. 2002, Harborne et al. 2012), however they are the least studied 
(Rahel and Jackson 2007; Figure 3.2B “Intermediate Scale”). Many useful insights have 
arisen from fine-scale, organismal-based, fish habitat research that, if extended, could 
contribute to an understanding of intermediate-scale physical features within the 
seascape. 
Patterns of physical heterogeneity are relevant to disciplines as diverse as 
geomorphology, population-community ecology, and ecosystem ecology (Figure 3.1). 
Here I connect an intermediate-scale paradigm related to heterogeneity that has a 
geomorphologic foundation and ecosystem focus (e.g., discontinuities) to a fine-scale, 
more organismal-based approach used in population and community ecology (e.g., fish 
habitat research). In an estuary, discontinuity-producing physical features (e.g., 
confluences, drop-offs, sandbars, and other underwater structures) may create habitat 
heterogeneity that affects biodiversity, creates hotspots of productivity, and concentrates 
prey and predators (Jungwirth et al. 2000, Benda et al. 2004, Kiffney et al. 2006, Osawa 
et al. 2011). These physical features are complex and variable in their physical 
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architecture, requiring one or more quantitative metrics to adequately describe their 
variation. When each type of feature is mapped individually, conflicting patterns among 
features may prevent the identification of heterogeneous geographic areas that merit 
protection.  To address these problems, I ask three specific questions: (1) How can 
metrics for the same physical feature (e.g., confluences) that show divergent spatial 
patterns be reconciled?; (2) How can measurements of individual physical features (e.g., 
confluences, drop-offs) be integrated so that habitat at each geographic location can be 
mapped and spatially analyzed? (3) Are integrated patterns of additive habitat 
complexity consistent with the distribution of a motile, structure-oriented predatory fish? 
Throughout the terms “discontinuities” and “physical features” are related. Discontinuity 
is a concept that I use to examine physical features within the estuary. The physical 
features that I measure can produce discontinuities. 
3.2 Study System 
Plum Island Estuary (PIE) is a shallow, vertically well-mixed estuary located on 
the north shore of Massachusetts (Figure 3.3A-B). PIE consists of three coastal river 
inputs (e.g., Parker, Rowley, Ipswich Rivers) and an artificially maintained tidal river 
connecting PIE to the ocean via the Merrimack River (Plum Island River; Figure 3.3B). 
The large open-water bay, Plum Island Sound, contains numerous tidally influenced 
creeks (Vallino et al. 2005) as well as a large salt marsh island (Middle Ground; Figure 
3.3B). PIE has a mean tidal range of 2.9 m, which results in a highly variable bathymetric 
structure and a mosaic of channels, islands and sandbars (Deegan and Garritt 1997, 
Vallino et al. 2005). The water body area of the entire estuary ranges from 12.8 km2 (low 
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tide) to 20.0 km2 (high tide), with extensive areas of non-vegetated tidal flats and 
sandbars exposed at low tide (Pautzke et al. 2010). I divided the estuary into three 
regions: the upper, middle and lower regions (See Chapter 2 for details on region 
selection; Figure 3.3C). In general the upper region has variable bathymetry, ranging 
from very shallow to a few very deep areas, and contains a few large confluences (the 
Plum Island and Parker Rivers), several small creek confluences, and large areas of 
tidally exposed mudflats and sandbars. The middle region has variable bathymetry 
ranging from shallow less variable habitat within the Rowley River to highly variable 
habitat with large number of sandbars and channels in the sound near Middle Ground. 
The middle region has the large Rowley River input and numerous small confluences. 
The lower region, which includes the mouth of the estuary, is generally very deep and has 
the strongest current and most variable bathymetry. The large Ipswich River inputs into 
the lower region of Plum Island Sound, however there are few smaller tidal creeks. 
During the summer (July through September) temperatures typically range from 18 to 25 
º C and salinity typically ranges from 22-30 PSU (Vallino et al. 2005, Pautzke 2008). 
3.3 Materials and Methods 
3.3.1 Sample Sites, Physical Features and Metrics to Quantify Individual Features  
Forty sample sites (mean area = 0.1 km2; Appendix A) were chosen throughout 
PIE to represent different combinations of physical features within the estuary (see 
Chapter 2 for details on sample site selection; Figure 3.3C). Within PIE, four types of 
physical features that may act as discontinuities are: (1) confluences (the intersection of a 
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river or creek tributary with a larger body of water); (2) bathymetry including drop-offs 
(large changes in depth) and bottom unevenness; (3) channel networks (underwater 
channel intersections), and (4) land features such as islands and sandbars.  
In the summers of 2009 and 2010, I calculated 23 metrics (Table 3.1) for these 
four types of physical features at each of the 40 sample sites (Figure 3.3C). Specifically, I 
calculated ten metrics that described number, location, size, and variation in confluences 
(metrics 1-10; Table 3.1), seven measures of the number, location, size, and variation of 
drop-offs (metrics 11-17), three metrics describing size and variation in depth (metrics 
18-20), one channel intersection metric (metric 21), and two measures of land features 
(metrics 22-23). Below I describe how I measured and calculated these metrics. 
3.3.1.1 Confluences 
Confluences within each of the 40 sample sites were visually identified in 
ArcGIS. The length of the confluence tributary (Figure 3.4A), width, and depth at the 
confluence mouth (Figure 3.4B) were measured in GIS using aerial color ortho layers 
(Office of Geographical Information, Commonwealth of Massachusetts, Information 
Technology Division) and an existing bathymetry dataset (Chen, Vallino and Zhao, 
personal communication; Figure 3.4C). Confluences with a mouth width of less than 50 
meters were not included in further analysis. 
Ten confluence metrics were calculated for each of the 40 sample sites using the 
measurements described above (Table 3.1). These metrics described different aspects of 
confluences that might be important to striped bass. Number of confluences (Osawa et. al 
2011), size of a tributary (Kiffney et al. 2006), and variation in size (Gorman and Karr 
1978, Visintainer et al. 2006) measure important but different attributes of confluences. 
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For example, sites could have the same average confluence length, but differ in mouth 
widths or depths. The ten specific confluence metrics included the number of confluences 
within a sample site (con. number; Table 3.1; Figure 3.5A), the distance from the center 
of the sample site to the nearest confluence (con. distance; Table 3.1; Figure 3.5B), the 
average length of all confluences at a sample site (con. length mean; Table 3.1; Figure 
3.5C), the summed lengths of all confluences at a sample site (con. length sum; Table 3.1; 
Figure 3.5C), the minimum length, width and depth of confluences (con. length min, con. 
width min, con. depth min; Table 3.1; Figure 3.5C), and the standard deviation of length, 
width and depth of confluences (con. length SD, con. width SD, con. depth SD; Table 3.1; 
Figure 3.5C). 
3.3.1.2 Bathymetry 
Drop-offs, defined as a >2 meter change in depth, were measured within each of 
the 40 sample sites. Specifically, I measured depth every 100 m, using a handheld depth 
sonar, along four 500-m transects within each of the 40 sample sites (Figure 3.4D). Each 
transect was oriented at 90o from the center of the sample site and measurements were 
conducted during slack high tide when water levels were not rapidly changing. Depth 
transects for a particular sample site were always conducted within twenty minutes and 
were shortened when a shoreline was encountered. Depth sampling locations were 
recorded using a handheld GPS.  
In the laboratory, depth data and transect locations were imported into ArcGIS to 
determine the size (small: 2-4.5 m; large: > 4.5m) and distribution of drop-offs. In 
addition to drop-offs that were measured in the field, I also used an existing bathymetry 
dataset (mean high tide depth measurements in meters, spaced roughly 100 meters apart 
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throughout the estuary; Chen, Vallino and Zhao, FVCOM hydrodynamic model, personal 
communication; Figure 3.4C) to characterize the bathymetry of all sample sites, including 
those that did not have drop-offs. The depth measurements were extrapolated in GIS and 
a continuous map of the bathymetry for the entire estuary was created. 
Bathymetric metrics also provided different ecological information. For example, 
the number, average size, and variation in drop-off size each describe different bottom 
conditions that could affect predator foraging and resting, or prey refuges. Smaller 
variation in depth provided information about sites with uneven bottoms that may not 
have had drop-offs (> 2 m). Specific metrics included the number of drop-offs (drop-off 
number; Table 3.1; Figure 3.5D), the distance from the center of the sample site to the 
nearest drop-off (drop-off distance; Table 3.1; Figure 3.5B), the sum of the size of all 
drop-offs at a sample site (drop-off sum; Table 3.1; Figure 3.5C), the minimum drop-off 
size (drop-off min; Table 3.1; Figure 3.5C), and the standard deviation in drop-off size 
(drop-off SD; Table 3.1; Figure 3.5C). In addition the absolute deviation from median 
was measured for the mean drop-off size (drop-off mean D; Table 3.1), and maximum 
drop-off size (drop-off max D; Table 3.1). The absolute deviation is the absolute value of 
the difference between sample values and a measure of central tendency, most often the 
median (Di =|xi-median(X)| (Figure 3.6A), which measures how extreme a site is from an 
intermediate value (e.g., extreme = very shallow or very deep; Figure 3.6B). Three 
metrics quantified more general changes in depth that were not necessarily drop-offs. 
These included the standard deviation of depth (depth SD; Table 3.1; Figure 3.5E), 
absolute deviation of mean drop-off size, and absolute deviation of depth standard 
deviation (depth mean D, depth SD D; Table 3.1). 
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3.3.1.3 Channels 
Navigational buoys were used to delineate the major channels in PIE. These buoy 
locations were recorded using a handheld GPS unit and the location data was imported 
into ArcGIS in order to map channels. Line features were drawn within GIS along the 
visible major channels using aerial color ortho map layers (Office of Geographical 
Information, Commonwealth of Massachusetts, Information Technology Division). Point 
features were created to mark the major intersections of these channels in the estuary. To 
create metrics for each sample site, I measured the distance from the center of each site to 
the nearest channel intersection (channel distance; Table 3.1; Figure 3.5B). 
3.3.1.4 Land Features 
Sandbars and islands were visually identified in ArcGIS using aerial color ortho 
map layers (Office of Geographical Information, Commonwealth of Massachusetts, 
Information Technology Division) and polygon features were created to map and 
measure the area of distinct island and sandbar units. To describe the sample sites, I 
measured the area of sandbar and island within a 400-m buffer of each site (island, 
sandbar; Table 3.1; Figure 3.5F). 
3.3.2 Fish Data 
 Numbers of migratory striped bass (Morone saxatilis) detected through acoustic 
telemetry (Chapter 2) at each of the 40 sample sites, during 3 monthly surveys in 2009, 
were summed and plotted.  
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3.3.3 Statistical Analyses 
3.3.3.1 Cluster Analyses 
For both confluences and drop-offs, I used a nonhierarchical K-means cluster 
analysis to combine metrics that described the same physical feature. Nine standardized 
confluence metrics (con. number, con. distance, con. length mean, con. length min, con. 
width min, con. depth min, con. length SD, con. width SD, and con. depth SD; Table 3.1) 
were used to calculate a Euclidean distance matrix. Using this matrix, I created clusters 
using the partitioning around medoids (‘pam’) function from the R ‘cluster’ package 
(Maechler et al. 2005). I tested the stability of the clusters using the Jaccard bootstrap 
mean values that were obtained from the bootstrap method within the ‘clusterboot’ 
function (‘fpc’ package; Hennig 2010). Jaccard values of > 0.60 indicated distinct cluster 
patterns and values of > 0.75 indicated stable clusters (Hennig 2010). Clusters were 
ordinated with principal components analysis (PCA) using the ‘prcomp’ function and 
vectors were drawn to show general trends. To look at different patterns of drop-offs, five 
standardized drop-off metrics (drop-off number, drop-off distance, drop-off sum, drop-off 
min, and drop-off SD; Table 3.1) were clustered using the same procedures as described 
above. Characteristics of both confluence and drop-off clusters were summarized using 
boxplots of metrics by cluster group, barplots of the distribution of the cluster groups 
across sites, and by mapping the cluster groups in the estuary. 
3.3.3.2 Complexity Measures that Examine the Impact of Multiple Features 
To quantify the additive effect of multiple physical features, I clustered 13 metrics 
that describe a range of physical characteristics (con. number, con. length mean, con. 
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length sum, con. length SD, drop-off number, drop-off mean D, drop-off max D, drop-off 
SD, depth mean D, depth SD D, channel distance, sandbar, and island; Column “I”; 
Table 3.1). My goals in using multiple metrics were: (1) represent the four different types 
of physical features, (2) use several metrics for the multi-metric confluence and 
bathymetry features (e.g., con. number vs. con. length mean vs. con. length SD), and (3) 
discard highly correlated metrics (Appendix B).  Clusters were created using the 
procedures described above and cluster groups were mapped in the estuary. 
As a second way to synthesize habitat complexity, I constructed an additive 
complexity index.  To do this, I used the same 13 metrics that were used in the 
complexity cluster analysis (Column “I”; Table 3.1). To construct this complexity index, 
the forty sample sites were ranked based on the value of each metric (average ranks were 
used for ties), then summed. The higher the sum rank of this complexity index, the more 
additive habitat complexity was present. Potentially, the value of the index could vary 
with the specific metrics used. To minimize this problem, 15 different complexity indices 
were created by summing the ranks of different combinations of the metrics (Appendix 
B). My complexity index used the average of these fifteen indices and values for the forty 
sites were mapped to look at spatial patterns. 
3.3.3.3 Summarizing and Testing Spatial Patterns 
Select metrics, multi-metric clusters, and the complexity measures (cluster and 
index) were mapped in Plum Island Sound to look at spatial patterns of physical features. 
The distribution of metrics in the estuary was depicted using barplots of the forty sites 
ordered from south to north. A Chi-square Goodness of Fit test was used to compare 
patterns of confluences and drop-offs in the estuary to a null (even) distribution. A 
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Kruskal-Wallis, non-parametric ANOVA, was used to determine if metrics were 
significantly different across regions (L, M, U).  
3.4 Results 
3.4.1 General Description of Physical Features in the Estuary 
 Spatial patterns of individual physical features in PIE differed (Figure 3.7A-F). 
Confluences, present at 24 of the 40 sample sites, were distributed evenly in the estuary 
(X2 = 44, P > 0.30; Figure 3.7A). Confluence size varied throughout the estuary (length 
of confluence tributaries, range = 0.1-15.9 km, mean ± SD = 1.9 ± 2.9 km; Figure 3.7B). 
Drop-offs (range = 2.0 - 6.8 m, mean ± SD = 3.3 ± 1.1 m) were present at 33 of the 40 
sample sites. Small and large drop-offs were unevenly distributed throughout the estuary 
(X2 = 74.0, P < 0.001; Figure 3.7C) and reflected a highly variable estuarine depth 
distribution (Figure 3.7D). Channel intersections, rare in the estuary, were present at eight 
of the 40 sample sites (Figure 3.7E). A total of 81 sandbars (range = 0.0004 - 0.218 km2, 
mean ± SD = 0.034 ± 0.041 km2) and 18 islands (range = 0.0027-0.115 km2, mean ± SD 
= 0.026 ± 0.027 km2) occurred within PIE (Figure 3.7F). Because spatial patterns of 
physical features were intricate , a quantitative approach was needed to classify metrics 
and synthesize across features. 
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3.4.2 Q1: How can metrics for the same physical feature that show divergent spatial 
patterns be reconciled? 
Integration across metrics is needed to map the spatial distribution and identify 
regional patterns of individual physical features at the seascape-scale, because metrics 
that describe the same feature can show patterns that are both qualitatively and 
statistically different. For example, for the confluence metric  “con. number”, no 
confluences were present at many of the sample sites in the lower region, more 
confluences were present at sample sites in the upper region, but the highest number of 
confluences (4) were observed in the middle region of the estuary (Figure 3.8A). For the 
confluence metric “con. length mean” the upper region of the estuary had the longest 
confluences (Figure 3.8B).  A third confluence metric, “con. width SD” had similar 
values across most of the estuary although a few areas in the middle and upper estuary 
varied substantially (Figure 3.8C).  
Metrics that described drop-offs also had different patterns, qualitatively and 
statistically. The upper region had the lowest number of drop-offs per sample site (Figure 
3.8D). The “drop-off distance” metric provided a value for sites that did not have a drop-
off within range (Figure 3.8 E). Larger drop-offs and therefore a larger variation in drop-
off sizes occurred in the lower region (Figure 3.8F). 
To integrate individual multiple metrics for the confluence feature, I identified 
five clusters of sites (Figure 3.9A-C).  Based on Jacquard’s index (0.47 to 0.96; Figure 
3.9A), clusters 1, 2, 3, 5 were distinct (> 0.6) and clusters 1, 3, 5 were stable (> 0.75). 
The first two axes of the PCA accounted for 73% of the variation in confluence 
characteristics across sites (Figure 3.9B). Sites in cluster 5 (N = 16; Figure 3.9C) had no 
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confluences (Figure 3.9D). The single site in cluster 4 (Figure 3.9C) had two confluences 
(Figure 3.9D) and a high variation in tributary length (Figure 3.9E). Sites in cluster 3 (N 
= 5; Figure 3.9C) had two to three confluences (Figure 3.9D) that did not vary widely in 
tributary length (Figure 3.9E), but had a high variation in mouth width (Figure 3.9F). 
Cluster 2 sites (N = 4; Figure 3.9C) had one (Figure 3.9D), large (Figure 3.9G) 
confluence, whereas sites in cluster 1 (N = 14; Figure 3.9C) had one to four small (Figure 
3.9D, G) confluences that did not vary widely in tributary length or width (Figure 3.9E-
F).   
Three stable clusters of sites were identified for the multimetric drop-off physical 
feature (Jaccard’s index = 0.79 to 0.93; Figure 3.10A). The first two axes of the PCA 
accounted for 80% of the variation in drop-off metrics between sample sites (Figure 
3.10B). The three clusters of sites had interpretable combinations of drop-off 
characteristics (Figure 3.10C). Sites in cluster 3 (N = 7; Figure 3.10C) did not contain any 
drop-offs (Figure 3.10D) indicating a relatively homogeneous bathymetry. Cluster 2 (N = 
11; Figure 3.10C) sites contained multiple (three to nine) drop-offs (Figure 3.10D) that 
had a large total change in depth (Figure 3.10E) and were highly variable in size (Figure 
3.10F). Sites in cluster 1 (N = 22; Figure 3.10C) had one to five drop-offs (Figure 3.10D) 
that were relatively small (Figure 3.10E) and did not vary much in size (Figure 3.10F).  
3.4.3 Q2: How can measurements of individual physical features be integrated so 
that habitat at each geographic location can be mapped and spatially analyzed?   
Integration across features is also needed in order to map habitat at the seascape-
scale because different physical features can show different patterns of habitat 
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complexity. The integrated multimetric features, confluences and drop-offs, provided 
different site-specific information about habitat in the estuary. For example, many sites in 
the lower region (L) did not have a confluence present (i.e., were homogeneous for this 
physical feature; white bars and circles; Figure 3.11A, C), but had drop-offs of varying 
size (i.e., were heterogeneous for this physical feature; black and patterned bars and 
circles; Figure 3.11B, D).  The middle region (M) had many sites with small confluences 
and small drop-offs that sometimes co-occurred, but not always (black bars and circles; 
Figure 3.11A-D). In the upper region (U), sites that had large and variable confluences 
did not have large and variable drop-offs (patterned bars and circles; Figure 3.11A-D).  
In addition, other physical features also showed different patterns in the estuary. 
Sites in the upper estuary were significantly farther away from channel intersections (P < 
0.01; Figure 3.12A-B). Large islands were absent from the lower estuary (P = 0.10; 
Figure 3.12C-D), whereas sandbars were concentrated in the middle region (P < 0.05; 
Figure 3.12E-F).  Consequently, each of these physical features had a different 
distribution in the estuary.  
Without some additional way to synthesize habitat complexity, these different 
patterns of physical habitat heterogeneity for individual sites in the estuary prevent 
consistent, spatially-explicit mapping. As an example of the problem, some sample sites, 
especially in the lower estuary (inset X; Figure 3.13A), had a large depth standard 
deviation (large black bar; high bathymetry heterogeneity), were close to a channel 
intersection (small aqua bar; high channel heterogeneity), had no island area (no purple 
bar), and had very limited sandbar area (small green bar; low land feature heterogeneity). 
Other sites, frequently in the middle estuary (inset Y; Figure 3.13A), had intermediate 
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depth standard deviation (medium black bar; medium bathymetry heterogeneity), were 
relatively close to a channel intersection (small aqua bar; high channel heterogeneity), 
and had large island-sandbar areas (purple and green bars; high land feature 
heterogeneity). Sites in the upper estuary demonstrate yet another combination of 
physical features (inset Z; Figure 3.13A); many of these sites had limited variation in 
depth (small black bar, low bathymetry heterogeneity), were far away from a channel 
intersection (large aqua bar, low channel heterogeneity), had a large island area (large 
purple bar, high land feature heterogeneity), but had a small amount of sandbar (small 
green bar, low land feature heterogeneity). Without a measure that combines information 
on habitat at multiple features, it is impossible to identify geographic areas of PIE that 
concentrate physical complexity.   
Physical features can be integrated in several ways to provide a unifying measure 
of physical habitat heterogeneity.  A cluster analysis of multiple metrics identified six 
distinct cluster groups describing different combinations of physical features that created 
different levels of habitat heterogeneity in the estuary (Figure 3.13B).  Using cluster 
groups 1, 2, and 4, I provide examples of spatially-explicit patterns of additive 
complexity that emerge from this approach. Sites in cluster 1 had highly variable depths 
and were close to channel intersections, but contained small amounts of island and 
sandbar. These low complexity sites were found in the Rowley River and lower sound 
(red circles; Figure 3.13B). Cluster 4 sites, found in the upper estuary, had limited 
variability in bathymetry, were far from the nearest channel intersection, had large areas 
of island and small areas of sandbar (yellow circles; Figure 3.13B). Cluster 2 sites were 
the most physically complex, had medium variability in bathymetry, were close to major 
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channel intersections, had large areas of sandbar, and were concentrated in the middle 
region (M; green circles; Figure 3.13B).  
Values of the complexity index, the second approach to integrating physical 
features, ranged from 91 to 252 complexity units (mean ± SD = 164 ± 39 units; Figure 
3.13C).  The most physically complex sites, based on this additive index, were also 
concentrated in the middle region of PIE (P < 0.01; large black dots; Figure 3.13C) and 
corresponded with cluster 2 (green circles; Figure 3.13B). These two approaches 
provided synthesized information about the distribution of habitat complexity across the 
seascape.  
3.4.4 Q3: Are integrated patterns of additive habitat complexity consistent with the 
distribution of a motile, structure-oriented predatory fish?  
Striped bass were also concentrated in the middle region of Plum Island Sound 
(Figure 3.13D). The five sample sites with the highest striped bass concentrations (black 
outline; Figure 3.13D) were in complexity cluster group 2 (black outline; Figure 3.13B) 
and had the highest additive complexity index values (black outline; Figure 3.13C).  This 
overlapping pattern of physical heterogeneity and fish suggests that integrative measures 
of physical complexity have ecological meaning in the estuarine seascape.  
3.5 Discussion 
By extending the discontinuity paradigm to include physical features relevant to 
organismal ecology, I have provided insights into patterns of habitat complexity relevant 
to seascape-scale research and management. Discontinuities are created by an abrupt 
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change between two unlike entities (Ward and Stanford 1983, Jungwirth et al. 2000, 
Stanford and Ward 2001) and create habitat heterogeneity (Wallis et al. 2008) that affects 
biodiversity and environmental productivity (Kiffney et al. 2006), community ecology 
(Robinson and Rand 2005), and ecosystem ecology (Poole 2002, Benda et al. 2004, Rice 
et al. 2006). The estuary contains a number of discontinuity-producing physical features. 
For example, confluences juxtapose tidal creeks with the larger river or sound; drop-offs 
are where shallow water is adjacent to deep channels; islands and sand bars create areas 
with both fast and slow water at the land-water margins. These features are irregularly 
distributed, are most often seen at larger scales, can create ecological hotspots (Osawa et 
al. 2011), and potentially have a disproportionate effect on fish distribution (Fausch et al. 
2002). Few studies have quantitatively measured discontinuities (Benda et al. 2004, 
Kiffney et al. 2006, Osawa et al. 2011). Instead, most existing studies define a 
discontinuity as a discrete entity (e.g. a dam, a waterfall or a confluence) that is either 
present or absent in the riverscape (Ward and Stanford 1983, Stanford and Ward 2001, 
Poole 2002, Benda et al. 2004, Robinson and Rand 2005, Kiffney et al. 2006) and not 
something that can vary within a category (Gorman and Karr 1978, Tupper and Able 
2000, Hering et al. 2010, Ridenour et al. 2011). Variation within a physical feature (e.g., 
confluences) may be just as important as the variation between different physical features 
(e.g. confluences vs. drop-offs)  (Letourneur et al. 2008, Harborne et al. 2008). 
Quantifying variation in individual features in a system is an essential precursor for 
quantifying the additive complexity of multiple features at a specific location. To address 
these information gaps, I developed approaches to measuring and mapping variation that 
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allows integration of multiple physical features. This approach facilitates the mapping of 
spatially-explicit habitat complexity, relevant to organismal distribution. 
Variation occurred within each type of physical feature and multiple metrics were 
needed to describe complex features.  The confluence is a good example of a 
discontinuity-producing feature that requires multiple metrics to fully describe its 
variation in the estuary. Confluences are often used as a location descriptor or in a 
presence/absence categorical sense (confluence habitat vs. non-confluence; Gorman and 
Karr 1978, Tupper and Able 2000, Hering et al. 2010, Ridenour et al. 2011). Number of 
confluences per unit area can influence local biodiversity (Osawa et. al 2011). Size of a 
tributary can predict habitat complexity and abundance of aquatic species (Kiffney et al. 
2006). Variation in location of confluences can also be important (Gorman and Karr 
1978, Visintainer et al. 2006). For other physical features, multiple measurements also 
provide a better ability to predict ecological responses. For example, Arakida et al. (2011) 
took multiple measurements of enclosed bays (seascape-scale features) in order to predict 
mudflat habitats related to the distribution of shorebirds. Anlauf et al. (2011) took several 
different measurements of pools to describe reach level complexity of streams. If 
confluence presence/absence had been the only metric I had used, many relevant patterns 
in the estuary would have been missed. Thus, for the multifaceted confluence feature, as 
with other physical features I measured, the divergent patterns from individual metrics 
provided useful insights when combined into a multi-metric analysis.   
Confluences, drop-offs, bottom unevenness, channel confluences and land 
features like islands and sand bars showed different spatial patterns and demonstrated the 
need for a single, consistent measure of physical complexity within the estuary. To solve 
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this problem, I created two syntheses of estuarine physical complexity, based on 
continuous variables (complexity cluster analysis, complexity index), which combined 
patterns of features. While many studies have looked at combinations of habitat variables 
and created “complexity” indices, these can have a wide variety of meanings. Some only 
measure a few variables or use presence/absence categories (Clark et al. 2004, França et 
al. 2012), while others incorporate several metrics, but do not necessarily explain why 
they chose particular metrics (Gratwicke and Speight 2005, Kovalenko et al. 2011). 
Many of the complexity indices are measured at the traditional fine-scale transect level 
(Horan et al. 2000, Attrill et al. 2000). For example Angermeier and Schlosser (1989) 
created a complexity index composed of three traditional fish habitat parameters: 
substrate, depth and velocity. Anlauf et al. (2011) created a reach-level metric which 
incorporated five different metrics describing pools in streams, however this described 
pool complexity only, not complexity of several different types of physical features 
together. Measuring heterogeneity in the seascape is becoming increasingly important 
and one must measure all potential components of habitat heterogeneity in order to 
predict its effect (Palmer and Poff 1997, Beck 2000, França et al. 2012). My complexity 
index is one example that worked well in my study system. Other indices may work 
better elsewhere. However, some sort of complexity index must be incorporated into 
future habitat mapping initiatives in order to link geomorphology to ecology. 
 The physical features that I measured provide an example of how discontinuities, 
measured at an intermediate-scale, may be important to predators, like striped bass 
(Morone saxatilis), that can influence estuary-wide higher trophic interactions. The 
striped bass coastal stocks migrate northward from the mid-Atlantic to New England each 
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spring (Boreman and Lewis 1987). Up to 60% of striped bass that are acoustically tagged 
in PIE may stay there to feed for more than 30 days (Pautzke et al. 2010). Within PIE, 
striped bass are a major predator and have few natural predators (Buchsbaum et al. 2002). 
In northern Massachusetts estuaries, striped bass diet is dominated by fish and 
crustaceans including clupeids, Atlantic menhaden (Brevoortia tyrannus), Atlantic 
silverside (Menidia menidia), American sand lance (Ammodytes americanus), 
mummichog (Fundulus heteroclitus), shrimp (Crangon sp.), green crabs (Carcinus 
maenus), and amphipods (Nelson et al. 2003, 2006, Ferry and Mather 2012). Striped bass 
are structure-oriented predators (Haeseker et al. 1996, Bjorgo et al. 2000, Harding and 
Mann 2003) that are often associated with confluences (Tupper and Able 2000), depth 
changes (Ng et al. 2007), and channel edges (Able et al. 2012).  
I hypothesized that striped bass would concentrate near areas that juxtapose fast 
water feeding habitats and slow water resting habitats, which may concentrate or 
disorient prey through variation in current velocity and morphology (see Chapter 2 for 
more detail on the relationship between striped bass and discontinuities).  As predicted, 
the distribution of acoustically tagged striped bass mirrored the spatial patterns of 
features as calculated in the complexity cluster analysis and the additive complexity 
index. Few studies use the discontinuity concept to predict ecological responses (e.g., 
biodiversity, Osawa et al. 2011), and even fewer examine discontinuities in the context of 
fish ecology (Robinson and Rand 2005, Kiffney et al. 2006). Integrating discontinuities 
with fish habitat research can benefit multiple disciplines (Jungwirth et al. 2000, Fausch 
et al. 2002, Roni et al. 2002). 
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Measurements of physical features at the appropriate scale have relevance to 
many conservation applications, such as habitat suitability (Clark et al. 2004) and species 
distribution models (Guisan and Thuiller 2005, Dambach and Rödder 2011). Coastal 
habitat classification is becoming increasingly important in management of marine 
systems, and many theoretical habitat classification frameworks have been developed 
(Madden et al. 2005, Lund and Wilbur 2007). Quantifying complex patterns of physical 
features is key as research and management moves towards a seascape ecology approach 
(Pittman et al. 2011).  Mapping and measuring the quality of fish habitat is critical to 
management and conservation needs (Lund and Wilbur 2007). For example, the 
Magnuson-Stevens Fisheries Conservation and Management Act requires the designation 
of Essential Fish Habitat or "those waters and substrate necessary to fish for spawning, 
breeding, feeding or growth to maturity" (Rosenberg et al. 2000), the Endangered Species 
Act requires the designation of critical habitat for a species of concern (Newcomb et al. 
2007) and the National Fish Habitat Action Plan seeks to increase “the quality and 
quantity of fish habitats” in order to conserve and restore aquatic communities (Esselman 
et al. 2011).  
In summary, I have taken the discontinuity conceptual framework and applied it 
to fish habitat at an intermediate scale. I have expanded the concept of a discontinuity 
from a single, discrete feature to several, complex multi-metric physical features that vary 
within and between themselves. Together these intermediate-scale discontinuity-
producing physical features compose the physical complexity of the estuary that is 
important to a predator.
  
 
80 
Table 3.1: Definitions and summary values for 23 metrics of four physical features.          
The type of physical feature, specific metric, common name used throughout the chapter, 
mean, standard deviation and range for the 40 sample sites are shown. Metrics used in 
multimetric analyses are indicated by C (confluence cluster analysis), D (drop-off cluster 
analysis) or I (complexity cluster and complexity index). 
 
 
Metric Description Common Name Mean ± SD (Range) C D I
1 Number Con. Number 1 ± 1 (0-4) ! !
2 Distance to nearest (km) Con. Distance 0.4 ± 0.3 (0.2-1.4) !
Length (km)
3 Mean Con. Length Mean 1.6 ± 3.0 (0-15.8) ! !
4 Sum Con. Length Sum 2.4 ± 4.1 (0-19.2) !
5 Minimum Con. Length Min 1.2 ± 2.7 (0-15.8) !
6 Standard deviation Con. Length SD 2.4 ± 2.6 (0-8.8) ! !
Mouth width (m)
7 Minimum Con. Width Min 105 ± 141 (0-588) !
8 Standard deviation Con. Width SD 167 ± 156 (0-409) !
Mouth depth (m)
9 Minimum Con. Depth Min 1.3 ± 1.3 (0-4.3) !
10 Standard deviation Con. Depth SD 0.5 ± 0.4 (0-1.2) !
Drop-offs
11 Number Drop-off Number 2.9 ± 2.4 (0-9.0) ! !
12 Distance to nearest (km) Drop-off Distance 0.2 ± 0.2 (0-0.9) !
13 Sum (m) Drop-off  Sum 9.4 ± 7.9 (0-28.3) !
14 Minimum (m) Drop-off Min 2.1 ± 1.1 (0-5.1) !
15 Standard deviation (m) Drop-off SD 0.8 ± 0.7 (0-2.4) ! !
Absolute deviation (D)
16 Mean (m) Drop-off Mean D 1.0 ± 1.1 (0-2.9) !
17 Maximum (m) Drop-off Max D 1.4 ± 1.3 (0-3.7) !
Depth
18 Standard deviation (m) Depth SD 1.4 ± 0.8 (0.4-3.9)
Absolute deviation (D)
19 Mean (m) Depth Mean D 0.9 ± 0.8 (0-3.4) !
20 Standard deviation (m) Depth SD D 1.4 ± 0.8 (0.4-3.9) !
C
ha
nn
el
s
21 Distance to nearest intersection (km) Channel Distance 0.8 ± 0.6 (0-2.6) !
22 Island (km 2) Island 0.02 ± 0.03 (0-0.11) !
23 Sandbar (km 2) Sandbar 0.02 ± 0.12 (0-0.45) !
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Figure 3.1: Conceptual diagram. Schematic showing how the overarching question for 
this study bridges multiple scales (Y axis) and disciplines (X axis).  Specifically this 
study combines insights from heterogeneity and fish habitat as well as geomorphology 
and ecology. Heterogeneity conceptual frameworks are often larger scale and often 
couched in geomorphology. 
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Figure 3.2: Fish habitat literature search. Search results of articles (N = 31) appearing in 
Transactions of the American Fisheries Society in 2011 using the keyword “fish habitat”. 
(A) Summary results describing what type of aquatic environment the study site was, 
what species were studied and what topic(s) best described the research objectives of the 
article. The number (#) and percent (%) of articles surveyed is shown for each category. 
Articles could fall under more than one topic category, so values for “topic” add up to 
greater than 31 or 100%. (B) The percent of articles at: fine, intermediate, and landscape 
scales. The total percentage adds up to greater than 100%, because some articles 
measured metrics at more than one scale. 
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Figure 3.2: Fish habitat literature search. 
!" #!" $!" %!" &!" '!" (!"
)*+,-./01,"
2+3,45,6*03,"
70+6./08,"
A. Search Summary Table 
B. Type of Metric 
Diversity of “Fish Habitat” Research 
Environment Topic Keywords
Freshwater 80.64516129 25 Other 29 9
Estuary 12.90322581 4 Conservation and Management39 12
Marine 6.451612903 2 Habitat Use 29 9
Population Ecology26 8
Movement and Homerange19 6
Community Ecology16 5
Landscape Ecology10 3
Perca flavescens trophic ecology, parasite ecology, connectivity, conservation genetics, invasive ecology, methodology
Category Components # %
Environment Freshwater 25 81
Estuary 4 13
Marine 2 6
Species Salmonid species 11 35
Assemblage 8 26
Sturgeon Species 4 13
Yellow perch (Perca flavescens) 3 10
Striped Bass (Morone saxatilis) 2 6
Other 3 10
Topic* Conservation and Management 12 39
Habitat Use 9 29
Population Ecology 8 26
Movement and Home Range 6 19
Community Ecology 5 16
Landscape Ecology 3 10
Other 9 29
* Some articles had more than one topic
Articles (%) 
Sc
al
e 
   
   
Fi
ne
   
   
 In
te
rm
ed
ia
te
   
 L
an
ds
ca
pe
 
0                      15                    30                     45                    60            
  
 
85 
Figure 3.3: Plum Island Estuary. (A) Location of Plum Island Estuary (PIE) in 
northeastern Massachusetts, USA.  (B) Plum Island Estuary study site including four 
main rivers (Plum Island R, Parker R, Rowley R, and Ipswich R), Plum Island, Plum 
Island Sound, Middle Ground, and the Atlantic Ocean.  Access to the ocean is through 
lower sound and Plum Island River at higher tides. (C) 40 sample sites (stars) were 
chosen to represent conditions throughout PIE.  On average, each sample site is 0.1 km2.  
Also shown are three geographic regions, Upper (U), Middle (M), and Lower (L).   
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Figure 3.4: Physical feature measurements. Confluence length (A), width and depth (B) 
were measured in ArcGIS. (C) An existing bathymetry dataset was used to measure 
confluence mouth depth and for bathymetry metrics including mean and standard 
deviation of depth at sample sites. (D) Depth samples were taken every 100 m along four 
500 m length transects from the center of each sample site in order to measure drop-offs. 
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Figure 3.5: Metric calculations. Metrics measured at sample sites include (A) number of 
confluences, (B) distance to the nearest physical feature, (C) mean, sum, standard 
deviation, maximum, minimum of confluences and drop-offs at a sample site, (D) 
number of drop-offs, (E) standard deviation of depth at sample sites, and (F) area of 
sandbar and island within a sample site. Metric common names are in italics. 
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Figure 3.5: Metric calculations.
3 
Confluences Drop-offs 
2 
m 1 
2 
3 
Mean 
Sum 
SD 
Max 
Min 
1 
Depth SD 
A. B. Con. Number 
Drop-off 
Number 
C. D. 
E. F. 
Distance 
Island, Sandbar 
Metric Calculations 
Confluence 
Sample Site Channel 
Sample Site 
Center 
Drop-off Island 
Sandbar 
  
 
91 
Figure 3.6: Absolute deviation from median. (A) Barplot of mean depth showing the 
calculation of depth mean D, the absolute deviation of median. (C) New variable, depth 
mean D. Horizontal dotted line is the median value for Depth Mean. Vertical dotted 
arrows represent three measures of absolute deviation from median. X and Y are sites 
with extreme depth values, shallow (X) and deep (Y), which have a large depth mean D 
value. Z represents a site with intermediate depth that has a small depth mean D value. 
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Figure 3.7: Distribution of physical features. (A) confluences, (B) confluence tributary 
lengths (km), and (C) small (2-4.5 m) and large (>4m) drop-offs. (D) Bathymetry based 
on depth dataset from PIE LTER. Estuary-wide distribution of (E) channels and channel 
intersections, and (F) islands and sandbars. Sample sites are indicated with hollow 
circles. 
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Figure 3.7: Distribution of physical features.
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Figure 3.8: Confluence and drop-off metrics. Select metrics for confluence and drop-off 
features for the 40 sample sites shown to illustrate that different metrics for the same 
feature reveal different geographic patterns. Shown for the confluence physical feature 
are (A) number of confluences, (B) mean tributary length (km), (C) confluence mouth 
width standard deviation (m).  For the drop-off physical feature, shown are metrics for 
(D) number of drop-offs, (E) distance to drop-off (km), and (F) drop-off standard 
deviation (m).  The 40 sample sites are ordered from south to north corresponding to 
lower (L), middle (M), and upper (U) regions.  P-values were derived from Kruskal-
Wallis tests and shown if the test was significant (P < 0.10) and NS shown for non-
significant tests (P > 0.10). 
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Figure 3.9: Confluence cluster analysis. (A) Silhouette widths for the five clusters 
created using nine metrics that quantify the confluence feature for the 40 sample sites. 
Also shown are Jaccard bootstrap mean values for each cluster. (B) Sites are clustered in 
ordination space with vectors showing principal component loadings, only four are 
shown for clarity. (C) A flow chart depicts the major differences between clusters based 
on con. number, length SD, width SD, and length mean.  Also shown are box plots for 
cluster-specific values of (D) con. number, (E) length SD, (F) width SD, and (G) length 
mean. Metrics are defined in Table 1. Note: “Cluster” four is comprised of one sample 
site. 
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Figure 3.9: Confluence cluster analysis.
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Figure 3.10: Drop-off cluster analysis. (A) Silhouette widths for the three clusters created 
using five metrics that quantify the drop-off feature for the 40 sample sites. Also shown 
are Jaccard bootstrap mean values for each cluster. (B) Sites are clustered in ordination 
space with vectors showing principal component loadings, only four are shown for 
clarity. (C) A flow chart depicts the major differences between clusters based on drop-off 
number, drop-off sum, and drop-off SD. Also shown are box plots for cluster-specific 
values of (D) drop-off number, (E) drop-off sum, and (F) drop-off SD. Metrics are defined 
in Table 1.   
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Figure 3.10: Drop-off cluster analysis.
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Figure 3.11: Variation across multimetric features. Barplots and maps depicting the 
spatial distribution of confluence and drop-off cluster groups in PIE to illustrate that 
physical features can have very different geographic patterns. (A) Confluence and (B) 
drop-off cluster groups for all 40 sample sites ordered from south to north.  Map of (C) 
confluence and (D) drop-off cluster groups. Small size and low variety clusters are 
illustrated with black bars/circles, large size and high variety clusters are illustrated with 
patterned bars/circles. White bars/circles indicate that the physical feature is not present. 
Cluster group characteristics are illustrated in Figures 9-10. 
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Figure 3.11: Variation across multimetric features.
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Figure 3.12: Variation across physical features. Barplots (A, C, E) depicting the spatial 
distribution of channels and land features across the 40 sample sites from south to north 
in the estuary. Also shown are boxplots (B, D, F) depicting regional trends of physical 
features between the three major regions: upper (U), middle (M) and lower (L). Metrics 
shown are (A-B) channel distance (km), (C-D) island (km2), and (E-F) sandbar (km2). P-
values were derived from Kruskal-Wallis tests. Metric names are defined in Table 1. 
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Figure 3.12: Variation across physical features.
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Figure 3.13: Mapping habitat complexity. (A) Spatial distribution of depth standard 
deviation (depth SD), channel distance (channel), island area (island) and sandbar area 
(sandbar) across the forty sample sites in PIE. (B) Spatial distribution of complexity 
cluster groups based on a cluster analysis of thirteen metrics representing different 
physical features and ecological hypotheses based on fish habitat. (C) Spatial distribution 
of the additive complexity index created by summing the ranks of thirteen metrics to 
quantify the heterogeneity across the estuary based on combinations of physical features. 
(D) Mean number of striped bass heard in 2009 survey across the forty sample sites. 
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Figure 3.13: Mapping habitat complexity.
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APPENDIX A 
DETECTION AREA AND TIDE 
Range Test Methods 
Tracking receiver maximum detection areas for the forty sample sites were 
determined using in situ range tests and GIS mapping. 
 A VEMCO VR100 tracking receiver with a VH-165 omni-directional hydrophone 
and a VEMCO V13-R64k coded hydroacoustic transmitter (frequency of 69 kHz, a ping 
rate of 60–180 s) were used to measure detection areas at sample sites. This was the same 
type of tag and receiver that was used in the tagging and manual survey of striped bass, 
respectively. At a given site, the boat was anchored at the sample site and the tracking 
receiver was lowered into the water. The test tag was attached to the end of a kayak, 
using a weighted rope, so that the test tag was submerged approximately 1 meter below 
the surface of the water. The kayaker slowly paddled away from the boat in one direction. 
The kayaker was signaled when the tag was detected by the tracking receiver and paused 
to record that the tag was detected, their current location and the detection time with a 
GPS. They then continued to move away from the boat, pausing every few minutes until 
an end point was reached where the test tag was not detected for at least ten minutes. The 
location of this “not heard” end point was also recorded. At least four transects were 
conducted in opposite directions for each sample site, either along and perpendicular to, 
major channels at the site or in the four cardinal directions.  
In general, tests were conducted at the mid-tide stage on the ebbing or flooding 
tides, however due to the length of time required to conduct a range test at a given site, 
  108 
there was some change in tidal level during the range test. The average time to nearest 
high tide (hours) sampled (tide) for each range test was calculated by taking the absolute 
value of the average time in tide sampled minus the time to the nearest high tide. Tide 
gives a relative measure of the water level in the estuary during the range test, with zero 
equal to high tide levels, three equal to mid tide levels and 6 equal to low tide levels. 
Tag detection data was analyzed in ArcGIS to create maximum detection area 
polygons. Detection points and “not heard” end points were visually inspected using an 
aerial color ortho layer background (Office of Geographical Information, Commonwealth 
of Massachusetts, Information Technology Division) and polygons were drawn to 
connect the outermost detection points, creating a conservative estimate of the detection 
area (Figure A.1A). 
Due to the amount of time required to conduct tests in situ and safety issues at 
some of the sites near the mouth of the sound (high flow conditions) the remaining 
sample site detection areas were estimated. Each sample site was visually inspected 
within GIS and its major characteristics were identified (e.g., was it in a large area of 
water, did it have major channels, sandbars, islands or shorelines that would affect the 
range?). Sample sites were compared to similar sample sites where the test had been 
conducted. The site characteristics and comparisons with locations were used to create 
polygons estimating the mid-tide detection area in ArcGIS. 
Detection Area Results 
Twenty-eight tests were conducted in the field and twelve were estimated (Figure 
A.1B). Detection areas averaged 0.099 ± 0.081 km2 (ranging from 0.007 to 0.408 km2; 
  109 
Table A.1). The average time in tide sampled was 2.8 ± 0.7 hours (ranging from 1.5 to 
4.5 hours; Table A.1). 
Accounting for the Changing Tide 
 Manual survey count data was divided by detection area to account for the 
different areas at different sample sites. To account for the changing area at a given 
sample site during the tidal cycle, areas were weighted by the relative time in tide 
sampled. Weighted detection area = detection area (km2)*(tidearea)/(tidesample) where 
tidearea is the time in tide sampled for the detection area test and tidesample is the time in 
tide a site was sampled during the manual survey. 
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Figure A.1: Detection area tests at the forty sample sites in PIE. (A) Polygons were 
created in ArcGIS to measure the area. Polygons were created by connecting the 
outermost detection points. Shown is the detection area polygon drawn for site #40. (B) 
All detection areas in Plum Island. Sites (N=40) are numbered from south to north. Site 
numbers with * sign indicate that the receiver detection area was estimated. 
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 Feature Metric Ecological Hypothesis Correlation 
Confluence Con. Number Increasing, the more 
confluences, the more choices
Con. Length 
Mean (km)
Increasing, the larger the average 
confluence, the                      
more prey
Con. Length         
Sum (0.9)
Con. Length 
Sum (km)
Increasing, the larger the average 
confluence, the                      
more prey
Con. Length       
Mean (0.9)                     
Con. Length           
SD  (0.7)
Con Length     
SD (km)
Increasing, the more variation in 
size, the more options during   
the tide
Con. Length         
Sum (0.7)
Bathymetry Drop-off 
Number
Increasing, the more drop-offs, 
the more choices
Drop-off         
SD (m)
Increasing, the more variation in 
size, the more options during   
the tide
Drop-off Mean 
D (m)
Optimal, medium sizes are       
the best
Drop-off Max           
D (0.9)
Drop-off Max   
D (m)
Optimal, medium sizes are       
the best
Drop-off Mean         
D (0.9)
Depth Mean      
D (m)
Optimal, medium depth is        
the best
Depth SD                 
D (0.6)
Depth SD          
D (m)
Optimal, medium variation in 
depth is the best
Depth Mean             
D (0.6)
Channels Channel 
Distance (km)
Increasing, the closer, the better
Land Features
Sandbar (km2)
increasing, the more sandbars 
the better
Island (km2)
increasing, the more islands     
the better
APPENDIX B 
COMPLEXITY INDEX 
Table B.1: Complexity index variables.  
The metrics used for the complexity index and cluster analyses. Type of physical feature, 
variable name, ecological hypothesis and correlation values greater than 0.5 are shown. 
For more description of metrics and how they were measured see Chapter 1. 
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Figure B.1: Comparison of Multimetric Indices. I compared my complexity index (SB 
index) with two other types of multimetric indices used in the literature. I created the two 
indices for comparison using the same variables as the SB index and used methods 
detailed in the literature. The fish index of biotic integrity (IBI index) is an additive index 
where standardized variables are summed (Karr 1981, Van Sickle 2010). I also calculated 
a multiplicative index (Attrill index) where scaled variables are multiplied together 
(Attrill et al. 2000). Depicted is a pairplot comparing the three indices. The upper panel 
contains estimated pair-wise correlations, and the font size is proportional to the absolute 
value of the estimated correlation coefficient. The diagonal panel contains histograms of 
each index and the lower panel contains scatterplots with a LOESS smoother added to aid 
visual interpretation. The R code to generate this graph was taken from the pairs help file, 
and the modified code can be found in the AED package. My complexity index had a 
correlation of greater than 0.8 with both indices. This confirms that my method is 
comparable to those used in the literature. 
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MA LIS Hudson Delaware
56804 6/18 536 1302 8 No F09
56805 6/18 486 1160 68 No F09
56806 6/18 437 849 66 Yes F09, S10 S10
56807 6/18 544 1557 5 No F09 F09
56808 6/18 497 1160 72 Yes F09, S10 S10
56809 6/18 491 1189 64 Yes F09, S10
56810 6/17 468 962 92 Yes F09, S10 F09 F09, S10
56811 6/17 595 1924 39 Yes F09, S10
56812 6/29 514 1387 30 Yes F09, S10
56813 6/17 595 1981 11 No F09, S10 F09, S10
56814 6/18 521 1104 94 Yes F09, S10 S10 S10
56815 6/29 568 1670 55 No F09 F09
56816 6/18 597 1953 3 Yes F09, S10 S10
56817 6/17 571 1783 41 No F09 S10 F09
56818 6/29 431 962 6 No F09, S10 F09 F09, S10
56819 6/18 515 1330 7 No F09, S10
56820 6/29 542 1528 36 Yes F09, S10 S10
56821 6/29 595 2009 67 Yes F09 S10
56822 6/29 442 877 58 Yes F09 F09
56823 6/29 500 1160 92 Yes F09, S10 F09, S10
56824 6/29 464 1019 101 Yes F09, S10 F09, S10
56826 6/29 490 1274 70 Yes F09, S10 S10
56827 6/29 542 1415 44 No F09 S10 S10
56828 6/29 410 651 2 No F09
56829 6/29 545 1670 51 No F09, S10 S10
ID Date TL 
(mm)
Weight 
(g)
Days 
in PIE
PIE 
2010?
Detected outside of PIE:
APPENDIX C 
2009 INDIVIDUALS 
Table C.1: 2009 tagged fish.  
Tagging and detection information for fish tagged in 2009. Information for each of the 50 
fish tagged includes: transmitter id (ID), date tagged, total length (TL), weight, total 
number of days detected in Plum Island Estuary, whether the individual was detected in 
PIE in spring 2010, and detections from systems outside of PIE based on data shared by 
colleagues along the coast. F09= detected between September-December 2009, S10= 
detected between January-June 2010, MA = Massachusetts coast, LIS = Long Island 
Sound, Hudson = Hudson River and estuary, Delaware = Delaware Bay 
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MA LIS Hudson Delaware
56830 6/18 475 1104 113 Yes F09, S10 F09, S10
56831 6/29 490 1443 6 Yes F09, S10 F09
56832 6/29 568 1840 5 No F09 S10 F09, S10
56833 6/29 403 651 102 Yes F09, S10 F09 F09, S10
56834 6/29 511 1274 79 Yes F09, S10 F09, S10 F09, S10
56835 6/18 513 1104 7 Yes F09, S10 F09, S10
56836 6/18 583 1783 50 Yes F09, S10 S10
56837 6/18 460 849 37 Yes F09, S10 F09, S10 F09, S10
56838 6/18 468 1019 68 Yes S10 S10
60030 6/18 546 1443 33 Yes F09, S10
60031 6/18 530 1557 102 No F09
60032 6/17 488 1104 14 Yes F09, S10
60033 6/18 546 1528 62 Yes F09, S10 F09, S10
60034 6/17 454 906 45 Yes
60035 6/29 451 962 97 Yes S10 F09, S10
60036 6/29 536 1500 20 Yes F09, S10 F09, S10
60037 6/17 481 1104 76 No F09, S10 S10
60038 6/29 501 1189 80 No F09 F09 S10
60039 6/17 483 1132 10 No F09, S10 F09, S10
60040 6/17 537 1358 20 Yes F09, S10 S10
60041 6/17 492 962 86 Yes F09, S10 F09, S10
60042 6/29 496 1189 34 Yes F09
60043 6/17 510 1302 98 Yes F09, S10 F09, S10 F09, S10
60044 6/17 537 1670 89 Yes F09 F09, S10
60045 6/17 545 1528 31 No F09 F09
ID Date TL 
(mm)
Weight 
(g)
Days 
in PIE
PIE 
2010?
Detected outside of PIE:
Table C.1: 2009 tagged fish continued. 
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APPENDIX D 
2010 DATA 
Issue Addressed 
In this appendix I compare methodology, data structure and distribution results 
between the 2009 and 2010 striped bass manual survey results. I show why the 2010 
dataset was a poor dataset and could not be used to test habitat use hypotheses. I also 
show that 2009 and 2010 were similar in terms of methodology, striped bass distribution, 
and seasonal use of the estuary. 
Comparison of Methodology and Tagging Results between Years 
In both years I used the same tagging methodology and fishing strategy. I used the 
same fisherman who focused on the same regions. He mainly fished in the Middle Sound 
(MS) in both years and constantly moved into the Upper and Lower Sound (US and LS) 
and into the Rowley River (RR) to cover the same areas (Figure D.1). In both years the 
majority of fish were captured in the Middle Sound and the remaining fish (N=6) were 
caught in the Rowley River in 2009 and the Upper Sound in 2010 (Table D.1). No fish 
were caught in the Lower Sound either year. I tagged 50 fish in 2009 and 35 fish in 2010. 
All fish were heard in the days following tagging within Plum Island Estuary (PIE) and 
later in the season in PIE or outside of PIE, providing strong evidence that no fish was 
harmed during the tagging process.  
I used the same listening methodology in both years (Table D.1). I sampled the 
ebb and flood tide each month for four months in 2009 for a total of eight listening 
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samples (July-October). I sampled the ebb and flood tide only in July and September in 
2010 for a total of four listening samples. There is no clear relationship between capture 
location and where a fish was heard during subsequent manual surveys in both years. In 
2009 the majority of fish (68%) were detected in the region they were captured as well as 
other regions in the estuary, indicating that fish move around quite a bit and can be found 
in several locations, not just where they were captured (Table D.1). In 2010 roughly the 
same proportions of fish were heard only in the region they were captured or not detected 
at all in the region where they were captured, indicating no clear relationship between 
capture location and where a fish will be later in the season (Table D.1).   
Comparison of Data Structure between Years 
In 2009, 37 individual fish were detected during the manual survey and in 2010 
25 fish were detected 25. Percentage-wise approximately the same percent of fish were 
detected in both years (~75%), however lower absolute number of fish was detected in 
2010 (Table D.2). I also heard fewer fish in both months in 2010 (Table D.2). Only nine 
individuals were detected in September 2010 compared with thirty heard in September 
2009. In 2009, there were only four locations where a fish was never detected during the 
manual surveys. In 2010 there were 20 locations (half of the locations) where fish were 
never detected. A comparison of the monthly frequencies of zeros revealed that 2010 
consistently had more zeros in the dataset (Figure D.2A-H). There was also a larger range 
of counts in 2009. For example in the 2009 September ebb tide sample there were counts 
of one to eight individuals at a location, whereas in September 2010 there were only 
zeros or one individual heard (Figure D.2E-F). The average number of individuals heard 
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at a location was significantly lower in 2010 versus 2009 for both the season (Kruskal-
Wallis test: H2, 40 = 9.11, P < 0.01; Table D.2; Figure D.3A) and July alone (Kruskal-
Wallis test: H2, 40 = 4.41, P < 0.05; Table D.2; Figure D.3B). The lower range in number 
of individuals heard, the higher frequency of zeros and the lower mean count all make 
2010 a poor dataset for use in testing statistical models.  
Comparison of Distribution Results between Years 
Fish did not differ in their seasonal use of the estuary in 2009 versus 2010 as 
determined by detection data from stationary receivers that were continually listening for 
fish. There were similar patterns of daily detections of individual fish between 2009 and 
2010. Most fish were detected in the estuary for most of the season, a few fish only 
stayed a short time after tagging, and a few fish left after tagging, but came back later in 
the season (Figure D.4A-B). 2009 and 2010 were also similar in terms of the number of 
days fish were detected in Plum Island Estuary (Figure D.5). The majority of fish stayed 
greater than 30 days in the estuary in both years (Table D.3; Figure D.5) and the average 
number of days a fish stayed in the estuary was around 50 for both years (Table D.3).  
There are general similarities in distribution patterns across years in the manual 
survey data (Table D.3). Visual inspection of the July distribution maps shows that fish 
are unevenly clustered in the estuary (Figure D.6A-B). A Chi-square Goodness of Fit test 
comparing the observed distribution to an expected even distribution probability also 
shows that the fish were unevenly distributed both in 2009 (C2 = 68, P < 0.01) and 2010 
(C2 = 231, P < 0.001). Although there were more locations with fish present and higher 
counts overall in 2009, a region-by-region comparison between years also reveals some 
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general similarities (Table D.3; Figure D.6A-B). The Rowley River, Lower and Upper 
Sound regions all show similar distributions across years (Table D.3; Figure D.6A-B). 
The Middle Sound region shows the most differences in distribution between years, 
however it is still the region with the most fish present and highest counts in both years 
(Table D.3; Figure D.6A-B). Comparing 2009 counts (monthly and seasonal) with July 
2010 counts using a Bray-Curtis resemblance matrix also showed that the July 2010 
distribution was most similar to the July 2009 distribution and more similar to the 2009 
August, September and Season counts than the October 2009 distribution (Figure D.7). 
This confirms my decision to remove October 2009 from the analysis in the main body of 
this thesis and shows that fish were not that differently distributed in 2010 than 2009 
(omitting October). 
Conclusion 1: 2010 is a Weak Dataset 
In 2010 I tagged fewer fish, sampled half as many times as in 2009, and heard 
fewer fish in the manual surveys. There were also a much higher frequency of zeros in 
the data for both July and September 2010, a smaller range of count values and lower 
average counts. All of these factors make the 2010 dataset problematic for using in 
statistical analyses to test hypotheses about habitat use.  
Conclusion 2: Qualitative and quantitative analysis of distribution data shows that 
2009 and 2010 generally had similar patterns of seasonal and monthly distributions 
The same fishing, tagging and listening methodologies were used in 2009 and 
2010. The majority of fish were captured in the Middle Sound in both years and there 
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was no direct relationship between where a fish was caught and where it was later heard 
during the manual survey for either year. Fish did not differ in their seasonal use of the 
estuary between years. Striped bass are showing the same general distribution patterns in 
both years, they are unevenly clustered in the estuary, have the highest counts in the 
middle sound and have similar count distributions in the other regions. 
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Figure D.1: Fish tagging capture locations. Map of Plum Island Estuary with labeled 
ovals indicating different regions of the estuary that were fished during tagging field 
work in 2009 and 2010. US= Upper Sound, RR = Rowley River, MS = Middle Sound, 
LS = Lower Sound. 
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Figure D.1: Fish tagging capture locations. 
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Figure D.2: Comparison of monthly counts. Histograms of location counts for the July 
ebb tide sample in (A) 2009 and (B) 2010, the July flood tide sample in (C) 2009 and (D) 
2010, the September ebb tide sample in in (E) 2009 and (F) 2010, and the September 
flood tide sample in (G) 2009 and (H) 2010. 
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Figure D.3: Comparison of mean counts. Boxplots of the average number of individuals 
heard at a location in 2009 versus 2010 for (A) the entire season and (B) July alone. * 
The means are significantly different based on a Kruskal-Wallis test. 
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Figure D.4: Plot of the daily detections for individual fish. For (A) 2009 and (B) 2010. 
Each row represents an individual fish with the solid bars representing days when the fish 
was detected by a stationary receiver in the estuary. Detections begin in mid-June through 
early July when fish were tagged and end in mid-October when the last fish left Plum 
Island estuary. 
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Figure D.5: Number of days in Plum Island. Plot of the total number of days an 
individual fish was detected in (A) 2009 and (B) 2010. Each column represents the 
number of days an individual fish was detected and individuals are ordered from the least 
days detected to the most days detected. The black line indicates the 30 day mark. 
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Figure D.6: July distribution. Maps of the total number of fish heard at each of the forty 
locations in July of (A) 2009 and (B) 2010. Regions of the estuary are delineated by the 
dashed ovals and are the Upper Sound (US), Rowley River (RR), Middle Sound (MS) 
and Lower Sound (LS). Total counts at a location ranged from 0 to 17. 
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Figure D.7: Similarity of monthly and seasonal counts. Non-metric multidimensional 
scaling (NMDS) of monthly distributions of count data for July, August, September and 
October 2009, 2009 Seasonal Mean, and July 2010. Dashed circles indicate the degree of 
similarity between the July 2010 data and 2009 data as measured in a Bray-Curtis 
resemblance matrix. Values closer to one are more similar. 
 
  
 
140 
 
Fi
gu
re
 D
.7
: S
im
ila
ri
ty
 o
f m
on
th
ly
 a
nd
 se
as
on
al
 c
ou
nt
s.
Fi
gu
re
 D
7 
Si
m
ila
rit
y 
0.
50
 
0.
25
 
D
im
en
si
on
 1
 
Dimension 2 
Si
m
ila
rit
y 
of
 M
on
th
ly
 a
nd
 S
ea
so
na
l C
ou
nt
s 
  
 
141 
Ex
pl
an
at
or
y
C
oe
ffi
ci
en
t
P
C
oe
ffi
ci
en
t
P
Sa
nd
ba
r
0.
18
**
0.
22
**
*
D
ep
th
 D
N
I
N
I
-0
.5
6
N
S
C
on
flu
en
ce
0.
67
.
0.
47
N
S
R
eg
io
n 
(M
 v
s. 
L)
1.
63
**
*
1.
65
**
*
R
eg
io
n 
(U
 v
s. 
L)
0.
57
.
0.
75
.
M
ul
tip
le
 L
in
ea
r R
eg
re
ss
io
n
N
eg
at
iv
e 
B
in
om
ia
l
A
PP
E
N
D
IX
 E
 
M
IS
C
E
L
L
A
N
E
O
U
S 
T
ab
le
 E
.1
: G
en
er
al
iz
ed
 li
ne
ar
 m
od
el
 c
om
pa
re
d 
w
ith
 li
ne
ar
 r
eg
re
ss
io
n 
m
od
el
. 
Th
e 
to
p 
si
x 
ex
pl
an
at
or
y 
va
ria
bl
es
 w
er
e 
re
gr
es
se
d 
ag
ai
ns
t c
ou
nt
 u
si
ng
 a
 n
eg
at
iv
e 
bi
no
m
ia
l m
od
el
. S
ho
w
n 
is
 a
 c
om
pa
ris
on
 b
et
w
ee
n 
th
e 
m
ul
tip
le
 li
ne
ar
 re
gr
es
si
on
 to
p 
m
od
el
 a
nd
 th
e 
ne
ga
tiv
e 
bi
no
m
ia
l t
op
 m
od
el
 fo
r t
he
 c
ou
nt
 re
sp
on
se
 v
ar
ia
bl
e.
 S
ig
ni
fic
an
t e
xp
la
na
to
ry
 
va
ria
bl
es
 w
er
e 
th
e 
sa
m
e 
fo
r b
ot
h 
m
od
el
s. 
Ex
pl
an
at
or
y 
va
ria
bl
es
 re
ta
in
ed
 in
 th
e 
to
p 
m
od
el
s i
nc
lu
de
 sa
nd
ba
r (
km
2 )
, d
ep
th
 D
 (m
), 
co
nf
lu
en
ce
 (n
o 
un
its
), 
an
d 
re
gi
on
   
   
   
   
   
   
   
(M
 v
s. 
L,
 U
 v
s. 
L)
. (
N
I, 
va
ria
bl
e 
no
t i
nc
lu
de
d 
in
 to
p 
m
od
el
; N
S,
 n
ot
 si
gn
ifi
ca
nt
; .
 , 
P 
< 
0.
10
; *
*,
 P
 <
 0
.0
1;
 *
*,
 P
 <
 0
.0
01
) 
                    
  
 
142 
Figure E.1: Choice of forty sample sites. (A) Final locations of the forty sample sites in 
Plum Island Estuary were based on coverage of the entire estuary and sampling different 
types and combinations of habitat. (B) Sample sites were spaced apart based on an 
estimated receiver detection radius of 300 meters. CON = confluence, DRO = drop-off, 
STR = structure 
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Figure E.2: Choice of manual survey listening time length. Four listening trials were 
conducted to see how long it took to detect all fish within listening range with a VEMCO 
VR100 tracking receiver. 100% of fish were detected within 10 minutes of listening for 
all trials. A listening time of 15 minutes was chosen to be conservative and ensure that all 
fish within range would be detected. 
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Figure E.3: Comparison of manual survey and stationary receiver detections. I compared 
detections between the manual survey and the stationary receivers during the week of the 
July 2009 manual survey (July 6-11). I included individuals that had been detected at one 
of the stationary receiver locations in the manual survey. The barplot shows the % of 
detections heard at different stationary receivers for each individual (N = 18). The 
individual id color identifies where that individual was detected using the tracking 
receiver in the manual survey. If the id color matches the highest percent of detections 
(largest bar for a particular individual) that means that the individual was heard by the 
manual survey at the location where it spent the most time. The majority of fish (N = 16; 
89%) were detected by the manual survey at the site where they spent the most time 
indicating that the manual survey provided an accurate snapshot of what the fish were 
doing in the estuary. 
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