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Abstract. In this paper the incomplete gamma function γ(α, x) and its derivative is considered
for negative values of α and the incomplete gamma type function γ∗(α, x−) is introduced. Further
the polygamma functions ψ(n)(x) are defined for negative integers via the neutrix setting.
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1. Introduction
The incomplete gamma function of real variable and its complement are defined via
integrals
γ(α, x) =
∫ x
0
uα−1e−u du (1)
and
Γ(α, x) =
∫ ∞
x
uα−1e−u du (2)
respectively, for α > 0 and x ≥ 0 see [1, 8].
Note that the definition of γ(α, x) does not valid for negative α, but it can be
extended by the identity
γ(α, x) = Γ(α)− Γ(α, x).
The incomplete gamma function does not exists for negative integers α or zero [13].
However, Fisher et. al. [4] defined γ(0, x) by
γ(0, x) =
∫ x
0
u−1(e−u − 1) du+ ln x.
The problem of evaluating incomplete gamma function is subject of some earlier arti-
cles. The general problem in which α and x are complex was considered by Winitzki
in [15], but no method is found to be satisfactory in cases where Re[x] < 0. The
incomplete gamma function with negative arguments are difficult to compute, see
[6]. In [14] Thompson gave the algorithm for accurately computing the incomplete
gamma function γ(α, x) in the cases where α = n + 1/2, n ∈ Z and x < 0.
1
2. Incomplete Gamma Function
A series expansion of incomplete gamma function can be obtained by replacing the
exponential in (1) with its Maclaurin series, the result is that
γ(α, x) =
∞∑
k=0
(−1)k
k!(α + k)
xα+k. (3)
A single integration by parts in (1) yields the recurrence relation
γ(α + 1, x) = αγ(α, x)− xαe−x (4)
and thus the incomplete gamma function can be defined for α < 0 and α 6=
−1,−2, . . . .
By repeatedly applying recurrence relation, we obtain
γ(α, x) = xα−1e−x
∞∑
k=0
xk
(α)k
+
1
(α)m
γ(α +m, x)
where (.)k is Pochhamer’s symbol [1]. The last term on the right-hand side disap-
pears in the limit m→∞.
By regularization we have
γ(α, x) =
∫ x
0
uα−1
[
e−u −
m−1∑
i=0
(−u)i
i!
]
du+
m−1∑
i=0
(−1)ixα+i
(α+ i)i!
. (5)
for −m < α < −m+ 1 and x > 0. It follows from the definition of gamma function
that
lim
x→∞
γ(α, x) = Γ(α)
for α 6= 0,−1,−2, . . . , see [7, 11].
In the following we let N be the neutrix [2, 3, 4] having domainN ′ = {ε : 0 < ε <∞}
and range N ′′ the real numbers, with negligible functions finite linear sums of the
functions
ελ lnr−1 ε, lnr ε (λ < 0, r ∈ Z+) (6)
and all functions of ε which converge to zero in the normal sense as ε tends to zero.
If f(ε) is a real (or complex) valued function defined on N ′ and if it is possible to
find a constant c such that f(ε)− c is in N, then c is called the neutrix limit of f(ε)
as ε→ 0 and we write N−limε→0 f(ε) = c.
Note that if a function f(ε) tends to c in the normal sense as ε tends to zero, it
converges to c in the neutrix sense.
On using equation (5), the incomplete gamma function γ(α, x) was also defined by
γ(α, x) = N−lim
ε→0
∫ x
ε
uα−1e−u du (7)
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for all α ∈ R and x > 0, and it was shown that limx→∞ γ(−m, x) = Γ(−m) for
m ∈ N, see [4].
Further, the r-th derivative of γ(α, x) was similarly defined by
γ(r)(α, x) = N−lim
ε→0
∫ x
ε
uα−1 lnr ue−u du (8)
for all α and r = 0, 1, 2, . . . , provided that the neutrix limit exists, see [11].
By using the neutrix N given in equation(6), the interesting formula
γ(−m, x) +
1
m
γ(−m+ 1, x) =
(−1)m
mm!
−
1
m
e−xx−m
was obtained in [11] for m ∈ N.
It can be easily seen that equation (3) is also valid for α < 0 and α 6= −1,−2, . . . .
In fact it follows from the definition that
γ(α, x) = N−lim
ε→0
∫ x
ε
uα−1e−u du = N−lim
ε→0
[ ∞∑
k=0
(−1)k
k!
∫ x
ε
uα+k−1 du
]
= N−lim
ε→0
∞∑
k=0
(−1)k
k!(α + k)
[
xα+k − εα+k
]
=
∞∑
k=0
(−1)k
k!(α+ k)
xα+k.
Now assume that α ∈ Z−, then writing
∫ x
ε
u−m−1e−u du =
∞∑
k=0,
k 6=m
(−1)k
k!
∫ x
ε
u−m+k−1 du+
(−1)m
m!
∫ x
ε
u−1 du
=
∞∑
k=0,
k 6=m
(−1)k
k!(k −m)
xk−m +
(−1)m
m!
ln x+O(ε)
where O(ε) is negligible function, and taking the neutrix limit we obtain
γ(−m, x) =
∞∑
k=0,
k 6=m
(−1)k
k!(k −m)
xk−m +
(−1)m
m!
ln x
for x > 0 and m ∈ N. If m = 0 we particularly have
γ(0, x) =
∞∑
k=1
(−x)k
kk!
+ lnx
3
and thus it follows by the calculation of Mathematica that
γ(0, 1/2) ≈ −1.13699, γ(0, 3/4) ≈ −0.917556, γ(0, 1) ≈ −0.7966.
Similar equation for γ(r)(α, x) can be obtained using the following lemma.
Lemma 2.1
N−lim
ε→0
∫ x
ε
u−1 lnr u du =
lnr+1 x
r + 1
N−lim
ε→0
∫ x
ε
uα lnr u du =
r−1∑
k=0
(−1)kr!xα+1 lnr−k x
(α+ 1)k+1(r − k)!
+
(−1)rr!xα+1
(α + 1)r+1
for all α 6= −1, x > 0 and r ∈ N.
Proof. Straight forward.
Now let α < 0 and α 6= 0,−1,−2, . . . . Then it follows from lemma 2.1 that
γ(r)(α, x) = N−lim
ε→0
∫ x
ε
uα−1 lnr ue−u du
= N−lim
ε→0
∞∑
k=0
(−1)k
k!
∫ x
ε
uα+k−1 lnr u du
=
∞∑
k=0
r−1∑
i=0
(−1)i+kr!
k!(r − i)!(α + k)i+1
xα+k lnr−i x+
+
∞∑
k=0
(−1)k+rr!
k!(α + k)r+1
xα+k
and similarly
γ(r)(−m, x) = N−lim
ε→0
∫ x
ε
u−m−1 lnr ue−u du
=
∞∑
k=0,
k 6=m
r−1∑
i=0
(−1)i+kr!
k!(r − i)!(m− k)i+1
xk−m lnr−i x+
+
∞∑
k=0,
k 6=m
(−1)k+rr!
k!(m− k)r+1
xk−m +
(−1)m
(r + 1)m!
lnr+1 x
for r = 1, 2, . . . and m ∈ N.
It was indicated in [3] that equation (1) could be replaced by the equation
γ(α, x) =
∫ x
0
|u|α−1e−u du (9)
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and this equation was used to define γ(α, x) for all x and α > 0, the integral again
diverging for α ≤ 0.
The locally summable function γ∗(α, x−) for α > 0 was then defined by
γ∗(α, x−) =
{ ∫ x
0
|u|α−1e−u du, x ≤ 0,
0, x > 0
=
∫ −x
−
0
|u|α−1e−u du. (10)
If α > 0, then the recurrence relation
γ∗(α + 1, x−) = −αγ∗(α, x−)− x
α
−e
−x. (11)
holds. So we can use equation (11) to extend the definition of γ∗(α, x−) to negative
non-integer values of α.
More generally it can be easily proved that
γ∗(α, x−) =
∫ −x
−
0
|u|α−1
[
e−u −
m−1∑
i=0
(−u)i
i!
]
du−
m−1∑
i=0
xα+i−
(α + i)i!
. (12)
if −m < α < −m+ 1 for m = 1, 2, . . . .
Now if −m < α < −m+ 1, m ∈ N and x < 0, we have
∫ −x
−
−ε
|u|α−1e−u du =
∫ −x
−
−ε
|u|α−1
[
e−u −
m−1∑
i=0
(−u)i
i!
]
du−
m−1∑
i=0
[
|x|α+i − εα+i
]
(α + i)i!
and thus
γ∗(α, x−) = N−lim
ε→0
∫ −x
−
−ε
|u|α−1e−u du
on using equation (12). This suggests that we define γ∗(−m, x−) by
γ∗(−m, x−) = N−lim
ε→0
∫ −x
−
−ε
|u|−m−1e−u du (13)
for x < 0 and m ∈ N.
If x < 0, then we simply write
∫ −x
−
−ε
|u|−1e−u du =
∫ −x
−
−ε
|u|−1(e−u − 1) du− ln |x|+ ln ε
thus we have
N−lim
ε→0
∫ −x
−
−ε
|u|−1e−u du =
∫ −x
−
0
|u|−1(e−u − 1) du− ln x−
= γ∗(0, x−).
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Next, writing similarly
∫ −x
−
−ε
|u|−m−1e−u du =
∫ −x
−
−ε
|u|−m−1
[
e−u −
m∑
i=0
(−u)i
i!
]
du
−
m−1∑
i=0
[
|x|i−m − εi−m
]
(m− i)i!
−
1
m!
[
ln |x| − ln ε
]
for x < 0 and m ∈ N, then it follows that
γ∗(−m, x−) = N−lim
ε→0
∫ −x
−
−ε
|u|−m−1e−u du
=
∫ −x
−
0
|u|−m−1
[
e−u −
m∑
i=0
(−u)i
i!
]
du−
m−1∑
i=0
xi−m−
(m− i)i!
−
1
m!
ln x−. (14)
Equation (14) can be regarded as the definition of incomplete gamma function
γ∗(−m, x−) for negative integers and also written in the form
γ∗(−m, x−) =
∫ −1
0
|u|−m−1
[
e−u −
m∑
i=0
(−u)i
i!
]
du
+
∫ −x
−
−1
|u|−m−1e−u du+
m−1∑
i=0
1
(m− i)i!
(15)
Replacing e−x by its Maclaurin series yields in equation (13)
γ∗(−m, x−) =
∞∑
k=0,
k 6=m
xk−m−
(m− k)k!
−
1
m!
ln x− (m ∈ N). (16)
If m = 0 we particular have
γ∗(0, x−) = −
∞∑
k=1
xk−
kk!
− ln x−. (17)
and by Mathematica
γ∗(0,−1/3) ≈ 0.735308 γ∗(0,−1/2) ≈ 0.122996
γ∗(0,−3/4) ≈ −0.630117 γ∗(0,−1) ≈ −1.3179.
Differentiating equation (12) we get
γ′∗(α, x−) =
∫ −x
−
0
|u|α−1 ln |u|
[
e−u −
m−1∑
i=0
(−u)i
i!
]
du
−
m−1∑
i=0
(α + i)xα+i− ln x− − x
α+i
−
(α + i)2i!
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for −m < α < −m+ 1 and x < 0.
On the other hand, arranging the following integral and taking the neutrix limit
∫ −x
−
−ε
|u|α−1 ln |u|e−u du =
∫ −x
−
−ε
|u|α−1 ln |u|
[
e−u −
m−1∑
i=0
(−u)i
i!
]
du
+
m−1∑
i=0
1
i!
∫ −x
−
−ε
|u|α+i−1 ln |u| du
=
∫ −x
−
−ε
|u|α−1 ln |u|
[
e−u −
m−1∑
i=0
(−u)i
i!
]
du
−
m−1∑
i=0
1
i!(α + i)
[
xα+i− ln x− − ε
α+i ln ε
]
+
m−1∑
i=0
1
i!(α + i)2
[
xα+i− − ε
α+i
]
.
Thus
γ′∗(α, x−) = N−lim
ε→0
∫ −x
−
−ε
|u|α−1 ln |u|e−u du
for α 6= 0,−1,−2, . . . and x < 0.
More generally it can be shown that
γ(r)∗ (α, x−) = N−lim
ε→0
∫ −x
−
−ε
|u|α−1 lnr |u|e−u du (18)
for α 6= 0,−1,−2, . . . , r = 0, 1, 2, . . . and x < 0. This suggests the following defini-
tion.
Definition 2.2 The r-th derivative of incomplete gamma function γ
(r)
∗ (−m, x−) is
defined by
γ(r)∗ (−m, x−) = N−lim
ε→0
∫ −x
−
−ε
|u|−m−1 lnr |u|e−u du (19)
for r,m = 0, 1, 2, . . . and x < 0 provided that the neutrix limit exists.
Equation(18) will then define γ
(r)
∗ (α, x−) for all α and r = 0, 1, 2, . . . . To prove the
neutrix limit above exists we need the following lemma.
Lemma 2.3
∫
lnr |u| du =
r−1∑
i=0
(−1)ir!
(r − i)!
u lnr−i |u|+ (−1)rr!u (20)
and
∫
u−s−1 lnr |u| du = −
r−1∑
i=0
r!
(r − i)!
s−i−1u−s lnr−i |u| − r!s−r−1u−s (21)
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for r, s = 1, 2, . . . .
Proof. Equation (20) follows by induction and equation (21) follows on using
equation (20) and making the substitution w = u−s.
Theorem 2.4 The functions γ
(r)
∗ (0, x−) and γ
(r)
∗ (−m, x−) exist for x < 0 and
γ(r)∗ (0, x−) =
∫ −x
−
−1
|u|−1 lnr |u|e−u du+
∫ −1
0
|u|−1 lnr |u|[e−u − 1] du (22)
for r = 0, 1, 2, . . . and
γ(r)∗ (−m, x−) =
∫ −x
−
−1
|u|−m−1 lnr |u|e−u du+
+
∫ −1
0
|u|−m−1 lnr |u|
[
e−u −
m∑
i=0
(−u)i
i!
]
du+
m−1∑
i=0
r!(m− i)−r−1
i!
(23)
for r,m = 1, 2, . . . .
Proof. We have
∫ −x
−
−ε
|u|−1 lnr |u|e−u du =
=
∫ −x
−
−1
|u|−1 lnr |u|e−u du+
∫ −1
−ε
|u|−1 lnr |u|[e−u − 1] du+
∫ −1
−ε
|u|−1 lnr |u| du
=
∫ −x
−
−1
|u|−1 lnr |u|e−u du+
∫ −1
−ε
|u|−1 lnr |u|[e−u − 1] du+
lnr+1 ε
r + 1
.
for r = 0, 1, 2, . . . . It follows that
N−lim
ε→0
∫ −x
−
−ε
|u|−1 lnr |u|e−u du =
=
∫ −x
−
−1
|u|−1 lnr |u|e−u du+
∫ −1
0
|u|−1 lnr |u|[e−u − 1] du.
and so equation (22) follows.
Now let us consider
∫ −x
−
−ε
|u|−m−1 lnr |u| e−u du =
∫ −x
−
−1
|u|−m−1 lnr |u|e−u du+
+
∫ −1
−ε
|u|−m−1 lnr |u|
[
e−u −
m∑
i=0
(−u)i
i!
]
du
+
m∑
i=0
(−1)i
i!
∫ −1
−ε
|u|−m+i−1 lnr |u| du
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=∫ −x
−
−1
|u|−m−1 lnr |u|e−u du+
∫ −1
−ε
|u|−m−1 lnr |u|
[
e−u −
m∑
i=0
(−u)i
i!
]
du+
+
m−1∑
i=0
r−1∑
j=0
(−1)i−m−1r!
i!(r − j)!
(m− i)−j−1εm−i lnr−j ε+
−
m−1∑
i=0
(−1)i−m−1(m− i)−r−1r!
i!
[
(−1)m−i − εm−i)
]
+
lnr+1 ε
m!(r + 1)
.
Thus
γ(r)∗ (−m, x−) = N−lim
ε→0
∫ −x
−
−ε
|u|−m−1 lnr |u|e−u du
=
∫ −x
−
−1
|u|−m−1 lnr |u|e−u du+
∫ −1
0
|u|−m−1 lnr |u|
[
e−u −
m∑
i=0
(−u)i
i!
]
du
+
m−1∑
i=0
r!(m− i)−r−1
i!
.
for r,m = 1, 2, . . . . Equation (23) follows.
3. Polygamma Functions ψ(n)(−m)
The polygamma function is defined by
ψ(n)(x) =
dn
dxn
ψ(x) =
dn+1
dxn+1
ln Γ(x) (x > 0). (24)
It may be represented as
ψ(n)(x) = (−1)n+1
∫ ∞
0
tne−xt
1− e−t
which holds for x > 0, and
ψ(n)(x) = −
∫ 1
0
tx−1 lnn t
1− t
dt. (25)
It satisfies the recurrence relation
ψ(n)(x+ 1) = ψ(n)(x) +
(−1)nn!
xn+1
(26)
see [8]. This is used to define the polygamma function for negative non-integer
values of x. Thus if −m < x < −m+ 1, m = 1, 2, . . . , then
ψ(n)(x) = −
∫ 1
0
tx+m−1
1− t
lnn t dt−
m−1∑
k=0
(−1)nn!
(x+ k)n+1
. (27)
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Ko¨lbig gave the formulae for the integral
∫ 1
0
tλ−1(1−t)−ν lnm t dt for integer and half-
integer values of λ and ν in [10]. As the integral representation of the polygamma
function is similar to the integral mentioned above, we prove the existence of the
integral in equation (25) for all values of x by using the neutrix limit.
Now we let N be a neutrix having domain the open interval {ǫ : 0 < ε < 1
2
} with
the same negligible functions as in equation (6). We first of all need the following
lemma.
Lemma 3.1. The neutrix limits as ε tends to zero of the functions∫ 1/2
ε
tx lnn t lnr(1− t) dt,
∫ 1−ε
1/2
(1− t)x lnn t lnr(1− t) dt
exists for n, r = 0, 1, 2, . . . and all x.
Proof. Suppose first of all that n = r = 0. Then∫ 1/2
ε
tx dt =
{
2−x−1−εx+1
x+1
, x 6= −1,
− ln 2− ln ε, x = −1
and so N−lim
ε→0
∫ 1/2
ε
tx dt exists for all x.
Now suppose that r = 0 and that N−lim
ε→0
∫ 1/2
ε
tx lnn t dt exists for some nonnegative
integer n and all x. Then
∫ 1/2
ε
tx lnn+1 t dt =


−2−x−1 lnn+1 2−εx+1 lnn+1 ε
x+1
− n+1
x+1
∫ 1/2
ε
tx lnn t dt, x 6= −1,
(−1)n lnn+2 2−lnn+2 ε
m+2
, x = −1
and it follows by induction that N−lim
ε→0
∫ 1/2
ǫ
tx lnn t dt exists for n = 0, 1, 2, . . . and
all x.
Finally we note that we can write
lnr(1− t) =
∞∑
i=1
αirt
i
for r = 1, 2, . . . , the expansion being valid for |t| < 1. Choosing a positive integer k
such that x+ k > −1, we have∫ 1/2
ε
tx lnn t lnr(1− t) dt =
=
k−1∑
i=1
αin
∫ 1/2
ε
tx+i lnn t dt+
∞∑
i=k
αin
∫ 1/2
ε
tx+i lnn t dt.
It follows from what we have just proved that
N−lim
ε→0
k−1∑
i=1
αin
∫ 1/2
ε
tx+i lnn t dt
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exists and further
N−lim
ε→0
∞∑
i=k
αin
∫ 1/2
ε
tx+i lnn t dt = lim
ε→0
∞∑
i=k
αin
∫ 1/2
ε
tx+i lnn t dt
=
∞∑
i=k
αin
∫ 1/2
0
tx+i lnn t dt,
proving that the neutrix limit of
∫ 1/2
ε
tx lnn t lnr(1− t) dt exists for n, r = 0, 1, 2, . . .
and all x. Making the substitution 1− t = u in
∫ 1−ε
1/2
(1− t)x lnn t lnr t dt,
it follows that
∫ 1−ε
1/2
(1− t)x lnn t lnr t dt also exits for n, r = 0, 1, 2, . . . and all x.
Lemma 3.2. The neutrix limit as ε → 0 of the integral
∫ 1
ε
t−m−1 lnn t dt exists for
m,n = 1, 2, . . . and
N−lim
ε→0
∫ 1
ε
t−m−1 lnn t dt = −
n!
mn+1
. (28)
Proof. Integrating by parts, we have
∫ 1
ε
t−m−1 ln t dt = m−1ε−m ln ε+m−1
∫ 1
ε
t−m−1 dt
and so
N−lim
ε→0
∫ 1
ε
t−m−1 ln t dt = −
1
n2
proving equation (28) for n = 1 and m = 1, 2, . . . .
Now assume that equation (28) holds for some m and n = 1, 2, . . . . Then
∫ 1
ε
t−m−2 lnn t dt = (m+ 1)−1ε−m−1 lnn ε+
n
m+ 1
∫ 1
ε
t−m−2 lnn−1 t dt
= (m+ 1)−1ε−m−1 lnn ε+
n
m+ 1
−(n− 1)!
(m+ 1)n
and it follows that
N−lim
ε→0
∫ 1
ε
t−m−2 lnn t dt = −
n!
(m+ 1)n+1
proving equation (28) for m+ 1 and n = 1, 2, . . . .
Using the regularization and the neutrix limit, we prove the following theorem.
Theorem 3.3. The function ψ(n)(x) exists for n = 0, 1, 2, . . . , and all x.
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Proof. Choose positive integer r such that x > −r. Then we can write
∫ 1−ε
ε
tx−1
1− t
lnn t dt =
∫ 1/2
ε
tx−1 lnn t
[ 1
1− t
−
r−1∑
i=0
(−1)iti
]
dt
+
r−1∑
i=0
(−1)i
∫ 1/2
ε
tx+i−1 lnn t dt+
∫ 1−ε
1/2
tx−1
1− t
lnn t dt.
We have
lim
ε→0
∫ 1/2
ε
tx−1
1− t
lnn t
[ 1
1− t
−
r−1∑
i=0
(−1)iti
]
dt =
=
∫ 1/2
0
tx−1
1− t
lnn t
[ 1
1− t
−
r−1∑
i=0
(−1)iti
]
dt
and
lim
ε→0
∫ 1−ε
1/2
tx−1
1− t
lnn t dt =
∫ 1
1/2
tx−1
1− t
lnn t dt
the integrals being convergent. Further, from the Lemma 3.1 we see that the neutrix
limit of the function
r−1∑
i=0
(−1)i
∫ 1/2
ε
tx+i−1 lnn t dt
exists and implying that
N−lim
ε→0
∫ 1−ε
ε
tx−1
1− t
lnn t dt
exists. This proves the existence of the function ψ(n)(x) for n = 0, 1, 2, . . . , and all
x.
Before giving our main theorem, we note that
ψ(n)(x) = −N−lim
ε→0
∫ 1
ε
tx−1
1− t
lnn t dt
since the integral is convergent in the neighborhood of the point t = 1.
Theorem 3.4. The function ψ(n)(−m) exists and
ψ(n)(−m) =
m∑
i=1
n!
in+1
+ (−1)n+1n!ζ(n+ 1) (29)
for n = 1, 2, . . . and m = 0, 1, 2, . . . , where ζ(n) denotes zeta function.
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Proof. From Theorem 3.3, we have
ψ(n)(−m) = −N−lim
ε→0
∫ 1
ε
t−m−1 lnn t
1− t
dt
= −N−lim
ε→0
∫ 1
ε
[m+1∑
i=1
t−i + (1− t)−1
]
lnn t dt. (30)
We first of all evaluate the neutrix limit of integral
∫ 1
ε
t−i lnn t dt for i = 1, 2, . . . and
n = 1, 2, . . . .
It follows from Lemma 3.2 that
N−lim
ε→0
∫ 1
ε
t−i lnn t dt = −
n!
(i− 1)n+1
(i > 1). (31)
For i = 1, we have ∫ 1
ε
t−1 lnn t dt = O(ε).
Next
∫ 1
ε
lnn t
1− t
dt =
∫ 1
0
lnn t
1− t
dt =
∞∑
k=0
∫ 1
0
tk lnn t dt
=
∞∑
k=0
(−1)nn!
(k + 1)n+1
= (−1)nn!ζ(n+ 1), (32)
where ∫ 1
0
tk lnn t dt =
(−1)nn!
(k + 1)n+1
.
It now follows from equations (30), (31) and (32) that
ψ(n)(−m) = −N−lim
ε→0
∫ 1
ε
t−m−1 lnn t
1− t
dt
= −
m+1∑
i=1
N−lim
ε→0
∫ 1
ε
t−i lnn t dt− N−lim
ε→0
∫ 1
ε
lnn t
(1− t)
dt.
=
m∑
i=1
n!
in+1
+ (−1)n+1n!ζ(n+ 1)
implying equation (29).
Note that the digamma function ψ(x) can be defined by
ψ(x) = −γ +N−lim
ε→0
∫ 1
ε
1− tx−1
1− t
dt (33)
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for all x.
Also note that using Lemma 3.1 we have
∫ 1
ε
1− t−m−1
1− t
dt = −
m+1∑
i=1
∫ 1
ε
t−i dt
= −[ln 1− ln ε]−
m+1∑
i=2
[1− ε−i+1]
−i+ 1
and it follows from equation (33) that
ψ(−m) = −γ +N−lim
ε→0
∫ 1
ε
1− t−m−1
1− t
dt = −γ +
m∑
i=1
i−1
= −γ + φ(m) (34)
which was also obtained in [5] and [9]. Equation (34) can be regarded as the defini-
tion of the digamma function for negative integers.
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