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Nel presente lavoro è stato affrontato lo sviluppo di un algoritmo di
gestione  del  volo  in  formazione  per  piccoli  velivoli  di  tipo  RUAV
(rotary-wing unmanned aerial vehicle).
La struttura gerarchica considerata per la formazione è del tipo leader-
follower, in cui uno dei velivoli compie in autonomia i suoi spostamenti,
mentre tutti gli altri si occupano di acquisire e mantenere la posizione
richiesta, garantendo in ogni fase del volo delle opportune distanze di
sicurezza.
L’obbiettivo  è  stato  raggiunto  mediante  l’implementazione  di  un
controllo MPC-LTV distribuito (Model Predictive Controller), grazie al
quale ciascun follower è in grado di pianificare autonomamente le sue
azioni, sulla base delle informazioni scambiate con gli altri UAV.
La scelta del MPC, particolarmente innovativa, si  è rivelata vincente
per la capacità di generare azioni di controllo basate su un processo
ciclico di ottimizzazione, eseguito su un orizzonte temporale finito.
Durante  il  processo  di  ottimizzazione  viene  considerato  in  maniera
esplicita sia il comportamento dinamico futuro del RUAV, sia una serie
di vincoli complementari per il  problema, di cui il più significativo è
rappresentato dal requisito di collision avoidance.
A  conclusione  del  lavoro  sono  state  eseguite  diverse  simulazioni  per
verificare l’efficacia del  metodo sviluppato,  con particolare  attenzione




The focus of present work is the development of a formation control
algorithm for small RUAV (rotary-wing unmanned aerial vehicle).
We considered a leader-follower hierarchical structure, where one of the
vehicles flies independently and the others try to acquire and hold a
required position  in  the  formation,  ensuring  at  each  time  a  relative
safety distance.
The aim has been achieved through a distributed MPC-LTV (Model
Predictive Control) where the followers are able to plan autonomously
there control action, on the basis of the information exchanged between
UAVs.   
The  uncommon  choice  of  Model  Predictive  Control  has  proved
successful for its ability to obtain control action by a cyclic optimization
process, performed along a finite time horizon.
In the optimization process we explicitly considered the future dynamics
of the RUAV and a complementary set of constraints for the problem,
where  the  main point  is  represented  by  the  requirement of  collision
avoidance.
Some  simulations  were  conducted  to  verify  the  effectiveness  of  the
developed strategy, paying particular attention on situations that may



































































Negli  ultimi  anni  si  è  assistito  ad  una  incessante  evoluzione  nel  settore
aeronautico degli UAV (unmanned aerial vehicle) cioè di quei velivoli in grado
di volare senza la necessità di un pilota a bordo. Particolarmente interessanti
per  la  loro  versatilità  di  utilizzo,  in  molti  settori  si  stanno  diffondendo
rapidamente soprattutto i MAV (mini aerial vehicle), caratterizzati da piccole
dimensioni, pesi e costi ridotti ed equipaggiabili con  dispositivi elettronici ed
ottici per monitorare il territorio in tempo reale e svolgere missioni specifiche.
Spesso  conosciuti  come “droni”,  alla  categoria dei  MAV appartengono varie
tipologie di velivoli sia ad ala fissa che ad ala rotante e tra questi ultimi sia
mono-rotore che multi-rotore.
Figura 1.1 Vari esempi di UAV ad ala rotante e ad ala fissa
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Nel  settore  civile  hanno  trovato  applicazione  in  situazioni  di  emergenza
umanitaria per il soccorso in caso di calamità, permettendo di individuare i
sopravvissuti  tra le  macerie,  eseguire l’analisi  strutturale delle  infrastrutture
danneggiate, consegnare rifornimenti e attrezzature necessarie ed evacuare le
vittime.
Sempre in campo civile, presso le forze dell’ordine, sono impiegati anche per
operazioni  di  tutela  del  territorio  come  il  combattimento  ai  fenomeni  di
bracconaggio, abusivismo edilizio, inquinamento, incendi, discariche abusive ed
altro. Molti sono inoltre i campi applicativi che beneficiano di immagini aeree
come il settore della fotografia o della cinematografia, la ripresa di documentari
o di servizi giornalistici ed anche per dei semplici sopralluoghi, in cui i MAV si
rivelano una scelta vincente. 
Anche  nel  campo  dell’agricoltura  si  sta  ormai  sviluppando  una  particolare
branca di tecnologie (agricoltura di precisione) che si avvale con successo di
velivoli MAV per il controllo del raccolto e delle malattie, della qualità delle
acque e del terreno e più genericamente della raccolta di dati.
Sarebbe  difficile  e  dispersivo  raccogliere  tutte  le  possibili  applicazioni  per
questo tipo di velivoli, si può però dire che tutte le operazioni di sorveglianza e
monitoraggio che richiedono l’intervento in zone con limitata accessibilità  o
pericolose per l’uomo possono essere generalmente svolte da un velivolo UAV
con notevoli vantaggi.
La panoramica dei campi applicativi sin qui esposta è comunque sufficiente a
comprendere  che  in  molteplici  situazioni  può  essere  conveniente  l’impiego
simultaneo di diversi velivoli, ad esempio per ridurre i tempi di svolgimento
della missione.  In generale un MAV gode di  un’autonomia limitata per cui
suddividendo  i  compiti  tra  diversi  velivoli  diventa  possibile  completare  la
missione senza la necessità dei  frequenti  rientri  alla base per ripristinare la
capacità delle batterie (ricarica o sostituzione) o effettuare un rifornimento.
Il  volo  in  formazione  risulta  particolarmente  interessante  in  missioni  di
esplorazione o monitoraggio, in cui si può trarre vantaggio dalla disponibilità di
un maggior numero di sensori dello stesso tipo, che permettono di migliorare la
sensibilità  complessiva  delle  misure.  Alternativamente  i  dati  provenienti  da
sensori differenti con specifiche funzioni, installati sui vari UAV, possono essere
fusi per ottenere nuove funzionalità dalla “formazione di sensori”.
Alcuni  compiti  richiedono  di  acquisire  informazioni  conoscendo  anche  le
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posizioni relative dei vari sensori (si pensi alla ricostruzione di immagini 3D
partendo  da  delle  fotografie);  queste  operazioni  possono  essere  svolte  in
maniera molto efficace da una flotta di UAV.
Durante il volo o il trasferimento verso una generica zona di interesse è quindi
utile poter raggruppare tra di loro i differenti velivoli, in maniera da poterli
controllare come se fossero un’unica entità, sia manualmente da un operatore,
sia pure automaticamente inseguendo una specifica traiettoria.
Il  raggruppamento  in  una  flotta,  supportato  da un’adeguata  strategia  di
interazione tra i differenti UAV, permette inoltre di gestire il problema delle
collisioni che potrebbero verificarsi nel caso in cui il volo non fosse coordinato.
Figura 1.2 Stormo di 100 droni che esegue una coreografia luminosa in sincronia
con  brani  musicali  suonati  in  tempo  reale.  Questo  progetto  promozionale  ha
registrato nel 2015 il record mondiale per la flotta più numerosa di UAV che abbia
mai compiuto un volo coordinato. Repliche successive hanno innalzato il numero a
300 unità (Superbowl 2017 halftime show) o addirittura 500.
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Altre  missioni  particolari  potrebbero  richiedere  invece  la  creazione  di  una
formazione con una geometria specifica da mantenere rigidamente: si pensi ad
esempio  a  vari  UAV  che  debbano  collaborare  tra  loro  per  sollevare  e
trasportare un carico oppure che debbano svolgere una missione di scorta: in
questi casi è importante non solo l’aggregazione ma anche il posizionamento
relativo dei vari elementi della formazione.
Per  quanto  riguarda  i  velivoli  ad  ala  fissa  è  noto  che  esistono  particolari
geometrie della formazione che aumentano l’efficienza aerodinamica del volo: ne
è  un esempio la  formazione a V adottata anche dagli  uccelli  migratori  che
permette  di  beneficiare  dei  fenomeni  di  upwash generati  dagli  elementi  che
precedono nella formazione. La riduzione di resistenza in queste condizioni può
essere tale da ottenere un risparmio di combustibile fino ad oltre il 10% [1].
Ci  si  trova  di  fronte  quindi  ad  un  ampia  serie  di  situazioni  che  traggono
beneficio dall’aggregazione di vari UAV in uno stormo, dove con questo termine
si indica ingegneristicamente un insieme di agenti che possiedono una dinamica
individuale ma che al contempo esibiscono anche un comportamento fortemente
accoppiato e collettivamente votato a degli obiettivi comuni.
1.2 ­ Formation Control: stato dell’arte
La coordinazione di sistemi costituiti da più entità è un argomento divenuto
popolare già da qualche decennio, principalmente con applicazioni nel campo
della robotica. In tempi più recenti, proporzionalmente alla loro diffusione, si è
vista anche una crescente attenzione ai problemi di controllo delle formazioni di
UAV.
Generalizzando al concetto di sistema multi-agente, in letteratura si ritrovano
principalmente due strutture sotto cui si possono raggruppare le strategie di






La struttura behavior based trae ispirazione dal comportamento biologico di
stormi, sciami, colonie batteriche  e da tutti quei  raggruppamenti di animali
dotati  di  un  comportamento  collettivo  finalizzato  a  un  obbiettivo.  Questo
approccio  cerca  di  imitare  gli  aspetti  secondo  cui  il  singolo  individuo
interagisce, condivide informazioni e trae beneficio dalla presenza di tutti gli
altri, andando ad escludere la figura del leader in favore di una più interessante
forma di “intelligenza collettiva”.
Per sua natura il modello behavioral si presta bene non solo al controllo della
formazione ma anche per affrontare tutta una serie di aspetti complementari
come la navigazione, l’interazione con l’ambiente (individuazione di ostacoli e
predatori/nemici), ricerca, consenso e ottimizzazione collettiva. 
Uno  dei  precursori  in  questo  campo  è  sicuramente  Craig  Reynold  [2],  che
ispirandosi  al  mondo animale,  nel  1987 ha sviluppato il  suo programma di
artificial life. 
Figura 1.3 Numeroso stormo di boids
Il  modello,  basato  su poche  semplici  regole  comportamentali  (allineamento,
separazione, coesione) ed un’interazione locale e limitata tra i vari “boids” (bird-
oid object) è di fatto il primo modello behavioral applicato ad oggetti volanti,
sebbene dedicato alla computer grafica e alla cinematografia.
I primi studi rilevanti di tipo ingegneristico in tale direzione possono invece
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essere attribuiti a Beni ed altri coautori  [3] che nel 1994 si sono occupati del
controllo distribuito sincrono di una formazione in uno spazio bidimensionale,
dimostrando la stabilità della strategia proposta anche in presenza di disturbi.
Estensioni successive hanno permesso di assicurare la convergenza anche per il
caso asincrono (senza ritardi).
Un ulteriore passo in avanti è stato fatto nel 1999 da Reif & Wang  [4] con
l’introduzione di una strategia di controllo distribuita, in cui ciascun individuo
è  in  grado  di  calcolare  autonomamente  delle  forze  di  azione  e  interazione
artificiali. Questo approccio, tra i primi a fare uso di  APF “sociali”  (artificial
potential field) per il controllo di sistemi multi-agente, è stato poi ripreso ed
esteso  da  molti  ricercatori  nel  decennio  successivo  che  ne  hanno  proposto
numerose  varianti,  esplorando  molti  aspetti  teorici  legati  alla  stabilità,  che
inizialmente non erano stati approfonditi.
Figura 1.4 Funzioni potenziali artificiali applicate alla navigazione. Le zone a
maggior potenziale rappresentano gli ostacoli (altri UAV della formazione) mentre il
minimo della funzione potenziale individua la posizione obbiettivo.
Il  metodo  delle  funzioni  potenziali  artificiali  permette  di  trattare
complessivamente molti degli aspetti tipici della struttura behavior based come
l’aggregazione,  la  realizzazione  di  una  geometria  specifica,  la  navigazione
individuale e collettiva e l’interazione con l’ambiente in assenza di un leader.
Significativi sono anche gli studi condotti da Murray & Olfati-Saber tra il 2002
e  il  2009  [5][6][7] che  hanno  integrato  il  metodo  APF con  il  protocollo  del
consenso  distribuito.  Più precisamente,  il  controllo  della  formazione è  stato
affrontato anche nel caso in cui la rete di interazione tra gli agenti (grafo) fosse
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debolmente connessa e variabile nel tempo (switching topology). La convergenza
dei metodi proposti è stata dimostrata anche in presenza di ritardi sulla rete.
Particolarmente utile ed esaustiva è la trattazione di Gazi & Passino  [8], che
raccoglie  in  un  unico  testo  la  maggior  parte  dei  risultati  ottenuti  per  il
controllo behavior based di uno stormo.
1.2.2 ­ Strategie Leader­Based
I modelli Leader-Based, a differenza dei precedenti, sono invece tecnicamente
più semplici e per questo ampiamente usati per la gestione delle formazioni.
La peculiarità di questa struttura di controllo è la presenza di un velivolo (in
certi casi anche più di uno) referenziato come leader, che segue una traiettoria
arbitraria.  Tutti  gli  altri  componenti  della  formazione,  i  follower,  devono
mantenere una precisa posizione rispetto al leader o agli altri follower. Una
possibile variante è quella in cui il leader non è un agente fisico ma piuttosto
un’entità fittizia con cui si controlla il moto; si parla in tal caso di  Virtual
Leader.
I primi modelli proposti e le prime applicazioni, per veicoli terresti, risalgono
anche in questo caso all’inizio degli anni novanta: tra i risultati più significativi
quelli di Desai et al.  [9] che si sono occupati di una formazione di robot non
olonomi  in  presenza  di  ostacoli.  La  strategia  che  propongono  assicura  la
stabilizzazione esponenziale delle distanze e delle orientazioni tra i vari agenti,
dimostrandone l’efficacia anche mediante simulazioni. Ripresa successivamente
da  molti  autori,  ad  esempio  in  [10],  l’idea  alla  base  della  struttura  leader-
follower, che è quella di mantenere appropriate distanze o posizioni relative tra
i membri della formazione, è rimasta pressoché invariata fino ad oggi.
Da  un  punto  di  vista  pratico,  l’approccio  leader  based  non  è  altro  che
un’estensione del concetto di trajectory tracking, in cui è importante integrare
l’obstacle  avoidance  (sia  per  ostacoli  esterni  sia,  soprattutto,  tra  gli  agenti
stessi).  Nell’ambito  dell’inseguimento  di  una  traiettoria  sono  abbastanza
numerose e diversificate le soluzioni che sono state proposte, anche in base alla
natura stessa dei veicoli controllati.
Desai in [9] propone un controllo in feedback linearizzation, mentre in [11] viene
proposta  una  sintesi  backstepping  per  il  controllo  di  veicoli  sottomarini.  Il
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settore  aeronautico,  sia  convenzionale  che  orientato  agli  UAV,  ha  tratto
interessanti  risultati  anche  applicando  l’inversione  dinamica  a  sistemi  non
lineari (NLDI), come documentano anche alcuni lavori che sono stati condotti
presso l’Università di Pisa [12][13].
In tempi recenti, soprattutto per i mezzi ad ala rotante come mini elicotteri e
droni  multirotore,  alcuni  accademici  hanno  proposto  l’uso  del  controllo
predittivo  (MPC:  model  predictive  controller)  per  la  capacità  di  integrare
esplicitamente vincoli di varia natura in un unico regolatore e per l’ottimalità
teorica delle traiettorie generate [14][15][16].
Figura 1.5 Applicazione simultanea di MPC-LTI per la stabilizzazione e il controllo




Molti degli algoritmi di controllo leader based si occupano soltanto di tracciare
una  traiettoria,  cioè  di  inseguire  una  posizione  relativa  rispetto  al  leader,
affidando ad una sovrastruttura il compito di individuare potenziali rischi di
collisione ed intraprendere, se necessario, opportune manovre correttive.
A  differenza  dei  metodi  behavioral,  che  spesso  tendono  a  includere
direttamente nella formulazione del problema il requisito di “separazione”, nelle
formazioni leader-follower si deve quindi sviluppare separatamente un’apposita
strategia di collision avoidance per gestire le fasi critiche del volo.
In letteratura si trovano diverse soluzioni, che rientrano per lo più in tre macro
categorie.  I  metodi  più  raffinati  si  basano  sull’ottimizzazione  di  funzioni
obbiettivo  [17],  altri  fanno  uso  di  campi  potenziali,  in  perfetta  analogia  al
metodo delle  APF, mentre  metodi  più  semplici  si  basano su considerazioni
geometriche e cinematiche, risultando computazionalmente poco esigenti.
Da alcuni anni anche il polo di Ingegneria Aerospaziale dell’Università di Pisa è
impegnato nella ricerca sul Sense and Avoid; Migliaccio in  [18] propone una
strategia di avoidance basata su metodi geometrici, supportata anche da una
vasta campagna di simulazioni per validare quanto proposto.




Da un punto di vista generale il  controllo di  un sistema multi-agente è un
argomento sicuramente vasto, in cui l’obbiettivo finale è quello di portare a
termine collettivamente una missione  attraverso l’esecuzione di  diversi  task,
cioè delle mansioni più semplici in cui è scomposto l’obbiettivo primario.
Il  presente lavoro di  tesi si  focalizza su un task di  base, che è quello della
gestione della formazione, ovvero del raggruppamento di vari UAV secondo una
precisa disposizione reciproca.
Anche il controllo della formazione non è altro che l’insieme di diversi compiti
più  elementari  che  vanno  dall’acquisizione  della  formazione  stessa,  al  suo
mantenimento  durante  la  navigazione,  ad  una  eventuale  riconfigurazione,
separazione e ricompattazione. Fondamentale è anche la presenza di adeguate
strategie per scongiurare la collisione tra i vari agenti (che possono avvenire
soprattutto nelle fasi di acquisizione e riconfigurazione).
La categoria di velivoli su cui ci si è concentrati è quella dei RUAV, rotary-
wing unmanned aerial vehicle, cioè dei velivoli ad ala rotante.
Indipendentemente dalla conformazione (elicottero convenzionale o drone multi
rotore) questa tipologia di velivoli gode di caratteristiche operative che li rende
spesso vantaggiosi rispetto agli UAV ad ala fissa; non necessitano di una pista,
decollano ed atterrano verticalmente, possono volare anche a basse velocità,
mantenersi fermi in hovering e permettono manovre impossibili ad un aereo
convenzionale.
Proprio per queste caratteristiche, il crescente interesse per questa categoria di
UAV è stato intercettato anche dall’Università di Pisa, intraprendendo studi e
ricerche sperimentali.
Presso  la  sezione  aerospaziale  del  Dipartimento  di  Ingegneria  Civile  ed
Industriale l’attenzione si è concentrata in particolar modo su piccoli elicotteri
RC,  equipaggiati  con  sistemi  di  navigazione  integrata  (INS,  IMU,  GPS)  e
computer di bordo che permettono di trasformarli a tutti gli effetti in UAV
autonomi. Questi velivoli presentano una meccanica del volo simile a quella di
elicotteri più grandi per cui, da un lato restano valide le teorie classiche del
volo degli elicotteri, mentre dall’altro i risultati ottenuti su questi piccoli MAV
sono utili in quanto applicabili, almeno in parte, su elicotteri reali.
Nel corso di lavori precedenti è stato dapprima identificato e validato il modello
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non lineare  [19] del mini elicottero T-Rex 500 ESP e, successivamente, sono
state sviluppate le leggi di stabilizzazione e controllo automatico di assetto e
velocità [13][20].
Figura 1.7 Elicottero Align TREX 500 Esp
Obbiettivo di questa tesi, partendo da quanto già disponibile, è lo sviluppo di
un sistema di controllo del volo in formazione basato sulla strategia leader-
follower, che sia esente da collisioni e che possa essere integrato all’interno del
FMS (flight management system) di ciascun follower.
Ai fini dello sviluppo del controllore è indifferente che il  leader sia pilotato
direttamente da un operatore o che sia in grado di volare autonomamente,
seguendo una traiettoria preassegnata.
L’approccio  che  si  intende  adottare  è  di  tipo  distribuito:  non  c’è  un’unità
centrale che coordina gli  agenti  ma, al  contrario,  ciascun follower decide in
autonomia i controlli da applicare e la traiettoria per raggiungere e mantenere
la posizione all’interno della formazione, evitando gli altri agenti.
Per ciascun UAV si è scelto di implementare un sistema di controllo di tipo
predittivo (MPC): questa particolare strategia permette di valutare la sequenza
ottimale degli input che realizzano e mantengono la formazione, rispettando al
contempo i vincoli imposti, prevedendo il comportamento del sistema.
La  predizione  dinamica  dei  singoli  UAV è  basata  su  una  approssimazione
lineare  tempo-variante,  in  quanto  un  modello  non  lineare  sarebbe  risultato
computazio-nalmente incompatibile con l’impiego in tempo reale.
Scopo  del  controllore  MPC-LTV  non  è  quello  di  generare  dei  segnali  di
attuazione diretta per l’UAV, bensì di fornire in ogni istante delle velocità di
riferimento per un loop di controllo più interno, che agirà invece direttamente
sul comando ciclico, collettivo e sul rotore di coda dell’elicottero.
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Una caratteristica rilevante di questo approccio è che il MPC è in grado di
fornire la velocità di riferimento ottimale sia prevedendo la risposta dinamica
del velivolo nel futuro, sia tenendo in considerazione le limitazioni sugli ingressi
(rate limiter e velocità massime nei diversi assi) e sugli output (vincoli sulla
traiettoria imposti dalla presenza di altri UAV).
La comunicazione con il leader è ovviamente indispensabile, si è quindi assunto
uno scambio di dati in tempo reale, grazie a cui a ciascun follower conosce sia il
moto del leader, sia la precisa disposizione geometrica che deve essere realizzata
(formazione).
Allo  stesso  modo  anche  i  follower  possono  scambiarsi  reciprocamente
informazioni sulle loro posizioni; questo è indispensabile per pianificare delle
traiettorie che rispettino le distanze di sicurezza.
1.4 ­ Organizzazione del lavoro
L’attività di tesi viene presentata raccogliendola nei successivi quattro capitoli.
Il capitolo seguente (capitolo 2) ha il compito di introdurre ed affrontare tutti
gli  aspetti  teorici  legati  all’impiego  del  model  predictive  controller  per  il
controllo di un sistema lineare tempo-invariante (LTI). Particolare attenzione
sarà  riservata  alla  formulazione  del  problema  di  ottimizzazione  convessa
soggetto  a  vincoli,  tema  centrale  in  questo  tipo  di  approccio.  La  parte
conclusiva  del  capitolo  è  invece  dedicata  alla  tecnica  che  permette  di
approssimare  un  sistema  non  lineare  mediante  un  modello  lineare  tempo-
variante (LTV) e la sua integrazione all’interno della formulazione del MPC.
Il  capitolo  3 è  dedicato  all’effettiva  implementazione  della  strategia  per  la
gestione della formazione. Dopo una breve introduzione ai sistemi multi-agente
e al concetto di controllo distribuito, si procede ad una definizione più formale
degli  obbiettivi  e  del  sistema  da  controllare,  a  cui  segue  una  puntuale
descrizione  di  come  operativamente  il  model  predictive  controller  sia  stato
applicato ai singoli follower.
Nel  capitolo 4 vengono presentati  i  risultati  ottenuti  in diverse  simulazioni,
condotte in ambiente Matlab/Simulink per verificare l’efficacia della strategia
proposta. Particolare attenzione è posta alla capacità di mantenere la posizione
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desiderata all’interno della formazione e simultaneamente garantire le opportu-
ne distanze di sicurezza rispetto agli altri UAV.
Il  capitolo 5  conclude  il  lavoro  riassumendo ed evidenziando i  risultati  più
significativi e proponendo possibili sviluppi futuri.   
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2. MPC: Model Predictive Controller
Cap. 2
MPC: Model Predictive Controller
In   questo   capitolo   viene   presentato   il   Model   Predictive   Controller
applicato ad un sistema dinamico lineare. Sarà spiegata la formulazione







Un regolatore  MPC (Model predictive controller),  spesso indicato anche con
l’acronimo RHC (Receding horizon control) è un sistema di controllo avanzato
che predice l’evoluzione degli stati di un sistema per determinare quali siano le
azioni di controllo migliori. Questo metodo di ricerca dei controlli ottimi viene
eseguito  in  loop ed aggiornato  continuamente  e,  proprio  per  questi  motivi,
richiede sforzi computazionali significativi. Storicamente è stato introdotto e
impiegato in processi dalla dinamica molto lenta, dove il ciclo di controllo può
essere eseguito con frequenza molto bassa, nell’ordine di una volta ogni diversi
minuti o addirittura ore.
Figura  2.1. Uscite  predette  dal  MPC  in  un  ciclo  di  controllo  lungo
l’orizzonte delle previsioni. Gli input di controllo ottimali previsti permettono
di raggiungere nel fututo il segnale di riferimento.
Recentemente  lo  sviluppo  di  solutori  molto  efficienti,  unito  alla  continua
evoluzione e miniaturizzazione dei processori con cui può essere equipaggiato
un UAV, hanno reso questo tipo di controllo interessante anche per processi
con una dinamica veloce.
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Gestire in tempo reale un UAV significa effettuare le necessarie regolazione con
frequenza di decine o addirittura centinaia di  Hz, richiedendo all’hardware di
computare un problema molto complesso nel tempo di pochi millisecondi.
L’impiego del MPC in questo campo è tutt’ora una sfida tecnologica, che è
stata affrontata solo accettando alcuni compromessi, come la semplificazione
del  modello  di  predizione  e  la  riduzione  della  frequenza  di  esecuzione,
affiancando  il  MPC  ad  un  loop  di  controllo  interno  più  semplice  ad  alta
frequenza.
Un controllore predittivo ha bisogno di conoscere il sistema (tipicamente sotto
forma di modello in spazio di stato) e le condizioni iniziali (misurate o stimate)
ad ogni ciclo per poter prevedere come questo evolverà. A differenza di altri
regolatori, nel caso del MPC è possibile fornire una sequenza degli stati futuri
desiderati e non solo quello istantaneo.
Figura 2.2 Schema concettuale di funzionamento del MPC
Nella formulazione incentrata sul tracking al posto degli stati futuri desiderati è
sufficiente fornire come riferimento la sequenza delle uscite future desiderate,
quando queste siano preventivamente note (azione anticipativa).
In alcuni casi non si conosce l’evoluzione futura del segnale di riferimento da
inseguire, e si è costretti a mantenere costante durante tutta la previsione lo
stesso valore, acquisito all’inizio del ciclo (azione causale).
Partendo  da  questi  dati  il  MPC  formula  e  risolve  un  problema  di
ottimizzazione QP (Quadratic Programming), restituendo in uscita sia gli stati
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che le azioni di controllo ottimali futuri, durante tutti gli N step dell’orizzonte
delle previsioni; solo la prima azione di controllo viene effettivamente applicata,
dopodiché il loop viene eseguito nuovamente ad intervalli regolari.
Un aspetto  molto  vantaggioso  del  MPC è infine  quello  di  poter  introdurre
un’ampia varietà di vincoli da rispettare durante l’ottimizzazione.
In pratica i limiti operativi dei sistemi di attuazione (operating range, slew
rate)  possono  essere  considerati  esplicitamente  nella  ricerca  della  sequenza
ottimale di controllo, senza incorrere ad esempio nel classico problema della
saturazione.
Con maggiore cautela e sotto opportune ipotesi è possibile porre vincoli anche
sugli  stati  e  sugli  output  del  sistema  (zone/condizioni  operative  interdette,
etc.).
Riepilogando, i tre aspetti principali nello sviluppo di un controllore MPC sono
rappresentati dall’identificazione del modello per la predizione (paragrafo 2.2),
dalla  definizione  della  funzione  obbiettivo  da  minimizzare  (paragrafo  2.3)  e





La soluzione ottima è quella che genera la sequenza di segnali di controllo più
adeguata per portare il sistema nello stato desiderato. Per raggiungere questo
obbiettivo  il  controllore  deve  valutare  come  evolverà  il  sistema  durante
l’orizzonte delle previsioni, in funzione dei comandi. E’ necessario cioè fornire
un modello su cui il MPC possa effettuare le previsioni degli stati futuri.
A causa della natura particolarmente complessa del problema di ottimizzazione
è bene che il modello adottato sia, per quanto in grado di descrivere gli aspetti
più  significativi  della  dinamica  reale  del  problema,  anche  il  più  semplice
possibile.  Molte proprietà teoriche (ad es.  la stabilità) dipendono da questa
scelta per cui, sebbene sia possibile anche una rappresentazione non lineare, si
predilige adottare un modello lineare in spazio di stato:
x˙( t) = [ A] x( t) + [B ]u( t)
y ( t) = [C ] x (t )
(2.3)
Nella (2.3) la matrice [A] è la matrice dinamica del sistema, la matrice [B] è la
matrice degli ingressi e la matrice [C] è la matrice delle uscite.
Il  vettore  delle  uscite  y contiene  le  grandezze  su  cui  si  vuole  effettuare  il
tracking e, nel caso della navigazione di un UAV, coincidono tipicamente con
delle coordinate che ne individuano la posizione (assoluta o rispetto al leader).
Il vettore x contiene invece tutte le altre grandezze dinamiche che descrivono lo
stato del sistema (accelerazioni, velocità lineari ed angolari) da cui dipendono
le  uscite,  ma  che  non  si  vogliono  controllare  direttamente.  E’  importante
osservare  che  tutte  queste  grandezze  devono essere  misurate  o  quantomeno
stimate durante il volo, poiché servono continuamente all’interno del loop di
predizione.
Infine il vettore  u individua gli ingressi mediante i quali si può controllare il
comportamento dell’UAV.
Il sistema (2.3) descrive la dinamica a tempo continuo, mentre il MPC viene
eseguito  a  intervalli  regolari,  cioè  a  tempo  discreto.  Il  sistema  può  essere
riscritto  in  maniera  tale  che  la  predizione  degli  stati  futuri  possa  essere
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effettuata in forma discreta, ovvero:
x[k+1] = [Ad ] x[k] + [B d]u[k ]
y [k] = [Cd ] x[k]
(2.4)
Il  sistema  (2,4) è  completato  dalla  condizione  iniziale  degli  stati  tramite  il
vettore x0.
2.2.2 ­ Evoluzione dinamica del sistema
La valutazione  degli  stati  futuri  in  forma discreta  è  eseguita  per  un certo
numero  NMPC di  step,  che  costituiscono  la  lunghezza  dell’orizzonte  delle
previsioni.  Indicando con  k l’indice temporale discreto del  processo e con  p
l’indice temporale della previsione, si può scrivere:
x[k | p+1] = [Ad ] x[k | p ] + [Bd]u[k | p]
y [k | p] = [Cd ] x[k | p ]
             p = 1, .., NMPC (2.5)
con cui si individua la previsione del sistema a  p step di distanza nel futuro
rispetto all’attuale stato  k. Lo stato del sistema ad inizio previsione coincide
con quello misurato o stimato, cioè:
x[k |0] = x [k ]
meas (2.6)
Si ha che in un generico istante k le previsioni future sugli stati sono:
x[k |0] = x [k ]
meas
x[k |1] = [Ad] x[k |0 ] + [Bd]u[k |0]
x[k |2] = [Ad] x[k |1 ] + [Bd]u[k |1 ]
= [Ad]
2 x[k |0 ] + [Ad ] [Bd]u[k |0 ] + [Bd ]u[k |1]
x[k |3 ] = [ Ad]
3 x[k |0 ] + [ Ad]
2[Bd]u[k |0 ] + [ Ad] [Bd]u[k |1 ] + [Bd]u[k |2]




Dall’equazione  (2.7) risulta chiaramente che,  noto lo stato iniziale,  tutti  gli
stati  futuri  sono  noti  e  calcolabili  solo  in  funzione  degli  ingressi  applicati
durante  la  predizione.  Una forma più  generale  e  compatta  della  (2.7)  è  la
seguente:
x[k | p ] = [ Ad]
p x [k |0] + ∑
n=1
p−1
( [ Ad ] n[Bd]u[k | p−n−1 ] ) + [Bd]u[k | p−1] (2.8)
Concatenando rispettivamente i  vettori  degli  stati  predetti  e  i  vettori  degli
ingressi applicati in due unici vettori colonna
xpred [ k ] = [ x[k |1 ]
T , x[k |2 ]
T , . . . , x[k | N MPC]
T ]T
u fut [k ] = [u[k |0 ]
T , u[k | 1]
T , . . . , u[k | N MPC−1]
T ]T
(2.9)
a cui si è assegnata una nuova notazione, l’equazione (2.7) – o  l’equivalente
(2.8) – può essere riscritta come prodotto di matrici












Considerando i vettori introdotti in (2.9), l’espressione precedente prende la
forma più semplice e molto compatta:
xpred [k ] =
~
[ A] x[k |0] +
~
[B]ufut [k]  (2.11)
Il  risultato  finale  ottenuto  costituisce  il  modello  dinamico  delle  predizioni
adottato  dal  regolatore  MPC.  L’importanza  della  (2.11)  è  dovuta  alla
possibilità  di  esprimere  gli  stati  futuri  in  funzione  del  controllo  esercitato
durante l’orizzonte delle previsioni.
Come si  vedrà nel successivo paragrafo questo ci permette di  riformulare il
problema di ottimizzazione in funzione dei controlli  u applicati. Sono infatti
questi ultimi le variabili di ottimizzazione.
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Osservazione.  Il  modello  predittivo  sviluppato  nella  (2.11),  con  minime
modifiche,  è  valido  anche  per  sistemi  LTV  (lineari  tempo-varianti).
Supponiamo che le matrici  [Ad] e  [Bd] che compaiono a partire dalla (2.4)
siano funzione nota esclusivamente del tempo (anche non linearmente). In tal
caso a ciascun valore di “k” e “p” corrisponde un preciso istante temporale, in
cui è possibile calcolare esplicitamente tali matrici. All’inizio di ogni predizione
sono quindi note e costanti le varie matrici  [Ad](p) e  [Bd](p) lungo tutto
l’orizzonte e possono essere usate a partire dalla (2.7) e successive. Si perviene
in conclusione alla solita espressione già vista nella (2.9) con la sola differenza
che  gli  elementi  che  vanno  a  comporre  le  matrici ~A e ~B sono  diversi  a
seconda della riga e della colonna, ma comunque costanti. 
2.3 ­ Funzione obbiettivo
2.3.1 ­ Quadratic Programming
I segnali di controllo uopt sono calcolati dal MPC mediante la risoluzione di un
particolare  problema  matematico  di  ottimizzazione:  la  programmazione
quadratica (acronimo QP, quadratic programming).
In generale un problema di ottimizzazione consiste nella minimizzazione di una
particolare  funzione obbiettivo che,  nel  caso specifico della  programmazione
quadratica assume l’espressione
min J obj = min
1
2
xT [Q ] x + pT x
s . t . [K ] x ≤ d
 (2.12)
dove  x è  la  variabile  da ottimizzare,  la  matrice  [Q],  simmetrica  e  definita
positiva, è la matrice dei pesi e p è un vettore che ha le stesse dimensioni di x.
Sono inoltre  introdotti,  tramite  la matrice  [K] e  il  vettore  d di  opportune
dimensioni,  dei  vincoli  lineari  che  devono  essere  rispettati  durante
l’ottimizzazione;  si  parla  più  precisamente  di  LCQP  (linear  costrained




La minimizzazione della funzione obbiettivo può essere riformulata per il MPC
considerando la precedente (2.11), ottenendo in uno specifico istante k
min J (uopt , x[k |0 ] ) = min ∑
p=1
N −1




( x[k | p ]T [Q ] x [k | p] ) + x [k |N ]T P x[k |N ]
 (2.13)
in  cui  è  esplicitamente  evidenziata  la  dipendenza  della  funzione  obbiettivo
solamente dallo stato iniziale e dalla sequenza uopt.
La  funzione  ζ (stage  cost  function),  nel  caso  della  (2.13)  costituisce  la
formulazione base del problema del controllo predittivo, finalizzata a portare il
sistema  nell’origine.  Esistono  poi  forme  più  complete  di  tale  funzione  che
sostituiscono la variabile x con la variabile ex , con cui si indica l’errore tra lo
stato da controllare e il valore richiesto a regime. Sono comunemente introdotti
anche ulteriori termini che penalizzano valori o variazioni di u elevati, in modo
da contenere le azioni di controllo.
Il  secondo termine  Vf (terminal  cost  function),  pesato  dalla  matrice  [P],  è
introdotto  per  penalizzare  l’errore  dello  stato  finale  e  recuperare  in  parte
l’ottimalità  che  si  avrebbe  con  un  orizzonte  infinito  (LQR),  garantendo  la
stabilità. Una forma completa della funzione obbiettivo da minimizzare, che
contiene tutti questi termini è la seguente:
J obj = ∑
p=1
N −1
( ex [ p]T [Q ]e x[ p] + eu[ p ]T [R]eu[ p] + Δu[p ]T [RΔ u] Δu[p ] ) + x[N ]T P x[N ]  
ex [ p] = x [p ] − xref     eu[ p] = u[p ] − uref    Δu[ p] = u[p ] − u[ p−1 ]
(2.14)
Per  chiarezza  di  presentazione,  ma  senza  ambiguità,  nella  precedente
espressione è stata semplificata la scrittura omettendo l’indice “k” che individua
l’istante temporale in cui viene applicata la (2.14).
Anche  in  questo  caso  vengono  introdotte  delle  nuove  matrici  [R] e  [RΔu],
definite positive, che pesano l’errore degli ingressi e la rapidità con cui questi
variano.
Il  problema  QP  che  è  stato  formulato  per  essere  applicato  al  controllo
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predittivo deve poi essere ovviamente risolto. Si vedrà come, rispettando alcune
ipotesi, i problemi di programmazione quadratica possano essere trattati come
problemi  di  ottimizzazione  convessa,  con  notevoli  vantaggi  per  la  loro
risoluzione.
2.3.2 ­ Ottimizzazione convessa
In generale tutti i problemi di ottimizzazione sono particolarmente ostici da
risolvere, per questo nel calcolo numerico ci si deve spesso arrendere ad alcuni
compromessi: tempi di risoluzione molto lunghi quando si usano i metodi più
accurati o possibilità di errore o di non raggiungere la soluzione con metodi più
veloci. Tuttavia esistono alcune eccezioni che rendono la ricerca della soluzione
ottima fattibile, affidabile e anche particolarmente rapida: tra questi rientrano i
problemi di ottimizzazione convessa. 
Anche per questa categoria di problemi non è sempre possibile la trattazione
analitica,  tuttavia  esistono  molti  algoritmi  risolutivi  efficienti  che  in  genere
garantiscono  l’ottenimento  di  un  risultato  attendibile  ed  in  tempi
sufficientemente brevi (commisurati alla dimensione del problema).
Come abbiamo già visto anche a proposito della programmazione quadratica,
un problema di ottimizzazione, nella sua forma più generale è formulato come
minimize J obj (x)
s . t . g i(x) ≤ bi , i=1, 2, .. ,m
 (2.15)
Se  Jobj(x) è  una funzione  convessa  e  lo  sono  anche  i  vincoli  gi(x) allora  la
minimizzazione della funzione obbiettivo può essere trattata e risolta come un
problema di ottimizzazione convessa.
In genere esistono varie strategie per verificare la convessità di un problema e
dei vincoli applicati e, quando necessario, per introdurre delle approssimazioni
che permettano di ricondursi al caso convesso.
Esploriamo brevemente i concetti fondamentali della convessità di un insieme e





Osservando la figura 2.16 vediamo come è possibile esprimere l’insieme di tutti
i punti  di una retta passante per x1 e x2 grazie al parametro θ.
x⃗ = θ x⃗1 + (1 −θ) x⃗2
θ ∈ ℝ
(2.16)
Figura 2.17. Espressione parametrica di una retta e del segmento tra due punti.
In  particolare  per  valori  di  θ   [0,1]  la  (2.16)  individua  tutti  i  punti∈
appartenenti al segmento che congiunge x1 e x2. La relazione, che in uno spazio
bidimensionale  e  tridimensionale  trova  graficamente  una  corrispondenza
intuitiva nella retta, è valida per qualsiasi generico spazio ℝn.
A questo punto è possibile definire un insieme convesso in un generico spazio
n come un insieme tale che per una qualsiasi coppia di punti presa al suoℝ
interno anche il  segmento che li  congiunge appartiene anch’esso all’insieme.
Sfruttando l’espressione precedente (2.16), C è un insieme convesso se
θ x⃗1 + (1 −θ) x⃗2 ∈ C ∀ x⃗1 , x⃗2 ∈ C , ∀θ ∈ [0,1]  (2.18)
Seguono in figura 2.19 alcuni esempi nello spazio piano (ℝ2).
Figura 2.19 Partendo da sinistra: insieme convesso, due insiemi non convessi.
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Un comune  esempio  di  insieme convesso  è  l’iperpiano  (fig.  2.20a),  cioè  un
sottospazio di dimensione (n-1) rispetto allo spazio che lo contiene. Anche i
semispazi generati da un iperpiano, cioè le due parti in cui è diviso lo spazio di
partenza sono a loro volta due spazi convessi (fig. 2.20b).
Queste due forme basilari di insiemi convessi sono rappresentate analiticamente





Figura 2.20 (a) L’iperpiano in uno spazio 2D è una retta. (b) Il semispazio di uno
spazio 2D è un semipiano. In entrambi casi con a è indicato il vettore normale.
Altri insiemi convessi elementari sono il cono convesso e l’inviluppo convesso,
espressi rispettivamente con le due seguenti equazioni:
Cono convesso
C = { x : x = θ1 x⃗1 + θ2 x⃗2 }
∀θ1 ≥ 0 ,∀θ2 ≥ 0
Inviluppo convesso
C = { x : x = θ1 x⃗1 + θ2 x⃗2 + .. + θk x⃗k }
θ1 + θ2 + .. + θk = 1 , ∀θi ≥ 0
In particolare l’inviluppo convesso, unione di tutte le combinazioni convesse dei
punti di un insieme  S (anche non connesso e non convesso), è il più piccolo
insieme convesso in grado di contenere S.
In definitiva si possono considerare convessi tutti gli insiemi che rispondono alle
(2.18)  ma,  da  un  punto  di  vista  pratico,  lo  sono  tutti  gli  insiemi  che  si
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ottengono  a  partire  da  insiemi  convessi  semplici  (iperpiano,  semispazio,




Torniamo  a  questo  punto  al  problema di  ottimizzazione  convessa:  notiamo
come  i  vincoli  espressi  dalle  funzioni  gi(x) non  sono  altro  che  restrizioni
dell’insieme X dei valori ammissibili di x.
minimize J obj (x)
s . t . x ∈ X
 (2.21)
La  formulazione  del  problema  (o  una  sua  eventuale  approssimazione  o
semplificazione) deve allora essere riconducibile a vincoli tali per cui risulti che
l’insieme X sia convesso.
Gli  strumenti  forniti  in  questo  breve  paragrafo  ci  permettono di  modellare
facilmente  una  vasta  casistica  di  insiemi  convessi  mediante  delle  semplici
espressioni matematiche (vincoli del problema), che nel caso di semispazi e loro
intersezioni (poliedri) sono anche di tipo lineare.
Funzione convessa
Un fondamentale requisito perché si possa parlare di ottimizzazione convessa è
che la funzione obbiettivo, oltre ai vincoli, sia di tipo convesso. In maniera del
tutto simile  a quanto abbiamo già visto per gli  insiemi,  questo concetto si
esprime con la relazione
J obj(θ x⃗1 + (1 −θ) x⃗2) ≤ θ Jobj ( x⃗1) + (1 −θ)J obj( x⃗2)
∀ x⃗1 , x⃗2 ∈ X , ∀θ ∈ [0,1]
(2.22)
In una formulazione quadratica come quella adottata dal MPC (si vedano ad
esempio (2.12), (2.13) o (2.14)) per assicurare la convessità è sufficiente che le
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matrici  dei pesi [P], [Q], [R] e [RΔu] siano matrici definite positive (o al
limite semidefinite positive).
La convessità della funzione obbiettivo, unita a quella dei vincoli, assicura che
se esiste una soluzione allora si tratta della soluzione globale; non esistono cioè
dei minimi locali di Jobj(x). 
2.3.3 ­ Risoluzione QP convesso non vincolato
Sotto le ipotesi di convessità di Jobj il problema di ottimizzazione del controllo
predittivo può essere risolto anche in forma analitica.
È proprio in questo contesto che emerge l’importanza di descrivere il sistema
da controllare con un modello lineare: con questa assunzione la minimizzazione
della funzione obbiettivo del MPC può essere trattata come un problema di
ottimizzazione quadratica convessa non vincolata.
La  funzione  obbiettivo  può  essere  espressa  interamente  come  prodotto  di
matrici, se si elimina la sommatoria che compare in (2.13) o (2.14).
Cominciamo introducendo le matrici
 
~
[Q ] = [ Q 0 0 00 Q 0 0⋮ ⋮ ⋱ ⋮0 0 ⋯ Q ] ; ~[R] = [
R 0 0 0
0 R 0 0
⋮ ⋮ ⋱ ⋮
0 0 ⋯ R]     (2.23)
Con l’ausilio  del  modello  predittivo (2.11)  siamo in grado di  rielaborare  la
funzione obbiettivo come di seguito. Per necessità di sintesi ma senza perdita di
generalità sono state fatte alcune semplificazioni e sono stati tralasciati alcuni
termini secondari (slew rate, terminal state).
J obj = ∑
p=1
N −1




( (xref − x [p ])T [Q ]( xref − x[ p]) + (u[p ]− 0)T [R](u[p ]− 0))




= ( ( ~[A ] x [0 ] + ~[B]~u −~xref )T ~[Q ] ( ~[A] x[0] + ~[B]~u −~x ref ) + (~u )T ~[R](~u ))
= ~u T ( ~[B]T ~[Q ] ~[B ] + ~[R ] )~u + ( ~[Q ] ~[B]) T ( ~[A] x[0] −~x ref ) ~u
   
= ~u T[H ]~u + c ~u          
(2.24)
Si ottiene in definitiva un problema QP non vincolato in forma compatta, in
cui la variabile di ottimizzazione è il vettore u, sequenza dei controlli durante
l’orizzonte delle previsioni. Le proprietà delle matrici  [Q] e  [R] (semidefinite
positive, Q ≥ 0 , R ≥ 0) ci permettono di affermare che anche la matrice [H]
gode  delle  medesime  proprietà,  assicurando  la  convessità  della  funzione
obbiettivo e l’unicità della soluzione. La matrice  [H] è inoltre invertibile. La
ricerca  del  minimo  può  essere  condotta  tramite  il  gradiente  della  funzione
obbiettivo:
 ∇ J obj(~u ) = ∇ (~u T [H ]~u + c ~u ) = [ H ]~u + c (2.25)
Oltre ad algoritmi discendenti lungo il gradiente, per trovare la soluzione si può
procedere per via diretta, poiché la convessità ci assicura che un minimo locale
che  annulla  il  gradiente  in  questo  caso  coincide  anche  col  minimo globale,
ovvero:
 ∇ J obj(~u ) = [ H ]~u + c = 0    ⇒   ~uopt = [H ]−1 c (2.26)
La (2.26) è la soluzione analitica del problema di ottimizzazione degli input
eseguita dal MPC ad ogni ciclo di controllo. Solo la prima azione di controllo
dell’intera sequenza contenuta nel vettore uopt viene effettivamente applicata al
sistema, mentre le altre sono ricalcolate durante i successivi cicli di controllo.
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Osservazione. Se si assegnano e si mantengono fissi i pesi delle matrici [Q] e
[R],  dalla (2.24) si può osservare come al controllo di un sistema LTI sia
associata una matrice [H] costante in ogni istante, come del resto costante sarà
anche la sua inversa.  Si può allora computare preventivamente ed un’unica
volta la matrice [H]-1 e usarla poi nella forma della (2.26) per ottenere uopt.
Il vettore c dipende invece dallo stato del sistema all’inizio della previsione e
dalla traiettoria da inseguire, quindi dev’essere valutato continuamente.
2.4 ­ Vincoli
Come anticipato, uno degli aspetti più interessati nel controllo predittivo è la
possibilità  di  introdurre  dei  vincoli,  cioè  restringere  il  campo  dei  valori
ammissibili  delle  variabili  di  ottimizzazione.  L’introduzione  di  queste  nuove
condizioni,  che comunque non devono intaccare  la  convessità  del  problema,
rende più complicata la ricerca di una soluzione.
I modelli analitici sviluppati al paragrafo precedente non sono più sufficienti e
in  genere,  per  la  risoluzione  di  un  problema QP vincolato,  ci  si  affida ad
appositi tool e solutori automatici.
I vincoli che possono essere applicati sono di due tipologie:
• Vincoli sugli ingressi/controlli
• Vincoli sugli stati/uscite
2.4.1 ­ Vincoli sugli ingressi
I  vincoli  sugli  ingressi  (o  controlli)  ci  permettono  in  qualche  maniera  di
modellare i dispositivi di attuazione che agiranno effettivamente sul sistema,
introducendo nella predizione le massime escursioni consentite e la rapidità di
attuazione.  Abbiamo  visto  come,  mediante  la  (2.24),  l’intero  problema  di
ottimizzazione possa essere ricondotto a
min Jobj (~u , x [0 ]) = min ~u
T [H ]~u + c ~u




L’applicazione   di  vincoli  sugli  ingressi  equivale  in  pratica  alla  definizione
dell’insieme U mediante semplici equazioni o disequazioni che ne assicurano la
convessità.  Il  tipico  vincolo  convesso  è  appunto  quello  sui  massimi/minimi
valori che può assumere il controllo, si tratta cioè di un vincolo sull’ampiezza:
umin ≤ ~u ≤ umax  (2.28)
Questo tipo di vincolo, oltre a prevenire la saturazione, tiene esplicitamente
conto  dei  suoi  effetti  in  maniera  ottimale,  riuscendo  in  certe  situazioni  ad
anticipare ed evitare dei fenomeni legati alla inattuabilità del controllo che con
un altro regolatore potrebbero portare all’instabilizzazione del sistema.
Figura 2.29. Confronto degli ingressi e delle uscite tra un sistema controllato da un
MPC vincolato (a) e un MPC non vincolato in cui interviene la saturazione (b). [21]
I vincoli sulla velocità di risposta, sebbene espressi in maniera diversa, sono
anch’essi convessi e facilmente riconducibili alla forma (2.27); analiticamente si
impongono con una delle due equivalenti relazioni:
Smin ≤ Δ~u ≤ Smax  




La possibilità di tradurre i limiti  sulla velocità di attuazione (slew rate) in
vincoli appropriati richiede inoltre la conoscenza del controllo all’inizio della
predizione. A titolo di esempio in  figura 2.31 sono rappresentati i vincoli di
slew rate e massima ampiezza per un sistema single input. 
Figura 2.31 Ingressi ammissibili  e vincoli lungo l’orizzonte delle
previsioni durante un ciclo eseguito dal controllore MPC.
2.4.2 ­ Vincoli sugli stati
L’aggiunta di vincoli sugli stati (o sulle uscite) è utile per restringere il campo
operativo  ed  evitare  situazioni  e  comportamenti  indesiderati.  A  titolo  di
esempio, per un aereo, dei vincoli sugli stati potrebbero essere applicati agli
angoli di assetto e di incidenza per evitare lo stallo, sulla velocità operativa o
sulle zone interdette (presenza di ostacoli). Questi vincoli, a differenza di quelli
sugli ingressi, non servono per descrivere degli effettivi limiti del sistema nel
raggiungere un certo stato, ma solo ad interdire le situazioni indesiderate.
Per essere più chiari, se pensiamo ad un generico veicolo, la velocità di punta
che può raggiungere alla massima potenza non dovrebbe essere introdotta come
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vincolo: se il modello è corretto questo limite è implicitamente predetto. Se
però si vuole limitare la velocità massima al 70% di quella possibile, allora sarà
opportuno introdurre un vincolo su tale stato.
Dal  momento che la  variabile  di  ottimizzazione del  MPC è il  vettore  degli
ingressi u nella forma (2.27), l’imposizione di vincoli sugli stati implica la loro
trasformazione  in  vincoli  sugli  ingressi.  Questa  operazione  può  essere  fatta
esplicitando  i  vincoli  mediante  l’inversione  della  (2.11)  oppure  affidando
all’algoritmo di risoluzione questo compito, che generalmente accetta i vincoli
anche in forma implicita.
I limiti sugli stati (o sulle uscite) sono espressi mediante semplici relazioni
xmin ≤ x[ p ] ≤ xmax  (2.32)
o più in generale come sistema lineare di disequazioni
[K ] p x[ p] −d p ≤ 0 → [K ]~x pred −d ≤ 0 (2.33)
Uno dei principali inconvenienti che si possono verificare vincolando gli stati è
la possibile  non fattibilità  del  problema, caratteristica che invece non viene
intaccata se si applicano solo vincoli sugli ingressi.
La  fattibilità  può  essere  recuperata  “allentando”  i  vincoli  (si  parla  di  soft
constraints), cioè permettendone la violazione a fronte di una penalizzazione
nella funzione obbiettivo. La (2.32) viene allora riscritta
xmin − ϵV min ≤ x[ p] ≤ xmax + ϵV max  (2.34)
dove  Vmin e  Vmax sono vettori i cui elementi sono parametri positivi scelti per
quantificare l’allentamento dei vincoli. Assumere valori elevati, piuttosto che
valori prossimi allo zero, significa adottare dei vincoli blandi al posto di vincoli
più rigidi.
La variabile ε (“panic variable”) è nulla se i vincoli sono rispettati mentre, nel
caso opposto, assume valori positivi proporzionali all’entità del superamento.
Proprio grazie a questa variabile, per cui sono desiderati valori nulli o piccoli, è
possibile introdurre nella funzione obbiettivo un termine aggiuntivo (penalty
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function) che penalizzi la violazione dei vincoli. La forma più comune è quella
quadratica
J ϵ−costr = [W ρ] ϵ
2  (2.35)
in cui la matrice  [Wρ]  che pesa il termine di “errore” ε ha valori ponderali
molto maggiori rispetto a quelli delle varie matrici [Q], [P] e [R].
L’aggiunta della penality function alla funzione obbiettivo non ne intacca la
convessità.
2.4.3 ­ Formulazione finale
L’intero  problema  di  ottimizzazione  convessa  del  MPC,  soggetto  ai  vincoli
lineari di evoluzione dinamica del sistema, ai vincoli sugli ingressi e sugli stati





( e x[ p ]T [Q ] ex [ p] + eu[ p ]T [R] eu [p ] + Δ u[ p]T [RΔ u] Δ u[ p] ) + x [N ]T P x[N ] + [W ρ] ϵ2
subject  to
ex [ p] = x [p ] − xref ; eu[ p] = u[p ] − uref ; Δ u[ p] = u[p ] − u[ p−1 ]
x[ p+ 1] = [Ad] x[ p] + [Bd]u[ p]
y [ p ] = [Cd] x[ p]
x[0] = x[k ]
umin ≤ u[ p] ≤ umax
Smin ≤ u[ p+1] − u[ p ] ≤ Smax
[K ] p x [p ] −d p ≤ ϵ linear convex
x[N ] ∈ X f
(2.36)
Nella formulazione completa è stato introdotto un ulteriore vincolo sullo stato
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finale: si  tratta di un vincolo di appartenenza ad un particolare insieme  Xf
(terminal set)  che,  come si  vedrà nel  successivo paragrafo,  è necessario per
assicurare la stabilità del MPC.
La risoluzione del problema (2.36), che si ottiene conoscendo lo stato iniziale
x[k] del  sistema  misurato  all’istante  k,  fornisce  come  risultato  la  sequenza
ottimale di controllo:
~uopt (x[k ]) = { u0
opt , u1
opt , ... , uN−1
opt } (2.37)
Ricordando che solo la prima azione viene applicata, la dinamica in ciclo chiuso
del sistema di partenza (2.4) si può esprimere:
κ(x [k ]) = u0
opt (x [k ])      ⇒      {x[k+1] = [Ad ] x[k] + [Bd] κ(x[k])y [k ] = [Cd ] x[k ]      (2.38)
2.5 ­ Stabilità in ciclo chiuso
In molti casi l’interesse applicativo nell’uso del MPC è quello di inseguire un
segnale di riferimento, tipicamente variabile nel tempo.
Ottenere  risultati  teorici  sulla  stabilità  di  un  sistema  vincolato,  in  cui  il
riferimento varia arbitrariamente, è in genere molto complicato. Il problema
viene allora studiato nel caso del “set point tracking”, cioè quando il riferimento
è arbitrario, ma costante.
Sempre  da  un  punto  di  vista  teorico,  il  problema del  set  point  tracking è
analogo  al  problema  della  regolazione,  “traslando”  opportunamente  la
condizione di equilibrio a regime.
Di  seguito  si  riportano  i  risultati  per  la  stabilità  in  ciclo  chiuso  nel  caso
generale  della  regolazione  (portare  il  sistema  nell’origine)  in  quanto,  con




Un concetto molto importante nella teoria del controllo è quello di  insieme
positivamente invariante che, nel caso del Model Predictive Controller, gioca
un ruolo centrale.
Definizione. (Insieme positivamente invariante, 1999, [22]):
Un insieme Ω è definito positivamente invariante (PI) per il sistema autonomo
x(t+1) = f(x(t)) se, per ogni condizione iniziale x(0) ∈ Ω, ogni soluzione x(t)
per t >0 appartiene anch’essa ad Ω.
La definizione precedente può essere applicata anche ad un sistema controllato
in ciclo chiuso.
Corollario. (Invarianza positiva per un ciclo chiuso):
Sia  κ(·):  ℝn →  ℝm una  legge  di  controllo  con  feedback  sullo  stato  (non
necessariamente lineare). Un insieme Ω ⊆ ℝn è positivamente invariante per il
ciclo chiuso (2.38) se, preso un qualsiasi x ∈ Ω, anche Ax + Bκ(x) ∈ Ω.
Un’altra definizione che ci sarà utile è quella di zona di attrazione per il MPC.
Definizione. (Regione di attrazione):
L’insieme  χN ,  detto  anche  regione  di  attrazione  per  il  Model  Predictive
Controller, è l’insieme di tutti gli stati iniziali per cui esiste una soluzione del
problema di ottimizzazione (che soddisfi i vincoli), ovvero  χN = {x : uopt =≠ Ø}.
2.5.2 ­ Requisiti per la stabilità
Per  dimostrare  la  stabilità  del  MPC  è  necessario  assumere  la  funzione
obbiettivo del problema di ottimizzazione Jobj come funzione Lyapunoviana per
il sistema.
Requisito  indispensabile  sarà  ovviamente  che  anche  la  coppia  (A,  B)  sia




1. Tutti gli stati appartenenti all’insieme Xf (terminal set) soddisfano i vincoli
del problema di ottimizzazione.  Xf è un insieme chiuso ed inoltre contiene
l’origine (problema di regolazione).
2. I vincoli sui controlli sono soddisfatti all’interno dell’insieme Xf , cioè κ(x)
∈ U, ∀x ∈ Xf.
3. L’insieme Xf è positivamente invariante per il controllo in ciclo chiuso, cioè
Ax + Bκ(x) ∈  Xf , x  X∀ ∈ f.
4.  La  funzione  Vf (terminal  cost  function)  è  localmente  una  funzione  di
Lyapunov, cioè Vf (Ax + Bκ(x)) ≤ Vf (x) – ζ(x, κ(x)).
Il principale risultato sulla stabilità del MPC lineare e vincolato, nel caso della
regolazione, è sancito dal teorema:
Teorema. (Stabilità del MPC, 2009, [24]):
Si suppone che la funzione obbiettivo sia nella forma (2.13) e che siano valide
le precedenti assunzioni (1), (2), (3) e (4). Se l’insieme χN è limitato, allora
l’origine  è  esponenzialmente  stabile  con  una  zona  di  attrazione  χN per  il
sistema  x+ = Ax + Bκ(x). Se χN non è limitato allora l’origine è esponenzial-
mente stabile con una zona di attrazione individuata da qualsiasi insieme di




Il controllo MPC può essere applicato con successo anche a sistemi non lineari,
la cui dinamica in forma compatta risulta:
 
 x˙(t ) = f (x (t) , u(t )) (2.39)
Una volta che è stato identificato il sistema, le strade che si possono percorrere
sono diverse, ciascuna caratterizzata da una certa gravosità computazionale e
accuratezza della soluzione.
I  risultati  migliori  si  ottengono effettuando,  quando possibile,  una semplice
discretizzazione della (2.39):
 x[k+ 1] = f d(x[k ] , u[k ]) (2.40)
La (2.40) può essere usata come vincolo per il problema di ottimizzazione del
MPC al posto dei classici vincoli lineari, perdendo però la convessità.
Come  anticipato,  la  risoluzione  numerica  di  un  problema  non  convesso,
soprattutto all’aumentare delle variabili di ottimizzazione e dell’orizzonte delle
previsioni, diviene molto complesso e può richiedere dei tempi che non sono
compatibili con il controllo in tempo reale (diversi ordini di grandezza maggiori
rispetto all’equivalente convesso).
Come  ulteriore  conseguenza  della  non  convessità  talvolta  non  è  possibile
ottenere una soluzione o garantirne l’ottimalità. Per questi motivi l’approccio
non lineare (NMPC) in tempo reale è limitato a problemi con poche variabili di
ottimizzazione  e  dinamica  lenta,  anche  se  c’è  un  crescente  interesse  ad
estenderlo a problemi di maggiore complessità.
Un’altra strategia adottata consiste nella linearizzazione del sistema intorno a
una  condizione  operativa  nominale,  trattandolo  poi  come  un  sistema  LTI,
conservando convessità e tempi di risoluzione relativamente brevi.
Questo approccio è possibile solo se il sistema non si discosta eccessivamente
dalla condizione nominale e se le non linearità sono di entità contenuta.
Una soluzione che permette di superare questi limiti, molto vantaggiosa sotto
numerosi punti di vista, è quella di effettuare una linearizzazione del sistema ad
ogni ciclo del MPC, ottenendo un sistema che è LTI all’interno dell’orizzonte
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delle  previsioni,  ma  che  viene  tuttavia  aggiornato  continuamente;  questa
strategia viene tipicamente  indicata  come  Adaptive-MPC ed è  efficace  se  il
sistema varia abbastanza lentamente, cioè se il modello linearizzato è adeguato
per tutto l’orizzonte.
Risultati  migliori  si  ottengono  con  un’approssimazione  LTV (lineare  tempo
variante)  all’interno  dell’orizzonte  delle  previsioni;  anche  in  questo  caso  la
linearità del sistema preserva la convessità, agevolando risoluzione numerica. 
2.6.1 ­ Approssimazione LTV di un sistema non lineare 
Consideriamo il generico sistema non lineare a tempo discreto descritto dalla
(2.41) soggetto a vincoli su ingressi e stati:
 x[k+ 1] = f d(x[k ] , u[k ])
x[k ] ∈ X , u[ k] ∈ U
(2.41)
Assegnata una sequenza nota di N valori non necessariamente costanti per gli
ingressi, che indicheremo con u^[k] e fissata la condizione iniziale, la traiettoria
degli stati per k = [1, 2, .., N] sarà:
 x^[k+ 1] = f d( x^[k ] , u^[k ])
x^[0 ] = x0
(2.42)
Dove  u^[k] indica  la  sequenza  nominale  degli  ingressi  e x^[k] la  relativa
traiettoria nominale degli stati.
Se  adesso  torniamo a considerare  il  sistema non lineare  (2.41)  soggetto  ad
un’arbitraria  sequenza di  ingressi,  questo  può essere  approssimato al  primo
ordine con il seguente sistema LTV:
 
δ x[k+1 ] = [ Ad]kδ x[k ] + [Bd]kδu[k ]
δ x[k] = x[k ] − x^[k ] , δu[k ] = u[k ] −u^[k ]
(2.43)
che esprime la deviazione rispetto alla traiettoria nominale (2.42) a fronte di
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una  variazione  degli  ingressi  rispetto  a  quelli  nominali.  La  bontà  di  tale
approssimazione è tanto migliore quanto più la traiettoria nominale ed effettiva
tendono a coincidere, cioè in generale per piccoli scostamenti degli ingressi.
[A]k e  [B]k sono le  matrici  Jacobiane del  sistema rispetto agli  stati  e  agli
ingressi, calcolate lungo la traiettoria nominale, ovvero: 
 [ Ad] k =
∂ f d
∂ x |x^[ k] , u^[ k] , [Bd ] k =
∂ f d
∂u |x^[ k] , u^[ k] (2.44)
Il sistema (2.43) che è stato formulato in termini di deviazione dalla traiettoria
nominale può anche essere riscritto come un classico sistema in spazio di stato.
 
x[k+1] = δ x[k+1 ] + x^[k+1] = [ Ad]kδ x[k ] + [Bd]kδu[k] + x^[k+1]
= [Ad ]k (x[k ] − x^[k]) + [Bd ]k (u[k] −u^[k ]) + x^[k+1]
= [Ad ]k x [k ] + [Bd ]k u[k ] + x^[k+1] − [A d]k x^[k] − [Bd]k u^[k ]
x[k+1] = [ Ad]k x[k ] + [Bd]k u[k] + d^[k ]
(2.45a)
(2.45b)
Per compattezza, tutti i termini che dipendono solo dalla traiettoria nominale
possono essere inglobati nel vettore d (non indica un disturbo!).
Il (2.45b) è chiamato modello LTV del sistema non lineare (2.39) per il periodo





L’approssimazione di un sistema non lineare con un modello LTV può essere
usato  anche  lungo  l’orizzonte  delle  previsioni  di  un  controllore  MPC.
Coerentemente  con  quanto  già  visto,  indichiamo  con  k l’indice  temporale
discreto del processo e con p l’indice temporale per le predizioni future.
Lo stato del sistema LTV a p step di distanza dallo stato attuale  k misurato
può essere predetto col modello:
x[k | p+1] = [Ad ] k | p x[k | p ] + [Bd ] k | p u[k | p ] + d^ [k | p]
 
y [k | p] = [Cd ] x[k | p ]
 
x[k |0 ] = x[k]
meas
           p = 1, .., NMPC (2.46)
Le matrici dinamiche  [Ad]k|p e degli ingressi  [Bd]k|p ed il termine  dp per ogni
step p possono essere calcolate prima di eseguire il ciclo di ottimizzazione del
MPC, selezionando una opportuna traiettoria nominale per ingressi e stati.
Una scelta efficace consiste nell’utilizzare la sequenza predetta dal MPC al loop
precedente, poiché è ragionevole pensare che la sequenza degli ingressi ottimali
e degli stati predetti non differisca molto da un ciclo a quello successivo.




[ Ad]k | p =
∂ f d
∂ x |x^[ k | p] , u^[ k| p] , [Bd ]k | p =
∂ f d
∂u |x^[ k | p] , u^[ k |p ]
d^ [k | p] = x^[k | p+1 ] − [ Ad ] p x^[k | p] − [Bd] p u^[k | p ]
Traiettoria nominale
 




La  (2.46)  e  la  (2.47)  insieme  costituiscono  la  pianta  del  sistema  per  il
controllore  MPC-LTV  e  consentono  la  formulazione  del  problema  di
ottimizzazione, che si mantiene convesso.
Funzione obbiettivo
Per la funzione obbiettivo può essere mantenuta la forma quadratica vista per
il caso lineare.
minimize




( | y [p ] − r[ p] |Q
2 + |u[ p ] − uref [ p ] |R
2 + |u[p ] − u[ p−1]|RΔ
2 )
subject  to
x[ p+1] = [Ad] p x[ p] + [Bd] p u[ p ] + d^ [ p]
y [ p ] = [Cd] x [p ]
x ∈ X , u ∈ U , x[N ] ∈ Xn linear convex
(2.48)
dove con uref si indica il valore teorico del vettore degli ingressi che a regime
assicurerebbe  la  stazionarietà  della  sistema.  Nel  caso  in  cui  esistano  più
possibilità per la scelta degli input a regime si privilegia la soluzione meno
“dispendiosa” in termini di controlli.
La (2.48) è stata resa più sintetica introducendo una nuova notazione per la
forma quadratica, ma si riconosce l’espressione già vista per il caso lineare.
I vincoli, espressi in forma molto compatta, possono anche in questo caso essere
resi  “soft”  introducendo  la  panic  variable e  la  relativa  penalizzazione  nella




A differenza del caso lineare, nonostante il MPC-LTV sia già stato applicato
con buoni risultati in varie situazioni (rover spaziali [25], satelliti [26], UAV [27]
[28][29] e automotive), non è in generale facile garantire e dimostrare a priori la
stabilità  in  ciclo  chiuso.  Alcune  analisi  preliminari  del  MPC  basato  su
un’approssimazione LTV sono state condotte da alcuni ricercatori negli ultimi
anni  [30], ma  si  tratta  di  un  argomento  ancora  poco  approfondito  e
documentato.
Tuttavia  i  risultati  sulla  stabilità  visti  al  paragrafo 2.6  hanno una validità
abbastanza generale e possono essere estesi anche a sistemi non lineari.
Ad ogni  modo,  se  per  i  sistemi  lineari  è  possibile  calcolare  senza eccessive
difficoltà un terminal set che sia positivamente invariante per il ciclo chiuso e
selezionare una opportuna terminal cost function, lo stesso non si può dire per
il caso non lineare. Il problema (nel caso di un sistema non lineare) è affrontato
in letteratura con vari approcci, ma tutte le soluzioni proposte richiedono in
generale di ricalcolare ad ogni ciclo il  terminal set Xf e la matrice  [P] che
definisce la  terminal cost function, risolvendo in forma iterativa un problema
complementare. La risoluzione del problema ausiliario (che comunque permette
solo di garantire la stabilità del NMPC e non della sua approssimazione LTV)
può rivelarsi più gravosa della risoluzione del problema di ottimizzazione del
MPC stesso. Nella pratica, in molte applicazioni si preferisce rimuovere o la
terminal cost function, o il vincolo sullo stato finale, o entrambi, sacrificando la
garanzia della stabilità, da verificare a posteriori.
E’ infatti noto che con orizzonti delle predizioni “sufficientemente” lunghi le
proprietà di stabilità si mantengono [31].
L’argomento è comunque vasto e particolarmente complesso, per cui si rimanda
alla specifica bibliografia per ulteriori approfondimenti.
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3. MPC per la gestione di una formazione di UAV
Cap. 3
MPC per la gestione di una formazione
Obbiettivo   di   questo   capitolo   è   descrivere   l’applicazione   pratica   del






Quando  si  parla  del  controllo  di  una  formazione  si  pensa  ad  un
raggruppamento  di  UAV  (uno  stormo)  in  cui  i  vari  elementi  agiscono  in
sinergia per realizzare l’obbiettivo richiesto.
Questa  definizione  rientra  nel  più  generale  concetto  di  MAS  (multi-agent
system), cioè un insieme di agenti operanti in un certo ambiente ed in grado di
interagire  secondo  una  opportuna  organizzazione.  Un  agente  è  in  pratica
un’entità caratterizzata dal fatto di essere, almeno parzialmente, autonoma.
Un  MAS è  talvolta  descritto  anche  come  sistema  di  sistemi,  dove  questa
definizione  esprime  bene  il  concetto  di  “stratificazione” su  diversi  livelli,
importante anche un punto di vista dell’approccio al controllo.
Nello sviluppo di una strategia leader-follower possiamo infatti individuare il
macrosistema “stormo” suddiviso nel gruppo del/dei leader e dei follower.
Il gruppo dei follower è il sistema che si vuole effettivamente controllare e, a
sua volta, è costituito da sottosistemi più elementari, che sono i singoli UAV.
Figura 3.1.  Insieme dei follower come sistema da controllare 
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Considerando quindi  l’insieme dei  follower come sistema,  al  più  alto  livello
possibile (figura 3.1), questo è  caratterizzato da degli input forniti dall’esterno
(moto  del  leader,  formazione  da  realizzare,  parametri  e  dati  vari)  a  cui
corrisponde  come  output  uno  specifico  comportamento  (moto  dei  follower,
evoluzione della missione, informazioni acquisite, ecc).
Questa  visione d’insieme è  quella  più  vicina all’utente  finale,  che non deve
preoccuparsi delle interazioni dei vari UAV, ma soltanto di manovrare il leader
e di scegliere la formazione da realizzare. In tal senso le uniche interazioni sono
limitate ai pochi ingressi del sistema globale.
3.1.1 ­ Controllo centralizzato e distribuito
Ad un livello inferiore di questa stratificazione si individua la struttura tipica
del  sistema  multi-agente,  con  ciascun  UAV  che  si  comporta  come  entità
indipendente all’interno del “sistema formazione” collettivo.
Questa  natura  del  problema  offre  la  possibilità  di  adottare  due  differenti
filosofie per  il  controllo,  che sono quella centralizzata (figura 3.2a)  e  quella





Figura 3.2. (a) Controllo centralizzato. (b) Controllo distribuito  
Nel modello centralizzato (figura 3.2a) si ha un unico dispositivo che conosce
(tramite  feedback)  il  sistema nel  suo  insieme,  pianifica  il  moto  e  controlla
direttamente ciascun UAV della formazione.
Un controllo centralizzato realizzato on-board vede come soluzione più ovvia
l’affidamento di tale mansione al leader, che si occupa di gestire in tempo reale
tutti i suoi follower.
Tuttavia  la  mole  di  dati  da  trattare  e  le  elaborazioni  necessarie  crescono
esponenzialmente con la dimensione dello stormo e col numero di variabili in
gioco, soprattutto se si pensa al problema di ottimizzazione del MPC. Spesso le
strategie  di  controllo  centralizzate  sono  allora  implementate  off-board,  col
supporto di una stazione di terra che assicura le prestazioni necessarie.
In ogni caso quando gli  UAV sono gestiti  da una stazione di  terra si  deve
assicurare un continuo scambio di informazioni con il “centro di controllo” che,
proprio per la rapidità con cui tipicamente evolve il  sistema da controllare,
deve avvenire in tempo reale e ad elevata frequenza, limitando il più possibile i
ritardi e la perdita di segnale. 
Al contrario invece, l’approccio distribuito (figura 3.2b) risulta la soluzione più
naturale per il controllo di una formazione di UAV, soprattutto se questa opera




Pur  perseguendo  un  obbiettivo  collettivo,  che  è  quello  di  realizzare  la
formazione,  ciascun agente  agisce  come un sistema autonomo;  in  pratica  il
problema del controllo è scomposto e ripartito tra i diversi UAV.
Grazie a questa strategia si sostituisce il singolo controllore centralizzato, molto
complesso, con dei controllori più semplici, replicati su tutti i follower. Questa
semplificazione  porta  come  conseguenza  anche  una  migliore  adattabilità  ad
hardware meno performanti e ad un’implementazione on-board.
Anche le comunicazioni leader-follower e follower-follower nel caso del controllo
distribuito sono meno critiche,  in quanto non è più necessario un feedback
completo ma è sufficiente che i vari UAV si scambino solo poche informazioni
riguardo  a  posizioni  e  traiettorie,  con  una  frequenza  relativamente  bassa
(alcune volte per secondo).
Anche da un punto di vista applicativo, la formulazione del MPC nel caso
decentralizzato  risulta  più  semplice,  oltre  che  indipendente  dal  numero  dei
follower,  mentre  nel  caso  centralizzato  è  richiesta  di  volta  in  volta  una
formulazione che si adatti allo specifico problema.





Il tipo di formazione che si vuole realizzare adotta il modello leader-follower: un
operatore ha la possibilità di controllare un velivolo all’interno della formazione
(leader)  mentre  tutti  gli  altri  (follower)  devono  autonomamente  seguirlo,
aggregandosi tra loro secondo una precisa disposizione geometrica (maggiori
dettagli al paragrafo 3.4.2).
Figura 3.3. Formazione rigida
Da un punto  di  vista  pratico  è  ugualmente  possibile  che  il  leader  non sia
fisicamente manovrato da una persona, ma segua una traiettoria o compia una
missione  preassegnata;  la  caratteristica  necessaria  perché  si  possa
effettivamente parlare di leader è l’autorità e l’esclusività con cui questo può
scegliere la traiettoria dello stormo indifferentemente dal moto dei suoi follower.
Un task indispensabile da prendere in considerazione nella realizzazione della
formazione è quello di evitare possibili collisioni.
Partendo da una generica condizione iniziale o durante una riconfigurazione, è
possibile  che le  traiettorie  di  diversi  UAV si  intersechino tra loro o con la
traiettoria che sta seguendo il leader. L’eventualità di un impatto deve essere
tenuta in considerazione ed evitata.
Nell’ottica di realizzare un controllo distribuito, i requisiti complessivi devono
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essere tradotti in requisiti per in singoli follower.
Gli obbiettivi per un generico follower sono quindi quelli di:
♦ Tracciare una precisa traiettoria definita in termini di posizione e orienta-
    mento relativo rispetto al leader
lim
t→∞
‖( y i(t )− y1(t )) − d i1‖ ≤ δ
♦ Garantire in ogni fase del volo il requisito primario di mantenere un’adegua-
   ta distanza di sicurezza rispetto al leader e agli altri follower
‖y i(t) − y j(t)‖ ≥ d safe ∀ t , ∀ j≠i ∈ {1, 2, 3, ... , N }
in cui il vettore delle uscite yi(t) indica la posizione e l’orientamento dell’UAV
i-esimo, in cui si è riservato l’indice i= 1 al leader.
La  distanza  dsafe che  tiene  conto  dell’effettiva  dimensione  degli  UAV  e  di
opportuni margini di sicurezza, pone anche dei limiti alle possibili formazioni






Come si è visto, nello sviluppo di un controllo distribuito il focus del problema
è spostato dall’intero stormo a livello di singolo agente. E’ importante quindi
caratterizzare singolarmente l’UAV, in modo da ricavare un modello dinamico
che possa essere utilizzato per le predizioni del MPC.
Come mostrato in figura 3.4 l’elicottero è un sistema caratterizzato da una sua
risposta dinamica (non lineare e generalmente instabile) rispetto ai comandi
che agiscono su ciclico, passo collettivo e rotore di coda.
Figura 3.4.  Caratterizzazione follower
Per quanto riguarda il presente lavoro non vi è interesse ad approfondire in
dettaglio tale dinamica, per la quale vale l’espressione generale:
x˙ = f ( x , u)
x = [u , v , w , p , q ,r ,ϕ ,θ ,ψ ,..]




Un apposito autopilota sviluppato in un lavoro precedente [13] si occupa infatti
di  stabilizzare  il  volo  e  garantirne  una  gestione  di  più  alto,  in  termini  di
velocità. Si è pertanto caratterizzata la risposta dinamica ad un input di alto
livello (velocità richiesta o angolo di prua) dell’elicottero, soggetto al controllo
in ciclo chiuso realizzato dall’autopilota.
I segnali di comando sono le tre velocità  UHB,  VHB,  WHB  e la rotazione  ψ,
definite in un particolare sistema di riferimento, che indicheremo come “assi
corpo orizzontali” in cui gli assi  XHB e YHB si ottengono proiettando nel piano
orizzontale locale gli assi corpo XB e YB.
L’asse ZHB dev’essere tale che la terna risulti levogira, quindi coincide con l’asse
verticale locale ed è orientato verso il basso. L’angolo di rotazione  ψ intorno
all’asse  ZHB è definito positivo in senso orario ed equivale all’angolo di prua
(ψ=0°  Nord↔ ).
Formalmente, la trasformazione delle velocità dal sistema di riferimento assi
corpo al nuovo sistema introdotto, è operato dalla rotazione:





[ RB2 HB ] = [ cos θ sinϕsinθ cosϕsinθ0 cosϕ −sinϕ−sinθ sinϕcosθ cosϕcosθ]
Il  controllo  in  velocità  dell’UAV nel  sistema “assi  corpo  orizzontali”  risulta
particolarmente comodo, in quanto differisce dal sistema di riferimento inerziale
solo per l’orientamento ψ, ovvero:
[ x˙Iy˙ iz˙ I ] = [
cosψ −sin ψ 0
sin ψ cosψ 0
0 0 1] [ U HBV HBW HB]
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Nelle  successive  figure  3.6,  3.7,  3.8 e  3.9 sono riportate  rispettivamente  le
risposte dell’autopilota nei tre assi per una velocità richiesta di  10 m/s e per
una rotazione richiesta ψ=90°.
I  segnali  di  controllo  non sono  propriamente  a  gradino  poiché,  per  evitare
fenomeni di instabilità dell’elicottero, l’autopilota presenta dei rate limiter in
ingresso.
Ne conseguono dei  comandi  con andamento iniziale  di  tipo “rampa”,  la  cui
pendenza  è limitata a 3 m/s2 per le velocità e ad 1 rad/s per l’angolo ψ.
Queste limitazioni in slew rate, insieme ai massimi valori comandabili, possono
essere espressamente considerati come vincoli sugli ingressi nella formulazione
del problema di ottimizzazione del MPC.
Figura 3.6 Risposta a segnale di controllo VHB = 10 m/s.
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Figura 3.7 Risposta a segnale di controllo UHB = 10 m/s.
Figura 3.8 Risposta a segnale di controllo WHB = -10 m/s.
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Figura 3.9 Risposta a segnale di controllo ψ = 90 deg
Come risulta dalle immagini, i comandi in velocità longitudinale e trasversale
hanno  una  dinamica  leggermente  più  lenta  rispetto  ai  comandi  in  velocità
verticale  o  di  rotazione  ψ,  ma  in  generale  la  risposta  in  ciclo  chiuso  è
assimilabile a quella di un secondo ordine.
Anche  gli  effetti  di  accoppiamento  tra  diversi  comandi  sono  poco  marcati,
pertanto  il  comportamento  dell’UAV  controllato  in  velocità  mediante
l’autopilota  è  stato  semplificato  approssimandolo  con  opportune  funzioni  di
trasferimento.
In  figura 3.10 (a,b,c,d) sono riportate a confronto le risposte in ciclo chiuso
reali ed approssimate per due comandi in velocità (1m/s e 10m/s su tutti gli





















































Figura 3.10 Confronto tra risposta reale del sistema ed approssimazione con
funzioni di secondo ordine
Le quattro funzioni  di  trasferimento riportate  a fianco delle  immagini  sono





Considerando la dinamica approssimata mediante le funzioni di trasferimento e
trasformando  le  velocità  istantanee  dell’UAV  dagli  assi  corpo  orizzontali,
precedentemente definiti, al sistema di riferimento inerziale per la navigazione
(terra piatta non rotante), si può descrivere la traiettoria del mezzo.
Figura 3.11 Modello completo del sistema
Complessivamente la posizione di un generico follower della formazione, in un
qualsiasi istante, risponde al sistema di equazioni differenziali:
   {
x˙I = U ⋅cosψ − V ⋅sin ψ
y˙ I = U ⋅sin ψ + V ⋅cosψ
z˙I = W
U˙ = ax
V˙ = a y
W˙ = az
ψ˙ = qz
a˙x = −ωuζuU˙ − ωu
2 U + ωu
2 UCTRL
a˙ y = −ωv ζv V˙ − ωv
2 V + ωv
2 VCTRL
a˙z = −ωw ζw W˙ − ωw
2 W + ωw
2 W CTRL
q˙z = −ωψζψ ψ˙ − ωψ
2 ψ + ωψ
2 ψCTRL














in cui U, V, W, ax , ay , az indicano rispettivamente velocità e accelerazioni nel
sistema di riferimento assi corpo orizzontali (abbreviando la notazione  UHB ,
VHB e WHB usate in precedenza).
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Nel  sistema  di  riferimento  inerziale  globale,  comune  a  tutti  gli  UAV della
formazione,  si  è  indicata  la  posizione  assoluta  del  generico  follower  con  le
coordinate xI , yI e zI .
Il sistema (3.12) si presenta non lineare a causa dei termini sinusoidali in ψ,
composto  dalle  equazioni  (d-e-f-g-h-i-l-m) che descrivono la  risposta  LTI ai
controlli,  indipendenti  dalle  (a-b-c),  per  cui  facilmente  integrabili  in  forma
discreta, noti gli ingressi.
Per gestire la formazione viene introdotto un loop di controllo più esterno al
sistema di figura 3.11, che si occupa di calcolare in ogni istante le velocità di
riferimento  per  l’autopilota  a  cui  corrisponde  la  traiettoria  ottimale  per






Il sistema di equazioni differenziali non lineari  (3.12) fornisce una descrizione
sufficientemente accurata della dinamica dell’UAV che si vuole controllare.
Si  osserva  inoltre  che  tutti  gli  stati  del  sistema  (posizioni,  velocità,
accelerazioni,  orientamento)  possono  essere  misurati  tramite  sistema  di
posizionamento GPS e IMU (inertial  measurement unit),  avendo quindi  un
feedback completo.
Figura 3.13 Gestore formazione MPC
Il model predictive controller (figura 3.13) si preconfigura in pratica come un
motion  planner  per  ciascun  follower,  limitatamente  all’orizzonte  delle
previsioni,  che  cerca  di  tracciare  al  meglio  la  traiettoria  desiderata
considerando i vari vincoli. In particolare saranno definite delle restrizioni per
le coordinate di posizione xi ,yi e zi al fine di evitare l’impatto con altri follower,
o anche con eventuali ostacoli esterni.
Sarà infine opportuno considerare esplicitamente la presenza dei rate limiter ed
introdurre  dei  limiti  alle  massime  velocità  comandabili,  in  modo  che  la
predizione del modello sia il più possibile fedele al comportamento reale.
In  questo  contesto  l’esecuzione  del  processo  di  ottimizzazione  del  MPC
necessita,  oltre  che  di  un  feedback  sugli  stati   del  singolo  UAV,  anche  di
ricevere  informazioni  dal  leader  (moto  previsto  e  formazione  richiesta)  per
poter definire la propria traiettoria e di scambiare informazioni con gli altri
60
3. MPC per la gestione di una formazione di UAV
follower (traiettorie previste) per formulare i vincoli di collision avoidance.
Dal momento che il processo di ottimizzazione del model predictive controller
fornisce, oltre alle variabili di controllo, anche le predizioni future di stati e
uscite, saranno queste informazioni ad essere scambiate tra i vari follower.
Da un punto di vista pratico il MPC implementato si compone di vari “blocchi”
con diverse funzioni (figura 3.14) che vanno dall’identificazione della traiettoria
che  deve  tracciare  uno  specifico  follower,  nota  quella  del  leader,  ad  altre
funzioni che risultano più strettamente connesse con la formulazione vera e
propria del MPC.
Figura 3.14 Struttura a blocchi del controllore (rappresentazione semplificata)
Tra queste ultime rientra la definizione del  modello approssimato LTV, che
deve essere eseguita ad ogni ciclo di controllo ed il calcolo di opportuni vincoli
convessi lineari che traducano il requisito di collision avoidance.
Tutte  queste  funzioni  sono  ausiliarie  alla  formulazione  del  problema  di
ottimizzazione del MPC, la cui risoluzione è eseguita dal blocco principale.
Nei successivi paragrafi (par. 3.4.2, 3.4.3, 3.4.4, 3.4.5, 3.4.6) saranno descritte




La formazione che si  vuole  realizzare  (figura 3.15)  è  una formazione rigida
quasi-piana.  Le posizioni  dei  vari  UAV non devono necessariamente giacere
tutte nel medesimo piano orizzontale – sono cioè possibili degli offset di quota
–  ma  la  formazione  nel  suo  insieme  deve  rispondere  ad  un  moto  di
rototraslazione rigida, solidale al leader.
L’unica  rotazione  possibile  per  la  formazione  (intesa  come  corpo  rigido)  è
quella intorno all’asse verticale locale, che segue l’orientamento ψ del leader.
La precisa disposizione è comunicata dal leader ai follower mediante la matrice
[F],  composta  dai  valori  di  offset  di  posizione  e  angolo  ψ  (quest’ultimo
tipicamente nullo, in quanto è richiesto l’allineamento) tra il leader e ciascun
follower.
Figura 3.15 Definizione della formazione per il caso di due follower
Tale  matrice  può essere mantenuta costante  nel  tempo (formazione fissa) o
modificata in un generico istante (riconfigurazione).
Infine è anche possibile variare [F] con continuità nel tempo per realizzare delle
evoluzioni  più  complesse;  in  quest’ultimo  caso,  non  esaminato,  decade  la
definizione di formazione rigida.
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Figura 3.16 Blocco per il calcolo della traiettoria teorica
Il  blocco  evidenziato  in  figura  3.16, sulla  base  di  semplici  considerazioni
geometriche, calcola per il  j-esimo follower la traiettoria teorica da tracciare
per tutto l’orizzonte delle previsioni, nota quella del leader e la matrice [F].
r [k | p ]

















[ k | p]
+ [ cos(ψ[k | p ]
L ) −sin(ψ[k | p ]
L ) 0 0
sin(ψ[k | p ]
L ) cos (ψ[ k | p ]
L ) 0 0
0 0 1 0
0 0 0 1
]⋅[ F j ,1F j ,2F j ,3F j ,4] [ k]
p = 1, 2, ... , N mpc
(3.17)
La  (3.17)  presuppone che il leader sia in grado di comunicare in anticipo la
traiettoria che seguirà durante l’orizzonte delle previsioni dei vari follower.
Data la brevità dell’orizzonte (circa 2 secondi) si può assumere che il leader sia
in grado di stimare la sua traiettoria per l’arco temporale futuro partendo da
posizione, velocità e accelerazioni (lineari e angolari) misurati in ogni istante e
dai comandi del pilota.
In questo caso, assunto che un operatore stia controllando il leader mediante





Nel secondo blocco (figura 3.18), ad ogni ciclo del MPC, vengono calcolate le
matrici  Jacobiane  del  sistema  (3.12)  rispetto  a  stati  e  ingressi  lungo  la
traiettoria  nominale  dell’UAV,  che  forniscono  le  matrici  [A] e  [B] per  il
problema di ottimizzazione.
Figura 3.18 Creazione del modello LTV
L’espressione generale delle matrici Jacobiane per il sistema (3.12) risulta:
J f , x =
= [
c(ψ) −s (ψ) 0 −u⋅s(ψ)−v⋅c (ψ) 0 0 0 0
s (ψ) c (ψ) 0 u⋅c (ψ)−v⋅sψ 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 11 x3 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
−ωu
2 0 0 0 −ωuζu 0 0 0
0 −ωv
2 0 0 0 −ωv ζv 0 0
0 0 −ωw
2 0 0 0 −ωw ζw 0
0 0 0 −ωψ





                J f ,u = [ 0 7x 4ωu2 0 0 00 ωv2 0 00 0 ωz2 0
0 0 0 ωψ
2
]                (3.19 b)
in cui con s(ψ) e c(ψ) si sono indicati seno e coseno dell’angolo ψ.
L’approssimazione LTV del sistema dinamico (3.12) si ottiene valutando Jf(x) e
Jf(u) lungo la traiettoria nominale di stati e ingressi.
Si osserva che la prima di queste due matrici dipende solo da U, V e ψ, mentre
la seconda è una matrice costante, quindi può essere calcolata solo una volta e
non ciclicamente.
Ad ogni step  p dell’orizzonte delle previsioni corrispondono quindi le matrici
dinamiche e degli ingressi:
[A] k | p = J f , x(U ,V ,ψ) |U^ k | p , V^ k | p , ψ^ k| p
[B] k | p = J f , u = cost .
(3.20 a)
(3.20 b)
Per  il  calcolo  della  (3.20  a)  la  strategia  classica  prevede  ad  ogni  ciclo  di
controllo  di  usare come traiettoria nominale la sequenza degli  stati  u,  v,  ψ
predetti dal MPC al ciclo precedente.
Si  è  scelto  invece  di  adottare  un  altro  metodo,  ottenendo  una  traiettoria
nominale più accurata, con un sensibile miglioramento delle prestazioni.
La sequenza di U, V, ψ predetta dal MPC è infatti basata sugli stati misurati
al ciclo precedente (Tmpc = 200 ms) e su un modello approssimato (LTV).
Partendo invece dagli stati misurati al ciclo attuale e considerando la sequenza
degli ingressi ottimi calcolati dal MPC , la traiettoria nominale di U, V, W, ax,
ay, az, ψ e qz per l’orizzonte delle previsioni può essere calcolata integrando (in
forma  discreta)  la  risposta  dell’autopilota (3.12  –  d,e,f,g,h,l,i,m),  che  si
presenta come sistema LTI.
Nota a questo punto l’evoluzione temporale delle variabili  U, V e ψ si può
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procedere con l’ulteriore integrazione discreta delle (3.12 – a,b,c) completando
la valutazione della traiettoria nominale degli stati e calcolando la matrice [A]
per ogni step futuro p.
Le due matrici [A] e [B] sono quindi discretizzate (usando il metodo di Eulero)
con tempo di campionamento Tmpc ed è infine calcolato il vettore d[p] derivante
dalla linearizzazione.
Grazie a queste elaborazioni il blocco di approssimazione LTV, partendo dagli
stati misurati e dalla sequenza dei controlli ottimi, fornisce ad ogni istante k le
traiettorie nominali di input e stati e le matrici [A] e [B] per tutti gli istanti
temporali futuri p, secondo il procedimento riepilogato di seguito.
♦ INPUT: stati misurati x[k]meas e sequenza ottima degli ingressi ~uopt
♦ STEP 1: Calcolo della traiettoria nominale degli stati noto lo stato iniziale
(misurato) e la sequenza nominale ottima degli ingressi, predetta dal MPC al
ciclo precedente.
u^k | p = ~uopt ( p+1)
x^k |p = x^k |p(x [k ]
meas , u^k | 1 , u^k | 2 , ... , u^k |p)
 STEP 2:  ♦ Calcolo per ogni  step futuro p delle matrici  [A] e [B],  come
Jacobiane del sistema (3.12) e del vettore d[k|p].
[A] k | p = J f , x ( x^k | p)
[B] k | p = J f , u = cost .
d^ k | p = x^k | p+1 − [ Ad]k | p x^k | p − [Bd]k | p u^k | p
 STEP 3:♦  Discretizzazione delle matrici [A] e [B]
[Ad ] k | p = I + T mpc ⋅[A] k | p [Bd] k | p = T mpc ⋅[B] k | p




Il  terzo  blocco  svolge  la  funzione  di  trasformare  il  requisito  di  collision
avoidance tra i vari UAV in opportuni vincoli lineari convessi per il problema
di ottimizzazione.
Figura 3.21 Creazione vincoli lineari di collision avoidance
Il moto di ciascun UAV è stato fin qui descritto mediante la cinematica di un
punto materiale,  mentre  adesso diventa necessario  considerare le  dimensioni
effettive dell’elicottero.
Si è pertanto definita una “zona privata” per ciascun UAV, che non deve essere
violata dagli altri velivoli della formazione, per assicurare che il volo si svolga
in sicurezza.
Il confine di questa zona è definito da una sfera centrata nell’UAV (punto di
coordinate xi , yi , zi) di opportuno raggio rUAV.
Il  raggio  dev’essere  scelto  in  modo  che  la  sfera  contenga  al  suo  interno  il
velivolo,  prevedendo  anche  degli  inevitabili  margini  di  sicurezza  legati  alla
presenza disturbi e fattori d’incertezza.
Assunto che leader e follower abbiano tutti le stesse dimensioni e che si possa
considerare per tutti una zona privata caratterizzata dal medesimo valore di
rUAV,  il  requisito di  collision avoidance si  traduce in un vincolo di  distanza
minima da rispettare tra follower e follower e tra follower e leader, in pratica:
d i −obs = √ (x i −xobs)2 + ( y i − yobs)2 + (zi −zobs)2 > dsafe = 2⋅rUAV (3.22)
Il  vincolo  di  distanza  punto-punto  espresso  dalla  (3.22)  oltre  a  essere  non
lineare  è  anche  non  convesso,  quindi  non  può  essere  utilizzato  nella
67
3. MPC per la gestione di una formazione di UAV
formulazione del problema del MPC.
Al contrario, la distanza di un punto da un piano può essere espressa come
prodotto scalare (lineare) ed usato come vincolo in forma di disuguaglianza, in
quanto il semispazio generato è uno spazio convesso (par. 2.3.2) che può essere
intersecato con altri semispazi dello stesso tipo, ottenendo sempre uno spazio
convesso.
Si è scelto quindi di imporre il vincolo di collision avoidance tra i vari UAV
mediante dei piani opportunamente collocati nello spazio.
Il posizionamento dei piani-vincolo non è univoca, ma la scelta più ragionevole
è quella di usare dei piani normali alla congiungente tra UAV e ostacolo, con
distanza rsafe da quest’ultimo (figura 3.23).
Figura 3.23 Imposizione di vincoli lineari mediante piani (semplificazione 2D)
Il vincolo si esprime quindi:
n^obs⋅( x⃗i −x⃗obs) > d safe ⇒ n^obs ⋅⃗x i > d safe + n^obs ⋅⃗xobs ⇒ [K ] ⋅⃗x i > c (3.24)
dove nobs indica la normale diretta dall’ostacolo all’UAV mentre xobs e xi sono i
relativi vettori posizione, nel sistema di riferimento globale.
La linearità del vincolo presuppone che i termini [K] e c non dipendano a loro
volta dalle variabili di ottimizzazione: devono cioè essere pre-computati prima
di risolvere il problema. Da un punto di vista pratico questo significa definire in
anticipo  i  piani-vincolo  per  ogni  step  futuro  p,  sopprimendo la  dipendenza
dall’effettivo moto dell’UAV e dell’ostacolo durante l’orizzonte delle previsioni
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in favore di una loro valutazione preventiva.
Per il calcolo della normale nobs nella (3.24) si ricorre anche in questo caso alle
posizioni dell’UAV e dell’ostacolo predette dal MPC al ciclo precedente, che
pur non coincidendo con quelle effettive, ne sono una buona approssimazione,
corretta ricorsivamente.
Ripetendo  per  ogni  ostacolo  e  generalizzando  ad  ogni  step,  si  ottengono  i
vincoli lineari convessi per il problema:
{
g1 [k | p]( x⃗ i) :
x⃗ i[ k−1 | p+1 ] −x⃗obs 1[ k−1 | p+1 ]
|| x⃗ i [k−1| p+1] − x⃗obs1 [k−1| p+1] ||
⋅⃗xi > d safe +
x⃗ i [k−1| p+1] − x⃗obs1 [k−1| p+1]
|| x⃗ i[ k−1 | p+1 ] −x⃗obs 1[ k−1 | p+1 ] ||
⋅⃗xobs 1[k−1 |p+1]
g2 [k | p]( x⃗ i) :
x⃗ i[ k−1 | p+1 ] −x⃗obs 2[ k−1 | p+1 ]
|| x⃗ i [k−1 | p+1] − x⃗obs2 [k−1| p+1] ||
⋅⃗xi > d safe +
x⃗ i [k−1| p+1] − x⃗obs2 [k−1| p+1]
|| x⃗ i[ k−1 | p+1 ] −x⃗obs 2[ k−1 | p+1 ] ||
⋅⃗xobs 2[ k−1 | p+1]
...
gn [k | p]( x⃗ i) :
x⃗ i[ k−1 | p+1 ] −x⃗obs n[ k−1 | p+1 ]
|| x⃗ i [k−1| p+1] − x⃗obs n [k−1| p+1] ||
⋅⃗xi > dsafe +
x⃗ i [k−1| p+1] − x⃗obs n [k−1 |p+1]
|| x⃗ i[ k−1 | p+1 ] −x⃗obs n[ k−1 | p+1 ] ||
⋅⃗xobs n[ k−1 | p+1 ]
(3.25)
dove  n indica  il  generico  numero  di  ostacoli  presenti.  In  forma  matriciale







} = [ K n x 3 ]
[k | p]








} p = 1 , ... , Nmpc (3.26)
In sintesi il blocco di collision avoidance, in ogni istante k in cui viene eseguito
il controllo del MPC, si occupa di generare per il problema di ottimizzazione p
istanze della matrice [K] e del vettore c.
La  figura 3.27 fornisce un’intuitiva interpretazione grafica dei vincoli, per un
caso semplificato (spazio bidimensionale, Nmpc= 3, n° ostacoli = 3).
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p = 1 p = 2 p = 3
Figura 3.27 Regione ammissibile nel piano in presenza di tre ostacoli
 
I vincoli posti nella forma (3.26) sono del tipo “hard costraints” ed ammettono
soluzioni  anche  estremamente  vicine  ai  confini.  La  presenza  di  inevitabili
disturbi ed errori di modello possono nella pratica portare l’UAV a violare tali
vincoli, creando anche errori numerici legati alla non fattibilità del problema di
ottimizzazione.
Per risolvere questo inconveniente sono state valutate due possibilità:
    ♦ Barrier function
    ♦ Soft Costraints
Barrier function
Il metodo barrier function prevede di rimpiazzare i vincoli introducendo delle
opportune funzioni continue Φ(g(x)), che tendono ad infinito con l’avvicinarsi
ai confini della regione ammissibile, sommandole alla funzione obbiettivo del
MPC. In questo modo si penalizzano le soluzioni vicine ai confini, spostando il
minimo globale. Le forme più usate sono quella logaritmica e quella inversa.
ϕlog (gi(x)) = −k1 log(d i −obs) = −k1 log([K ] i ⋅⃗x −c i)
ϕinv(gi(x)) = k 2 /(d i −obs) =
k 2




Queste funzioni sono definite, continue e convesse solo all’interno della regione
ammissibile, ma non al di fuori. Sarà quindi essenziale spostare a sufficienza dai
confini eventuali minimi, mediante una corretta taratura dei coefficienti k1 o k2.
Infatti, nell’eventualità che l’UAV oltrepassi i vincoli, si perde la convessità del
problema con l’impossibilità  di  ottenere  una soluzione o ottenendo risultati
inattesi (comparsa di nuovi minimi, figura 3.29).
Figura 3.29 Funzione obbiettivo con metodo barrier function (due variabili)
Le  funzioni  (3.28)  in  generale  non  sono  mai  nulle  o  costanti  nella  regione
ammissibile e tendono ad influenzare sempre la soluzione, anche ad una certa
distanza dai vincoli.
Non godendo della convessità in senso stretto, tali funzioni non sono neanche
supportate da molti tool di ottimizzazione convessa.
Sulla base di queste considerazioni, confermate anche da evidenze pratiche non
soddisfacenti,  si  è deciso di adottare una soluzione alternativa,  basata sulla
formulazione “soft” dei vincoli.
Soft Costraints
La formulazione “soft” dei vincoli, come visto al paragrafo 2.4.2, è molto simile
al metodo barrier function; anche in questo caso i vincoli vengono rimpiazzati
da opportune funzioni di penalità.
Tuttavia con il primo metodo si penalizzano le soluzioni che si avvicinano ai
vincoli, mentre con il secondo quelle che li oltrepassano.
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Le  funzioni  di  penalità  dei  “soft  costraint”  sono  scelte  in  modo  da  essere
convesse e definite in tutto il dominio, quindi il problema di ottimizzazione
ammette  sempre  soluzione,  facilmente  calcolabile  con opportuni  algoritmi  o
solutori dedicati.
Ovviamente  il  superamento  dei  vincoli  di  collision  avoidance  non  è  mai
desiderabile:  è  stata  quindi  introdotta  per  ciascun  UAV  una  zona  di
penalizzazione,  esterna  alla  “zona  privata”,  in  cui  iniziano  ad  agire  i  “soft
costraint”.
 
ϵ⃗ = r⃗ pen − [K ] x⃗ + c⃗
ϕi(ϵ i) = k Lϵ i
+ + (kQϵ i
+) q
ϕpen( ϵ⃗) = ∑
i
obs
( k Lϵ i+ + (kQϵ i+) q )
Figura 3.30 Penality zone per vincoli posti in forma soft
Per il termine di penalizzazione si è scelta la forma riporta in figura (3.30),
dove ε+ indica la parte positiva di ε. Il risultato che si ottiene è simile a quello
delle  barrier  function,  con  funzioni  che  crescono  molto  velocemente
avvicinandosi agli “hard costraint” (rimossi), ma che restano sempre definite.
Da un punto di vista strettamente teorico quindi restano ammissibili  anche
soluzioni che violino i vincoli ma, con un’adeguata scelta dei coefficienti kL, kQ,
q, queste non sono possibili nella pratica, in quanto caratterizzate da valori




Tramite  i  vincoli  sugli  ingressi  si  possono  imporre  dei  limiti  alle  massime
velocità richieste all’autopilota nella forma:
[−5m /s−6m / s−5m /s ] ≤ [UCTRLV CTRLW CTRL] ≤ [
8 m /s
6 m /s
5 m /s ] (3.31)
I valori scelti sono più bassi rispetto alle velocità di punta del TREX500; i test
condotti su formazioni molto compatte (cap. 4) e l’orizzonte delle previsioni
piuttosto breve suggeriscono di non spingersi oltre tali valori.
Si può inoltre tenere conto della presenza dei rate limiter, evitando di generare
sequenze  di  controllo  che  poi  risulterebbero  inattuabili.  Considerando  che
l’ottimizzazione è  eseguita su un modello  discreto il  requisito è espresso  in
termini di variazione finita nell’unita di tempo.
[ | ΔUCTRL || ΔV CTRL || ΔW CTRL || Δ ψCTRL | ] = [
| U [ p]CTRL − U [p −1 ]CTRL |
| V [p ]CTRL − V [p −1 ]CTRL |
| W [ p]CTRL − W [p −1]CTRL |
| ψ[p ]CTRL − ψ[p −1 ]CTRL |




1 rad / s
] ⋅T mpc (3.32)
L’importanza dei vincoli (3.32) è stata evidenziata anche nel corso di alcune
simulazioni,  in  cui  si  è  visto  che  la  loro  rimozione  crea  degli  input  per
l’autopilota che talvolta, oltre a non essere attuabili, innescano delle dinamiche
instabilizzanti per il sistema. Il fenomeno scompare introducendo nuovamente i
vincoli o penalizzando rapide escursioni mediante la matrice [Rδu].
3.4.6 ­ Formulazione e risoluzione del MPC
Nei paragrafi precedenti di questo capitolo si sono ricavati i dati necessari per
formulare  il  problema  del  MPC,  ovvero:  traiettoria  da  seguire,  modello
predittivo,  vincoli.  La  forma  definitiva  del  problema  di  ottimizzazione  è
riportata in (3.33) a pagina seguente.
Tra i vincoli del problema compare lo stato iniziale, necessario per il modello
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predittivo LTV e acquisito dai sensori installati a bordo. Inoltre è introdotto





[ ( y [ p] −r[p ])[Q ] ( y[ p] −r[p ]) + (u[ p ])[R](u[p ]) + (u[ p] −u[p−1]) [RΔu] (u[ p] −u[p−1]) + ...
 
... + (k Lϵ[p ]
+ + (kQϵ[ p]
+ )q)]
subject  to
x[p+1] = [ Ad] p x [p ] + [Bd ]p u[ p] + d^ [ p]
y [ p] = [Cd ] x [p ]
ϵ[ p] = r pen − [K ] [ p] y [p ] + c [p ]
x[0 ] = xk
meas
u[−1] = u[k−1 |0]
opt
umin ≤ u[ p] ≤ umax
| u[ p] − u[ p−1 ] |≤ Smax
(3.33)
Quest’ultima informazione  è  necessaria  affinché  i  vincoli  in  slew rate  siano
rispettati non solo all’interno dell’orizzonte delle previsioni ma anche tra un
ciclo del MPC e il successivo.
Per Q, R e RΔu si sono adottate matrici diagonali selezionandone i termini sulla
base di considerazioni logiche, affinando poi i valori durante le simulazioni per
ottenere il comportamento migliore.
In particolare:
Q = [ 10 0 0 00 10 0 00 0 10 00 0 0 90]   R = [
0.2 0 0 0
0 0.2 0 0
0 0 0.2 0
0 0 0 0]   RΔu = [
1.5 0 0 0
0 1.5 0 0
0 0 1.5 0
0 0 0 4]
I  termini  riferiti  all’angolo  ψ  sono  generalmente  più  grandi  solo  per  una
questione di unità di misura (ψ è espresso in radianti, la posizione in metri).
Per quanto riguarda le distanze di sicurezza si è invece adottato:
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dsafe = 2.5m d pen = 3.9m
dove la prima è la minima distanza ammissibile tra gli UAV, mentre la seconda
è  la  distanza  al  di  sotto  della  quale  corrisponde  una  penalizzazione  nella
funzione obbiettivo.
Per i vari coefficienti di penalizzazione si è invece scelto:
k L = 8000 , kQ = 4.1 , q = 6.2     →    ϕpen(ϵ) = 8 ⋅103 ϵ+ + (4.1ϵ+) 6.2
Un  ultimo  aspetto,  di  importanza  cruciale,  è  la  scelta  della  lunghezza
dell’orizzonte e il tempo di discretizzazione del modello usato per le predizioni.
Per  come  è  stato  impostato  il  problema,  ed  in  particolare  lo  scambio  di
informazioni tra il leader e i vari follower, il tempo Tmpc di discretizzazione deve
coincidere anche con la frequenza di esecuzione del loop del MPC.
In linea teorica il comportamento migliore si ottiene con orizzonti lunghi ed
aumentando la frequenza del ciclo di controllo.
Da  un  punto  di  vista  pratico  allungare  temporalmente  l’orizzonte  delle
previsioni e ridurre Tmpc significa aumentare il numero di step Nmpc del problema
(3.31),  comportando  una  rapida  crescita  del  numero  delle  variabili  di
ottimizzazione.
A  questo  aumento  di  complessità  si  somma  anche  la  riduzione  del  tempo
disponibile per risolvere in tempo reale l’ottimizzazione convessa.
Infine,  il  comportamento  futuro  dell’UAV  è  stimato  mediante  un  modello
approssimato, perciò ci si deve aspettare un errore crescente spostandosi avanti
nel tempo; è quindi controproducente adottare orizzonti troppo lunghi.
Sulla base di queste considerazioni si è scelto:
T mpc = 200 ms N mpc = 10 T pred = 2.0 s
Per  la  risoluzione  del  problema  complessivo  (3.33)  ci  si  è  appoggiati  a
CVXGEN, un code generator che permette di formulare in termini parametrici
un problema QP (di piccole-medie dimensioni) personalizzato.
Partendo dalla definizione del problema, CXVGEN genera un solutore estrema-
mente efficiente e robusto, in codice sorgente C/C++, che può essere compilato
sia per una sua integrazione in ambiente di simulazione (Matlab/Simulink) sia
75
3. MPC per la gestione di una formazione di UAV
in  codice  macchina,  per  una  eventuale  integrazione  nel  flight  management
system dell’UAV.
Ad ogni ciclo di controllo vengono passati al solutore i parametri istantanei
(traiettoria  di  riferimento,  matrici  del  sistema,  vincoli,  condizioni  iniziali)
ottenendo in ritorno la soluzione.
I tempi di ottenimento della soluzione (su PC desktop i5-2320 64bit) sono di
circa 3.5 ms, con leggere deviazioni intorno al valore medio, quindi ben due
ordini  di  grandezza  inferiori  rispetto  al  tempo  con  cui  viene  eseguito  il
controllo.
L’efficienza del solutore CVXGEN è quindi compatibile con un impiego online
del metodo proposto.
I  primi valori  di  velocità e l’angolo  ψ della  sequenza di  controllo  ottimale,
ottenuti con frequenza di 5Hz, sono poi usati come input per il loop più interno
dell’autopilota, eseguito a frequenza molto più elevata.
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Nel capitolo precedente si sono mostrate in via teorica le operazioni necessarie
per implementare un controllore MPC dedicato al controllo della formazione,
specificando soluzioni e strategie adottate e descrivendo i criteri di selezione dei
principali parametri.
Per saggiare le effettive capacità del metodo proposto ci si è affidati a delle
simulazioni,  modellando  in  simulink  il  sistema  di  controllo  e  verificando  le
performance  in  varie  situazioni  operative;  questo  capitolo  ne  raccoglie  i
risultati.
Il  primo aspetto  indagato è  stata l’effettiva capacità di  tracking del  MPC,
verificando  innanzitutto  la  bontà  del  metodo  per  controllare  il  sistema
nominale  non  lineare.  Successivamente  si  è  verificata  la  robustezza  del
controllore  indagando  il  comportamento  con  il  sistema  reale,  differente  da
quello nominale per le varie approssimazioni di modellazione introdotte al par.
3.3.1.
Il  secondo  aspetto  approfondito  è  quello  del  collision avoidance;  sono  stati
testati alcuni casi critici per un certo numero di UAV, dimostrando in ogni
situazione il rispetto delle distanze di sicurezza.
Un’ultima simulazione è stata infine eseguita per verificare il comportamento
complessivo della formazione, composta da leader e quattro follower, in una
generica situazione operativa caratterizzata da acquisizione e riconfigurazione
della formazione, con moto arbitrario del leader e vincoli di collision avoidance.
4.2 ­ Trajectory tracking performance
Lo scopo principale di queste simulazioni è quello di verificare la capacità del
Model  Predictive  Controller  di  generare  degli  input  per  l’autopilota  che
garantiscano effettivamente buone capacità di inseguimento. Questo requisito si
tradurrà  all’atto  pratico  nella  capacità  di  mantenere  con  accuratezza  la
posizione desiderata all’interno della formazione.
La traiettoria di riferimento usata per le simulazioni è quella riportata in figura















1 0 12 Posizione statica (hovering) 0.0 0.0 0 m
2 12 20
Accelerazione uniforme fino a
V = 4 m/s e aumento di quota
Δh = +2 m
2.0 4.0 16 m
3 20 40
Virata  a V = 4 m/s costante e
rateo ω = 9deg/s
4.0 4.0 96 m
4 40 100
Traiettoria “random” ottenuta per
sovrapposizione di termini lineari,
sinusoidali ed esponenziali
3.7 5.6 315 m




Il test è stato eseguito in primo luogo sul modello nominale dell’elicottero usato
per formulare il MPC. Questo è servito inizialmente per tarate le matrici peso,
i vari coefficienti e selezionare tempi e step dell’orizzonte predittivo ed avere in
seguito un termine di paragone per i test sul sistema reale.
L’obbiettivo di questa simulazione è quello di valutare gli errori dovuti alla
frequenza relativamente  bassa  con cui  viene  eseguito  il  ciclo  di  controllo  e
all’approssimazione  LTV  usata  per  le  predizioni.  Tale  approssimazione
introduce errori su due fronti: gli stati futuri predetti per il leader, su cui si
basa il tracking dei follower, e gli stati futuri predetti per i follower, su cui si
basa l’ottimizzazione dei controlli.
Per evitare di introdurre ulteriori errori di tracking dovuti alla non fattibilità
della  traiettoria  si  è  scelto  di  far  percorrere  al  leader  la  traiettoria  di
riferimento  (figura  4.1),  richiedendo  contemporaneamente  al  follower  di
mantenere una posizione coincidente con quella del leader (per questo test sono
stati soppressi i vincoli di collision avoidance).
Leader e follower condividono infatti lo stesso comportamento dinamico, per
cui una traiettoria percorsa dal primo è teoricamente ed esattamente fattibile
anche  per  il  secondo.  L’errore  di  tracking  riportato  nelle  seguenti  figure  è
quindi la distanza istantanea tra follower e leader.
Figura 4.2 a Errore tracking (componenti)
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Figura 4.2 b Errore tracking (assoluto)
I risultati ottenuti, come mostrano i grafici 4.2a e 4.2b, sono molto buoni, con
errori  di  posizione  che  si  mantengono  nell’ordine  di  grandezza  di  alcuni
centimetri. L’unica piccola eccezione si ha per t = 40s, che tuttavia è un punto
di discontinuità per la velocità della traiettoria di riferimento.




La robustezza del controllore MPC è stata verificata ripetendo la simulazione
precedente,  mantenendo  il  modello  nominale  per  le  predizioni  e
l’ottimizzazione,  ma  descrivendo  la  dinamica  dell’UAV  introducendo
discrepanze nel modello e aggiungendo disturbi esterni.
In particolare è stata assunta una risposta più lenta dell’autopilota, riducendo i
valori  di  pulsazione  ω del  30% e  cambiando  gli  smorzamenti  ζ di  ±20%
rispetto al modello presentato al capitolo 3 (formula 3.12).
Si sono inoltre introdotti dei termini di accoppiamento tra  U e  V tramite la
velocità  angolare  dψ/dt e  dei  disturbi  generici  di  tipo  sinusoidale  sulle
accelerazioni  nei  tre  assi.  Infine  è  stato  aggiunto  del  rumore  sui  valori
comandati all’autopilota.
La figura 4.4a mostra che anche in questo caso, seppure con errori leggermente
maggiori,  la  capacità  di  inseguire  la  posizione  desiderata  è  comunque  ben
assicurata dalla robustezza intrinseca del MPC.
Figura 4.4 a Errore tracking (componenti)
In termini assoluti, come mostra anche la successiva figura 4.4b, gli errori di
posizione hanno un valore medio di circa 10 centimetri, con picchi che restano
al di sotto dei 25 centimetri.
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Figura 4.4 b Errore tracking (assoluto)
L’andamento delle velocità segue un profilo molto simile a quello già osservato
(figura 4.3) nel caso nominale. In figura 4.5, in aggiunta, si è riportato anche
 
 
Figura 4.5 Velocità del follower nel sistema assi corpo orizzontali
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l’andamento degli input generati dal MPC (grigio chiaro, tratto sottile).
Si vuole infatti mostrare il profilo leggermente irregolare che li caratterizza, che
tende a correggere le incertezze e i disturbi introdotti nel modello dell’UAV.
Tali incertezze e disturbi, introdotti in questo paragrafo, sono stati mantenuti
anche in tutte le simulazioni seguenti, sia per garantire una maggior validità
dei risultati, sia per dimostrare l’efficacia del MPC in condizioni non nominali.
4.3 ­ Obstacole Avoidance performance
La capacità del MPC di generare traiettorie esenti da collisioni è uno degli
aspetti principali che ci ha guidati nella scelta di questa strategia di controllo.
Per verificarne la reale efficacia si è provveduto a simulare varie situazioni che
comportassero rischi di impatto tra i vari UAV della formazione, registrando ed
analizzando i risultati.
A titolo esplicativo si riporta un caso specifico di acquisizione della formazione,
in cui lo scenario è stato creato appositamente per risultare critico da un punto
di vista delle collisioni.
Come  mostrato  in  figura  4.6 quattro  follower,  partendo  da  una  arbitraria
posizione iniziale, devono assumere la formazione quadrata richiesta.
Le posizioni iniziali (figura 4.6, cerchietti grandi con nome) sono state scelte a
sfavore  dell’acquisizione,  cioè  prevedendo  delle  intersezioni  delle  traiettorie.
Durante l’acquisizione il leader non è fermo ma trasla con velocità uniforme.
Posizioni iniziali
Leader (1) UAV 2 UAV 3 UAV 4 UAV 5
Xin [m] 0.0 5.0 -5.0 8.0 2.0
Yin [m] 0.0 -5.0 -8.0 1.0 11.0
Zin [m] 4.0 2.0 3.0 6.0 3.6
Formazione richiesta
F = [ 4.5 0 0 00 −4.5 0 0−4.5 0 0 00 4.5 0 0]
84
4. Simulazioni e risultati
Figura 4.6 Condizioni iniziali per lo scenario simulato
La simulazione è stata eseguita, a parità di condizioni, due volte:
1) senza i vincoli di collision avoidance;
2) con vincoli di collision avoidance.
I risultati per i due casi, riportati ai seguenti par. 4.3.1 e 4.3.2, confermano che
l’introduzione  dei  vincoli  nel  problema  di  ottimizzazione  assicura  il




La  simulazione  di  acquisizione,  eseguita  rimuovendo  i  vincoli  di  collision
avoidance,  ci  mostra  che  lo  scenario  proposto  presenta  effettivamente  dei
pericoli  per il  volo. Le traiettorie seguite dai cinque UAV (leader e quattro
follower) sono visibili in figura 4.7.
Figura 4.7 Traiettorie seguite dai follower durante l’acquisizione della formazione
in assenza di vincoli di collision avoidance
Le distanze relative tra i vari UAV durante le manovre di acquisizione, sono
riportate nei grafici a pagina seguente (figura 4.8) per ciascuno dei follower.
La distanza minima di sicurezza di 2.5 metri è segnalata nei grafici mediante la
linea rossa a tratto grosso,  mentre la linea nera tratteggiata rappresenta la
distanza a cui inizierebbe la penalizzazione, nel caso in cui fossero presenti i
vincoli di collision avoidance.
Si  osserva che in varie circostanze le  distanze di  sicurezza vengono violate,
anche in maniera significativa.
Distanze minime
UAV2 - UAV4 UAV2 - Leader UAV2 - UAV5 UAV5 - Leader UAV3 - UAV4
240 cm 140 cm 70 cm 50 cm 20 cm
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Delle cinque violazioni,  considerando le dimensioni del  rotore dell’elicottero,
almeno tre comporterebbero inevitabilmente un impatto.
Figura 4.8 Distanze relative tra gli UAV in assenza di vincoli di collision avoidance
Dalla figura 4.8 si può rilevare anche il tempo di acquisizione della formazione
che, per tutti i follower, può essere quantificato in circa 6 secondi.
In questo arco temporale viene raggiunta la posizione desiderata, che per i vari
follower si trova ad una distanza compresa tra i  10 e i  15 metri rispetto alla
posizione iniziale. La velocità dei vari UAV, inizialmente nulla, raggiunge picchi
di circa  5-7 m/s, per poi stabilizzarsi sul valore di traslazione di  1 m/s  del
leader.
4.3.2 ­ Simulazione 3B: Collision Avoidance (costrained)
Mantenendo  lo  stesso  scenario  di  prova,  la  simulazione  è  stata  ripetuta
introducendo i vincoli anti-collisione, nella loro formulazione “softened”.
In questo caso è stata vincolata anche la quota minima, per evitare che le
manovre di avoidance potessero comportare un altrettanto critico impatto al
suolo. Le traiettorie sono riportate in figura 4.9.
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Figura 4.9 Traiettorie seguite dai follower durante l’acquisizione della formazione
in presenza di vincoli di collision avoidance
Rispetto al caso precedente si osserva che le traiettorie percorse sono impostate
diversamente;  i  vari  UAV  cercano  di  evitarsi  reciprocamente,  prediligendo
spostamenti con guadagno o perdita di quota.
Questo  comportamento  conferma  peraltro  l’ottimalità  del  MPC,  in  quanto
l’elicottero ha nella direzione verticale una risposta più rapida.
Figura 4.10 Distanze relative tra gli UAV con vincoli di collision avoidance
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I grafici delle distanze (figura 4.10) confermano che in ogni istante è sempre
garantito un buon margine di sicurezza.
La minore distanza assoluta si rileva tra l’UAV 2 e l’UAV 4, che raggiunge il
valore di 3.55 metri, quindi ben al di sopra della soglia dsafe = 2.5 m.
Questo  valore,  insieme  a  pochi  altri,  presenta  comunque  un  leggero
sconfinamento  all’interno  della  penality  zone,  cioè  una  violazione  dei  soft
costraint, che è comunque un comportamento previsto ed ammissibile.
Per quanto riguarda la formazione, si osserva un leggero e prevedibile aumento
di tempo per la sua realizzazione rispetto al caso non vincolato, in quanto le
traiettorie devono essere modificate. La formazione può considerarsi acquisita
dopo circa 8 secondi, 2 in più rispetto alla simulazione precedente.
Anche le velocità massime raggiunte sono leggermente inferiori, con picchi che
si mantengono nel range dei 4-6m/s.
Si  conclude  il  paragrafo  riportando  sinteticamente  alcune  evidenze,  rilevate
eseguendo la stessa simulazione per varie distanze dsafe e dpen.
Si è osservato che la distanza di sicurezza dsafe può essere aumentata e ridotta
arbitrariamente,  senza  particolari  effetti  sul  comportamento  di  collision
avoidance  degli  UAV,  purché  rimanga  compatibile  con  le  distanze  che
definiscono la formazione.
Al contrario, la distanza dpen è un parametro fondamentale insieme ai coefficien-
ti della penality function: è stato verificato che per valori dpen  - dsafe = 1.4 m i
casi esaminati non presentavano rischi, individuando in dpen – dsafe  < 1.0 m un
valore di soglia oltre cui possono verificarsi violazioni della collision zone.





Nei precedenti paragrafi si sono indagate separatamente le capacità di seguire
una traiettoria e le capacità di mantenere le distanze di sicurezza richieste.
A  completamento  di  questo  capitolo  si  riporta  un  caso  di  carattere  più
generale, in cui si illustra il comportamento complessivo della formazione.
4.4.1 ­ Simulazione 4: caso generale
Per questa simulazione si è fatta percorrere al leader una traiettoria arbitraria
(traiettoria di riferimento già vista al paragrafo 4.2) richiedendo ai follower di
acquisire  e  mantenere  durante  il  volo  una  formazione  a  V per  i  primi  35
secondi, passando poi ad una formazione quadrata, mantenuta fino al termine
della simulazione (t = 100 s).
La traiettoria tenuta dal leader (in rosso) e dai quattro follower durante la
simulazione è riportata in figura 4.11.
Figura 4.11 Traiettorie della formazione
I risultati di maggiore interesse, anche in questo caso, sono gli errori di tracking
dei vari follower rispetto alla posizione richiesta all’interno della formazione e le
distanze reciproche che vengono mantenute. Da questo punto di vista merita
particolare attenzione il cambio di formazione richiesto a  t = 35 s, eseguito
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mentre la formazione si trova già impegnata in una manovra di virata.
Un dettaglio delle traiettorie dei vari UAV durante il cambio di formazione è
riportato in figura 4.12.
Figura 4.12 Traiettorie durante il cambio di formazione
I grafici mostrano che anche in questo caso sono sempre rispettate le distanze
di sicurezza, sia durante la fase di riconfigurazione, sia durante le fasi iniziali di
acquisizione della formazione.
Figura 4.13 a Distanze relative tra gli UAV
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Figura 4.13 b Distanze relative tra gli UAV
La stessa simulazione, eseguita senza vincoli sulle distanze di sicurezza (di cui
non si riportano i risultati) aveva invece evidenziato il verificarsi di collisioni.
L’errore di tracking (figura 4.14) dei vari follower si attesta su valori medi di
circa 20 centimetri, con alcuni rari picchi che raggiungono i 30-40 centimetri,
soprattutto durante le fasi di manovra.
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Figura 4.14 Distanze relative tra gli UAV
Bisogna  osservare  che  a  differenza  del  trajectory  tracking  esaminato  al
paragrafo 4.2, in questo caso non è in generale verificata a priori la fattibilità
delle varie traiettorie seguite dai follower.
Gli errori maggiori possono quindi essere giustificati anche dai limiti dinamici
dell’UAV nel compiere certi tipi di evoluzioni. Il requisito fondamentale è che
anche  per  traiettorie  non  perfettamente  tracciabili  venga  sempre  assicurata
l’adeguata distanza tra tutti gli UAV, requisito quest’ultimo che risulta sempre
soddisfatto nelle simulazioni condotte.
Un’ultima informazione che si può ricavare dai grafici 4.14 riguarda il tempo di
acquisizione della formazione iniziale e quello per la successiva riconfigurazione.
Si nota che in generale l’UAV 5 si trova sempre nelle posizioni meno favorevoli,









Nel corso di questo lavoro è stata sviluppata una strategia di controllo per il
volo in formazione di velivoli appartenenti alla categoria dei RUAV.
Il caso approfondito prevedeva all’interno dello stormo la presenza di un leader,
libero  di  compiere  i  propri  spostamenti  indipendentemente  dalle  azioni
intraprese da tutti gli altri elementi della formazione (followers).
Assunto  per  il  leader  questo  comportamento  autonomo,  il  lavoro  si  è
concentrato  quindi  sulla  definizione  di  opportune  azioni  di  controllo  per  i
follower,  che  permettessero  di  acquisire  e  mantenere  al  meglio  la  posizione
richiesta all’interno della formazione.
Una delle principali problematiche affrontate ha riguardato l’implementazione
delle strategie di avoidance, atte a garantire la necessaria separazione tra gli
UAV.
Le  tecniche  per  la  gestione  di  formazioni  leader-follower  che  si  trovano  in
letteratura prevedono tipicamente lo sviluppo di appositi controllori di basso
livello, che si interfacciano con i comandi del velivolo e si occupano di inseguire
la traiettoria desiderata, abbinati a sistemi di più alto livello che verificano la
possibilità  di  collisioni  ed  intraprendono  quando  necessario  delle  manovre
correttive.
Queste soluzioni, sicuramente efficaci per formazioni ampie e per tutti i casi in
cui il rischio di collisione può considerarsi un evento occasionale, non sono state
ritenute adeguate per formazioni molto ravvicinate e numerose di RUAV, in cui
il la possibilità di impatto è tipicamente molto alta.
Nel caso esaminato si è scelto di affrontare i problemi di tracking ed avoidance
simultaneamente, eliminando il continuo passaggio di autorità tra due differenti
controllori che possono, per certi versi, presentare requisiti contrastanti.
Tra  i  vari  metodi  presi  in  esame,  la  maggior  parte  dei  quali  basati  sulla
minimizzazione di funzioni, è stato selezionato il Model Predictive Controller
per una notevole serie di vantaggi.
Il MPC permette di generare delle sequenze di controllo ottimali risolvendo un
ciclicamente  un  problema  QP,  in  cui  viene  esplicitamente  considerata
l’evoluzione dinamica del sistema e in cui possono essere introdotti dei vincoli.
La  gestione  della  formazione  è  stata  affrontata  realizzando  un  controllo
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distribuito ed estremamente modulare, in cui ciascuno dei follower risolve il suo
specifico  problema  di  ottimizzazione  MPC,  predicendo  i  suoi  stati  futuri  e
condividendo queste informazioni con gli altri UAV.
Proprio grazie a questa condivisione di dati è stato possibile formulare per i
vari UAV degli opportuni vincoli al problema di ottimizzazione, grazie ai quali
è stato introdotto il collision avoidance.
La  parte  più  sostanziosa  del  lavoro  si  è  concentrata  sulla  formulazione  del
problema di ottimizzazione per il quale, viste le esigenze di computazione in
tempo reale, si è riusciti a garantire la convessità.
Ad una prima individuazione  del  modello  per  le  predizioni  (non lineare)  è
seguito  lo  sviluppo di  una procedura iterative  di  approssimazione LTV per
assicurare la convessità e linearità del modello.
Un aspetto altrettanto importante è stato quello di  tradurre l’obbiettivo di
avoid  in vincoli anch’essi convessi e lineari per il MPC.
Si  è  infine  costruita  la  funzione  obbiettivo,  introducendo  la  traiettoria
obbiettivo e tarando parametri e matrici sulla base di considerazioni logiche e
affinazioni successive, appoggiandosi poi  ad un tool  esterno per ottenere ad
ogni loop di controllo e per ciascuno degli UAV la soluzione ottima.
La strategia di controllo proposta è stata testata eseguendo diverse simulazioni
in  vari  scenari,  valutando  il  comportamento  della  formazione  al  variare  di
numerosi  parametri  come le  distanze di  sicurezza,  il  numero di  follower,  la
disposizione geometrica richiesta e i tipi di manovre, ottenendo ottimi risultati.
I vincoli di collision avoidance introdotti nel problema di ottimizzazione si sono
rivelati  estremamente  efficaci,  garantendo  il  rispetto  delle  distanze  richieste
anche  con  formazioni  molto  ravvicinate  e  durante  l’esecuzione  di  manovre
critiche, in cui erano previste intersezioni multiple delle traiettorie.
In conclusione si può affermare che il controllo predittivo per la gestione di una
formazione,  per  quanto  rappresenti  una  scelta  atipica  e  complessivamente
innovativa,  si  presta  ad  essere  un’ottima  alternativa  a  metodi  più
convenzionali, anche in virtù dei tempi brevi richiesti per l’ottimizzazione, che
ne assicurano l’utilizzo online.
I possibili sviluppi futuri, in tal senso, possono essere molteplici e su vari fronti.
Nonostante  il  buon  comportamento  generale  della  formazione  sono  stati
individuati  alcuni  limiti  operativi,  legati  ad  una  serie  di  semplificazioni  ed
approssimazioni introdotte, su cui è possibile intervenire.
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La  trasformazione  del  sistema  non  lineare  nella  sua  approssimazione  LTV
risulta adeguata fintanto che non sono necessarie deviazioni repentine rispetto
alla traiettoria nominale: l’ottimalità del controllo viene meno in tutti quei casi
che richiedono virate molto rapide oppure istantanee inversioni di rotta.
La  sostituzione  del  MPC-LTV  con  un  NMPC (nonlinear  model  predictive
controller) esplicito, cioè precomputato offline ed impiegato poi online in forma
multi-parametrica,  potrebbe  potenzialmente  migliorare  questo  aspetto  e
garantire l’impiego in tempo reale.
Ulteriori miglioramenti, soprattutto a velocità di volo più elevate, si potrebbero
ottenere  aumentando  la  frequenza  del  ciclo  di  controllo  ed  estendendo  la
lunghezza dell’orizzonte delle previsioni, comportando tuttavia una crescita del
problema di ottimizzazione.
Maggiori attenzioni potrebbero essere poste anche alla robustezza del controllo,
adottando  formulazioni  specifiche  del  MPC  (Min-Max  MPC,  Tube  MPC,
Multistage MPC) ed includendo disturbi esterni nel modello delle predizioni.
Infine, la scelta applicativa di rimuovere la terminal cost function e il vincolo
sullo stato finale, che ha portato diverse agevolazioni nella formulazione del
problema,  comporta  anche  una  progressiva  degradazione  nella  qualità  del
controllo  con  l’allontanarsi  dalla  traiettoria  tracciata  e  l’impossibilità  di
assicurare la stabilità; la possibilità di reintrodurre questi due termini dovrebbe
essere valutata.
In definitiva questo lavoro può essere inquadrato anche come una solida base di
partenza  per  lo  sviluppo  di  strategie  più  sofisticate  basate  sul  controllo
predittivo, che in questi ultimi anni ha attirato molte attenzioni nella comunità
scientifica, testimoniate da un notevole incremento delle pubblicazioni e da un
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