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sections for I = 1014 W · cm−2 in the top row and I = 1012 W · cm−2
in the bottom row. The top row shows K = −0.830 (99% the saddle-
center energy) and K = −0.797 (95% the saddle-center energy) in the
first and third panels from the left while in the bottom row it shows
K = −0.470 (99% the saddle-center energy) and K = −0.451 (95% the
saddle-center energy). In the second and fourth panels on each row
we show the full Poincaré section for the corresponding ionization time
map. The black markers correspond to non-ionizing trajectories and
the blue markers correspond to ionizing trajectories. . . . . . . . . . . 135
53 In the left panel the Lyapunov orbit is shown in green while the stable
and unstable manifolds are shown in gray and magenta respectively.
The blue box highlights the region displayed in the inset, which shows
more detail nearby the Lyapunov orbit. In the right panel we show the
manifolds in more detail, treating them as tubes of perturbed initial
conditions. The tube of the stable manifold intersects the surface pr =
0 at the thick black contour shown in the figure. The intersections of
the stable manifold with the surface pr = 0 are also shown in the top
left panel of figure 50. . . . . . . . . . . . . . . . . . . . . . . . . . . 136
54 The left panel is a higher resolution version of the same blue region in
figure 52. The middle panel is the same Poincaré section as shown in
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SUMMARY
Unusual and challenging ionization processes take place when an atom or
molecule is placed in the presence of a super intense, ultra short laser field. One
such process is the ionization and subsequent return of an electron to the ionic core.
The electron carries with it the energy it has absorbed from the laser field and this
energy drives different atomic phenomena such as high harmonic generation or mul-
tiple ionization. The mechanism of the electron return is often referred to as the
“three-step” model. In this model, an electron is first ionized at the peak amplitude
of the laser field. Once ionized, a change in the direction of the laser field forces the
electron to return to the parent ion and causes a subsequent recollision. The purpose
of this thesis is to examine in great detail the recollision process, its mechanisms, and
its dependence on physical parameters (such as laser intensity and ellipticity) for a




1.1 A primer on double ionization
An important area in atomic and molecular physics is the probing of matter at the
electronic scale. For example, a chemical bond is simply the sharing of the electronic
density between two atoms. To better understand this sharing, theoretical predictions
are possible, i.e. based on electronegativity, or the covalent or ionic nature of the
bond. However, from the experimental point of view, a direct probing of this density
is also desirable. Probing, for example, the large scale structure of a crystal or
network solid, is possible with different types of electron microscopes. However, at the
electronic level (both spatially and temporally) these methods fail. Other techniques,
still in their infancy, are being developed to observe matter directly at this (currently)
shortest possible time scale. Atto-second (= 10−18 seconds) physics, at the interface
of atomic, molecular, and laser physics holds great promise in this regard.
In brief, experimentalists can use very strong (on the order of 1015 watts per
centimeter squared) laser pulses to ionize atoms and molecules, giving access to their
structure. While laser pulses are of femto-second duration [13], sub-femto second
pulses are also available under suitable circumstances [5]. These sub-femtosecond
(attosecond) pulses are generated when ionized electrons “recollide” with their parent
ion/molecule, causing a release of radiation. This radiation can be harnessed to
generate pulses of atto-second duration. Atto-second pulse generation, which gives
access to electron dynamics on their natural timescale, relies entirely on the release
of radiation due to the recollision of the electron with its parent ion or molecule.
An example of a typical radiation spectrum is shown in figure 1. In this figure a
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Figure 1: Reproduced from [2]. High harmonic generation spectra of Neon at I =
1015 W · cm−2.
plateau in the photon signal (radiative energy) is visible until approximately 11 nm,
after which a drop-off in intensity quickly occurs. The plateau with an accompanying
sudden drop-off is typical of high harmonic generation radiation spectra, which will
be discussed later. A major point of Ch. 3 is explaining this drop-off in terms of a
purely classical model.
This thesis, which focuses mainly on the recollision dynamics of atoms and elec-
trons exposed to intense laser pulses, will first give some background and insights to
the reader, in order to provide some additional historical and practical context into
the recollision process. In the early nineties experiments showed the laser intensity
dependence of the ionization of atoms in strong laser fields [3]. In figure 2, we see the
single and double ionization probabilities of Helium as a function of the laser inten-
sity. The experimental results for double ionization (DI) match closely the theoretical
predictions (solid line) in the high intensity regime (around 4× 1015 W · cm−2). The
theoretical prediction is based on the single active electron model (SAE) where the
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effect of the second electron is averaged into the shielding from the core that the ac-
tive electron experiences. Intuitively this makes sense. When the laser is sufficiently
strong the independent ionization of the electrons is possible. Of course, once the
first electron is ionized, it is indeed harder to ionize the second electron, however,
with a strong laser this is feasible. At low intensity (around 4 × 1014 W · cm−2 for
this experiment) single ionization (SI) is likely, however, the double ionization rate,
while lower than at higher intensity, is still many orders of magnitude above the the-
oretically predicted value. This route to DI at low intensity, is actually dependent
on the interaction of the two electrons, which explains the failure of the theoretical
model. The DI process can be expressed more schematically as well. Calling our
target species X , we represent the independent double ionization of the electrons as
the two step process:
X → X+ + e−
X+ → X 2+ + e−.
This process is often referred to as sequential double ionization (SDI) in the literature,
and it is this name which will be used in this manuscript. Likewise, the alternative
route to double ionization, which occurs at lower intensity, can be expressed as
X → X 2+ + 2e−,
which in the literature is referred to as non-sequential double ionization (NSDI). A
third option, known as recombination, is also possibile. In this situation a double
ionization event does not occur because the ionized electron returns to the core with
insufficient energy so that it is re-captured by the Coulomb field. In this situation
energy is released via radiation in the form of high harmonics of the laser field. The
amount of energy released depends on which energy level the newly captured electron
is placed, but often recombination to the ground state is assumed.
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It is the second route, NSDI, which is the primary focus here. This process, which
will shortly be shown to be intimately linked to electronic recollision, is one of nature’s
strongest manifestations of electron correlation.
1.1.1 Focusing on NSDI
The NSDI process is often characterized by the frequently cited “three-step sce-
nario” [6] or simply the “rescattering model” [14, 15]. This model has been of great
importance to the strong field physics community and has been referred to as “the
keystone of strong-field physics” [13]. A schematic of the mechanism is shown below,
in figure 3. The mechanism itself can be broken into three steps.
1. One of the electrons (henceforth labelled as the “outer” electron) ionizes at a
maximum of the laser field via tunnelling with an initial momentum of p0 = 0
(panel 1) and moves into the unbound space (panel 2).
2. As the laser field changes direction the outer electron, whose motion is dictated
almost entirely by the laser field, moves toward the ion (panel 3).
3. The electron, which has gained energy from the laser field, can initiate several
different atomic phenomena such as the ionization of additional electrons, re-
combination – resulting in the release of radiation (HHG), fragmentation, or
the excitation of vibrational and rotational modes in molecules.
This model, while overly simple, has been accurate in making experimental predic-
tions, such as the maximum energy an ionized electron can bring back to the core.
Recall this is related to the cut-off in the HHG spectra of fig. 1. The model makes
several stringent assumptions. In the first step, when the electron ionizes, it is as-
sumed that it does so by tunneling through the Coulomb barrier (perturbed by the
laser field). Upon exiting the barrier its momentum must be zero. Up to now, there is
no conclusive experimental confirmation that tunneling takes place, and therefore the
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Figure 2: Reproduced from [3]. Single and double ionization probabilities of Helium.
The pulse is linearly polarized and 100 femto-seconds long. The wavelength is taken
to be 780 nm. The solid curve is a theoretical prediction for the sequential double
ionization rate.
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Figure 3: Reproduced from [4]. An optical pulse interacts with the Coulomb inter-
action of the electron with the core.
assumption that p0 = 0 has no experimental basis. Finally, once ionized, the Coulomb
field is entirely neglected. The motions of the electron are dictated entirely by the
laser field. This assumption is debatable. In fact, at typical laser intensities the laser
field and Coulomb field are of the same order of magnitude at peak field amplitude
nearby the maximum of the combined potential. In Ch. 3 we introduce corrections
to this “three-step scenario” which allows for an internally consistent model which is
purely classical.
Multi-electron ionization and HHG are two common outcomes of an electronic
recollision. In multi-electron ionization, a double ionization probability curve (such
as the one shown in figure 2), will exhibit what is referred to as a “knee” shape in
the NSDI regime. This “knee” shape is considered to be “the principal signature of
NSDI” [16]. A recollision of an electron, followed by a recombination with the core
leads to HHG. This radiation can be harnessed in useful ways, such as the design of
new light sources in the atto-second pulse regime [17]. A schematic of HHG is shown
in figure 4.
This process, ionization and then a subsequent return makes intuitive sense for a
sinusoidally shaped, linearly polarized laser field. The motion of an already ionized
6
Figure 4: Reproduced from [5]. A schematic of Corkum’s three-step scenario [6]. (1)
Electron ionizes. (2) Electron returns to the core. (3) Electron recombines with the
core, releasing high harmonics. This process is known as high harmonic generation
(HHG).
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electron takes place primarily along the polarization axis, which gives a strong spatial
preference for a recollision to occur. However, the light polarization is often used by
experimentalists as a control knob with which one can fine tune various physical
processes. Therefore the effects of the laser ellipticity must be investigated as well.
1.1.1.1 The difference ellipticity makes
Thinking of the laser ellipticity as a continuously variable parameter, it has two
extremes. The first, which has already been mentioned, is linear polarization (LP).
On the other extreme is circular polarization (CP) where as a function of time the
laser field (whose magnitude remains constant) traces out a circle in the polarization
plane. Historically, it has been thought that recollisions in a CP field are not possible
due to the apparent lack of preference for the inward radial direction (which pulls
the already ionized electron back to the core). Instead, the electron moves away from
the core in a spiraling motion. This notion was supported by experimental results
performed in the early nineties such as the one highlighted in the left panel of figure 5.
We see that there is strong agreement between the experimental results (triangles)
and the theoretical prediction (which assumes the independence of the two electrons),
unlike the case for LP ( see figure 2), which implies that nowhere is electron-electron
correlation (i.e. a recollision) significant. However, since then conflicting experimental
results have appeared which do show a NSDI channel in double ionization rates, as
evidenced by the “knee”. As an example, the right panel of figure 5 shows a strong
DI enhancement at low intensity, which is indicative of the existence of NSDI. From
a historical point of view, the same panel is interesting as well. The view that CP
fields would prevent recollisions (and hence NSDI) was such a firmly held belief that
when these results were first published many in the community were surprised. The
views of the community at this time (and to a lesser extent in the present day) are
well described by the following quotes:
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“If the polarization is circular, then as soon as any portion of the
wavepacket emerges from the atom or molecule, it gets pulled by the field
in constantly changing directions —first away from the ion, then laterally,
and so on. The cusplike motion ensures that the wavepacket never returns
to the ion of its birth.” [18]
and
“...only a slight ellipticity of the laser polarization [away from LP] will
ensure that the electron never returns to the environment of the ion” [6]
To give some weight to these quotes, and the feelings of the community at large
the first quote can be found in a review of recollision physics from Physics Today,
2011. The second quote, which is contained in the same article as the “three step
scenario”, discussed earlier, has been cited slightly over 2,100 times.
The consensus that recollisions do not exist in a CP field is due mainly to a
popular, gross simplification of the system. There is no exact solution to the dynamics
of an electron moving in a combined laser and Coulomb field despite intensive efforts
to find one starting with Volkov in the thirties. However, the dynamics can be solved
exactly when one leaves out the Coulomb field. This omission of the Coulomb field,
known as the “Simple-man model” [6], is assumed true in a wide range of situations,
and does not support recollisions in CP. However, we will show in chapter 3 that
indeed, this simplification is not valid and when a Coulomb field is included recollisions
in CP are possible.
This idea, that CP fields do not support recollisions, was a main focus of research
during the thesis, and in some of the following chapters the effects of the laser ellip-
ticity will be explained using simple, predictive models which directly contradict the
above quotes.
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Figure 5: Left panel: Reproduced from [7]. Experimental double ionization curves
for Neon (triangles) with a circularly polarized laser. The wavelength is taken as
614 nm and the pulse length is 120 femto seconds. A sequential theoretical model
is shown by the dashed line. Right panel: Reproduced from [8]. Double ionization
curves for Magnesium with a circularly polarized laser. The laser wavelength is taken
as 800 nm and the pulse length is 120 femto seconds.
1.1.2 Numbers of the field
To get a sense of the popularity of the field, in figure 6 we show the total number
of citations per year for articles related to “strong field recollision” (left panel) and
“nonsequential double ionization” (right panel). We see that since 1992 the number of
citations per year has experienced strong growth, up to the most recent year for which
statistics are available. In addition to a growing number of citations, “recollision”
based papers enjoy on average 24 citations per publication while “NSDI” based papers
experience 30 citations per publication on average.
1.2 Thesis work
This thesis work, performed from the summer of 2009 to the fall of 2013, took place
primarily at the Georgia Institute of Technology with lengthy excursions to Marseille,
France from February 1 to March 1 of 2011, February 1 to August 1 of 2012, and May
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Figure 6: Citations as a function of the year for papers related to “strong field
recollisions” (left panel) and “nonsequential double ionization” (right panel). Data
retreived from Web of Science.
1 to July 1 of 2013. In addition, the results were shown at several conferences such as
Montreal (QDI Conference, 2009), Paris (RNL, 2012), Tokyo (ATTO-ICOMP, 2011),
and Atlanta, Ga. (DAMOP, 2011).
My long stays in France were mainly funded through the Chateaubriand Fellow-
ship, a grant from the Office of Science and Technology of the French Embassy which
encourages scientific collaboration between American and French laboraties. In ad-
dition to long visits, I am also a graduating with a PhD diploma from Aix-Marseille
University (my French institution) thanks to a Co-tutelle agreement between Aix-
Marseille University and the Georgia Institute of Technology. While in Marseille, I
worked at the Centre de Physique Théorique (CPT), a laboratory of approximately
100 theoretical physicists located in Luminy, a suburb of Marseille.
This thesis primarily focuses on the recollision process in atoms and molecules. A
recolliding electron can be considered an agent of many different physical processes.
It could lead to the multiple ionization (double, triple, etc.) of some target species.
When multiple ionization does not occur, i.e. the ionized electron is re-captured by
the ion, radiation is released which can be harnessed by the experimentalist for a
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plethora of purposes, such as high harmonic generation (HHG), different color lasers,
and obtaining atto-second pulse trains. Therefore, to have a better understanding
of how recollision is affected by experimental parameters, e.g. target species, laser
polarization, wavelength, and intensity, is of great importance to the experimentalist.
1.2.1 Models
Rydberg atoms are a prime example in atomic physics of a classically-treatable sys-
tem. The justification lies in the fact that the electron is loosely bound, existing in a
state with a large quantum number. With such a large quantum number the differ-
ence between energy levels is small and the discretization which occurs in quantum
mechanical systems approaches a continuum which can be represented classically. Of
course in our systems, the electron is generally not loosely bound (initially our mod-
elled electrons begin on the ground state), and the analogy to Rydberg states is not
valid. However, the main electronic processes of interest to us are those involving
electron-electron collision, or scattering. We therefore take the view of Paul Corkum,
a leading figure in the strong field physics community —the electrons can be treated
as classical plasmas [6]. Recall that for the laser intensities associated with NSDI,
i.e. intensities present in this thesis, the electronic energy is large compared to the
photon energy and we are dealing with “mainly electron physics rather than atomic
physics” [16].
Howevever, what happens before ionization? Initially, the electron(s) begin in a
bounded state of the atom. In this situation the quantum energy levels are far apart
and the discretization is pronounced. We choose a micro-canonical ensemble of initial
conditions, and generally do not focus on single electron trajectories. In fact, the
questions we address in this thesis have to do with already ionized electrons, and
what happens before ionization is often not interesting. However, of important note
is the actual act of ionization. When originally conceived, the “three step scenario”
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assumed an electron would tunnel through the Coulomb barrier and emerge with
zero momentum on the other side. Of course classically tunneling is not possible,
however, we consider tunneling to be an inessential assumption for the processess we
are interested in. We evolve our electron trajectories classically from an ensemble of
initial conditions, and do not enforce any constraints on the dynamics (such as zero
initial momentum after ionization).
In addition to physical justifications for a classical treatment there are practical
considerations as well. The most potent of which is the numerically intractability of
the quantum mechanical system. To quote a review article in Contemporary Physics
“...ab initio methods will remain confined to double ionisation of he-
lium. Non-sequential triple and higher ionisation of heavier atoms as well
as NSDI with account of more than two active electrons will be out of
reach to such methods for a long time to come.” [13]
As an example, below is a model for a single electron in the presence of a LP field.
Ĥ = p̂2 + E0x̂ sinωt (1)
x̂ and p̂ are the quantum position and momentum operators. The laser field is param-
eterized by its amplitude, E0 and its wavelength ω. The interaction of the laser field
with the electron is taken in the dipole approximation. The oscillatory motion of the
electron is characterized by its quiver radius, which is the amplitude of the electronic
motion. In this case, the quiver radius goes as E0/ω2. Likewise, the momentum,
which also oscillates, scales as E0/ω. Therefore, a quantum simulation must have on
the order of N ∝ E0/ω2 · E0/ω = E20/ω3 points. If we would like to model multiple
electrons, or work in more than a single spatial dimension the number of points, N
will scale exponentially with the product of both aforementioned factors. The final
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Conversely, in a classical model, the system is described by a set of ordinary
differential equations (derived from Hamilton’s equations). The laser parameters
E0 and ω do not affect significantly the numerical complexity, and most important,
computation time scales linearly with both the number of spatial dimensions and the
number of electrons. While quantum computations (those that can be accomplished)
often take place in large, massively parallelized computing facilities, the classical
counterpart can be computed on a regular desktop PC.
The validity of our justifications given above is shown in the success of the clas-
sical models, measured by the ability of simple, classical models to closely re-create
experimental results and fully quantum computations. In reference to the above
quote, which states the needs of fully quantum calculations in the context of cur-
rent computing power, the authors have this to say about the ability of full classical
models:
“It turns out that sufficiently high above the threshold, that is, for
sufficiently high laser intensity, the classical and the quantum-mechanical
results are virtually indistinguishable.” [13]
A middle ground, between a fully quantum or classical treatment of the problem
also exist [19]. These are semi-classical models, which assume tunnel ionization of
the outer electron, but then allow for a classical dynamics to take effect afterwards.
The justifications given above for our choice of a classical framework should not be
too much of a surprise. Studying ionized electrons (and their subsequent recollisions)
is similar in some way to the study of Ryderg atoms (atoms in which the electron is
loosely bound), which may be treated classically [20]. In addition, there is a strong
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similarity between celestial mechanics and atomic physics (at least this specific sub-
field), due to the identical nature of the gravitational and Coulomb potentials. In
fact, this similarity has been exploited for almost an entire century, beginning with
the Bohr model of the atom. It is also used in the current day. For example, the
theory of chemical reaction rates, or Transition State Theory, can be modelled in a
way very similar to asteroid capture [21, 22, 23]. Another example is that of the
Restricted Three Body Problem (RTBP, Sun-Jupiter-Asteroid), which can be used
to study electron dynamics of multi-electron of Rydberg atoms. We hope to further
make use of the aforementioned similarities in our specific research, electron recollision
dynamics.
The work in this manuscript is performed entirely in a Hamiltonian framework
and we make use of tools from nonlinear dynamics to gain insights into our systems.
Our Hamiltonians are derived from models developed in the next chapter. In a
Hamiltonian framework the state of the system is given by its position in phase space,
where the (conjugate) momenta are given equal importance to spatial position of the
electron. This means that the dimensionality of the system is doubled because each
position has a corresponding momentum. Various methods will be used to reduce the
dimension of phase space, such as the use of conserved quantities, Poincaré sections,
and reduced models.
Our main methodology is as follows:
1. Identify, construct, and analyze reduced models.
Reduced models, which will be covered in great detail in the next chapter, have
the benefit of being low-dimensional. They are constructed from a detailed
analysis of the dynamics of a full model. As a quick example, imagine a two
electron system in which one of the electrons has ionized. The ionized electron,
far from the ionic core (and the non-ionized electron), is truly only influenced by
the laser field. In this situation a reduced model can be built which neglects the
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Coulomb interaction of both the non-ionized electron and the nucleus. This new
Hamiltonian would be of lower dimensionality (since the position and momenta
of the non-ionized electron are absent).
2. Identify and analyze invariant structures of the system
Our method is to study the collective behavior of an ensemble of trajectories
rather than individual ones. For this purpose we use all the tools of modern
nonlinear dynamics, invariant structures being a prominent example [24]. In-
variant structures exist in phase space and are left invariant (unchanged) by the
dynamics. In this thesis, fixed points, periodic orbits, tori, and manifolds will
all be discussed and investigated. These invariant objects give a skeleton which
the dynamics follow [24]. The analysis can be broken down into several parts.
First, the structure, whatever it is, must be found. This typically comes down
to finding periodic orbits in phase space with the Newton-Raphson algorithm.
Next, the properties of the structure must be found, i.e. is it stable or unstable?
Finally, we ascertain its effect on the dynamics both for a qualitative analysis
of the dynamics and an examination of the properties of the structure.
Of paramount importance (as will be shown in the following chapters) are pe-
riodic orbits, which are given the special name of recolliding periodic orbits or
RPOs [25]. These are orbits which regulate the electronic recollision process.
They do so by having a short period, are not too unstable, and have a spatial
extent which allows for the electron to move sufficiently far away from the core
to ionize, before being brought close to the core again.
3. Impact on experimental observables
With an understanding of the dynamics, via an analysis of the invariant struc-
tures we want to understand their effect on the system. Most importantly, the
role of periodic orbits (and other structures) in double ionization rates, HHG
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spectra, momentum distributions, and other experimental observables.
1.2.2 Numerical tools
With classical models, the physical system is represented by a system of ordinary
differential equations. Often times, when a statistical analysis must be performed, it
may be necessary to integrate on the order of 106 different initial conditions. Sev-
eral different numerical integration schemes have been used throughout this thesis.
Additionally, these various integration schemes have been implemented on a variety
of devices. Table 1 shows the different possible combinations of algorithm used (in-
cluding the programming language) and the hardware on which the algorithm was
implemented. The top row corresponds to the different algorithms where “RK” stands
for a Runge-Kutta 4th order integration scheme, which in Matlab is implemented via
ODE45, while in C++ it was developed by myself. Likewise, “Symp” corresponds to a
symplectic integrator, again implemented by myself, which was adapted from the lit-
erature [26]. Symplectic integrators are useful for Hamiltonian systems because they
are designed such that the symplectic two-form dq∧dp is conserved at each time step,
i.e. that the transformation from (q0,p0) → (q1,p1) is canonical. Therefore, sym-
plectic integrators are particularly well suited to long integration times when other
schemes would lead to an unacceptable amount of energy dissipation. In the leftmost
column, “GPU” stands for graphics processing unit, which is the hardware device
responsible for graphical acceleration. We made use of both an NVIDIA GeForce
GTX 660 Ti and a NVIDIA Geforce GTX Titan. It is generally a many-cored, highly
parallelized device well suited for numerical computations. It can be programmed
in almost standard C via a set of library functions, e.g. OpenCL (AMD and ATI)
and CUDA (nVidia). The “Desktop” entry is a standard Intel Core i5 machine with
8 GB of RAM, while the “Cluster” entry is a shared, high performance computing
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Table 1: Combination of numerical integration algorithms and hardware platforms
used
C++/RK C++/Symp Matlab/RK Matlab/Symp
GPU X X
Desktop X X
Cluster X X X X
center available to members of the Center of Nonlinear Science, through the Partner-
ship for an Advanced Computing Environment (PACE) at Georgia Tech. A typical
job generally consists of 40 to 60 computing cores, with the ability to run compiled
C++ code and Matlab. Each choice of hardware has pros and cons. For speed, the
GPU and cluster are ideal. In fact, for single precision work, a single GPU is several
hundred times faster than the desktop (and 3 or 4 times faster than the cluster). The
cluster, while fast, is not so convenient because files must be transfered to the local
machine for analysis. Likewise, the desktop, while slowest, is the easiest to use. In
regards to software, Matlab is the easiest language to learn and to develop. Many
algorithms which are useful for a scientific programming, are already professionally
implemented such as the already mentioned Runge-Kutta integrator (ODE45) and
a Newton-Raphson (fsolve) solver. C++ is a language which is harder to master,
however, it is significantly faster than Matlab and is best suited for integrating large
numbers of trajectories. However, there is no easy way to plot data (especially inter-
actively) in C++ and typically we save our data in binary files which can later be





The purpose of this chapter is to build and provide justification for the Hamiltonian
models which will be used in the remainder of the text. These models will be used
in a variety of situations, where the number of modelled electrons and the number of
spatial dimensions will vary. However, the key underpinnings of the model are always
the same. Briefly, all models have these in common: An effective potential between
charged bodies, an interaction term between charged particles and the laser field, and
assumptions made about the relativistic effects, nuclear mass, and different time and
length scales.
For readers not familiar with the terms taken from nonlinear dynamics which will
be used throughout the rest of the thesis it is recommended to read the appendix
2.2 Relativistic effects
Let us first examine a 1 degree of freedom (DOF), time dependent Hamiltonian which
models an electron moving under the influence of a LP laser field.
H = p
2
2m + E0x sinωt (2)
where we have chosen a sinusoid as the laser term, with frequency ω, and amplitude
E0. We can solve this system analytically by applying Hamilton’s equations, which
yield
p (t) = E0
ω
[cosωt− 1] + p0 (3)
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for the momentum.
For a strong laser field, the initial momentum, is insignificant compared to the





The boost parameter, β, of the Lorentz transformation becomes β = vmax/c, where c
is the speed of light. In the atomic unit (a.u.) system, the electron mass, m, is unity
and the speed of light, c, has the numerical value of c = 1/α ≈ 137, where α is the fine
structure constant. Finally, we typically consider laser wavelengths of approximately
780 nm, which is equivalent to 0.0584 a.u. Requiring that β  1 yields
E0
cω
 1 −→ E0  8. (5)
The laser amplitude in atomic units can be converted to the more traditional







which implies that for I  2.25 × 1018 W · cm−2 we remain in the non-relativistic
regime. Typically, we work with laser intensities not exceeding 1016W·cm−2 (β ≤ 0.07),
and we are therefore justified in not including relativistic effects.
2.3 Effect of Nuclear mass
Typically, we include a Coulombic interaction between the electron(s) and the nuclear
core. We make the approximation, however, that the core remains stationary. The
argument for doing so relies on the large mass of the core compared to an electron (a
single proton/neutron is approximately 1800 times heavier than an electron) and the
relatively short duration of the pulse.
We take Hamiltonian (2) to model the motions of the nucleus, and not the elec-
tron. We again arrive at Eq. 3 for the solution to the momentum. There are two
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components. First, the time dependent term which is proportional to E0/ (mω). This
term represents the oscillatory motion of the nucleus due to the field. Its time average
over a given laser cycle is zero and the amplitude is small compared to that of the
electron because the mass of a nucleus is several thousand times larger than that of
an electron. The initial momentum, p0 will yield a p0∆t term in the displacement
equation.
In a system where the nuclear mass is considered infinite, the energy levels go as
En = − Z
2
2n2 . For the ground state of Hydrogen E1 = −
1
2 . This total energy is the sum
of the kinetic and potential energy. Assuming a soft-Coulomb potential (see sec. 2.4),






me is the mass of the electron. For Hydrogen a = 0.8, yielding vmax = 1.22
√
me.
Whereas in a system where we consider the motion of the nucleus, the energy levels




, where A is the atomic weight (A = 1 for
Hydrogen). Therefore, in the ground state of Hydrogen, the kinetic energy associated
with the nucleus is approximately E1/Mn, where Mn is the nuclear weight. This yields
vmax = 1Mn , which is again several thousand times smaller than the corresponding
initial velocity of the electron.
2.4 Soft Coulomb potential
The Coulomb potential between an electron and a particle with charge Z in the SI
unit system reads
V (x, y, z) = − 14πε0
Z√
x2 + y2 + z2
which in atomic unites becomes
= − Z√





has a singularity at r = 0. In order to avoid this numerical issue, we introduce a soft-
Coulomb potential, with softening parameter a [27, 28], also known as the Rochester
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potential given by
V (x, y, z) = − Z√
r2 + a2
(8)
This avoids singularity issues, while still retaining the key features of the physical po-
tential. Similar issues also arise when implementing repulsive Couloumbic potentials
between electrons. Again, the potential in atomic units would read
V (x1, y1, z1, x2, y2, z2) =
1√
(x1 − x2)2 + (y1 − y2)2 + (z1 − z2)2 + b2
(9)
where we introduce an additional softening parameter, this time labelled b. The values
of a and b are chosen based on the specific atom under consideration. In figure 7 we
compare potentials (7) (solid red line) and (8) (dashed blue line).
Based on the work of this section, as well as sections 2.2 and 2.3 we can construct










|r1 − r2|2 + b2
(11)
where the position and conjugate momenta of each electron are xi and pi. This Hamil-
tonian, Hfree is also used to generate initial conditions. We define the ground state
energy, Eg as the sum of the first and second ionization potentials and find solutions
to the implicit equation Hfree = Eg which satisfy a microcanonical distribution.
2.4.1 Choosing the parameters a and b
From Hamiltonian (10) the softening parameters a and b must be chosen so that
1. Neither electron may ionize i.e. Hfree (0,∞, 0, 0) < Eg
2. The space defined by the implicit equation Hfree = Eg, is not empty, i.e.
{(x1,x2,p1,p2) : Hfree (x1,x2,p1,p2) = Eg} 6= ∅.
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Figure 7: Comparison of the hard (red) and soft (dashed blue) Coulomb potentials.
The soft Coulomb potential has a = 1.
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He Ne Mg Ar Xe C60
a 0.8 1 3 1.5 1.8
E1 24.59 21.56 7.65 15.76 12.13 7.6
E2 54.42 40.96 15.04 27.63 21.21
Table 2: Values of a and the first and second ionization potentials (shown in electron
volts) [1] for different atoms.
For the first condition, no self-ionization, the condition reduceds to a > −2
Eg
. In-
tuitively this makes sense. Without a laser field, i.e. an input of energy into the
system, we want to avoid a situation whereby one electron moves to the bottom of
the potential well allowing the other electron to move into the unbound space.
In order to get an upper bound on a we examine the second condition. When
the potential term is at a minimum we are most likely to have an empty set. For
the case when a < b the potential is minimized when x1 = x2 = 0 and the potential
becomes −4/a+ 1/b. When a > b, the potential is minimized when the two electrons
are equidistant from the nucleus on opposite sides. The electron positions becomes
x1 = −x2 =
√
a2−b2
3 . Taking these two conditions we arrive at the final result
−2
Eg





where we remove any restrictions on the choice of b. Throughout this manuscript we
assign b = 1. The values of a, as already mentioned are atom specific. In table 2 we
list the values of a chosen for each atom.
2.5 Laser polarization
The laser polarization, in addition, to the Coulombic interaction, is the main driver
of electronic motion in our system, especially when the electron is ionized. From the
view of an experimentalist, it is rather easy to vary the laser parameters and they can
therefore be treated as experimental “control knobs” with which one can fine tune
the physical processess under examination. A generic laser field is given below.
E (t) = E0 (x̂ sinωt+ εŷ cosωt) . (13)
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The field amplitude is given by E0, the field ellipticity is given by ε, and the frequency
by ω. In this manuscript ω ≈ 0.0584 a.u., which translates to a wavelength of 780
nm (near-infrared). The ellipticity can be taken on the inclusive interval [0, 1] where
a LP field is ε = 0 and a CP field is ε = 1. Other ellipticities are given the broad
name elliptical polarization, or EP. This definition of the laser field, from Eq. 13, will
hold throughout this manuscript, with the exception of Ch. 7, where we introduce a
multi-colored laser field.
2.5.1 Dipole approximation
The interaction of the laser field with the electron is represented by the dipole ap-
proximation [13]. Under this approximation, the laser wavelength is many orders of
magnitude larger than the typically excursion distance of the electron, and therefore
the electron sees a time dependent electric field that is spatially invariant.
Recall that for an electron in an electric, E with scalar potential V and a magnetic
field B with vector potential A and also under the influence of a position dependent
potential, V (q), the equation of motion from Newton’s Law gives
ẍ = e (E + v×B)−∇V (x) (14)
We claim that this is equivalent to the equations of motion generated under the
Hamiltonian:
H (q,p, t) = (p− eA (q, t))
2
2 + V (q) + eV (q, t) (15)













− e∂V (q, t)
∂qi
Taking from these equations, an expression for q̈i yields
q̈i = ṗi − e
∂Ai (q, t)
∂t




We can now substitue the results for q̇i and ṗi into the equation above for q̈i, which
yields









− e∂Ai (q, t)
∂t
− e∂V (q, t)
∂qi
.







= vjεijkBk = (v×B)i where εijk
is the Levi-Civita Tensor. Furthermore, −∂A(q,t)
∂t
− ∂V(q,t)
∂q is the expression of the
electrical field E.
From these expressions we recover the equation of motion generated from an
application of Newton’s law. We now employ the dipole approximation. Namely,
that the spatial excursion of the electron is small compared to the wavelength of
the laser field, ensuring that the laser term can be treated as spatially uniform, only
depending on time, i.e.
λ 10a.u.⇒

A (q, t) ≈ A (t)
V (q, t) ≈ V (t)
.
We re-write Hamiltonian (15), keeping in mind the dipole approximation, as
H = (p− eA (t))
2
2 + V (q) + k (16)
where we have also dropped the electric field scalar potential, V (t) because it has
no effect on q̇ and ṗ and have autonomized the system by including the conjugate
momentum to time, k. With our new Hamiltonian we undergo a canonical transfor-
mation via
v =p− eA (t)
x =q
τ =t




We can check that this transformation is indeed canonical by confirming that dqi ∧
dpi = dq̄i ∧ p̄i where ∧ is anti-commutative and bi-linear, and the bar denotes the
transformed coordinates. Applying this identity to the above transformation yields
dxi =dqi





dh =dk − e∂A (t)
∂t















By adding the above two equations and recalling that dα ∧ dα = 0 we confirm that
dxi ∧ dvi + dτ ∧ dh = dqi ∧ dpi + dt ∧ dk.
By applying this transformation, our new Hamiltonian becomes
H̄ (x,v, t, h) = |v|
2
2 + V (x) + E (t) · x + h
where the laser-electron coupling term is in the dipole approximation.
2.6 Qualitative analysis
From the justifications provided in the previous sections of this chapter we introduce
now a complete model of two electrons operating in one, two, or three dimensions,









|x1 − x2|2 + b2





where xi and pi are the position and conjugate momenta vectors while the other
parameters have already been introduced. The function, f (t) is the laser envelope.
It is typically defined in a piece-wise manner whereby there is a two laser cycle linear
ramp up, a 4 or 6 laser cycle plateau, and a two laser cycle linear ramp down. For
a concrete example, consider the case where ε = 0, i.e. LP. In this situation the
laser-driven dynamics will take place almost entirely on the polarization axis of the










(x1 − x2)2 + b2
+E0f(t) (x1 + x2) sinωt (18)
Applying Hamilton’s equations yields a system of ODEs which can be solved
numerically. The solution yields classical trajectories, i.e. the position and momenta
of each electron as a function of time. The positions of both electrons are shown
in figure 8 for two different sets of initial conditions. Without going into a detailed
quantitative study of this figure, we can still glean much information from a quick
qualitative review.
Both electrons begin at t = 0 bounded, and nearby the core. Slightly after one
laser cycle the red trajectory ionizes, due to the influence from the laser field. Once
it ionizes, and is far from the core, its dynamics is dictated almost entirely by the
goings-on of the laser field (note the oscillatory motion of the ionized electron). This
ionized electron returns to the core multiple times, however, note that at each fly-by
its path is almost completely unperturbed. It is moving so fast, that although it
is exchanging energy with the ionic core, its own path does not change, and it is
still dictated entirely by its interaction with the laser field. Slightly before five laser
cycles the electron collides with the core for a final time. Having imparted enough
cumulative energy to the non-ionized electron, it too now ionizes, resulting in a double
ionization. This qualitative description of the dynamics is useful and telling, however,
not entirely accurate. Indeed, modelling the ionized electron as only interacting with
28
Figure 8: Reproduced from [9]. A typical solution of Hamiltonian (18) for the
positions of the two electrons. The laser intensity is I = 1015 W · cm−2 and the
wavelength is 780 nm (0.0584 a.u.). The initial conditions are generated on the
ground state energy surface of Helium with softening parameters a = b = 1.
the laser field (and not the Coulomb field) is useful from a qualitative point of view,
but fails under a deeper, more quantitative scrutiny. As will be shown in Ch. 3 the
effect of the Coulomb field plays a pivotal role in the recollision process, most notably
in the maximum allowed return energy of the electron.
Reviewing the same trajectory again, now from the viewpoint of the blue trajectory
is equally useful. After the ionization of the red trajectory the blue trajectory remains
trapped, oscillating around the core. The amplitude of these oscillations is related to
the energy of the electron. Furthermore, between recollisions of the red trajectory,
the oscillations of the blue trajectory remain constant in amplitude. However, after
a recollision, this amplitude increases slightly. This is because at each recollision,
the red trajectory, which has gained energy in the field, imparts some of that energy
back to the ion. After multiple recollisions the blue trajectory ultimately has received
enough energy to itself ionize. Since the energy of the blue electron remains constant
between recollisions, it can be modelled solely by its interaction with the core.
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2.7 Reduced models
From the qualitative analysis performed above we construct two reduced models,
known as the inner and outer electron models. These models are valid whenever
there is a well established inner (e.g., blue trajectory above) and outer (e.g., red







includes only the interaction of the non-ionized electron and the core. It does not
include the correlation with the other electron and the interaction of the laser field.
The Coulomb charge, Z, can be varied. Typical values are Z = 1 for a one electron
model and Z = 2 for a two electron model. The outer electron model,
Houter (x,p, t) =
|p|2






on the other hand includes only the interation with the laser field, neglecting all
Coulombic potentials. Both models, inner and outer, give a rough idea of the dy-
namics. A hybrid model, useful for studying one electron systems in general, includes
both the Coulomb attraction to the core and the laser field. We refer to this model
as simply the one electron model. It can be written as











The benefit of reducing the dynamics to simpler models is an issue of dimension-
ality. Hamiltonian (17), when using two spatial dimensions is a 4 degree of freedom
(DOF) system, or a 8 dimensional phase space. However, the inner electron model,
is only a 2 DOF or 4 dimensional phase space. When you take into account the con-
servation of the energy (time-independent Hamiltonian) and add a Poincaré section
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the dynamics is restricted to a 2 dimensional manifold. The outer electron and one
electron model, on the other hand is 2.5 DOF (counting time dependence as 1/2 a
DOF), resulting in a 5 dimensional phase space. By taking a stroboscopic Poincaré
section we can reduce the system to 4 dimensions.




SINGLE ELECTRON DYNAMICS IN A COMBINED
COULOMB AND LINEARLY POLARIZED LASER FIELD
3.1 Introduction
The dynamics of an electron in a combination Coulomb and laser field is currently
an unsolved problem of strong field physics. Approximations do exist which assume
negligible contributions from the Coulomb field, however, a scenario fully taking into
account the Coulomb field has never been shown. The implications of this are that
the results generated from neglect of the Coulomb field, for example a maximum
return energy of 3.17Up (see below), are assumed to be correct even in the presence
of the Coulomb field. In this chapter, we will show that the maximum return energy
is indeed very close to 3.17Up, however, for reasons more subtle than anticipated.
In the previous chapter we introduced the concept of reduced Hamiltonian models.
Recall, their advantage exists in their lower dimensionality and the justification of
their use arises from our qualitative study of the dynamics of the two electron system.
Hamiltonian (21) is a model for a single electron. It is valid for either single-electron
systems, or a two electron system where the additional electron has already ionized.
It is written below as
Hinner (x,p, t) =
|p|2
2 + V (‖x‖) + x ·
~E (t) (22)
where ~E (t) = E0 (x̂ sinωt+ εŷ cosωt) is the laser field. The potential V (r) is a
generic, rotationally invariant potential. Later it will be replaced by potentials more
specific to various target species, whether they be atoms or molecules. When the laser
field is absent (E0 = 0), the Hamiltonian becomes independent of time. This gives two
conserved quantities. First, the angular momentum, because the Hamiltonian is only
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a function of the radial distance r =
√
(x2 + y2), and second the total energy, because
the Hamiltonian is time independent. With two independent conserved quantities in
a two degree of freedom system the Hamiltonian system is integrable.
Throughout this manuscript the parameter ε, the field ellipticity, will be varied.
In general, we are interested in its two extremes, ε = 0 and ε = 1. When ε = 0, we
refer to the field as linearly polarized (LP) and when ε = 1 we refer to the field as
circularly polarized (CP). In this chapter we will mainly investigate the LP case, with
some short comments on EP given at the end of the chapter. The results for CP will
be given in the following three chapters.
3.2 Linear Polarization, 1 spatial dimension
In a LP field the dynamics can be reduced to a single spatial dimension, which is
oriented in parallel to the laser’s axis of polarization. The Hamiltonian can be written
as





+ E0x sinωt (23)
where we have explicity written the laser field as E (t) = E0 sinωt and dropped the
vector notation from our phase space coordinates. As a means of investigating this
system in detail, we have chosen a soft Coulomb potential (see Sec.2.4), where we
keep the softening parameter fixed at a = 1 and allow the Coulombic charge, Z, to
vary. The variation of Z will be shown to be important when analyzing the strong
field approximation (SFA) and the “simple-man model” [6]. The “simple-man model”
corresponds to Z = 0, whereas a full account of the Coulomb interaction corresponds
to Z = 1. The SFA assumes a high intensity laser so that the dynamics is dominated
by the laser field interaction. Written as it is above, Hamiltonian (23) has 1.5 degrees
of freedom (DOF) and is therefore not integrable. However, by turning off the laser
field (E0 = 0) we remove the time dependence and we are left with a 1 DOF system,
which is integrable.
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3.2.1 Integrable Hamiltonian, H0
The integrable Hamiltonian, H0, associated with Hamiltonian (23) is written as





= E . (24)
For values of H0 (A) < 0 phase space is bounded and spanned by invariant tori. This
Hamiltonian can undergo a canonical transformation to action-angle variables in the
bounded region of phase space, which allows for a deeper understanding of the phase














where±xm are the turning points, results in an integral without an analytical solution.
These invariant tori are parameterized by their respective action, computed from
the above equation. The invariant tori can best be visualized by a Poincaré section
taken stroboscopically. We take initial conditions randomly from a box in phase
space centered around the core region, x = 0. Closeby the core, initial conditions
will satisfy H0 (x, p) < 0, and we therefore only allow initial conditions which remain
bounded. In figure 9 we show the Poincaré section for the integrable Hamiltonian.
These tori, which as the action, A increases, continue to increase their spatial extent,
are bounded, but in the limit where H0 (A) → 0− become unbounded in the sense
that their turning points are located at ±∞.
3.2.2 Adding a perturbation
We are interested in what happens when we introduce the laser field, a time-dependent
perturbation. From Kolmogorov-Arnold-Moser (KAM) theory [29, 30, 31, 32], we
know that tori whose frequencies are rational multiples of the driving frequency, ω
(or nearly rational multiples), will be the first to break. The breaking of these tori will
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Figure 9: Poincaré section of Hamiltonian (24). Phase space is foliated by invariant
tori. The thicker black lines show the boundary H0 (x, p) = 0.
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result in the creation of elliptic and hyperbolic periodic orbits, by Birkhoff’s theory,
whose properties we will need to investigate in order to understand the dynamics.
In order to understand the resonance structure of the integrable Hamiltonian we
will need to investigate the expression for the action, A, given above. This integral
can be well approximated by a series expansion around the bottom of the Coulombic
well [33], i.e. xm ≈ 0. However, this approximation fails at large values of the
action. Instead, we evaluate the integral numerically to find H0 (A). From Hamilton’s
equations, we know that the angle, ω0 (A) = ∂H0(A)∂A , which can also be computed
numerically. With ω0 (A) known, we can establish the resonance condition mω0 (A)−
nω = 0. Focusing on the 1 : m resonances, for their shorter period, we find the action
of the first four resonances, written as Am, in figure 10 where we show a plot of ω0(A)ω
vs. A. The index m also gives the period of the orbit in units of laser cycles, i.e. the
m = 3 orbit has a period of three laser cycles.
When the perturbation is turned on and some of the invariant tori break, elliptic
islands appear, sandwiched between remaining tori. In figure 11 we show the same
Poincaré section, however, for E0 ≈ 5.3 · 10−4 a.u., or I = 1010 W · cm−2. The
resonances predicted by figure 10 are located by the black markers. The m = 1
resonance is marked by the “+” and the m = 3 resonance by the “•”. The other
resonances are also present, however, are not shown in the figure. At such a low
value of E0 these periodic orbits are still elliptic (see figure 12, left panel). These
resonances, which are elliptic as the perturbation is turned on, also have hyperbolic
counterparts (Birkhoff’s theorem [34]). These hyperbolic orbits are part of the same
resonance, and were on the same tori (before breaking) as the elliptical orbits shown
in the figure. Their locations for E0  1 are approximately symmetric about the
x-axis to their elliptical counterpart. They are, however, of lesser interest, because
they quickly become very unstable as the perturbation is increased, and hence have
less of an effect on the dynamics. In the leftmost panels of figure 12 we show two
36
Figure 10: Dependence of ω0 (A) /ω on the action, A. The first four resonances,
m = 1, 3, 5, 7 are shown, with their corresponding actions, Am.
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Figure 11: Poincaré section of Hamiltonian (23) at I = 1010 W · cm−2. The black
markers show the placement of the m = 1 (“+”) and m = 3 (“•”) resonances, which
at low intensity are elliptic islands.
additional Poincaré sections whereby the perturbation is now quite large, and the
elliptical islands of figure 11 have disappeared. In fact, the periodic orbits associated
with these elliptic islands still exist, however, they have bifurcated, and are now
hyperbolic, making it difficult to resolve their location on a Poincaré section. To see
this more clearly, the right panel of the same figure shows the bifurcation diagram for
the 1 : 1 (red) and 1 : 3 (green) resonances). At both intensities used for the Poincaré
sections on the left both orbits are now unstable.
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Figure 12: Left panels: Poincaré sections of Hamiltonian (23) at I = 1013 W · cm−2
(top) and I = 1015 W · cm−2 (bottom). The circle markers show the location of the
m = 3 periodic orbit while the ’plus’ sign shows the location of the m = 1 orbit. The
inset of the bottom panel shows a blown up version of the bounded region. Right
panel: Bifurcation diagram of the m = 1 (red) and m = 3 (blue) resonances. Inset:
Phase space representation of the resonances at I = 1014 W · cm−2.
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3.2.3 Dynamics of the system
The dynamics of this system can be analyzed in three parts. First, there are the non-
ionizing trajectories, which remain in the bounded region. These are trajectories for
which the attractive Coulomb potential dominates the ionizing effects of the laser field
so that the electron always remains closeby the nucleus. We showed in the previous
section (see figure 9) that this region is filled with invariant tori. Furthermore, the
size of the bounded region decreases as the laser becomes stronger. Second, there are
the trajectories which ionize and do not return. This dynamics has been explained
previously by a phenomena known as recollision excitation with subsequent ionization,
or RESI. A better understanding of this process can be found in the literature (see [35]
and [36]). Briefly, an electron nearby the boundary of the bounded and unbounded
regions exists in a state of limbo. It feels an almost equal pull between the ionizing
effect of the laser field and the attractive nature of the Coulomb field. In this state,
ionization ultimately will occur, however, it can take many periods of the laser field.
Dynamically there exist a series of periodic orbits which exist in the narrow chaotic
layer at the boundary which regulate the process. Finally, there are the trajectories
which ionize and also return. The return process, as we will soon show, is controlled
by the 1 : m resonances. Interestingly these periodic orbits exist in the same chaotic
layer as the orbits which control the RESI process. An examination of recolliding
trajectories is useful in determining which orbits come into play.
From the bifurcation diagram of figure 12 we expect that at low intensity both
resonances, 1 : 1 and 1 : 3 will affect the dynamics since they both have hyperbolic
stability, however, with eigenvalues not too large. As we increase the intensity, how-
ever, the 1 : 3 resonance should lose its influence on the dynamics because it becomes
too unstable. In figure 13 this is precisely what we see. In the left panel we show a
trajectory at I = 1014 W · cm−2 (blue) with the 1 : 3 resonance superimposed on top.
We see that the trajectory starts nearby the periodic orbit, follows it until moving
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Figure 13: Left panel: A typical recolliding trajectory (black) of Hamiltonian (23)
which follows the 1 : 3 resonance, which is shown in blue for comparison. The intensity
is taken to be I = 1014 W ·cm−2. Right panel: A typical recolliding trajectory (black)
of Hamiltonian (23) which follows the 1 : 1 resonance, which is shown in red for
comparison. The intensity is taken to be I = 1015 W · cm−2. In both panels, the
bounded region, a remnant for the integrable case, is shown in tan.
towards the bound region (light pink) which it circles until moving away not to return
again. In fact, when the trajectory is nearby the bound region, its motion is similar
to that of a trajectory undergoing the RESI process. From a dynamical perspective
this is correct because the 1 : m resonance and RESI orbits exist in the same chaotic
layer. If we increase the intensity to I = 1015 W · cm−2 we see a similar picture,
however, for the 1 : 1 resonance. This time, the trajectory starts nearby the bounded
region (light pink), until ionizing, and subsequently returning to follow the periodic
orbit (red) which it follows for a while until ionizing once more. These trajectories
were chosen because they are representative of the recolliding dynamics happening at
each intensity.
In addition to a trajectory analysis we perform a more statistical analysis as well.
In figure 14 we show the density returns to the Poincaré section p = 0 for trajec-
tories which have a recollision (in configuration space) via the colored density plot.
Superimposed over this density (black markers) is the visualization of the unstable
41
Figure 14: The colored surface is the density of returns to the Poincaré section p = 0
for electrons which undergo a recollision (in configuration space). The black lines are
the visualization of the unstable manifold of the m = 1 periodic orbit. The left panel
is I = 1014 W · cm−2 and the right panel is I = 1014 W · cm−2.
manifold of the m = 1 resonance. In the left panel we use I = 1014 W · cm−2 and in
the right panel we use I = 1015 W ·cm−2. You can see that the manifold overlaps very
strongly with the density of random recolliding trajectories, and in this way can be
said to organize the recolliding dynamics. Similar manifolds for the other resonances,
such as m = 3 look strikingly similar to the manifold of m = 1 which is expected
because they exist in the same chaotic layer.
A brief note on stability: When we talk about stability, we are talking about the
eigenvalues of the tangent flow (or monodromy) matrix which can be considered as
an averaged effect of the dynamics for trajectories nearby the periodic orbit. A local
stability can also be computed from the Hessian matrix. From Hamilton’s equations













where the matrix, A (x) can be evaluated at points along the periodic orbit and the
function α (x) is the second derivative of the soft Coulomb potential. The character-
istic polynomial, χ (λ, x) = λ2 + α (x) has zeros when λ = ±
√
−α (x). We know that
when
Re [λ] > 0→ locally unstable,
Re [λ] < 0→ locally stable,
Re [λ] = 0→ locally marginal or elliptic.





we have that if |x| > 1/
√
2 the orbit is locally
unstable, and if |x| < 1/
√
2 the orbit is of marginal stability locally (since λ will be
imaginary). Likewise, the real component of λ is maximized when −α (x) is maxi-
mized as well, which occurs when x = ±
√
3/2, which gives λ ≈ 0.45. Furthermore,
these results are indepenent of E0, ω, and the periodic orbit! In figure 15 we show
both the m = 1 and m = 3 resonances in the (x, p) plane where the color scale
corresponds to Re [λ]. We see that nearby x = 0 we have Re [λ] = 0, however, at
x =
√
1/2 the orbit first becomes unstable. Far away from the core region the orbit
is unstable, however, only slightly. Keep in mind, therefore that the bifurcation dia-
grams of figure 12 do not tell the complete story. Trajectories under the influence of
a specific 1 : m resonance are most likely to follow the resonance when far away from
the core, where the orbit is least unstable, while they will oftentimes depart from the
orbit near x = 0.
The recolliding dynamics of the one-dimensional, one-electron system, dictated
by Hamiltonian (23), have been shown to be controlled by the 1 : m resonances.
At low intensity, other orbits do indeed come into play, since more orbits are of low
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Figure 15: The m = 1 and m = 3 periodic orbits are shown at I = 1014 W · cm−2
for Z = 1. The color bar indicates the local stability.
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instability, however, it is the orbits of low period (or low value of m) which have the
greatest influence on the dynamics. At high intensity, only the 1 : 1 orbit can be seen
as an imprint of the dynamics because the other orbits have either bifurcated, or are
too unstable.
3.2.4 Electron returning with maximum energy
From the simple-man model (when Z = 0 in Hamiltonian (23)) it is known ana-
lytically that the maximum return energy of the electron, κ, given in units of the
ponderomotive energy, Up = E
2
0
4ω2 , is κ ≈ 3.17. However, as you begin to increase
Z the problem of the maximum return energy cannot be solved analytically, and it
becomes unclear what happens. There are several forces at play. On the way out,
the Coulomb field slows the electron down. As a result, its turning point (where
it stops) is closer to the nucleus than in the simple-man model. On the way back,
both accelerations are in the same direction so the electron goes faster than in the
simple-man. However, it starts from closer in.
From the viewpoint of the electron the Coulomb field has something of a cancel-
lling effect on its return energy, qualitatively explained above. A more quantitative
treatment is also desirable. We treat this problem by introducing a rescaling of


























where φ0 is the initial phase and the Hamiltonian is also autonomous. In what follows







Referring to the time of recollision as T , the trajectory must satisfy the equations
x (T ) = 0 and p (T ) = pr where pr is the recollision momentum. The change in
momentum, ∆p = p (T )−p0 = ∆psm+∆pz where we have separated the contributions
coming from the laser field (∆psm) and the Coulomb field (∆pz). The contribution




sinφ (t) dt = cos (T + φ0)− cosφ0
The contribution from the Coulomb field, however, relies on the approximation that









and, since we make the assumption that the laser field is strong, we allow for the
approximation that x (t) ≈ xsm (t), where xsm (t) is the solution to the simple-man
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mode. A generic recolliding trajectory of the simple man model, (Z = 0) with initial
condition (x0, p0, φ0) has the solution
x (t) =x0 + (p0 − cosφ0) t+ sin (t+ φ0)− sinφ0
p (t) =p0 + cos (t+ φ0)− cosφ0.
(27)
We have xsm (t)−xsm (T ) = xsm (t) = (p0 − cosφ0) (t− T )+sin (t+ φ0)−sin (T + φ0)
where we expand around t ≈ T so that xsm (t) ≈ (p0 − cosφ0) (t− T ). We then make

















We can now compute, ∆P given the contributions from the laser and Coulomb
fields. ∆P = p (T )− p (0) so that p (T ) = p0 + ∆psm + ∆pz = pr.























If p0 = 0 then the kinetic energy, β
2
0
2 gives the maximum return energy of the simple









2 . In this way, we can see how
the cancellation takes effect. The Coulomb field, increases the return momentum pr
such that the total return energy is roughly the same as that of the kinetic energy in
the simple man model.
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In figure 16 we show the dynamics, via the Poincaré section x = 0 for the simple-
man model. The section is chosen to be x = 0 because this is the condition for a
recollision to take place. The variable, φ, is the phase of the laser when the electron
returns. The blue curve is the set of fixed points corresponding to the simple-man
periodic orbit. The simple-man periodic orbit is the only orbit which exists when Z =
0, and can be found analytically. The initial condition is given by (x0 = 0, p0 = E0/ω).
Interestingly, this orbit, can be followed by continuity by increasing Z to the case when
Z = 1, where it is actually the m = 1 resonance. The black points correspond to
random initial conditions, generated on the Poincaré section, i.e. x = 0, p < 0, and
φ ∈ [0, 2π]. We see that there is a clustering of points around the periodic orbit,
whereby points that begin close to the orbit stay close for some amount of time. The
stability of the family of orbits at Z = 0 is parabolic. The largest kinetic energy
of the orbit occurs when φ = π and the kinetic energy is precisely 2Up. We know
analytically however, that when Z = 0 another trajectory exists which can bring
back the maximum return energy of approximately 3.17Up. This trajectory exists at
the very bottom of the distribution of black points where φ ≈ 2.8. The simple-man
argument has been a long held truth of the strong-field physics community, and has
been considered valid for Z = 1. This is despite the fact that the Coulomb field
can be sufficiently strong, when compared to the laser term, even at high intensity.
In the insets of figure 17 we show a comparison between the periodic orbit of the
simple man model with that of the m = 1 resonance at Z = 1 for I = 1014, and
I = 1015 W · cm−2 as we move from left to right. We see that at low intensity the
two orbits are almost completely unrelated, but as you increase the intensity, and
move towards the simple-man scenario, the orbits converge everywhere, except near
the nucleus, i.e. x = 0, where the m = 1 orbit always has a slight, cusp-like increase
in its momenta. This increase in momenta is due to the Coulomb potential and is the
manifestation of the cancellation shown earlier. Likewise, the main figure of the panel
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Figure 16: Poincaré sections of Hamiltonian (23) at I = 1014 W · cm−2 for Z = 0,
i.e. the simple-man scenario.
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shows the return energy of both the m = 1 resonance (red curves) and the maximum
return energy allowed by the dynamics (blue curves). In this situation, we consider
the return energy to be the energy as the electrons reaches its point of closest return
to the core. The solid lines correspond to the case when the return energy is taken to
be the sum of the kinetic and potential energy, while the dashed lines only take into
account the kinetic energy. In both situations, the return of the m = 1 orbit (red
curves) converges to 2Up (the same as the simple-man orbit), while the blue curves
converges to 3.17Up. The convergence to 3.17Up of the maximum return energy is
expected, because as we increase the intensity, we approach the simple-man scenario,
in which the laser field is dominant over the Coulomb field. However, even at high
intensities such as I = 1015 W · cm−2, both blue curves are noticeably different than
their convergent value. Most notable, however, is the difference between the two
blue curves. It shows that the simple-man model is not valid at Z = 1 (at least
for I ≤ 1015 W · cm−2), otherwise, the inclusion of the Coulomb field in the energy
calculation would be negligible. It has been shown above that the dynamics, even at
Z = 1 allows for a maximum return of approximately 3.17Up. We’ve already given
both a qualititative and quantitative explanation of why the simple-man model is
valid above Z = 0 at the beginning of the section, i.e. the cancellation effect of
the Coulomb field. However, we have not yet treated how the dynamics allows for
a maximum return energy. In figure 18 we make use of the Poincaré section x = 0
to visualize the stable Ws and unstable Wu manifolds of the m = 1 resonance at
I = 1014 W · cm−2. The orbit location on the section is designated by the red square
and since the section is x = 0 each point can be viewed as a return of the electron.
The maximum returning energy along the unstable manifold occurs at the largest
(absolute value) of p, in this case p ≈ −1.94 a.u., resulting in a return energy of
approximately 4.24Up (including the Coulomb potential). This is quite close to the
solid red curve of figure 17 which was computed from trajectories with random initial
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Figure 17: Maximum return energy (solid lines) and maximum return kinetic energy
(dashed lines) accessible to the dynamics (blue) and on the periodic orbit O (red).
Insets: The red orbits are the periodic orbitsO at I = 1014 (left) and I = 1015 W·cm−2
(right), while the black orbit is the SFA periodic orbit (in the absence of Coulomb
interaction). The x̃ and p̃ axes are scaled in units of E0/ω2 and E0/ω, respectively.
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conditions. When Z 6= 0, in order for a trajectory to return with maximum energy (or
close to maximum energy) it must be following closely the unstable manifold of the
m = 1 resonance. The case of Z = 0 is actually special, in the sense that the m = 1
orbit has parabolic stability, i.e. its stability cannot be determined from a linear
analysis. A higher-order analysis does indeed show the orbit is unstable, however,
only slightly. Therefore, a trajectory starting closeby the orbit along the unstable
manifold would have to be integrated for a very long time to reach the maximum
return energy. The color surface, placed on top of the manifolds, shows the regions
in phase space where returns will take place. The color corresponds to exactly how
many returns that will be. We see that areas which yield more returns lie closer to
the manifolds, showing that it is indeed the manifolds which organize the recollision
process (not just the dynamics of the trajectory which return with maximum energy).
The bounding box surrounds the red, circular marker, which shows the point in phase
space which leads to the trajectory which returns with maximum energy. The inset
gives an exploded view of the bounding box for clarity. We see that the red marker
is contained in the region known as the homoclinic tangle, where the stable and
unstable manifolds intersect. The other areas of intersection, or homoclinic tangles,
correspond to maximum return times for specific pulse durations. The longer the pulse
is, the bigger is the maximum, and in order to reach the highest maximum return
energy, the pulse has to be of infinite length–an impractical scenario. However, once
more the differences between these maxima are not significant enough to be observed
experimentally on HHG spectra. For instance, at the low intensity of 1014 W · cm−2,
the maximum return energy is 3.86 Up after one laser cycle, and 4.24 Up after 25 laser
cycles. if the ponderomotive energy is low, this difference corresponds to a very small
number of harmonics in the spectrum.
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Figure 18: Stable (Ws) and unstable manifolds (Wu) of the periodic orbit O visu-
alized on the Poincaré section x = 0. The intensity is I = 1014 W · cm−2. The red
square marker corresponds to the location of the periodic orbit on the section. The
colored areas correspond to regions in phase space (on the section) where trajectories
return. The color scale denotes the number of returns. The trajectories initiated
in the white region ionize without returning to the core, or remain bound by the
Coulomb potential indefinitely. The bounding box on the top left of the figure is the
region shown in the inset. The red circular marker denotes the initial condition which
results in an electron returning with maximum energy.
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3.2.5 High harmonic generation
The significance of the manifold picture of returning trajectories can be further illus-
trated in the quantum mechanial HHG distribution shown in figure 19. We solve the
one dimensional Schödinger Equation (shown in atomic units)
i∂tψ (x, t) =
(
−∆2 + V (x) + E (x, t)
)
ψ (x, t) (28)
numerically with a split-operator method. The radiation field is computed from the
Fourier transform of the dipole acclereration {RνHHG = F [< ψ(t) |ẍ(t)|ψ(t) >] (νHHG)}[37].
In the top two panels we initialize the wavepacket in the ground state of the quan-
tum mechanical equivalent to Hamiltonian (23). In the top left panel we show the
HHG spectra at the relatively low intensity of I = 5 · 1014 W · cm−2. The vertical
lines are the energy, given in harmonic numbers, at which we expect HHG cut-off to
occur, given the formula, Ec = (κUp + Ip) /ω. κ is determined by the curves shown
in figure 17. For example, at I = 5 · 1014 W · cm−2, we expect a maximum return
energy of κ ≈ 4.5 if we do not include the potential energy in the calculation, and
κ ≈ 3.5 if we do. The vertical lines in the other panels of the figure are also matched,
both in color and line style, with figure 17. We see that a energy calculation which
does not involve the potential energy misses the HHG cutoff by several tens of har-
monics. In the right panel of the top row, where we move to the higher intensity of
I = 1015 W · cm−2, the cut-off predictions are too close together, to determine which
is more accurate. This is because at high intensity the solid and dashed blue lines of
figure 17 have both almost converged to κ ≈ 3.17. In the bottom panels of the same
figure we show similar HHG spectra, however, for a scattering scenario. Figure 20
gives an illustration of our scattering scenario. We initialize the wavepacket on the
m = 1 periodic orbit at the point where it is furthest from the core region (marked
as t = 0). We then phase shift the laser so that it sends the wavepacket toward the
core region. We cross the core at t = 0.25 and t = 0.75 laser cycles (modulus 1). The
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harmonics generated from this event are what is shown in the figure. The intensities
in the bottom row of figure 19 are the same as those used in the top row, however,
unlike the top row, these new spectra each contain two plateaus and two cut-offs.
These cut-offs are again contrasted with the expected cut-offs calculated with solid
and dashed curves of figure 17. However, we now include the return energies of the
m = 1 resonance (red curves of figure 17) for the first plateau, not present in the top
row. In the low intensity case (left panel) we again see that the solid vertical lines,
which include the potential energy in the calculation of κ are a much better predic-
tion for the cut-off. This is true for both cut-offs. At higher intensity (right panel),
again the cut-off associated with the blue curves is somewhat ambiguous in the sense
that the two blue vertical lines are only a few wavenumbers apart. However, the first
cut-off is clearly better predicited by a κ including the potential energy. We see that
the simple-man model, which considers the Coulomb field to be neglible, cannot be
used to predict HHG cut-off.
Indeed, the manifolds of the m = 1 resonance are not unique, in the sense that
the manifolds of other orbits also bring back the maximum return energy. Figure 18
clearly shows the intersections of the stable and unstable manifold. Other resonant
orbits of Hamiltonian (23) exist at the intersections of the these manifolds. The
red and green circular markers correspond to the m = 3 and m = 5 resonances,
respectively. Due to these heteroclinic connections, recolliding trajectories will expe-
rience influences from a combination of many resonant orbits, however, those orbits
of shorter period, i.e. m = 1 and m = 3 will be more dominant.
3.3 A brief note on elliptical polarization
The orbits discussed already belong in the 1 DOF (plus time) system. However,
to examine what happens when the laser field becomes ellipitical we must add an
additional spatial dimension to account for the fact that in ellipticities other an linear
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Figure 19: The top row shows the quantum mechanical high harmonic generation
(HHG) spectra for I = 5 · 1014 W · cm−2 (left) and I = 1015 W · cm−2 (right) with
the wavepacket initialized in the ground state. The bottom rows show the HHG with
the wave packet initialized at the outer left point of the m = 1 resonance with the
laser field directing the wavepacket towards the core at t = 0. The intensities used in
the left and right panels are the same as those used in the top row. In all panels the
vertical lines mark the cut-off with the return energy found from their corresponding
curve in figure 17. HHG is obtained from a numerical integration of the 1 dimensional
Schrödinger equation via a split operator method.
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Figure 20: Illustration of the scattering scenario whose HHG spectra is shown in the
bottom panels of figure 19.
57
the laser polarization exists on the plane, and not on the line. Hamiltonian,






x2 + y2 + 1
+ E0 (x sinωt+ εy cosωt) (29)
describes a one electron, two spatial dimension system, with ellipticity ε. E0, while
still the electric field amplitude, is now re-scaled by the factor 1√
(1+ε2)
so that the
time averaged Poynting vector remains constant in magnitude across the ellipticity
range. The Hamiltonian is now 2.5 degrees of freedom (or 2 DOF + time) which
introduces some additional complexity. Namely, the Poincaré sections utilized in the
previous section are now four dimensional, and therefore, unless we wish to look at
projections of the section (which introduces its own problems) we must rely on other
methods.
Despite the additional degree of freedom, the periodic orbits shown in the previous
section (derived from the resonance structure of Hamiltonian (23) can be extended to
our new system. In figure 21 we show the bifurcation diagrams in the (ε, I) plane of
the m = 1 (left panel) and m = 3 (right panel) periodic orbits discussed previously.
The color scale denotes the absolute value of the largest eigenvalue associated with
the periodic orbit at its respective value of I and ε. For the m = 1 periodic orbit (left
panel), the light grey curve, around the upper boundary of the diagram and along
the line ε = 1 is used to denote where the orbit is elliptic (|λmax| = 1). Likewise,
the region above the dashed black line shows where the periodic orbit has a sufficient
spatial extent to affect the recolliding dynamics, i.e. qualifies as an RPO. We see that
at low intensity and/or high ellipticity the 1 : 1 resonance does not play a major role
in the recollision process. For the periodic orbit m = 3 (right panel), the orbit always
qualifies as an RPO and does not bifurcate, hence no grey and/or black curves are
necessary. Both orbits exist at higher intensity than is shown in the panels, however,
we enforce a cut-off stability of |λmax| ≤ 104. Going beyond an analysis of the periodic
orbits is difficult for the aforementioned reason of an additional DOF. In the previous
section we gave a detailed explanation of the returning mechanism in LP (and we will
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Figure 21: Bifurcation diagram of the m = 1 (left panel) and m = 3 (right panel)
resonance in the (ε, I) plane. The light grey curve shows where the periodic orbit
becomes elliptic (|λmax| = 1), while the dashed black curves show where the respective
orbit qualifies as an RPO. The color bar corresponds to the largest eigenvalue of the
monodromy matrix in logarithmic scale.
do similarly for CP in the next chapter), however, the analysis of EP will require a
new set of tools.
3.4 Conclusion
In this chapter we have explained recollisions in a linearly polarized field through
phase space structures. Briefly, the single electron reduced Hamiltonian is integrable
(Arnold-Liouville) when the laser field is turned off. With only a slight increase in
the laser intensity invariant tori break, forming elliptical islands and hence periodic
orbits. By Birkhoff’s theorem, these elliptic periodic orbits have a hyperbolic pe-
riodic orbit associated with them which can also be found because they exist with
approximately the same action and hence roughly between the same tori as their el-
liptical counterpart. We’ve shown, by examining random returning trajectories, that
these orbits organize the recolliding dynamics. This has been shown by a comparison
in phase space of the shape of the trajectories with the aforementioned orbits and
by an analysis of Poincaré sections of random returning trajectories with stable and
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unstable manifolds of orbits.
By examination of the stable and unstable manifolds of the periodic orbit asso-
ciated with the m = 1 resonance we’ve seen that a trajectory closely following the
manifold has the possibility of returning to the core with the maximum allowable
kinetic energy. This is of special importance, because previously the maximum re-
turning energy has been computed incorrectly by neglecting the Coulomb force which
is inconsistent because the Coulomb field is required in the initial ionization step of
the simple-man model. The manifold picture, however, is consistent in the sense that
the Coulomb field is included, and indeed we show that the effect of the Coulomb
field is self-cancelling in the sense that if it is entirely neglected one can still compute
quantitatively correct maximum return energies. In following chapters we wil move
away from linearly polarized laser fields into the circularly polarized regime
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CHAPTER IV
SINGLE ELECTRON DYNAMICS IN A COMBINED
COULOMB AND CIRCULARLY POLARIZED LASER
FIELD
4.1 Introduction
Can an ionized electron be driven back to the core by an ultrastrong CP laser pulse?
As explained in the introductory chapter, this is a high-stakes issue in attosecond
physics since the returning electron, by carrying back the energy it has absorbed from
the laser, can act as the agent of many key processes in intense laser physics [38],
including the ultrafast imaging of macromolecules [39] and the design of new light
sources through generation of ultrahigh harmonics [17]. The arguments explaining
recollision with linear polarization, which were introduced in the prevoius chapter,
also predict its absence in a CP field because ionized electrons tend to spiral away
from the core [18]. When a knee was found for magnesium with a CP field [8] a
decade ago, recollision was immediately ruled out as a possible explanation. Re-
cently, we reconciled this surprise with other experimental results in CP [25] where
no knee was observed [7], by showing that recollision is possible with CP [40] (see
also references [41],[42]).
In this chapter we show that recollisions in CP result from a subtle compromise
between the action of the strong laser field (which leads the electron away in a swirling
motion) and the Coulomb attraction (which tends to recall it). Special families of
RPOs turn out to be this compromise, similar to the LP case.
When the laser field is circularly polarized the magnitude of the laser field remains
unchanged with respect to time. Only the direction of the field changes. We begin
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with a Hamiltonian which models a single electron moving in two spatial dimensions
under the influence of a circularly polarized field.




2 + V (r) + E0 (x sinωt+ y cosωt) . (30)
The potential, V (r) where r =
√
x2 + y2 is rotationally invariant. In this chapter we
use the soft-Coulomb potential of eq. 8 with Z = 2. The value of Z is a departure
from the normally used value of Z = 1, however, the dynamics illustrated below do
not qualitatively change with Z. From a physical view, choosing Z = 2 corresponds
to a double ionized ion.
We transform to a frame co-rotating with the laser field such that it becomes a
constant. This transformation, however, must be canonical so that the equations of
motion can still be derived from Hamilton’s equations.
4.2 Autonomizing the static frame Hamiltonian
First however, we introduce the autonomized version of Hamiltonian (30), referred to
now as the static frame Hamiltonian. This is accomplished by adding the canonically
conjugate pair (t, E), so that the new Hamiltonian, H̄ is conserved. Our transforma-
tion is H̄ (x, y, t, px, py, E) = H (x, y, px, py; t) + E. If we apply Hamilton’s equations








= E0ω (x cos (ωt)− y sin (ωt))
where · represents differentiation with respect to our new evolution parameter τ .
Hamilton’s equations applied to the other pairs of conjugate variables are unchanged
by this transformation.
4.3 Rotating Frame Hamiltonian
With an autonomized Hamiltonian we now perform the canonical change of coordi-
nates into the frame co-rotating with the laser field.
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This section can be skipped on a first reading, with the reader advancing directly to
section 4.4.
Ω (t) =
sin (ωt) cos (ωt)
















where the barred coordinates are measured in the rotating frame.







and likewise for the momentum.







2 + V (r) + E0x̄+ E
(
x̄, ȳ, t̄, p̄x, p̄y, Ē
)
(35)
where K is also referred to as the Jacobi constant from its link to celestial me-
chanics. We must now find out how E → Ē while remembering that in the end we





















In order to verify that the transformation is canonical it is sufficient to show that





where ξ is given by
ξ =
(
q1 q2 . . . qn p1 p2 . . . pn
)T
(38)
and n is the number of degrees of freedom in the system (n = 3 for our autonomized
system) and η is a vector of identical form containing the new coordinates.





whose elements are n× n identity and zero matrices.
Our goal then is how to transform E → Ē so that the overall transformation for




sinωt cosωt ωȳ 0 0 0
cosωt − sinωt −ωx̄ 0 0 0
0 0 1 0 0 0
0 0 ωp̄y sinωt cosωt 0

















0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
−1 0 0 0 0 0
0 −1 0 0 0 0
0 0 −1 0 0 0

(41)
When the matrix product is equated to J it provides us with conditions on the
partial derivatives of Ē w.r.t the old coordinates, so that Ē (x, y, t, px, py, E) can be
found. This process yields the following five equations
−∂Ē
∂x
− p̄xω cosωt+ p̄yω sinωt = 0
−∂Ē
∂y
+ p̄xω sinωt+ p̄yω cosωt = 0
∂Ē
∂px
− x̄ω cosωt+ ȳω sinωt = 0
∂Ē
∂py


















With these 5 relationships we know that
Ē (x, y, t, px, py, E) = E − ω (xpy − ypx) (42)
With this expression for Ē, we can express our transformed Hamiltonian in the
rotating frame completely in terms of the new coordinates. Furthermore, since Ē was
solved for in a manner to guarantee J = MTJM we are assured that the transforma-






2 + V (r̄) + E0x̄+ Ē + ω (xpy − ypx) (43)
Now we make use of the transformation equation Ω (t) to change (x, px, y, py)→
(x̄, p̄x, ȳ, p̄y) and we arrive at the final expression for the rotating frame Hamiltonian,
K
(







2 + V (r̄) + E0x̄− ω (x̄p̄y − ȳp̄x) (44)
where we have set Ē = 0, since it is constant. The addition of the final term, which is
indeed a Coriolis term, is not surprising, since after all we are moving into a rotating
frame. Therefore, the price to pay for an autonomized system is a mixed term in the
Hamiltonian.
This Hamiltonian, referred to as the rotating frame Hamiltonian, will be used
throughout the remainder of this section and also in chapter 5 (with Z = 1), however,
we remove the “barred” notation for simplicity. The Hamiltonian, also refered to as
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the Jacobi value, for its link to celestial mechanics, is time independent and therefore,
conserved. Additionally, when the laser field is turned off (E0 = 0), the angular
momentum is also conserved because of the rotational invariance. This is especially
important because with two conserved quantities our Hamiltonian is integrable (in
regions of phase space which are bounded). In section 4.5.2 we focus especially on
the case when E0 = 0. Also, keep in mind that the potential was left generic, and
this transformation is valid for any rotationally invariant potential.
4.4 Construction of the Zero-Velocity Surface
To better understand the dynamics generated by Hamiltonian (44) it is useful to
construct the Zero Velocity Surface (ZVS). On this surface, the condition ẋ = ẏ = 0
is enforced, and the surface is therefore used to show the allowable region in configu-
ration space.
From Hamilton’s equations applied to Hamiltonian (44) we have
ẋ = px + ωy,
ẏ = py − ωx,
solving for px and py and plugging into Hamiltonian (44) while simultaneously en-
forcing the zero velocity condition that ẋ = ẏ = 0 yields the zero-velocity surface





+ E0x+ V (r) .
In general, we show a cross section of this surface, along the line y = 0. Looking
ahead, a 3D visualization of the surface is shown in chapter 5. In figure 22 we show
the cross section of the ZVS for y = 0. In the left panel we show the ZVS for the
integrable case while the right panel is I = 1013 W · cm−2. In the left panel K = −0.5
gives a completely bounded dynamics while K = −0.34 and K = −0.25 both give
a combination of bounded and unbounded dynamics. Likewise, in the right panel
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Figure 22: The left panel is the Zero Velocity Surface for the integrable case, E0 = 0.
Right panel is the Zero Velocity Surface for the non-integrable case of I = 1013 W ·
cm−2. The dashed horizontal lines correspond to the commonly used Jacobi values
throughout the rest of this chapter. For both figures, ω = 0.0584 a.u.
all Jacobi values shown correspond to a combination of bounded and unbounded
dynamics.
4.5 Examining the dynamics
In order to understand the dynamics of this system, namely the driving mechanism
behind recollisions, it is important to look at sample trajectories to gain a better
intuition of the system. After an examination of these trajectories a scenario involving
the structures in phase space can be constructed, keeping in mind the results from
the LP case.
4.5.1 Samples of returning trajectories
In figure 23 we focus on the trajectories which exhibit a return. In the top two panels,
the Jacobi value is fixed at K = −0.25 whereas in the bottom panel the Jacobi value
is K = −0.1. In each panel the dashed black curve marks the return threshold of 5
a.u. Certain shapes come up often when examining recolliding trajectories. These
shapes are highlighted in each of the panels. In the top two panels the same shapes
come up in each trajectory. In the bottom panel the darker blue shape is similar to
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Figure 23: Several samples of returning trajectories. Segments of each trajectory
which resemble the various periodic orbits in figure 26 are highlighed in blue (On),
green (O′n), and yellow (Hn). For all panels I = 1013 W · cm−2 and ω = 0.0584 a.u.
the dark blue shapes in the top panel, but an additional shape, shown in light blue
is also highlighted. It is easy to see that certain patterns repeat themselves across
different trajectories and even different Jacobi values.
4.5.2 Integrability of the rotating frame Hamiltonian
To gain a better understanding of the returning trajectories shown in the previous
section (especially the recurring patterns), we take a closer look at the dynamical
system. First, we examine the integrable part of Hamiltonian (44), whereby E0 = 0.
The rotational invariance along with the time independence provides two constants of
motion with which we can reduce the dimension of the dynamics. With a two degree
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of freedom Hamiltonian and two constants of motion, our dynamics is integrable in the
Arnold-Liouville sense, at least locally for regions which yield bounded trajectories.
Of course, turning off the laser for Hamiltonian (44) seems artifical, because this
Hamiltonian was generated by a transformation into a frame co-rotating with the
laser field, itself. To ease this reluctance, however, recall that once we have made
this transformation we can dissociate the Hamiltonian from the physical system it is
meant to represent and simply treat it as a generator of a dynamics, whereby E0 is
simply another parameter.
As already mentioned, however, the system is only integrable when the dynamics
is bounded in phase space. By construction of a Poincaré section we can get a sense
for which parameter choices the dynamics will indeed be bounded. We choose as the
Poincaré section xpx + ypy = 0. This section, shown in Cartesian coordinates is not




θ = arctan y
x
pr = (xpx + ypy)/r
pθ = xpy − ypx
we see that the section is equivalent to pr = 0 (with ṗr > 0), which corresponds to
changes in sign of the radial momentum.
We show Poincaré sections for three different Jacobi values in figure 24. For
K = −0.5 phase space is bounded, which can also be seen by examining the Zero
Velocity Surface (left panel, figure 22) which shows the limits in configuration space
and therefore phase space is foliated by invariant tori. However, we see that for K =
−0.34, which is directly above the saddle-center, and especially for K = −0.25 that
higher values of pθ correspond to unbound trajectories. These trajectories spiraling
outward, and never returning to the core (or Poincaré section). The solid blue line
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corresponds to the maximum pθ value at which trajectories remain bounded.
In figure 25 we sample some of the periodic orbits which are found in the integrable
system. Recall that in the integrable case their is a rotational invariance so that each
orbit shown actually represents a family of orbits by rotation. However, for the
orbits shown, where all periodic orbits intersect the x-axis, once the field is turned
on this symmetry is broken and the only orbits which can persist are those which
are symmetric about the x-axis. This symmetry can be seen by first examining
Hamiltonian’s equations applied to Hamiltonian (44),
ẋ = px + ωy,
ẏ = py − ωx,








Hamilton’s equations dictate that if
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must be as well when t→ −t.
In the aforementioned figure, we only show the orbits which can persist once
the field is applied. Furthermore, we only show a small portion of the orbits which
exist in the integrable case, focusing on the orbits, which, based on their shape,
period, and nonlinear properties, are likely candidates to exert an influence on the
dynamics of returning trajectories. The exception to this are the orbits found in the
bottom row. Admittedly, a priori it is not clear why these orbits would be responsible
for ionizations and returns, however, in Sec. 4.5.3 it will be clarified why they are
included. In all panels the dashed black circle of radius 5 a.u. is used to show the
return threshold, which we define as the maximum distance from the core an electron
must reach after it has already ionized to be considered a returning trajectory. These
orbits are followed by continuity, by increasing the intensity, into the NSDI regime.
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Figure 24: Poincaré sections for different Jacobi values in the integrable system.
As the Jacobi value is increased the dynamics enters the unbound region of phase
space. Compare the Jacobi values shown in the top left of each panel with their
corresponding locations on the Zero Velocity Surface in the left panel of figure 22.
The solid blue line indicates the largest value of the angular momentum (pθ) for which
the dynamics is bounded. For all figures, E0 = 0 (integrable case) and ω = 0.0584
a.u.
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Figure 25: Periodic orbits in the integrable case, which based on their shape, are
possible candidates for wielding influence on the dynamics of returning trajectories.
In all panels E0 = 0, K = −0.25, and ω = 0.0584 a.u.
4.5.3 Non-integrable case
An examination of the integrable system is useful, however, the non-integrable system
(with the laser field turned on), is physically much more interesting, especially from
the view point of an experimentalist. The orbits found in the previous section, in
figure 25, can be followed by continuity as we increase the intensity (moving away
from the integrable case). We choose as our case study the intensity I = 1013 W ·cm−2
which is well situated in the NSDI regime. For the Jacobi value we choose K = −0.25,
which, according to the right panel of figure 22 is sufficiently high above the saddle-
center to allow for widespread ionization (a prerequisite of a recollision).
In figure 26 we show these orbits for our new set of parameters. Each panel shows
the corresponding orbit in the same panel of figure 25. With the exception of the
two orbits shown in the bottom row it is clear that the orbits in the non-integrable
case resemble their corresponding orbits in the integrable case. However, for the two
periodic orbits on the bottom row it is not so clear. These orbits, originating in
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Figure 26: Recolliding periodic orbits from figure 25, which are possible candidates
for affecting the dynamics of returning trajectories. The intensity is taken as I =
1013 W · cm−2 while K = −0.25 and ω = 0.0584 a.u.
the integrable case undergo a series of bifurcations which allow them to qualitatively
resemble the orbits shown in figure 26. Here all of the orbits extend beyond the
ionization threshold of 15 a.u. and return to with 5 a.u. of the ionic core. Therefore,
we would say that all of the periodic orbits shown in figure 26 are indeed recolliding
periodic orbits, already defined in the previous chapter.
These nine RPOs can be reduced further by grouping them into specific families
of RPOs. The two leftmost RPOs in the top row are members of a family, which we
denote by On, where n ∈ Z+ denotes the number of returns to the Poincaré section
y = 0. For brevity, we only show O2 and O3, however, high order members can
also be found, however, their influence on the dynamics is diminished because as n
increases so does their period. Additionally, the two rightmost panels in the top row
are members of a family which we denote as O′n, again where n ∈ Z+ denotes the
number of returns to the Poincaré section y = 0. Just like the case with On, we
only show the two simplest members of the family, O′2 and O′3. The families On and
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O′n are of special interest because they are the same orbits as those of the 1 : m
resonances of the previous chapter. The two families can be followed by continuity
with the ellipticity parameter to ε = 0. In the LP case both families are reduced to
single orbits (since their is no longer a Jacobi parameter because the system is no
longer autonomous) and they exist with y = 0 and py = 0, i.e. all dynamics is along
the polarization axis. We can then make a reduction from two spatial dimensions
(x, y) to a single spatial dimension, x, exactly like the LP problem from the previous
chapter. It then becomes apparent that these orbits On and O′n are the hyperbolic
and elliptic 1 : m resonances, respectively. For m = 3, we have O2 and O′2. Likewise,
for m = 5 we have O3 and O′3, and so on. The other RPOs shown in figure 26 do not
originate from this resonant family, however, they also play a role in the recollision
process in CP. The RPOs in the second row do not compromise a family, however,
they are just a small sampling the of available orbits which contain a variable number
of inner loops at various positions, so long as the symmetry requirement is met. The
leftmost panel in the bottom row is itself a family, in a similar vein to On and O′n. We
only show the first element of the family, however, additional members are identified
by an increasing number of loops surrounding the core region. We denote this family
by Hn. Finally, the rightmost panel in the bottom row shows an orbit, which we
denote U . It is not a member of a larger family but like all of the other RPOs shown
it originates in the integrable case. Already, it is clear that potentially more orbits
have a controlling interest in the recolliding dynamics as compared to the LP case.
4.5.3.1 Re-examining the trajectories of Sec. 4.5.1
The orbits (and their families) discussed in the previous section are responsible for
the repeated patterns highlighted in figure 23. The blue highlight corresponds to On,
the green highlight corresponds to O′n, and the yellow highlight corresponds to Hn.
We label the orbits with an ambiguous index, n, instead of using a specific number
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for each additional case because by inspection we cannot be certain which orbit in the
respective family is actually being followed (if it is a single orbit at all). It is often the
case that recolliding trajectories exhibit traits of multiple periodic orbits. Indeed, this
is the case for both panels in the top row of the figure. As a trajectory moves around
the chaotic sea the influence of the various periodic orbits located in the sea wax
and wane depending on the proximity of the trajectory to the respective orbit. Note
however, that not all periodic orbits are represented in the samples shown in figure 23.
In order to better understand which periodic orbits can be considered fundamentally
important in the returning mechanism we perform a quantitative and statistical study
on a large number of returning trajectories. Finally, it is interesting to note that in
the LP case from the previous chapter, two orbits (and their manifolds) dictate the
entire recollision process. However, in the CP case, many more orbits appear to
affect the dynamics. We would like to reduce the CP dynamics to the dynamics of
a single orbit, if possible. In the following section, we perform a statistical analysis
of returning trajectories, to determine exactly which orbits regulate the recollision
process.
4.5.3.2 Linear Discriminant Analysis
Making use of common pattern recognition algorithms, namely Linear Discriminant
Analysis (LDA), we can identify portions of trajectories under the influence of a given
set of periodic orbits by examining key features of the trajectory in configuration
space. For K = −0.25, as described in the previous section it appears that only a
few periodic orbits determine the return mechansim. These orbits are On, Hn, and
U (see figure 26).
LDA is an algorithm, often used for pattern recognition, which finds a linear
combination of features, of a given object, to classify the said object into a supplied
group. The groups are determined by a set of training data, which are data, where
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based on the features, the user determines to which group a given element belongs.
In practice, the set of features are critical in determining the success rate of the
algorithm. It is important to choose features which can be well differentiated across
the various periodic orbits. In figure 27 we show the x position of the periodic orbit as
a function of time for the three orbits O2, H1, and U . However, since far away from
the core region many of the periodic orbits are similar in appearance we show only the
portions of the respective periodic orbits which are within the ionization threshold,
of 15 a.u., which in this context we will refer to as the viewing radius. We see that
each type of periodic orbit has a distinct shape when characterized by its x position.
Unfortunately, the LDA algorithm cannot take as an input a high resolution time
signal without running into numerical issues. Namely, the amount of training data
must be large compared to the number of elements of our signal. For a time series
signal (such as those shown in the bottom row of figure 27) the number of elements
is quite large. Instead, we choose a much simpler set of features, which does not have
the same problem. Namely, our features are
1. initial point of the time series, x0,
2. final point of the time series, xf ,
3. number of local extremum,
4. the difference between the final and initial points, xf − x0.
With this feature set, LDA can successfully discriminate between the three differ-
ent trajectory types. However, it does not make a distinction between members of
the same family, i.e., the algorithm does not distinguish between O2 and O3, mainly
because inside the viewing radius members of the same family look quite similar.
For a given trajectory, the algorithm only analyzes segments which exist inside the
viewing radius. For a given returning trajectory, multiple trajectory segments can be
supplied.
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Figure 27: The top row shows the three periodic orbits which are most responsible
for ionizations and returns for K = −0.25 and I = 1013 W · cm−2. The dashed black
curve is the viewing radius. The bottom row is the time series signal of the x position
of each periodic orbit inside the viewing radius. For all panels ω = 0.0584 a.u.,
K = −0.25 and I = 1013 W · cm−2
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For K = −0.25 we show the frequency of each trajectory type in the left panel
of figure 28 for various return thresholds. For each panel, the algorithm investigates
approximately 450 trajectory segments. Starting in the left panel of the top row and
moving clockwise we have a return threshold of 3 a.u., then 4 a.u. and finally 5 a.u.
The blue bars correspond to the raw data, directly outputted from the algorithm,
while the red bars correspond to the addition of an error correcting term. The final
columns in each panel correspond to the trajectories which could not be properly
labelled by the algorithm. In each panel, regardless of the data examined (non-
adjusted vs. adjusted) and which return threshold used we observe that On, Hn and
U each play significant roles in the return process. The trajectories which could not
be properly placed are generally as frequent as the least common orbit type, On. This
shows that we have chosen the correct three periodic orbits to look at because they
are the three most common. The final panel, rightmost in the bottom row, is the
residue curves of the three key periodic orbits. We see that at K = −0.25 (dashed
vertical line) that each of the orbits is slightly hyperbolic.
The analysis carried out on returning trajectories for K = −0.25 can be replicated
for additional Jacobi values. We repeat the same analysis, now forK = −0.1, however,
we focus on the orbits shown in figure 29. They are On, O′n, O∗, and O∗∗. Notice
how in the rightmost panel of the top row, where we show O′2 that the inner loop
reaches far into the core region, well inside the return threshold of rret = 5 a.u.
Recall that this was not the case for K = −0.25 (see figure 26). The panels in the
bottom row show orbits which played only a minimal role in the return process for
K = −0.25, however now their role is much more prominent. This is because the
magnitude of the residue of both orbits is very large for K = −0.25 (see right panel
of figure 30) while for K = −0.10 the residues are much closer to zero, while still
remaining hyperbolic. The periodic orbit U and the family Hn, which were quite
common for returning trajectories at K = −0.25 are now much less prevalent. For
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Figure 28: Histograms of the occurence of the three periodic orbits On, Hn and
U . The blue bars correspond to the raw data while the red bars are the same data
with an error correction added. The final column is the frequency with which the
algorithm could not detect the underlying periodic orbit. The rightmost panel in
the bottom row is a residue curve for the three periodic orbits with the Jacobi value
K = −0.25 marked by the vertical dashed black line. For all panels I = 1013 W ·cm−2,
K = −0.25, and ω = 0.0584 a.u.
80
Figure 29: The four periodic orbits which are primarily responsible for ionizations
and returns for K = −0.1. The dashed black circle corresponds to the viewing radius,
15 a.u. For all panels I = 1013 W · cm−2, K = −0.1, and ω = 0.0584 a.u.
U , the reason is not quite clear, however, the spatial extent of the periodic orbit is
decreasing and while it does extend beyond the ionization threshold of 15 a.u., it is
close. For the family Hn, however, a period halving occurs for H1 at approximately
K = −0.11 and additionally as the Jacobi value increases the spatial extent of the
orbit decreases and nearby K = −0.1 the periodic orbit no longer extends past the
ionization threshold of rion = 15 a.u.
In figure 30 we show the results of LDA on the returning trajectories for K = −0.1.
In the left panel we show the frequency with which each of the key periodic orbits is
expressed while the right panel shows the residue curves of the periodic orbits. Like
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Figure 30: The left panel shows a histogram of the occurence of the four periodic
orbits On,O′n, O∗, and O∗∗. The blue bars correspond to the non-corrected data while
the red bars are the same data with an error correction added. The final column is the
frequency with which the algorithm could not detect the underlying periodic orbit.
The right panel is a residue curve for the three periodic orbits with the Jacobi value
K = −0.10 marked by the vertical dashed black line. For all panels I = 1013 W ·cm−2,
K = −0.1, and ω = 0.0584 a.u.
the case for K = −0.25, we again see that the frequency with which the trajectory
segment could not be identified is approximately as small as the least common of the
orbits, in this caseO∗∗. Note, however, that the ’corrected’ data for the final column of
the frequency plot is much larger than the ’original’ column. This is because a large
number of trajectory segments which were initially classified as O∗ where actually
misclassified, and actually their type could not be determined. However, although the
cannot be determined column is large (approximately 13%), it is comprised of many
different orbit types, and no one orbit was dominant. This demonstrates that the
four periodic orbits selected as being dominant in the return mechanism at K = −0.1
are indeed the correct choices.
LDA can be useful for determining the relative importance of different periodic
orbits in the context of the returning mechanism. It allows us to gauge the relative
importance of various periodic orbits, or more pointedly it allows us to confirm that
a small set of selected periodic orbits is indeed primarily responsible for the return
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mechanism in CP. We have confirmed the groups of periodic orbits which are re-
sponsible for ionizations and returns at two different Jacobi values, K = −0.25 and
K = −0.1. We have shown that the return scenario differs slightly between these two
Jacobi values because the relative importance of the periodic orbits varies. Namely,
the family of periodic orbits O′n does not play a role at K = −0.25 because it does not
approach sufficiently close to the core. Furthermore, the importance of Hn decreases
as well as we transition from K = −0.25 and K = −0.1 while the opposite occurs for
the orbit O∗ and O∗∗.
4.6 Conclusion
We have shown that the dynamics in a CP field is much richer than in the LP
counterpart in the sense that many more orbits affect the dynamics of recollisions.
Furthermore, since the Hamiltonian is autonomous, our conserved quantity, the Jacobi
value, parameterizes familes of RPOs (as opposed to single instances of RPOs in LP).
In the following chapter, we develop a predictive model for electronic recollisions in




A PREDICTIVE MODEL OF RECOLLISION FOR
ATOMS AND MOLECULES
5.1 Introduction
In this short chapter, we will show that the family of key periodic orbits O2 can be
used as a bellwether to the recollision process in a strong circulary polarized laser
field. We find the necessary conditions for recollision-driven nonsequential double
ionization to occur. The outlined mechanism is universal in that it applies equally
well beyond atoms: The internal structure of the target species plays a minor role in
the recollision process.
From the previous chapter we showed that several families of RPOs regulate the
electronic recollision process in CP. This was accomplished using the one-electron
model of Ch. 2 (Hamiltonian (21)). The benefit in understanding electronic recol-
lisions is so that physical processes such as NSDI can be better explained. NSDI,
however, is a two-electron process, relying on the returning electron to bring back
sufficient energy to ionize the second electron. The Hamiltonian is different than the
one electron system, since it includes a kinetic energy and attractive Coulomb poten-
tial for an additional electron. Furthermore, the electron-electron interaction must be
included as well. So then, of foremost importance is determining if the RPOs found
in the last chapter still regulate the dynamics in this more complicated system.
5.2 Sample of trajectories
A typical NSDI trajectory in a CP field for a two-active-electron atom appears in the
left panel of Fig. 31: The dark electron (red online) recollides and causes the other
84
Figure 31: Left panel: Typical NSDI of Mg as modeled by Hamiltonian (46). The
dark (red online) electron exhibits a recollision which causes the gray electron to
ionize. Right panel: Typical one-electron trajectory of C60 which also exhibits a
recollision [10]. The gray annulus represents the potential well. In both panels, the
segment of the trajectory which is in bold mimics the shape of key periodic orbits.
The laser parameters are 780 nm wavelength and an intensity of 5 × 1013 W · cm−2.
All trajectories are shown in the rotating frame.
electron (light gray), previously bound to the nucleus, to ionize. For comparison, the
right panel of Fig. 31 displays a recolliding trajectory for C60 (buckminsterfullerene),
where the gray annulus represents the potential well of the molecule. In both panels,
we highlight the RPO signature in bold. We compare these recolliding trajectories
with the periodic orbits of an already-ionized electron in Fig. 32 for each system
respectively: The good agreement between the shapes of the RPOs of Fig. 32 and
the sample trajectories of Fig. 31 (bold portions) forms the nub of our argument that
specific periodic orbits drive recollisions.
The trajectories of Figs. 31 and 32 are represented in a frame rotating with the CP
field (referred to as the rotating frame). They each consist of an interior loop, occur-
ring in the down-field direction of the laser, which passes close to the nucleus (where
the Coulomb attraction dominates the dynamics) and a farther reaching exterior loop
which encloses the nucleus (where the laser field predominates). Comparing the RPO
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Figure 32: RPO corresponding to the highlighted trajectory portions in Fig. 31.
The left panel corresponds to Hamiltonian (45) and the right panel to a one-electron
Hamiltonian model for C60 [10].
in Fig. 32 for Hamiltonian (45) (left panel) and the same RPO for C60 (right panel),
we observe striking similarities, despite the strong differences in the potentials. The
only common feature between the two potentials is the Coulomb tail far from the core
(−1/r for r  1) which results in a one electron model which we examine next.
5.3 Model
In the rotating frame the Hamiltonian modeling a one-electron dynamics has already







+ E0x− ω (xpy − ypx) . (45)
For C60 we use a continuous approximation of the potential given in Ref. [10]. The
phase space of Hamiltonian (45) is unbounded, but not all electrons can leave the core
region and ionize. In particular if the Jacobi constant of the electron is smaller than
the one corresponding to a specific Stark saddle point [43, 44, 20], the electron is stuck
in the core region with no possibility for ionization. In Fig. 33, we display the limits of
the domain accessible to the electron (in the configuration space of Hamiltonian (45)),
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Figure 33: Limits of the accessible domain for an electron modeled with Hamilto-
nian (45). We display three RPOs of the family On. The saddle point is marked by
a sphere. The laser parameters are the same as in Fig. 31.
where the saddle point is indicated by a sphere.
As illustrated by Figs. 31 and 32, recollisions with CP are organized by certain
types of periodic orbits. Only those periodic orbits which contain segments both close
to and far away from the core play a role in recollisions and these are RPOs. The
topologically simplest RPO consists of an off-centered circle and we found such an
orbit for high values of the Jacobi constant (top orbit in Fig. 33). When followed
by continuity as the Jacobi value is decreased, this orbit bifurcates into a family of
periodic orbits which consist of an interior loop, in the down-field direction of the laser,
and one or several exterior loops, leading to an excursion far from the core (like the
highlighted regions of Fig. 31). We label these RPOs On, where n corresponds to the
number of loops in the periodic orbit (see Fig. 33). The interior loop is responsible for
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the exchange of energy between the already-ionized electron and the core (or second)
electron while the exterior loop is where the ionized electron gains energy from the
laser field. Not all RPOs are equally important for recollision: Relevant orbits have a
period which is much smaller than the pulse duration (so as to influence the motion
of the already-ionized electron), and are weakly hyperbolic, so that an electron can
stay close to them long enough to imitate their dynamics. We found a handful of
such RPOs and their influence waxes and wanes with the choice of Jacobi value and
intensity. For instance, the influence of O4 (middle curve in Fig. 33) can be seen on
Fig. 2 of Ref. [40].
5.4 Two electron dynamics
The main outcome of the recollision is the modification of the core structure, leading
to, e.g., NSDI. Recollisions exhibited by the two-electron Hamiltonian follow the
organizing structures of the one-electron Hamiltonian (as seen in Fig. 31) and indeed
it will be shown that these structures dictate the properties of the NSDI channel.
The two-electron dynamics can be expressed by [45]
H = ‖p1‖
2 + ‖p2‖2
2 + V (‖r1‖) + V (‖r2‖) +
1√
‖r1 − r2‖2 + b2




Here r1,2 and p1,2 are the canonically conjugate positions and momenta of the two
electrons in the lab frame. The potential is chosen as V (r) = −2/
√
r2 + a2, where
a is the electron-core softening parameter [27, 28] which is adjusted to model the
various atoms under investigation (we set a = 3 for Mg, a = 1 for Ne, a = 1.5 for
Ar, and a = 1.8 for Xe). The pulse envelope is given by f . For the numerical results
presented here, we consider a laser envelope with two laser cycle ramp-up, six cycle
plateau, and a two laser cycle ramp-down. We find qualitatively similar results with
other laser envelopes. Initial conditions of the respective atoms are taken from a
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Figure 34: Curves: Double ionization yield for Mg (left panel) and Xe (middle panel),
and Ar and Ne (right panel) obtained from Hamiltonian (46). In the two leftmost
panels the gray shaded background is proportional to the probability that the three
criteria for NSDI are satisfied (darker gray corresponds to a high probability). The
laser wavelength is 780 nm.
microcanonical distribution on the ground state energy (defined as the sum of the
two first ionization potentials. In this chapter we restrict Hamiltonian (46) to two
spatial dimensions (fully three dimensional calculations follow the same organizational
structure). In Fig. 34 we show the probability of double ionization, where we use a
distance criterion for ionization, for Mg (left panel) and Xe (middle panel). Both
atoms exhibit NSDI, which manifests itself in the knee enhancement, which is in
contrast to Ar and Ne (right panel). Trajectory inspection shows that NSDI (when
present) corresponds to recolliding trajectories.
In order to interpret the presence of a knee enhancement in the double ionization
probability versus laser intensity, we consider the recollision mechanism driven by
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RPOs. Given that RPOs are well defined for a constant laser envelope, we consider
f = 1 and address recollisions happening during the plateau for the two-electron
calculations. It should be noted that the analysis extends to events happening during
the ramp-up, by considering a lower effective laser intensity. In order to be influenced
by a RPO, a trajectory should get close to it and therefore have a Jacobi value
compatible with those of the RPO family. The analysis of the recollision dynamics
shows that the existence of an overlap between the Jacobi values for the pre-ionized
electron and the domain of existence of the RPOs accurately predicts the existence
of recollisions. From this observation, we derive a simplified predictive model for the
existence of recollision and NSDI for a given atom. Given the similarity between
the RPOs with different models, we use Hamiltonian (45) to determine the domain of
existence of RPOs and restrict the analysis toO2, irrespective of the atom or molecule.
Due to the ramp-up of the field the energy gained by each electron is E0x(0)i where
x
(0)
i is the x-coordinate of the ith electron at the beginning of the plateau. The
generated distribution of Jacobi values corresponds to the colored areas in Fig. 35.
The dark gray surface on each panel shows the domain of existence of the RPO O2 in
the parameter space (I,K) for Hamiltonian (45). Following the previous discussion,
we estimate the probability of recollision as the proportion of pre-ionized electrons
with the Jacobi values compatible with the existence of the RPO O2. Visually, it
corresponds to the overlap between the gray and respective colored regions in Fig. 35.
There is significant overlap between the surfaces for Mg, Xe, and C60 and the domain
of existence of O2, therefore confirming that recollisions are expected for these targets
(see also fig 31). In contrast, Ne and Ar do not show any overlap so recollisions are
not expected for these atoms in the near infrared regime. Other RPOs, e.g., O3 and
O4, can be included in the analysis. However, the results are very robust and do not
change quantitatively because of the strong overlap in the domains of existence of the
individual On in the parameter space (I,K).
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Figure 35: On each panel the dark gray surface represents the domain of exis-
tence of the RPO O2 for Hamiltonian (45). Its shading corresponds to the Greene’s
residue [11] of O2, which is an indication of its stability (darker shading corresponds
to less unstable RPO). The light gray (colored online) surfaces are the distributions
of Jacobi values of the pre-ionized electron for Mg, Xe, Ne and Ar, and C60. The
laser wavelength is 780 nm.
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5.5 Energy criterion
Not every recollision leads to NSDI. For that to happen, the returning electron needs
to bring sufficient energy to the core region in order to ionize the bound electron while
remaining ionized itself. Based on this simple picture, we further refine the recollision
criterion to predict the range of intensities where NSDI, and thus the knee in double
ionization versus laser intensity, is expected. For a given recolliding trajectory, we
define K1 (resp. K2) and K′1 (resp. K′2) as the Jacobi values of the pre-ionized (resp.
core) electron before and after the recollision and we define η2 as the energy exchange.
Since the core electron is not screened by the pre-ionized electron, an effective charge
of −2 is used to compute its Jacobi value from Hamiltonian (45). Assuming elastic
recollisions leading to double ionization, the following inequalities hold:
K′1 = K1 − η2 > K?, (47a)
K′2 = K2 + η2 > K?, (47b)
where K? is the energy of the Stark saddle. Combining the two equations, we arrive
at the condition K1 + K2 > 2K? which ensures that the returning electron is suffi-
ciently energetic to trigger NSDI. In summary there are three necessary conditions
for recollision-driven NSDI to occur:
1. the existence of an RPO (in a single active electron approximation) for Hamil-
tonian (45),
2. an overlap between the distribution of Jacobi values of the pre-ionized electron
and the domain of existence of this RPO,
3. the pre-ionized electron brings in a sufficient amount of energy to free the second
electron.
The first two conditions ensure that recollisions are possible, while the third criterion
ensures that recollisions could lead to NSDI. Varying the intensity and estimating the
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probability of these conditions provides the approximate intensity range where NSDI
is possible. Referring back to Fig. 34 we compare these probabilities (gray surface) for
Mg (left panel) and Xe (right panel) with their respective double ionization curves,
as given by Hamiltonian (46). We see that the intensity range at which NSDI occurs,
i.e., the location of the knee, is predicted well by the three conditions. Numerically,
Xe shows NSDI at intensities approximately one order of magnitude larger than in
Mg [46] (see also Fig. 34), in agreement with the probability to satisfy the three
conditions. These predictions also agree with experimental findings [8, 47]. Finally,
since the double ionization curves of Fig. 34 are computed with a ramp-up, the
electron experiences an effectively lower intensity during the ramp-up. This results in
double ionization curves which exhibit a cut-off intensity for the NSDI channel which
is slightly higher than what is predicted from the three criteria.
5.6 Conclusion
Our discussion on recollision-driven events boils down to a few rules-of-thumb which
apply to systems more complex than atoms. Molecular recollisions with CP are
usually attributed to the spatial extent of the system, where the pre-ionized electron
recollides at a different atomic center than the one it originates from [48]. In contrast,
we have argued above that the excursion of the electron is much larger than the size of
the molecule (see Fig. 31), and therefore the possibility of recollision in a CP field for
molecules is not due to their spatial extent but mainly to how easily the first electron
– the energy carrier – can be pre-ionized by the laser. For example, Ref. [48] reports
a knee for NO and none for N2 using a near-infrared CP field. The first ionization
potentials of N2 and Ar are close, whereas NO resembles Mg. Since there are no
recollisions for Ar at this wavelength (see inset of Fig. 35), none should be expected
for N2. On the other hand, recollisions are expected for NO since they are plentiful
in Mg. Furthermore, since the second electron is more tightly bound in NO than it
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is in Mg, these recollisions need to bring back more energy for double ionization and
hence experimentally NSDI is seen at higher intensity for NO than for Mg [8, 48].
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CHAPTER VI
A BETTER UNDERSTANDING OF STRONG-FIELD
IONIZATION OF FULLERENE VIA A BILLIARD MODEL
6.1 Introduction
The electrical and chemical properties of fullerenes, namely “buckyballs” and nan-
otubes, remain the focus of thorough investigations [10]. The Buckminsterfullerene
molecule, C60, is a prototypical nanocluster because of its stability and nearly spher-
ical shape. In particular, it is an ideal cage in which to trap so-called endohedral
atoms, resulting in molecular systems with peculiar properties [49], i.e., enhanced
stability with respect to temperature. In recent years, there has been a significant
interest in subjecting C60 to extreme conditions to probe its electronic and structural
stability properties. A new class of experiments on C60 driven by strong laser pulses
show that its ionization and fragmentation properties are very sensitive to the laser
intensity and polarization [50]. In particular, the yields show remarkable changes
with the ellipticity of the laser field.
In the previous chapter we investigated a model which predicts when electronic
recollisions will occur. This model is independent of the potential used, as long as it
is rotationally invariant. Hamiltonian (45) of Ch. 5 can be easily adapted to more
complicated molecules, i.e. fullerene or C60 by simply replacing the soft-Coulomb
potential with a more realistic potential. In Ref. [10] the authors provide a one
electron potential of fullerene. The potential is exceedingly stiff (see fig. 36) (and
non-continuous). This results in many difficulties during a numerical investigation.
Instead, we focus on a billiard model.
A billiard, an almost canonical system of study in dynamical systems can be
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useful for many reasons. Here, the purpose is to gain insight into the dynamics of
a valence electron of the buckminsterfullerene molecule (C60), which we will show
to have a very stiff potential surface, suitable for a billiard adaptation. Of course,
ultimately, for such a complex molecule, a billiard model will not suffice, however, as
a first investigation, even this simple model provides a rich, complex dynamics which
give useful insights into the system. Indeed, at the end of this chapter, we introduce
a more complete model of C60, and make comparisons between it and the billiard
model.
Motivated by these findings, we consider the motion of an electron inside the
valence shell of C60 subjected to a CP laser field. The goal is to understand the
electronic dynamics prior to photoionization. In strong linearly polarized laser fields,
the ionized electron can return to the remaining ion by recolliding with the cage [6, 51]
when the laser field changes sign. This collision can lead to additional ionization or
even fragmentation [50] of the molecule.
In particular, we investigate the classical dynamics of a one-electron model in
the shell of fullerene C60 subjected to a strong circularly polarized laser field. In a
circularly polarized field, the dynamics is best visualized in a frame co-rotating with
the laser field where a conserved quantity emerges, the Jacobi constant [52]. All results
presented in this paper are in the rotating frame in which the circularly polarized laser
becomes a static field with definite upfield and downfield directions. We restrict the
dynamics to a two-dimensional configuration space (the plane of polarization) for the
valence electron. The valence electron feels an averaged potential, which, as we later
show (Sec. 6.2.1), is very close to a spherical square well potential, where the electron
bounces between the walls like a particle in an annular billiard. We choose a billiard
model for its simplicity both analytically and numerically and because it serves as
a faithful representation of the full model potential while not allowing ionization to
occur.
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Annular billiards occur in the literature in at least two contexts: Fermi acceleration
and the study of quantum chaos by comparing classical and quantum mechanical
computations [53, 54, 55, 56, 57, 58, 59, 60]. Chaotic dynamics arises either from
pulsating boundaries or from an off-center inner wall. In our treatment the two walls
are fixed and concentric. The main distinction here from other works on annular
billiards is that in the rotating frame the electron moves along curved paths between
successive wall collisions. The introduction of a Coriolis term into the Hamiltonian
upon the transformation to the rotating frame is, of course, akin to introducing an
effective uniform magnetic field (and another frequency, the Larmor frequency) in
which an electron moves on a curved path [61, 62, 63, 64, 65]. The laser wavelength
is taken as 780nm (corresponding to a frequency of 0.0584 a.u.) and its intensity is
varied from zero to 1014 W · cm−2, which are values consistent with what is routinely
performed in experiments on C60 [10].
Our principal finding is that trajectories of the electron fall into three possible
types which originate from specific parts of phase space. We identify various phase
space structures which keep these trajectory types distinct from one another. Our
classification is as follows: First there are “whispering gallery orbits” (WGO). These
trajectories hit only the outer wall and their direction of travel, either clockwise or
counterclockwise, is determined by which of the two regions in phase space where they
originate. The second type, which we call “daisies” from their typical shape, hits both
walls and can rotate either clockwise or counterclockwise. Both daisies and WGOs are
called positive or negative based upon their direction of travel, counterclockwise or
clockwise, respectively. The third type is mainly influenced by a very simple elliptic
periodic orbit bouncing between the two walls in the downfield direction. The shape
of these trajectories on the Poincaré section resembles a popular snack food, the
Pringles curved potato chip, thus their designation as “pringle orbits.”
We show that all the trajectories maintain their distinct characteristics with
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changing intensity because of a special class of invariant tori which do not fulfill
the usual twist hypothesis required by the Kolmogorov-Arnold-Moser (KAM) theo-
rem. These tori are usually denoted as “twistless” tori or shearless curves (of the
Poincaré map) or “meandering” curves when they are associated with separatrix re-
connection [66, 67, 68]. Numerical studies show that these tori are very robust against
perturbation, and are natural candidates for the partitioning of phase space into re-
gions where well-defined, qualitatively distinct trajectories can be found.
The plan of this chapter is as follows: In Sec. 6.2, we introduce the model and
dynamical rules of the billiard and its corresponding Hamiltonian and reflection guide-
lines. In Sec. 6.3, we give a qualitative analysis of different electron trajectories, and
then relate them to the organization of phase space. Next, we analyze the dynamics
by using Poincaré section and Frequency Map Analysis [69] in order to gain deeper
insight into the properties and organization of phase space when the laser intensity
is increased, and in particular concerning the role of twistless tori in the partitioning
of phase space into three principal regions.
6.2 Dynamical Rules
6.2.1 Hamiltonian Model
A typical electron inside the shell feels the influence of the electrostatic potential
created both by the positive charges of the nucleus and the electronic density, com-
bined with the influence of the laser field. The effective single-particle potential is
computed using density functional theory from a jellium approximation for the pos-
itive charge background [70]. It contains steep walls in the potential around the
radius of fullerene (r0 = 6.69 a.u.) [12, 70, 71, 72] with a certain thickness [73]. The
Hamiltonian expressed in atomic units (a.u.) and in the dipole approximation, reads
H (x,p, t) = |p|
2
2 + V (|x|) + x · E (t) (48)
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where x = (x, y) is the position of the electron in the polarization plane, p = (px, py)
its canonically conjugate momenta and |·| denotes the Euclidean norm. The circularly
polarized laser field is given by E(t) = E0(ex sinωt+ey cosωt), where E0 is the electric
field amplitude, ω is the laser frequency, kept fixed at 0.0584 a.u., and ex and ey are
unit vectors along the x and y axes, respectively. The laser intensity is the time
averaged Poynting vector of our laser field and is related to E0 by the relationship
I = αE20 , where α = 7.044 × 1016 when laser intensity is measured in W · cm−2.
Figure 36 shows the potential V (r), where r = |x| as given in Ref. [12]. We note
that the potential is very stiff at the boundaries of the shell. This is a common
feature of various models for C60 [70, 71, 72]. This property holds for ions Cq+60 [71]
also. An approximate potential consisting of a spherical square well potential, where
the potential is equal to −V0 for r ∈]r0 − δ, r0 + δ[ and zero elsewhere, has been
proposed in Refs. [74, 75]. This model has succeeded in explaining the oscillations in
the photoionization cross-section of C60 [74]. We build a billiard model along these
lines, where the steep walls of the potential are replaced with infinite walls and the
dynamics in the annular region between the two walls is given solely by the interaction
of the electron with the electric field, later referred to as the laser-driven dynamics:
H (x,p) = |p|
2
2 + x · E (t) , (49)
and reflection rules are applied whenever the trajectory reaches r = rin or rout, which
are 5.14 a.u. and 8.24 a.u., respectively in our computations.
First, we perform a canonical change of variables into a rotating frame (with the
laser field). The new coordinates
(
x, y, px, py
)
are given by x
y
















Figure 36: Potential V, felt by a valence electron in fullerene as given in Ref. [12].
The lower plane corresponds to the accessible billiard region (white space) with a
sample trajectory (blue curve).
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In the new set of variables, the Hamiltonian becomes time-independent and reads




2 − ω (xpy − ypx) + E0x, (50)
where we have dropped the bars for simplicity. The resulting Hamiltonian has two
degrees of freedom and the value of the Hamiltonian is the Jacobi constant of celestial
mechanics [52].
6.2.2 Topology of phase space
The accessible part of phase space changes depending on the field frequency, ampli-
tude, and the value of the Jacobi constant. A revealing way to visualize the accessible
part in position space is to compute the zero velocity surface [52]. By applying Hamil-
ton’s equations to Eq. (50) we arrive at
ẋ = px + ωy,
ẏ = py − ωx,
so that the Jacobi constant becomes












Setting ẋ = ẏ = 0 gives the Zero-Velocity Surface






which charts the lower limit of the accessible parts of the billiard, as K is varied. A
cross section of the zero-velocity surface is shown in Fig. 37 for y = 0. Depending on
the value of K, three possibilities arise: If K is smaller than −ω2r2out/2−E0rout, then
there is no accessible part to the dynamics. If K is between −ω2r2out/2− E0rout and
−ω2r2in/2 +E0rin then only a portion of the annular region is accessible. In this range
of values, several truncations of the annulus are possible; in particular, we distinguish
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Figure 37: Section (y = 0) of the Zero-Velocity Surface in the accessible part of the
billiard for I = 1014 W · cm−2 and ω = 0.0584 a.u. The red arrows show the defor-
mation of the zero velocity surface as intensity is increased. The dashed horizontal
lines are the Jacobi values used in Fig. 38 and Fig. 43.
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Figure 38: Accessible regions (white) of the billiard for different Jacobi values at
I = 1014 W · cm−2 and ω = 0.0584 a.u. Jacobi values correspond to the dashed lines
in Fig. 37.
two types: one which is homotopic to an annulus, and one which is only a portion of
an annulus (see Fig. 38). For K larger than −ω2r2in/2 + E0rin, the entire annulus is
accessible to the dynamics. As the laser intensity is increased, the difference between
the right and left sides of the well is amplified. In this paper we mainly consider
Jacobi constants larger than −ω2r2in/2 +E0rin such that the full annular region of the
billiard is accessible to the dynamics. For I = 1014 W · cm−2 and ω = 0.0584 a.u.,
this critical value of K is approximately equal to 0.15.
103
6.2.3 Dynamical rules
The dynamics is computed in a piecewise fashion because of the walls. It is composed
of segments of laser-driven dynamics, as given by Hamiltonian (50), until the particle
reaches one of the walls. At this instant, the reflection rule is applied which mimics
an elastic scattering at the limit of an infinitely stiff potential.
Concerning the laser-driven dynamics, the equations of motions associated with
Hamiltonian (50) are given by

























































where x0, y0, px,0, and py,0 are the initial conditions (at time t = 0).
At time t = tR, the electron reaches either one of the two walls and we apply the
reflection condition before a next phase of laser-driven dynamics. The reflection con-
ditions are more easily expressed in polar coordinates as it corresponds to the radial
momentum changing sign while the other coordinates are unchanged (see Fig. 39).
By definition of the billiard, the rebound takes place at time t = tR satisfying√
x2 (tR) + y2 (tR) = ri,
where i denotes the wall index, i.e., i ∈ {in, out}. Before the rebound (i.e., at
t = t−R), we compute the radial momentum pr from the value of (x, y, px, py) by












As a consequence, the values of the momenta after the rebound, denoted p+x and p+y ,
are given by
p+x = −




−2xyp−x + (x2 − y2)p−y
r2
. (53b)









, which is easily seen from the expression of the kinetic energy in polar coor-
dinates which is equal to p2r/2 + p2θ/ (2r2i ).
6.2.4 Linearization of the flow
In this section, we consider the linear effect of the rebound condition on neighboring
trajectories. The motivation for doing so is twofold: First the tangent rebound con-
dition can be used to compute the tangent flow of trajectories to deduce the linear
stability of periodic orbits. Second, as the billiard model corresponds to the limit of
infinitely stiff potential for a Hamiltonian system, the billiard model should preserve
the Hamiltonian structure. We have already checked that the rebound condition pre-
serves the Hamiltonian, thus the last prescription is that the symplectic two-form is
preserved, or equivalently the tangent rebound matrix is symplectic.
The tangent rebound matrix can be seen as an extension of the tangent flow [24]
to include the impact of the rebound on neighboring trajectories (to first order). For
that, we consider a first trajectory with initial conditions x0, y0, px,0, py,0 at t = 0 in
the neighborhood of one of the two walls, i.e., x20 + y20 ≈ r2i , where i ∈ {in, out}, and
such that the rebound time tR  1. Then, we look at the impact of a perturbation
of these initial conditions to x0 + dx0, y0 + dy0, px,0 + dpx,0, py,0 + dpy,0 immediately
after the rebound. Because the rebound time is not the same for the two trajectories,
we have to consider a small laser-driven propagation before and after the rebound to
deduce the tangent rebound properties. The situation is schematically depicted in
Fig. 39.
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Figure 39: Schematic representation for computation of the rebound condition. The
solid blue (dark) and red (light) lines are real trajectories, differing only by a small
perturbation in the initial conditions. The dashed red and blue lines are represen-
tations of the linearized dynamics. The angle θ is the angle of rotation used in
Hamiltonian (54).
106
The computation of the tangent rebound matrix is more easily seen in a rotated
Cartesian set of coordinates x̃, ỹ, p̃x, p̃y, for some angle θ to be specified later. In the
rotated frame, the corresponding Hamiltonian reads




2 − ω (xpy − ypx)
+E0x cos θ + E0y sin θ, (54)
where we have dropped the tildes for simplicity. Since we are only interested in the
linear properties of the rebound condition, throughout this section we consider all the
equations linearized to the first order.
As explained in Sec. 6.2.3, the dynamics is computed piecewise with a first stage
of laser-driven propagation until the electron reaches the wall, then the rebound
condition and finally a new stage of laser-driven propagation. In the rotated frame and
before the rebound, i.e., t < tR, the laser-driven dynamics given by Hamiltonian (54)
yields
x (t) ≈ x0 + (px,0 + ωy0) t, (55a)
y (t) ≈ y0 + (py,0 − ωx0) t, (55b)
px (t) ≈ px,0 + (ωpy,0 − E0 cos θ) t, (55c)
py (t) ≈ py,0 − (ωpx,0 + E0 sin θ) t, (55d)
where we have neglected O(t2). At this stage, we select the rotation angle θ such
that the perpendicular direction to the wall at the rebound is aligned with the x-
direction for the unperturbed trajectory. We keep this fixed frame for the perturbed
trajectory. An alternative way (which provides the same solution) is to consider a
perturbed rotated frame (obtained by a rotation by an angle θ + dθ) to impose the
same constraint (the direction perpendicular to the wall is the x-axis at the rebound)
on the perturbed trajectory. As a consequence of the chosen angle θ, the rebound







Besides, because of the circular shape of the billiard and the angle θ, at the rebound
the y-component vanishes (y (tR) = 0). However, for the perturbed trajectory, this
condition does not apply. Since we consider the perturbed trajectory comparatively
to the original one in the same rotated frame, it is easier for the purpose of the
calculation to keep formally the y-components, knowing that it is actually equal to
zero.
The next step for the trajectory dynamics is the rebound condition, at time t = tR.
Because of the orientation of the frame where the x-direction is aligned with the radial



































, while the positions are left unchanged.
Finally, after the rebound, the trajectory experiences a new phase of laser driven
dynamics. Combining the rebound condition (57) with a linearized propagation sim-
ilar to Eq. (55), one can write the dynamics after the rebound as a function of the
initial conditions (before the rebound), such that









≈ x0 − (px,0 + ωy0) (t− 2tR) , (58a)
y (t) ≈ y0 + (py,0 − ωx0) t, (58b)
px (t) ≈ − (px,0 + 2ωy0)− 2ω (py,0 − ωx0) tR
+ (ωpy,0 − E0 cos θ) (t− 2tR) , (58c)
py (t) ≈ py,0 + 2ω (px,0 + ωy0) (t− tR)
− (ωpx,0 + E0 sin θ) t, (58d)
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where the equations are linearized at the first order in time. With the explicit for-
mula for the dynamics after the rebound, as given by Eq. (58), it is straightforward
to compute the impact of the perturbation on the initial conditions by replacing
x0, y0, px,0, py,0 with x0 + dx0, y0 + dy0, px,0 + dpx,0, py,0 + dpy,0 respectively. Because
of the change of initial conditions, the rebound time is modified to tR + dtR as well.




− ri − x0
(px,0 + ωy0)2
(dpx,0 + ωdy0) . (59)
Finally, combining Eq. (58) with Eq. (59) it is possible to compute the perturbed
dynamics after the rebound. We define the deviations dx, dy, dpx, dpy of the perturbed
trajectory after the rebound. For instance, considering the x-coordinate, we obtain
dx = −dx0 −
2 (ri − x0)
px,0 + ωy0
(dpx,0 + ωdy0)
− (dpx,0 + ωdy0) (t− 2tR) . (60)
Since we are interested in the dynamics in the vicinity of the rebound, we consider
the limits x0 → ri and t → t+R (such that t → 0). As a consequence, we end up
with dx = −dx0 from Eq. (60). A similar procedure can be applied to the other














where JR is the tangent rebound matrix given by
JR =

−1 0 0 0
0 1 0 0
(4ωpy − 2E0 cos θ − 2ω2ri) p−1x −2ω −1 0




using the conditions x = ri, y = 0 and where px is taken right before the rebound
on the wall. We note that the tangent rebound matrix is a symplectic matrix, which
proves that the rebound condition (53) preserves the symplectic two-form, i.e.,
dx0 ∧ dpx,0 + dy0 ∧ dpy,0 = dx ∧ dpx + dy ∧ dpy.
The tangent flow is used to characterize the linear stability of invariant structures
like periodic orbits. As for trajectories, their integration is carried out piecewise: the
integration is composed of intervals of laser-driven propagation and rebound condi-
tions. Between the rebounds, we integrate the tangent flow given by [24]
dtJ = ∇F J ,
where ∇F is the matrix of variations of the flow associated with Hamiltonian (54).
Then, right after a rebound on one wall, the Jacobian matrix is equal to the product of
the previous Jacobian matrix right before the rebound, denoted J−, with the rebound
matrix (61): Jacobian matrix after the rebound reads
J + = JRJ−.
6.3 Analysis of the dynamics
A sampling of typical trajectories of the annular billiard for I = 1012 W·cm−2 is shown
in Fig. 40. These examples illustrate qualitatively the different types of observed tra-
jectories already discussed in Sec. 6.1. In the top row we see that the trajectories
only hit the outer wall and never the inner wall and are therefore “whispering gallery
orbits”, or WGOs. In the middle row we show “daisy orbits”. They are qualitatively
the same, hitting both walls successively and accessing the entire angular distribution
of the billiard. Both WGO and “daisy orbits” keep a constant rotational direction,
either clockwise or counterclockwise, which we denote negative or positive, respec-
tively. In the bottom row, left panel we see a “pringle orbit”, hitting both walls in
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turn, however, limited only to the downfield region of the billiard. The simple two
rebound trajectories located at both extremes of the upfield and downfiled region of
the billiard are periodic orbits. The leftmost curve is an elliptic periodic orbit (stable)
while the rightmost curve is a hyperbolic periodic orbit (unstable). In the bottom
right panel is a trajectory which hits neither wall (see Sec. 6.3.1.1). In the following
sections we connect these trajectories to phase space structures and their stability.
6.3.1 Poincaré Sections
Since the dynamical system has two degrees of freedom, a convenient way to visualize
the dynamical organization of phase space is by Poincaré sections. Here we consider
a Poincaré section with equation pr = 0 in the direction ṗr > 0. The rebound
condition (53) imposes a discontinuity in the radial momentum pr at the rebound,
such that formally the condition pr = 0 is never reached during a rebound. However,
we see the billiard as the limit of an infinitely stiff potential, and a smoother dynamics
corresponding to Hamiltonian (48) would reach pr = 0 before changing sign. As a
consequence, we consider the rebounds on the walls as potential candidates for the
Poincaré section. The electron either rebounds on the outer wall, meaning that the
radial momentum changes from positive to negative values or the electron rebounds
on the inner wall, so that the radial momentum changes from negative to positive
values. In order to comply with the transverse condition ṗr > 0 we include only the
collisions with the inner wall. Furthermore, because of the rebound condition (53)
we note that pθ, x = r cos θ, and y = r sin θ are continuous under a rebound so that
it is equivalent to record their values either directly before or after the rebound. The
Poincaré section can be represented in several ways. A three-dimensional plot can be
used where we plot (x, y, pθ) or we can make a projection onto the plane (θ, pθ) using
the constant Jacobi constraint. Regardless of which method is chosen there are two
types of points on the section: The first kind are points on the inner wall for which
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Figure 40: Trajectories of the annular billiard for I = 1012 W · cm−2 and ω = 0.0584
a.u. The trajectory type is shown in the top left corner of the panel and K = 0.35 (see
Fig. 37). The arrow shows the direction of travel of the trajectory. In the bottom
left panel the simple two rebound orbits are periodic orbits. The downfield orbit
(orange) is elliptic and the upfield orbit (red) is hyperbolic. The bottom right panel
is a trajectory which hits neither wall for K = 2Up ≈ 0.002 (see Sec. 6.3.1.1).112
Figure 41: A Poincaré section for I = 1014 W · cm−2, ω = 0.0584 a.u., and K =
0.35. The blue trajectories (innermost) are the namesake of “pringle orbits”. The
corresponding two dimensional projection is displayed in Fig. 42, bottom right panel.
r = rin and pr chosen so as to satisfy the condition on the Jacobi constant K. The
second kind are points for which pr = 0 and r is chosen so as to satisfy K. In this
paper, for the sake of simplicity of our figures, we make use of the projection onto the
two dimensional plane (θ, pθ), however, we show the three dimensional counterpart
in Fig. 41 where we have colored “pringle” trajectories in blue to illustrate their
namesake shape.
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6.3.1.1 Trajectories which intersect neither wall
It is natural to ask whether the choice of Poincaré section is a good one, i.e., do
all trajectories intersect the Poincaré section? A small subset of trajectories which
are noteworthy for both their peculiarity and the dynamics they showcase, do not
intersect the Poincaré section pr = 0. In that spirit we analyze the trajectories
which do not collide with either wall. For such trajectories, x2 + y2 needs to remain
between r2in and r2out at all times. The dynamics of these trajectories is governed
by Hamiltonian (50). Using the translation x̃ = x − E0/ω2, p̃x = px, ỹ = y and
p̃y = py − E0/ω, the Hamiltonian is mapped to
K̃ =
p2x + p2y
2 − ω(xpy − ypx) +
E20
2ω2 ,
where we have dropped the tildes for simplicity. The dynamical features no longer







2r2 − ωpθ +
E20
2ω2 .
Since pθ is a conserved quantity, the dynamics is that of a particle evolving in a
potential equal to p2θ/(2r2) and the particle will collide with a wall unless pθ = 0. In
the case where, pθ = 0, pr is constant, and it has to vanish so that no collision with the
walls takes place. Therefore the only trajectories which do not hit a wall are circular
orbits (since ṙ = pr = 0). In the original coordinates, these circular periodic orbits
are centered around (x0, y0) = (E0/ω2, 0) and they have a specific Jacobi constant
of 2Up where Up = E20/(4ω2) is the ponderomotive energy. For this Jacobi constant,
there exist a priori an infinite number of such orbits since the radius is not fixed. The
only constraint on the radius is that the circular orbit has to fit inside the annulus.
Based on the laser parameters E0 and ω, the existence and characterization of
such orbits can be divided into several categories. For realistic fullerene parameters,
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(rout − rin) /2 < rin, which is considered here, the analysis can be grouped into four
categories. Different parameters may lead to a different decomposition that can nev-
ertheless be identified in a similar fashion (for instance the third point below may
dissappear).
1. If E0/ω2 is larger than rout, then such trajectories do not exist because the cen-
ter is outside the billiard.
2. If E0/ω2 is in between rin and rout, then the circular orbits are on the right hand
side of the inner wall of the annular billiard.
3. If E0/ω2 is in between (rout − rin) /2 and rin, then such trajectories do not exist
because none of the orbits can be fit inside the allowed region.
4. If E0/ω2 is smaller than (rout − rin) /2, then the circular orbits surround the
inner wall with a slight shift in the right direction.
The bottom panel of Fig. 40 shows a sample trajectory in the fouth category. In
this example, the value E0/ω2 ≈ 1.1, which is less than rin and hence the trajectory
surrounds the inner wall, but is shifted slightly to the right. Except in rare cases
(where E0/ω2 is equal to rin or rout), if such orbits exist, then they exist as a continuous
family. A linear stability analysis shows that these orbits are parabolic. In addition,
given that θ̇ = −ω (since pθ = 0), the particle turns clockwise.
Of course, these orbits remain exceptional, in the sense that they only exist at
some particular value of the Jacobi constant K = 2Up. For ω = 0.0584 a.u., all the
orbits hit one wall at least for intensities larger than I = 5.56 × 1013 W · cm−2 or
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intensities between 2.16 × 1013 W · cm−2 and 1.96 × 1012 W · cm−2. The circular
orbits confined in the right hand side of the annulus only exist for intensities between
2.16 × 1013 W · cm−2 and 5.56 × 1013 W · cm−2. Finally, for intensities lower than
1.96 × 1012 W · cm−2 an infinite family of circular orbits surrounding the inner wall
exist. Apart from the examples illustrated in this section all trajectories intersect,
an infinite number of times, the Poincaré section. Therefore, we can safely keep our
definition of the Poincaré section without missing important dynamics.
6.3.1.2 Varying the intensity
For E0 = 0, Hamiltonian system (50) presents a continuous symmetry by rotation
with two degrees of freedom, so it is integrable. We show the corresponding Poincaré
section in Fig. 42 (top left panel). As expected, phase space is foliated by invariant
tori.
When E0 > 0 the system is no longer integrable and some invariant tori are
expected to be broken. According to KAM theory, a large portion of invariant tori
persist for E0 small. In Fig. 42 we show the evolution of phase space as the laser
intensity is varied. With increasing intensity we note the development of a resonance
near pθ ≈ 2.5. This resonance corresponds to the aforementioned two-rebound elliptic
periodic orbit shown by the left most (downfield) orange curve in the bottom left
panel of Fig. 40. This very robust elliptic periodic orbit (situated on the left hand
side of the annulus) is extremely important in shaping the overall structure of phase
space as intensity increases. Trajectories originating in this region cannot access the
entire billiard in a way analogous to the librational motion in a pendulum. It is this
librational motion which yields the “pringle orbits” already discussed at the beginning
of this section. The behavior in the vicinity of this main resonance can be described
roughly in the following way: The resonance is approximately located at pθ = ωr20,
and this can be seen from the dynamical equation for θ, i.e., θ̇ = −ω + pθ/r2. For a
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given trajectory, if all the values of pθ are larger than ωr2out, then the trajectory turns
counterclockwise. If the values of pθ are smaller than ωr2in then it turns clockwise. In
between, it oscillates between the two tendencies.
The Poincaré sections show that the phase space is highly regular over several
decades of laser intensity. Chaotic regions of phase space develop near the hyperbolic
periodic orbit which is a rebound between the two walls located in the upfield region,
or the right-hand side of the annulus, and is shown in the rightmost curve in the
bottom left panel of Fig. 40. Overall the structure of phase space looks very similar
to that of a forced pendulum. In particular, the width of the main resonance zone
grows like
√
E0 or equivalently like I1/4. However, we will see that there is a number of
discrepancies of which twistless tori are the most significant ones. We readily observe
that the lower part of phase space (negative angular momentum) is more chaotic than
the upper one (positive angular momentum).
6.3.1.3 Varying the Jacobi value
With the intensity fixed at I = 1014 W · cm−2 the Jacobi value can also be varied,
keeping in mind that this variation affects the accessible regions of the billiard (see
Sec. 6.2.2). We show the corresponding Poincaré sections in Fig. 43. Starting with
the top left panel, the Poincaré section is contained inside the interval θ ∈ [2.45, 3.83]
which agrees with the corresponding panel in Fig. 38, note also that the dynamics is
highly regular. Besides, since the inner wall is not accessible for this Jacobi value,
points on the section result directly from the condition that pr = 0: A typical trajec-
tory hits the outer wall but never reaches the inner one. For the top right panel, the
inner wall is now accessible (see top right panel of Fig. 38) and the dynamics shows
a mixed chaotic and regular behavior. In the regular region of the Poincaré section
the trajectories are regular “pringle orbits”, whereby the turning points in θ̇ are due
to the dynamics (and not to the geometry of the billiard). Recall that the regular
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Figure 42: Poincaré sections for various values of the laser intensity. Starting in the
top left panel we begin with I = 0 (integrable case) and moving left to right and up
to down the intensity is increased. In all panels ω = 0.0584 a.u. and K = 0.35.
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region does not span the entire region of accessible θ values. However, the trajectories
originating in the chaotic region experience turning points in θ̇ because they hit the
artificial walls imposed by the choice of Jacobi value. In the bottom panel the entire
inner wall is accessible and only a small portion of the outer wall is inaccessible. The
dynamics is still mixed, composed of a regular region with “pringle orbits”, and a
highly chaotic region where the trajectories hit the virtual walls imposed by the ge-
ometry of the configuration space. WGOs are not possible for these values of Jacobi
constant. In fact, WGOs appear only when the entire annulus is accessible, e.g. in
the bottom right panel of Fig. 42.
6.3.2 Partitioning of phase space
Because of the dimensionality of the billiard (two degrees of freedom) invariant KAM
tori constitute barriers of transport which confine the (chaotic) dynamics to distinct
regions of phase space. However, they are not robust enough to partition phase space
at sufficiently high value of the intensity. Here, our analysis reveals the existence
of much more robust invariant objects, namely twistless tori which are particularly
relevant for the organization of phase space [66, 67], since they partition phase space
at relatively high intensities into regions where the different types of trajectories occur.
We next introduce a diagnostic tool for finding these tori.
6.3.2.1 Frequency Analysis
Frequency Analysis [69] is a practical tool in Hamiltonian systems for analysis of
the dynamics. For integrable systems written in action-angle variables (A, ϕ), the
method consists of plotting the frequency ω(A) = ∂H0/∂A as a function of A, which
is expected to be smooth for (sufficiently smooth) integrable systems. For nearly
integrable systems, the frequency is computed by a windowed Fourier transform of
a chosen observable. It is computed for an ensemble of trajectories, and plotted,
for instance, as a function of the initial value of the action. From this analysis it
119
Figure 43: Poincaré sections for various values of K with I = 1014 W · cm−2 and
ω = 0.0584 a.u. These Jacobi values are the same used in Fig. 37 and Fig. 38. The top
right panel includes two trajectories. The left trajectory is taken from the “pringle”
region and the right trajectory is taken from the chaotic region.
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is possible to identify elliptic and hyperbolic islands, regular regions filled by KAM
tori, and chaotic regions by their respective unique signatures. The elliptic islands
are expressed as constant frequency plateaus, the hyperbolic orbits by cusps in the
frequency, regular regions as apparently continuous curves, and chaotic regions as
non-smooth sections. Frequency analysis can also identify regions where the twist
condition is not satisfied, i.e., when ω is no longer a monotonous function of the
action. In this case, the standard twist condition for the standard KAM theorem
is not satisfied, and it gives rise to a new taxonomy of dynamical mechanisms, like
separatrix reconnection and twistless tori [66, 67].
In Figure 44 we plot the frequency as a function of the initial momentum pθ. The
ensemble of trajectories are the series of points on the Poincaré section with initial
conditions θ = π and various pθ while imposing the Jacobi constraint to compute
the other variables. The motivation is that for the integrable case pθ is a conserved
quantity. The frequency analysis of the integrable case (Fig. 44, upper panel) shows
that the frequency is a continuously varying function of pθ, as is expected. The most
interesting feature is that the frequency map does not change monotonically with pθ.
This implies the existence of twistless tori located at the extrema of the frequency
map, at pθ ≈ −3.03 and pθ ≈ 6.11. In the non-integrable case (Fig. 44, lower panel),
we see the appearence of a plateau which corresponds to the “pringle orbits”. In
addition we notice some chaotic features in the insets, even if the overall behavior
seems to be quite regular at this intensity. Furthermore, the frequency map still
exhibits two extrema, again which correspond to twistless tori. A closer look at the
frequency map around pθ = −3.2 and pθ = 6.5 (insets) reveals a rich dynamics with
a succession of elliptic and hyperbolic orbits, even if the overall behavior seems to be
quite regular.
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Figure 44: Frequency analysis in the integrable case (I = 0, upper panel) and non-
integrable case (I = 1012 W · cm−2, lower panel). The insets display the frequency
map around the extrema. In both panels K = 0.35 and ω = 0.0584 a.u.
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6.3.2.2 Twistless tori
The aforementioned twistless tori are visualized by high resolution Poincaré sections.
Figure 45 shows Poincaré sections with initial conditions nearby pθ ≈ 6.5 (upper
panel) and pθ ≈ −3.2 (lower panel), corresponding to the local maxima in Fig. 44.
Both Poincaré sections are similar in that they show well-developed chaotic regions
sandwiched between two regular regions. The regular regions correspond to WGOs,
shown in blue, and “daisy orbits”, shown in red. Likewise, the chaotic region in both
panels exhibits a stratification whereby a trajectory originating in one of these regions
remains there and cannot pass to another chaotic region. The stratification is not due
to KAM tori since KAM tori come in families. Instead it is caused by the existence of
twistless tori, which, having dimension two, can partition phase space. In particular
in the lower panel of Fig. 45, we recognize one of the signatures of twistless tori which
is the meandering behavior (see for instance the interface between the orange and the
dark red chaotic regions). The black line, superimposed over both panels, separates
the two different possible ways of intersecting the Poincaré section. Points on the
section above (resp. below) the black line for the upper (lower) panel are standard
intersections of the flow with the Poincaré section in the sense that pr changes sign
smoothly before and after the intersection. Points below (resp. above) the black
curve for the upper (lower) panel are collisions with the inner wall where the sign of
pr changes due to the rebound condition (see Sec. 6.3.1). As expected, all the WGO
trajectories are below the black curve in the lower panel (since none of their points
intersect the inner wall). The entire WGO region is regular. We also notice that all
the “daisy orbits” are above the black curve, and this region is also mostly regular.
Between these two regions is a strongly chaotic region with very few elliptic islands.
Each of the chaotic regions (in both panels) has a portion above and below the black
line. The range of θ where each chaotic region exists above (below) the black line
gives the accessible region of the inner wall to the electron. Figure 46 illustrates how
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the accessible region of the inner wall changes as one moves from WGOs to “daisies”
in the lower panel of Fig. 45. Beginning with the WGOs, shown in blue, which have
no points above the black line (no accessible region on the inner wall) we increase pθ
to the light blue region there is a small range of θ values for which the chaotic region
is above the black line. The θ values are centered about θ = 0 and they correspond
to the area along the inner wall which is accessible to the electron. Moving again
upwards in pθ we pass by several more chaotic regions, each having a wider range of
θ above the black line which allows for a wider range of the inner wall to be visited
by the electron. The inner wall becomes more accessible until finally reaching the
“daisy” region, shown in red. At this point, all intersections of the Poincaré section
are above the black line covering θ ∈ [0, 2π] and therefore the entire inner wall is
accessible. The four twistless tori which exist in this chaotic region are responsible
for the discrete transition from WGOs to “daisy orbits”. Likewise, a simiar feature
can be observed for the upper panel of Fig. 45, nearby pθ = 6.5, however there are
fewer chaotic regions and hence fewer twistless tori.
6.4 Conclusions on the billiard model
The motivation of our work stems from recent photoionization experiments in strong
field of atoms and molecules in both circular and linear polarized light where a sig-
nificant variation of the yields with polarization was observed [50]. We propose a
rather simple dynamical model for the motion of a valence electron inside the valence
shell of fullerene C60, namely an annular billiard. We have investigated the dynamics
when this electron is subjected to a circularly polarized laser field. We have shown
that it exhibits three distinct types of trajectories: “whispering gallery”, “daisy” and
“pringle” orbits. These trajectories are found in distinct, identifiable regions of phase
space for a wide range of laser intensity and Jacobi values. They are kept character-
istically segregated from each other by the existence of twistless tori which partition
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Figure 45: Poincaré sections of parts of phase space near the minimum (lower panel)
and maximum (upper panel) of Fig. 44. In both panels, filled in layers correspond
to each chaotic region separated by a twistless torus. The parameters are chosen the
same as in Fig. 44 (I = 1012 W · cm−2, K = 0.35, and ω = 0.0584 a.u.)
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Figure 46: The transition scenario from whispering gallery orbits to “daisy orbits” is
schematically represented via a graphic showing successive regions of the inner wall
which can be visited by the electron. The color of the accessible region of the inner
wall corresponds to the color of the chaotic regions in the bottom panel of Fig. 45.
The blue ovals represent the twistless tori which separate the different chaotic regions.
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phase space. The twistless tori are identified through a frequency analysis and are
confirmed by generation of high resolution Poincaré sections. These twistless tori,
blessed with high stability, exist in chaotic regions where KAM tori have been broken
by the strong laser field. Because of the barriers they create, twistless tori, allow for a
transition scenario from WGO to “daisy orbits” in both rotational directions, positive
and negative.
In the greater context of this thesis, a rigorous study of the billiard model is
useful because it is a warm-up to studying a “complete” model of fullerene, by which
I mean a model with a continuous potential which allows for ionizations and returns.
Of course, before ionizations and returns take place, the inner electron spends much
time nearby the core. This study has allowed us to better understand the phase space
structures which organize the motion of the inner electron, and provides a nice segway
into ionizations (and subsequent returns).
6.5 Moving towards a more realistic potential
The jellium approximation used to approximate the positive charge background of
fullerene [70] has been explicity expressed as a non-continuous potential in Ref. [12],
Eq. (D1). However, the potential is not continous and is therefore not well suited for
numerical analysis. We instead prefer to use a continuous, parameterized potential.
Therefore, before we make a comparison between the billiard model and a more
complete potential we must first choose an appropriately suited smooth potential.
6.5.1 Choosing a smooth potential
The proposed potential is given by Eq. (62).
V (r) = − ∆r
−1(
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Where r0 = 6.69, ∆r = 1.56, and Vmin = −1.5. The two parameters α and β are
allowed to vary such that in the limit α → ∞ and β → ∞ the potential reduces to
the square well potential of the billiard, as seen below.
V∞ (r) =

−1/|r−r0| for 0 < r < r0 −∆r and r0 + ∆r < r
Vmin for r0 −∆r < r < r0 + ∆r
(63)
In order to properly compare the dynamics generated from the potential of [12]
and Eq. (62), we vary the parameters α and β. We select a choice of parameters that
produce a potential with relatively soft walls that is only qualitatively similar to the
potential found in [12]. This way, if the dynamics generated by both potentials are
the same, we prefer to choose parameters that yield a soft potential, which will be
easier to numerically integrate.
In figure 47 we superimpose the two potentials under different parameter values
for Eq. (62). In the top panels β is kept constant at β = 6 and α is varied, while
in the bottom panels α is kept constant at α = 3 and β is varied. We see that as α
is increased the top of the potential more closely resembles −1/|r−r0| and hence is a
good fit to the potential in [12]. Likewise, as β is increased the walls become steeper
and the bottom of the well becomes flatter. We choose α = 3 and β = 6 because this
combination yields a potential that is qualitatively similar to the potential of [12],
however, the walls are not steep and therefore potential is not stiff and is easy to
integrate numerically. We will refer to the potential given by Eq. (62) with α = 3
and β = 6 as the smooth potential of fullerene and the system using this potential as
the full model of fullerene.
With a suitable potential we can begin investigations into the full model fullerene.
6.5.2 Saddle point
Just like the case of the billiard, it is convenient to work in a rotating frame. Our
new Jacobi value, shown below, is identical to that of the billiard with the addition
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Figure 47: The potential of [12] is shown in solid red for all panels while potential (62)
is shown by the dashed blue line. In the top row, α is varied while β remains constant
and in the bottom row the opposite true.
of the smooth potential, V (r).




2 − ω (xpy − ypx) + E0x+ V (r) , (64)
We can furthermore define a Zero-Velocity Surface, as was done in Sec. 6.2.2 but
this time it will be continuous. The zero velocity surface is useful for its aid in
visualizing configuration space as well as its ability to show the saddle-center through
which ionization and return are possible.
Applying the same techniques as were used in Sec. 6.2.2 we arrive at the expression
of the zero velocity surface for a continuous potential,










and we plot a comparison between the zero velocity surfaces of the billiard and of
the full model in the left panel of figure 48. The zero velocity surface of the billiard
has been taken from figure 37, however, we have shifted the entire surface downward
1.5 units so that it can be plotted directly on top of the zero velocity surface of the
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Figure 48: Left panel: A comparison of the Zero Velocity Surface for the billiard
(shown in blue) and the potential of Eq.( 62). Right panel: The Zero Velocity Surface
for the full model of fullerene in two dimensions. The section along y = 0 is shown
in red and a local extremum is highlighted by the blue marker.
full model. In the right panel we show a two dimensional zero velocity surface and
highlight with a blue ball a local extremum known as the saddle-center.
The local extemum, classified as a saddle-center, is used to seperate phase space
into a bounded and non bounded region. Of course, in the billiard, this point is ab-
sent because the potential walls are infinite, i.e. ionization is not allowed. However,
for trajectories moving in the full model, the saddle-center acts as a window through
which ionization may occur. Since the Jacobi value is conserved, trajectories which
initially begin below the Jacobi value of the saddle center cannot ionize. On the con-
trary, trajectories which begin above the saddle-center may ionize, and then possibly
recollide.
6.5.3 Trajectory analysis
In the case of the billiard model trajectories exhibited key characteristics which dis-
tinguished them from other trajectories based upon where they originated from in
phase space. The same is true for the smooth potential. In figure 49 we show several
trajectories integrated with potential (62). The trajectories are analogous to those
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Figure 49: We illustrate trajectories from potential (62) with α = 3, β = 6.
found in the billiard potential. Moving left to right across the row we see WGOs,
daisy orbits, and finally pringle orbits. In order to properly define WGO and daisy
orbits in the non-billiard potential, however, a redefinition is required. In the billiard
system a WGO is one that does not hit the inner wall, however, there are no walls of
constant radius in the full model. Therefore, a WGO is defined in a more qualitative
sense to be trajectories which do not encroash too closely on the inner region of the
potential. In a similar vein daisy orbits must alternatively move between the inner
and outer wall regions. Of course, both orbits must access the entire range of θ,
just as in the billiard model. We note that the trajectories of figure 49 very closely
resemble their counterparts in the billiard model and have Jacobi values sufficiently
below the saddle-center such that ionization is not possible.
6.6 Ionization time maps
One of the main purposes of switching to a more complete model of fullerene is to
study ionization. As a first attempt, we initialize many trajectories with Jacobi values
slightly above the saddle-center. All initial conditions, are generated on the Poincaré
section, pr = 0. An ionization is defined by a distance threshold criterion. In this
case we say that an electron is considered ionized when
√
x2 + y2 > 30 a.u. The
total integration time is 20 laser cycles, however, ionization typically occurs much
before then. With the criteria set, we integrate these trajectories and record how
long ionization takes to occur. This type of computation is known as an ionization
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time map. Some ionization time maps are shown in figure 50.
The color map varies between red and blue, with blue indicating a relatively quick
ionization time and red indicating a longer ionization time. In figure 50 we show such
an ionization time map for I = 1014 W·cm−2 (top row) and I = 1012 W·cm−2 (bottom
row) and for a variety of Jacobi values above the saddle-center. As we move left to
right across the columns we increase the Jacobi value further above the saddle-center,
which washes out the fine structure of the ionization time maps. As the Jacobi value
is increased above the saddle-center ionizations become more common and happen
more quickly which can easily be seen in figure 50. In the top row we show results
at high intensity and in the bottom row we show results at low intensity. Focusing
on the top left panel, we see there is a fine structure. There is a large blue dot in the
upper left of the figure and increasing distorted leaves which move counter-clockwise
around the figure. The large blue dot is a region of quick ionization and each leave
takes successively longer for ionization to occur.
In addition to constructing ionization time maps we can also look at distribution
of ionization times such as those in figure 51. We see that the occurrence of ionizations
is periodic, with maxima occurring with a period of roughly the laser period, T =
2π
ω
≈ 107 a.u. This periodicity in the ionization time distribution (and decreasing
count with each repetition) signals the existence of a periodic orbit responsible for
ionization. A trajectory, moving through phase space, has an opportunity to ionize
upon each nearby passing of the periodic orbit, which occurs roughly once every laser
cycle.
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6.6.1 Globally, where does ionization originate?
The shape and bounds of the ionization time maps vary greatly depending on both
Jacobi value and intensity. In the top row of figure 52 we show the ionization time
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Figure 50: Ionization time maps for I = 1014 W·cm−2 (top row) and I = 1012 W·cm−2
(bottom row). As we move left to right across the panels the Jacobi value is 99%, 98%,
97%, 96% and 95% of the saddle-center energy. In the top right panel we show the
intersections of the stable manifold of the Lyapunov orbit with the Poincaré surface.
Figure 51: Ionization time histogram corresponding to the time map in the top left
panel of figure 50. The red lines mark the completion of laser cycles 1,2, and 3.
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maps of K = −0.830 (99% the saddle-center energy) and K = −0.797 (95% the
saddle-center energy) for I = 1014 W·cm−2 surrounded by the corresponding Poincaré
sections of non-ionizing trajectories in the first and third panels from the left, respec-
tively. In both cases the ionization time map occurs in a chaotic sea surrounding by
KAM tori. For K = −0.830, however, the time map itself surrounds some remaining
pringle orbits. This is not the case for K = −0.797, however, because at this Jacobi
value the periodic orbit has bifurcated. In the second and fourth panels on the top
row, again relative to the left, we show full Poincaré sections used in K = −0.830
and K = −0.797, respectively, however, we have added in the Poincaré sections of
several ionizing trajectories in blue while non-ionizing trajectories remain present in
black. We see that there is no qualitative difference between the location of ionizing
and non-ionizing trajectories for the two Jacobi values. The same analysis, however,
is performed again in the bottom row for I = 1012 W · cm−2 and there is a differnce
now between K = −0.470 (99% of the saddle-center energy) and K = −0.451 (95%
of the saddle-center energy), shown in the first and third panels from the left. We see
that nearby the saddle-center ionization occurs only in a chaotic region which does
not surround the pringle orbits. Likewise, farther away from the saddle-center the
ionization time map again surrounds the pringle region.
In both cases, however, we notice that as we move farther from the saddle-center
energy the region of ionization increases. This is expected because raising the Ja-
cobi value (decreasing its magnitude) is equivalent to increasing the perturbation
parameters E0, which allows for more chaos and hence more ionization.
6.7 Lyapunov orbits
Figure 51 suggests a periodic orbit is responsible for ionization. From the zero velocity
surface, we know that for Jacobi values sufficient close to the saddle-center that
ionizing (and returning) trajectories must pass close by the saddle-center. With this
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Figure 52: A comparison of ionization time maps and their corresponding Poincaré
sections for I = 1014 W · cm−2 in the top row and I = 1012 W · cm−2 in the bottom
row. The top row shows K = −0.830 (99% the saddle-center energy) and K = −0.797
(95% the saddle-center energy) in the first and third panels from the left while in the
bottom row it shows K = −0.470 (99% the saddle-center energy) and K = −0.451
(95% the saddle-center energy). In the second and fourth panels on each row we
show the full Poincaré section for the corresponding ionization time map. The black
markers correspond to non-ionizing trajectories and the blue markers correspond to
ionizing trajectories.
in mind, we examine a bifurcation of the saddle-center fixed point as the Jacobi value
is increased.
For a given set of laser parameters the saddle-center is a fixed point of the system
at a given Jacobi value. By increasing the Jacobi value above the saddle-center
a bifurcation occurs and a periodic orbit develops which is often referred to as a
Lyapunov orbit. These orbits are highly unstable and exist only close by the saddle-
center. In the left panel of figure 53 we show the orbit in configuration space for the
parameters used in the top left panel of figure 50 and the top row of figure 52. The
grey and magenta lines represent the stable and unstable manifolds of the orbit. These
manifolds are shown in the right panel of figure 53. The first several intersections of
the stable manifold with the surface pr = 0 are shown in black in the top left panel
of figure 50. We see that these intersections are the islands of fast ionization on our
time maps. The first intersection is the large blue spot of fastest ionization and the
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Figure 53: In the left panel the Lyapunov orbit is shown in green while the stable
and unstable manifolds are shown in gray and magenta respectively. The blue box
highlights the region displayed in the inset, which shows more detail nearby the Lya-
punov orbit. In the right panel we show the manifolds in more detail, treating them
as tubes of perturbed initial conditions. The tube of the stable manifold intersects
the surface pr = 0 at the thick black contour shown in the figure. The intersections
of the stable manifold with the surface pr = 0 are also shown in the top left panel of
figure 50.
subsequent ionizations are the ’leaves’ of fast ionization moving in a counter clockwise
rotation around the time map.
With the top left panel of figure 50 in mind we can imagine initial conditions begin-
ning on the large blue spot (or the subsequently smaller leaves) being drawn towards
the Lyapunov orbit by the stable manifold. The Lyapunov orbit, existing relatively
far from molecule where its attractive potential is weak, then allows ionization along
its unstable manifold.
6.7.1 Global dynamics
We see from the second panel from the left on the top row of figure 52 that the
Poincaré section of ionizing trajectories (blue markers) has holes, which appear to be
a reflection about θ = π of the blue spots of the ionization time map. Along these
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so Hamilton’s equations remain preserved. Therefore, these empty holes in the
Poincaré section are simply highlighting the locations of the unstable manifolds inter-
section with the Poincaré surface. Accordingly, we show in the left panel of figure 54
a more detailed Poincaré section of the correspdoning blue region from figure 52.
In the middle panel of the same figure the same Poincaré section, however, taken
from initial conditions along the unstable manifold of the Lyapunov orbit. We see
that the Poincaré sections from the left and middle panels are the same, even up
to the fine structure which exists between the holes. Therefore, we can conclude
that the dynamics of ionizing trajectories is driven by the unstable manifold of the
Lyapunov orbit. Furthermore, in the rightmost panel of the figure we take the same
initial conditions along the unstable manifold and choose a color scheme which as-
signs the final intersection with the Poincaré section as blue and the first intersection
with the Poincaré as red with a discrete interpolation for between points. With this
color scheme, remembering that the initial conditions are identical to those used in
the middle panel, we generate a figure very similiar to an ionization time map. By
treating the final intersection with the Poincaré section as a fast ionizing trajectory
which have reversed time, which changes the unstable manifold to a stable manifold,
and therefore, we confirm our earlier observation that the stable manifold and its
intersections with the Poincaré section manifest themselves via the ionization time
map.
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Globally, we can now supply a concrete explanation of ionization near the saddle-
center. The stable manifold of the Lyapunov orbit, as evidenced by the ionization
time maps, acts as a conduit for trajectories to reach the continuum. Therefore,
trajectories beginning inside the stable manifold (the large blue spot and leaves on
the ionization time maps) are fast ionizing trajectories, whereas starting outside these
large structures, yields a longer ionization time. The ionization time is longer because
as the dynamics is driven by the unstable manifold, which does not act as a conduit
to the continuum, it is up to the intersections of the stable and unstable manifolds
to supply the necessary guidance to potentially ionizing trajectories to reach the
continuum. Likewise, via observations made from figure 54 we observe that the
unstable manifold drives the dynamics of ionizing trajectories.
6.7.2 Returns
Below the saddle-center ionizations, and therefore returns, are not possible. As the
Jacobi value is raised above the saddle-center we expect the probability of return to
increase. In the left panel of figure 55 we show a probability of return for a lower
intensity, I = 1013 W · cm−2. Although the saddle-center is located at K = −0.566
(vertical dashed black line), we see that returns do not occur in any significant amount
until K ≈ −0.39, where the probability is roughly 10−5. In the right panel, we use
the Jacobi value K = −0.38 and show a typical trajectory exhibiting a return. We see
that the trajectory follows closely the Lyapunov orbit along the unstable manifold,
moving away from the atom. After circling around the molecule several times, while
increasing its distance to the core, the trajectory intersects itself in configuration
space continues to circle the molecule, however, now with the radius decreasing. In
fact, what is happening is a homoclinic connection of the manifolds of the Lyapunov
orbit. A trajectory, moving away from the molecule along the unstable manifold, may
switch to the stable manifold of the same orbit and return to the core. The existence
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Figure 54: The left panel is a higher resolution version of the same blue region in
figure 52. The middle panel is the same Poincaré section as shown in the left panel,
however, initial conditions are taken along the unstable manifold of the Lyapunov
orbit. The right panel is the same Poincaré section as the middle panel, with the
same initial conditions, however, we assign a color to each point based on the time to
ionization from that point. Blue is assigned a quick ionization time and red is assigned
a slow ionization time.
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Figure 55: In the left panel the probability of return versus intensity is shown for
I = 1013 W · cm−2. The vertical dashed line is the Jacobi value at the saddle-center.
In the right panel we show a typical returning trajectory for K = −0.38 in blue and
the corresponding Lyapunov orbit in green.
of the homoclinic connection, however, depends on the laser parameters.
The ionization and return of trajectories with Jacobi values only slightly above
the saddle-center provides for a rich, interesting dynamics. However, as we showed
in Ch. 5 only a small percentage of trajectories, originating on the ground state
energy surface of fullerene (and indeed other target species, for which the mechanisms
outlined in this chapter also exist), possess Jacobi values sufficiently close to the core.
In fact, most trajectories which ionize do so through the mechanism outlined in Ch. 5,
i.e. RPOs.
6.8 Conclusions on the continuous potential
We have shown that the billiard model works surpisingly well when modelling the pre-
ionization dynamics of the electron. To move into the ionized medium, however, the
continuous potential must be used. We have shown that ionized trajectories originate
from the chaotic sea only for Jacobi values which are sufficiently large. The recollision
process, already studied in detail in Ch. 4 applies equally well to this more complicated
system, and in fact, could be further used to generate an energy criterion which could
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DOUBLE IONIZATION WITH A MULTI-COLORED
LASER
7.1 Introduction
In this final chapter we depart from the single color laser field models which have so
far been our primary focus. Instead, we perform a more statistical study of a two
electron system leaving a study of the one electron dynamics to others. We consider
the classical dynamics of a two-electron system subjected to an intense bichromatic
linearly polarized laser pulse. By varying the parameters of the field, such as the phase
lag and the relative amplitude between the two colors of the field, we observe several
trends from the statistical analysis of a large ensemble of trajectories initially in the
ground state energy of the Helium atom: High sensitivity of the sequential double
ionization component, low sensitivity of the intensities where nonsequential double
ionization occurs while the corresponding yields can vary drastically. All these trends
hold irrespective of which parameter is varied: the phase lag or the relative amplitude.
We rationalize these observations by an analysis of the phase space structures which
drive the dynamics of this system and determine the extent of double ionization.
These trends turn out to be mainly regulated by the dynamics of the inner electron.
Multiple ionization of atoms takes place at intermediate and high intensities when
they are subjected to laser pulses [13]. The routes by which these multiple ionizations
occur can be quite complicated. Two main routes have been identified for the double
ionization of two-active-electron systems (like the Helium atom subjected to linearly
polarized laser pulses): a sequential process and a nonsequential one [13]. In the
sequential process the field ionizes one electron after the other in an uncorrelated way.
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In contrast, the electron-electron correlation plays an active role in the ionization of
the second electron in the nonsequential process. More specifically, the field picks up
an electron, and sends this electron to the remaining ion core to dislodge the second
electron, according the so-called recollision (or 3-step) scenario [6, 14, 15].
It has been observed experimentally in a broad range of intensities that non-
sequential double ionization (NSDI) (also referred to as correlated double ionization
(CDI) [76]) yields can be many orders of magnitude larger than in the sequential
double ionization (SDI) [also referred to as uncorrelated double ionization (UDI)]
counterpart. Varying the intensity gives rise to a characteristic “knee” shape for the
double ionization yield as a function of the laser intensity. This strong effect due
to electron-electron correlation has been observed experimentally [77, 3, 78, 79, 80,
81, 48, 82, 83] and also theoretically using quantum [13, 84, 85, 86, 87, 88, 89, 90],
semi-classical [91, 92, 93] and classical simulations [94, 91, 16, 95, 88, 96, 97, 9, 76].
In this thesis, we investigate the dynamics resulting from the interaction be-
tween helium atoms and a bichromatic linearly polarized laser field using a clas-
sical model. Classical means are entirely sufficient to produce the strong electron
correlation needed to explain double ionization phenomena [16]. Atomic phenom-
ena in intense bichromatic fields can be considered as an extension of the principles
of coherent control into the nonlinear nonperturbative regime of laser-atom interac-
tions [98, 99, 100, 101, 102, 103, 104, 105, 106, 107, 108, 109, 110, 111]. Furthermore,
bichromatic pulses [112] and phase shaping [113] are natural tools in atomic con-
trol research because they offer practical control parameters such as polarization,
amplitudes and phases. In particular it has been shown that it is possible to use
the direction of transport in a ratchet by varying the phase lag in the bichromatic
pulse [114]. Although the classical mechanisms of double ionization remain qualita-
tively the same as for a monochromatic laser field [9], the double ionization yields
show a strong sensitivity to changes in the parameters of the laser field, namely the
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phase lag between the two colors and their relative amplitudes. We explain this de-
pendence using an analysis in terms of phase space structures. Our main result is
that all these processes are regulated primarily by the dynamics of the inner electron
which is the electron that remains bounded after the other one has been ionized.
Remarkably, this electron, rather than being a spectator, is in fact the driver in the
ionization process.
We consider a classical model with one spatial dimension for each electron which
corresponds to the direction of polarization of the laser field. We denote the positions
of the two electrons by x and y and set the origin at the nucleus. We call the
canonically conjugate momenta of x and y, px and py respectively. We consider soft
Coulomb potentials [27, 16, 95, 96, 9, 76] defined by two softening parameters a and
b for the interaction between charged particles. The Hamiltonian of the system in the
dipole approximation is obtained by the sum of the kinetic energy of the electrons,
the soft Coulomb potentials between the two electrons and between the electrons and
the nucleus, and the interaction of the electrons with the field:











+ (x+ y)E (ωt) , (66)
where E (ωt) is a bichromatic laser field, defined as:
E (ωt) = E0f(ωt) (sin (ωt) + α sin (kωt+ δ)) , (67)
where E0 is the amplitude of the dominant mode, ω its frequency, α < 1 the ratio of
the amplitudes of the two colors of the laser field, k characterizes the mode locking
between the two components, and δ is the phase lag. Since the second laser is an addi-
tional energy input to the system, the intensity is scaled with α as I0 ∝ E20 (1 + α2).
The system has two and a half degrees of freedom, one for each electron and one
half for time dependence. The envelope function f is chosen as a trapezoid with 2
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laser cycle (l.c.) ramp up, 4 laser cycle plateau, 2 laser cycle ramp down, and zero
elsewhere. In what follows, the wavelength is chosen to be 780 nm (corresponding
to a frequency of ω = 0.0584 a.u.) and k = 3. Except when we investigate the role
of α, we set α = 0.45 for numerical simulations, which corresponds to an additional
intensity input of 20%. We consider the initial state to be the ground state of He, i.e.
Eg = −2.24 a.u. [115, 16]. We choose a = 1 to prevent auto-ionization (so that the en-
ergy surface is bounded in phase space). The second softening parameter b is chosen
so as to allow a significant energy exchange during a recollision. Here b = 1 [28].
For insight into the dynamics of typical trajectories and to interpret the mecha-
nisms at play which explain the statistical analysis, we present two kinds of studies
as functions of the parameters of the field, E0, α and δ in what follows: In Sec. 7.2,
a statistical analysis of a large ensemble of trajectories, and in Sec. 7.3 an analysis of
the phase space structures.
7.2 Statistical analysis
Starting from the classical model (66), we perform a statistical analysis of a large
ensemble of trajectories (typically 150,000) initially on the ground state (with a mi-
crocanonical distribution [9]). At the end of the pulse, a trajectory can exhibit zero,
one or two ionized electrons. In our calculations, an electron is considered ionized
when its energy (defined as the sum of its kinetic energy and the Coulomb interaction
with the nucleus) is positive, which corresponds to an electron free from the Coulomb
potential well. A convenient observable is the probability of double ionization where
the two electrons have a positive energy at the end of the pulse. This probability
is commonly plotted as a function of the laser intensity. A signature of NSDI is a
characteristic knee shape: In the intermediate intensity range, these yields are much
higher (by several orders of magnitude) than expected from the uncorrelated sequen-
tial double ionization mechanism [13]. At high intensity, the yields reach saturation,
145
corresponding to double ionization of all the electrons of the ensemble. In what fol-
lows, we investigate the double ionization yields versus the intensity when the phase
lag δ and the relative amplitude α are varied.
7.2.1 Varying the phase lag δ
In Fig. 56 we display several double ionization probability curves as a function of the
laser intensity for different values of the phase lag δ (for α = 0.45).
In the intermediate range of intensities (up to saturation of double ionization),
we observe a significant variability of the double ionization probabilities and conse-
quently of the characteristic features of the knee. More precisely, in the intermediate
intensity range the level of double ionization yields greatly vary with δ by a factor of
3; however, when varying δ the range of intensity where the knee is located (around
5×1014 W cm−2, vertical dashed-dotted lines in Fig. 56) does not change significantly.
In the low intensity regime i.e., for intensities lower than 8 × 1013 W cm−2 there is
a very weak dependence of δ in these yields. The same conclusions hold for other
values of α. We note a significant impact of the phase lag in the resulting double
ionization probability, meaning that adjusting this parameter can act as a control
knob for both sequential and non-sequential processes. One advantage of varying the
phase lag between the two components of the laser field is that no additional input
of energy is required (as opposed to varying other parameters like α) since the mean
value of the electromagnetic energy does not depend on δ.
In Fig. 57 we represent the double ionization yield as a function of δ for the
intensity labeled by the vertical magenta continuous line in Fig. 56. The resulting
curve has a bell shape with a maximum slightly shifted before δ = π. More specifically,
we observe a fast variation of the double ionization yield with changes of the phase
lag around δ = 0 and a flattening around δ = π. This confirms the high sensitivity
of the double ionization probability to the parameter δ.
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Figure 56: Probability of double ionization as a function of the intensity for α =
0.45. The red crosses correspond to δ = 0, the black circles to δ = π/2, the green
squares to δ = π. We also indicate the range of variation of I(c) with δ as given by
Eq. (79) (vertical dashed-dotted lines). The vertical magenta continuous line labels
the intensity chosen in Fig. 57, 62, and 63.
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Except for very low intensity (i.e. below 8×1013 W cm−2) we observe qualitatively
the same impact of δ on the double ionization yield (a bell shape almost centered
around δ = π). The precise value of the phase lag for which the probability is
maximum depends on the laser parameters.
The value of δ for which we observe the first saturation of double ionization occurs
when δ = π. This value of δ does not depend on α (and is defined as soon as α is
non-zero). We define I(t) (δ) the intensity, as a function of the phase lag, for which
saturation of double ionization is reached. Then, at high intensity, we note a great
variability of I(t) (δ) (the differences are of the order of 1016 W cm−2) which is more
than one order of magnitude larger that the range of variation of the knee.
7.2.2 Varying the relative amplitude α
After varying δ at fixed α, we keep δ fixed at π in order to investigate α’s influence
on the double ionization probability. We chose δ = π because it corresponds to the
phase lag where the peak field amplitude is maximum (see Sec. 7.3.4). In Fig. 58 we
represent the double ionization probability as a function of the intensity for different
values of α. As for the variation of δ, we notice no significant dependence on the
parameters at low intensities (below 8× 1013 W cm−2). In the intermediate intensity
range, we notice that the probability greatly varies with α (more than a factor two)
whereas the intensity at which the characteristic knee is developed does not change
significantly. In the meantime, the UDI component also increases with α, and we
notice a decrease of the intensity I(t) where double ionization is saturated. As a
consequence we notice a flattening in the knee, the two CDI and UDI curves merging.
As α is increased, the second color of the laser field becomes more important, hence
δ is expected to have a more prominent role in controlling the system because the
variation in probability becomes larger. This is confirmed by Fig. 59 where we have
represented double ionization probabilities as a function of the intensities for α = 0.1
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Figure 57: Double ionization probability as a function of δ for α = 0.45 and the
intensity labeled by the vertical magenta continuous line in Fig. 56 (I = 4.78 ×
1014 W cm−2).
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Figure 58: Double ionization probability as a function of intensity for different values
of α. Blue circles correspond to α = 0 (single laser), Red crosses to α = 0.10, green
squares to α = 0.45, black plus signs to α = 0.75 and magenta triangles correspond
to α = 1.00. Here δ = π for all curves.
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Figure 59: Double ionization probability as a function of the intensity for different
values of δ. We keep α constant and equal to α = 0.1 and α = 0.75, respectively.
and α = 0.75.
In summary, the statistical analysis shows these three main trends when changing
the parameters of the field:
1. High sensitivity of the actual probability of double ionization,
2. High sensitivity of the intensity of saturation of the double ionization yields,
3. Low sensitivity of the intensity of knee regime (i.e. the CDI maximum).
In the next section, we analyze the dynamics of Hamiltonian (66) in terms of phase
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space structures and we find results that support and explain these trends.
7.3 Nonlinear dynamical analysis
For the dynamical analysis of Hamiltonian (66) we follow the one performed in Ref. [9]
for the monochromatic laser pulse. The analysis proceeds in the following way: First,
without laser field (E0 = 0), an outer electron and an inner one were identified from a
periodic orbit analysis of the chaotic motion of typical trajectories. When the field is
turned on, if the inner electron remains bounded, the atom may undergo a recollision
which follows from the 3-step picture [6, 14] (the field picks up the outer electron,
and upon reversal of the field, brings it back to the core and the two electrons share
the collision energy).
7.3.1 Effective models
The dynamics of both electrons are accurately reproduced by reduced models except
during recollisions [9]. These models allow one to derive the main properties of the
double ionization curves versus intensity. We begin by investigating the behavior of
typical trajectories. In Fig. 60, we represent the position of each electron (upper
panel) and their energy (kinetic energy plus soft Coulomb potential, lower panel) as
functions of time for a typical trajectory. We observe that one electron is first quickly
ionized (the “outer” electron) while the other remains close to the core (the “inner”
electron). Once ionized, the outer electron is driven mainly by the laser field and
experiences large excursions from the core. In contrast, the inner electron experiences
a competition between Coulomb interaction with the nucleus and the laser excitation.
Without loss of generality, we assign x to the outer electron and y to the inner one.
In the sample trajectory of Fig. 60 the inner electron (red curves) does not ionize
until it collides with the outer electron (blue curves). Double ionization occurs at
approximately 2.5 laser cycles, which can be confirmed by examining the energies of
both electrons in the lower panel. We see that both electrons have positive energy
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Figure 60: Typical nonsequential double ionization. We display the position (upper
panel) and energy (as defined in the text, lower panel) of each electron as functions
of time. The parameters are I = 4.78× 1014 W cm−2, α = 0.45 and δ = 0.
after this time (and thus are ionized). From this qualitative analysis, two reduced
effective Hamiltonians are identified, Hout for the outer and Hin for the inner one:
Hout (x, px, t) =
p2x
2 + xE (ωt) , (68)





+ yE (ωt) , (69)
where we have neglected the interaction with other charges for the outer electron and
have allowed the inner electrons to feel both the laser field and the attraction from
the nucleus. For both electrons, we ignore the electron-electron interaction term since
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they are assumed to be far away from each other between two recollisions. The main
advantage of the above effective models is that their dimensions are lower than the one
of Hamiltonian (66) (they both have one and a half degrees of freedom). Hamiltonian
Hout is even integrable in the sense that one can explicitly give the expression of the
trajectories as functions of the initial conditions. Hamiltonian Hin is not integrable
but its dynamics can be analyzed qualitatively. In what follows, we analyze these two
models as the parameters of the field are varied and correlate their dynamics with
the double ionization curves plotted in Sec. 7.2 in order to support and explain the
observed trends.
7.3.2 Dynamics of the outer electron
The trajectory of the outer electron [as governed by Eq. (68)] is given by


















where x0 + E0αk−2ω−2 sin δ and p0 + E0ω−1 (1 + αk−1 cos δ) are, respectively, the
position and momentum of the outer electron at time t = 0. An important quantity
is the maximum return kinetic energy of the outer electron: It gives the maximum
amount of energy the outer electron can bring to the inner electron to trigger CDI. In
addition, if the outer electron recombines, it gives the cutoff in harmonic generation
for photon emission [112]. In order to compute this quantity we need to consider a
shift of the field since the electron leaves the core at a certain phase φ of the field.
The effective Hamiltonian is transformed into
Hout =
p2x
2 + xE(ωt+ φ).
Maximizing the kinetic energy Emax = px(tr)2/2 with respect to the recollision time
tr and the initial phase φ leads to the familiar condition that the maximum return
energy is associated with trajectories leaving the nucleus with zero momentum [112].
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As a function of the parameters of the laser field, this maximum kinetic energy is
equal to
Emax = κ (α, δ)Up, (72)
where Up = E20/(4ω2) is the ponderomotive energy and κ is only a function of α and
δ. For α = 0, we have κ(0, δ) ≈ 3.17 [6]. In Fig. 61, we represent κ(α, δ) as a function
of δ for various values of α. We notice that the amplitude of the variations of κ with
δ increases with α. For a fixed value of α, the maximum return energy κ (in units of
Up) of the outer electron can vary significantly with δ (up to more than 2). For all
values of α, the maximum of κ occurs at δ ≈ 1.04, while its minimum is obtained for
δ ≈ 3.99. We notice that none of these values are related to the critical values of the
phase lag for which we observe maximum of double ionization (around δ = π) and
saturation of double ionization. Thus, the origin of the amount of double ionization
does not solely rely on the dynamics of the outer electron. It has to be complemented
by the dynamics of the inner electron.
7.3.3 Dynamics of the inner electron
After the ionization of the outer electron, the inner electron experiences the combined
action of the field and of the attraction from the nucleus only. Its Hamiltonian is given
by Eq. (69). The competition between these two interactions leads to two distinct
behaviors related to two distinct regions. Figure 62 represents these two regions in
phase space: More specifically, we plot the distance of the inner electron from the
nucleus after 10 laser cycles in the space of initial conditions (y0, py,0) at t = 0.
Note that the color map is in logarithmic scale. The red and green curves are two
different Poincaré sections of an inner electron trajectory, taken stroboscopically with
the laser period. They indicate that the dark region is filled with invariant tori where
electrons are bound to the nucleus (for all time). The light region corresponds to
ionizing electrons (after a transient time which depends on the initial conditions,
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Figure 61: Maximum return energy of the outer electron as a function of δ in units
of Up. Red squares correspond to α = 0.10, blue triangles to α = 0.45, and green























































Figure 62: Laminar plots of inner electron dynamics as given by Hamiltonian (69)
as a function of the initial conditions (y0, py,0, t = 0). For each initial condition, we
represent the distance of the electron from the nucleus after 10 laser cycles. The
distance is plotted in a logarithmic scale. In the left panel δ = 0 and in the right
panel δ = π. The dashed curves are Poincaré sections of two typical trajectories in
the bound region taken stroboscopically with the laser period. The parameters are
α = 0.45 and I = 4.78× 1014 W cm−2 in both plots.
see the darker structures which spiral out). The rationale behind this dynamics is as
follows: If the electron is close to the nucleus, then the Coulomb interaction dominates
over the field and the electron is bound. If it is sufficiently far, the field dominates
and the dynamics of the electron is unbounded, in a similar way as the outer electron.
The maximum distance the inner electron can be from the nucleus while remaining
bound is a function of the laser parameters.
7.3.4 Double ionization probability
Varying certain laser parameters leads to strong variations in the size of the bound
region, which is pivotal in explaining the probability of double ionization. Hamilto-
nian (69) is not integrable. However, a close inspection of the dynamics of the inner
electron in the bound region reveals that it is fairly insensitive to the field so we
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consider another effective Hamiltonian in the bound region, namely






which is integrable, its phase space being foliated by periodic orbits. There exists,
at least locally, a canonical transformation which maps Hamiltonian (73) into action




When the field is present, most of the outer invariant tori are broken, whereas most
of the inner ones close to the nucleus persist. We denote by Am (E0, α, δ) the action
of the last invariant rotational torus which roughly corresponds to the boundary of
the inner region. Figure 63 illustrates the dependence of Am (E0, α, δ) with δ as α
and E0 are kept fixed for an intensity in the UDI regime (I = 4.78× 1015 W cm−2).
Numerically, we determine Am by computing the volume of phase space for which the
inner electron never ionizes during 2 laser cycle ramp up and 4 laser cycle plateau (see
Fig. 63). At least qualitatively, the same trend is observed in the whole UDI regime
(as well as the CDI regime), namely an inverted bell shape with fast variations of Am
around δ = 0 with a flattening and minimum centered around δ = π.
An approximation to the size ym of the inner region can be obtained by finding the
local maximum of the effective potential (soft Coulomb potential plus laser excitation)
at peak field amplitude. It is implicitly given by




where M(α, δ) is given by:
M (α, δ) = max
τ∈[0,2π]
|sin τ + α sin (kτ + δ)| , (75)
and corresponds to the peak field amplitude of the laser. In Fig. 64 we display the
peak field amplitude as a function of δ. In the bound region, the energy of the inner
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Figure 63: Action Am of the outermost invariant torus as a function of δ for α = 0.45
and I = 4.78× 1014 W cm−2. The solid line corresponds to the statistical data, while
the dashed dotted line corresponds to the theoretical model, as given by Eq. (77).
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Figure 64: M (α = 0.45, δ) as a function of δ, as given by Eq. (75).
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electron, as defined by Eq. (69), does not vary much. Then, it is possible to relate it
to the action A through the formula [76]






where γ = −9
√
2/16 (≈ −0.8). It can be inverted to express the action explicitly as










The outermost position ym at peak field amplitude is associated with zero momentum,
such that its energy Hm is equal to
Hm = Hin (ym, 0, tm) = −
2√
y2m + 1
− E0M (α, δ) ym.
















where ym is solution of Eq. 74. We compare this prediction with numerical evaluation
of the action in Fig. 63. A careful analysis of Am, as given by Eq. (77) shows that
Am is symmetric and minimum around δ = π for all α.
Sequential double ionization (UDI) corresponds to the situation when one electron
is first ionized by the field, leaving the inner electron in the unbound region, so
that the field sequentially ionizes the remaining electron. The amount of UDI is
related to the volume of the bound region, therefore to Am: the smaller the inner
region (and thus Am) the more likely it is for the inner electron to be found in the
unbound region as well. Nonsequential (CDI) double ionization corresponds to the
situation when the inner electron is first left in the inner region, and is then propelled,
through a recollision, in the unbound region under the impact of the returning outer
electron. As a result, it is easier for the outer electron to ionize the inner one if the
bound region is small. Either way, for both CDI and UDI, we are expecting higher
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double ionization probability when Am is minimum (i.e. around δ = π) and a strong
sensitivity of the double ionization yield where Am varies fast (i.e. around δ = 0).
It corresponds to what is observed in Fig. 57. The small discrepancy between δ = π
and the actual maximum is due to nonlinear energy exchange processes during the
recollision. In Fig. 61, we see that the kinetic energy of the outer electron upon return
is not symmetric about δ = π. In particular we see that the maximum return energy
is rather small around π in comparison with slightly lower values of δ which explains
that the maximum is expected to be slightly smaller than π.
The rate at which Am changes with δ provides an explanation for the sensitivity
of the probability to changes in δ which was discussed in Sec. 7.2.1. The action
changes quickly in δ in the regions around δ = 0 and slowly around δ = π, which is
the same trend observed for the rate of change in probability with δ from Fig. 57.
This explains Observation 1 from the statistical analysis, in Sec. 7.2, namely that the
double ionization yield is highly sensitive to the choice of phase lag.
7.3.5 Saturation of the double ionization probability
As explained before, CDI corresponds to the case where both electrons are left in the
unbound region. An estimate of the size of the bound region is implicitly obtained
through Eq. (74). An approximation of the amplitude of the field at which there is
no inner region leads to an estimate of the intensity at which double ionization is
saturated, meaning that all the trajectories double ionize. Equation (74) has a real
solution if E0M is smaller than 4/(3
√
3) which leads to
E
(t)






The field is maximum for δ = π and its value is M(α, π) = 1+α. For this value of δ the
critical value of the intensity at which all the trajectories double ionize is minimum.
This is what is observed in Fig. 56 and 59. A numerical estimate of the range of
variation of this critical intensity as a function of δ, corresponding to the amplitude
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of variation of intensity between E(t)0 (α, 0) and E
(t)
0 (α, π) gives 1.1 × 1016 W cm−2
at α = 0.45 which is what is observed in Fig. 56. A more precise approximation of
the value of the intensity (as a function of the laser parameters) at which the bound
region disappears is obtained by following the elliptic periodic orbit (with the period
of the laser field) at the center of the elliptic island [9]. It explains Observation 2
from the statistical analysis, in Sec. 7.2, namely that the intensity of saturated double
ionization greatly varies with the choice of the laser parameters.
7.3.6 Maximum of non-sequential double ionization
When one electron is bound to the nucleus after the other one has ionized, the only
way through which it leaves the nucleus is by an exchange of energy with the outer
electron when this one comes back to the core upon sign reversal of the laser field.
Through this recollision the inner electron jumps from one invariant torus to another
one (depending on the amount of energy exchanged), and it can even jump from
one invariant torus to the unbound region. After it enters into the unbound region,
it ionizes (solely due to the action of the field). A nonsequential double ionization
corresponds to the situation when the exchange of energy allows the inner electron
to jump from the bound region to the unbound one, while the outer electron keeps
enough energy to remain ionized. The amount of energy exchanged as well as the size
of the bound region are the two main reasons for the sensitivity of the nonsequential
double ionization to changes in the parameters α and δ.
Using an equal sharing of the energy of the inner and outer electron [9], we derive a
prediction for the intensity when the CDI probability is maximum. At (y, py) = (0, 0),
when the inner electron is bounded, its energy is Uin = −2, while at (y, py) = (ym, 0),
when the inner electron is on the boundary (on the invariant torus with action Am),
its energy is Uin = −2/
√
y2m + 1. This leads to a difference in energy of ∆Ey =
2− 2/
√
y2m + 1 which is the minimum energy required to ionize the inner electron in
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the outer electron gives enough energy to ionize the inner electron (in one recollision)
while keeping itself ionized as well.
The equal sharing relation can be solved in a manner very similar to the case of
the one laser system [9] by making the assumption that double ionization occurs at
peak field amplitude, as given by Eq. (74). Combining Eq. (78) with Eq. (74) yields
















For numerically computed κ and M we can see from Fig. 65 that I(c) does not vary
significantly with δ. Over the entire range of δ, the critical intensity I(c) varies by
approximately 2 × 1014 W cm−2 which is compatible with the variations of I(c) as
observed in Fig. 56. This variation is small compared to the variations of the laser
intensity from 1013 to 1017 W cm−2 over the entire CDI and UDI regimes. It is also
small compared to the variations of I(t) which are of the order of 1016 W cm−2. It
confirms Observation 3 from the statistical analysis, in Sec. 7.2, namely that the knee
regime (and particularly the intensity for which CDI is maximum) is fairly insensitive
to the laser parameters.
7.4 Conclusion
Using the statistical and nonlinear dynamical analysis we showed that the laser pa-
rameters α and δ can be used to control both the probabilities of double ionization
and the rates of change of these probabilities both in the CDI and UDI regimes. This
control acts on the outer electron by regulating the amount of energy it can bring to
the core during a recollision. For the inner electron, the control depends on its stabil-
ity, by changing the size of the bound area. Those two modulations act together to
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Figure 65: Expansion of I(c), where κ and M have been solved for numerically. For
this plot α = 0.45, k = 3, and ω = 0.0584.
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determine the double ionization probability, but it is the inner electron which has the
strongest impact on its variations. In a nutshell, using the inner and outer electrons
reduced models, we were able to explain the three observations obtained with the sta-
tistical analysis of the system: Namely the high sensitivity of the double ionization
yield and saturation of double ionization with the choice of the laser parameters and
the low sensitivity of the knee regime with the same parameters. This control helps
in regulating the proportion of sequential versus nonsequential processes which occur




The recollision scenario is at the heart of many key processes in strong field atomic
physics. In this thesis, we’ve made use of classical, Hamiltonian models to better
understand the one-electron dynamics in regards to recollisions. We’ve focused mainly
on the ionizing and recolliding dynamics within the one-electron model; however, some
time has also been spent on other aspects of the one-electron model. For example,
we’ve investigated the non-ionizing dynamics of fullerene (Ch. 6) and also made a
departure from the one-electron model by performing a statistical survey of NSDI
in a two-color laser field (Ch. 7). Particular attention, however, has been paid to
understanding HHG and NSDI as processes primarily dictated by recollisions. In
this regard, an encompassing element of this work has been the introduction to the
community of R-POs. We’ve shown that these “special” periodic orbits regulate the
recolliding process as it pertains to recollision induced ionization and HHG.
8.1 Non-ionizing dynamics, etc.
We start by briefly recalling work performed which does not relate to HHG and NSDI.
We investigated the valence electron dynamics of C60, or fullerene, via a billiard
model. We showed that there are several different organizing structures in phase
space. Periodic orbits are responsible for the different types of very distinct electron
trajectories present. Also, and perhaps more interestingly, there is a structure, known
as a “meandering torus”, which, by acting as a barrier in phase space, is responsible for
the transition between different types of trajectories. A more complex, non-billiard,
model of fullerene was also investigated. We showed that the non-ionizing dynamics
are well represented by the billiard model, while the more complete model can be
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useful for analyzing ionizations and subsequent recollisions.
We also performed a statistical analysis of double ionization in a Helium atom
when a second laser (of a different frequency) is introduced. We showed that the inner
electron dynamics are partly responsible for the effect the phase lag has on NSDI. As
the phase lag is varied, the bounded region (where the inner electron resides) varies
in size, making the inner electron easier (or harder) to ionize.
8.2 Recollision scenario
The recollision scenario presented in this thesis and supported in the literature (see
[25]) relies on a collection of periodic orbits otherwise known as R-POs, or “recolliding
periodic orbits”. In the simple case of a linearly polarized field in a single spatial
dimension (Ch. 3) we show that these R-POs come in a set of periodic orbits which are
resonances from the perturbation of an integrable Hamiltonian. These resonant orbits
control the dynamics of recolliding dynamics by acting as organizing structures in
phase space. In fact, the HHG cut-off energy, dictated by the maximum return energy
of the electron, is directly controlled by the unstable manifolds of the said periodic
orbits. In the higher-dimensional case of a circularly polarized field we again find
periodic orbits controlling the recollision process. However, due to the nature of the
system (e.g. conserved quantities) each periodic orbit exists as a family parameterized
by the energy.
8.3 High harmonic generation
The radiation released by a recolliding electron which recombines with the parent ion
can be released as a series of high order harmonics of the driving laser field. These
harmonics can be harnessed to generate atto-second duration pulses. The properties
of these pulses are by large affected by the energy cut-off of the harmonic radiation.
In the future, we hope to introduce additional perturbations to the R-POs (such as
the addition of a second color to the laser term) to tweak the stability properties of
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the orbits in hopes of increasing the maximum return energy.
8.4 Non-sequential double ionization
Non-sequential double ionization in a CP field has been investigated classically many
times [25, 40, 116]. The contributions shown in this thesis pertain entirely to the
recollision scenario (discussed above). Experimentally it was already known that
Neon would not exhibit recollisions in a CP field [7]. The provided explanation put
emphasis on the lack of a preferred direction in a CP field, resulting in an electron
that is not pulled sufficiently radially inward. This explanation puts emphasis on the
polarization of the field, not the properties of the atom. However, Magnesium was
found to allow recollisions in CP [8]. This caused a re-thinking in the community,
more than a decade ago, which has only recently begun to be settled [40, 18, 25].
In this thesis (as well as published work ( [25])) we provide a classical, predictive
model (Ch. 5) which explains the recollisions (or a lack thereof) in the context of
R-POs. In brief, when the energy spectrum of the outer electron, which is dictated
by the softening parameter, a (see Eq. 8), and the ground state energy Eg of the atom
overlapped with the energies of different families of R-POs recollisions were expected.
This model has proven useful not only for Neon and Magnesium, but predictions have
also been made for Xenon, Argon, and the molecule fullerene.
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APPENDIX A
CONCEPTS FROM NONLINEAR DYNAMICS
This section is intended to explain some of the terms from non-linear dynamics used
in this thesis for readers from the AMO community. It is a brief introduction and the
reader is suggested to look at [24] chapters 1-7, 11, and 13 for further details.
A.1 Hamiltonians
The Hamiltonian framework can be used to derive equations of motion for a certain
class of dynamical system. For our purposes, the Hamiltonian of a particle with mass
m moving in potential V (q, t) is expressed as the sum of the kinetic and potential
energies, i.e.,
H (q,p, t) = ‖p‖
2
2 + V (q, t) , (80)
where q and p are the canonically conjugate positions and momenta, respectively. In
this situation the dimension of the system is N so that q,p ∈ RN . This Hamiltonian
would be described as non-autonomous because its potential is explicitly time depen-
dent. As a result of the time dependence the Hamiltonian is not conserved with time,
i.e., dH
dt











where for simplicity we treat q and p as scalars. From Hamilton’s equations we
know that q̇ = ∂H
∂p
and ṗ = −∂H
∂q
so by substituting these expressions into the above







Therefore, the Hamiltonian is only conserved when ∂H
∂t
= 0, i.e. when the Hamiltonian
is autonomous (no explicity time dependence) which is not the case for a system with





degrees of freedom. The N is from the dimension of the vectors q and p and the 12 is
generally used to denote the time dependence.
A Hamiltonian, however, can be autonomized (removing the time dependence) by
the following procedure consisting of increase the dimension of phase space. First,
we add to our Hamiltonian the quantity E , which is the conjugate momenta of our
new position variable t. Essentially, our goal is to increase the dimension of phase
space by 2 by treating t and its conjugate E as additional phase space variables. In
this way, t is now no different than the particle position (in real space) q. Our new
Hamiltonian
H (q̄, p̄) = ‖p‖
2
2 + V (q̄, t) + E (83)
where q̄ = (q, t) and p̄ = (p, E). The equations of motion for q̇ and ṗ (where the
· denotes a time derivative w.r.t. our new evolution parameter, τ) are the same,
however, we also now include ṫ = ∂H
∂E = 1 and Ė = −
∂H
∂t
. In this way, by treating
(t, E) as phase space variables, the value H+E is now conserved. We could now refer
to the system as (N + 1) DOF.
A.2 Jacobi values
The Jacobi value/constnat is a term used throughout the manuscript, specifically
when referring to the one-electron model in a circulary polarized field. It is used to
denote the energy of the system, or specifically, the value of the Hamiltonian in a rotat-
ing frame. It is used only in contexts where the Hamiltonian is autonomous and hence
conserved (see above section). The name itself is borrowed from celestial mechanics,
where the models and methods used are similiar (due to Coulomb/gravitational po-
tential found in both systems).
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The Jacobi value is used in this manuscript specifically for a one-electron model
operating in two spatial dimensions, i.e. chapters 4 and 5. In section 4.3 of Ch. 4 we
explicity show the calculation to autonomize the static frame Hamiltonian and then
perform the change of variables into the rotating frame.
A.3 Integrability
The word “integrability” is used often throughout this thesis. It has a specific mean-
ing, familiar to nonlinear dynamicists focusing on Hamiltonian systems. Put simply,
when the number of independent conserved quantities (which are in involution) in
the system is equal to the number of degrees of freedom the system is said to be inte-
grable. It has nothing to do with the analytic solveability of the equations of motion.
When a system is indeed integrable and configuration space is compact, we know
that a canonical change of coordinates is possible (called action-angle coordinates)
which allows the system to be solved quite trivially. The required transformation,
however, is often difficult to compute. For integrable systems, phase space is foliated
entirely by invariant tori and the dynamics is well understood. The actions are given
by An =
∮
pndqn such that H (q,p) = H0 (A) with
Ȧ = −∂H0
∂θ
→ A = const
θ̇ = ∂H0
∂A
→ θ(t) = θ0 +
∂H0
∂A
The solutions to the equations of motion shown above yields a dynamics which exists
on a torus. The invariant tori of an integrable system are parameterized by the action,
A, and the tori are invariant with respect to the dynamics because a trajectory on a
given torus will remain on that torus.
A.4 Periodic orbits
It has been shown throughout this thesis that periodic orbits and other invariant
objects (tori, manifolds, fixed points, etc) play an important role in organizing the
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dynamics in phase space. Periodic orbits are objects that are closed loops in phase
space which obey the dynamical equations of motion. The properties of periodic
orbits, especially, is clarified here with attention focused on the case of Hamiltonian
systems. In a canonical Hamiltonian system, the volume in phase space is conserved
so for every contracting direction there must also exist an expanding direction. In
order to determine the stability of an orbit, the Jacobian matrix, J, must be solved
numerically, along with the flow (Hamilton’s equations). This is accomplished by
solving the equation J̇ = AJ with J(0) = IN where the matrix A is the stability
matrix of the system (see Ch. 5 of [24]) and IN is the identity matrix with N rows
and columns. For a fixed point, A is constant and the solution for J is simple,
however, for a periodic orbit A varies along the orbit and is non-constant and J must
be computed numerically.
The eigenvalues of J come pair-wise in a Hamiltonian system. For a 1 DOF
system, J is a 2 × 2 matrix and the eigenvalues of J will come in a pair. When the
periodic orbit is unstable, or hyperbolic, the eigenvalues come as (λ, 1/λ) with λ ∈ R.
Likewise, when the orbit is stable, or elliptic, they will come as a pair of complex
conjugates with a magnitude of 1. For the one-electron mode, which is 1.5 DOF, J is
a 4× 4 matrix, since we must treat (t, E) as a conjugate pair along with (x, p). The
stability of the orbit is determined by the eigenvalues associated with the x and p
directions and the t and E directions will have eigenvalues of unity.
Parabolicity: It is also possible for an orbit to be neither stable nor unstable.
Instead, a periodic orbit can be parabolic, which means a linear analysis is insufficient
to determine stability and a higher order analysis must be performed. This occurs
when its eigenvalues come in pairs of 1.
Periodic orbits exist in phase space and leave their imprint on the dynamics of
close by trajectories. By closeby, we mean that in phase space the trajectory itself
closely follows the periodic orbit for some period of time before moving away (possibly
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towards a different orbit). The amount of time a trajectory will spend closeby a peri-
odic orbit (and what “closeby” means in this sense) depend entirely on the properties
of the periodic orbit. For very unstable periodic orbits, their affect on the dynamics is
limited because trajectories must get exceedingly close to the orbit to feel its effects,
otherwise the trajectory is pulled away very quickly in the unstable direction(s) of the
periodic orbit. Typically, stable orbits are not interesting because trajectories simply
stay closeby the orbit, repeating the same motion. Typically, slightly unstable orbits
are the most interesting, allowing the trajectory to be influenced by the periodic orbit.
A.4.1 Role of manifolds in the dynamics
Unstable periodic orbits have stable (Ws) and unstable (Wu). The stable manifold
is the collection of points in phase space, that when evolved forward in time move
toward the periodic orbit. Likewise, the unstable manifold is the collection of points
in phase space which move toward the periodic orbit when evolved backward in time.
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[24] P. Cvitanović, R. Artuso, R. Mainieri, G. Tanner, and G. Vattay. Chaos:
Classical and Quantum. Niels Bohr Institute, Copenhagen, 2008.
[25] A. Kamor, F. Mauger, C. Chandre, and T. Uzer. How key periodic orbits drive
recollisions in a circularly polarized laser field. Phys. Rev. Lett., 110:253002,
2013.
[26] Haruo Yoshida. Construction of high order symplectic integrators. Physics
Letters A, 150(5,6,7):262, 1990.
[27] J. Javanainen, J. H. Eberly, and Qichang Su. Numerical simulations of
multiphoton ionization and above-threshold electron spectra. Phys. Rev. A,
38(7):3430–3446, 1988.
176
[28] R. Panfili, J. H. Eberly, and S. L. Haan. Comparing classical and quantum
dynamics of strong-field double ionization. Opt. Express, 8(7):431–435, 2001.
[29] A.J. Lichtenberg and M.A. Lieberman. Regular and Stochastic Motion. Applied
Mathematical Sciences. Springer-Verlag, New York, 1983.
[30] V.I. Arnold. Proof of a theorem of A.N. Kolmogorov on the invariance of quasi-
periodic motions under small perturbations of the Hamiltonian. Russ. Math.
Surv., 18:9–36, 1963.
[31] J. Moser. On invariant curves of area-preserving mappings of an annulus. Nachr.
Akad. Wiss. Goett., Math.-Phys. Kl. IIa, 1:1–20, 1962.
[32] A.N. Kolmogorov. On the conservation of quasi-periodic motions for a small
change in the Hamiltonian function. Dokl. Akad. Nauk SSSR, 98:527–530, 1954.
(in russian).
[33] F. Mauger, C. Chandre, and T. Uzer. Dynamics of recollisions for the double
ionization of atoms in intense laser fields. Phys. Rev. A, 81(6):063425, 2010.
[34] G.D. Birkhoff. On the periodic motion of dynamical systems. Acta Mathematica,
50:359–379, 1927.
[35] F. Mauger, A. Kamor, C. Chandre, and T. Uzer. Mechanism of delayed double
ionization in a strong laser field. Phys. Rev. Lett., 108:063001, 2012.
[36] F. Mauger, A. Kamor, C. Chandre, and T. Uzer. Delayed double ionization as
a signature of hamiltonian chaos. Phys. Rev. E, 85:066205, 2012.
[37] S. Haessler, J. Caillat, and P. Salières. Self-probing of molecules with high
harmonic generation. J. Phys. B., 44:203001, 2011.
[38] P. Agostini and L.F. Dimauro. Atoms in high intensity mid-infrared pulses.
Contemporary Physics, 49:179–197, 2010.
[39] Manfred Lein. Molecular imaging using recolliding electrons. J. Phys. B.,
40:135–173, 2007.
[40] F. Mauger, C. Chandre, and T. Uzer. Recollisions and correlated double ion-
ization with circularly polarized light. Phys. Rev. Lett., 105(8):083002, 2010.
[41] Xu Wang and J. H. Eberly. Elliptical polarization and probability of double
ionization. Phys. Rev. Lett., 105:083001, 2010.
[42] L. B. Fu, G. G. Xin, D. F. Ye, and J. Liu. Recollision dynamics and phase di-
agram for nonsequential double ionization with circularly polarized laser fields.
Phys. Rev. Lett., 108:103601, 2012.
177
[43] Charles W. Clark, Eric Korevaar, and Michael G. Littman. Quasi-penning
resonances of a Rydberg electron in crossed electric and magnetic fields.
Phys. Rev. Lett., 54(4):320–322, 1985.
[44] J. E. Howard. Saddle-point ionization and the Runge-Lenz invariant.
Phys. Rev. A, 51(5):3934–3946, 1995.
[45] Wilhelm Becker, XiaoJun Liu, Phay Jo Ho, and Joseph H. Eberly. The-
ories of photoelectron correlation in laser-driven multiple atomic ionization.
Rev. Mod. Phys., 84:1011–1043, 2012.
[46] Xu Wang and J. H. Eberly. Elliptical trajectories in nonsequential double ion-
ization. New J. Phys., 12:093047, 2010.
[47] C. Guo, M. Li, J. P. Nibarger, and G. N. Gibson. Single and double ionization
of diatomic molecules in strong laser fields. Phys. Rev. A, 58:R4271–R4274,
1998.
[48] Chunlei Guo and George N. Gibson. Ellipticity effects on single and double
ionization of diatomic molecules in strong laser fields. Phys. Rev. A, 63:040701,
2001.
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