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Resumen
En las siguientes pa´ginas se expone el trabajo realizado y las diferentes
soluciones aportadas para el desarrollo de una funcionalidad orientada a la
deteccio´n de la fatiga en un conductor de un veh´ıculo.
Debido al aumento de las muertes en accidentes de tra´fico, nuestra socie-
dad se ve obligada a buscar una solucio´n para dicho problema. La globaliza-
cio´n y el enorme crecimiento del sector de comunicaciones han hecho que un
gran nu´mero de la poblacio´n posea un dispositivo mo´vil, hecho que se puede
aprovechar como herramienta para lograr el objetivo de reducir las muertes
en accidentes de tra´fico y aumentar la seguridad vial.
Para dicho fin se desarrollara´ una funcionalidad nueva orientada a la de-
teccio´n de la fatiga en el conductor en una aplicacio´n ya previamente imple-
mentada por el Laboratorio de Sistemas Inteligentes de la Universidad Carlos
III de Madrid. El sistema operativo en el que se desarrolla esta aplicacio´n es
el sistema operativo Android, presente en muchos dispositivos como mo´viles,
tabletas, relojes, etc. En cuanto al lenguaje en el que se implementara´ el
co´digo necesario es el lenguaje Java y el entorno de programacio´n sera´ el
programa Android Studio. Adema´s, para el trabajo de visio´n por compu-
tador utilizaremos la librer´ıa OpenCV, que nos ofrece funciones destinadas
al tratamiento y ana´lisis de ima´genes con el objetivo de obtener informacio´n
de ellas.
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In the next pages it is described the research made and the different solu-
tions provided with the aim of the implementation of a functionality guided
to the detection of fatigue in a vehicle driver.
Due to the increase of the deaths because road accident, there is the need
in our society to find a solution for the problem of the road safety. Globa-
lization and the huge growth of the communication industry have created a
situation where the majority of the population have an own mobile phone,
fact that can be useful for reach the objective of reducing the deaths in the
road and to increase the road security.
In order to reach this goal, it will be development a new functionality
oriented to the detection of the fatigue in the driver into an already implemen-
ted application by the Intelligent Systems Laboratory of Universidad Carlos
III de Madrid. The operative system in which the application is developed is
the Android operative system, present in a lot of devices like smartphones,
tablets, smartwatches, etc. The programming language in which the code of
the application will be written is the language Java and the programming
environment will be Android Studio. In addition, for the computer vision
work we will use the OpenCV library, which offers us functions oriented to
the images manipulation and analysis with the aim of get information about
them.
Keywords: road safety, fatigue, Android, Java, OpenCV, programming lan-
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En la actualidad los accidentes de tra´fico suponen una de las principales
causas de muerte en el mundo, siendo la novena causa en el an˜o 2012 por
debajo de enfermedades como el ca´ncer o las enfermedades del corazo´n (Fi-
gura 1.1). En 2012 se produjeron en el mundo 1,3 millones de defunciones
en accidentes de tra´fico. Esta cifra se ha incrementado desde el an˜o 2000,
an˜o en el cual hubo 1 millo´n de defunciones por accidente de tra´fico[15]. Es-
te nu´mero se ha elevado, entre otros motivos, por el crecimiento del sector
del automo´vil, por el aumento de la globalizacio´n y por el crecimiento de la
economı´a.
Figura 1.1: 10 causas principales de defuncio´n en el mundo en 2012[15].
En Espan˜a, perder la vida en un accidente de tra´fico supone la quinta
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causa de muerte no natural en el an˜o 2013, segu´n el INE. Durante el 2013
hubo en Espan˜a 1.807 muertos en accidentes de tra´fico, aproximadamente un
muerto cada 5 horas[21]. Aunque este nu´mero se ha reducido (en 2007 ocu-
paba el primer puesto) debido a las fuertes campan˜as de la direccio´n general
de tra´fico, sigue siendo un nu´mero demasiado elevado.
Dentro de las muertes por accidente de tra´fico, una de los principales moti-
vos es el cansancio o la fatiga del conductor del veh´ıculo (en Espan˜a alrededor
del 20 % en los u´ltimos an˜os). La conduccio´n durante grandes distancias sin
descanso a veces debido a trabajo o en otras ocasiones al ocio, hace aumentar
el riesgo de ocasionar un accidente causado por la fatiga del conductor. Por
lo tanto, es crucial concienciar al conductor de que es una importante causa
de riesgo y darle todas las herramientas para que pueda controlarlo.
Teniendo en cuenta estos datos, parece claro que es un objetivo de vital
importancia intentar reducir este nu´mero de v´ıctimas en accidentes de tra´fi-
co. Esta es la motivacio´n que mueve este proyecto.
Por otra parte, la universidad Carlos III de Madrid (UC3M) tiene una
gran v´ıa de investigacio´n aplicada a la seguridad vial, con muchos proyectos
y una gran cantidad de capital y esfuerzo invertido. En concreto, el labo-
ratorio de sistemas inteligentes (LSI) tiene muchos proyectos dedicados a la
seguridad vial, como pueden ser sus coches IVVI 2.0 o el iCab.
En este marco de trabajo se desarrollo´ una aplicacio´n de seguridad vial
con algunas funcionalidades como la deteccio´n de coches, deteccio´n de pea-
tones o el tratamiento de ima´genes. Esta aplicacio´n de implemento´ con el
objetivo de ser una base para an˜adir en un futuro ma´s funcionalidades para
la seguridad vial, como la que se va a implementar en este trabajo.
Aunque en la actualidad varios veh´ıculos cuenten con esta funcionalidad
incorporada, es interesante desarrollar una aplicacio´n para dispositivo mo´vil
y as´ı poder hacer accesible esta ayuda a la conduccio´n al mayor nu´mero de
conductores posibles, tambie´n a aquellos que cuenten con un automo´vil ma´s
antiguo.
El objetivo por tanto de este proyecto es aportar soluciones al proble-
ma de la fatiga al volante, desarrollando una funcionalidad en la aplicacio´n
base previamente implementada para que un dispositivo mo´vil (Smartpho-
ne) pueda detectar la presencia de fatiga en el conductor y pueda avisarle y
concienciarle sobre el peligro que esto ocasiona.
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1.2. Objetivos del proyecto
Los principales objetivos de este proyecto son los siguientes:
Comprender las te´cnicas de visio´n por computador que ofrece la librer´ıa
de funciones OpernCV y aplicarlas a la deteccio´n de fatiga.
Estudiar el lenguaje de programacio´n Java y utilizarlo para desarrollar
una aplicacio´n de seguridad vial.
Desarrollar una aplicacio´n en sistema operativo Android, utilizando la
herramienta para desarrollo Android Studio y los conceptos de visio´n
por computador, as´ı como el lenguaje de programacio´n Java..
1.3. Estado del arte
Como ya hemos comentado anteriormente, hoy en d´ıa es un aspecto muy
importante para la sociedad mejorar la seguridad vial y reducir el nu´mero de
muertos en las carreteras. Para ello se implementan cada d´ıa nuevos sistemas
con el fin de reducir los accidentes de tra´fico. En este aspecto ha sido muy
importante el avance de la electro´nica en los automo´viles y la integracio´n de
cada vez ma´s sistemas electro´nicos en los mismos.
En este apartado expondremos los u´ltimos avances en el desarrollo de
sistemas para mejorar la seguridad vial, pasando despue´s a explicar los u´lti-
mos proyectos desarrollados para la deteccio´n de fatiga en el conductor y, por
u´ltimo, analizaremos las diferentes ramas de investigacio´n que tiene la univer-
sidad Carlos III de Madrid en seguridad vial, centra´ndonos en el Laboratorio
de Sistemas Inteligentes.
1.3.1. Sistemas para la mejora de la seguridad vial
Los fabricantes de automo´viles en los u´ltimos an˜os han apostado por la
seguridad de los conductores de sus veh´ıculos, implementando nuevos siste-
mas inteligentes embebidos en los automo´viles que aumenten la seguridad
del cliente al ponerse al volante, aparte de los sistemas de seguridad tradi-
cionales como el cinturo´n de seguridad, el airbag o el ABS. Explicaremos en
las siguientes l´ıneas algunos de estos sistemas inteligentes.
Uno de los sistemas implementado en estos u´ltimos an˜os ha sido el de
deteccio´n de coche en a´ngulo muerto, conocido en ingle´s como BLIS (Blind
Spot Information System)[3]. Este sistema fue implementado originalmen-
te por la marca Volvo, pero se ha ido ampliando a muchas ma´s marcas de
veh´ıculos como Mercedes-Benz, Ford, Opel, Citroe¨n, Volkswagen,etc. Este
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sistema puede estar compuesto por una ca´mara, un radar o por sensores de
ultrasonidos. Al detectar el sistema un veh´ıculo en el a´ngulo muerto, se avisa
mediante un pitido o una luz al conductor para que sepa de su existencia. Un
sistema similar a este mencionado es el sistema de asistente para cambio de
carril, el cual funciona de forma ana´loga al anterior pero con un mayor campo
de visio´n para informar al conductor cuando tenga encendido el intermitente
para cambiar de carril si se acerca algu´n veh´ıculo por el mismo (Fig. 1.2).
Figura 1.2: Funcionamiento del asistente de cambio de carril[3].
Un ejemplo de la integracio´n de la visio´n por computador y la meca´nica
del coche es el sistema inteligente de limitacio´n de velocidad. Este sistema
utiliza el ana´lisis de ima´genes para analizar las sen˜ales que aparecen en la
carretera mediante una ca´mara y avisa al conductor cuando e´ste excede la ve-
locidad ma´xima de la v´ıa. Este ser´ıa uno de las dos funciones de este sistema,
ya que otra funcio´n puede ser limitar directamente la velocidad del veh´ıculo
para que no pueda exceder la velocidad ma´xima. El valor de la velocidad
ma´xima de la v´ıa tambie´n se puede obtener mediante una base de datos y
un gps localizador del automo´vil. Este sistema se encuentra actualmente en
veh´ıculos como el modelo S-Max del fabricante Ford[14], disen˜ado en 2015 y
que inclu´ıa por primera vez esta novedoso sistema.
Continuamos exponiendo otro sistema inteligente de ayuda a la conduc-
cio´n como es el sistema de frenado de emergencia. Dicho sistema consta de
un sensor la´ser, ca´mara o radar en la parte delantera del veh´ıculo el cual de-
tecta si hay algu´n objeto delante del mismo, como puede ser otro automo´vil
o un peato´n, y, si el conductor no acciona el freno, el sistema lo acciona para
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evitar una colisio´n o disminuir dan˜os. Este sistema esta´ presente en multitud
de fabricantes de veh´ıculos como Mazda, Volkswagen, Volvo, etc.
Figura 1.3: Sistema “Front Assist”del Volkswagen Golf de frenado de emergencia[24].
Tambie´n podemos encontrar muchos otros sitemas actualmente en los
veh´ıculos como pueden ser el asistente de luz de carretera que baja la di-
reccio´n de las luces de larga distancia en el caso de que se encuentre un
veh´ıculo, el asistente para mantenimiento en el carril o el eCall, dispositivo
que sera´ obligatorio en los veh´ıculos en Europa en 2018 y que llamara´ al
servicio de emergencias automa´ticamente al producirse un accidente.
Entre los desarrollos futuros, podemos encontrar un sistema en desarrollo
actual de la compan˜´ıa Bosch que se empezara´ a fabricar en 2016 conocido
como el sistema “anti-kamikazes”[9]. Este sistema se aprovecha de la cone-
xio´n a Internet de la que en un futuro todos los automo´viles dispondra´n. El
sistema detecta cuando un conductor esta´ circulando durante varios metros
en sentido contrario a los dema´s veh´ıculos, obteniendo estos datos por del
gps del coche y compartie´ndolos mediante la conexio´n a Internet, y posterior-
mente avisa al conductor distra´ıdo o “kamikaze” y al resto de conductores
de la v´ıa de esta situacio´n.
Un proyecto ma´s ambicioso en cuanto a seguridad vial es el que ha puesto
en marcha la compan˜´ıa Google[7]. Esta´ desarrollando un veh´ıculo que se
conduce auto´nomamente, lo u´nico que debe hacer el usuario es decirle la
direccio´n a la que desea ir y el automo´vil le llevara´ all´ı, reduciendo as´ı los
errores humanos y aumentando la seguridad y comodidad. Este dispositivo
dispone de ca´maras para controlar los obsta´culos en el camino, las sen˜ales
de tra´fico y los dema´s coches (Fig. 1.4). En un futuro podr´ıa implementarse
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un proyecto a gran escala en el que todos los veh´ıculos sean conducidos
auto´nomamente, lo cual involucrar´ıa cambiar la normativa de circulacio´n, y
se pueda as´ı reducir en un gran nu´mero los accidentes de tra´fico.
Figura 1.4: Automo´vil sin conductor de Google[7].
1.3.2. Deteccio´n de la fatiga en el conductor
En cuanto a la deteccio´n de fatiga del conductor hay multitud de marcas
que implementan sistemas con este fin en sus automo´viles, como Volkswagen,
Nissan, Skoda, etc.
Estos sistemas implementan sensores en el volante los cuales “aprenden”
el comportamiento del conductor en situaciones normales y cuando esta si-
tuacio´n no se produce (pe´rdida de presio´n al volante, correcciones bruscas
de la direccio´n o zigzagueo por ejemplo) alerta al conductor de que tiene
s´ıntomas de fatiga con una alarma sonora (Fig 1.5).
Otro sistema para la deteccio´n de la fatiga se trata de los sistemas de
deteccio´n facial mediante una ca´mara en el volante apuntando a la cara
del conductor. Estos sistemas funcionan localizando la cara del conductor
y analizando su parpadeo, para ver si se encuentra con s´ıntomas de fatiga.
Estos sistemas tambie´n son capaces de reconocer bostezos o distraccio´n de
la carretera analizando la direccio´n de la mirada del conductor. La marca de
neuma´ticos Continental o otros muchos fabricantes de veh´ıculos esta´n inte-
grando esta tecnolog´ıa en sus modelos.
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Figura 1.5: Deteccio´n de fatiga utilizando sensores en el volante[4].
1.3.3. Investigacio´n en el LSI de la UC3M
El LSI de la UC3M fue creado en el an˜o 2000 por profesores de la Es-
cuela Polite´cnica Superior y trabaja en temas relacionados con la robo´tica,
el control inteligente, la visio´n por computador, los sistemas inteligentes de
transporte, etc[13]. Expondremos un breve resumen de los proyectos de inves-
tigacio´n en seguridad vial que tiene el Laboratorio de Sistemas Inteligentes
de la Universidad Carlos III de Madrid.
El LSI dispone de una rama de desarrollo de veh´ıculos inteligentes, en-
tre los que se encuentran el IVVI, IVVI 2.0 (segunda versio´n) y el iCab[12].
Los dos modelos de IVVI implementan un veh´ıculo el cual esta´ controlado
por ca´maras del espectro visible y ca´maras infrarrojas, con el objetivo de
detectar los posibles peligros en la carretera y avisar al conductor(Podemos
observar en la Fig. 1.6 el modelo IVVI 2.0). En los veh´ıculos IVVI han con-
fluido muchos proyectos de seguridad vial implementados por el LSI como el
de deteccio´n de peatones en baja visibilidad con ca´mara infrarroja, vigilancia
del a´ngulo muerto, deteccio´n de sen˜ales de tra´fico, etc. El veh´ıculo iCab es
un veh´ıculo de Golf modificado para que pueda ser controlado mediante un
ordenador y sirva de asistente de visita por el Campus de la Escuela Po-
lite´cnica Superior.
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Figura 1.6: IVVI 2.0 del LSI de la UC3M[12].
1.4. Estructura del documento
A continuacio´n y para facilitar la lectura del documento, se detalla el
contenido de cada cap´ıtulo.
Para comenzar, en el cap´ıtulo primero se ha realizado una introduccio´n
al proyecto tratado, con los objetivos, motivaciones y estado del arte.
En el segundo cap´ıtulo se hara´ una pequen˜a descripcio´n de las herra-
mientas utilizadas, como el entorno de programacio´n, la librer´ıa OpenCV,
sobre la cual se realizara´ una pequen˜a introduccio´n a las herramientas
que nos ofrece, o el lenguaje Java, as´ı como el dispositivo mo´vil en el
que probaremos nuestra aplicacio´n.
Posteriormente, en el tercer cap´ıtulo describiremos los procedimientos
llevados a cabo para el desarrollo de la aplicacio´n, explicando la conse-
cucio´n de una aplicacio´n ba´sica que cumpla los requisitos propuestos,
la implementacio´n de mejoras en esta aplicacio´n y el resultado final del
mismo.
Continuando con el proyecto, realizaremos en el cuarto cap´ıtulo de este
documento un ana´lisis de los resultados obtenidos.
Tambie´n realizaremos una exposicio´n de los costes del proyecto en el
quinto cap´ıtulo.
Para finalizar, en el sexto y u´ltimo cap´ıtulo, se expondra´n las conclu-
siones del proyecto, dejando la puerta abierta a desarrollos futuros y
mejoras de la aplicacio´n.
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Al final del documento se pueden encontrar los ape´ndices, con el co´digo
implementado en este proyecto.
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Cap´ıtulo 2
Descripcio´n de las herramientas
utilizadas
En el siguiente cap´ıtulo se describira´n las herramientas y el lenguaje de
programacio´n utilizado, as´ı como las caracter´ısticas del dispositivo donde se
han realizado las pruebas de la aplicacio´n.
2.1. Android Studio
2.1.1. Introduccio´n y objetivo de Android Studio
El sistema operativo elegido para desarrollar la aplicacio´n de seguridad
vial es el sistema operativo Android. Android es un sistema operativo de
Google que esta´ presente en multitud de aparatos, como Smartphones, ta-
blets, relojes, etc, lo cual hace que sea muy interesante para el objetivo que
conlleva este trabajo.
Para el desarrollo de aplicaciones en este lenguaje, Google pone a dispo-
sicio´n del desarrollador el entorno de programacio´n conocido como Android
Studio. Android Studio gestiona de una manera eficiente todos los tipos de
archivos presentes en una aplicacio´n Android, adema´s de ofrecernos la opcio´n
de depurar o simular la aplicacio´n, entre muchas otras. El desarrollo de la
aplicacio´n se realizara´ en la versio´n 1.2.2 de Android Studio.[1]
Android Studio esta´ disponible para plataformas como Windows, Linux y
Mac. Su objetivo es poder facilitar la programacio´n de aplicaciones Android
para los desarrolladores expertos a la vez que permite, debido a su sencillez,
desarrollar aplicaciones simples o medianamente complejas en poco tiempo
para programadores inexpertos.
11
12 CAPI´TULO 2. DESCRIPCIO´N DE LAS HERRAMIENTAS UTILIZADAS
Con su aparicio´n en 2013 sustituyo´ a Eclipse como IDE (Integrated De-
velopment Environment) oficial de desarrollo de aplicaciones Android, incor-
porando Gradle como nuevo compilador. Este cambio se produjo debido a
la obsolescencia de Eclipse y la mayor eficiencia, rapidez y estabilidad que
otorga Android Studio.
2.1.2. Gestio´n de archivos y carpetas
Para la gestio´n de los archivos de una aplicacio´n Android Studio[27] nos
provee de una pestan˜a a la izquierda de la ventana (“project”) en la cual
podemos elegir el modo en el que queremos organizar los documentos y los
que queremos ocultar, dependiendo de la tarea que queramos realizar.
Figura 2.1: Pestan˜a para gestio´n de archivos de Android Studio.
La vista en el modo Android (Figura 2.1) es la ma´s u´til en nuestro caso, ya
que nos muestra todas las carpetas y archivos u´tiles para nuestro desarrollo.
Procedemos ahora a resumir el contenido de las mismas.
Dentro de la carpeta app, donde se encuentran todos los archivos de la
aplicacio´n, se encuentra la carpeta manifests. En esta carpeta se puede
encontrar el archivo “AndroidManifest.xml”, el cual es una introduccio´n
de la aplicacio´n, donde se definen propiedades como los permisos de
la misma, la versio´n mı´nima de Android para la que es compatible y
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aspectos de las actividades que forman la aplicacio´n como su nombre u
orientacio´n.
Tambie´n podemos encontrar dentro de la carpeta app la carpeta java, en
la cual podemos encontrar todas las actividades de nuestro programa,
que sera´n los archivos donde se implementen los algoritmos necesarios
para el correcto funcionamiento del programa en lenguaje Java.
Una carpeta tambie´n importante para el desarrollo del programa es la
carpeta res (resources) en la cual se encuentran todos los archivos que
usaremos para la representacio´n gra´fica de la aplicacio´n. Esta´n clasifi-
cados de la siguiente manera:
• En la carpeta drawable podemos encontrar tanto las ima´genes que
se vayan a usar en la aplicacio´n como xml con la representacio´n de
botones o elementos de la pantalla.
• La carpeta layout es crucial para el desarrollo de la aplicacio´n, ya
que aqu´ı se encuentran los xml de los elementos que aparecera´n en la
pantalla del dispositivo como los botones, texto, contenedores, etc.
Para estos layouts Android Studio nos ofrece un entorno de edicio´n
muy co´modo e intuitivo, el cual se explicara´ posteriormente.
• Dentro de la carpeta menu podemos encontrar, como su propio nom-
bre indica, los xml de los menu´s desplegables correspondientes a las
diferentes actividades, para su previsualizacio´n y edicio´n.
• En la carpeta raw se guardara´n archivos como audio, video o xml. La
principal diferencia con otras carpetas de xml es que estos archivos
no se compilara´n, se incorporan al programa tal y como son.
• Por u´ltimo, en la carpeta values se recopila todo tipo de definiciones
de valores constantes. Un archivo muy u´til que se encuentra en
esta carpeta es el archivo strings.xml, en el cual encontramos la
definicio´n de los strings que se usara´n mediante su referencia para
la representacio´n de los textos presentes en los layout. Esto tiene
una gran utilidad a la hora de pasar la aplicacio´n a otro idioma,
ya que u´nicamente tendremos que copiar este xml con los strings
traducidos al idioma deseado en otra carpeta llamada values seguida
de un guio´n y el co´digo del idioma deseado. As´ı, automa´ticamente
Android accedera´ a esta carpeta cuando el idioma del dispositivo
sea el sen˜alado. Adema´s, para facilitar este trabajo de traduccio´n,
Android Studio nos provee de la herramienta llamada “Translations
Editor”(Fig. 2.2) en el cual podemos traducir con mayor facilidad el
contenido de los strings, an˜adir un nuevo idioma, marcar los strings
como no traducibles (en el caso de los nombres o correos) para que
no var´ıen su valor en cualquier idioma, etc.
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Figura 2.2: Ventana de la herramienta Translations Editor de Android Studio.
Para finalizar, en la carpeta jniLibs podemos encontrar las bibliotecas
nativas de la aplicacio´n, en archivos preconstruidos con extensio´n so
organizados en subcarpetas.
Tambie´n podemos observar que paralelamente a la carpeta de la aplicacio´n
(app) esta´ la carpeta openCVLibrary2411, en la cual se almacenan todas las
funciones que nos ofrece la biblioteca de visio´n por computador OpenCV
que analizaremos posteriormente. Adema´s, en la carpeta Gradle Scripts se
encuentra toda la informacio´n necesaria para la compilacio´n de la aplicacio´n.
2.1.3. Entorno de programacio´n y estructura de ficheros
Una vez vista la forma en la que se estructuran los diferentes archivos de
la aplicacio´n y los ma´s u´tiles para el desarrollo, pasamos a analizar los di-
ferentes entornos de programacio´n que nos ofrece Android Studio para cada
tipo de archivo.
Los archivos Java son los ma´s importantes ya que son los archivos en los
que se encuentran los algoritmos programados de la aplicacio´n. Para este tipo
de archivos, Android Studio nos ofrece un entorno de programacio´n t´ıpico de
un editor de co´digo, ayuda´ndonos con aspectos como la tabulacio´n automa´ti-
ca, los colores para distintos tipos de variables o las sugerencias durante la
escritura (Fig. 2.3).
La estructura t´ıpica de un programa en Java es la siguiente:
En la parte superior nos encontramos con la definicio´n del paquete (car-
peta) donde se encuentra y los archivos importados de las librer´ıas. Estos
archivos se ira´n actualizando automa´ticamente segu´n vayamos an˜adien-
do elementos de esa librer´ıa a nuestro programa.
Posteriormente podemos observar la declaracio´n de la clase con el nom-
bre de la actividad que queremos crear.
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Figura 2.3: Editor de archivos Java en Android Studio.
Dentro del cuerpo de la clase debemos definir las funciones que forman
parte de nuestro programa. Para llevar un cierto orden, es recomendable
declarar las variables externas a las funciones justo debajo de la decla-
racio´n de la clase y, posteriormente, las funciones. Hay funciones que
siempre deben ser implementadas para el correcto funcionamiento de la
aplicacio´n, como la funcio´n OnCreate que se ejecuta al iniciar la activi-
dad y en la cual se debe llamar al xml correspondiente para ser mostrado.
Adema´s, dependiendo del tipo de actividad que se este´ implementando,
habra´ otras funciones que debera´n ser desarrolladas, como por ejemplo
la funcio´n onCameraFrame cuando trabajemos con la ca´mara.
Para los archivos xml la disposicio´n del entorno de programacio´n de An-
droid Studio es distinta que para los archivos Java. Al abrir un xml nos
encontramos con una vista de programacio´n junto a una vista previa del ele-
mento (en los que se pueda mostrar) (Fig 2.4).
Adema´s, en los xml que forman un layout, Android Studio nos ofrece,
aparte de la vista comentada anteriormente, una interfaz para el disen˜o de
los mismos que resulta muy u´til e intuitiva (Fig. 2.5).
En esta interfaz podemos observar diferentes partes:
En la parte central podemos observar una vista previa de la pantalla,
pudiendo seleccionar el dispositivo en el que deseamos previsualizarla.
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Figura 2.4: Edicio´n de xml en Android Studio.
Adema´s, en esta vista previa tambie´n podemos arrastrar elementos y
colocar los elementos del layout por toda la pantalla.
En la parte izquierda podemos observar los diferentes elementos que po-
demos agregar a nuestro layout. Entre ellos podemos encontrar botones,
texto, contenedores de texto, barras deslizantes, ima´genes, otros layout
que se colocan dentro del principal para organizar los elementos, etc.
Por u´ltimo, en la parte derecha nos encontramos con un administrador
de los elementos que hemos incorporado y ma´s abajo con una ventana
en la cual podemos modificar las propiedades de cada elemento. Estas
propiedades dependen del tipo de componente y se puede tratar del texto
que aparezca en un boto´n (los textos se obtienen a partir del archivo
strings.xml), del estilo, color o fondo, del id del elemento por el cual en
el archivo Java se le identificara´ para acceder a sus para´metros, de la
funcio´n que se ejecutara´ al pulsarlo, etc.
Adema´s, es interesante destacar que Android Studio nos ofrece una herra-
mienta para dejar tareas pendientes durante la programacio´n de la aplicacio´n.
Si durante nuestro desarrollo queremos dejar marcado una zona en la que nos
falta co´digo por implementar, con un comentario incluyendo la palabra clave
“TODO”queda resaltado y, posteriormente en la barra inferior en la pestan˜a
TODO podemos observar un resumen de dichas tareas.
2.1.4. Ejecucio´n y depuracio´n
Android Studio nos ofrece dos me´todos mediante los cuales ejecutar nues-
tra aplicacio´n para poder probarla mientras que la depuramos en busca de
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Figura 2.5: Interfaz de disen˜o de layout en Android Studio.
posibles fallos. (Fig. 2.6)
El primer me´todo por el que se puede ejecutar nuestra aplicacio´n es el
emulador. Este me´todo tiene la ventaja de no necestar un dispositivo mo´vil
Android para ejecutarlo, pero la desventaja de una mayor complicacio´n.
Para ello debemos crear un emulador con las caracter´ısticas que queramos,
como puede ser la versio´n de Android, el modelo del dispositivo, la versio´n
de API (interfaz de programacio´n de aplicaciones), etc. Una vez creado, al
compilar y ejecutar la aplicacio´n, seleccionamos el emulador y se abrira´ en
una ventana (Fig. 2.6). Debido a que en nuestra aplicacio´n queremos usar la
ca´mara del dispositivo, debemos que configurar el emulador para que use la
webcam del ordenador que estemos usando.
Para evitar todos estos ajustes y simplificar la simulacio´n, se ha escogi-
do la opcio´n de ejecutar la aplicacio´n en un dispositivo real, en concreto el
Smartphone Xperia M C1905, cuyas caracter´ısticas se explicara´n posterior-
mente.
Para ejecutar la aplicacio´n en un dispositivo real, debemos seleccionar
la primera opcio´n en la pantalla anteriormente mencionada y seleccionar el
dispositivo en el que la queremos simular, previamente habiendo instalado
su driver en el ordenador.
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Figura 2.6: Modos de ejecucio´n de una aplicacio´n en Android Studio.
En cuanto a la depuracio´n del programa, durante todo el proceso de com-
pilacio´n de la aplicacio´n en la consola que aparece en la parte inferior de la
derecha nos informara´ de que´ tarea se esta´ llevando a cabo y, al finalizar, los
resultados con los errores y do´nde se encuentran.
Una vez arrancada la aplicacio´n podremos observar en la pestan˜a Logcat
en la ventana debug toda la actividad de la aplicacio´n (Fig. 2.7). Adema´s, es
posible programar avisos de eventos de la aplicacio´n que queremos controlar
para que aparezcan en esta ventana, as´ı como ejecutar la aplicacio´n paso por
paso o introducir puntos de ruptura (BreakPoints).
Figura 2.7: Pestan˜a Logcat para depuracio´n de aplicaciones.
Con todas estas herramientas Android Studio nos facilita la labor de pro-
gramar, ejecutar y depurar nuestra aplicacio´n.
2.2. LIBRERI´A OPENCV 19
2.2. Librer´ıa OpenCV
Para el desarrollo de la parte de visio´n por computador presente en el pro-
yecto se utilizara´ la librer´ıa de funciones abierta y gratuita OpenCV, en su
versio´n de desarrollo para Android. Esta librer´ıa, originalmente desarrollada
por Intel, se utiliza para el tratamiento de ima´genes con el fin de analizarlas y
obtener informacio´n a partir de ellas. Se trata de una librer´ıa multiplataforma
presente para el desarrollo en Android, IOS, Windows, etc. En nuestro caso,
la utilizaremos para el reconocimiento facial del conductor con el fin de poder
detectar la fatiga en el mismo, trabajando con la versio´n 2.4.11 para Android.
La librer´ıa OpenCV nos ofrece multitud de recursos, entre los cuales se
destacan las siguientes finalidades[26].
Trabajo con ima´genes procedentes de diferentes fuentes.
Funciones para procesamiento y transformacio´n de ima´genes como ecua-
lizacio´n, filtros, convoluciones, etc.
Creacio´n de histogramas en ima´genes a color y en blanco y negro. Cam-
bio de tipo de imagen (RGB, escala de grises, etc.).
Funciones orientadas a la deteccio´n de bordes o contornos.
Bu´squeda de objetos y formas en la imagen.
Control del movimiento de elementos de la imagen.
2.3. Lenguaje Java
En cuanto a lenguaje de programacio´n, el lenguaje que se utiliza en este
sistema operativo y por lo tanto en el trabajo es el lenguaje Java. Este len-
guaje es un lenguaje concurrente orientado a objetos y disen˜ado para poder
ser ejecutado en cualquier dispositivo (WORA (Write Once, Run Anywhe-
re)). El co´digo, una vez implementado, u´nicamente debe ser recompilado para
poder ser ejecutado en otro dispositivo.
En general, la principal ventaja de Java como lenguaje de programacio´n
es su presencia en multitud de dispositivos como tele´fonos mo´viles, procesa-
dores remotos, microcontroladores, sensores, productos de consumo, mo´dulos
inala´mbricos, etc. Adema´s, Java tambie´n nos ofrece la posibilidad de ser eje-
cutado en un navegador web o desarrollar aplicaciones para foros online,
encuestas, tiendas, etc[10].
20 CAPI´TULO 2. DESCRIPCIO´N DE LAS HERRAMIENTAS UTILIZADAS
Java deriva en gran parte de lenguajes de programacio´n orientados a obje-
tos como C o C++. A diferencia de estos lenguajes, Java esta´ completamente
orientado a objetos, estando todos sus elementos contenidos en una clase. Es-
tas clases se encuentran en archivos .java con el mismo nombre que la clase.
Otros aspectos t´ıpicos de un programa como son los tipos de datos (int,
double, string, boolean, etc.), las estructuras de control (if, for, while, etc.),
los operadores (+, -, =, etc.), la declaracio´n de variables y modificadores o la
inclusio´n de archivos son heredados casi en su totalidad del lenguaje C++.
2.4. Dispositivo Mo´vil Sony Xperia M C1905
El dispositivo en el cual se realizara´n las pruebas de la aplicacio´n sera´ un
dispositivo mo´vil de gama media, en concreto el Smartphone Sony Xperia M
C1905 (Fig. 2.8).
Figura 2.8: Smartphone Sony Xperia M C1905 [22].
Las caracter´ısticas te´cnicas ma´s importantes de este dispositivo son las
siguientes[22]:
Pantalla multita´ctil capacitiva de 4 pulgadas.
115 gramos de peso.
Procesador Qualcomm de doble nu´cleo (1 GHz).
Versio´n de Android: Google Android 4.3 Jelly Bean.
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Ca´mara digital de 5 megap´ıxeles con zoom digital de 4 aumentos, flash
LED y enfoque automa´tico.
Ca´mara frontal VGA.
1 GB de memoria RAM y 4 GB de memoria flash.
Una vez desarrollada la aplicacio´n, debemos instalar los drivers del dispo-
sitivo para que sea reconocido por el ordenador, bien descarga´ndolos desde
la pa´gina oficial del fabricante o dejando a Windows que lo instale automa´ti-
camente.
Cuando los drivers este´n instalados, debemos configurar el Smartphone
para que permita instalar aplicaciones ajenas y activar el modo depuracio´n
por USB de aplicaciones. As´ı, Android Studio reconocera´ nuestro dispositivo
a la hora de ejecutar la aplicacio´n, y la instalara´ para que se pueda ejecutar
en el mismo.
Un detalle importante a tener en cuenta es que todo dispositivo aquel en
el que queramos ejecutar una aplicacio´n que use la librer´ıa OpenCV, como
es nuestro caso, debe instalar previamente la aplicacio´n OpenCV Manager
disponible en Google Play (Fig. 2.9). Adema´s, la versio´n de OpenCV que
este´ instalada en el dispositivo debe ser mayor o igual que la versio´n de
la librer´ıa que hemos utilizado en la aplicacio´n, por lo cual es importante
comprobar si hay actualizaciones disponibles de la aplicacio´n de OpenCV
frecuentemente.
Figura 2.9: Aplicacio´n OpenCV en Google Play.
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Cap´ıtulo 3
Desarrollo de la aplicacio´n
En este cap´ıtulo en primer lugar llevaremos a cabo una explicacio´n de las
fases y procedimientos ma´s importantes llevados a cabo para la consecucio´n
de unos hitos hasta llegar al desarrollo de la aplicacio´n de deteccio´n de fatiga
que cumplimentara los requisitos ma´s ba´sicos.
Posteriormente pasaremos a analizar las mejoras implementadas sobre esta
aplicacio´n ba´sica y, por u´ltimo, expondremos los resultados finales.
3.1. Desarrollo de la aplicacio´n ba´sica
3.1.1. Estructuracio´n ba´sica de la aplicacio´n en layouts y activi-
dades
Para comenzar con la implementacio´n de la aplicacio´n, el primer paso fue
analizar la estructura de la aplicacio´n ya desarrollada para el LSI de la UC3M
para poder an˜adir nuestra aportacio´n a la misma . Esta aplicacio´n, con el
nombre de LSIappDet se desarrollo´ con el objetivo de servir como base para
incluir futuras funcionalidades.
La aplicacio´n tiene una pantalla (layout) principal que se abre al ini-
ciar la misma (activity main.xml, Fig. 3.1), en la cual podemos elegir entre
ejecutar una aplicacio´n del LSI, acceder a los ejemplos que vienen con la
librer´ıa OpenCV o bien mostrar la informacio´n de desarrolladores (¿Quie´nes
Somos?). Adema´s, si pinchamos sobre los iconos del LSI o de la UC3M nos
redirigira´ a sus pa´ginas webs respectivamente.
En este layout no debemos modificar nada para implementar nuestra nue-
va funcionalidad, luego pasamos al layout que obtendremos si pinchamos
sobre el boto´n “Aplicaciones LSI”.
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Figura 3.1: Pantalla principal de la aplicacio´n LSIappDet (activity main.xml).
Este nuevo layout (activity apps lsi.xml, Fig. 3.2) esta´ provisto de 2 boto-
nes, “Ejecutar aplicacio´n” y “Volver”. Mediante el primer boto´n saltara´ una
ventana emergente con las diferentes aplicaciones o funcionalidades disponi-
bles, mientras que al pulsar sobre el segundo boto´n volveremos a la pantalla
inicial.
Esta pantalla s´ı debe ser modificada, debido a que debemos an˜adir nues-
tra aplicacio´n a la lista de funcionalidades existentes. Debemos por lo tanto
modificar el archivo .java correspondiente a este layout (AppsLSI.java) para
que nuestra funcionalidad aparezca en esta lista y, adema´s, para que al pulsar
sobre ella accedamos a la actividad correspondiente.
Debemos crear un nuevo archivo Java para el menu´ principal de nuestra
funcionalidad (MainActDetFat) y debe ser declarado en el AndroidMani-
fest.xml. En esta declaracio´n debemos incluir el nombre de la etiqueta, que
sera´ el nombre que encontremos en la ventana mientras esta actividad se
este´ ejecutando1, en nuestro caso hemos elegido “Deteccio´n De Fatiga”, valor
1En las capturas presentes en este documento puede que no aparezcan estos nombres ya algunas son
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Figura 3.2: Pantalla para elegir aplicacio´n (activity apps lsi.xml).
que hemos guardado en el string con la referencia inicioDetFat en el archivo
strings.xml. Este procedimiento se debera´ llevar a cabo con cualquier nuevo
archivo java con su respectiva clase que se an˜ada al proyecto.
Una vez creado el algoritmo para proceder a la funcionalidad de detec-
cio´n de la fatiga, procedemos a implementarla. Hemos optado, siguiendo
la l´ınea general del resto de la aplicacio´n, por una ventana principal (ac-
tivity main act det fat.xml, Fig 3.3) desde la cual se puede acceder a la acti-
vidad de la deteccio´n de la fatiga, a la informacio´n del desarrollador o volver
a la ventana anterior.
Observando el layout de esta pantalla podemos ver que esta´ compuesto
por 3 botones y un textView, en el cual se encuentra la referencia al string
que contiene el texto del t´ıtulo de la funcionalidad. Esta pantalla nos pue-
de dirigir a 3 distintas actividades, a la pantalla de eleccio´n de aplicacio´n
si pulsamos el boto´n volver, la cual ya hemos explicado, a la ventana de la
aplicacio´n en s´ı, la cual explicaremos en el siguiente apartado, o la ventana
ima´genes obtenidas desde la previsualizacio´n de Android Studio. Al ejecutar la aplicacio´n en el dispositivo
real s´ı aparecer´ıan.
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Figura 3.3: Layout de la pantalla principal de la funcionalidad de deteccio´n de la fatiga
(activity main act det fat.xml).
de informacio´n del desarrollador (activity qs det fat.xml, Fig. 3.4), la cual
pasamos a explicar.
El layout de esta actividad(QSDetFat) es muy simple, ya que u´nicamen-
te tenemos texto y no debemos implementar ningu´n algoritmo para ningu´n
boto´n. El archivo xml consta de 7 textView cuyo contenido son strings previa-
mente definidos en el archivos strings.xml. Estos textView esta´n contenidos
en layouts con el objetivo de tener una organizacio´n. No profundizaremos
mucho en esta actividad, para mayor informacio´n observar el co´digo comple-
to en el anexo.
En los pro´ximos cap´ıtulos nos centraremos en todo el algoritmo de la clase
DetFatActivity, en el cual se implementa el co´digo propio de la funcionalidad
de la deteccio´n de fatiga.
3.1.2. Visio´n por computador y representacio´n por pantalla
La primera meta propuesta fue la de representar una imagen obtenida de
la ca´mara por pantalla, para posteriormente analizarla y modificarla mos-
trando una alarma cuando se vieran s´ıntomas de fatiga. En este proyecto se
3.1. DESARROLLO DE LA APLICACIO´N BA´SICA 27
Figura 3.4: Layout de la pantalla de informacio´n de desarrollador (activity qs det fat.xml).
tomara´n como s´ıntomas de fatiga los ojos cerrados.
Para comenzar hemos creado el layout correspondiente a esta actividad
(activity fat), el cual se compone u´nicamente de un componente del tipo
JavaCameraView, definido en la biblioteca OpenCV, que sera´ donde mos-
traremos la ca´mara del mo´vil. En su definicio´n en el archivo activity fat.xml
debemos definir, entre otras propiedades, la ca´mara frontal o trasera o si
queremos que se muestren los fotogramas por segundo (fps), que en nuestro
caso utilizar´ıamos la ca´mara frontal y queremos mostrar los fps para poder
controlar la velocidad de nuestra aplicacio´n.
Cabe resaltar que esta actividad ha sido disen˜ada para trabajar en orienta-
cio´n horizontal (landscape), declarado as´ı en el archivo AndroidManifest.xml,
concretamente en la declaracio´n del archivo java de la actividad.
Una vez explicado el.xml de la actividad, pasamos a la clase java de la
misma (“DetFatigaActivity”). Despue´s de la declaracio´n, debemos definir las
variables globales que vayamos a usar en la actividad, para llevar una buena
estructuracio´n. Trabajaremos sobre todo con la variable tipo Mat, que es la
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que nos ofrece la librer´ıa OpenCV para guardar en ella la imagen y tratarla
para obtener los datos de la misma.
Al tener la librer´ıa OpenCV instalada en otra aplicacio´n y no en la que
nosotros desarrollamos, tenemos la ventaja de reducir el peso de nuestra apli-
cacio´n, pero tambie´n la desventaja de tener que inicializarla. OpenCV nos da
las pautas para ello, declarando un objeto de la clase BaseLoaderCallback[16]
que cargara´ la librer´ıa y habilitara´ la vista de la pantalla al finalizar esta car-
ga.
La lo´gica que sigue esta inicializacio´n (Fig. 3.5) es en primer lugar buscar
la aplicacio´n OpenCV Manager y si no se encuentra mandar un aviso para
que sea instalada. Posteriormente, buscara´ si la librer´ıa no esta´ instalada,
en cuyo caso la instalara´, inicializara´ y arrancara´ la actividad en la que se
encuentre, habilitando la vista de la pantalla.
Figura 3.5: Lo´gica de la inicializacio´n de la librer´ıa OpenCV con BaseLoaderCallback[16].
Para que la librer´ıa tambie´n se cargue cuando resumamos la aplicacio´n,
no solo cuando la creemos, debemos sobrecargar la funcio´n onResume para
dicho fin. Adema´s, tambie´n debemos sobrecargar las funciones onPause y
onDestroy para que se deshabilite la vista cuando la aplicacio´n se pare, se
apague la pantalla, etc 2.
2Para mayor informacio´n consultar el co´digo completo en el anexo
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Continuando con el desarrollo de la aplicacio´n, tambie´n vamos a sobre-
cargar las funciones onCameraViewStarted y onCameraViewStopped, con el
objetivo de que cuando la ca´mara arranque inicialicemos la variable decla-
rada anteriormente para guardar la imagen del frame y al parar la ca´mara,
esta variable se libere. Con esto aumentamos la eficiencia de la aplicacio´n,
disminuyendo el uso de la pila (heap) de la misma.
Por u´ltimo, antes de ponernos con la sobrecarga de la funcio´n onCame-
raFrame en la cual se vuelca el grueso del co´digo, tambie´n debemos sobres-
cribir la funcio´n onCreate, funcio´n que es ejecutada cada vez que arranca la
actividad. En dicha funcio´n debemos an˜adir al co´digo funcional original de
la funcio´n un flag para que la ventana se mantenga encendida mientras se
este´ ejecutando nuestra actividad, adema´s de obtener los datos del elemento
del tipo JavaCameraView creado en el layout de la actividad y de mostrar
por pantalla el contenido del layout.
La funcio´n en la que se implementara´ la mayor parte del co´digo de nuestra
aplicacio´n sera la funcio´n onCameraFrame, por lo tanto esta funcio´n tam-
bie´n debe ser sobrecargada. Para el primer ejemplo de prueba en el que solo
queremos mostrar por pantalla la imagen de la ca´mara frontal, el co´digo
es bastante sencillo. Esta funcio´n se ejecuta cada vez que llega un frame a
nuestra ca´mara, y en ella debemos guardar este frame en escala de grises en
nuestra variable interna de tipo Mat definida con anterioridad. El retorno de
esta funcio´n sera´ lo que se muestre por pantalla y debe de ser tipo Mat. En
nuestro primer ejemplo u´nicamente debemos devolver la variable que hemos
creado que contiene la imagen del frame para que sea mostrada por pantalla.
Esta variable en este ejemplo se podr´ıa suprimir, pero es interesante tenerla
para futuros desarrollos, ya que sera´ la variable que modificaremos y mostra-
remos por pantalla.
Los resultados de este algoritmo inicial los podemos observar en la Fig.
3.6 3.
Continuando con nuestro desarrollo de la funcionalidad, el siguiente paso
ser´ıa intentar encontrar en la imagen los ojos del conductor, usando para
ello las herramientas que nos provee OpenCV. Entre los me´todos de reco-
nocimiento de ima´genes que nos provee OpenCV, utilizaremos el clasificador
CascadeClassifier[18]. El funcionamiento de este clasificador en cascada se ba-
3Podemos observar que en este caso, al ser una captura de pantalla de la aplicacio´n ejecutada en el
dispositivo mo´vil Xperia M C1905, en el t´ıtulo de la aplicacio´n nos encontramos con el que definimos en
su declaracio´n en el archivo AndroidManifest.xml.
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Figura 3.6: Resultado de la aplicacio´n ba´sica para mostrar por pantalla la imagen de la
ca´mara frontal.
sa en el entrenamiento con ima´genes positivas e ima´genes negativas del objeto
que queremos buscar en la imagen[20], extraccio´n de las caracter´ısticas ma´s
recurrentes de los mismos y su posterior comparacio´n con la imagen y sus
caracter´ısticas, en forma de cascada, para dar mayor precisio´n y rendimien-
to (ejemplo del uso de clasificador en cascada para deteccio´n facial, Fig. 3.7 ).
Figura 3.7: Clasificador en cascada para deteccio´n facial siendo C1, C2, ..., Cn cada una
de las caracter´ısticas[8].
Despue´s del entrenamiento obtenemos un archivo .xml, el cual en nuestro
caso nos lo ofrece OpenCV por defecto (“haarcascade eye.xml”)[2] entrenado
con ima´genes en escala de grises, sin necesidad de realizar el entrenamiento
previo. Debemos copiar este archivo de la carpeta de la librer´ıa OpenCV a
la carpeta de nuestra aplicacio´n “raw”.
Posteriormente, en la carga de la librer´ıa OpenCV, en el caso de que se
haya cargado correctamente la librer´ıa, debemos incluir el co´digo que nos
permite cargar este archivo xml entrenado para la clasificacio´n.
Una vez cargado el archivo previamente entrenado a nuestra actividad,
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volvemos a pasar a la funcio´n onCameraFrame. Es recomendable para redu-
cir el error del me´todo de deteccio´n realizar una ecualizacio´n del histograma
a la imagen en escala de grises previamente[25]. Esto consiste en tener una
distribucio´n ma´s uniforme del histograma, es decir, tener una mayor equidad
en la cantidad de p´ıxeles con distintos niveles de gris (Fig. 3.8). Para ello
usaremos la funcio´n que nos ofrece la librer´ıa OpenCV equalizeHist.
Figura 3.8: Diferencia entre imagen de salida ecualizada (izquierda) e imagen de salida
original (derecha).
Para implementar la bu´squeda de los ojos en la imagen debemos tener en
cuenta varios aspectos.
En primer lugar resaltar que, aunque realicemos la bu´squeda de la po-
sicio´n de los ojos en la imagen en escala de grises, la imagen que modi-
ficaremos y representaremos sera´ en color. Ambas ima´genes tienen las
mismas dimensiones, lo cual nos hace ma´s sencillo trabajar con las dos
a la vez.
La funcio´n detectMultiScale de la clase CascadeClassifier[18] sirve para
detectar mu´ltiples objetos en la imagen y es la que utilizaremos para
nuestra bu´squeda. Los atributos son los siguientes:
• Como primer para´metro, le pasaremos la variable tipo Mat que
representa la imagen en la que queremos buscar el objeto.
• El segundo para´metro es donde se guardara´n los resultados, el cual
es de tipo MatOfRect, ya que guardara´ los resultados como la po-
sicio´n de un recta´ngulo en la imagen que contenga al objeto en s´ı.
• El siguiente es el valor del taman˜o de la escala, que define cua´nto
se va a reducir la imagen, por el cual tomamos el valor por defecto
1.1.
• El cuarto para´metro es un para´metros muy importante, es el mı´ni-
mo nu´mero de vecinos pro´ximos que debe encontrar el clasificador
para confirmar ese objeto como va´lido. Al aumentar este nu´mero
aumentamos la precisio´n y viceversa.
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• Para continuar, el siguiente para´metro es un flag que no se utiliza
para nuevos clasificadores, por lo tanto dejamos un 0.
• Por u´ltimo, le pasaremos a la funcio´n dos para´metros que nos indi-
can el mı´nimo y el ma´ximo taman˜o de objeto que hay que tener en
cuenta. Fuera de estos l´ımites, no se dara´ como va´lido, en este caso
los dejaremos en blanco.
Para cada uno de los resultados dibujaremos un c´ırculo de color rojo
alrededor del ojo. Cabe destacar que el color ya se define como un escalar
de tres valores enteros, en el cual cada uno de ellos representa el color
rojo, verde y azul, variando de 0 a 255. En el caso del color rojo es
(255,0,0).
En cuanto al resultado de este me´todo (Fig. 3.9) podemos observar que
se dan lugar muchos falsos positivos, adema´s de que la aplicacio´n se ejecu-
ta muy lentamente (alrededor de 1,2 fps). Una solucio´n al primer problema
ser´ıa aumentar el mı´nimo nu´mero de vecinos pro´ximos para aumentar la pre-
cisio´n[11], pero esto no solucionar´ıa el problema de la lentitud de la aplica-
cio´n ya que seguir´ıamos buscando muchos objetos en una regio´n muy amplia.
Figura 3.9: Resultado de la bu´squeda por toda la imagen de ojos usando un clasificador
en cascada.
Para solucionar este problema, la mejor solucio´n es disminuir la regio´n
de intere´s donde buscar en vez de buscar los ojos por toda la imagen. Esta
regio´n de intere´s se creara´ buscando la cara del conductor y, posteriormente,
reduciendo a la parte en la que se encuentran los ojos.
Para ello, debemos crear otro clasificador que busque en la imagen la cara
del conductor. Afortunadamente, OpenCV tambie´n nos provee de xml pre-
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viamente entrenado para la bu´squeda de rostro mediante un clasificador en
cascada. Por lo tanto debemos definir esta variable y cargar el archivo como
hicimos con el necesario para detectar los ojos.
Adema´s, en este caso vamos a definir un taman˜o mı´nimo de la cara que
queremos encontrar. Vamos a utilizar un factor relativo al taman˜o ma´ximo
de la imagen de un 30 % de la misma4, taman˜o por debajo del cual no reco-
noceremos ninguna cara. Pasaremos de este valor relativo a un valor absoluto
multiplica´ndolo por el nu´mero de filas de la imagen.
Se pintara´ un recta´ngulo en el rostro y otro en la regio´n de intere´s (Fig.
3.10). Posteriormente se creara´ otra Mat que contenga la regio´n de intere´s
y en ella se buscara´n los ojos del conductor. Hay que tener en cuenta que
al pasar los puntos de los ojos a la imagen general para dibujar el c´ırculo
habra´ que sumar en ambos ejes la posicio´n del recta´ngulo de la cara respecto
de la imagen total. En cada cara buscaremos los ojos en la regio´n de intere´s
y los pintaremos (suponemos ma´s de una cara aunque a efectos pra´cticos
solamente deber´ıa haber una). Para detectar correctamente cua´ndo el ojo
esta´ cerrado o abierto, aumentaremos la precisio´n del clasificador, aumen-
tando el mı´nimo nu´mero de vecinos pro´ximos. Adema´s, an˜adiremos un texto
en la parte inferior del rostro con la informacio´n sobre el nu´mero de ojos
abiertos, obtenie´ndola a partir de la longitud del array de recta´ngulos de los
ojos que nos devuelve la funcio´n detectMultiScale[18] como resultado de la
bu´squeda.
Figura 3.10: Representacio´n de la regio´n de intere´s (verde) en el rostro del conductor
(azul).
Podemos observar que los resultados (Fig. 3.11) son mucho mejores que
4Este valor se podra´ modificar (explicado en el apartado 3.2 Implementacio´n de mejoras).
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en el anterior caso, tanto en deteccio´n de ojos como en velocidad de la apli-
cacio´n (en torno a 3,5 fps5, alrededor del triple que en el caso anterior).
Figura 3.11: Resultado de la bu´squeda de ojos reduciendo la regio´n de intere´s
Con esta implementacio´n podemos tener una base fiable para desarrollar
una lo´gica para una alarma en el caso de que se detecte fatiga en el conductor.
3.1.3. Lo´gica y desarrollo de la alarma
La lo´gica para la activacio´n de la alarma una vez obtenida la informacio´n
de la imagen se puede ver explicada en el diagrama de flujo de la Fig. 3.12.
En este diagrama podemos observar que nos encontramos con dos estados.
El estado 0 es el estado de reposo en el cual no hemos detectado ninguna ame-
naza, pero en el momento en el que se detectan menos de dos ojos abiertos,
pasamos al estado 1. En este estado debemos comprobar si nuestra alerta es
verdadera, ya que puede ser un simple parpadeo o un fallo en el reconocimien-
to de la imagen. Para concretar que es una falsa alarma y volver al estado 0
debemos detectar los 2 ojos abiertos en 3 frames consecutivos, as´ı evitaremos
errores en nuestra aplicacio´n. Para poder detectar falsas alarmas damos un
margen de tiempo de 3 segundos controlado por un temporizador iniciado
al detectar el primer frame “defectuoso”. Si, por lo contrario, seguimos sin
detectar los dos ojos abiertos, se activara´ una alarma para la cual solo se
puede salir con la deteccio´n de los 2 ojos abiertos.
En nuestra aplicacio´n, este diagrama de flujo se controla mediante el co´di-
go que se puede observar abajo definido en la funcio´n onCameraFrame.
5Estos fotogramas o frames por segundo dependen del dispositivo en el que se implemente y del pro-
cesador del mismo.
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Figura 3.12: Diagrama de flujo para la activacio´n de la alarma.





































34 //Aviso de conductor no detectado
35 if(faceArray.length ==0){ /**Variable a la que
pasamos los resultados de la deteccio´n de caras en
forma de array */
36 Core.putText(rgb_img , conductornodetectado ,
37 new Point(0,rgb_img.rows()/2), 1, 1.5,
EYE_CIRCLE_COLOR , 2);
38 }
Sobre este co´digo hay varias cosas que resaltar.
Las variables para la lo´gica de la alarma son todas tipo entero y esta´ticas
con el objetivo de no perder su contenido cada vez que se ejecute la
actividad, adema´s de ser inicializadas a 0. La variable “estado” controla
el estado en el que nos encontramos, la variable “cuentadetecciones”
controla la cantidad de detecciones consecutivas de ambos ojos abiertos,
la cual se reiniciara´ al encontrarnos con un frame que no cumpla esta
condicio´n, la variable “cuentaacabada”la usamos para controlar el fin
del temporizador y, por u´ltimo, la variable “tempiniciado”nos sirve para
saber si el temporizador se ha iniciado y no volverlo a reiniciar en cada
frame.
En cuanto al temporizador, se trata de un temporizador que comienza
en 3 segundos y va avanzando hasta llegar a 0. El primer para´metro que
le pasamos es el tiempo con el que arrancara´, y el segundo el intervalo
en el que realizara´ la funcio´n onTick. Esta´ disen˜ado para poder mostrar
un mensaje o realizar alguna accio´n en esta funcio´n que se activa cada
cierto tiempo, pero nosotros no usaremos esta funcionalidad, ya que
solo nos interesa cuando llegue al final. Por lo tanto, sobrescribiremos
la funcio´n onFinish para que active el flag cuentaacabada y podamos
detectar cuando ha finalizado.
La alarma consiste en un sonido emitido aconsejando al conductor un
mayor atencio´n a la carretera, mientras se muestra un mensaje por pan-
talla. Para el sonido debemos an˜adir la fuente en un formato legible
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(en nuestro caso mire a la carretera.mp3) en la carpeta raw de nuestra
aplicacio´n y, en la funcio´n onCreate, inicializar nuestra variable de tipo
MediaPlayer con este archivo mp3.
Tambie´n hemos implementado un aviso por pantalla para el caso de que
no se detecte el rostro del conductor, utilizando el para´metro “faceA-
rray.length”, que nos indica la longitud del array de las caras localizadas,
es decir, el nu´mero de caras encontradas en la imagen.
Con este desarrollo y a falta de la implementacio´n de mejoras para la
aplicacio´n, disponemos de una aplicacio´n de funcionalidad ba´sica para la
deteccio´n de fatiga. Los resultados, como podemos observar en el siguiente
v´ıdeo, son bastante aceptables6.
3.2. Implementacio´n de mejoras
En este apartado explicaremos las mejoras implementadas sobre la apli-
cacio´n de funcionalidad ba´sica de deteccio´n de la fatiga.
6Podemos observar en los v´ıdeos expuestos en este proyecto que los fps son menores debido a que, al
iniciar en el dispositivo un proceso de grabado de la pantalla, consume recursos del procesador y disminuye
los fotogramas procesados por segundo.
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3.2.1. Alarma para s´ıntomas de fatiga prolongados
Una mejora importante de la aplicacio´n es la que corresponde con la im-
plementacio´n de una alarma para la deteccio´n de s´ıntomas de fatiga prolonga-
dos. Esta alarma saltara´ cuando hayamos detectado en 3 ocasiones al menos
s´ıntomas de fatiga y nos recomendara´ que paremos el coche y realicemos un
descanso de la conduccio´n.
La variable que controla la lo´gica esta alarma es la variable “eventos”, que
define el nu´mero de ocasiones en el que se han detectado alarmas verdaderas,
es decir, los ojos cerrados del conductor. Esta variable se debe definir como
todas la dema´s que controlan la lo´gica de la primera alarma como variable
global esta´tica e inicializada con valor 0. Su incremento se producira´ cada vez
que pasemos del estado de alerta al estado de reposo abriendo los ojos. Por
lo tanto debemos implementar el co´digo que veremos abajo en el estado 1 y,
dentro del mismo, con la condicio´n de que los ojos este´n abiertos. Adema´s,
para que no contabilice una falsa alarma, debemos poner como condicio´n
que el temporizador haya acabado y, para asegurarnos de que la alarma se
ha superado, que el numero de detecciones es 3.
1 /**Extracto de la funcio´n onCameraFrame donde se implementa la
lo´gica para la alarma a largo plazo */
2






En cuanto a la alarma en s´ı, consiste como la anterior de un sonido y
un mensaje por pantalla. Por lo tanto, debemos an˜adir otro archivo mp3 a
nuestra carpeta raw con el mensaje que queremos escuchar y inicializar otra
nueva variable (en este caso “pare descanse”) en la funcio´n onCreate exac-
tamente igual que hicimos con anterioridad. Para que se muestre el mensaje
por pantalla y se escuche el audio una vez el conductor haya abierto los ojos,
es necesario iniciar el audio dentro del bucle del estado de la aplicacio´n, pero,
para que se muestre el texto, incluir el siguiente co´digo fuera del bucle.
1 /**Extracto de la funcio´n onCameraFrame donde se implementa la
lo´gica para la alarma a largo plazo */
2
3 if(pare_descanse.isPlaying ()){
4 Core.putText(rgb_img , "POR FAVOR , PARE Y DESCANSE", new Point(
faceArray[i].tl().x,
5 P2.y), 1, 1.5, EYE_CIRCLE_COLOR , 2);
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6 }
As´ı, mientras el audio se este´ reproduciendo, se mostrara´ el mensaje por
pantalla, aunque hayamos vuelto al estado de reposo.
3.2.2. Cambio del taman˜o mı´nimo de rostro
La distancia a la que se encuentre el conductor del dispositivo en cuestio´n
puede ser variable. En el caso de que este se encontrara demasiado lejos de la
ca´mara, puede que su rostro no entre en el umbral detectable por la funcio´n
detectMultiScale[18] del clasificador y no sea detectado.
Para solucionar este problema, se le ofrece al usuario una opcio´n de confi-
gurar el taman˜o mı´nimo de cara reconocible por la aplicacio´n, disminuyendo
este valor segu´n se aleje de la lente de la ca´mara. Debemos desarrollar un
menu´ en el cual demos varios valores prefijados (lo implementaremos para
los valores de 20, 30 40 y 50 %) para que el usuario elija uno de ellos.
El primer paso es desarrollar el archivo xml del menu´ que vamos a des-
plegar en nuestra actividad. Para ello creamos un nuevo archivo en la car-
peta menu denominado “det fatiga.xml.en el cual declaramos 4 elementos
(“items”) que son las opciones que aparecen en el menu´. Cada uno de los
elementos del menu´ esta´ definido por los siguientes 4 para´metros.
El id del elemento, por el cual luego nos referiremos a e´l cuando quera-
mos programar la accio´n ejecutada al pulsarlo.
El segundo para´metro nos especifica la prioridad de aparicio´n que tiene
el elemento si se encontrara con otros del mismo tipo. Como en nuestro
caso queremos que aparezcan segu´n los hemos definido, lo dejamos todos
en 0.
El tercer para´metro nos define de que´ manera aparecera´ este elemento en
la barra superior. En nuestro caso todos estara´n definidos por el string
“never”, ya que los mostraremos en un menu´ desplegable.
Por u´ltimo, el t´ıtulo define el nombre que aparecera´ en el boto´n.
Una vez definido el menu´ que vamos a desplegar, debemos implementar
las acciones en la clase de nuestra actividad. Los aspectos a detallar de la
creacio´n e implementacio´n del menu´ son los siguientes.
La sobrescritura de la funcio´n onCreateOptionsMenu se realiza para
mostrar por pantalla nuestro menu´ al arrancar la actividad con la fun-
cio´n.
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Posteriormente, la programacio´n de las acciones de cada boto´n se rea-
liza en la funcio´n onOptionsItemSelected, llamando en cada caso a la
funcio´n setMinFaceSize, creada totalmente por nosotros, pasando como
para´metro el valor relativo en tanto por uno.
Por u´ltimo, esta funcio´n actualiza el valor de la variable global “mRelativeFaceSize 2
pone el valor absoluto a 0, para que, con el co´digo implementado en la
funcio´n onCameraFrame, se actualice este valor en el siguiente fotogra-
ma.
3.2.3. Cambio de ca´mara
Debido a que la ca´mara frontal normalmente suele disponer de menor ca-
lidad que la trasera o debido a motivos de colocacio´n del dispositivo, una
mejora interesante de la aplicacio´n es permitir que el usuario de la misma
realice la monitorizacio´n con la ca´mara que desee.
Para comenzar, debemos an˜adir otro elemento al menu´ creado con an-
terioridad para la seleccio´n del mı´nimo taman˜o de cara. Este elemento, a
diferencia de los anteriormente creados, en el para´metro “showAsAction”no
esta´ definido para ser mostrado en el menu´ desplegable ya que, por decisio´n
de disen˜o, se ha decidido mostrar en la barra superior directamente.
As´ı, el menu´ de la actividad DetFatActivity queda definido en su totalidad
(Fig. 3.13).
Figura 3.13: Menu´ para seleccio´n del taman˜o de cara.
Continuamos programando el cambio de ca´mara. Cada vez que pulsemos
este boto´n, la variable creada para controlar la ca´mara activa (mCameraId)
cambiara´ de 1 a 0 y viceversa. Posteriormente, se deshabilitara´ la visio´n de
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la ca´mara para cambiar el ı´ndice de la misma dependiendo de la variable
mCameraId y se volvera´ a habilitar la vista, con la ca´mara ya cambiada.
3.2.4. Implementacio´n para varios idiomas
La u´ltima mejora que se ha implementado en la aplicacio´n ha sido el desa-
rrollo de la misma para ser interpretada en varios idiomas, dependiendo del
idioma en el que se encuentre el dispositivo. Como ya hemos comentado en
la introduccio´n, para la traduccio´n se forman varios archivos de strings con
un co´digo de idioma para que el dispositivo acceda a ellos dependiendo del
idioma presente.
Para facilitar el trabajo, Android Studio pone a nuestra disposicio´n la
herramienta “Translations Editor”, con la cual podemos editar la traduc-
cio´n fa´cilmente sin tener que estar cambiando constantemente de archivo.
Los strings como nombres o correos se pueden marcar como intraducibles, y
aparecera´n igual en cualquier idioma.
En concreto se ha realizado la traduccio´n de la aplicacio´n completa al
ingle´s estadounidense, deja´ndose como opcio´n por defecto el idioma espan˜ol.
Es importante y forma parte de las buenas pra´cticas de Android definir siem-
pre el string en el archivo strings.xml y, posteriormente, referirse a e´l cuando
sea necesario su uso. Para los textos que esta´n creados como una referencia al
xml del string, u´nicamente hay que traducirlos, mientras que para los textos
que nos encontramos en las definiciones de las clases (como los textos que
se presentan en la pantalla de los avisos de deteccio´n de fatiga) deben ser
creados strings para ellos y inicializarlos en la clase.
Cabe destacar que los botones de la aplicacio´n debido a que se trata de
ima´genes predisen˜adas y los archivos de audio no se vera´n afectados a la
traduccio´n.
3.3. Resultado final
En el v´ıdeo que se muestra abajo podemos observar los resultados de la
aplicacio´n tras la implementacio´n de las mejoras explicadas con anterioridad.
Podemos observar como el cambio de ca´mara se realiza correctamente tras
pulsar el boto´n que encontramos en la barra superior. Tambie´n podemos
apreciar que se despliega el menu´ con las opciones para seleccionar el mı´nimo
taman˜o de rostro reconocido en la imagen. Por u´ltimo, la alarma para los
s´ıntomas de fatiga prolongados funciona tambie´n correctamente, indicando al
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conductor que pare y descanse tras mostrar, en 3 ocasiones o ma´s, s´ıntomas
de fatiga.
Cap´ıtulo 4
Ana´lisis de los resultados
En el siguiente apartado realizaremos un breve ana´lisis de los resultados
obtenidos tras la implementacio´n de la aplicacio´n. Para ello utilizaremos 4
secuencias de alrededor de 25 segundos cada una capturadas por el dispositi-
vo mo´vil, con diferentes iluminaciones y utilizando una bu´squeda por toda la
pantalla o u´nicamente en las regiones de intere´s (ROI), con el fin de analizar-
las y compararlas. Las secuencias se pueden observar en el siguiente v´ıdeo.
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Las secuencias utilizadas son las siguientes.
La primera secuencia (arriba a la izquierda) se trata de una secuencia
con una iluminacio´n escasa y utilizando el me´todo de bu´squeda por toda
la imagen de los ojos, sin tener en cuenta las regiones de intere´s.
En cuanto a la segunda secuencia (arriba a la derecha) tambie´n se trata
de una secuencia con baja iluminacio´n, pero en este caso utilizamos el
me´todo de las regiones de intere´s.
El tercer v´ıdeo se trata de una secuencia con una mejor iluminacio´n,
pero sin utilizar el me´todo de las regiones de intere´s.
Para finalizar, abajo a la derecha en la cuarta secuencia, podemos obser-
var una iluminacio´n correcta y la utilizacio´n del me´todo de las regiones
de intere´s.
Adema´s, es importante para este apartado explicar los conceptos de fal-
so positivo y falso negativo. El primero ocurre cuando nuestro clasificador
detecta un elemento, pero este no se encuentra en la imagen y, el segundo
aparece cuando no lo detecta pero s´ı aparece en la imagen.
4.1. Presentacio´n de resultados de las secuencias ana-
lizadas
Se ha realizado un ana´lisis de todos los frames de cada una de las secuen-
cias para detectar los falsos positivos y los falsos negativos que se encontraban
en cada una, tanto de rostro como de ojos, cuyos resultados podemos obser-
var en la siguiente tabla. En las secuencias donde no aplicamos el me´todo de
las ROI no corresponde analizar fallos en la deteccio´n del rostro.
Tambie´n se ha realizado un ana´lisis de con que´ frecuencia se han detectado
los errores en cada una de las secuencias(Fig. 4.1).
Adema´s, tambie´n se ha analizado el nu´mero de frames procesados en cada
secuencia en los 25 segundos de duracio´n (Fig. 4.2).
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Figura 4.1: Aparicio´n de los errores en las secuencias.
Figura 4.2: Frames procesados en cada secuencia.
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Figura 4.3: Detalle de los frames analizados de cada secuencia.
El u´ltimo ana´lisis que se ha realizado ha sido una comparacio´n de, sobre
cada secuencia, que tipo de fallo ha dado cada frame o si se ha realizado una
correcta bu´squeda sobre la imagen (Fig. 4.3).
4.2. Ana´lisis de resultados
Realizaremos ahora un ana´lisis de los resultados obtenidos y la extraccio´n
de conclusiones de los mismos.
Para comenzar, como podemos observar en el gra´fico de la imagen 4.2,
las secuencias en las que se ha utilizado el me´todo de las regiones de
intere´s es capaz de analizar muchos ma´s frames en el mismo tiempo, ob-
teniendo as´ı una funcionalidad ma´s dina´mica y eficiente. Esto es debido
a que el clasificador en cascada de los ojos consume muchos recursos y,
al reducir el a´rea de trabajo u´nicamente a la regio´n superior de la cara,
reducimos los recursos empleados considerablemente para una mayor
eficiencia.
Continuamos analizando los fallos en el ana´lisis de los fotogramas. Es
destacable como, al aplicar las regiones de intere´s al ana´lisis en ima´genes
con buena iluminacio´n se reduce el nu´mero de fallos en las ima´genes pro-
cesadas, sobre todo de falsos positivos de ojos, ya que, al buscar en toda
la imagen, tenemos mayor probabilidad de encontrar falsos positivos de
los mismos.
En el caso de aplicar este me´todo cuando la imagen tiene mala ilumina-
cio´n, no aumentan el nu´mero de frames correctamente analizados debido
al aumento de los falsos negativos de rostros. Esto se debe a que el cla-
sificador de las caras es ma´s sensible a la mala iluminacio´n como puede
ser el de los ojos.
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Tambie´n es interesante analizar el caso de la iluminacio´n incorrecta de
la imagen procesada por el algoritmo. Podemos observar que el ratio de
frames procesados correctamente disminuye, aplicando el me´todo ROI.
Aunque esta disminucio´n de la calidad sea significativa, es un factor
menos determinante que la aplicacio´n del me´todo ROI.
Para finalizar, es interesante observar que en el caso de la aplicacio´n del
me´todo ROI con una iluminacio´n correcta, encontramos pocos errores y
con una separacio´n en el tiempo importante, lo cual podemos despreciar
al tener un filtro en el algoritmo que exige una deteccio´n de al menos 3
frames consecutivos para asignarla como correcta.
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Cap´ıtulo 5
Costes del proyecto
En este cap´ıtulo analizaremos los costes del proyecto, exponiendo para
comenzar las horas utilizadas en la realizacio´n del mismo y, posteriormente,
desglosaremos todos los costes hasta llegar al presupuesto total del proyecto.
El tiempo utilizado por el ingeniero para el desarrollo del proyecto se ex-
plica en la tabla siguiente.
ETAPA TIEMPO
Estudio teo´rico de la visio´n por computador 40 horas
Comprensio´n del trabajo a realizar y estudio de la aplicacio´n del LSI 60 horas
Implementacio´n del co´digo de la aplicacio´n 150 horas
Realizacio´n de pruebas del algoritmo 10 horas
Redaccio´n de la memoria 110 horas
Total 370 horas
As´ı, con un total de 370 horas, pasamos a calcular el precio de la mano
de obra del ingeniero suponiendo un salario del mismo de 20 e a la hora.
370 horas x 20 e/hora = 7.400e (5.1)
Continuamos con el desglose de los materiales empleados para la realiza-
cio´n del proyecto. Entre ellos se encuentra el ordenador porta´til Hp Pavilion
Dv6 en el cual se ha implementado toda la aplicacio´n, as´ı como la redaccio´n
de la memoria, sobre el cual calcularemos el precio del periodo correspondien-
te al tiempo de uso del mismo. Supondremos una vida media de ordenador
porta´til de 5 an˜os, realizando un uso del mismo de 4 meses durante el cual
se ha implementado el proyecto, con un precio de 899 e.
4 meses x 899 e/(5 an˜os x 12 meses/an˜o) = 59, 93 e (5.2)
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Adema´s, tambie´n debemos incluir el uso del dispositivo mo´vil Sony Xperia
M C1905 con un precio de 119 e, una vida media de 15 meses[6] y un uso
del mismo de 2 meses durante el tiempo en el que se realizaron las pruebas
del algoritmo.
2 meses x 119 e/15 meses = 15, 87 e (5.3)
En la tabla siguiente podemos encontrar el co´mputo global de todos los
gastos del proyecto. Para concluir y como podemos observar en la tabla, el
presupuesto total para el desarrollo del proyecto asciende a la cantidad de
7.475,8 e.
CONCEPTO COSTE
Mano de obra del ingeniero 7.400 e
Ordenador porta´til Hp Pavilion Dv6 59,93 e




Se presentan a continuacio´n la discusio´n final del proyecto junto con un
apartado para posibles desarrollos futuros.
6.1. Discusio´n final
Se han expuesto en este documento todos los procedimientos llevados a
cabo para la creacio´n de la funcionalidad de deteccio´n de fatiga para una
aplicacio´n en plataforma Android, tanto la programacio´n en Android Studio
como la parte de visio´n por computador usando las librer´ıas OpenCV.
Para comenzar han sido descritas las herramientas utilizadas, as´ı como
se ha realizado una pequen˜a introduccio´n a las herramientas que nos ofrece
OpenCV para el tratamiento y ana´lisis de ima´genes.
Adema´s, tambie´n se han analizado las posibles soluciones alternativas que
se podr´ıan implementar para la obtencio´n de datos de ima´genes y se ha rea-
lizado un ana´lisis de los costes del proyecto.
Una vez finalizado el proyecto y tras realizar un breve ana´lisis de los resul-
tados, podemos concluir con que se ha implementado una aplicacio´n robusta
para la deteccio´n de la fatiga en un conductor tras una eleccio´n correcta de
los recursos disponibles. Se contribuye as´ı a la l´ınea de investigacio´n del la-
boratorio de sistemas inteligentes de la Universidad Carlos III de Madrid y
se suma esta funcionalidad a las ya existentes en la aplicacio´n creada para el
desarrollo este tipo de proyectos.
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6.2. Desarrollos futuros
Expondremos ahora los posibles desarrollos futuros que quedan abiertos
en la aplicacio´n implementada tras el desarrollo del proyecto.
La funcionalidad implementada funciona bien con una iluminacio´n correc-
ta, mientras que con una iluminacio´n pobre aumenta problema´ticamente el
error en la deteccio´n tanto facial como de los ojos. Queda como posible desa-
rrollo futuro una mejora de este aspecto negativo.
Otro interesante desarrollo futuro, esta vez en el a´mbito de la programa-
cio´n en Android, puede ser la internacionalizacio´n completa de la aplicacio´n.
Esto se puede realizar traduciendo los aspectos de la aplicacio´n que no se han
podido traducir en el desarrollo del proyecto, tales como los sonidos o los bo-
tones, ya que estos u´ltimos provienen de ima´genes predisen˜adas. Adema´s,
siempre es positivo an˜adir ma´s idiomas a la aplicacio´n para hacerla ma´s ac-
cesible al consumidor. En el a´mbito de la programacio´n en Android, otro
aspecto que podr´ıa favorecer a la aplicacio´n ser´ıa el desarrollo de la misma
tanto para orientacio´n vertical como horizontal (u´nicamente implementada
para orientacio´n horizontal en este proyecto).
Adema´s, para an˜adir seguridad a la conduccio´n, tambie´n ser´ıa interesante
poder ampliar el nu´mero de s´ıntomas detectables por la aplicacio´n. Estos
s´ıntomas podr´ıan ser bostezos, parpadeo continuo o desv´ıo de la mirada de
la carretera(Fig. 6.1).
Figura 6.1: Ejemplo de deteccio´n de la direccio´n de la mirada del conductor[4].
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Otros posibles proyectos futuros de mayor envergadura podr´ıan ser la im-
plementacio´n de una funcionalidad que aprovechara lo desarrollado en este
proyecto para la deteccio´n de fatiga en el conductor mediante el dispositi-
vo mo´vil e integrarlo en el automo´vil en cuestio´n. Se podr´ıan implementar
algoritmos que permitieran la parada del automo´vil en el caso de detectar
fatiga en el conductor para mayor seguridad del mismo o desarrollar diferen-
tes alarmas dentro del veh´ıculo, como vibraciones del asiento del conductor
o del volante.
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Ape´ndice A
Co´digo completo de la
aplicacio´n implementada
En este anexo se expondra´ el co´digo completo de la aplicacio´n desarrolla-
da, u´nicamente los archivos de la aplicacio´n base del LSI que son de intere´s
para este proyecto.
Empezaremos con el archivo “AndroidManifest.xml”.
1 /**app/src/main/AndroidManifest.xml*/
2
3 <?xml version="1.0" encoding="utf -8"?>





9 <uses -permission android:name="android.permission.CAMERA" />
10 <uses -permission android:name="android.permission.
WRITE_EXTERNAL_STORAGE" />
11




























38 <intent -filter >



























































































Seguiremos con el archivo “MainActivity.java”.


























26 botonLSI = (ImageButton) findViewById(R.id.imageButtonLSI);
27 botonInicio = (ImageButton) findViewById(R.id.startButton);
28 botonEjemplos = (ImageButton) findViewById(R.id.ejemplosButton
);
29 botonQS = (ImageButton) findViewById(R.id.whoWeAreButton);





35 public boolean onCreateOptionsMenu(Menu menu) {
36 // Inflate the menu; this adds items to the action bar if it
is present.




41 public void button_click(View v) {
42
43 int id = v.getId();
44 if (id == (R.id.imageButtonLSI)) {
45 goToUrl("http :// portal.uc3m.es/portal/page/portal/
dpto_ing_sistemas_automatica");
46 } else if (id == (R.id.startButton)) {
47 Intent i = new Intent(MainActivity.this , AppsLSI.class);
48 startActivity(i);
49 } else if (id == (R.id.ejemplosButton)) {
59
50 Intent ejemplos = new Intent(MainActivity.this , Ejemplos.
class);
51 startActivity(ejemplos);
52 } else if (id == (R.id.whoWeAreButton)) {
53 Intent qSomos = new Intent(MainActivity.this , QuienesSomos.
class);
54 startActivity(qSomos);
55 } else if (id == (R.id.imageButtonUC3M)) {





61 public void goToUrl(String url) {
62
63 Uri uriUrl = Uri.parse(url);






Proseguimos con el contenido de los xml correspondiente al layout y al
menu´ de esta clase.
1 /**app/src/main/res/layout/activity_main.xml*/
2
3 <RelativeLayout xmlns:android="http :// schemas.android.com/apk/res/
android"





































































































































Ahora pasaremos a exponer el co´digo correspondiente a la actividad “AppsL-















15 public class AppsLSI extends Activity {
16
17 String lista1 ,lista2 , lista3 , lista4 , lista5;
18
19 @Override












32 public boolean onCreateOptionsMenu(Menu menu) {
33 // Inflate the menu; this adds items to the action bar if it
is present.




38 public void button_ej_click(View v) {
39 AlertDialog.Builder b = new Builder(this);
40 b.setTitle(lista1);
41 String [] types = {lista2 ,lista3 ,lista4 ,lista5 };
42 b.setItems(types , new OnClickListener () {
43
44 @Override




48 switch (which) {
49 case 0:


























76 public void button_click(View v) {
77 switch (v.getId ()) {
78 case R.id.volver:










3 <RelativeLayout xmlns:android="http :// schemas.android.com/apk/res/
android"











































































Mientras que sobre los anteriores archivos el u´nico trabajo realizado so-
bre ellos fue modificar alguna de sus partes, pasamos ahora a exponer los
que fueron creados en su totalidad para este proyecto, comenzando por los











10 public class MainActDetFat extends Activity {
11
12 @Override
13 // Ejecutado al iniciar la actividad
14 protected void onCreate(Bundle savedInstanceState) {
15 super.onCreate(savedInstanceState); /**Me´todo que carga los
para´metros guardados de la
16 anterior ejecucio´n (
savedInstanceState)*/
17 setContentView(R.layout.activity_main_act_det_fat); /**




21 public void button_click(View v) {
22
23 switch (v.getId ()) { /**Obtenemos el Id del objeto sobre el
que se ha pulsado
24 e iniciamos en cada caso su actividad
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correspondiente */
25 case R.id.startButton:
























3 <RelativeLayout xmlns:android="http :// schemas.android.com/apk/res/
android"


































































































Adema´s, en nuestra aplicacio´n tambie´n nos encontramos con el la clase








8 public class QSDetFat extends Activity {
9
10 @Override









3 <RelativeLayout xmlns:android="http :// schemas.android.com/apk/res/
android"































































































































Por u´ltimo expondremos la clase en la cual es implementa la mayor par-
te de la funcionalidad desarrollada, “DetFatigaActivity”, con su respectivos
archivos java y xml, tanto para el menu´ como para el layout.
1 /**app/src/main/java/com.lsi/DetFatigaActivity.java*/
2
3 /** APLICACION PARA LA DETECCIO´N DE LA FATIGA EN EL CONDUCTOR
Desarrollada por Sergio Romero Salas








































42 public class DetFatigaActivity extends Activity implements
43 CvCameraViewListener2 {
44
45 // DECLARACION DE VARIABLES
46
47 // Strings para el programa




51 // Etiqueta para logcat
52 public static final String TAG = "DETECTOR DE FATIGA ACTIVITY";
53
54 // Clasificadores para deteccio´n de ojos y cara
55 private CascadeClassifier eyescascade , facecascade;
56
57 // Colores
58 private static final Scalar FACE_RECT_COLOR = new Scalar(0, 0,
255);
59 private static final Scalar AREA_RECT_COLOR = new Scalar(0, 255,
0);




63 private MediaPlayer mire_carretera , pare_descanse;
64
65 // Variable para la carga de los xml de los clasificadores
66 private File mCascadeFile;
67
68 // Mı´nimo tama~no de cara relativo y absoluto , inicializado en 30 %
69 private float mRelativeFaceSize = 0.3f;
70 private int mAbsoluteFaceSize = 0;
71
72 // Variables donde guardar los resultados encontrados
73 private MatOfRect eyes= new MatOfRect ();
74 private MatOfRect face= new MatOfRect ();
75
76 // Variables para la lo´gica de la alarma
77 private static int estado =0;
78 private static int eventos =0;
79 private static int cuentadetecciones =0;
80 private static int cuentaacabada =0;
81 private static int tempiniciado =0;
73
82
83 // Definicio´n del contador
84 CountDownTimer T= new CountDownTimer (3000 ,1000){
85 @Override
86 public void onTick(long l) {
87 }
88 @Override





94 // Imagen en gris y en rgb
95 private Mat gray_img , rgb_img;
96
97 // Variable para cambio de ca´mara. 1 para frontal , 0 para trasera
en nuestro dispositivo , en el
98 //caso de un dispositivo con otra disposicio´n , la u´nica
diferencia sera que el primer cambio de
99 // ca´mara no se realizara´ , pero los posteriores sı´.
100 private int mCameraId =1;
101
102 //Clase necesaria para acceder al uso de la ca´mara
103 private CameraBridgeViewBase mOpenCvCameraView;
104
105 //Clase para cargar la librerı´a openCV. Ver
106 // http :// docs.opencv.org/android/service/doc/BaseLoaderCallback.
html
107 private BaseLoaderCallback mLoaderCallback = new
BaseLoaderCallback(this) {
108 @Override
109 public void onManagerConnected(int status) {
110 switch (status) {
111 case LoaderCallbackInterface.SUCCESS: {
112
113 Log.i(TAG , "OpenCV loaded successfully");
114
115 // Cargamos de los recrusos (raw) el clasificador para
la deteccio´n de ojos




119 InputStream is = getResources ().openRawResource(
120 R.raw.haarcascade_eye);
121 File cascadeDir = getDir("cascade", Context.
MODE_PRIVATE);
122 mCascadeFile = new File(cascadeDir ,
123 "haarcascade_eye.xml");
124 FileOutputStream os = new FileOutputStream(
mCascadeFile);
125
126 byte[] buffer = new byte [4096];
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127 int bytesRead;
128 while (( bytesRead = is.read(buffer)) != -1) {





134 eyescascade = new CascadeClassifier(
135 mCascadeFile.getAbsolutePath ());
136 if (eyescascade.empty ()) {
137 Log.e(TAG , "Failed to load cascade classifier")
;
138 eyescascade = null;
139 } else
140 Log.i(TAG , "Loaded cascade classifier from "




145 } catch (IOException e) {
146 e.printStackTrace ();
147 Log.e(TAG , "Failed to load cascade. Exception
thrown: " + e);
148 }
149
150 // Cargamos de los recrusos (raw) el clasificador
para la deteccio´n de cara




154 InputStream is = getResources ().openRawResource(
155 R.raw.lbpcascade_frontalface);
156 File cascadeDir = getDir("cascade", Context.
MODE_PRIVATE);
157 mCascadeFile = new File(cascadeDir ,
158 "lbpcascade_frontalface");
159 FileOutputStream os = new FileOutputStream(
mCascadeFile);
160
161 byte[] buffer = new byte [4096];
162 int bytesRead;
163 while (( bytesRead = is.read(buffer)) != -1) {





169 facecascade = new CascadeClassifier(
170 mCascadeFile.getAbsolutePath ());
171 if (facecascade.empty ()) {
172 Log.e(TAG , "Failed to load cascade classifier")
;
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173 facecascade = null;
174 } else
175 Log.i(TAG , "Loaded cascade classifier from "




180 } catch (IOException e) {
181 e.printStackTrace ();
182 Log.e(TAG , "Failed to load cascade. Exception
thrown: " + e);
183 }













197 // Co´digo para solucionar un error al arrancar la actividad por
primera vez
198 static{
199 if(! OpenCVLoader.initDebug ()){





205 public void onCreate(Bundle savedInstanceState) {
206 Log.i(TAG , "called onCreate");
207 super.onCreate(savedInstanceState);
208
209 // Inicializamos los sonidos
210 mire_carretera=MediaPlayer.create(this , R.raw.
mire_a_la_carretera);
211 pare_descanse=MediaPlayer.create(this , R.raw.pare_y_descanse);
212







219 // mantiene la pantalla encendida mientras se ejecuta la
activity
220 getWindow ().addFlags(WindowManager.LayoutParams.
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FLAG_KEEP_SCREEN_ON);
221
222 // Inicializamos el layout y la ca´mara
223 setContentView(R.layout.activity_fat);







230 public void onPause () {







238 public void onResume () {
239 super.onResume ();






245 public void onDestroy () {
246 super.onDestroy ();






253 public void onCameraViewStarted(int width , int height) {
254 gray_img = new Mat();












267 public Mat onCameraFrame(CvCameraViewFrame inputFrame) {
268
269 // Preprocesamiento
270 gray_img = inputFrame.gray();
77
271 rgb_img=inputFrame.rgba();
272 Imgproc.equalizeHist(gray_img , gray_img);
273
274 // Obtener el mı´nimo tama~no absoluto
275 if (mAbsoluteFaceSize == 0) {
276 int height = gray_img.rows();
277 if (Math.round(height * mRelativeFaceSize) > 0) {





282 // Deteccion de caras
283 facecascade.detectMultiScale(gray_img , face , 1.1, 2, 0,




287 // Conversio´n a Array
288 Rect[] faceArray =face.toArray ();
289
290 // Aviso de conductor no detectado
291 if(faceArray.length ==0){
292 Core.putText(rgb_img , conductornodetectado ,





297 for(int i=0;i<faceArray.length;i++) {
298 // Pintado de rectangulo en la cara




302 // Puntos necesario para marcar el area de los ojos
303 Point P1 = new Point(faceArray[i].tl().x,
304 (0.2 * faceArray[i].br().y + 0.8 * faceArray[i].tl().
y));
305 Point P2 = new Point(faceArray[i].br().x,
306 (0.55 * faceArray[i].br().y + 0.45 * faceArray[i].tl
().y));
307
308 // Rectangulo de la regio´n de intere´s
309 Core.rectangle(rgb_img , P1, P2, AREA_RECT_COLOR , 3);
310
311 // Creacion de faceROI (Region of Interest)
312 Rect AreaOjos=new Rect(P1,P2);
313 Mat faceROI = gray_img.submat(AreaOjos);
314
315 // Deteccion de ojos
316 eyescascade.detectMultiScale(faceROI , eyes , 1.1, 13, 0,
317 new Size(), new Size());
78 APE´NDICE A. CO´DIGO COMPLETO DE LA APLICACIO´N IMPLEMENTADA
318
319 // Conversio´n a Array
320 Rect[] eyesArray = eyes.toArray ();
321
322 // Circulo de los ojos detectados dentro del area de los
ojos
323
324 for (int j = 0; j < eyesArray.length; j++) {
325
326 Point center = new Point(( eyesArray[j].br().x +
eyesArray[j].tl().x) / 2
327 + AreaOjos.x,( eyesArray[j].br().y + eyesArray[j].
tl().y) / 2
328 + AreaOjos.y);
329 int radius = (int) (eyesArray[j].br().x - eyesArray[j].
tl().x) / 2;
330




334 Core.putText(rgb_img , ojosabiertos + Ojosabiertos , new
Point(faceArray[i].tl().x,
335 faceArray[i].br().y), 1, 1.5, EYE_CIRCLE_COLOR , 2);
336










































377 Core.putText(rgb_img , pareydescanse , new Point(faceArray
[i].tl().x,














391 public boolean onCreateOptionsMenu(Menu menu) {
392 Log.i(TAG , "called onCreateOptionsMenu");
393 // Inflate the menu; this adds items to the action bar if it
is present.







401 public boolean onOptionsItemSelected(MenuItem item) {
402 Log.i(TAG , "called onOptionsItemSelected; item seleccionado: "
+ item);



















421 mCameraId = mCameraId ^1; // Operacio´n lo´gica not para
cambiar entre 0 y 1
422 mOpenCvCameraView.disableView (); // Deshabilitamos la
vista
423 mOpenCvCameraView.setCameraIndex(mCameraId); // Cambiamos
la ca´mara









432 // Funcion para cambiar el tama~no minimo de la cara relativo
llamada desde el menu´.
433 // Ponemos el minimo absoluto a 0 para que se actualice en
onCameraFrame.
434 private void setMinFaceSize(float faceSize) {
435 mRelativeFaceSize = faceSize;






3 <?xml version="1.0" encoding="utf -8"?>
































3 <LinearLayout xmlns:android="http :// schemas.android.com/apk/res/
android"
4 xmlns:tools="http :// schemas.android.com/tools"
5 android:layout_width="match_parent"
6 android:layout_height="match_parent"












Adema´s, tambie´n se ha de an˜adir los archivos de strings donde esta´n




3 <?xml version="1.0" encoding="utf -8"?>
4 <resources >
5
6 <string name="app_name" translatable="false">LSIappDet </string >
7 <string name="enlaceWeb">Enlace a la web del Dpto.</string >
8 <string name="action_settings">Configuracion </string >
9 <string name="startApp">Iniciar aplicacio´n </string >
10 <string name="whoWeAre">¿Quie´nes somos?</string >
11 <string name="title_activity_who_we">¿Quie´nes somos?</string >
12 <string name="creador">CREADOR </string >
82 APE´NDICE A. CO´DIGO COMPLETO DE LA APLICACIO´N IMPLEMENTADA
13 <string name="desarrollo">DESARROLLO </string >
14 <string name="hello_world" >!Hola Mundo!</string >
15 <string name="miNombre" translatable="false">Alejandro Ramos
Lo´pez </string >
16 <string name="descripBase">Aplicacio´n base para proyectos del
LSI -UC3M desarrollada por:</string >
17 <string name="descripDetPea">Aplicacio´n de deteccio´n de peatones
desarrollada para el LSI -UC3M por:</string >
18 <string name="descripDetCoches">Aplicacio´n de deteccio´n de
peatones desarrollada para el LSI -UC3M por:</string >
19 <string name="inicioDetPea">APP PARA DETECCIO´N DE PEATONES </
string >
20 <string name="title_activity_hello_open_cv" translatable="false"
>HelloOpenCvActivity </string >
21 <string name="title_image_manipulations_surface" translatable="
false">ImageManipulationActivity </string >
22 <string name="tutor">TUTOR </string >
23 <string name="tutorName" translatable="false">Fernando Garcı´a
Ferna´ndez </string >
24 <string name="tutorMail" translatable="false">fegarcia@ing.uc3m.
es </string >
25 <string name="jdpname">DIRECTOR DE PROYECTO </string >
26 <string name="jefeProyecto" translatable="false">Juan Carmona
Ferna´ndez </string >
27 <string name="direcProyectoMail" translatable="false">
carmonauc3m@gmail.com </string >
28 <string name="contacto">CONTACTO </string >
29 <string name="correos">EMAILS </string >
30 <string name="correo1" translatable="false">alexrl1990@gmail.com
</string >
31 <string name="correo2" translatable="false">alexrl1990@hotmail.
com </string >
32 <string name="correo3" translatable="false" >100080835 @alumnos.
uc3m.es </string >
33 <string name="ejemplos">Ejemplos de OpenCV </string >
34 <string name="title_activity_ejemplos">Ejemplos de OpenCV </
string >
35 <string name="imageManipulationEj">Ejemplo de manipulacio´n de
imagen </string >
36 <string name="title_activity_tutorial_2_activity" translatable="
false">Tutorial2Activity </string >
37 <string name="tutorial_3" translatable="false">Tutorial3Activity
</string >
38 <string name="title_activity_image_manipulation_zoom"
translatable="false">Ej Image Manipulation </string >
39 <string name="title_activity_image_manipulation" translatable="
false">Manipulacion Imagen Zoom </string >
40 <string name="title_activity_quienes_somos">¿Quie´nes somos?</
string >
41 <string name="title_activity_image_manipulations" translatable="
false">Ejemplo Image Manipulation </string >
42 <string name="title_activity_proyectos_lsi">Proyectos LSI </
string >
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43 <string name="title_activity_apps_lsi" translatable="false">
AppsLSI </string >
44 <string name="menu_toggle_tile_numbers">Mostrar/ocultar nombres
de los tı´tuls </string >
45 <string name="menu_start_new_game">Empezar nuevo juego </string >
46 <string name="title_activity_puzzle15" translatable="false">
Puzzle15Activity </string >
47 <string name="title_activity_det_peatones">Detector Peatones </
string >
48 <string name="borrar">Borrar </string >
49 <string name="editar">Editar </string >
50 <string name="menu_next_camera">Siguiente Camara </string >
51 <string name="menu_take_photo">Hacer foto </string >
52 <string name="photo_delete_prompt_message">Foto guardada en
Galerı´a. ¿Seguro que desea borrarla?</string >
53 <string name="photo_delete_prompt_title">¿Borrar foto?</string >
54 <string name="photo_error_message">Error al guardar la imagen </
string >
55 <string name="photo_edit_chooser_title">Editar foto con?</string
>
56 <string name="photo_send_chooser_title">Compartir foto con?</
string >
57 <string name="photo_send_extra_subject">Mi foto de la app DetPea
</string >
58 <string name="photo_send_extra_text">Verificar mi foto de DetPea
</string >
59 <string name="compartir">Compartir </string >
60 <string name="menu_next_curve_filter">Siguiente curva </string >
61 <string name="menu_next_mixer_filter">Siguiente mezclador </
string >
62 <string name="menu_next_convolution_filter">Siguiente Kernel </
string >
63 <string name="title_activity_pd" translatable="false">PDActivity
</string >
64 <string name="tituloSpinner">Proyectos de LSI </string >
65 <string name="pedDet" translatable="false">PedestrianDetector </
string >
66 <string name="carBackDet" translatable="false">CarBackDetector </
string >
67 <string name="inicioDetCoches">APP PARA DETECCIO´N DE COCHES </
string >
68 <string name="deteccionfatiga">Deteccion Fatiga </string >
69
70 <string -array name="entriesSpinner">
71 <item >Selecciona una app </item >
72 <item >Detector de Peatones </item >
73 <item >Detector de Coches </item >
74 </string -array >
75
76 <string name="title_activity_main_act_det_pea">Deteccio´n de
peatones </string >
77 <string name="title_activity_qsdet_pea" translatable="false">
QSDetPea </string >
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78 <string name="title_activity_car_back">Deteccio´n de Coches </
string >
79 <string name="title_activity_main_act_det_car_back">Main
Detector Coches </string >
80
81 <string name="title_activity_main_act_det_fat">APP PARA
DETECCIO´N DE FATIGA </string >
82 <string name="inicioDetFat">Deteccio´n De Fatiga </string >
83 <string name="Sergio" translatable="false">Sergio Romero Salas </
string >
84 <string name="mail" translatable="false" >100291765 @alumnos.uc3m.
es </string >
85 <string name="descripfatiga">Aplicacio´n de deteccio´n de fatiga
desarrollada para el LSI -UC3M por:</string >
86 <string name="cambiarcamara">Cambiar Ca´mara </string >
87 <string name="fat50">Tama~no Rostro 50 %</string >
88 <string name="fat40">Tama~no Rostro 40 %</string >
89 <string name="fat30">Tama~no Rostro 30 %</string >
90 <string name="fat20">Tama~no Rostro 20 %</string >
91 <string name="conductornodetectado">ATENCION , CONDUCTOR NO
DETECTADO </string >
92 <string name="ojosabiertos">Ojos abiertos: </string >
93 <string name="abralosojos">POR FAVOR , ABRA LOS OJOS </string >
94 <string name="pareydescanse">POR FAVOR , PARE Y DESCANSE </string >
95
96 <string name="lista1">Seleccione la app </string >
97 <string name="lista2">Detector de Peatones </string >
98 <string name="lista3">Detector de Coches </string >
99 <string name="lista4">Ejemplo Libro OpenCV </string >




2 <?xml version="1.0" encoding="utf -8"?>
3 <resources >
4 <string name="whoWeAre">Who we are?</string >
5 <string name="tituloSpinner">LSI Projects </string >
6 <string name="title_activity_who_we">Who we are?</string >
7 <string name="title_activity_quienes_somos">Who we are?</string >




10 <string name="title_activity_main_act_det_fat">FATIGUE DETECTION
APP </string >
11 <string name="title_activity_main_act_det_car_back">Car
Detection Main </string >
12 <string name="title_activity_ejemplos">OpenCV Examples </string >
13 <string name="title_activity_det_peatones">Pedestrian Detection
</string >
14 <string name="startApp">Start App </string >
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15 <string name="photo_send_extra_subject">My DetPea app photo </
string >
16 <string name="photo_send_chooser_title">Share picture with?</
string >
17 <string name="photo_error_message">Error saving image </string >
18 <string name="photo_edit_chooser_title">Edit picture with?</
string >
19 <string name="photo_delete_prompt_title">Delete picture?</string
>
20 <string name="photo_delete_prompt_message">Picture saved in
galery. Are you sure you want to delete it?</string >
21 <string name="pareydescanse">PLEASE , STOP AND REST </string >
22 <string name="ojosabiertos">Opened eyes: </string >
23 <string name="menu_take_photo">Take picture </string >
24 <string name="jdpname">PROJECT DIRECTOR </string >
25 <string name="inicioDetPea">PEDESTRIAN DETECTION APP </string >
26 <string name="inicioDetFat">Fatigue Detection </string >
27 <string name="inicioDetCoches">CAR DETECTION APP </string >
28 <string name="imageManipulationEj">Image Manipulation Example </
string >
29 <string name="enlaceWeb">Department Web Link </string >
30 <string name="ejemplos">OpenCV Examples </string >
31 <string name="editar">Edit </string >
32 <string name="deteccionfatiga">Fatigue Detection </string >
33 <string name="descripfatiga">Fatigue Detection App developed for
LSI -UC3M by:</string >
34 <string name="descripDetPea">Pedestrian Detection App developed
for LSI -UC3M by:</string >
35 <string name="descripDetCoches">Pedestrian Detection App
developed for LSI -UC3M by:</string >
36 <string name="descripBase">Base App for projects of LSI -UC3M
developed by:</string >
37 <string name="desarrollo">DEVELOPMENT </string >
38 <string name="creador">CREATOR </string >
39 <string name="correos">EMAILS </string >
40 <string name="contacto">CONTACT </string >
41 <string name="conductornodetectado">ATTENTION , DRIVER NOT
DETECTED </string >
42 <string name="compartir">Share </string >
43 <string name="cambiarcamara">Change Cam </string >
44 <string name="borrar">Delete </string >
45 <string name="abralosojos">PLEASE , OPEN YOUR EYES </string >
46 <string name="action_settings">Settings </string >
47 <string name="fat30">Face Size 30 %</string >
48 <string name="fat40">Face Size 40 %</string >
49 <string name="fat50">Face Size 50 %</string >
50 <string name="fat20">Face Size 20 %</string >
51 <string name="hello_world">Hello World!</string >
52 <string name="menu_next_camera">Next Cam </string >
53 <string name="menu_next_convolution_filter">Next Kernel </string >
54 <string name="menu_next_curve_filter">Next Curve </string >
55 <string name="menu_next_mixer_filter">Next Mixer </string >
56 <string name="menu_start_new_game">Start new game </string >
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57 <string name="menu_toggle_tile_numbers">Show/hide tile numbers </
string >
58 <string name="photo_send_extra_text">Check out my photo from
DetPea </string >
59 <string name="title_activity_car_back">Car Back Detector </string
>
60 <string name="tutor">TUTOR </string >
61 <string name="lista1">Select the App </string >
62 <string name="lista2">Pedestrian Detector </string >
63 <string name="lista3">Car Detector </string >
64 <string name="lista4">OpenCv Book Example </string >
65 <string name="lista5">Fatigue Detector </string >
66 </resources >
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