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ANGLE SUMS OF RANDOM POLYTOPES
THOMAS GODLAND, ZAKHAR KABLUCHKO, AND DMITRY ZAPOROZHETS
Abstract. For two families of random polytopes we compute explicitly the expected sums of the
conic intrinsic volumes and the Grassmann angles at all faces of any given dimension of the polytope
under consideration. As special cases, we compute the expected sums of internal and external angles
at all faces of any fixed dimension. The first family are the Gaussian polytopes defined as convex
hulls of i.i.d. samples from a non-degenerate Gaussian distribution in Rd. The second family are
convex hulls of random walks with exchangeable increments satisfying certain mild general position
assumption. The expected sums are expressed in terms of the angles of the regular simplices and the
Stirling numbers, respectively. There are non-trivial analogies between these two settings. Also, we
show that the expected Grassmann angle sums of a random polytope with a rotationally invariant
law are invariant under affine transformations. Of independent interest may be also results on the
faces of linear images of polyhedral sets. These results are well known but it seems that no detailed
proofs can be found in the existing literature.
1. Introduction
1.1. Angles and face numbers. For a convex polytope P ⊂ Rd denote by F(P ) the set of its
faces including P itself. The classical Euler relation (see, e.g., [14, Chapter 8]) states that for every
polytope P , ∑
F∈F(P )
(−1)dimF = 1. (1)
A similar, although slightly less known result, exists for the internal solid angles of P . Let β(F,P )
denote the internal solid angle of P at the face F . It can be defined as
β(F,P ) := lim
r↓0
Vol(Br(z) ∩ P )
Vol(Br(z))
,
where Vol denotes the Lebesgue measure in Rd, Br(z) is the d-dimensional ball with radius r > 0
centered at z, and z is any point in F not belonging to a face of smaller dimension. Then the
following Gram–Euler relation holds:∑
F∈F(P )
(−1)dimFβ(F,P ) = 0, (2)
see [11] for d = 3 and [14, §14.1] for arbitrary dimension. For d = 2, this relation reduces to a
theorem from plane geometry stating that the angle-sum of any n-gon equals (n− 2)pi.
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Perles and Shephard [23, §2] found an elegant derivation of (2) from (1). To this end, they
considered a random orthogonal projection Πd−1P of P onto a random (d− 1)-dimensional hyper-
plane whose normal vector is uniformly distributed on the unit sphere in Rd. They observed [23,
Eq. (8)] that for all j ∈ {0, . . . , d− 1},∑
F∈Fj(P )
β(F,P ) =
1
2
fj(P )− 1
2
E fj(Πd−1P ), (3)
where Fj(P ) denotes the set of all j-dimensional faces of a polytope P , and fj(P ) = |Fj(P )| is
their number. Multiplying (3) by (−1)j , taking the sum over all dimensions j ∈ {0, . . . , d− 1}, and
making use of the Euler relation (1) for P and Πd−1P , Perles and Shephard derived (2).
Shortly after that, Gru¨nbaum [12] generalized this approach to the so-called Grassmann angles
(to be defined in Section 2) and proved various linear relations for these angles. Relating expected
face numbers of the random projections to the angles of the polytope is a crucial step in the work
of Affentranger and Schneider [1]. Later, similar ideas were also used in [7, 17, 22].
1.2. Outline of the paper. Our goal is to apply the idea of Perles and Shephard to compute
the expected sums of the angles for random convex polytopes. We will consider two basic models:
the Gaussian polytopes and the convex hulls of random walks. A detailed description of these
models will be given in Section 3. Necessary preliminaries are collected in Section 2. The expected
number of the j-faces is known for both models, see [1] (combined with [5]) for the Gaussian
polytopes and [21] for the convex hulls of random walks. Moreover, these models possess the
common important property: the random projection of the polytope from the model has the same
distribution as the same model of lower dimension. This makes it possible to use the approach of
Perles and Shephard to compute the expected sums of the angles for these models. Furthermore,
like in [12], we will also generalize these results to sums of Grassmann angles which include both
internal and external angles as special cases. The main results and their proofs are collected in
Sections 4 and 5.
2. Convex cones and Grassmann angles
In this section we collect some necessary definitions from stochastic and convex geometry. The
reader may skip this section and return to it when necessary.
2.1. Notation. For a set M ⊂ Rd denote by linM (respectively, affM) its linear (respectively,
affine) hull, that is, the minimal linear (respectively, affine) subspace containing M . Equivalently,
linM (respectively, affM) is the set of all linear (respectively, affine) combinations of elements of
M . The interior of M will be denoted by intM . We write relintM for the relative interior of M
which is the interior of M taken with respect to its affine hull affM . The dimension of a convex
set M , denoted by dimM , is the dimension of affM .
For an arbitrary set M ⊂ Rd let posM denote its positive (or conic) hull :
posM :=
{ m∑
i=1
λiti : m ∈ N, t1, . . . , tm ∈M, λ1, . . . , λm ≥ 0
}
.
2.2. Grassmann angles. A set C ⊂ Rd is called a polyhedral cone if it can be represented as a
positive hull of finitely many vectors. Equivalently, a polyhedral cone is an intersection of finitely
many half-spaces whose boundaries pass through the origin. The solid angle of a polyhedral cone
C ⊂ Rd is defined as
α(C) := P[Z ∈ C], (4)
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where Z is uniformly distributed on the centered unit sphere in the linear hull linC. The maximal
possible value of the solid angle in this normalization is α(C) = 1 and attained if C is a linear
subspace. If the dimension of C is d but C 6= Rd, then P[Z ∈ C,−Z ∈ C] = 0 and denoting the
random line passing through Z and −Z by W1, we obtain that (4) is equivalent to
α(C) =
1
2
P[W1 ∩C 6= {0}]. (5)
This definition of the solid angle can be generalized as follows. Fix some k ∈ {0, . . . , d}.
Let Wd−k be a random (d − k)-dimensional linear subspace having the uniform distribution on
the Grassmannn manifold of all such subspaces. Following Gru¨nbaum [13] define (with the inverse
index order) the k-th Grassmann angle of C as the probability that C is intersected by the random,
uniform (d− k)-plane Wd−k non-trivially:
γk(C) := P[Wd−k ∩ C 6= {0}], k ∈ {0, . . . , d}. (6)
For example, taking k = d− 1 and assuming that the dimension of C is d, we have
α(C) =
1
2
γd−1(C) +
1
2
1[C = Rd]. (7)
It follows from (6) that for any convex cone C ⊂ Rd with C 6= {0},
1 = γ0(C) ≥ γ1(C) ≥ . . . ≥ γd(C) = 0.
The lineality space of a polyhedral cone C, defined as C ∩ (−C), is the maximal linear subspace
contained in C. If the lineality space of C has dimension j ∈ {0, . . . , d − 1} and C is not a linear
subspace, then (6) even implies that
1 = γ0(C) = . . . = γj(C) ≥ γj+1(C) ≥ . . . ≥ γd(C) = 0. (8)
On the other hand, it follows directly from (6) that for a j-dimensional linear subspace Lj ⊂ Rd
with j ∈ {0, . . . , d} we have
γk(Lj) =
{
1, if 0 ≤ k ≤ j − 1,
0, if j ≤ k ≤ d. (9)
If C is not a linear subspace, then the quantity 12γk(C) is also known as the k-th conical quermass-
integral Uk(C) of C; see [15, Eqs. (1)–(4)] or as the half-tail functional hk+1(C) defined in [3].
It was shown in [13, Eq. (2.5)]) that, as with the classical intrinsic volumes, the Grassmann
angles do not depend on dimension of the ambient space: If we embed C in RN with N ≥ d, the
result will be the same. In particular, it is convenient to define
γN (C) := 0 for all N ≥ dimC.
2.3. Angles of polyhedral sets. A polyhedral set is an intersection of finitely many closed half-
spaces (whose boundaries need not pass through the origin). If a polyhedral set is bounded, it is
a polytope. Polyhedral cones are also special cases of polyhedral sets. Denote by Fj(P ) the set of
j-dimensional faces of a polyhedral set P ⊂ Rd. The tangent cone at a face F ∈ Fj(P ) is defined
by
TF (P ) = {v ∈ Rd : f0 + εv ∈ P for some ε > 0}, (10)
where f0 is any point in the relative interior of F . The normal cone at the face F ∈ Fj(P ) is
defined as the polar of the tangent one, that is
NF (P ) = T
◦
F (P ) = {w ∈ Rd : 〈w, u〉 ≤ 0 for all u ∈ TF (P )}. (11)
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The internal angle of P at F is defined as the solid angle of its tangent cone:
β(F,P ) := α(TF (P )).
The external angle of P at F is the solid angle of its normal cone
γ(F,P ) := α(NF (P )).
3. Two models of random polytopes
3.1. Gaussian polytopes. Let X1, . . . ,Xn be independent d-dimensional standard Gaussian ran-
dom vectors. Their convex hull
Pn,d := conv(X1, . . . ,Xn) (12)
is called the Gaussian polytope. Most of the time, it will be convenient to impose the assumption
n ≥ d + 1 which guarantees that Pn,d has full dimension d a.s. Fix some j ∈ {0, . . . , d − 1}. An
exact formula for the expected number of j-dimensional faces of Pn,d can be obtained by combining
the results of Affentranger and Schneider [1] and Baryshnikov and Vitale [5]. To state this formula,
we need to introduce some notation. Let e1, . . . , en be the standard orthonormal basis in R
n. The
internal, respectively, external, angle sums of the regular n-vertex simplex ∆n := conv(e1, . . . , en)
at its k-vertex faces are denoted by
σ
{
n
k
}
, respectively, σ
[
n
k
]
.
This notation is intentionally chosen to resemble the standard notation for Stirling numbers [10,
§6.1]; the analogy between these notions will be discussed below. Since the number of k-vertex
faces of ∆n equals
(n
k
)
and since the angles at all such faces are equal, we can choose one k-vertex
face, say ∆k := conv(e1, . . . , ek), and define
σ
{
n
k
}
:=
(
n
k
)
· α(T∆k(∆n)), σ
[
n
k
]
:=
(
n
k
)
· α(N∆k(∆n)),
for all n ∈ N and all k ∈ {1, . . . , n}. Here, T∆k(∆n), respectively N∆k(∆n), denotes that tangent
(respectively, normal) cone of ∆n at ∆k, while α(C) is the solid angle of a cone C; see Section 2.
It is convenient to extend the above definition by putting
σ
{
n
k
}
:= σ
[
n
k
]
:= 0,
for all n ∈ N and all k /∈ {1, . . . , n}. With this notation, the formula of Affentranger and Schneider
[1] (taking into account also the observation of Baryshnikov and Vitale [5]) takes the form
E fj(Pn,d) = 2
∞∑
l=0
σ
[
n
d− 2l
]
σ
{
d− 2l
j + 1
}
, (13)
for all j ∈ {0, . . . , d − 1}. In fact, Affentranger and Schneider [1] proved the same formula for the
expected number of j-dimensional faces of the projection of the simplex conv(e1, . . . , en) onto a
uniform, random d-dimensional subspace in Rn. Then, Baryshnikov and Vitale [5] argued that this
expected number of faces is the same as for the Gaussian polytope.
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Explicit formulas for σ
{n
k
}
and σ
[n
k
]
are available; see [19] for a review of this topic. For
example, it is known that
σ
{
n
k
}
=
(
n
k
)
· 1√
2pi
∫ ∞
0
(
Φn−k
(
ix√
n
)
+Φn−k
(
− ix√
n
))
e−x
2/2dx, (14)
σ
[
n
k
]
=
(
n
k
)
· 1√
2pi
∫ ∞
0
(
Φn−k
(
x√
k
)
+Φn−k
(
− x√
k
))
e−x
2/2dx, (15)
where i =
√−1, and Φ denotes the distribution function of the standard normal law. It is known
that Φ admits an analytic continuation to the entire complex plane, namely
Φ(z) =
1
2
+
1√
2pi
∞∑
n=0
(−1)n
(2n+ 1)2nn!
z2n+1, z ∈ C.
In the above formulas for the angle sums, we need the values of Φ on the real and imaginary axes
only, namely
Φ(z) =
1√
2pi
∫ z
−∞
e−t
2/2dt, Φ(iz) =
1
2
+
i√
2pi
∫ z
0
et
2/2dt, z ∈ R. (16)
3.2. Convex hulls of random walks. Let ξ1, . . . , ξn be (possibly dependent) random d-dimensional
vectors with partial sums
Si = ξ1 + . . . + ξi, 1 ≤ i ≤ n, S0 = 0.
The sequence S0, S1, . . . , Sn will be referred to as a random walk. Consider its convex hull
Qn,d := conv(S0, S1, . . . , Sn). (17)
We impose the following assumptions on the joint distribution of the increments.
(Ex) Exchangeability: For every permutation σ of the set {1, . . . , n}, we have the distributional
equality
(ξσ(1), . . . , ξσ(n))
d
= (ξ1, . . . , ξn).
(GP) General position: For every 1 ≤ i1 < . . . < id ≤ n, the probability that the vectors
Si1 , . . . , Sid are linearly dependent is 0.
Under these assumptions, it was shown in [21] that for all j ∈ {0, . . . , d− 1},
E fj(Qn,d) = 2 · j!
n!
∞∑
l=0
[
n+ 1
d− 2l
]{
d− 2l
j + 1
}
. (18)
The right-hand side contains the (signless) Stirling numbers of the first kind
[n
m
]
and the
Stirling numbers of the second kind
{
n
m
}
, which are defined as the number of permutations of an
n-element set with exactly m cycles and the number of partitions of an n-element set into m non-
empty subsets, respectively, for n ∈ N and m ∈ {1, . . . , n}. For n ∈ N and m /∈ {1, . . . , n} one
defines the Stirling numbers to be 0, so that (18) and all similar formulas contain a finite number
of non-vanishing terms only. For the basic properties of the Stirling numbers, we refer to [10, §6.1].
The exponential generating functions of the Stirling numbers are given by
∞∑
n=m
[
n
m
]
tn
n!
=
1
m!
(
log
1
1− t
)m
,
∞∑
n=m
{
n
m
}
tn
n!
=
1
m!
(et − 1)m. (19)
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With the convention
[0
0
]
=
{0
0
}
= 1, the two-variable generating functions are given by
∞∑
m=0
∞∑
n=m
[
n
m
]
tn
n!
ym = (1− t)−y,
∞∑
m=0
∞∑
n=m
{
n
m
}
tn
n!
ym = e(e
t−1)y. (20)
4. Main results
4.1. Expected sums of Grassmann angles. Our main results are the following two theorems in
which we compute the expected sums of the Grassmann angles at the faces of any fixed dimension
for each of the random polytopes Pn,d and Qn,d defined in Section 3.
Theorem 4.1. Fix some d ∈ N and n ≥ d+1. Then, for every j ∈ {0, . . . , d−1} and k ∈ {0, . . . , d}
the expected sum of the k-th Grassmann angles at the j-dimensional faces of Pn,d equals
E
∑
F∈Fj(Pn,d)
γk(TF (Pn,d)) = 2
∞∑
l=0
σ
[
n
d− 2l
]
σ
{
d− 2l
j + 1
}
− 2
∞∑
l=0
σ
[
n
k − 2l
]
σ
{
k − 2l
j + 1
}
. (21)
Here, the notation for the internal and external angle sums of the regular simplex introduced in
Section 3.1 has been used.
In the special case when k = d− 1, the above theorem combined with (7) yields the following
formula for the expected internal solid-angle sums at the j-dimensional faces of Pn,d.
Corollary 4.2. Fix some d ∈ N and n ≥ d + 1. For every j ∈ {0, . . . , d − 1} the expected sum of
internal angles of Pn,d at its j-dimensional faces is given by
E
∑
F∈Fj(Pn,d)
α(TF (Pn,d)) =
∞∑
s=0
(−1)sσ
[
n
d− s
]
σ
{
d− s
j + 1
}
.
Next we are going to state analogous results for convex hulls of random walks.
Theorem 4.3. Fix some d ∈ N and n ≥ d. Then, for every j ∈ {0, . . . , d − 1} and k ∈ {0, . . . , d}
the expected sum of the k-th Grassmann angles at the j-dimensional faces of Qn,d equals
E
∑
F∈Fj(Qn,d)
γk(TF (Qn,d)) = 2 · j!
n!
∞∑
l=0
[
n+ 1
d− 2l
]{
d− 2l
j + 1
}
− 2 · j!
n!
∞∑
l=0
[
n+ 1
k − 2l
]{
k − 2l
j + 1
}
. (22)
Here, the notation for the Stirling numbers introduced in Section 3.2 has been used.
Let us mention some special and low-dimensional cases of Theorem 4.3. Taking k = d − 1
in Theorem 4.3 and making use of (7), we compute the expected internal solid-angle sums at the
j-dimensional faces of Qn,d.
Corollary 4.4. Fix some d ∈ N and n ≥ d. Then, for every j ∈ {0, . . . , d− 1} the expected sum of
internal angles of Qn,d at its j-dimensional faces is given by
E
∑
F∈Fj(Qn,d)
α(TF (Qn,d)) = j!
n!
∞∑
s=0
(−1)s
[
n+ 1
d− s
]{
d− s
j + 1
}
.
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For example, for d = 2, the expected sum of angles of the random polygon Qn,2 at its vertices
is given by
E
∑
F∈F0(Qn,2)
α(TF (Qn,2)) = 1
n!
([
n+ 1
2
]{
2
1
}
−
[
n+ 1
1
]{
1
1
})
= Hn − 1,
where
Hn = 1 +
1
2
+
1
3
+ . . .+
1
n
is the n-th harmonic number. Since the angle sum of a polygon with v vertices equals (v − 2)/2
times the full solid angle 2pi, this agrees with the result of Baxter [6], see also [4] and [26, Lemma
4.1] for generalizations, who proved that the expected number of vertices of Qn,2 is
E f0(Qn,2) = 2Hn.
In dimension d = 3, the expected sum of internal angles of Qn,3 at its vertices and a similar
sum for edges are given by
E
∑
F∈F0(Qn,3)
α(TF (Qn,3)) = 1
n!
([
n+ 1
3
]{
3
1
}
−
[
n+ 1
2
]{
2
1
}
+
[
n+ 1
1
]{
1
1
})
=
1
2
(Hn)
2 −Hn − 1
2
H(2)n + 1,
E
∑
F∈F1(Qn,3)
α(TF (Qn,3)) = 1
n!
([
n+ 1
3
]{
3
2
}
−
[
n+ 1
2
]{
2
2
})
=
3
2
(Hn)
2 −Hn − 3
2
H(2)n ,
where
H(2)n = 1 +
1
22
+
1
32
+ . . . +
1
n2
.
Remark 4.5. Using relations stated in Lemma 4.15 and in Remark 4.16, below, one can rewrite
Theorems 4.1 and 4.3 as follows:
E
∑
F∈Fj(Pn,d)
γk(TF (Pn,d)) = 2
∞∑
l=1
σ
[
n
k + 2l
]
σ
{
k + 2l
j + 1
}
− 2
∞∑
l=1
σ
[
n
d+ 2l
]
σ
{
d+ 2l
j + 1
}
, (23)
E
∑
F∈Fj(Qn,d)
γk(TF (Qn,d)) = 2 · j!
n!
∞∑
l=1
[
n+ 1
k + 2l
]{
k + 2l
j + 1
}
− 2 · j!
n!
∞∑
l=1
[
n+ 1
d+ 2l
]{
d+ 2l
j + 1
}
. (24)
Remark 4.6. Let us also mention one more result on angle sums of random polytopes. For typical
cells in stationary tessellations, it is possible to compute the expected angle-sums explicitly in terms
of the cell intensities; see Theorem 10.1.3 and Equation (10.4) in [25].
4.2. Method of proof of Theorems 4.1 and 4.3. The main ingredient in the proofs of The-
orems 4.1 and 4.3 is the following stochastic representation of the Grassmann angles of a convex
polytope. We recall that Wk denotes a random, uniformly distributed linear random subspace of
dimension k in Rd and that Πk denotes the orthogonal projection on Wk. The next theorem was
stated by Gru¨nbaum [13, p. 298] with the comment that it is a simple application of the separa-
tion theorem for convex sets. Since its proof does not seem trivial to us and since the result has
been used many times since then (most notably, by Affentranger and Schneider [1], see also [25,
Section 8.3]), we shall provide a proof in Sections 5 and 6.
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Theorem 4.7. Let P ⊂ Rd be a convex polytope with non-empty interior. Then, for all integer
0 ≤ j < k ≤ d and all F ∈ Fj(P ) we have
γk(TF (P )) = P[ΠkF 6∈ F(ΠkP )] = P[ΠkF 6∈ Fj(ΠkP )]. (25)
Taking the sum over all faces F ∈ Fj(P ) and noting that for almost every choice of Wk every
j-face of ΠkP is the projection of some unique j-face of P (which will be shown in Proposition 5.2)
one arrives at the following
Theorem 4.8. Let P ⊂ Rd be a convex polytope with non-empty interior. Then for all integer
0 ≤ j < k ≤ d we have ∑
F∈Fj(P )
γk(TF (P )) = fj(P )− E fj(ΠkP ).
The proofs of Theorems 4.7 and 4.8 are postponed to Section 6. In Section 5 we will collect
some properties of convex cones which are essential for these proofs. At this point, we provide the
proofs of Theorems 4.1 and 4.3 assuming Theorem 4.8.
Proof of Theorem 4.1 assuming Theorem 4.8. First of all, let us establish the statement for all
j ∈ {0, . . . , d − 1} and k ∈ {0, . . . , d} such that k ≤ j. Since the lineality space of TF (Pn,d) has
dimension j for every F ∈ Fj(Pn,d), which implies that γk(TF (Pn,d)) = 1 by (8), we have
E
∑
F∈Fj(Pn,d)
γk(TF (Pn,d)) = E fj(Pn,d) = 2
∞∑
l=0
σ
[
n
d− 2l
]
σ
{
d− 2l
j + 1
}
,
where in the last step we used (13). This proves (21) because the second term on the right-hand
side there vanishes.
In the following, let 0 ≤ j < k ≤ d. Projecting X1, . . . ,Xn onto the random uniform k-
plane Wk gives n independent standard Gaussian vectors in Wk which can be identified with R
k.
Applying (13) to ΠkPn,d (which is the convex hull of ΠkX1, . . . ,ΠkXn) leads to
E fj(ΠkPn,d) = 2
∞∑
l=0
σ
[
n
k − 2l
]
σ
{
k − 2l
j + 1
}
.
On the other hand, for the original Gaussian polytope Pn,d (13) states that
E fj(Pn,d) = 2
∞∑
l=0
σ
[
n
d− 2l
]
σ
{
d− 2l
j + 1
}
.
Combining these two equations with Theorem 4.8 completes the proof. 
Remark 4.9. An alternative way to prove Theorem 4.1 is to apply Corollary 3.6 in [9] to the tangent
cones of the polytope Pn,d which can be viewed as a Gaussian projection of the regular simplex. The
Grassmann angles of the regular simplex appearing in that corollary can be computed using (27)
and (29), below. Note also that the case when n ≤ d omitted in Theorem 4.1 (meaning that Pn,d is
a simplex of dimension n−1 in Rd), was treated in Theorem 4.1 of [9]. Translated into the notation
of the present paper, this result shows that (23) (but not Theorem 4.1) continues to hold under the
assumptions d ∈ N, n ∈ {2, . . . , d}, j, k ∈ {0, . . . , n − 2}. Let us also mention that Theorem 4.1 is
related to Theorems 1.12 and 1.13 of [22], where the expected conic intrinsic volumes of the tangent
cones of the so-called beta polytopes have been computed. The Gaussian polytopes considered here
can be viewed as the limiting case β → +∞ of the beta polytopes.
ANGLE SUMS OF RANDOM POLYTOPES 9
Remark 4.10. All results on the polytope Pn,d remain true if it is replaced by the random polytope
P ′n,d defined as a random projection of the regular simplex conv(e1, . . . , en) onto a random uniform
d-dimensional subspace in Rn. Indeed, (13) remains true for P ′n,d by the original result of [1], and
a projection of P ′n,d onto a random uniform subspace of dimension k < d has the same distribution
as P ′n,k, so that the above proof applies.
Proof of Theorem 4.3 assuming Theorem 4.8. In the case k ≤ j the statement can be proven in the
same way as in the proof of Theorem 4.1, but this time we have to appeal to (18). In the following,
let 0 ≤ j < k ≤ d. Projecting the path S0, . . . , Sn onto the random k-plane Wk gives a random
walk in Wk. We can identify Wk with R
k. The increments of the projected random walk are given
by
ξ′1 := Πkξ1, . . . , ξ
′
n := Πkξn.
It is straightforward to check that the projected random walk satisfies conditions (Ex) and (GP)
as well. In particular, for (GP) note that any k vectors among S1, . . . , Sn are a.s. linearly indepen-
dent (since k ≤ d and (GP) holds for the original random walk), hence their projections onto an
independent k-plane Wk are also linearly independent a.s. Therefore applying (18) leads to
E fj(ΠkQn,d) = 2 · j!
n!
∞∑
l=0
[
n+ 1
k − 2l
]{
k − 2l
j + 1
}
.
On the other hand, (18) applied to the original random walk states that
E fj(Qn,d) = 2 · j!
n!
∞∑
l=0
[
n+ 1
d− 2l
]{
d− 2l
j + 1
}
.
Combining these two equations with Theorem 4.8 completes the proof. 
4.3. Expected sums of conic intrinsic volumes. From the above Theorems 4.1 and 4.3 we
can deduce formulas for the expected sums of conic intrinsic volumes of the tangent cones of the
random polytopes Pn,d and Qn,d. Given a polyhedral cone C ⊂ Rd, its k-th conic intrinsic volume
υk(C) is defined as
υk(C) =
∑
F∈Fk(C)
α(F )α(NF (C)), (26)
for k ∈ {0, . . . , d}. There are other equivalent definitions using, for example, the conic Steiner
formula or Euclidean projections; see [25, Section 6.5], [8], [2], [3], [15, Section 2].
Theorem 4.11. Fix some d ∈ N and n ≥ d+1. Then, for all j ∈ {0, . . . , d−1} and k ∈ {j, . . . , d−1}
we have
E
∑
F∈Fj(Pn,d)
υk(TF (Pn,d)) = σ
[
n
k + 1
]
σ
{
k + 1
j + 1
}
.
In the remaining case when j ∈ {0, . . . , d− 1} and k = d we have
E
∑
F∈Fj(Pn,d)
υd(TF (Pn,d)) =
∞∑
s=0
(−1)sσ
[
n
d− s
]
σ
{
d− s
j + 1
}
=
∞∑
s=1
(−1)s+1σ
[
n
d+ s
]
σ
{
d+ s
j + 1
}
.
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Theorem 4.12. Fix some d ∈ N and n ≥ d. Then, for all j ∈ {0, . . . , d− 1} and k ∈ {j, . . . , d− 1}
we have
E
∑
F∈Fj(Qn,d)
υk(TF (Qn,d)) = j!
n!
[
n+ 1
k + 1
]{
k + 1
j + 1
}
.
In the remaining case when j ∈ {0, . . . , d− 1} and k = d we have
E
∑
F∈Fj(Qn,d)
υd(TF (Qn,d)) = j!
n!
∞∑
s=0
(−1)s
[
n+ 1
d− s
]{
d− s
j + 1
}
=
j!
n!
∞∑
s=1
(−1)s+1
[
n+ 1
d+ s
]{
d+ s
j + 1
}
.
Note that in both theorems, the case k = d yields a formula for the expected sum of internal
angles of Pn,d and Qn,d already (partially) obtained in Corollaries 4.2 and 4.4. On the other
extreme, taking k = j and noting that υj(TF (P )) = α(NF (P )) for all F ∈ Fj(P ) because the only
face of dimension j in TF (P ) is its lineality space (which is a shift of aff F ), we obtain the following
expressions for the sums of the external angles.
Corollary 4.13. Fix some d ∈ N and n ≥ d+ 1. Then, for every j ∈ {0, . . . , d− 1} we have
E
∑
F∈Fj(Pn,d)
α(NF (Pn,d)) = σ
[
n
j + 1
]
.
Corollary 4.14. Fix some d ∈ N and n ≥ d. Then, for every j ∈ {0, . . . , d− 1} we have
E
∑
F∈Fj(Qn,d)
α(NF (Qn,d)) = j!
n!
[
n+ 1
j + 1
]
.
For the proof of Theorems 4.11 and 4.12 we use a relation, known as the conic Crofton formula,
between the Grassmann angles of a cone and its conical intrinsic volumes. Precisely, according
to [25, p. 261] we have
γk(C) = 2
∑
i=1,3,5,...
υk+i(C) (27)
for every cone C ⊂ Rd which is not a linear subspace and for all k ∈ {0, . . . , d}. Consequently,
υd(C) =
1
2
γd−1(C), υd−1(C) =
1
2
γd−2(C), υk(C) =
1
2
γk−1(C)− 1
2
γk+1(C), (28)
for all k ∈ {1, . . . , d− 2}.
Proof of Theorem 4.11. Let us start by observing that in the case k = 0 (which implies j = 0), we
can use the fact that the external angles at the vertices of any polytope sum up to 1. This yields
E
∑
F∈F0(Pn,d)
υ0(TF (Pn,d)) = 1 = σ
[
n
1
]
σ
{
1
1
}
,
which is the desired result. In the following we exclude the case k = j = 0.
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In the general case, we can use the linear relation (28) between the Grassmann angles γk and
the conic intrinsic volumes υk. Then, applying Theorem 4.1, it follows that for all k ∈ {j, . . . , d−2},
E
∑
F∈Fj(Pn,d)
υk(TF (Pn,d)) = E
∑
F∈Fj(Pn,d)
(1
2
γk−1(TF (Pn,d))− 1
2
γk+1(TF (Pn,d))
)
=
∞∑
l=0
σ
[
n
k − 2l + 1
]
σ
{
k − 2l + 1
j + 1
}
−
∞∑
l=0
σ
[
n
k − 2l − 1
]
σ
{
k − 2l − 1
j + 1
}
= σ
[
n
k + 1
]
σ
{
k + 1
j + 1
}
.
Similarly, in the case k = d− 1 we obtain
E
∑
F∈Fj(Pn,d)
υd−1(TF (Pn,d)) = E
∑
F∈Fj(Pn,d)
1
2
γd−2(TF (Pn,d))
=
∞∑
l=0
σ
[
n
d− 2l
]
σ
{
d− 2l
j + 1
}
−
∞∑
l=0
σ
[
n
d− 2(l + 1)
]
σ
{
d− 2(l + 1)
j + 1
}
= σ
[
n
d
]
σ
{
d
j + 1
}
.
In the case k = d, we get
E
∑
F∈Fj(Pn,d)
υd(TF (Pn,d)) = E
∑
F∈Fj(Pn,d)
1
2
γd−1(TF (Pn,d))
=
∞∑
l=0
σ
[
n
d− 2l
]
σ
{
d− 2l
j + 1
}
−
∞∑
l=0
σ
[
n
d− 1− 2l
]
σ
{
d− 1− 2l
j + 1
}
=
∞∑
s=0
(−1)sσ
[
n
d− s
]
σ
{
d− s
j + 1
}
.
The second formula in the case k = d follows then from the identity (see Lemma 4.15, below)
n∑
m=j+1
(−1)n−mσ
[
n
m
]
σ
{
m
j + 1
}
= δn,j+1
together with the observation that the Kronecker symbol on the right-hand side vanishes because
j + 1 ≤ d < n. 
Lemma 4.15. For all n, k ∈ N with n ≥ k we have
n∑
m=k
(−1)n−mσ
[
n
m
]
σ
{
m
k
}
= δn,k,
n∑
m=k
σ
[
n
m
]
σ
{
m
k
}
=
(
n
k
)
.
Proof. To prove the identity, consider the tangent cone of the regular simplex ∆n = conv(e1, . . . , en)
at its face ∆k = conv(e1, . . . , ek). Its (m − 1)-st conic intrinsic volume can be computed using
formula (26) by observing that the (m − 1)-dimensional faces of the tangent cone correspond to
the m-vertex faces of ∆n containing ∆k and that the internal (respectively, normal) angles at these
faces correspond to the internal (respectively, external) angles of these faces. Since the number
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of such m-vertex faces in
(
n−k
m−k
)
, one obtains the following formula (which can be found already
in [1]):
υm−1(T∆k(∆n)) =
(
n− k
m− k
)
σ
{
m
k
}(m
k
) σ[nm](n
m
) = 1(n
k
)σ[n
m
]
σ
{
m
k
}
, (29)
for all m ∈ {k, . . . , n}. Moreover, the intrinsic volumes υm−1(T∆k(∆n)) with m ∈ {0, . . . , k − 1}
vanish because all faces of T∆k(∆n) have dimension at least k− 1. The claim of the lemma follows
from the identities
∑n
m=1 υm−1(C) = 1 and
∑n
m=1(−1)mυm−1(C) = 0 that are valid for every
(n − 1)-dimensional polyhedral cone C which is not a linear subspace. Let us also note that
Lemma 4.15 can be viewed as the limiting case, as β → +∞, of the identities for the expected
angle sums of the random beta simplices stated in [16, Proposition 2.1]. 
Remark 4.16. Identities similar to those stated in Lemma 4.15 are well known for Stirling numbers.
Namely, for all n, k ∈ N with n ≥ k, we have
n∑
m=k
(−1)n−m
[
n
m
]{
m
k
}
= δn,k,
n∑
m=k
[
n
m
]{
m
k
}
= L(n, k),
where L(n, k) = n!k!
(n−1
k−1
)
are the Lah numbers. An even more interesting analogy between the
Stirling numbers and the angles of the regular simplex is related to the identity
{n
k
}
=
[−k
−n
]
which
becomes valid after a natural extension of the Stirling numbers to negative parameters [10, §6.1]. It
follows directly from (15) and (14) that the individual angles of the regular simplex (rather than the
angle sums σ
[n
k
]
and σ
{n
k
}
) satisfy a similar identity. Given these analogies, one may ask whether
the Stirling numbers can be interpreted as angles of some polytope. This is indeed the case and it
turns out that this polytope is the Schla¨fli orthoscheme. These questions will be studied in more
detail elsewhere.
Proof of Theorem 4.12. Let us first assume that k 6= 0. Again, we can use the linear relation (28)
and obtain for k ∈ {j, . . . , d− 2},
E
∑
F∈Fj(Qn,d)
υk(TF (Qn,d)) = E
∑
F∈Fj(Qn,d)
(1
2
γk−1(TF (Qn,d))− 1
2
γk+1(TF (Qn,d))
)
=
j!
n!
∞∑
l=0
[
n+ 1
k − 2l + 1
]{
k − 2l + 1
j + 1
}
− j!
n!
∞∑
l=0
[
n+ 1
k − 2l − 1
]{
k − 2l − 1
j + 1
}
=
j!
n!
[
n+ 1
k + 1
]{
k + 1
j + 1
}
,
where we applied Theorem 4.3 twice. In the case k = d− 1, we have
E
∑
F∈Fj(Qn,d)
υd−1(TF (Qn,d)) = E
∑
F∈Fj(Qn,d)
1
2
γd−2(TF (Qn,d))
=
j!
n!
∞∑
l=0
[
n+ 1
d− 2l
]{
d− 2l
j + 1
}
− j!
n!
∞∑
l=0
[
n+ 1
d− 2(l + 1)
]{
d− 2(l + 1)
j + 1
}
=
j!
n!
[
n+ 1
d
]{
d
j + 1
}
,
ANGLE SUMS OF RANDOM POLYTOPES 13
upon applying Theorem 4.3. For k = d, relation (28) and Theorem 4.3 yield
E
∑
F∈Fj(Qn,d)
υd(TF (Qn,d)) = E
∑
F∈Fj(Qn,d)
1
2
γd−1(TF (Qn,d))
=
j!
n!
∞∑
l=0
[
n+ 1
d− 2l
]{
d− 2l
j + 1
}
− j!
n!
∞∑
l=0
[
n+ 1
d− 1− 2l
]{
d− 1− 2l
j + 1
}
=
j!
n!
∞∑
s=0
(−1)s
[
n+ 1
d− s
]{
d− s
j + 1
}
.
The second formula in the case k = d follows then from the identity
n+1∑
m=j+1
(−1)n+1−m
[
n+ 1
m
]{
m
j + 1
}
= δn,j ,
where the Kronecker symbol on the right hand-side vanishes because j ≤ d− 1 < n.
In order to treat the remaining case k = 0 (which implies that j = 0), we make use of the fact
that the sum of external angles at all vertices in any polytope is 1, hence
E
∑
F∈F0(Qn,d)
υ0(TF (Qn,d)) = 1 = 0!
n!
[
n+ 1
1
]{
1
1
}
,
which is the desired result. 
4.4. Invariance of angle sums under affine transformations. In general, the solid-angle sums
of a deterministic polytope (as well as the more general sums of Grassmann angles), are not invariant
under affine transformations of the ambient space. For example, for a simplex in dimension at least
3, the sum of solid angles at vertices can take any value between 0 and 1/2 (see [23]), although all
simplices can be transformed to each other by affine transformations. The next proposition states
that if the polytope is random and its law is rotationally invariant, then the expected angle-sums
become affine invariant.
Theorem 4.17. Let P be a random polytope (or, more generally, polyhedral set) with a.s. non-
empty interior in Rd. Assume that the law of P is invariant under orthogonal maps, that is OP
has the same distribution as P for every deterministic orthogonal transformation O : Rd → Rd. Let
A : Rd → Rd be a deterministic linear map with detA 6= 0. Then, for all j ∈ {0, . . . , d − 1} and
k ∈ {0, . . . , d},
E
∑
G∈Fj(AP )
γk(TG(AP )) = E
∑
F∈Fj(P )
γk(TF (P )), (30)
E
∑
G∈Fj(AP )
υk(TG(AP )) = E
∑
F∈Fj(P )
υk(TF (P )). (31)
In the special case k = d, (31) implies that the expected angle-sums are invariant in the sense that
for all j ∈ {0, . . . , d− 1}:
E
∑
G∈Fj(AP )
α(TG(AP )) = E
∑
F∈Fj(P )
α(TF (P )).
Since an arbitrary non-degenerate Gaussian distribution can be represented as a linear image
of the standard Gaussian distribution, the above theorem yields the following
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Corollary 4.18. Theorems 4.1, 4.11 and Corollaries 4.2, 4.13 remain true if the points X1, . . . ,Xn
generating the polytope Pn,d are sampled independently from an arbitrary non-degenerate Gaussian
distribution.
Proof of Theorem 4.17. Let first Q ⊂ Rd be any deterministic polytope with non-empty interior
and A : Rd → Rd a linear map with detA 6= 0. All j-dimensional faces of AQ are of the form
G = AF for some F ∈ Fj(Q). The tangent cone of the polytope AQ at its face AF coincides
with A(TF (Q)). If Wd−k denotes a random uniform (d − k)-plane in Rd which is independent of
everything else, then the k-th Grassmann angle of AQ at AF can be written as
γk(TAF (AQ)) = γk(ATF (Q)) = P[Wd−k ∩ATF (Q) 6= {0}] = P[A−1Wd−k ∩ TF (Q) 6= {0}]
=
∫
G(d,d−k)
1{V ∩TF (Q)6={0}}PA−1Wd−k(dV ),
where PA−1Wd−k is the probability law of A
−1Wd−k on G(d, d − k), the Grassmannian of linear
(d− k)-planes in Rd. Taking the sum over all F ∈ Fj(Q), we obtain
∑
G=AF∈Fj(AQ)
γk(TG(AQ)) =
∫
G(d,d−k)

 ∑
F∈Fj(Q)
1{V ∩TF (Q)6={0}}

PA−1Wd−k(dV ).
Applying this to Q = P (with Wd−k being independent of P ), taking the expectation, and using
Fubini’s theorem we get
E
∑
G∈Fj(AP )
γk(TG(AP )) =
∫
G(d,d−k)
E

 ∑
F∈Fj(P )
1{V ∩TF (P )6={0}}

PA−1Wd−k(dV ).
However, since the probability law of the random polytope P is rotationally invariant, the expec-
tation inside the integral does not depend on the choice of V ∈ G(d, d − k) and it follows that
E
∑
G∈Fj(AP )
γk(TG(AP )) = E

 ∑
F∈Fj(P )
1{V0∩TF (P )6={0}}

 ,
where V0 is any element of G(d, d − k). Observe that the right-hand side does not depend on the
choice of the linear map A. Since we can apply the above argument to the case when A is the
identity map, we arrive at the identity
E
∑
G∈Fj(AP )
γk(TG(AP )) = E
∑
F∈Fj(P )
γk(TF (P )),
which proves (30). To prove (31), recall (28). 
5. Linear images of polyhedral sets
In this section, we prove some facts on linear images (including projections) of polyhedral
sets which will be used in the proof of Theorem 4.7. Consider a polyhedral set P ⊂ Rd with a
non-empty interior. Take some k ∈ {1, . . . , d} and let A : Rd → Rk be a linear map of full rank k,
which means that ImA = Rk or, equivalently, dimKerA = d− k. We are interested in relating the
faces of the polyhedral set AP to the faces of the original polyhedral set P . The first main result
of the present section, Proposition 5.2, states that every proper face of AP is an image of some
face of P . However, the converse is not true: not every face of P is mapped to a face of AP . The
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second main result, Proposition 5.3, states several equivalent conditions which guarantee that the
image of a face of P is a face of AP . These results require a general position assumption on KerA
with respect to P , which we are now going to state.
Let M be a convex set in Rd. Denote by L the unique linear subspace in Rd such that for
some t ∈ Rd,
affM = t+ L.
In other words, L is the translation of the affine hull of M passing through the origin. We say that
M is in general position with respect to a linear subspace L′ ⊂ Rd if
dim(L ∩ L′) = max(dimL− codimL′, 0).
Also, we say that a linear subspace L′ ⊂ Rd is in general position with respect to a polyhedral set
P if it is in general position with respect to all faces of P of all dimensions.
Lemma 5.1. Let M be a convex set in Rd. Fix some k ∈ {1, . . . , d} and let A : Rd → Rk be a
linear map of full rank k (that is, dimKerA = d− k). If KerA is in general position with respect
to M , then
dimAM = min(k,dimM).
Proof. Let affM = t+L, where t ∈ Rd and L ⊂ Rd is a linear subspace. Since the map A preserves
affine and linear hulls, we have dimAM = dimAL. To prove the proposition, we need to show that
dimAL = m, where m := min(k,dimL).
Since codimKerA = k, it follows from the general position assumption that
dim(L ∩KerA) = dimL−m. (32)
This implies that there exist linearly independent vectors e1, . . . , em ∈ L such that
lin(e1, . . . , em) ∩KerA = {0}.
Therefore, for any tuple (c1, . . . , cm) 6= (0, . . . , 0),
0 6= A(c1e1 + . . .+ cmem) = c1Ae1 + . . . + cmAem,
which implies the linear independence of Ae1, . . . , Aem. Thus, dimAL ≥ m. On the other hand,
we obviously have dimAL ≤ m. Indeed, if some vectors are linearly dependent, then their images
under A are linearly dependent as well. 
Proposition 5.2. Let P ⊂ Rd be a polyhedral set with non-empty interior. Fix some k ∈ {1, . . . , d}
and let A : Rd → Rk be a linear map of full rank k.
(a) If F is a proper face of AP , then F = AG for a proper face G ∈ F(P ) with dimG ≥ dimF .
(b) If, moreover, KerA is in general position with respect to P , then
dimF = dimG.
Also, G is unique in the following sense: If G′ ∈ F(P ) satisfies AG′ = F , then G′ = G.
Proof. We prove (a). By definition of a face, there exists a supporting affine hyperplane H ⊂ Rk
of the polyhedral set AP such that
F = H ∩AP.
Since A has full rank, A−1H is an affine hyperplane in Rd. Moreover, we claim that A−1H is a
supporting hyperplane of P . Indeed, if H = {y ∈ Rk : φ(y) = c} and AP ⊂ {y ∈ Rk : φ(y) ≥ c} for
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some linear functional φ : Rk → R (that does not vanish identically) and some constant c ∈ R, then
A−1H = {x ∈ Rd : φ(Ax) = c} and P ⊂ {x ∈ Rd : φ(Ax) ≥ c}. To verify the last claim, assume
that some x ∈ P satisfies φ(Ax) < c. But then y := Ax ∈ AP and φ(y) < c, a contradiction. Since
x 7→ φ(Ax) is a linear functional on Rd that does not vanish identically, it follows that A−1H is a
supporting hyperplane of P . It follows that
G := (A−1F ) ∩ P = A−1(H ∩AP ) ∩ P = A−1H ∩A−1AP ∩ P = A−1H ∩ P
is a face of P . Let us finally check that AG = F . Clearly, AG = A(A−1F ∩ P ) ⊂ F . To prove
the converse inclusion F ⊂ AG, take some f ∈ F = H ∩ AP . It follows that there is p ∈ P with
f = Ap. Suppose that p /∈ A−1H, then φ(Ap) > c. Hence, φ(f) > c, which is a contradiction to
f ∈ F ⊂ H. We just proved that f = Ap with p ∈ A−1H ∩ P = G. Hence, F = AG, which proves
(a) because the map A cannot increase dimension and hence dimF ≤ dimG.
Statement (b) follows directly from Lemma 5.1. Indeed, since dimAP = k and F is a proper
face of AP , we have dimF < k. By Lemma 5.1, we must have dimF = dimAG = min(k,dimG) =
dimG. To prove the uniqueness of G, one can argue as follows. If AG′ = F and since F ⊂ H, we
must have G′ ⊂ A−1H and thus also G′ ⊂ (A−1H) ∩ P = G. If G′ would be a proper subset of G,
it would have a strictly smaller dimension than dimG, therefore also the dimension of F = AG′
would be strictly smaller than dimG = dimF , which is a contradiction. 
Proposition 5.3. Let P ⊂ Rd be a polyhedral set with non-empty interior. Fix some integer
0 ≤ j < k ≤ d. Let A : Rd → Rk be a linear map of full rank k such that KerA is in general
position with respect to P . If F is a j-face of P , then the following statements are equivalent:
(a) AF is a face of AP ;
(b) AF is a j-face of AP ;
(c) AF ∩ intAP = ∅.
(d) A(TF (P )) 6= Rk.
(e) (intTF (P )) ∩KerA = ∅.
(f) TF (P ) ∩KerA = {0}.
Before we can start with the proof we need to state some lemmas.
Lemma 5.4. Let k ∈ {1, . . . , d− 1}. Consider some convex cone C ⊂ Rd with non-empty interior
and a linear map A : Rd → Rk of full rank k. The following two conditions are equivalent:
(a) intC ∩KerA 6= ∅;
(b) AC = Rk.
Proof. See [9, Lemma 5.1], where we have lin(AC) = Rk because intC 6= ∅ and A, being a linear
surjection, maps open sets to open sets. 
Lemma 5.5. For any set M ⊂ Rk the following two conditions are equivalent:
(a) 0 ∈ relint convM ;
(b) posM = linM .
Proof. See [9, Proposition 5.2]. 
Lemma 5.6. Let C ⊂ Rd be a polyhedral cone of full dimension dimC = d. Let a proper linear
subspace S ⊂ Rd be in general position with respect to the set of the linear hulls of its faces
{lin(F ) : F ∈ F(C)}. If S intersects C, then it also intersects its interior intC, i.e.
S ∩C 6= ∅⇒ S ∩ intC 6= ∅.
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Proof. See the proof of Lemma 3.5 in [20] or [18, Lemma 5.7] (which is stated for polytopes but is
true for arbitrary polyhedral sets). 
Proof of Proposition 5.3. Note that dimAP = k. It follows from Lemma 5.1 that (a) implies (b),
and obviously (b) implies (c).
Let us prove that (c) implies (d). Take an arbitrary f ∈ relintF . Then, by (c) we have
Af /∈ intAP and hence 0 /∈ intA(P − f). Therefore, making use of Lemma 5.5 and taking into
account that the set A(P − f) is convex and has non-empty interior, we have posA(P − f) 6= Rk.
But then
A(TF (P )) = Apos(P − f) = posA(P − f) 6= Rk,
thus proving (d).
The equivalence of (d), (e) and (f) is stated in Lemmas 5.4 and 5.6. It remains to prove that
(f) implies (a). So, let
TF (P ) ∩KerA = {0}. (33)
Since A preserves convexity, AF is a convex subset of AP . To prove that AF is a face of AP it
suffices to prove the following statement (which is, in fact, a definition of a face; see [24, p. 18]):
If x = Af ∈ AF can be represented as x = 12(x1 + x2) for some x1, x2 ∈ AP , then x1, x2 ∈ AF .
Write x1 = Ap1 and x2 = Ap2 for some p1, p2 ∈ P . Then, x = Ap with p := 12 (p1 + p2) ∈ P . So,
x = Ap = Af with f ∈ F and p ∈ P . We claim that this implies that p = f . This can be verified
as follows. On the one hand, we have p− f ∈ KerA because A(p− f) = Ap−Af = x− x = 0. On
the other hand, we have p− f = (p− f0) + (f0 − f) ∈ TF (P ), where f0 ∈ relintF is arbitrary and
we have used that p − f0 ∈ TF (P ) be the definition of the tangent cone and that f0 − f belongs
to f0 − aff F , which is the lineality space of TF (P ). To summarize, p − f ∈ TF (P ) ∩ KerA, hence
p = f by (33).
So, p = f ∈ F . But since F is a face of P and p = 12 (p1 + p2), we must have p1 ∈ F and
p2 ∈ F . It follows that x1 = Ap1 ∈ AF and x2 = Ap2 ∈ AF , thus proving the claim. 
6. Proofs of Theorems 4.7 and 4.8
Proof of Theorem 4.7. By the definition of the Grassmann angles, see (6), we have
γk(TF (P )) = P[TF (P ) ∩Wd−k 6= {0}].
Applying Proposition 5.3 (in particular, the equivalence between (a) and (f)) in the setting when
A is the orthogonal projection ΠW⊥
d−k
on W⊥d−k (which we identify with R
k), we arrive at
γk(TF (P )) = P
[
ΠW⊥
d−k
F 6∈ F(ΠW⊥
d−k
P )
]
.
Note that the general position assumption of Proposition 5.3 is fulfilled with probability 1 for the
random linear subspace KerA =Wd−k; see [25, Lemma 13.2.1]. Observing that W
⊥
d−k has the same
distribution as Wk, we arrive at
γk(TF (P )) = P
[
ΠWkF 6∈ F(ΠWkP )
]
= P
[
ΠkF 6∈ F(ΠkP )
]
.
To show that F(ΠkP ) can be replaced by Fj(ΠkP ) on the right-hand side, we can use the same
argument as above, but this time appeal to the equivalence of (b) and (f) in Proposition 5.3. 
Proof of Theorem 4.8. Taking the sum of (25) over all F ∈ Fj(P ), we obtain∑
F∈Fj(P )
γk(TF (P )) =
∑
F∈Fj(P )
P
[
ΠkF 6∈ Fj(ΠkP )
]
= fj(P )−
∑
G∈Fj(P )
P
[
ΠkG ∈ Fj(ΠkP )
]
.
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Writing the probabilities as the expectations of the corresponding indicator functions, we can
rewrite this as ∑
F∈Fj(P )
γk(TF (P )) = fj(P )− E
∑
G∈Fj(P )
1{ΠkG ∈ Fj(ΠkP )}.
According to Proposition 5.2 every j-face of ΠkP is of the form ΠkG for some unique G ∈ Fj(P ).
Thus, the sum on the right-hand side equals fj(ΠkP ) and we arrive at∑
F∈Fj(P )
γk(TF (P )) = fj(P )− E fj(ΠkP ),
thus proving the claim. 
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