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SHUFFLE-TYPE PRODUCT FORMULAE OF DESINGULARIZED
VALUES OF MULTIPLE ZETA-FUNCTIONS
NAO KOMIYAMA
Abstract. It is known that there are infinitely many singularities of multiple
zeta functions and the special values at non-positive integer points are indeter-
minate. In order to give a suitable rigorous meaning of the special values there,
Furusho, Komori, Matsumoto and Tsumura introduced desingularized values
by using their desingularization method to resolve all singularities. On the
other hand, Ebrahimi-Fard, Manchon and Singer introduced renormalized val-
ues by the renormalization method à la Connes and Kreimer and they showed
that the values fulfill the shuffle-type product formula. In this paper, we show
the shuffle-type product formulae for desingularized values.
0. Introduction
In 1776, Euler ([9]) considered certain power series, the so-called double zeta
values, and showed several relations among them. More than 200 years later, the
multiple zeta value (MZV for short) which is more general series
ζ(k1, . . . , kr) :=
∑
0<m1<···<mr
1
mk11 · · ·m
kr
r
converging for k1, . . . , kr ∈ N and kr > 1, was discussed by Ecalle ([8]) in 1981. In
1990s, these values also came to be focused by Hoffman ([14]) and Zagier ([21]).
MZVs admit an iterated integral expressions, which enable us to regard them as a
period of a certain motives ([5], [12] and [20]) and calculate the Kontsevich invariant
in knot theory ([17]). MZVs are also related to mathematical physics ([2] and [3]).
MZVs are regarded as special values at positive integer points of the several
variables complex analytic function, the multiple zeta-function (MZF for short),
which is defined by
ζ(s1, . . . , sr) :=
∑
0<m1<···<mr
1
ms11 · · ·m
sr
r
.
It converges absolutely in the region
{(s1, . . . , sr) ∈ C
r | R(sr−k+1 + · · ·+ sr) > k (1 ≤ k ≤ r)}.
In the early 2000s, Zhao ([22]) and Akiyama, Egami and Tanigawa ([1]) indepen-
dently showed that MZF can be meromorphically continued to Cr. Especially, in
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[1], the set of all singularities of the function ζ(s1, . . . , sr) is determined as
sr = 1,
sr−1 + sr = 2, 1, 0,−2,−4, . . . ,
sr−k+1 + · · ·+ sr = k − n (3 ≤ k ≤ r, n ∈ N0).
Because almost all of integer points with non-positive arguments are located in the
above singularities, the special values of MZF there are indeterminate in all cases
except for ζ(−k) at k ∈ N0, and ζ(−k1,−k2) at k1, k2 ∈ N0 with k1 + k2 odd.
Actually, giving a nice definition of “ζ(−k1, . . . ,−kr)” for k1, . . . , kr ∈ N0 is one of
our most fundamental problems.
In order to resolve all infinitely many singularities of MZF, the desingulariza-
tion method was introduced by Furusho, Komori, Matsumoto and Tsumura in [10].
By applying this method to ζ(s1, . . . , sr), they constructed the desingularized MZF
ζdesr (s1, . . . , sr) which is entire on the whole space C
r. The functions are repre-
sented by finite linear combinations of shifted MZFs (cf. Proposition 2.3.). The
desingularized value
ζdesr (−k1, . . . ,−kr) ∈ C
is defined to be the special value of ζdesr (s1, . . . , sr) at (s1, . . . , sr) = (−k1, . . . ,−kr)
for k1, . . . , kr ∈ N0 (see Definition 2.4). In [10], its generating function given by
(0.1) ZFKMT(t1, . . . , tr) :=
∞∑
k1,...,kr=0
(−t1)
k1 · · · (−tr)
kr
k1! · · · kr!
ζdesr (−k1, . . . ,−kr)
in C[[t1, . . . , tr]] was calculated and desingularized values were explicitly described
in terms of the Bernoulli numbers (see Proposition 2.5.).
In contrast, Connes and Kreimer ([4]) started a Hopf algebraic approach to the
renormalization procedure in the perturbative quantum field theory. A fundamen-
tal tool in their work is the algebraic Birkhoff decomposition. By applying this
decomposition to a certain Hopf algebra related to MZVs, Guo and Zhang ([13])
introduced the renormalized values which satisfy the harmonic-type product formu-
lae. Later, Manchon and Paycha ([18]) and Ebrahimi-Fard, Manchon and Singer
([7]) introduced the different renormalized values which obey the harmonic-type
product formulae by using different Hopf algebras. Ebrahimi-Fard, Manchon and
Singer ([6]) also introduced another type of the renormalized values satisfying the
shuffle-type product. We denote their values as
ζEMS(−k1, . . . ,−kr) ∈ C
for k1, . . . , kr ∈ N0, and their generating function as
(0.2) ZEMS(t1, . . . , tr) :=
∞∑
k1,...,kr=0
(−t1)
k1 · · · (−tr)
kr
k1! · · · kr!
ζEMS(−k1, . . . ,−kr)
in C[[t1, . . . , tr]]. In the paper [15], the author revealed the following relationship
between generating functions (0.1) and (0.2):
(0.3) ZEMS(t1, . . . , tr) =
r∏
i=1
1− e−ti−···−tr
ti + · · ·+ tr
· ZFKMT(−t1, . . . ,−tr).
The following recurrence formulae were essential for the proof of the equation (0.3):
(0.4) ZFKMT(t1, . . . , tr) = ZFKMT(t2, . . . , tr) · ZFKMT(t1 + · · ·+ tr).
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By these recurrence formulae, we will show our main theorem (Theorem 3.3) that
ζdesr (−k1, . . . ,−kr) fulfills the following shuffle-type product formula (0.5) which
are shown to hold for ζEMS(−k1, . . . ,−kr) by [6]:
Theorem 3.3 For k1, . . . , kp, l1, . . . , lq ∈ N0, we have
ζdesp (−k1, . . . ,−kp)ζ
des
q (−l1, . . . ,−lq)
(0.5)
=
∑
i1+j1=l1
··
·
iq+jq=lq
q∏
a=1
(−1)ia
(
la
ia
)
ζdesp+q(−k1, . . . ,−kp−1,−kp − i1 − · · · − iq,−j1, . . . ,−jq).
The above recurrence formula (0.4) also yields
(0.6) ζdesr (−k1, . . . ,−kr) =
∑
i+j=kr
i,j≥0
(
kr
i
)
ζdesr−1(−k1, . . . ,−kr−2,−kr−1 − i)ζ
des
1 (−j)
for k1, . . . , kr ∈ N0. We will extend the equation (0.6) to the equation (4.15) by
replacing −k1, . . . ,−kr−1 ∈ Z≤0 with s1, . . . , sr−1 ∈ C in Proposition 4.8.
The plan of our paper goes as follows. In §1, we will review the algebraic Birkoff
decomposition and the definition of the renormalized values in [6]. In §2, we will
recall the definition of the desingularized MZFs and the desingularized values intro-
duced by Furusho, Komori, Matsumoto and Tsumura in [10]. In §3, we will prove
the shuffle-type product formulae of desingularized values at non-positive integer
points (Theorem 3.3). In §4, we will show the formula (4.14) in Proposition 4.8,
which generalizes the equation (0.5) in the case of q = 1.
1. Algebraic Birkhoff decomposition and renormalized values
In this section, we assume H is a Hopf algebra over Q, A := Q[[z]][z−1] and
L(H,A) := {f : H → A | f is a Q-linear map}. For the maps f, g ∈ L(H,A), we
define the convolution f ∗ g ∈ L(H,A) by
f ∗ g := m ◦ (f ⊗ g) ◦∆,
where m is the product of A and ∆ is the coproduct of H. Then, the subset
G(H,A) := { f ∈ L(H,A)| f(1) = 1}
forms a group with the above convolution product ∗.
Theorem 1.1 ([4], [6]: the algebraic Birkhoff decomposition).
For f ∈ G(H,A), there are unique linear maps f+ : H → Q[[z]] and f− : H →
Q[z−1] with f−(1) = 1 ∈ Q such that
f = f−1− ∗ f+,
where f−1− is the inverse element of f− in G(H,A). Moreover the maps f− and f+
form algebra homomorphisms if the map f is an algebra homomorphism.
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Let Q〈d, y〉 be the Q-vector space generated by the word (including 1) of d and y.
We define the Q-algebra (Q〈d, y〉,0) by the new product0 : Q〈d, y〉
⊗2 → Q〈d, y〉
which is a Q-linear map recursively defined by
10 w := w0 1 := w,
yu0 v := u0 yv := y(u0 v),
du0 dv := d(u0 dv)− u0 d
2v,
for words u,v and w of d and y. This algebra (Q〈d, y〉,0) forms a non-commutative
algebra. We consider the following set S:
S := 〈dk{d(u0 v)− du0 v − u0 dv}, wd | u, v, w: words, k ∈ N0〉(Q〈d,y〉,0),
that is, to be the two-sided ideal of (Q〈d, y〉,0) algebraically generated by the
above elements. Then, the quotient
H0 := Q〈d, y〉/S,
forms a commutative and cocommutative Hopf algebra (its coproduct is not the
deconcatenation coproduct. For detail, see [6],[15]). We define the Q-linear map
φ : H0 → A by φ(1) := 1 and for k1, . . . , kn ∈ N0,
φ(dk1y · · · dkry)(z) := ∂k1z (x∂
k2
z ) · · · (x∂
kr
z )(x(z)),
where x := x(z) := e
z
1−ez ∈ Q[[z]][z
−1] and ∂z is the derivative by z.
Proposition 1.2 ([6, §4.2]). The Q-linear map φ : H0 → Q[[z]][z
−1] is well-defined
and forms algebra homomorphism.
By applying Theorem 1.1 to this map φ, we obtain the algebra homomorphism
φ+ : H0 → Q[[z]].
Definition 1.3 ([6, §4.2]). The renormalized values1 ζEMS(−k1, . . . ,−kr) is defined
by
ζEMS(−k1, . . . ,−kr) := lim
z→0
φ+(d
kry · · · dk1y)(z)
for k1, . . . , kr ∈ N0.
These renormalized values coincide with special values of the meromorphic con-
tinuation of MZFs at non-positive integer points which are non-singular, i.e.,
Proposition 1.4 ([6, Theorem 4.3]). For k ∈ N0, we have
ζEMS(−k) = ζ(−k),
and for k1, k2 ∈ N0 with k1 + k2 odd, we have
ζEMS(−k1,−k2) = ζ(−k1,−k2).
By Theorem 1.1 and Proposition 1.2, we get the proposition below:
Proposition 1.5 ([6, §4.2]: shuffle-type product formula).
For the elements w and w′ of H0, we have
φ+(w0 w
′) = φ+(w)φ+(w
′).
Here are examples in lower depth:
1If we follow the notations of [6], it should be denoted by ζ+(−kr, . . . ,−k1).
SHUFFLE-TYPE PRODUCT FORMULAE OF DESINGULARIZED VALUES OF MZFS 5
Examples 1.6. For a, b, c ∈ N0, we have
ζEMS(−a) · ζEMS(−b) =
a∑
k=0
(−1)k
(
a
k
)
ζEMS(−b− k,−a+ k),
ζEMS(−a) · ζEMS(−b,−c) =
∑
i1+j1=b
i2+j2=c
(−1)i1+i2
(
b
i1
)(
c
i2
)
ζEMS(−a− i1 − i2,−j1,−j2).
In the paper [15], the author showed the explicit formula of ζEMS(−k1, . . . ,−kn):
Proposition 1.7 ([15]). For r ∈ N, we have
ZEMS(t1, . . . , tr) =
r∏
i=1
(ti + · · ·+ tr)− (e
ti+···+tr − 1)
(ti + · · ·+ tr)(eti+···+tr − 1)
,
where ZEMS(t1, . . . , tr) is the generating function (0.2) of ζEMS(−k1, . . . ,−kr).
2. Desingularization of multiple zeta-functions
In this section, we review desingularized values introduced by Furusho, Komori,
Matsumoto and Tsumura in [10]. In §1.1, we recall the definition of the desingu-
larized MZF, and explain some remarkable properties of this function. In §1.2, we
review desingularized values and their generating function.
2.1. Desingularized MZFs. In this subsection, we review the definition of desin-
gularized MZF and the two properties, i.e., desingularized MZF can be analytically
continued to Cr as an entire function (Proposition 2.2) and can be represented by a
finite “linear” combination of MZFs (Proposition 2.3). We consider the generating
function2 H˜r (t1, . . . , tr; c) ∈ C[[t1, . . . , tr]] (cf. [10, Definition 1.9]):
H˜r (t1, . . . , tr; c) :=
r∏
j=1

 1
exp
(∑r
k=j tk
)
− 1
−
c
exp
(
c
∑r
k=j tk
)
− 1


=
r∏
j=1

 ∞∑
m=1
(1− cm)Bm
(∑r
k=j tk
)m−1
m!


for c ∈ R. Here Bm (m ≥ 0) is the Bernoulli number which is defined by
(2.1)
x
ex − 1
:=
∑
m≥0
Bm
m!
xm.
We note that B0 = 1, B1 = −
1
2 , B2 =
1
6 .
Definition 2.1 ([10, Definition 3.1]). For non-integral complex numbers s1, . . . , sr,
desingularized MZF ζdesr (s1, . . . , sr) is defined by
ζdesr (s1, . . . , sr)(2.2)
:= lim
c→1
c∈R\{1}
1
(1 − c)r
r∏
k=1
1
(e2piisk − 1)Γ(sk)
∫
Cr
H˜r (t1, . . . , tr; c)
r∏
k=1
tsk−1k dtk.
2It is denoted by H˜n ((tj); (1); c) in [10].
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Here C is the path consisting of the positive real axis (top side), a circle around the
origin of radius ε (sufficiently small), and the positive real axis (bottom side).
One of the remarkable properties of desingularized MZF is that it is an entire
function, i.e., the equation (2.2) is well-defined as an analytic function by the fol-
lowing proposition.
Proposition 2.2 ([10, Theorem 3.4]). The equation ζdesr (s1, . . . , sr) can be analyt-
ically continued to Cr as an entire function in (s1, . . . , sr) ∈ C
r by the following
integral expression:
ζdesr (s1, . . . , sr) =
r∏
k=1
1
(e2piisk − 1)Γ(sk)
·
∫
Cn
r∏
j=1
lim
c→1
c∈R\{1}
1
1− c

 1
exp
(∑r
k=j tk
)
− 1
−
c
exp
(
c
∑r
k=j tk
)
− 1

 r∏
k=1
tsk−1k dtk.
For indeterminates uj and vj (1 ≤ j ≤ r), we set
(2.3) Gr(u1, . . . , ur; v1, . . . , vr) :=
r∏
j=1
{
1− (ujvj + · · ·+ urvr)(v
−1
j − v
−1
j−1)
}
with the convention v−10 := 0, and we define the set of integers {a
r
l,m
} by
(2.4) Gr(u1, . . . , ur; v1, . . . , vr) =
∑
l=(lj)∈N
r
0
m=(mj)∈Z
r
|m|=0
ar
l,m
r∏
j=1
u
lj
j v
mj
j .
Here, |m| := m1 + · · ·+mr.
Another remarkable properties of desingularized MZF is that the function is given
by a finite “linear” combination of shifted MZFs, i.e.,
Proposition 2.3 ([10, Theorem 3.8]). For s1, . . . , sr ∈ C, we have the following
equality between meromorphic functions of the complex variables (s1, . . . , sr):
(2.5) ζdesr (s1, . . . , sr) =
∑
l=(lj)∈N
r
0
m=(mj)∈Z
r
|m|=0
ar
l,m

 r∏
j=1
(sj)lj

 ζ(s1 +m1, . . . , sr +mr).
Here, (s)k is the Pochhammer symbol, that is, for k ∈ N and s ∈ C (s)0 := 1 and
(s)k := s(s+ 1) · · · (s+ k − 1).
2.2. Desingularized values. We review the definition of desingularized values
and their explicit formula (Proposition 2.5), and then we give a recurrence formula
of desingularized values (Corollary 2.6).
Definition 2.4. For k1, . . . , kr ∈ N0, desingularized value ζ
des
r (−k1, . . . ,−kr) ∈
C is defined to be the special value of desingularized MZF ζdesr (s1, . . . , sr) at
(s1, . . . , sr) = (−k1, . . . ,−kr).
The generating function ZFKMT(t1, . . . , tr) of ζ
des
r (−k1, . . . ,−kr) in the equation
(0.1) is explicitly calculated as follows.
SHUFFLE-TYPE PRODUCT FORMULAE OF DESINGULARIZED VALUES OF MZFS 7
Proposition 2.5 ([10, Theorem 3.7]). We have
ZFKMT(t1, . . . , tr) =
r∏
i=1
(1− ti − · · · − tr)e
ti+···+tr − 1
(eti+···+tr − 1)2
.
In terms of ζdesr (−k1, . . . ,−kr) for k1, . . . , kr ∈ N0, the above equation is reformu-
lated to
ζdesr (−k1, . . . ,−kr) = (−1)
k1+···+kr
∑
ν1i+···+νii=ki
1≤i≤r
r∏
i=1
ki!∏r
j=i νij !
Bνii+···+νir+1.
By the above proposition we have the following recurrence formula:
Corollary 2.6.
(2.6) ZFKMT(t1, . . . , tr) = ZFKMT(t2, . . . , tr) · ZFKMT(t1 + · · ·+ tr) (r ∈ N).
In terms of ζdesr (−k1, . . . ,−kr), the equation (2.6) is reformulated to
(2.7)
ζdesr (−k1, . . . ,−kr) =
∑
i2+j2=k2
··
·
ir+jr=kr
r∏
a=2
(
ka
ia
)
ζdesr−1(−i2, . . . ,−ir)ζ
des
1 (−k1 − j2 − · · · − jr)
for k1, . . . , kr ∈ N0.
In the paper [15], the author showed that the desingularized values ζdesr (−k1, . . . ,−kr)
and renormalized values ζEMS(−k1, . . . ,−kr) in [6] are equivalent (the equation (0.3)),
i.e.
Theorem 2.7. For r ∈ N, we have
ZEMS(t1, . . . , tr) =
r∏
i=1
1− e−ti−···−tr
ti + · · ·+ tr
· ZFKMT(−t1, . . . ,−tr).
The following is an example of our equivalence:
Examples 2.8. For k ∈ N0, we have
ζEMS(−k) =
∑
i+j=k
(
k
i
)
(−1)j
i+ 1
ζFKMT(−j),
ζFKMT(−k) = (−1)
k
∑
i+j=k
(
k
i
)
BiζEMS(−j).
3. The product formulae at non-positive integer points
In this section, we prove the shuffle-type product formulae of desingularized
values at non-positive integer points (Theorem 3.3).
Lemma 3.1. For r ∈ N, we have
(3.1) ZFKMT(u1) · · ·ZFKMT(ur) = ZFKMT(u1 − u2, u2 − u3, . . . , ur−1 − ur, ur).
8 NAO KOMIYAMA
Proof. Let r ∈ N. Using the equation (2.6) repeatedly, we get
ZFKMT(t1, . . . , tr) =
r∏
i=1
ZFKMT(ti + · · ·+ tr).
We replace ti + · · ·+ tr to ui for i = 1, . . . , r in this formula. Then, we obtain the
equation (3.1). 
Calculating simply, we obtain the following lemma.
Lemma 3.2. For r ∈ N, a1, . . . , ar ∈ C and f : N0 → C, we have
∞∑
k=0
(a1 + · · ·+ ar)
k
k!
f(k) =
∞∑
k=0
f(k)
k!
∑
i1+···+ir=k
k!
i1! · · · ir!
ai11 · · · a
ir
r
=
∞∑
i1,...,ir=0
ai11 · · ·a
ir
r
i1! · · · ir!
f(i1 + · · ·+ ir).
Using the above two lemmas, we have the following theorem.
Theorem 3.3. For p, q ∈ N and k1, . . . , kp, l1, . . . , lq ∈ N0, we have
ζdesp (−k1, . . . ,−kp)ζ
des
q (−l1, . . . ,−lq)
(3.2)
=
∑
i1+j1=l1
··
·
iq+jq=lq
q∏
a=1
(−1)ia
(
la
ia
)
ζdesp+q(−k1, . . . ,−kp−1,−kp − i1 − · · · − iq,−j1, . . . ,−jq).
Proof. Using the equation (2.6) repeatedly, we get
ZFKMT(s1, . . . , sp)ZFKMT(t1, . . . , tq) = ZFKMT(s1+· · ·+sp) · · ·ZFKMT(sp)ZFKMT(t1+· · ·+tq) · · ·ZFKMT(tq).
By putting ui =
{
si + · · ·+ sp (1 ≤ i ≤ p),
ti−p + · · ·+ tq (p+ 1 ≤ i ≤ p+ q),
and applying the equation (3.1)
to the above equation, we have
ZFKMT(s1, . . . , sp)ZFKMT(t1, . . . , tq)
=ZFKMT(s1, . . . , sp−1, sp − t1 − · · · − tq, t1, . . . , tq)
=
∑
k1,...,kp≥0
(−s1)
k1 · · · (−sp−1)
kp−1(−sp + t1 + · · ·+ tq)
kp
k1! · · · kp−1!kp!
·
∑
j1,...,jq≥0
(−t1)
j1 · · · (−tq)
jq
j1! · · · jq !
ζ
des
p+q(−k1, . . . ,−kp,−j1, . . . ,−jq)
=
∑
k1,...,kp−1≥0
j1,...,jq≥0
(−s1)
k1 · · · (−sp−1)
kp−1
k1! · · · kp−1!
(−t1)
j1 · · · (−tq)
jq
j1! · · · jq !
·
∑
kp≥0
(−sp + t1 + · · ·+ tq)
kp
kp!
ζ
des
p+q(−k1, . . . ,−kp,−j1, . . . ,−jq)
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Using Lemma 3.2, we get
ZFKMT(s1, . . . , sp)ZFKMT(t1, . . . , tq)
=
∑
k1,...,kp−1≥0
j1,...,jq≥0
(−s1)
k1 · · · (−sp−1)
kp−1
k1! · · · kp−1!
(−t1)
j1 · · · (−tq)
jq
j1! · · · jq !
·
∑
kp,i1,...,iq≥0
(−sp)
kp t
i1
1 · · · t
iq
q
kp!i1! · · · iq!
ζ
des
p+q(−k1, . . . ,−kp − i1 − · · · − iq,−j1, . . . ,−jq)
=
∑
k1,...,kp≥0
(−s1)
k1 · · · (−sp)
kp
k1! · · · kp!
·
∑
i1,...,iq≥0
j1,...,jq≥0
t
i1
1 · · · t
iq
q
i1! · · · iq!
(−t1)
j1 · · · (−tq)
jq
j1! · · · jq!
ζ
des
p+q(−k1, . . . ,−kp − i1 − · · · − iq,−j1, . . . ,−jq)
ZFKMT(s1, . . . , sp)ZFKMT(t1, . . . , tq)
=
∑
k1,...,kp≥0
(−s1)
k1 · · · (−sp)
kp
k1! · · · kp!
·
∑
i1,...,iq≥0
j1,...,jq≥0
(−t1)
i1+j1 · · · (−tq)
iq+jq
i1! · · · iq !j1! · · · jq !
(−1)i1+···+iqζdesp+q(−k1, . . . ,−kp − i1 − · · · − iq ,−j1, . . . ,−jq)
=
∑
k1,...,kp≥0
l1,...,lq≥0
(−s1)
k1 · · · (−sp)
kp
k1! · · · kp!
(−t1)
l1 · · · (−tq)
lq
l1! · · · lq!
·
∑
i1+j1=l1
·
·
·
iq+jq=lq
q∏
a=1
(
la
ia
)
(−1)iaζdesp+q(−k1, . . . ,−kp − i1 − · · · − iq ,−j1, . . . ,−jq).
On the other hand, by the definition of ZFKMT(t1, . . . , tq), we have
ZFKMT(s1, . . . , sp)ZFKMT(t1, . . . , tq)
=


∑
k1,...,kp≥0
(−s1)
k1 · · · (−sp)
kp
k1! · · · kp!
ζ
des
p (−k1, . . . ,−kp)


·


∑
l1,...,lq≥0
(−t1)
l1 · · · (−tq)
lq
l1! · · · lq !
ζ
des
q (−l1, . . . ,−lq)


=
∑
k1,...,kp≥0
l1,...,lq≥0
(−s1)
k1 · · · (−sp)
kp
k1! · · · kp!
(−t1)
l1 · · · (−tq)
lq
l1! · · · lq!
ζ
des
p (−k1, . . . ,−kp)ζ
des
q (−l1, . . . ,−lq).
Therefore, we obtain the equation (3.2). 
Here are examples for (p, q) = (1, 1), (1, 2).
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Examples 3.4. For a, b, c ∈ N0, we have
ζdes1 (−a)ζ
des
1 (−b) =
∑
i1+j1=b
(−1)i1
(
b
i1
)
ζdes2 (−a− i1,−j1),
ζdes1 (−a)ζ
des
2 (−b,−c) =
∑
i1+j1=b
i2+j2=c
(−1)i1+i2
(
b
i1
)(
c
i2
)
ζdes3 (−a− i1 − i2,−j1,−j2).
Remark 3.5. In order to prove Theorem 3.3, we essentially used only the property
(2.6) of ZFKMT(t1, . . . , tr), which also holds for ZEMS(t1, . . . , tr), so ζ
des
r (−k1, . . . ,−kr)
satisfies the same shuffle-type product formula to ζEMS(−k1, . . . ,−kr) introduced in
[6].
4. More general product formulae
In this section, we prove a generalization of the equation (0.6) in Proposition 4.8
and general “shuffle product” between ζdesr (s1, . . . , sr−1) and ζ
des
1 (−l) in Proposition
4.10. We assume r ∈ N≥2 in this section. We start with the following lemma on
the property of the Pochhammer symbol.
Lemma 4.1. For a, b ∈ C and n ∈ N0, we have
(a+ b)n =
∑
i+j=n
(
n
i
)
(a)i(b)j .
Proof. By considering the Taylor expansion of (1− t)−a, we get
(1− t)−a =
∑
n≥0
(a)n
n!
tn.
Because we have (1− t)−a−b = (1 − t)−a(1 − t)−b, by comparing the coefficient of
this equation, we obtain the claim. 
The above lemma is used in the proof of Proposition 4.7.
Next, we prove a property of Gr((uj); (vj)) defined by the equation (2.3).
Proposition 4.2. We have
Gr
(
u1, . . . , ur; v1, . . . , vr−1,
ur + z
ur
vr−1
)
(4.1)
= (z + 1)Gr−1(u1, . . . , ur−2, ur−1 + ur + z; v1, . . . , vr−1).
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Proof. By the definition of Gr((uj); (vj)), we have
Gr
(
u1, . . . , ur; v1, . . . , vr−1,
ur + z
ur
vr−1
)
=
r−1∏
j=1
{
1−
(
ujvj + · · ·+ ur−1vr−1 + ur
ur + z
ur
vr−1
)
(v−1j − v
−1
j−1)
}
·
{
1− ur
ur + z
ur
vr−1
((
ur + z
ur
vr−1
)−1
− v−1r−1
)}
=
r−1∏
j=1
{
1− (ujvj + · · ·+ ur−1vr−1 + (ur + z)vr−1) (v
−1
j − v
−1
j−1)
}
·
{
1− (ur + z)vr−1
(
ur
ur + z
− 1
)
v−1r−1
}
=
r−1∏
j=1
{
1− (ujvj + · · ·+ ur−2vr−2 + (ur−1 + ur + z)vr−1) (v
−1
j − v
−1
j−1)
}
· {1− (ur − (ur + z))}
=(z + 1)Gr−1(u1, . . . , ur−2, ur−1 + ur + z; v1, . . . , vr−1).

It is easy to prove the following lemma by comparing coefficients ar
l,m
of the
equations (2.3) and (2.4).
Lemma 4.3. Let l := (lj) ∈ N
r
0 and m := (mj) ∈ Z
r. If mr 6= lr−1, lr or mr < 0,
then we have
(4.2) ar
l,m = 0.
For our simplicities, we employ the following symbols:
Notation 4.4. Let s1, . . . , sr and z be indeterminates. For r-tuple symbol s :=
(s1, . . . , sr), the symbols s
′ and s− are defined by
s
′ := (s1, . . . , sr−2, sr−1 + sr),
s
− := (s1, . . . , sr−1),
|s| := s1 + · · ·+ sr,
and we define z := (0, . . . , 0︸ ︷︷ ︸
r−1
, z).
Lemma 4.5. For the functions f : Zr → C and g : Nr+10 → C with
#{n ∈ Zr | f(n) 6= 0} <∞ and #{a ∈ Nr+10 | g(a) 6= 0} <∞,
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we have ∑
n=(nj)∈Z
r
|n|=0
f(n) =
∑
m=(mj)∈Z
r−1
|m|=0
∑
p+q=mr−1
p,q∈Z
f(m−, p, q),(4.3)
∑
l=(lj)∈Nr0
g(l′, lr−1, lr) =
∑
k=(kj)∈N
r−1
0
∑
p+q=kr−1
p,q∈N0
g(k, p, q).(4.4)
Proof. We only prove the equation (4.3), because the proof of the equation (4.4)
can be done in the same way to that of the equation (4.3). We have∑
n=(nj)∈Z
r
|n|=0
f(n) =
∑
n1,...,nr−2,nr−1∈Z
f(n1, . . . , nr−2, nr−1,−n1 − · · · − nr−2 − nr−1)
=
∑
m1,...,mr−2∈Z
∑
nr−1∈Z
f(m1, . . . ,mr−2, nr−1,−m1 − · · · −mr−2 − nr−1).
When we put mr−1 := −m1 − · · · −mr−2, then mr−1 can run over all integers. So
we get
=
∑
m=(mj)∈Z
r−1
|m|=0
∑
nr−1∈Z
f(m1, . . . ,mr−2, nr−1,mr−1 − nr−1).
When we put p := nr−1 and q := mr−1 − nr−1, then p and q run over all integers
with p+ q = mr−1. So we obtain
=
∑
m=(mj)∈Z
r−1
|m|=0
∑
p+q=mr−1
p,q∈Z
f(m−, p, q).

Using Lemma 4.3 and Lemma 4.5, we get the following corollary.
Corollary 4.6. For l := (l1, . . . , lr) ∈ N
r
0 and m := (m1, . . . ,mr−1) ∈ Z
r−1 with
|m| = 0, we have
ar
l,(m−,mr−1−lr,lr)
+ ar
l,(m−,mr−1−lr+1,lr−1)
=
(
lr−1 + lr
lr−1
)
ar−1
l
′,m
(4.5)
= −ar(l−,lr+1),(m−,mr−1−lr ,lr)
.
Proof. Let r ∈ N. By the equation (2.4) (the definition of the coefficient ar
l,m
of
the function Gr), we have
Gr
(
u1, . . . , ur; v1, . . . , vr−1,
ur + z
ur
vr−1
)
=
∑
l=(lj)∈N
r
0
n=(nj)∈Z
r
|n|=0
a
r
l,n
(
r∏
j=1
u
lj
j
)(
r−1∏
j=1
v
nj
j
)(
ur + z
ur
vr−1
)nr
.
(4.6)
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By using the equation (4.3) of Lemma 4.5, we have
Gr
(
u1, . . . , ur; v1, . . . , vr−1,
ur + z
ur
vr−1
)
=
∑
l=(lj)∈N
r
0
m=(mj)∈Z
r−1
|m|=0
∑
p+q=mr−1
p,q∈Z
ar
l,(m−,p,q)

 r∏
j=1
u
lj
j



r−2∏
j=1
v
mj
j

 vpr−1
(
ur + z
ur
vr−1
)q
=
∑
l=(lj)∈N
r
0
m=(mj)∈Z
r−1
|m|=0
∑
p+q=mr−1
p,q∈Z
ar
l,(m−,p,q)

 r∏
j=1
u
lj
j

(ur + z
ur
)qr−1∏
j=1
v
mj
j

 .
By Lemma 4.3, we get ar
l,(m−,p,q) = 0 for q 6= lr − 1, lr. So we have
Gr
(
u1, . . . , ur; v1, . . . , vr−1,
ur + z
ur
vr−1
)
=
∑
l=(lj)∈N
r
0
m=(mj)∈Z
r−1
|m|=0

arl,(m−,mr−1−lr+1,lr−1)

r−1∏
j=1
u
lj
j

 ur(ur + z)lr−1

r−1∏
j=1
v
mj
j


+ar
l,(m−,mr−1−lr ,lr)

r−1∏
j=1
u
lj
j

 (ur + z)lr

r−1∏
j=1
v
mj
j




=
∑
l=(lj)∈N
r
0
m=(mj)∈Z
r−1
|m|=0

arl,(m−,mr−1−lr+1,lr−1)

r−1∏
j=1
u
lj
j

 (−z)(ur + z)lr−1

r−1∏
j=1
v
mj
j


+ ar
l,(m−,mr−1−lr+1,lr−1)

r−1∏
j=1
u
lj
j

 (ur + z)lr

r−1∏
j=1
v
mj
j


+ar
l,(m−,mr−1−lr ,lr)

r−1∏
j=1
u
lj
j

 (ur + z)lr

r−1∏
j=1
v
mj
j



 .
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By Lemma 4.3, we get ar
l,(m−,mr−1+1,−1)
= 0 (i.e. the case of lr = 0). By replacing
lr − 1 with lr, we have
Gr
(
u1, . . . , ur; v1, . . . , vr−1,
ur + z
ur
vr−1
)
= −z
∑
l=(lj)∈N
r
0
m=(mj)∈Z
r−1
|m|=0

ar(l−,lr+1),(m−,mr−1−lr,lr)

r−1∏
j=1
u
lj
j

 (ur + z)lr

r−1∏
j=1
v
mj
j




+
∑
l=(lj)∈N
r
0
m=(mj)∈Z
r−1
|m|=0


(
ar
l,(m−,mr−1−lr,lr)
+ ar
l,(m−,mr−1−lr+1,lr−1)
)
·

r−1∏
j=1
u
lj
j

 (ur + z)lr

r−1∏
j=1
v
mj
j



 .
On the other hand, we have
(z + 1)Gr−1(u1, . . . , ur−2, ur−1 + ur + z; v1, . . . , vr−1)
= (z + 1)
∑
k=(kj)∈N
r−1
0
m=(mj)∈Z
r−1
|m|=0
ar−1
k,m

r−2∏
j=1
u
kj
j

 (ur−1 + ur + z)kr−1

r−1∏
j=1
v
mj
j


= (z + 1)
∑
k=(kj)∈N
r−1
0
m=(mj)∈Z
r−1
|m|=0
ar−1
k,m

r−2∏
j=1
u
kj
j

 ∑
p+q=kr−1
p,q∈N0
(
kr−1
p
)
upr−1(ur + z)
q

r−1∏
j=1
v
mj
j

 .
By using the equation (4.4) of Lemma 4.5, we have
(z + 1)Gr−1(u1, . . . , ur−2, ur−1 + ur + z; v1, . . . , vr−1)(4.7)
= (z + 1)
∑
l=(lj)∈N
r
0
m=(nj)∈Z
r−1
|m|=0
(
lr−1 + lr
lr−1
)
a
r−1
l
′
,m
(
r−1∏
j=1
u
lj
j
)
(ur + z)
lr
(
r−1∏
j=1
v
mj
j
)
.
By comparing the coefficients of (4.6) and (4.7), we obtain (4.5). 
By tracing the proof of Corollary 4.6 inversely, we get the following proposition.
Proposition 4.7. For s1, . . . , sr, z ∈ C,
∑
l=(lj)∈N
r
0
n=(nj)∈Z
r
|n|=0
ar
l,n

 r∏
j=1
(sj)lj

Γ(sr + nr + z)Γ(−z)
Γ(sr + nr)
ζr−1(s
′ + n′ + z′)(4.8)
= (1 + z)
Γ(sr + z)Γ(−z)
Γ(sr)
ζdesr−1(s
′ + z′),
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holds except for singularities.
Proof. Let s1, . . . , sr, z ∈ C. Using Corollary 4.6, we have
(z + 1)
∑
l=(lj)∈N
r
0
(
lr−1 + lr
lr−1
)
a
r−1
l
′
,m
(
r−1∏
j=1
(sj)lj
)
(sr + z)lr
(4.9)
= −z
∑
l=(lj)∈N
r
0
{
a
r
(l
−
,lr+1),(m−,mr−1−lr ,lr)
(
r−1∏
j=1
(sj)lj
)
(sr + z)lr
}
+
∑
l=(lj)∈N
r
0
{(
a
r
l,(m−,mr−1−lr ,lr)
+ arl,(m−,mr−1−lr+1,lr−1)
)(r−1∏
j=1
(sj)lj
)
(sr + z)lr
}
.
By multiplying the function ζr−1(s
′+m+z′) and taking summation overm ∈ Zr−1
with |m| = 0, we have
∑
m=(mj)∈Z
r−1
|m|=0
(R.H.S. of (4.9)) · ζr−1(s′ +m+ z′)
= −z
∑
l=(lj)∈N
r
0
m=(mj)∈Z
r−1
|m|=0

a
r
(l
−
,lr+1),(m−,mr−1−lr,lr)


r−1∏
j=1
(sj)lj

 (sr + z)lr ζr−1(s′ +m+ z′)


+
∑
l=(lj)∈N
r
0
m=(mj)∈Z
r−1
|m|=0


(
ar
l,(m−,mr−1−lr ,lr)
+ ar
l,(m−,mr−1−lr+1,lr−1)
)
·


r−1∏
j=1
(sj)lj

 (sr + z)lr ζr−1(s′ +m+ z′)


=
∑
l=(lj)∈N
r
0
m=(mj)∈Z
r−1
|m|=0

a
r
l,(m−,mr−1−lr+1,lr−1)


r−1∏
j=1
(sj)lj

 (−z)(sr + z)lr−1ζr−1(s′ +m+ z′)
+ ar
l,(m−,mr−1−lr+1,lr−1)


r−1∏
j=1
(sj)lj

 (sr + z)lrζr−1(s′ +m+ z′)
+ar
l,(m−,mr−1−lr,lr)


r−1∏
j=1
(sj)lj

 (sr + z)lrζr−1(s′ +m+ z′)


=
∑
l=(lj)∈N
r
0
m=(mj)∈Z
r−1
|m|=0

a
r
l,(m−,mr−1−lr+1,lr−1)


r−1∏
j=1
(sj)lj

 (sr + lr − 1)(sr + z)lr−1ζr−1(s′ +m+ z′)
+ar
l,(m−,mr−1−lr,lr)


r−1∏
j=1
(sj)lj

 (sr + z)lrζr−1(s′ +m+ z′)

 .
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By Lemma 4.3, we get ar
l,(m−,p,q) = 0 for q 6= lr − 1, lr. So we have∑
m=(mj)∈Z
r−1
|m|=0
(R.H.S. of (4.9)) · ζr−1(s
′ +m+ z′)
=
∑
l=(lj)∈N
r
0
m=(mj)∈Z
r−1
|m|=0
∑
p+q=mr−1
p,q∈Z
ar
l,(m−,p,q)

 r∏
j=1
(sj)lj

 (sr + z)q
(sr)q
ζr−1(s
′ +m+ z′).
By using the equation (4.3) of Lemma 4.5, we have∑
m=(mj)∈Z
r−1
|m|=0
(R.H.S. of (4.9)) · ζr−1(s
′ +m+ z′)(4.10)
=
∑
l=(lj)∈N
r
0
n=(nj)∈Z
r
|n|=0
ar
l,n

 r∏
j=1
(sj)lj

 (sr + z)nr
(sr)nr
ζr−1(s
′ + n′ + z′).
We have Γ(s+n) = (s)nΓ(s) for s ∈ C and n ∈ N0, by the relation Γ(s+1) = sΓ(s).
By multiplying the equation (4.10) with Γ(sr + z)Γ(−z)/Γ(sr), we obtain
Γ(sr + z)Γ(−z)
Γ(sr)
· (L.H.S. of (4.10))(4.11)
=
∑
l=(lj)∈N
r
0
n=(nj)∈Z
r
|n|=0
ar
l,n

 r∏
j=1
(sj)lj

 Γ(sr + nr + z)Γ(−z)
Γ(sr + nr)
ζr−1(s
′ + n′ + z′).
On the other hand, we have∑
m=(mj)∈Z
r−1
|m|=0
(L.H.S. of (4.9)) · ζr−1(s
′ +m+ z′)
= (z + 1)
∑
l=(lj)∈N
r
0
m=(mj)∈Z
r−1
|m|=0
(
lr−1 + lr
lr−1
)
ar−1
l
′,m

r−1∏
j=1
(sj)lj

 (sr + z)lrζr−1(s′ +m+ z′).
By using the equation (4.4) of Lemma 4.5, we have
= (z + 1)
∑
k=(kj)∈N
r−1
0
m=(mj)∈Z
r−1
|m|=0
∑
p+q=kr−1
p,q∈N0
(
kr−1
p
)
ar−1
k,m
·

r−2∏
j=1
(sj)kj

 (sr−1)p(sr + z)qζr−1(s′ +m+ z′).
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Using Lemma 4.1, we have∑
m=(mj)∈Z
r−1
|m|=0
(L.H.S. of (4.9)) · ζr−1(s
′ +m+ z′)(4.12)
= (z + 1)
∑
k=(kj)∈N
r−1
0
m=(mj)∈Z
r−1
|m|=0
a
r−1
k,m
(
r−2∏
j=1
(sj)kj
)
(sr−1 + sr + z)kr−1ζr−1(s
′ +m+ z′).
By multiplying the equation (4.12) with Γ(sr + z)Γ(−z)/Γ(sr) and by the equation
(2.5) of the desingularized function ζdesr (s), we obtain
Γ(sr + z)Γ(−z)
Γ(sr)
· (R.H.S. of (4.12)) = (1 + z)
Γ(sr + z)Γ(−z)
Γ(sr)
ζdesr−1(s
′ + z′).
(4.13)
So we obtain the equation (4.8), by combining the equations (4.11) and (4.13)
because we have (4.10) = (4.12). 
Proposition 4.8. For s1, . . . , sr−1 ∈ C and k ∈ N0, we have
(4.14) ζdesr (s1, . . . , sr−1,−k) =
∑
i+j=k
(
k
i
)
ζdesr−1(s1, . . . , sr−2, sr−1 − i)ζ
des
1 (−j).
Proof. Let s := (s1, . . . , sr) ∈ C
r. By Mellin-Barnes integral formula, we obtain
the following formula ([19, the equation (3.7)]);
ζr(s) =
1
2pii
∫
(c)
Γ(sr + z)Γ(−z)
Γ(sr)
ζr−1(s
′ + z′)ζ(−z)dz,
for ℜ(sj) > 1 (1 ≤ j ≤ r), −ℜ(sr) < c < 0 and the path of integration is the
vertical line ℜ(z) = c. By this formula and the definition of ζdesr (s), we have
ζdesr (s) =
∑
l=(lj)∈N
r
0
n=(nj)∈Z
r
|n|=0
ar
l,n

 r∏
j=1
(sj)lj

 ζ(s + n).
=
1
2pii
∫
(c)
∑
l=(lj)∈N
r
0
n=(nj)∈Z
r
|n|=0
ar
l,n

 r∏
j=1
(sj)lj

 Γ(sr + nr + z)Γ(−z)
Γ(sr + nr)
· ζr−1(s
′ + n′ + z′)ζ(−z)dz.
Using Proposition 4.7, we get
=
1
2pii
∫
(c)
(1 + z)
Γ(sr + z)Γ(−z)
Γ(sr)
ζdesr−1(s
′ + z′)ζ(−z)dz.
By Proposition 2.3, we have the formula ζdes1 (s) = (1− s)ζ(s), so we obtain
=
1
2pii
∫
(c)
Γ(sr + z)Γ(−z)
Γ(sr)
ζdesr−1(s
′ + z′)ζdes1 (−z)dz.
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For M ∈ N and sufficiently small ε > 0, we set D := {z ∈ C | c < ℜ(z) < M − ε}.
For z ∈ D, we have ℜ(sr + z) > 0 by −ℜ(sr) < c < 0. So singularities of the above
integrand, which lie on D, are only z = 0, 1, 2, . . . ,M − 1. By using the residue
theorem, we get
=−
M−1∑
j=0
Res
[
Γ(sr + z)Γ(−z)
Γ(sr)
ζdesr−1(s
′ + z′)ζdes1 (−z), z = j
]
+
1
2pii
∫
(M−ε)
Γ(sr + z)Γ(−z)
Γ(sr)
ζdesr−1(s
′ + z′)ζdes1 (−z)dz.
By the same arguments to those of [19], the above second term converge. By using
the fact that the residue of gamma function Γ(s) at s = −j is (−1)
j
j! , we get
=
M−1∑
j=0
(
−sr
j
)
ζdesr−1(s1, . . . , sr−2, sr−1 + sr + j)ζ
des
1 (−j)
+
1
2piiΓ(sr)
∫
(M−ε)
Γ(sr + z)Γ(−z)ζ
des
r−1(s
′ + z′)ζdes1 (−z)dz.
Setting sr = −k and M = k + 1 for k ∈ N0, we obtain
ζdesr (s1, . . . , sr−1,−k) =
k∑
j=0
(
k
j
)
ζdesr−1(s1, . . . , sr−2, sr−1 − k + j)ζ
des
1 (−j),
because 1/Γ(−k) = 0 for k ∈ N0. 
Remark 4.9. In case of r = 2, the above theorem recovers the equation
ζdes2 (s,−N) =
∑
i+j=N
(
N
i
)
ζdes1 (s− i)ζ
des
1 (−j)
shown in [11, Proposition 4.3].
By Proposition 4.8, we obtain the following corollary.
Proposition 4.10. For s1, . . . , sr−1 ∈ C and l ∈ N0, we have
(4.15) ζdesr−1(s1, . . . , sr−1)ζ
des
1 (−l) =
∑
i+j=l
(−1)i
(
l
i
)
ζdesr (s1, . . . , sr−2, sr−1 − i,−j).
Proof. We prove this claim by induction on l. It is clear that the case of l = 0
follows from the case of k = 0 of Proposition 4.8. By putting k = l0 (≥ 1) in the
equation (4.14), we get
ζdesr−1(s1, . . . , sr−1)ζ
des
1 (−l0)
= ζdesr (s1, . . . , sr−1,−l0)−
l0−1∑
j=0
(
l0
j
)
ζdesr−1(s1, . . . , sr−2, sr−1 − l0 + j)ζ
des
1 (−j).
In the second term of the right hand side of this equation, by using our induction
hypothesis (i.e. the equation (4.15) in the case of 0 ≤ l ≤ l0 − 1), we obtain the
equation (4.15) of l = l0. 
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Putting p = r − 1 and q = 1 in Theorem 3.3, we obtain
ζdesr−1(−k1, . . . ,−kr−1)ζ
des
1 (−l) =
∑
i+j=l
(−1)i
(
l
i
)
ζdesr (−k1, . . . ,−kr−2,−kr−1−i,−j)
for k1, . . . , kr−1, l ∈ N0. Therefore the equation (4.15) can be regarded as a gener-
alization of this equation.
Remark 4.11. In our forthcoming paper [16], we will show a more general formula
which extends both Theorem 3.3 and Proposition 4.10.
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