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Resumen Este trabajo presenta una implementacio´n, utilizando el Sis-
tema Operativo de Tiempo Real nxtOSEK y el kit de robo´tica educativa
Lego Mindstorms NXT 2.0, en conﬁguracio´n segway, de un me´todo de
Slack Stealing para la administracio´n del tiempo ocioso en un Sistema
de Tiempo Real, junto con una Tarea Planiﬁcadora que aprovecha el
mismo para la ejecucio´n concurrente de tareas perio´dicas y espora´dicas,
sin que las primeras pierdan sus vencimientos. Mediante este desarrollo,
se pueden ejecutar tareas no cr´ıticas de manera concurrente, sin afectar
las tareas cr´ıticas que mantienen el segway en equilibrio.
1. Introduccio´n
Este trabajo presenta la implementacio´n de una te´cnica de administracio´n
de tiempo ocioso, denominado Slack Stealing (SS), junto con una Tarea Plani-
ﬁcadora (TP), que implementa una pol´ıtica de planiﬁcacio´n que utiliza dicha
te´cnica para usar el tiempo ocioso para la ejecucio´n concurrente de tareas, en un
Sistema Operativo de Tiempo Real (SOTR) basado en el esta´ndar OSEK/VDX,
utilizado en la industria automotriz1. Como plataforma de prueba se utiliza un
Lego Mindstorms NXT 2.0, en conﬁguracio´n segway, donde el sistema de control,
realimentado con sensores que provee la plataforma, es implementado median-
te un Sistema de Tiempo Real (STR), con un sistema de control remoto v´ıa
Bluetooth y deteccio´n de obsta´culos.
El trabajo se organiza de la siguiente manera: en la seccio´n 2, se realiza
una introduccio´n a los STR y a los me´todos de SS. En la seccio´n 3 se comentan
trabajos previos. Luego, en la secciones 4 y 5 se describe el esta´ndar OSEK/VDX
y la plataforma Mindstorms. Seguidamente, en las secciones 6 y 7 se presenta el
disen˜o general e implementacio´n del sistema. Finalmente, la seccio´n 8 presenta
las conclusiones y los trabajos futuros.
1 Actualmente se esta´ desarrollando a nivel nacional el FreeOSEK bajo dicho esta´ndar,
utilizado en el proyecto CIAA (Computadora Industrial Abierta Argentina).
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2. Introduccio´n a los Sistemas de Tiempo Real
En un STR los resultados, adema´s de ser correctos aritme´tica y lo´gicamente,
deben producirse antes de un instante denominado vencimiento [18].
Segu´n que tan cr´ıtico es el cumplimiento de los vencimientos, los STR se
clasiﬁcan en tres tipos. El primer tipo, denominado duro o cr´ıtico, no tolera la
pe´rdida de vencimientos. El segundo tipo permite la pe´rdida de algunos ven-
cimientos, y se denomina blando. Finalmente, el tercer tipo, ﬁrme, tipiﬁca las
pe´rdidas segu´n un criterio estad´ıstico.
Los STR del tipo duro son utilizados en sistemas donde la pe´rdida de un
vencimiento tiene consecuencias graves (avio´nica, control industrial, soporte a
la vida, etc.). Por lo tanto, en etapa de disen˜o se garantiza el cumplimiento de
los vencimientos con un test de planiﬁcabilidad [10, 1, 7, 22]. De ser exitoso, se
dice que el STR es planiﬁcable. En [10] se probo´ que el peor instante de carga, en
sistemas mono-recurso, es cuando todas las tareas solicitan ejecucio´n simulta´nea
(instante cr´ıtico). Si el STR es planiﬁcable en dicho instante, lo sera´ en cualquier
otro.
Un STR utiliza un algoritmo de planiﬁcacio´n para determinar que´ tarea eje-
cutara´ en un instante dado, que puede ser esta´tico o dina´mico [2]. Los algoritmos
dina´micos asignan una prioridad a cada una de las tareas, que puede variar en
tiempo de ejecucio´n (prioridades dina´micas) o no (prioridades ﬁjas). Los algo-
ritmos de planiﬁcacio´n dina´micos por prioridades ﬁjas ma´s utilizados son Rate
Monotonic (RM) [10] y Deadline Monotonic (DM) [8].
Una tarea de tiempo real i (τi) es generalmente caracterizada mediante su
periodo (Ti), su vencimiento relativo (Di) y su peor caso de tiempo de ejecucio´n
(Ci). Luego un STR con n tareas es deﬁnido como el conjunto de ternas:
S(n) = (Ci, Ti, Di), ..., (Cn, Tn, Dn) (1)
En el caso de las tareas espora´dicas, el valor del periodo (T ) representa el
mı´nimo tiempo entre dos activaciones consecutivas de la tarea.
Un STR ejecuta, por lo general, un conjunto predeﬁnido de tareas perio´dicas
con requerimientos de tiempo real, a las que se denominan Tareas de Tiempo
Real (TTR). El STR puede poseer tambie´n tareas sin requerimientos de tiempo
real, denominadas Tareas de No Tiempo Real (TNTR). A este tipo de sistemas
se lo denomina STR Heteroge´neo (STRH). La ejecucio´n de las TNTR no debe
causar pe´rdida de vencimientos de las TTR, pero a su vez pueden tener algu´n
requerimiento especial, como atencio´n prioritaria. Para lograr una planiﬁcacio´n
concurrente eﬁciente, es necesario un me´todo que aproveche el tiempo ocioso
dejado por las TTR para la ejecucio´n de las TNTR.
2.1. Introduccio´n a los Me´todos de Slack Stealing
Los me´todos de SS permiten, en STR que cuentan con tiempo ocioso en algu´n
momento de su ejecucio´n, identiﬁcar y aprovechar parte del mismo [19, 20]. Este
tiempo ocioso es denominado Slack Disponible (SD). Este es el tiempo que, en
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un determinado intervalo, las TTR no utilizara´n, suponiendo que cumplan con
su peor caso de tiempo de ejecucio´n. Este tiempo ocioso se puede aprovechar
para ejecutar otros requerimientos, retrasando las TTR sin comprometer su pla-
niﬁcabilidad. Por ejemplo, puede utilizarse para mejorar la calidad de servicio de
tareas no criticas, que de otra manera tendr´ıan que esperar a que los intervalos
ociosos ocurran naturalmente (atencio´n en background).
Varios trabajos han presentado implementaciones de SS [4, 17, 6, 21, 9], que
diﬁeren entre s´ı segu´n si realizan el ca´lculo en tiempo de ejecucio´n o de ini-
cializacio´n, o bien de manera exacta o aproximada. Los primeros me´todos de
ca´lculo exacto eran costosos, y su implementacio´n en tiempo de ejecucio´n, invia-
ble. Sin embargo, trabajos ma´s recientes presentan nuevas te´cnicas que reducen
considerablemente el costo de ca´lculo [21].
3. Estado del Arte
Existen trabajos previos de implementacio´n de me´todos de SS en un SOTR.
En [14] se realiza una implementacio´n de una variante del algoritmo aproximado
presentado en [3], en el SOTR MaRTE OS2. En [5] se desarrolla, tambie´n sobre
MaRTE OS, una implementacio´n del algoritmo exacto y de menor costo, pro-
puesto en [21]. Un framework para la implementacio´n de te´cnicas de SS sobre
el SOTR FreeRTOS3 es presentado en [15]. En los trabajos [12, 11, 13] se desa-
rrolla una implementacion de un me´todo aproximado sobre RTSJ (Real-Time
Speciﬁcation for Java).
El disen˜o e implementacio´n de una TP fue presentado en [16], donde se
describe adema´s un desarrollo de referencia sobre FreeRTOS, que implementa
un planiﬁcador basado en SS como ejemplo.
4. Esta´ndar OSEK/VDX
El esta´ndar OSEK/VDX4 es un conjunto de normas para Sistemas Embe-
bidos (SE) en automo´viles, para el disen˜o del Sistema Operativo (SO), comu-
nicacio´n (COM), administracio´n de redes (NM) y lenguaje de implementacio´n
(OIL). Nace de la fusio´n, en 1994, del esta´ndar OSEK, impulsado por automo-
trices alemanas (BMW, Opel, VW, DaimlerChrysler, entre otras), y el proyecto
VDX, desarrollado por Renault y PSA. Actualmente, la industria se encuentra
migrando hacia un nuevo esta´ndar, basado en OSEK/VDX, denominado AU-
TOSAR5.
La especiﬁcacio´n del esta´ndar para el disen˜o del SO se denomina OSEK-OS.
Especiﬁca que el SOTR debe ser de tipo esta´tico, lo que implica que las tareas,
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deﬁnidos previo a la compilacio´n, durante un proceso denominado generacio´n. La
conﬁguracio´n del sistema se realiza mediante el lenguaje OSEK Implementation
Language (OIL), y las funcionalidades particulares con el lenguaje C. Luego,
mediante un Generador se transforma los archivos OIL en equivalentes C, y
junto con los archivos fuente que implementan la funcionalidad, se compila un
archivo binario, que contiene el sistema ﬁnal.
4.1. Planiﬁcacio´n de Tareas en OSEK/VDX
Una tarea provee un marco para la ejecucio´n de un conjunto de acciones. El
SOTR permite la ejecucio´n concurrente de mu´ltiples tareas, segu´n una pol´ıtica
de planiﬁcacio´n. El esta´ndar OSEK/VDX especiﬁca dos pol´ıticas:
1. Apropiativa: la tarea actualmente en ejecucio´n puede ser desalojada de la
CPU por otra de mayor prioridad.
2. No Apropiativa: la tarea en ejecucio´n no puede ser desalojada hasta que
ﬁnalicen su ejecucio´n o se bloquee.
Cada tarea tiene una prioridad ﬁja, deﬁnida por el desarrollador, indicada
mediante un valor entero. Cuanto ma´s grande el valor, mayor prioridad tiene
la tarea, siendo cero la prioridad ma´s baja. Si dos o ma´s tareas tienen ide´ntica
prioridad, se las asigna a la CPU en el orden en que fueron activadas.
Una tarea en OSEK/VDX puede estar en alguno de los siguientes estados:
1. Running : la tarea esta´ ejecuta´ndose en la CPU.
2. Ready : la tarea esta´ lista para ejecutar y a la espera de la CPU.
3. Waiting : la tarea esta´ a la espera de un evento que reanuda su ejecucio´n.
4. Suspended : la tarea ﬁnalizo´, y esta´ a la espera de ser activada nuevamente.
El esta´ndar deﬁne dos tipos de tareas, ba´sicas y extendidas. Las tareas ex-
tendidas pueden estar en cualquiera de los estados anteriores. Las tareas ba´sicas,
en cambio, no cuentan con el estado Waiting.
4.2. Eventos y Alarmas
Los eventos son un mecanismo de sincronizacio´n para las tareas extendidas.
Una tarea puede esperar, en el estadoWaiting, por un evento particular generado
por otra tarea o por una alarma. Los eventos pueden ser despachados desde
cualquier tipo de tarea, pero so´lo una tarea extendida puede tener asignados
eventos y esperar por uno.
Las alarmas son un mecanismo que permite activar tareas o lanzar eventos.
Las alarmas pueden ser u´nicas (one-shoot) o bien ser perio´dicas. La programacio´n
de estas alarmas se basa en contadores (Counters), cuyo valor es expresado en
ticks del sistema.
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5. Plataforma de Desarrollo y Prueba
5.1. Lego Mindstorms NXT 2.0
El Lego Mindstorms es un kit de robo´tica educativa, con mu´ltiples conﬁ-
guraciones, que cuenta con una computadora, denominada brick, programable
en varios lenguajes, como NXT-G, C/C++, Java, Lua y Ada, entre otros. El
brick cuenta con cuatro puertos para sensores, y tres para motores, una pantalla
LCD, cuatro botones y conectividad Bluetooth y USB. Posee un microcontrola-
dor Atmel AT91SAM7S256 de 32 bits, con 256KB de memoria ﬂash y 64KB de
RAM, y un coprocesador Atmel AVR ATmega48, con 4KB de memoria ﬂash y
512 bytes de RAM. Para este trabajo, se emplearon los siguientes sensores:
1. Un sensor ultraso´nico, que permite medir la distancia hacia un objeto, hasta
un ma´ximo de 255 cm.
2. Un sensor ta´ctil, de tipo pulsador, que env´ıa una interrupcio´n al brick al ser
presionado.
3. Un giroscopio de un eje, con un resonador de cuarzo, que permite leer la
velocidad de rotacio´n unas 300 veces por segundo.
Figura 1. Lego Mindstorms NXT 2.0 en conﬁguracio´n segway.
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5.2. Plataforma nxtOSEK
Para la implementacio´n sobre el Lego Mindstorms se escogio´, como implemen-
tacion espec´ıﬁca del esta´ndar OSEK/VDX, a nxtOSEK6, que es una plataforma
de co´digo abierto especialmente disen˜ada para este kit. Provee una implementa-
cio´n de un SOTR bajo el esta´ndar OSEK/VDX (TOPPERS/ATK), junto con
un nuevo ﬁrmware provisto por el proyecto LeJOS, y la API ECRobot C/C++.
Adema´s, nxtOSEK permite utilizar TOPPER/JSP, que es una implementacio´n
del esta´ndar µITRON.
Cabe notar que nxtOSEK no ofrece la posibilidad de administrar una inte-
rrupcio´n por hardware. Por lo tanto, se implemento´ un polling, desde una de las
tareas perio´dicas del sistema, para obtener el estado del sensor ta´ctil.
5.3. Conﬁguracio´n y Modelo F´ısico del Segway
Se empleo´ la conﬁguracio´n segway del Lego Mindstorms, que es un pe´ndu-
lo invertido, que se mantiene erguido mediante el accionar de un controlador
Proporcional-Integral-Derivativo (PID). Este controlador emplea un modelo de-
ﬁnido por un conjunto de para´metros, dependientes de la forma y taman˜o del
segway.
Como disen˜o del controlador PID, se utilizo´ el modelo utilizado en el proyec-
to NXTway-GS7. Dado que se utilizaron ruedas de distinto radio, se realizaron
modiﬁcaciones a los valores originales de los para´metros del modelo, y se lo re-
calculo´ mediante Matlab. Se consiguio´ as´ı un balance ma´s estable del pe´ndulo
con las nuevas ruedas. Dado que los motores que controlan las ruedas no tra-
bajan de manera pareja, se realiza un ca´lculo adicional para corregir el error de
sincronizacio´n entre ambos motores.
6. Disen˜o
La TP es la encargada de planiﬁcar las tareas del sistema, y se activa pe-
rio´dicamente cada 1ms. El resto de las tareas, al ﬁnalizar la ejecucio´n de una
instancia, se suspenden indeﬁnidamente. La TP las activa posteriormente, cuan-
do corresponda, para que continu´en su ejecucio´n. Para esto hace uso del API8
de nxtOSEK. Para el caso de las tareas perio´dicas, la TP las despertara´ perio´di-
camente. En cambio, las tareas espora´dicas sera´n activadas ante ciertos eventos
y sera´n ejecutadas u´nicamente si existe suﬁciente SD.
Es importante notar que la TP solo realiza la activacio´n de las instancias.
Si la misma activa dos o ma´s tareas, la asignacio´n de la CPU a una instancia
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6.1. Tareas del Sistema
La principal tarea es la TP, denominada TaskPlaniﬁcadora. Es de tipo ex-
tendida, y tiene la mayor prioridad del sistema (prioridad 6), por lo que siempre
obtiene la CPU. La tarea se encuentra asociada al evento EventPlaniﬁcadora,
que la ejecuta de manera perio´dica cada 1ms mediante una alarma denomina-
da TaskPlaniﬁcadora Alarm. El detalle de su implementacio´n se describe en la
seccio´n 7.1.
El resto de las tareas perio´dicas, todas de tipo ba´sica, descriptas con detalle
en la seccio´n 7.2, son:
1. TaskBalancer (TTR τ1), encargada de mantener el segway erguido. Tiene
prioridad 4 y es cr´ıtica, ya que su fallo causa la pe´rdida de equilibrio del
segway.
2. TaskEco (TTR τ2), mide la distancia entre el segway y un obsta´culo, y
actua´ si la distancia esta´ por debajo de un umbral preestablecido. Ejecuta
con prioridad 3.
3. TaskBluetooth (TTR τ3), recibe comandos de movimiento desde una PC v´ıa
Bluetooth. Ejecuta con prioridad 2.
4. TaskLCD (TTR τ4), presenta informacio´n acerca del funcionamiento del
robot en la pantalla del brick. Ejecuta con prioridad 1.
Las tareas aperiodicas son activadas al ser presionado el sensor ta´ctil, pero
la TP las ejecuta so´lo si existe SD. As´ı las tareas cr´ıticas puedan ser retrasadas
sin que el segway pierda estabilidad. Estas tareas, descritas con ma´s detalle en
la seccio´n 7.3, ejecutan con prioridad 5 y son:
1. TaskAperiodicGiro (TNTR τ5), de tipo extendida, hace que el robot gire
sobre su eje.
2. TaskAperiodicTouch (TNTR τ6), de tipo ba´sica, emite un sonido.
Cuadro 1. Tareas del Sistema.
Tarea Tipo Tipo (OSEK) Prioridad Periodo (ms)
TaskPlanificadora TTR Extendida 6 1
TaskAperiodicGiro TNTR Extendida 5 -
TaskAperiodicTouch TNTR Ba´sica 5 -
TaskBalancer TTR Ba´sica 4 4
TaskEco TTR Ba´sica 3 20
TaskBluetooth TTR Ba´sica 2 40
TaskLCD TTR Ba´sica 1 200
6.2. Disen˜o de las Tareas
Las tareas del sistema cuentan con dos modos de ejecucio´n:
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1. Conﬁguracio´n (SETUP). Las tareas arrancan en este modo, desde el cual
inicializan sus variables.
2. Ejecucio´n (EXECUTE). Este es el modo normal de ejecucio´n de la tarea,
en el cual realizan sus actividades.
Adema´s, una tarea puede estar en una etapa particular, que representa el
estado de ejecucio´n de la misma para la TP (que puede diferir de su estado en
el SOTR). Las etapas son:
1. Espera (W): la instancia actual de la tarea termino´ de ejecutarse, y esta´ a
la espera de su siguiente periodo o instancia.
2. Ejecucio´n (E): la tarea se esta´ ejecutando, y se mantendra´ en este estado
hasta que termine su ejecucio´n, au´n cuando haya sido desalojada.
3. Lista (L): la tarea queda en esta etapa al ﬁnalizar el modo SETUP.
Las tareas, cuando terminan de ejecutar el modo SETUP, quedan en la
etapa Lista. La TP cambia a modo EXECUTE so´lo si todas la tareas esta´n en
la etapa Lista (ver seccio´n 7.1). En modo EXECUTE, una tarea cambia entre





Figura 2. Modos y Etapas.
6.3. Control de Balance del Segway
Para el control del balance del segway se utilizo´ la implementacio´n de NXTway-
GS provista por nxtOSEK. Las funciones empleadas son:
1. balance init. Inicializa las variables internas del API y deﬁne el punto de
referencia inicial del giroscopio. Durante este proceso el segway debe estar
quieto y en una posicio´n erguida.
2. balancer control. Implementa el sistema de control, encargado de establecer
la posicio´n actual del sistema,y realizar los ca´lculos para la correccio´n de las
variables que controlan los motores. Tambie´n se encarga de recibir los datos
para realizar los movimientos de avance, retroceso y giro. Debe ejecutarse
con un periodicidad de al menos 4ms, para mantener en equilibrio el segway.
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6.4. Ca´lculo de Slack Disponible
Se implemento´ el me´todo de SS exacto presentado en [21], como un mo´dulo
que provee las siguientes funciones a la TP:
1. SetupSlack. Calcula los peores casos de tiempos de respuesta de cada tarea,
requeridos para el ca´lculo del SD.
2. CalculoSlack. Calcula el SD de una tarea, usando el me´todo presentado en
[21], con el tiempo actual y el tiempo de ejecucio´n de la misma como para´me-
tros.
3. SlackSistema. Calcula el SD del sistema, para un instante de tiempo deter-
minado, como el mı´nimo SD entre las tareas.
4. CalculoSlackInicial. Realiza el ca´lculo del SD de cada tarea en el instante
inicial.
5. ActualizacionContadoresSlack. Actualiza los contadores de SD de cada tarea.
7. Implementacio´n de las Tareas
7.1. Tarea Planiﬁcadora
En esta seccio´n se presenta co´mo funciona la TP en los distintos modos de
ejecucio´n.
En modo SETUP, la TP primero invoca la funcio´n setupSlack. Luego, activa
el resto de las tareas para que ejecuten su modo SETUP, donde inicializan sus
variables y estructuras de datos, y pasa a un estado Waiting durante 1010ms,
cediendo la CPU a las tareas. Este lapso es resultado de esperar 1000ms para
dar tiempo a la tarea TaskBalancer, ma´s 10ms para las restantes tareas. Si al
ﬁnalizar este lapso de tiempo alguna tarea no se encuentra en la etapa Lista,
la TP vuelve a pasar al estado Waiting, repitiendo el proceso hasta que todas
este´n en dicha etapa.
Cuando todas las tareas ejecutaron su modo SETUP, se realiza el ca´lculo
del SD de cada una en el instante t = 0, y posteriormente se toma el tiempo de
ejecucio´n del kernel, el cual sera´ la base para el tiempo de inicio del sistema. En
este momento la TP pasa al modo EXECUTE, ejecuta´ndose perio´dicamente
cada 1ms.
En cada instancia, en primer lugar obtiene el tiempo actual del sistema, me-
nos el tiempo empleado en el modo SETUP. Luego, controla que tarea ejecuto´,
su estado actual, y el tiempo ejecutado por la misma hasta dicho instante. Dado
que la granularidad del sistema es de 1ms, esta sera´ la resolucio´n ma´xima de la
medicio´n del tiempo de ejecucio´n. Luego calcula el SD de la tarea y del sistema.
Dado que hay situaciones en las que la TP instancia ma´s de una tarea en
el mismo tick, si una tarea perio´dica ﬁnaliza su ejecucio´n en menos de 1ms, es
posible que otra tarea que se encuentre en estado Ready pase al estado Run-
ning, y ﬁnalice, tambie´n, antes del pro´ximo tick. Consecuentemente, la pro´xima
instancia de la TP debe procesar la ﬁnalizacio´n de una o ma´s tareas. Para po-
der identiﬁcar cua´les tareas se ejecutaron, se mantiene un arreglo de etapas de
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ejecucio´n, donde cada tarea perio´dica, al ﬁnalizar, cambia su valor de Lista a
Ejecutada. Cuando una o ma´s tareas ﬁnalizaron, se realiza el ca´lculo del SD,
de cada una, en ese tick. Los contadores de las tareas que no hayan ejecutado,
son reducidos en una unidad, y se vuelve a asignar Lista a todas las variables
del arreglo de etapas de ejecucio´n.
Luego, se controlan las banderas de interrupcio´n de las TNTR. En caso de
haber alguna bandera levantada, y de existir suﬁciente SD, se activa la TNTR
correspondiente a dicha interrupcio´n. Solo se permite la ejecucio´n de una sola
instancia de cada TNTR.
En este punto, la TP deﬁne cua´l tarea se debe ejecutar. Para esto utiliza una
cola de eventos futuros que registra los ticks restantes para la pro´xima instancia
de cada tarea. La lista se inicializa con los periodos de las tareas, y los mismos
se reducen en una unidad con cada ejecucio´n de la TP. Cuando uno o ma´s de
estos contadores llegan a cero, se activan las respectivas tareas, y se reinician
con el valor de periodo correspondiente. Si el contador de una tarea llega a cero,
y la misma au´n se encuentra en la etapa Ejecucio´n, signiﬁca que la misma no
cumplio´ con su vencimiento.
7.2. Tareas Perio´dicas
TaskBalancer. Esta tarea ejecuta el PID provisto por NXTway-GS para man-
tener el segway en equilibrio, por lo que se ejecuta cada 4ms. En el modo SE-
TUP, invoca la funcio´n balance init, e inicializa los motores para tomar el punto
de referencia inicial. Luego, toma los datos del giroscopio durante un segundo, y
los promedia. El valor resultante es utilizado como la posicio´n inicial del segway.
En modo EXECUTE, invoca la funcio´n balance control que chequea la posicio´n
del robot y realiza los ca´lculos del lazo de control y actu´a sobre los motores para
mantener el equilibrio.
TaskEco. Esta tarea mide la distancia entre el segway y un obsta´culo, y tiene
un periodo de 20ms. En el modo SETUP no realiza ninguna accio´n. En el modo
EXECUTE, mide la distancia a un obsta´culo, y cuando la misma es menor a
un umbral (determinado por un para´metro en tiempo de compilacio´n), invoca
la funcio´n balance control para que el segway retroceda hasta que el obsta´culo
este fuera del rango.
TaskBluetooth. Esta tarea se encarga de la comunicacio´n con una PC v´ıa
Bluetooth, desde la cual, mediante el software NXT GamePad, se puede cam-
biar la direccio´n de movimiento del robot. La tarea tiene un periodo de 40ms. En
el modo SETUP crea un buﬀer para almacenar temporalmente los comandos
de movimiento entrantes. En el modo EXECUTE, recibe los comandos de mo-
vimiento y los guarda en dos variables que indican a balance control si el robot
debe debe avanzar o retroceder, y si debe girar a la derecha o la izquierda.
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TaskLCD. Esta tarea se encarga de presentar informacio´n del sistema en la
pantalla del brick, y cuenta con un periodo de ejecucio´n de 200ms. Dado que
nxtOSEK no permite administrar interrupciones por hardware, desde esta tarea
se realiza un polling del estado del sensor ta´ctil. Si se detecta que fue pulsado,
levanta una bandera que indica a la TP que debe activar la tarea aperio´dica
correspondiente.
7.3. Tareas Aperio´dicas
TaskAperiodicGiro. Esta tarea se encarga de que el segway realice un giro so-
bre su eje vertical. Como su tiempo de ejecucio´n es extenso, cede perio´dicamente
la CPU. Durante su ejecucio´n, establece el valor del giro del segway, utilizado
por la funcio´n balance control, para girar el segway una pequen˜a cantidad de
grados y pasa a la etapa Waiting. Luego, la TP, en su pro´xima ejecucio´n, si
existe suﬁciente SD en el sistema, reanuda la ejecucio´n de la tarea. De esta ma-
nera, la tarea requiere de mu´ltiples activaciones para completar el giro deseado.
Si se apropiara completamente del uso del CPU, el segway perder´ıa el equilibrio.
La TP, administrando el tiempo ocioso, permite que la misma cumpla con su
ejecucio´n, retrasando tareas cr´ıticas dentro de l´ımites aceptables.
TaskAperiodicTouch. Esta tarea se encarga de emitir un sonido cuando es
presionado el sensor ta´ctil. Solo es activada si existe suﬁciente SD en el sistema.
Tiene la misma prioridad que la tarea TaskAperiodicGiro, y es planiﬁcada
por la TP de la misma manera.
7.4. Ejemplo de Ejecucio´n
A continuacio´n se presenta un ejemplo de ejecucio´n del sistema, representado
en el gra´ﬁco 3. Al inicio, la TP instancia las tareas perio´dicas para que ejecuten
su modo SETUP, y espera por 1010 ms. Al cabo de este tiempo, todas las tareas
quedan en etapa lista (el eje t no esta´ a escala). Al despertar, la TP terminara´ de
ejecutar su modo SETUP, y queda a la espera de ser activada nuevamente por
la alarma perio´dica. Esto se da en el instante t = 2 (2ms), donde la TP activa
todas las tareas, que ya esta´n en modo EXECUTE, constituyendo el instance
cr´ıtico del sistema. Ma´s adelante, en el instante t = 200, la tarea TaskLCD
(TTR τ4) detecta que se presiono´ el sensor ta´ctil, y levanta una bandera. En
la siguiente ejecucio´n de la TP, como existe suﬁciente SD, se ejecuta la TNTR.
Notar que su ejecucio´n retrasa la siguiente instancia de la tarea TaskBalancer
(TTR τ1), sin que la misma pierda su vencimiento.
8. Conclusiones y Trabajos Futuros
Este trabajo comprueba la factibilidad de implementacio´n de un me´todo
de SS dina´mico y exacto, para administrar el tiempo ocioso, junto con un es-
quema de planiﬁcacio´n mediante una TP, en un SOTR basado en el esta´ndar
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Figura 3. Ejemplo de una traza de ejecucio´n del sistema.
OSEK/VDX, que permitio´ implementar una nueva pol´ıtica de planiﬁcacio´n sin
modiﬁcar el SOTR.
Las implementaciones disponibles del esta´ndar no ofrecen me´todos para la
administracio´n del tiempo ocioso, ma´s alla´ del uso de tareas en segundo plano. La
te´cnica de SS permite planiﬁcar tareas espora´dicas y aperio´dicas, pero tambie´n
implementar te´cnicas como ahorro de energ´ıa, tolerancia a fallos, etc. La TP
permite el desarrollo de sistemas heteroge´neos, donde se puedan ejecutar tareas
sin requerimientos estrictos de tiempo real de manera concurrente a las tareas
cr´ıticas.
Como trabajos futuros, se planea replicar la implementacio´n en otros SOTR
basados en el esta´ndar OSEK/VDX, como por ejemplo FreeOSEK9, empleado
en el proyecto CIAA, o en otros esta´ndares, ma´s modernos, como AUTOSAR.
Tambie´n se trabajara´ en la integracio´n del me´todo de administracio´n de tiempo
ocioso directamente en el nu´cleo del SOTR, para un mejor desempen˜o y ahorro
de recursos del sistema.
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