Abstract. We continue the study of a recently introduced model of communication complexity with advice, focusing on the power of advice in the context of equality of bitstrings and divisibility of natural numbers. First, we establish that the equality problem admits a protocol of polylogarithmic communication, provided a laconic advice of just one bit. For the divisibility problem, we design a protocol with sublinear communication and advice of roughlyÕ( √ n). We complement our result on divisibility with a matching lower bound in a restricted setting using a recent result of Chattopadhyay et al. and a reduction from set-disjointness to divisibility.
Introduction
The research field of communication complexity concerns with the efficiency of interaction. The theory of communication complexity quantifies and studies the amount of communication required for different settings of distributed computing between two entities that are allowed to communicate over some channel. In this case, local computations are assumed to be unbounded, i.e., we do not limit the entities with respect to the time and space complexities of their local computations, and are solely interested in the amount of information exchanged during the computation, measured usually by the total number of bits exchanged by the parties. The communication between the parties is guided by a protocol which specifies how each message sent depends on the input and the messages sent previously.
More formally, two computationally unbounded players Bob and Charlie hold partial inputs x ∈ X and y ∈ Y, respectively, to a function f : X × Y → {0, 1} known to both of them. The parties interact according to a protocol π, which is modeled as a finite sequence of functions (M 1 , . . . , M r ), where M i : X × ({0, 1} + ) i−1 → {0, 1} + for an odd i and M i : Y × ({0, 1} + ) i−1 → {0, 1} + for an even i, specifying the i'th message of the protocol. The computation proceeds as follows: In the first round, the message m 1 = M 1 (x) is sent by Bob, in the second round m 2 = M 2 (y, M 1 (x)) is sent by Charlie, and in general, in the i'th round message M i (x, m 1 , . . . , m i−1 ) (respectively, M i (y, m 1 , . . . , m i−1 )) for odd (resp., even) i is sent.
The transcript of a protocol on inputs x and y is π(x, y) def = (m 1 , . . . , m r ). The length of the transcript |π(x, y)| is defined as the total length of all the messages exchanged.
A protocol is correct if, for all x ∈ X and y ∈ Y, there exists a referee function eval, such that eval(π(x, y)) = f (x, y). Put differently, if it is possible to compute f (x, y) only by looking at the transcript.
Finally, the communication complexity of a protocol π is max x,y |π(x, y)| and the deterministic communication complexity of a function f : X × Y → {0, 1} is defined as CC(f ) def = min π max x,y |π(x, y)|, where the minimum is taken over all correct protocols for f .
Observe that for every function there exists a trivial protocol: Bob sends his entire input to Charlie, who locally computes f (x, y) and announces the output. The question one is usually interested in, is "What is the minimal amount of communication between the parties required to compute f ?".
For example, the equality function, Eq : {0, 1} n ×{0, 1} n → {0, 1} defined by
Eq(x, y) = 1 iff x = y, can be shown to require a deterministic communication complexity of at least n + 1 bits.
In the literature many variations of this model are studied, and in particular various models that involve randomness and non-determinism. For a thorough introduction to communication complexity we refer to the textbooks of Hromkovič [1] and Kushilevitz and Nisan [2] .
Communication Complexity with Advice
First observe that simply adding an advice, which depends on the inputs, of even just one bit to the classical model of communication complexity does not seem to make sense, as the advice bit f (x, y) immediately yields a trivial protocol for the problem.
However, motivated by the problem of proving polynomial lower-bounds on the efficiency of dynamical data structures, Pǎtraşcu [3] has recently suggested the following model, where Bob has input x ∈ X (just as before), but Charlie is given as input k elements y 1 , . . . , y k from Y. Then, a third party Alice, the advisor, receives both inputs and computes an advice string which she sends to Bob and then remains silent. Finally, Bob and Charlie are presented an index i and are allowed to interact by exchanging messages, where their goal is to compute f (x, y i ).
More formally, a protocol π with m advice bits for the k-instance problem is π = (π a , M 1 , . . . , M r ), where π a : X × Y k → {0, 1} m is the advice function of the protocol and Copmlexity with Advice   3 for an odd i and
for an even i.
The computation on inputs x, y 1 , . . . , y j , i proceeds similarly to before: First, the advice a = π a (x, y 1 , . . . , y k ) is given to Bob, and then the interaction continues as follows: Bob sends message m 1 = M 1 (x, i, a) to Charlie, who replies with message m 2 = M 2 (y 1 , . . . , y k , i, m 1 ) and so forth.
We stress that it is essential that only Bob receives the advice. Otherwise, for example, whenever m > log(|X |), the advice could already encode Bob's input, and Charlie could locally compute the answer.
Also, note that the problem is only interesting in the case where m < k. Otherwise, a trivial protocol always exists, where the advice just encodes the answer vector (f (x, y 1 ), . . . , f (x, y k )).
As before, for y
(k) and i is is the list (m 1 , . . . , m r ) of all messages exchanged during its computation on inputs x, y (k) . As before, a protocol is correct if it is possible to compute f (x, y i ) only by looking at its transcript. We define the communication complexity of f for k inputs with m bits of advice as
where the minimum is over all protocols π that correctly compute f (x, y i ) for every input (x, y (k) , i). As mentioned, Pǎtraşcu offered a plausible approach for lower bounds to a host of dynamic data structure problems via a series of reduction from the problem of set-disjointness in the communication complexity with advice model on which super-polynomial lower bounds are conjectured. In particular, one such problem is subgraph connectivity, where, after a preprocessing of an undirected graph, the data structure supports on/off operation for vertices and queries for pair of vertices u, v asking whether there is a path using only "on" vertices from u to v. Another problem is Langerman's problem, where it is required to maintain updates on an array of length n and support answering the zero-partial-sum question, namely, does there exist a non-empty subset of indices that sum to zero. We refer to Section 1.1 in [3] for a complete taxonomy.
Thus, the communication complexity with advice model is well-motivated, whose study offers a promising approach towards polynomial lower bounds on the aforementioned problems.
Our Contribution
We study two natural problems in the model of communication complexity with advice (CCwA): the equality of two bitstrings, where each of the parties hold a bitstring and the goal is to decide whether they are equal or not, and the problem of divisibility, where each party has a number, and the goal is to decide whether one of them divides the other.
Recall that in the CCwA model, for any function f : {0, 1} n × {0, 1} n → {0, 1}, the problem for k instances with k bits of advice becomes trivial, i.e., CC k k (f ) = 1. Pǎtraşcu conjectured that, for all functions f (as before), whenever the number of advice bits m is significantly smaller than k, i.e., for m ∈ o(k), the communication complexity of f in the CCwA model is linearly related to that in the classical model, i.e., that for all f , CC
However, Chattopadhyay et al. [4] refuted his conjecture, and showed that in the CCwA model log k bits of advice and communication are sufficient to compute equality (recall that CC(Eq) = n + 1) using the following simple protocol: The advice encodes an index j of a y j such that x = y j , or 0 for the case that x = y j for all j. After the parties are presented an index i, Bob forwards the advice to Charlie, who then answers with the result of the comarison of y i and y j (or with no if the advice was 0).
An important problem in the CCwA model is set-disjointness, where the inputs x, y ⊂ {0, 1}
n are interpreted as characteristic vectors of a subset of [n]. The vectors x and y are disjoint, if and only if the sets they describe are disjoint. That is, Disj :
, where for z ∈ {0, 1} n , (z) i denotes its i'th coordinate. Pǎtraşcu showed that proving a lower bound on set-disjointness in the CCwA model for some specific parameters would imply a polynomial lower bound on many problems of dynamic data-structures. Chattopadhyay et al. studied setdisjointness in the CCwA model, and showed an upper bound ofÕ( √ n) on its communication complexity, provided the same amount of advice, and a matching lower bound in a more restricted setting.
We first study the power of laconic advice for equality. Somewhat surprisingly, we show that, in the CCwA model, a short communication of only a polylogarithmic number of bits already suffices to deterministically compute equality, provided a laconic advice of just one bit. Our result can be understood as a trade-off between the number of advice bits the protocol utilizes and its communication complexity.
Chattopadhyay et al. observed that for every k, n ∈ N + :
, where we prove that for every k, n ∈ N + :
) . Our second main result is a protocol for divisibility. We give a protocol that uses roughlyÕ( √ n) bits of advice and communication, which improves on the performance of the trivial protocol in the classical model, where it is optimal. To see that CC(Div) ∈ Ω(n), note that any protocol for divisibility could be used to compute equality, since x = y if and only if x|y and y|x, and by applying the lower bound on equality. Our protocol here is inspired by that of Chattopadhyay et al. for set-disjointness. Next, we explain how to reduce set-disjointness to divisibility, and employ their lower-bound on set-disjointness to obtain a matching lowerbound for divisibility in a restricted setting.
Preliminaries
We denote by P the set of prime numbers. For a natural number n and a prime number p, we denote by ν p (n) the multiplicity of p in n, i.e., the largest exponent i such that
, where the p i 's are the different prime factors of n, we denote by n π def = k i=1 ν pi (n) the total number of its prime factors including repetitions.
We shall use the following fact: Let a 1 , . . . , a , b ∈ N. If b|a j for all j ∈ {1, . . . , } then b| gcd(a 1 , . . . , a ).
Equality with a Laconic Advice
In this section we continue the study of the Equality problem with advice. We show that, when the advice A(x, y 1 , . . . , y k ) answers the question "Is there an index j such that x = y j ?", it is possible to compute equality while exchanging only a polylogarithmic number of bits.
We start with a basic version of our protocol that computes equality using O(k log(n)) bits of communication, which already improves on the trivial protocol for the case k < n/log(n).
A Basic Protocol
After receiving the advice bit, Bob forwards it to Charlie, who maintains a set S of inputs that are potentially equal to x. At the beginning, S is just the entire set of inputs. Then, the protocol proceeds in a step-wise manner, where at each step it asserts for at least one of the y i 's that x = y i . Eventually, only one y i remains, and using the advice, it must hold that x = y and the protocol outputs the index i. More precisely, the protocol proceeds as follows:
1. Bob forwards A(x, y 1 , . . . , y k ) to Charlie. Charlie sets S ← {y 1 , . . . , y k }.
While |S| > 1, repeat the following two steps:
2. Charlie chooses two strings y and y = y from S, and sends Bob an index q of a bit on which y and y differ, i.e., (y) q = (y ) q . 3. Bob answers with (x) q , the q'th bit of x, and Charlie updates S ← {z ∈ S : (z) q = (x) q }. 4. There is only one element y left in S, and Charlie outputs yes if y = y i and no otherwise.
Correctness follows immediately, since we rule out only elements for which we are sure that y j = x, and using the advice, we know that, at step 4, it must hold that x = y. By the choice of q, the size of S reduces by at least one in every iteration of steps 2 and 3, and so the protocol terminates after at most k iterations of steps 2 and 3, and in every round log (n) + 1 bits are communicated, amounting to a total communication complexity of O(k log n) bits.
A Protocol Using A Polylogarithmic Number of Communication Bits
As in the basic version of the protocol, the protocol now proceeds iteratively, where at each step the protocol asserts for a constant fraction of the elements in S that x = y j . It follows that after O(log k) rounds, only a constant number of possible indices remains. The idea of our protocol is as follows: Think of the messages of Charlie in the basic version of the protocol as describing a predicate from a set of n predicates of the form p i : {0, 1} n → {0, 1}, where p i (s) = 1 if and only if the i'th bit of s is 1. In each round Charlie chose an appropriate predicate p i , and Bob's answer was p i (x).
This allowed in turn to rule out the equality of at least one of the remaining y i 's to x. In contrast, we show next that for every k, there exists a single set of O(n) predicates that allows to rule out the equality of x to a constant fraction of the remaining y i 's, for any set of y 1 , . . . , y k . This allows to reduce the number of rounds of the protocol to O(log(k)), while essentially maintaining the same number of bits communicated in every round, since describing a particular predicate would require only log(n) + O(1) bits. The next lemma establishes the existence of the aformentioned predicate set. We shall make use of the following:
Let S ⊆ {0, 1} n . A predicate p : {0, 1} n → {0, 1} is good for S, if |{s ∈ S | p(s) = 1}| > Lemma 1. Let k > 17 and n > 0. Then there exists a set P = P (n, k) of 30n predicates such that, for any pair-wise different y 1 , . . . , y k ∈ {0, 1} n there exists a predicate p ∈ P , which is good for {y 1 , . . . , y k }.
Proof. Consider first a fixed set Y def = {y 1 , . . . , y k } and a random subset Z of {0, 1} n , where each string is chosen independently to Z with probability 1/2. The expected number of elements in Z ∩ {y 1 , . . . , y k } is k/2. Furthermore, by the Chernoff bound, with probability at most 2 · e Consider now independent copies of Z, that is, the random subsets Z 1 , . . . , Z , and the corresponding events B Y,Zi We are now ready to describe the protocol:
While |S| > 17, repeat the following two steps:
2. Charlie sets k = |S|, computes locally a set P (n, k ), chooses a good predicate for S, and sends its index q to Bob along with k . 3. Bob computes locally P (n, k ), and answers with p q (x). Charlie updates S ← {w ∈ S : p q (w) = p q (x)}. 4. Continue with the loop of the basic protocol.
Given Lemma 1, the analysis of the protocol follows easily. The lemma guarantees the existence of a good predicate set, which both parties can explicitly find (for example, they can agree on the lexicographically first 30n predicates and locally exhaustive search them).
The communication complexity follows readily: In every round of iterating steps 2 and 3, at most (log(k)+log(n)+1) bits are communicated, describing |S| and the index of the predicate. Since the chosen predicate is good, it follows that the updated set in Step 4 has size of at most
Divisibility
Here, Bob and Charlie have inputs x and y 1 , . . . , y k ∈ {0, 1} n , respectively, interpreted as natural numbers in the inteval [1, 2 n ], identifying 2 n with the bitstring 0 n . After receiving an advice A(x, y 1 , . . . , y k ) they are presented an index i and required to compute x|y i .
We show a protocol that communicates O(log(n)(log(k) + log(n)) √ n) bits, provided an advice of similar size. First we shall describe our protocol using the following simplifying assumption, and later we explain how to remove it. We assume that the prime factors of all x, y 1 , . . . , y k are either within the interval [2 2 τ , 2 2 τ +1 ) for some τ ∈ {0, . . . , log(n)/2 − 1} or in the interval [2 2 τ , 2 n ) for τ = log(n)/2. Observe that this implies that each of the numbers x, y 1 , . . . , y k has at most n/2 τ distinct factors. Moreover, if τ ∈ {0, . . . , log(n)/2 − 1}, each factor can be described using at most 2 τ +1 bits. The main idea in our algorithm is to reveal information about x using y 1 , . . . , y k . The advice consists in a subset of the inputs of Charlie for which x|y i , and it is built by iterating over the inputs. The inputs that are added are those which x divides, and that additionally, given all the indices added so far, contribute enough additional information about x. Roughly speaking, the index of an input y i is not added to the advice string for one of two reasons: Either x does not divide it, or, it would not have contributed enough information about x, given the previous positive inputs. If later an input not added due to the latter condition is presented, it could be computed using onlyÕ( √ n) bits. In what follows we set t
More precisely, the advice sent by Alice is a subset S of the indices {1, . . . , k}, which is constructed as follows:
Start with S = ∅ and add to S the minimum index j 0 such that x|y j0 . Then, loop on the elements y j0+1 , . . . , y k : Let j 0 , . . . , j be the current indices of S. Add the index j of the current element y j to S if:
-x|y j and -gcd(y j0 , . . . , y j ) π − gcd(y j0 , . . . , y j , y j ) π ≥ t.
The second condition ensures that the gcd of the elements currently indexed by S contains at least t more prime factors including repetition than the gcd of those elements along with the number y j .
We claim that during this process, at most n 2 τ t elements are added to S. Indeed, by our simplifying assumption, y j0 contains at most n 2 τ different factors and the second condition asserts that the number of prime factors remaining in gcd j ∈S a j after adding an element decreases by at least t.
Substituting for t, we have that |S| < √ n, and therefore the advice sent by Alice (a description of S) can be encoded using at most √ n log(k) bits. After Bob receives S from Alice, the parties are presented an index i and need to determine whether x|y i . The protocol between Bob and Charlie continues as follows:
1. If i ∈ S, Bob outputs yes. 2. Otherwise, Bob forwards S to Charlie. 3. Charlie computes the set S = {j ∈ S | j < i}, i.e., the constructed set S as it was just before index i was processed. 4. If gcd j ∈S (y j ) π − gcd(gcd j ∈S y j ), y i ) π ≥ t, he outputs no. Otherwise, there are at most t − 1 distinct prime factors appearing in y i but not in gcd j ∈S (y j ). For each such factor p, Charlie sends (p, ν p (y i )) to Bob. 5. Bob outputs yes if, for every received pair (p, ν p (y i )), it holds that ν p (x) ≤ ν p (y i ) and otherwise outputs no.
Let us now see that the protocol always outputs a correct answer. If it outputs yes at step 1, by construction, for all indices in S, it holds that x|y j . If the protocol outputs no at step 4, it cannot be the case that x|y i , as otherwise both conditions during the construction of S had been satisfied and i would have been added to S. Lastly, if no is output at step 5, it is because the protocol witnesses a factor with higher multiplicity in x than in y i . When this is not the case, we claim that x|y i . We show that for each prime factor in x, it holds that ν p (x) ≤ ν p (y i ). Let us distinguish two cases: If p is one of the up to t − 1 factors not appearing in gcd(gcd j ∈S (y j ), y i ), then the inequality is asserted by Bob. For any other such factor p, we have (1) ν p (gcd j ∈S (y j )) ≤ ν p (y i ), and additionally, by construction of S it holds that x|y j for all j ∈ S and therefore x| gcd j ∈S (y j ), and, in particular, (2) ν p (x) ≤ ν p (gcd j ∈S (y j )). The correctness in this case follows from (1) and (2) .
Next, we analyze the communication complexity of our protocol. At step 1, S is forwarded and at most √ n log(k) bits are sent, and at step 4 at most t−1 pairs are sent. This implies that, for the case that τ = log(n)/2, it holds that t = 1 and therefore no pairs are sent. For τ ∈ {0, . . . , log(n)/2 − 1}, using the second part of the assumption, each prime can be described using at most 2 τ +1 bits. The multiplicity of every prime number is at most n, which can be described using log(n) bits, and therefore at most t(2 τ +1 + log(n)) ∈ O( √ n log(n)) bits are communicated at this step. Thus, the total number of bits communicated is O( √ n(log(k) + log(n))). Finally, in order to get rid of the assumption, note that x|y i if and only if, x (τ ) |y i (τ ) for all τ ∈ {0, . . . , log(n)/2}, where for m ∈ N we define m
for τ = log(n)/2. Thus, for the final protocol we run the protocol in parallel for each of the log(n)/2 + 1 possible values of τ , and output yes in case all runs output yes, and no otherwise. This results in an overhead of an O(log(n)) factor to the original protocol. We summarize: Utilizing O( √ n log(k) log(n)) advice bits our protocol communicates O( √ n log(n)(log(k) + log(n)) bits. Thus we have shown:
√ n log(n)(log(k) + log(n))) .
On the Asymmetry of Divisibility
We note that the communication complexity with advice model is inherently asymmetric, and therefore a protocol for Div(x, y) = x|y does not yield a protocol for Div (x, y) = y|x, as is the case in the classical model of communication complexity. In this section, we explain the changes needed in our protocol to obtain a protocol for Div . In our protocol from the previous section, we used the advice to reveal information about x using the y i 's. In particular, the number encoded by the gcd of the y i 's chosen to the advice could be understood as a relatively tight upper bound on the prime powers of x. The analogous advice information for y|x consists in a lower bound on the prime powers of x. Analogously to before, observe that if a|x and b|x then also lcm(a, b)|x. The advice is generated similarly to before, where the set S first contains the minimal index j 0 such that y j0 |x. Then, looping over the indices j 0 + 1, . . . , k, index j is added if and only if y j |x and lcm(y j0 , . . . , y j , y j ) π − lcm(y j0 , . . . , y j ) π ≥ t, where j 0 , . . . , j are the current elements of S. Steps (4) and (5) of the protocol now become:
4. If lcm(y j0 , . . . , y j , y j ) π − lcm(y j0 , . . . , y j ) π ≥ t it outputs no. Otherwise, there are at most t − 1 distinct prime factors appearing in lcm j ∈S (y j ) but not in y i . For each such factor p, Charlie sends (p, ν p (y i )) to Bob. 5. Bob outputs yes if, for every received pair (p, ν p (y i )), it holds that ν p (x) ≥ ν p (y i ), and otherwise outputs no.
The correctness and analysis of the protocol follow analogously to before.
An Almost Matching Lower Bound in Restricted Settings
The problem of set-disjointness consists in two n-bit inputs x and y, where each is interpreted as the characteristic vector of a subset of a set of n elements. Inputs x, y ∈ {0, 1} n are disjoint if (y) i = 0 whenever (x) i = 1. Chattopadhyay et al. [4] studied the problem of set-disjointness in the CCwA model, and showed that for k ≥ √ n, any protocol with advice of size m ≤ α √ n communicates at least β √ n bits for some constants 0 < α, β < 1. In what follows, we describe a reduction from set-disjointness to divisibility, establishing an analogous lower bound for divisibility.
Given inputs a and b (characteristic vectors of some sets A and B) to setdisjointness, we first observe that A and B are disjoint if and only if A ⊆ B. Now, let p 1 , . . . , p n be the first n prime numbers, and set N A By the prime number theorem, it holds that for all large enough n, the first n prime numbers lie in the interval [1, 3n log(n)], and therefore both N A and N B are described using at most n · log(3n log(n)) < 2n log(n) bits. Therefore, any protocol in the CCwA model for k inputs of size 2n log(n) and m bits of advice yields a protocol (with the same k and m values) for inputs of size n for divisibility; the parties compute N x and N y1 , . . . , N y k and run the protocol for divisibility on these inputs. Setting f (n) = 2n log(n), the lower bound of Chattopadhyay et al. (Theorem 5.2 in [4] ) establishes that a protocol for k ≥ f −1 (n) inputs of size n with advice of size at most α f −1 (n) communicates at least β f −1 (n) bits. In view of our protocol from Section 4, it follows that this is best possible (up to a logarithmic factor) with advice of sizeÕ( √ n).
