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A method is introduced to identify simultaneously elastic properties and loading ﬁelds from a measured displacement
ﬁeld. Since the mechanical behavior of micro-electro-mechanical systems (MEMS) is governed by surface eﬀects, this type
of identiﬁcation tool is thought to be of major interest. However, increasing the number of parameters to retrieve aﬀects
the redundancy necessary for an accurate identiﬁcation. A ﬁnite-element formulation of a distance between measured and
statically admissible (SA) displacement ﬁelds is shown to be equivalent to a standard least-squares distance to kinemati-
cally admissible (KA) ﬁelds if the used modeling is suitable. Any deviation from this equivalence is then the signature of a
modeling error. Balancing the distance to KA and SA displacement ﬁelds allows one to retrieve unknown modeling param-
eters. This method is detailed on heterogeneous Euler–Bernoulli beams submitted to an unknown loading ﬁeld and applied
to experimental displacement ﬁelds of micro-cantilevers obtained with an electrostatic set-up. An elastic property ﬁeld and
a parameterized loading ﬁeld are then identiﬁed, and the quality of the identiﬁcation is assessed.
 2006 Elsevier Ltd. All rights reserved.
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The increasing interest for micro-electro-mechanical systems (MEMS) has encouraged the development of
many robust and accurate experimental techniques to deal with structures whose characteristic dimension lies
within the 1–100 lm range (for a review, see Sharpe, 2003; Srikar and Spearing, 2003; Haque and Saif, 2003;
Knauss et al., 2003). These techniques may be divided into oﬀ-chip (Read and Dally, 1993) and on-chip testing
methods (Greek et al., 1997). On the one hand, oﬀ-chip methods require to manipulate micrometer sized
objects, and may become a challenging task. On the other hand, on-chip methods combine both micro-
machined specimen and actuation, and then require an accurate modeling of the whole device. Most of them0020-7683/$ - see front matter  2006 Elsevier Ltd. All rights reserved.
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set-ups (Gad-El-Hak, 2002). A few of these techniques involve local displacement measurements (Chasiotis
and Knauss, 2002), while full-ﬁeld kinematic measurements are available at a macroscale (Sciammarella,
2003). More ﬂexible actuation systems involve micro- and nano-indentation systems (Weihs et al., 1988).
One of the main diﬃculty to perform full-ﬁeld measurements at the micrometer scale is then the size of the
set-up used to prescribe a mechanical point load. In general, a tip hides a large part of the ﬁeld of view when
the object is seen in reﬂection microscopy, creating an obstacle for local measurements. One way is to develop
homogeneous tests at the microscale, where the observed area is diﬀerent from the loading area (Espinosa
et al., 2003). Another way allowing for measurements is to use non-contact loading, namely by magnetic
or electrostatic means. However, these techniques do not provide object-independent loadings, since the latter
are subject to sharp edge eﬀects. Consequently, heterogeneous tests require to identify both elastic property
and loading ﬁelds. Besides these characterization issues, one faces exactly the same diﬃculty, due to badly
known loadings, when dealing with the coupling between mechanical and chemical eﬀects, since the latter’s
homogeneity is diﬃcult to ensure (Lavrik et al., 2004). We focus on tests involving structures subjected to
unknown loading patterns.
Diﬀerent techniques have been proposed to identify elastic properties using redundant or full-ﬁeld kine-
matic data. A ﬁrst class is derived from the constitutive equation error, initially proposed in Ladeve`ze
(1975) and Kohn and Lowe (1988), applied to dynamic model updating (Mottershead and Friswell, 1993)
and elastic property or damage ﬁeld identiﬁcation (Geymonat et al., 2002). It is also used to deduce elastic
properties by analyzing a heterogeneous test (Calloch et al., 2002). The virtual ﬁelds method represents
another class, which has been used to identify homogeneous and anisotropic elastic properties of composites
(Grediac, 1989; Grediac et al., 2002). The reciprocity gap (Bui, 1995) is an alternative technique needing both
kinematic and static quantities at the same location of the body boundary. It was used to identify elastic prop-
erty ﬁelds or to locate cracks in elastic bodies (Bonnet and Constantinescu, 2005). Last, the elastic inversion
(Hori, 2002) and the equilibrium gap methods (Claire et al., 2002) are both based on the equilibrium condi-
tions written at the nodes of a ﬁnite-element model where the displacement is measured, both using the fact
that there is no loading at the inner nodes of the structure. All these identiﬁcation methods usually consist in
retrieving a ﬁnite number of modeling parameters, resolving uniqueness issues (Barbone and Gokhale, 2004),
but requiring an a priori mechanical modeling of the test under consideration.
Since the MEMS behavior is driven by surface eﬀects (e.g., electrostatic, magnetic, chemical) whose homo-
geneity is very diﬃcult to control, a method to identify both loading and elastic property ﬁelds from displace-
ment ﬁelds is presented in Section 2. It is mainly based on a distance between measured and SA displacement
ﬁelds, which is used to assess the identiﬁcation quality. This distance to SA displacement ﬁelds is shown to be
equivalent to a standard least-squares distance to KA ﬁelds, thus providing a modeling test, and thus allowing
for the identiﬁcation of modeling parameters. In Section 2.1, a simple formulation of the identiﬁcation prob-
lem is proposed to draw a general framework for the available identiﬁcation techniques, thus highlighting the
complementarity of the proposed method with respect to the above-mentioned techniques. Compared with
Lesnic (1999), who demonstrated the diﬃculty of identifying the ﬂexural rigidity ﬁeld of a beam from deﬂec-
tion measurements using a continuum formulation, the case of retrieving both ﬂexural rigidity and loading
ﬁelds of an Euler–Bernoulli beam is solved by using the described weak formulation of the problem and trying
to minimize the equilibrium gap between elements. The main results and a sensitivity study to measurement
noise are derived in Section 3. As the above-mentioned methods, the present one is dependent on assumptions
made on the elastic property ﬁelds and the loading ﬁeld. If an assumption is not valid, this will yield an addi-
tional contribution to the residual equilibrium gap. This partition of the equilibrium gap is utilized to ﬁnd a
solution of the complete problem (i.e., recovering both elastic property, and loading ﬁelds following an
improved description of the structure under consideration) as both a distance to SA ﬁelds (related to the equi-
librium gap) and KA ﬁelds. Last, the proposed procedure is applied to experimental data in Section 4.
2. Identiﬁcation problem
Since the main objective of this work is to deal with structures experiencing a non-contact (i.e., electrostatic,
magnetic or chemical) loading, one has to identify both an elastic property ﬁeld and a loading ﬁeld from kine-
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property ﬁeld identiﬁcation for plane specimens loaded on a well-deﬁned part of their boundaries.2.1. Identiﬁcation methods
2.1.1. Direct problem
Let us consider a solid body X. Each point M of X is located by x. The material is assumed to be linear
elastic, and the elastic property ﬁeld CðxÞ is assumed to be known at each point x of X. The boundaries of
X may be decomposed such that:
• displacements ud(M) are prescribed on Su;
• the stress vector Td(M,n), where n is orthogonal to the surface at the point M, is prescribed on St;
• their intersection Su \ St is usually not empty, and two cases should then be distinguished:
– the mixed boundary conditions are not overlapping on Su \ St;
– the boundary conditions result in an over-constrained set of equations.
X may also be submitted to a body-force distribution f(x). The local equilibrium conditions (static mode) readdivðrðxÞÞ þ fðxÞ ¼ 0 ð1Þ
where r(x) is the Cauchy stress tensor. On the boundaryrðxÞn ¼ Td 8x 2 St ð2Þ
One has to ﬁnd the ﬁelds (u(x),r(x)) satisfyinguðxÞ 2 UAD
rðxÞ 2 SAD ð3ÞwhereUAD ¼ uðxÞ 2 H 1ðXÞ n uðxÞ ¼ ud 8x 2 Su
  ð4Þ
SAD ¼ frðxÞ 2 H 1ðXÞ n rðxÞn ¼ Td 8x 2 St; divðrðxÞÞ þ fðxÞ ¼ 0 8x 2 Xg ð5Þ
and satisfying the constitutive equationrðxÞ ¼ CðxÞ½uðxÞ 8x 2 X ð6Þ
In the small perturbations framework, the inﬁnitesimal strain tensor readsðxÞ ¼ 1
2
½ruðxÞ þ rutðxÞ ð7ÞExcept when the boundary conditions are over-constrained, one is able to prove the existence and uniqueness
of a solution to the above problem, thus satisfying three diﬀerent equation sets:
• kinematic conditions (4);
• equilibrium conditions (5);
• constitutive equation (6).
However, a few closed form solutions exist (Timoshenko and Goodier, 1970) and the direct problem has to
be solved using variational principles. Satisfying both the virtual work principle and the constitutive equation
error leads to the potential energy Du of the structure8ut 2 UADDuðutÞ ¼ 12
Z
X
½ut : C : ½utdV 
Z
X
f  ut dV 
Z
St
Td  ut dS ð8Þ
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solution of the direct problem, that is the displacement ﬁeld usol.
2.1.2. Inverse problem
The purpose of the identiﬁcation problems is to retrieve some of mechanical parameters (known for the
direct problem) from kinematic measurements, that is to ﬁnd the description of a direct problem that would
result in the measured displacement ﬁeld. The available identiﬁcation methods may use similar equation sets to
retrieve the mechanical parameters under scrutiny, namely:
• kinematic conditions (4);
• equilibrium conditions (5);
• constitutive law (6).
Since the measurement noise corrupting the used displacement ﬁeld is unavoidable, the above equation sets
have to be over-determined to provide a reliable solution. To achieve this necessary redundancy, some
assumptions are made to decrease the number of unknowns in the identiﬁcation problem, thus increasing
the inversion robustness with respect to the measurement noise. A global formulation of the identiﬁcation
problem is to ﬁnd the displacement ﬁeld U minimizing u2u2 ¼ KKAkUUmkKA þ KSAkUUSAkSA þ KCEkUUCEkCE ð9Þ
that is matching ‘‘at best’’ the measured displacement ﬁeld (i.e., the kinematic conditions, ﬁrst term), and sat-
isfying equilibrium conditions (second term) as well as the constitutive law (third term). One should outline
several particular cases:
• KKA5 0, KSA = KCE = 0: the minimization then leads to look for a displacement ﬁeld as close as possible
from the measured displacement ﬁeld. The former will then be referred to as a kinematically admissible
(KA) displacement ﬁeld;
• KSA5 0, KKA = KCE = 0: the minimization then leads to determine a displacement ﬁeld satisfying the equi-
librium conditions, that is one determines a stiﬀness ﬁeld and a loading ﬁeld related by the deﬁned displace-
ment ﬁeld.
If the experimental information is suﬃcient, various strategies, corresponding to diﬀerent sets of the triplet
(KKA,KSA,KCE) and diﬀerent minimization procedures, are then available. For example, ﬁnite-element updat-
ing methods (Kavanagh and Clough, 1971) deﬁne the search space by enforcing the equilibrium equations and
the constitutive law to be satisﬁed (in a weak form), and then intend to minimize u2 with KSA = KCE = 0.
Alternatively, the methods primarily based on the use of equilibrium equations consist in minimizing u2 in
a two-step process:
• The virtual ﬁelds method has been implemented using diﬀerent kinds of measurement set-ups. The minimi-
zation of the ﬁrst term is then performed to provide a projection of the displacement ﬁeld on to a suitable
functions basis (KKA5 0 and KSA = 0). Afterwards, elastic properties are identiﬁed by satisfying the equi-
librium equations obtained by using the constitutive equation in the virtual work principle (KKA = 0 and
KSA5 0).
• The equilibrium gap method has been implemented with displacement ﬁelds obtained from digital image
correlation measurements, that is after the minimization of a functional describing the optical ﬂow conser-
vation principle to ﬁnd the expansion of the displacement ﬁeld on a user-deﬁned functional basis (KKA5 0
and KSA = 0). The mechanical parameters are then deduced by satisfying ‘‘at best’’ the equilibrium condi-
tions at the nodes of the structure (KKA = 0 and KSA5 0).
The method based on the constitutive equation error presented in Geymonat et al. (2002) consists also in
minimizing u2 in a two-step process: the measured displacement ﬁeld is ﬁrst obtained with KKA5 0 and
KSA = KCE = 0. The mechanical parameters are then obtained by minimizing a chosen functional (proved
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KSA = KKA = 0. A relaxation algorithm is then used to exploit the separate convexity. The equilibrium con-
ditions are enforced by deﬁning the functional on SA stress ﬁelds.
In both cases, these two-step procedures highlight the major central compromise one has to deal with to
save the equations redundancy and get reliable identiﬁed parameters, namely, one has to spatially average
the measured quantities to reduce the eﬀect of noise corrupting them, therefore having to balance this eﬀect
with the subsequent decrease in the independent measured quantities amount. Consequently, one has to deal
with the mechanical counterpart of this unavoidable ﬁltering process, by formulating the identiﬁcation prob-
lem for discretized bodies.
2.2. The equilibrium gap method
The equilibrium gap method (EGM) has been primary formulated as this mechanical counterpart. Assum-
ing the existence of a mesh of Ne elements describing the structure, a ﬁnite number of parameters, concate-
nated in the vector Q, have to be identiﬁed. In the present case, the vector Q may contain elastic, as well
as loading parameters. Referring to Eq. (8), let us assume that the trial displacement ﬁeld ut is expanded over
a user-deﬁned functions basis concatenated in the matrix M/ut ¼M/U ð10Þ
where U is vector of the nodal displacement ﬁeld. The minimization conditions of the potential energy Du readoDuðQ; UÞ
oU
¼ 0 ð11ÞContrary to the resolution of the direct problem, the nodal displacement ﬁeld U is here considered as ‘‘almost’’
known (i.e., measured)U ’ Um ð12Þ
whereas the vector Q is to be determined. Assuming that the elastic properties are piecewise homogeneous and
that the inner nodes of the structure do not experience any external force, Claire et al. (2002) obtained a system
(11) of the formMQ ¼ 0 ð13Þ
where the matrix M depends upon the measured nodal displacements and the chosen shape functions /i(x).
The above-mentioned assumptions result in an over-determined linear system, which is found to provide reli-
able solutions even when the measured displacement ﬁeld is submitted to signiﬁcative noise levels. The solu-
tion Qsol does not exactly satisfy the system (13), and then one deﬁnes the residual FrMðUmÞQsol ¼ Fr ð14Þ
It is worth noting that these equilibrium equations match the standard formMðUmÞQsol ¼ SðQsolÞUm  FðQsolÞ ¼ Fr ð15Þ
where S is the identiﬁed stiﬀness matrix. If Um is SA, then the residual equilibrium gap is Fr = 0. The projec-
tion USA of the measured displacement ﬁeld Um is then obtained (up to a rigid body motion) by solvingSðQsolÞUSA  FðQsolÞ ¼ 0 ð16Þ
Eq. (16) then deﬁnes an SA displacement ﬁeld. Any norm of the residual Fr then provides a distance between
the measured displacement ﬁeld and its projection USA onto a statically admissible basis. From its deﬁnition,
ﬁnding an SA displacement ﬁeld is similar to ﬁnding the stiﬀness and the loading related by this SA displace-
ment ﬁeld. However, this is no longer possible when the number of parameters to be identiﬁed (i.e., the size of
Q) increases to reach the number of measured nodal displacements.
To overcome this limitation, let us note that since the problem is solved in the small perturbations frame-
work, the behavior of the structure is assumed to be linear. If X is a solution to system (13), then hX is a solu-
tion too 8h 2 R. Consequently, a singular value decomposition of M is used
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where J is a diagonal matrix,H and K are Nu · Nu orthogonal matrices in the considered limit case, where the
number of parameters to retrieve is equal to the number of degrees of freedom. The diagonal elements of J are
the singular values of M. The columns of K (respectively H) are the right (respectively left) singular vectors
(Press et al., 2002). This singular value decomposition can always be performed, and is ‘‘almost’’ unique,
namely, it is unique up to:
• making the same permutations of the columns of H, the elements of J and the columns of K;
• forming linear combinations of columns of H and K whose corresponding elements of J are equal.
The non-trivial solution Qsol is proportional to the right singular vector associated with the least singular
value ofM, which should be approximately equal to 0, within the machine precision. As a result, the solution
isQsol ¼ #k0 ð18Þ
where k0 is the column of K (i.e., the right singular vector) corresponding to the least singular value (Press
et al., 2002). One should outline that the solution is deﬁned by considering a possibly non-zero least singular
value, to account for discrepancies that will be described in the following. The sign of # is prescribed by the
constraint that the total strain energy of the structure Es should be positive: Es > 0. The mechanical loading
and the elastic property ﬁelds are identiﬁed up to a multiplicative constant (#), since only kinematic data are
considered. The results extracted from Qsol will then be referred to as loading and elastic property contrasts.
We deﬁne that the solution is reached when the matrix M is singular, thus adding a condition ensuring the
redundancy of the linear system (13). If the singular value decomposition is performed with a high relative
accuracy algorithm (Demmel and Veselic, 1992), it is possible to compute the residuals FrMk0 ¼ Fr ð19Þ
These residuals are a measure of the equilibrium gap and also local error estimators. To measure the quality of
the identiﬁcation, a global estimator Wr is deﬁned as the work of the residuals in the local displacement ﬁeld
Um± (i.e., the measured displacement ﬁeld from which the rigid body motion of the considered elements has
been removed)W r ¼
XNu
i¼1
jF rðiÞUmðiÞj ð20ÞSince this indicator includes the stress scale, this estimator needs to be compared to the total strain energy of
the structure Eswr ¼ W rEs ð21ÞThe estimator wr is independent of the stress scale and evaluates the overall quality of the identiﬁcation. It
therefore enables for a measure of the distance between the measured displacement ﬁeld and its projection
onto a statically admissible basis, as deﬁned by Eq. (15), and shown in Eq. (9). One may also compute the
contribution of each element to the global indicator wr, thus providing a local error indicator.
One may outline that using only the equilibrium conditions (13) in the present case, where the number of
parameters to retrieve is equal to the number of measured kinematic parameters, would lead to a square linear
system. This lack of redundancy would then yield a solution highly sensitive to noise. Therefore, as each con-
dition is satisﬁed, it is no longer possible to get an error indicator, and then to assess the identiﬁcation quality.
The key point is then that assuming a linear behavior for the whole structure, one is then able to solve the
identiﬁcation problem and to associate an equilibrium gap to the solution, even if the number of parameters
to retrieve (including both loading and elastic parameters) is equal to the number of measured nodal displace-
ments. This improvement is of major interest to retrieve the most meaningful mechanical parameters from a
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ﬁxed number of kinematic parameters.
One may also note that this identiﬁcation procedure may be corrupted by many diﬀerent errors. One usu-
ally uses an idealized geometrical description, as well as one assumes a linear elastic material. Moreover, an
idealized loading pattern as well as a too coarse discretization may induce additional errors. Since these errors
result in non-satisﬁed stationarity conditions of the potential energy, they will induce an additional error gap.
The next subsections are then devoted to the modeling improvement through the equilibrium gap minimiza-
tion. The special case of a loading pattern error is detailed and the speciﬁcity of the latter error is emphasized.
2.3. Equivalence between static and kinematic criteria
Let us ﬁrst consider that the modeling used to describe the structure is suitable. The aim of this section is
then to assess the consequences of a noise corrupting the measured displacement ﬁeld, resulting in a nodal
displacement perturbation dU. Thanks to the ideas proposed in Mathai (1997), one is able to compute in a
semi-analytical way the Jacobian of the singular value decomposition with respect to any parameter used
to build the matrixM. In particular, one is then able to compute the Jacobian of the equilibrium gap Fr with
respect to the displacement ﬁeld U from the singular value decomposition ofM (see Appendix A). This Jaco-
bian is described by a single non-singular vector Up near the solution, that is when the least singular value of
M is close to 0. The non-singular direction remains unique as long as the zero singular value of M remains
unique. This non-singular direction is also deﬁned byUp ¼ Ht0S ð22Þ
where H0 is the last column of H and S is the stiﬀness matrix of the structure (see Appendix B). As a conse-
quence, if the nodal displacement ﬁeld used to build the matrixM is subjected to a perturbation dU? orthog-
onal to the direction Up,Utp  dU? ¼ 0 ð23Þ
the equilibrium gap is not signiﬁcantly modiﬁed since the ﬁrst order term is equal to 0oFr
oU
 dU? ¼ 0 ð24ÞConsequently, only the part of the perturbation dU proportional to Up will make the equilibrium gap Fr dif-
ferent from 0.
When computing the projection U of the displacement ﬁeld u onto a kinematically admissible basis M/,
one usually minimizes the least-squares criterionkUUmkKA ¼ t2 ¼ ðM/U uÞtðM/U uÞ ð25Þ
with respect to the trial displacement ﬁeld U. Let us then assume that the measured ﬁeld u(p) is subjected at
point p to a Gaussian uncorrelated noise b(p), with zero mean and r2 variance. Let us also recall that the mod-
eling used to describe the structure is assumed to be suitable. It means that the discretization level is high en-
ough to describe the measured displacement ﬁeld, therefore only the noise deﬁnes the minimum value of t2 (see
Appendix C.1)E½t2min ¼ r2ðNp  NuÞ ð26Þ
where E[Æ] denotes the expectation for the scalar Æ, Np the number of measurement points and Nu the number of
nodal displacements in U. t2min is then a measure of the measurement noise.
As a consequence of the previous discussion on the non-singular direction Up, let us consider the projection
of the displacement perturbation dU onto the non-singular direction Up, and denote j the scalarj ¼ dUtUp ð27Þ
The equilibrium gap Fr is then proportional to the scalar j. The expectation for the scalar j
2 is found to be
proportional to r2, and the coeﬃcient is found to depend on the used shape functions (see Appendix C.2).
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2 if the used
modeling is suitable, and the multiplicative constant between them depends on both the stiﬀness matrix of the
structure and the used shape functions. Dealing with load and elastic property contrasts, its range is obtained
only from the used shape functions. The kinematic and static terms in Eq. (9) are then proportional to each
other if the used modeling is suitable to the measured displacement ﬁeld. Any deviation from this relationship
provides a simple criterion to detect an unsuitable modeling, and this is easily assessed if the noise level is
experimentally known. Another consequence of this result is that if the chosen modeling is suitable to describe
the test under scrutiny, methods based on a distance to SA ﬁelds (as the proposed one) and some others based
on a distance to KA ﬁelds (as the ﬁnite-element updating method) are equivalent.2.4. Modeling errors correction
Assuming that the used shape functions describe the measured displacement ﬁeld, the kinematic term in Eq.
(9) arises only from the measurement noise. Under this assumption, the only way to depart from the above
relationship between the kinematic and static term is to consider that a modeling error results in an additional
contribution to the equilibrium gap. Assuming small perturbations, we consider an additive decompositionFr ¼ FruðdUtmUpÞ þ Frm ð28Þ
where FruðdUtmUpÞ is the contribution of the measurement noise dUm = Um  usol to the equilibrium gap, and
Frm is the modeling error contribution. One should highlight that the partition (28) does not specify the origin
of the additional modeling term Frm . Under the previous assumptions, this modeling error could arise from a
wrong elastic property or loading pattern. Although the modeling errors due to a too coarse ﬁnite-element
model may not be distinguished, their eﬀect is not considered herein, since these discretization errors induce
both an additional kinematic and static term in Eq. (9). One has also to provide another mechanical descrip-
tion to get a residual equilibrium gap matching the estimated noise level. This new mechanical model may be
parameterized to compensate for the best modeling contribution to the equilibrium gap. Let us then consider
the case of a single modeling parameter b, so that the equilibrium gap corresponding to the measured displace-
ment ﬁeld readsFrðdUm; bÞ ¼ FruðdUtmUpÞ þ FrmðbÞ ð29Þ
where dUm is the displacement perturbation due to measurement uncertainties. The problem consists in look-
ing for the b value that decreases the modeling contribution to the equilibrium gap.
Since only the total equilibrium gap Fr(dUm,b) is computed, one has to cancel out both terms in Eq. (29).
From Appendix B, it is inferred that near the solution, both contributions are proportional to the last column
of the matrixH. As a consequence, one obtains a 1D solution subspace, and one needs another information to
decouple the contributions to the distance to a statically admissible ﬁeld arising from the measurement noise
and the modeling error. That is one has to ﬁnd the correction displacement ﬁeld dUsol = dUm and the solu-
tion modeling parameter bsol so thatFruððdUm þ dUsolÞtUpÞ ¼ 0 ð30Þ
FrðdUm þ dUsol; bsolÞ ¼ 0 ð31ÞOnly the projection of dUm onto Up needs (and has) to be recovered. It is worth noting that the two above
conditions state that the solution has to be both kinematically and statically admissible. This additional infor-
mation (necessary to decouple the eﬀects) is then naturally deduced from the noise level r2, which is assumed
to be known, either by the measurement assessment or by the value of the distance from the measured dis-
placement ﬁeld to its projection onto a kinematically admissible basis (see Appendix C.1). According to
Appendix C.2, the probability density for j2 is deduced from r2 and the used shape functions, thus providing
a probability density of dUsol satisfying Eq. (30) (i.e., the kinematic condition). Using this probability density
in Eq. (31) leads one to restrict the solution space to a part of the above 1D solution space, and then provides a
probability density for bsol. If one considers both a displacement perturbation and Nm modeling parameters to
be identiﬁed, the static admissibility provides a single relationship (31) and the kinematic admissibility pro-
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suﬃcient to ﬁnd a unique modeling parameters set.3. Application to cantilever beams
Since the idea is valid for any structure, the above development is applied to beams of any size. A heter-
ogeneous Euler–Bernoulli beam is discretized with Ne elements. Let a denote the discretization level of a beam
by using Ne = 2
a elements. For instance, a cantilever beam is considered. The elastic property ﬁeld is assumed
to be heterogeneous, and is modeled with a (multiplicative) contrast ﬁeld C, where EICn is the ﬂexural stiﬀness
of the element n, n 2 {1    Ne}. The beam is only subjected to nodal forces F, where Fm is the force applied on
node m, m 2 {1    Ne} (see Fig. 1). When the nodal forces and the stiﬀness ﬁeld are known, the direct (clas-
sical) problem is to ﬁnd the nodal displacement ﬁeld U = (v,h), where v are the nodal out-of-plane displace-
ments, and h are the nodal cross-section rotations. The present aim is to solve the identiﬁcation problem, i.e.,
when the nodal displacement ﬁeld is almost known (since it is measured), to ﬁnd the stiﬀness and load ﬁelds.3.1. EGM for Euler–Bernoulli beams
One assumes that the user-deﬁned scale a is able to describe the beam behavior. The available data are the
nodal displacement ﬁeld, that may be derived from a discrete displacement ﬁeld, projecting it onto a kinemat-
ically admissible basis. The element length is ‘. Following the equilibrium gap method (Claire et al., 2002), the




Cnf ðvn1; vn; hn1; hnÞ 
XN e
m¼1
F mvm ð32Þwhere EI is the ﬂexural stiﬀness, andf ðvn1; vn; hn1; hnÞ ¼ 12
‘3
ðvn  vn1Þ2 þ 4
‘
ðh2n þ h2n1 þ hn1hnÞ
þ 12
‘2
ðvn1hn1 þ vn1hn  vnhn1  vnhnÞ ð33ÞIt follows, for the nth node, thatFig. 1. Description of the discretized test beam and applied loading.









fCnh þ Cnþ1hþg ¼ 0
ð34Þwithgðvi; vi1; hi; hi1Þ ¼ 24
‘3
ðvi  vi1Þ  12
‘2
ðhi1 þ hiÞ
gþðvi; viþ1; hi; hiþ1Þ ¼ 24
‘3
ðvi  viþ1Þ þ 12
‘2
ðhi þ hiþ1Þ
hðvi; vi1; hi; hi1Þ ¼ 12
‘2
ðvi1  viÞ þ 4
‘
ðhi1 þ 2hiÞ
hþðvi; viþ1; hi; hiþ1Þ ¼ 12
‘2
ðvi  viþ1Þ þ 4
‘
ð2hi þ hiþ1Þ
ð35Þwhere v and h are the components of the measured nodal displacement ﬁeld Um. In the present case, the ﬁeld F
is unknown, in addition to the contrast ﬁeld C. The equilibrium conditions give Nu = 2(Ne + 1) equations with
Nu = 2(Ne + 1) unknowns, which reduce to 2Ne independent equations with 2Ne unknowns if the ﬁrst node is
assumed to be motionless. At the a scale, the system of 2a+1 + 2 equations becomesMQ ¼ 0 ð36Þ
with the unknown vectorQt ¼ ½C1; F 1;C2; F 2; . . . ;C2aþ1; F 2aþ1 ð37Þ
whereM is a matrix that depends only on the measured nodal ﬁelds, which are obtained from the projection
onto cubic Hermite functions (see Appendix D), on the assumed loading pattern and on the length of the ele-
ment. Q = 0 is the trivial solution. The solution Qsol is then obtained from the singular value decomposition
(Eq. (17)), yielding the identiﬁed elastic and loading contrasts.3.2. Static–kinematic equivalence for suitable models
The following results are all obtained with a beam discretized with 2a elements. The ﬂexural stiﬀness is
homogeneous for each element, and the random contrast ﬁeld follows a uniform probability density between
0.1 and 0.9 (Fig. 2). The mechanical loading is a homogeneous nodal force ﬁeld. The displacement ﬁeld u isFig. 2. Elastic property ﬁeld C and shape of the tested beam.
Fig. 3. (a) Errors g(D) and g(F) vs. amplitude of the added white noise for diﬀerent discretization levels. (b) Global indicator wr vs. errors
g(D) for diﬀerent discretization levels.
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Z impðkÞ  1
 2
ð38ÞThe inﬂuence of a random white noise added to ‘‘FE’’ measurements on the identiﬁcation quality is assessed.
The results shown in Fig. 3a are averages over 100 realizations of white noise, with a prescribed noise/signal
ratio. When the noise/signal ratio tends to zero, the identiﬁcation error vanishes, thereby proving that the cal-
culations are consistent. At a given discretization level, the identiﬁed load ﬁeld is more sensitive to measure-
ment noise than the elastic property ﬁeld. These results also show the eﬀect of discretization on the sensitivity
to noise of the kinematically admissible ﬁelds. These simulations show an acceptable noise/signal ratio of al-
most 1% for two elements, which introduces an error of a few percents on the identiﬁed ﬁelds. This acceptable
noise/signal ratio decreases to 0.1% for four elements, which means that the signal/noise ratio needs to be im-
proved by a factor 10 to double the spatial resolution of the identiﬁed properties. All the results are summa-
rized in Table 1. The estimator wr, deﬁned by Eq. (21), is independent of the stress scale and evaluates the
overall quality of the identiﬁcation. This indicator is also related to the identiﬁcation error g, as shown in
Fig. 3b for the elastic property contrast. Identical results are obtained using the loading contrast, so that
Table 1
Value of the acceptable noise/signal ratio for a given root-mean-square error on the stiﬀness and a given discretization level
a = 1 a = 2 a = 3ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
gðDÞp ¼ 102 6 · 103 4.2 · 105 4.6 · 106ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
gðDÞp ¼ 103 5 · 104 4.2 · 106 4.5 · 107ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
gðDÞp ¼ 104 5 · 105 5 · 107 4.6 · 108
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ship between the identiﬁcation error g and the estimator wr is consistent with the results of Appendix C.2 and
is then single-valued, so that in the latter case, the quantity wr is a measure of the identiﬁcation error.
3.3. Modeling errors
In Section 3.2 the way in which the loading is applied on the structure is assumed to be well known, and is
utilized to build the equilibrium matrixM. In a practical case, full-ﬁeld measurements provide enough infor-
mation to allow for testing the chosen mechanical modeling, especially regarding the loading. This is tested on
‘‘FE’’ measurements, generated in the same way as in Section 3.2, but an additional nodal moment Cend pro-
portional to the nodal forces Fend, is applied on the last node (see Fig. 1)Cend ¼ bsolF end ð39Þ
with bsol5 0. One uses piecewise cubic shape functions, described in Appendix D. The aim of this section is
then to exhibit the consequences of an unknown loading pattern on the identiﬁcation and to illustrate the pro-
posed identiﬁcation procedure to retrieve the loading pattern, i.e., the unknown value for b.
3.3.1. Sensitivity of the equilibrium gap to the loading pattern
The partition (29) states that, close to the solution, the equilibrium gap depends on two scalar parameters.
Thus, dealing with a single modeling parameter, one is able to plot a 2-D map of the norm of the equilibrium
gap vs. b  bsol and j = dUtUp. Such a map, obtained with noisy computer-generated displacement ﬁelds, is
plotted in Fig. 4. One may note a deep and narrow valley, which corresponds to a zero-gradient direction in
the (b,j) plane. Let us denote by k this zero-gradient direction, and k? the orthogonal one. Then, using the
static criterion kFrk = 0 restricts the solution subspace to a single line, whose direction is k, thereby proving
that a static criterion is not suﬃcient to ﬁnd a unique solution for b.Fig. 4. Norm of the residual equilibrium gap in the vicinity of the solution.
Fig. 5. (a) Value of the kinematic noise criterion in the vicinity of the solution. (b) Plot of the probability density for b.
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To ﬁnd a unique value for b, one has also to ﬁnd the value of j, where dU is the kinematically admissible
projection of the true noise ﬁeld b corrupting the measured displacement ﬁeld u. If one makes the assumption
that the measurement is shot-noise limited and that this noise is uncorrelated, the projection of this noise onto
a kinematically admissible basis is derived. Since the noise is assumed to be uncorrelated, the correlation coef-
ﬁcients between its projections onto the basis functions are derived analytically and this allows one to compute
the probability density for j2 (see Appendix C). This probability density deﬁnes a conﬁdence region along the
j-axis, in which the solution satisfying Eq. (30) should lie. Fig. 5a shows the value of this criterion in the vicin-
ity of the solution, and its complementarity to the equilibrium gap, when choosing a probability density to ﬁnd
the solution at a given point along the k-axis.3.3.3. Combining both criteria
From the previous analyses, one is able to locate a conﬁdence region in the (b,j) plane when combining the
static criterion k Frk = 0 (which sets the position along the k? direction) and the computed probability density
that deﬁnes a conﬁdence region along the k-axis. Last, one gets a probability density for the parameter b (see
Fig. 5b), which may be integrated to give error bounds.4. Application to experimental results
4.1. Electrostatic loading
Micro-cantilevers made of a silica layer (750 nm thick) and a gold layer (450 nm thick) are used. They are
70 lm long, and 20 lm wide, so that one assumes that their mechanical behavior is described by using an
Euler–Bernoulli beam modeling. The set-up uses the fact that the present MEMS (Fig. 6a) is covered by a con-
ducting gold layer, which is utilized as an electrode of a capacitor. The other plate is a stamped aluminum
sheet put almost 1 mm above the cantilevers. The parallelism between the two plates is adjusted thanks to
visual inspection. As the air gap is quite big (1 mm), this provides a good enough parallelism. This plate
has a 0.6 mm diameter hole, which allows one to observe the sample with a microscope (Fig. 7), since this hole
is placed above the observed cantilever. If one prescribes a potential gap V1  V2 between the armatures of a
plane capacitor, an electric ﬁeld Ef ¼ rV appears. Each plate yields a surface charge ±rq deﬁned byrq ¼ Efee ð40Þ
where ee is the dielectric constant of the medium. The armatures will attract each other, independently of the
sign of (V1  V2). This displacement will not signiﬁcantly modify the electric ﬁeld itself until it remains small
compared with the gap between the armatures. For a small surface element dS, the force dF applied to it is
given by
Fig. 6. (a) General SEM view of the used cantilevers. (b) SEM view of the base under the cantilever.
Fig. 7. Schematic view of the electrostatic loading device.




dS ð41ÞSince the MEMS surface is an equipotential, the electric ﬁeld and the force dF are orthogonal to the surface.




ð42ÞHowever, the used capacitor does not lead to a homogeneous electric ﬁeld between the armatures since the
upper one has a hole, and the lower one has many edges. Consequently, one cannot make any assumption
concerning the homogeneity of the applied pressure ﬁeld.4.2. Retrieving the ﬂexural rigidity and the electrostatic pressure ﬁeld
The described algorithms, validated analytically and by using ‘‘FE’’ measurements, are now applied to
ﬁelds obtained experimentally with the set-up described in Fig. 7. The unknowns are the contrast parameters
and the pressure applied to each element, which is assumed to be constant along the element (see Fig. 8,
b = 0). The displacement ﬁeld is obtained by an interferometric imaging set-up. A typical measured optical
phase ﬁeld is shown in Fig. 9. The system used herein is an imaging Nomarski shear interferometer (Amiot
Fig. 8. Description of the modiﬁed discretized beam with an unknown couple.
Fig. 9. Typical measured optical phase ﬁeld during the electrostatic test. The edges of the cantilever are inclined, thus resulting in a drop of
the optical phase.
F. Amiot et al. / International Journal of Solids and Structures 44 (2007) 2863–2887 2877and Roger, 2006) providing a phase map of the object diﬀerential topography. Measuring the optical phase
ﬁeld change D/(x,y) when applying an external (electrostatic) loading allows one to compute the correspond-
ing displacement ﬁeld Dz(x,y) of the cantileverDzðx; yÞ ¼ k
4p
D/ðx; yÞ ð43Þwhere k is the used wavelength (i.e., 760 nm). This displacement ﬁeld is then averaged over the cantilever width
to provide a one-dimensional displacement ﬁeld, which is then represented over 57 independent measurement
points (pixels). These ﬁelds are obtained under conditions that ensure a reproducibility of almost 100 pm. The
noise corrupting the measured displacement ﬁeld is proved to follow a zero-mean Gaussian distribution and to
be spatially uncorrelated (Amiot and Roger, 2006), thus consistent with the assumptions of Appendix C. The
ﬁeld of view covers the whole cantilever and a part of the substrate. As shown in Fig. 3a, the noise/signal ratio
limits the discretization level. Since maximum displacements, obtained under a 800 V potential gap, are of the
order of 30 nm, a two-element discretization is the maximum value for the present algorithm. The signal-noise
ratio is of the order of 1%. One would expect a value of wr in the 10
2 range (see Figs. 3a and b) if the used
model is suitable. This statement holds for voltages greater than 750 V. The main results discussed herein are
obtained for a value equal to 800 V. Fig. 10b shows the scaled identiﬁed ﬁelds when assuming that the
Fig. 10. (a) Measured displacement ﬁeld. (b) Results of the identiﬁcation with two elements and a pure pressure ﬁeld. (c) Results of the
identiﬁcation with an extra (identiﬁed) nodal couple acting on the cantilever.
Fig. 11. (a) Contribution of each element to the error estimator wr when the identiﬁcation is performed with b = 0. (b) Measured
displacement ﬁeld (dots) and the best SA displacement ﬁeld (solid line) obtained with b = 0 (the rigid body motion is chosen to minimize
kUSA  UmkKA).
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cantilever, and the value of wr reaches 2.8, thereby proving the poor quality of the identiﬁcation results. Since
it is quite diﬀerent from the expected value (Fig. 3), one assumes a modeling error.
When looking at the measured displacement ﬁeld in Fig. 10a, one sees a change in the cantilever curvature
near its free end. Consequently one assumes that unexpected eﬀects are not fully described with the chosen
model. This is also conﬁrmed when looking at the local contributions to wr (Fig. 11a), which shows that
an error arises at the free end of the cantilever. This poor identiﬁcation result is conﬁrmed by comparing
the measured displacement ﬁeld and the best SA displacement ﬁeld obtained when b = 0 (the rigid body
motion is chosen to minimize kUSA  UmkKA). The diﬀerence between these ﬁelds is shown in Fig. 11b. A
way of improving the solution is to consider that the electrostatic pressure applies to all the metallic faces
of the gold layer on top of the cantilever, so that the pressure on the end surface will lead to an extra couple
F. Amiot et al. / International Journal of Solids and Structures 44 (2007) 2863–2887 2879acting at the end of the cantilever (Fig. 8). This moment is modeled by a dimensionless parameter b, which is
the ratio between the nodal couple due to the pressure ﬁeld arising on the last element and this additional
parameter. Considering a single loading level, this assumption does not result in an extra relationship between
loading parameters. This argument illustrates the fact that the proposed method is not intended to give the
physical origin of the modeling error, but to identify a parameterized modeling frame and assess its quality
with respect to a displacement ﬁeld.4.3. Retrieving the b ratio
The problem is to identify the best value for b. To solve this problem, a three-step algorithm derived from
the discussion of Section 3.3 is used:
• Find a rough estimate b0, as the minimizer of kFrmk with respect to b, using the measured displacement
ﬁeld.
• Using the computed Jacobian and a Newton–Raphson algorithm, move down the valley of the static
criterion.
• Deﬁne the k direction, and compute the probability density arising from the kinematic criterion along it.
Projecting this conﬁdence region onto the b-axis returns a probability density for b.
Table 2 shows the resulting values for b, and Fig. 12 displays the ﬁnal probability density for b. When inte-
grating it, one shows for example that P[1.53 < b < 1.38] = 0.9. Considering only the modeling correction,
one gets (Table 2) a wr value in the expected 10
2 range throughout the conﬁdence interval, thereby proving
the correction quality. This means in particular that the assumption made to correct only for a loading mod-
eling error, and not for a too coarse mesh is suﬃcient to get an SA ﬁeld. Moreover, this likelihood estimation
may be re-examined since a solution is known. For the present case, the norm of the residual equilibrium gap
obtained assuming that the model with no added couple is suitable is kFrk = 1.8 · 104. From the calculation
of the Jacobian of the equilibrium gap, one gets the norm of the value jtest, assuming that the previous equi-
librium gap originates only from a measurement noise, jjtestj = 1.25. Comparing this value to the computed










¼ 49:6 ð44Þthus proving that the ﬁrst modeling is unlikely to be right. When choosing a particular point in the deﬁned
conﬁdence region, one gets new identiﬁed ﬁelds, which are shown (scaled) in Fig. 10. As b is given in a prob-
abilistic way, the identiﬁed contrasts are probabilistic too. The maximum root-mean-square variation of the
identiﬁed ﬁelds along the deﬁned conﬁdence region is found to be 7.3 · 105 when b = 1.45 and is thus con-
sidered as suﬃciently small to allow us to show the identiﬁed ﬁelds for only one speciﬁc point inside the con-
ﬁdence region. The pressure ﬁeld is then attractive everywhere along the cantilever, which is consistent with
what is expected. The ﬂexural stiﬀness is found to increase near the motionless part of the cantilever. This ex-
tra stiﬀness may be explained by a remaining base under the cantilever, as a consequence of a silica under-etch-
ing. This base is partially found on oblique SEM views of the beam (Fig. 6b). The identiﬁcation quality is2
of the identiﬁed b parameter with two elements (b and wr are dimensionless)
e (V) jdUtsolUpj b wr (a.u.)
0 0 2.8
6.04 · 106 1.45 5 · 1014
0 1.38 4 · 102
0 1.53 3.8 · 102
0 0 2.73
6.01 · 106 1.38 1 · 1013
Fig. 12. Plot of the probability density for b for the analyzed experimental data.
Fig. 13. Measured (dots) and SA (solid line) displacement ﬁelds for the identiﬁed modeling (the rigid body motion is chosen to minimize
kUSA  UmkKA).
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the average over the cantilever width of the measured displacement, thus representing independent measure-
ments, since the measurement noise is proven to be free of spatial correlation (Amiot and Roger, 2006). The
agreement also proves that a few, but rich elements are suﬃcient to describe complex and highly heteroge-
neous eﬀects, provided that a rich modeling is identiﬁed.
The identiﬁed values corresponding to an applied voltage of 750 V are also reported in Table 2, and present
a small deviation on the b value. The identiﬁed ﬁelds are also found to be similar. If one wants to perform the
whole identiﬁcation procedure with four elements, one should ﬁrst note that the noise level is too high to get
accurate identiﬁed ﬁelds (see Fig. 3a). The value of wr reaches 11.7, and the identiﬁed stiﬀness ﬁelds present
several negative values, thereby proving the poor quality of the identiﬁcation. In this case, the minimization
procedure fails to improve the estimated value b0 = 4.21, corresponding to a value of wr equal to 0.5.
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An identiﬁcation procedure is proposed to retrieve both heterogeneous stiﬀness and loading contrasts using
full-ﬁeld displacement measurements. This technique is based on local equilibrium conditions, thus deﬁning a
distance from the measured ﬁeld to a statically admissible one, assuming some modeling hypothesis, even if
the conditions redundancy is signiﬁcantly aﬀected by an increased number of parameters to be identiﬁed. Ana-
lytical derivations, as well as numerical simulations have been carried out to control the eﬀect of an additive
white noise on the identiﬁed ﬁelds at diﬀerent discretization levels, when the modeling hypotheses are satisﬁed.
Then, a signiﬁcant gap between the computed value of the estimator and the expected one is studied as the
consequence of a modeling error. Since it is a key point in the identiﬁcation process, a strategy is developed to
deal with modeling errors and to retrieve the unknown modeling parameter, when satisfying both static and
(statistical) kinematic criteria.
Last, this procedure was applied to experimental results, providing stiﬀness and loading contrasts, and a
statistical description of an a priori unknown modeling parameter, from full-ﬁeld measurements on a MEMS.
Moreover, the proposed method may be applied to samples of any size. This is then intended to provide infor-
mation whenever the loading applied on a beam is diﬃcult to assess. Since it is possible to deal with modeling
errors, future analyses will consider the special case of a discretization error, in order to improve the spatial
resolution of the identiﬁed properties. On the other hand, combining the technique proposed herein with other
experiments providing the loading intensity is thought to represent another way towards the spatial resolution
improvement of the identiﬁed contrasts, as well as towards the identiﬁcation of the actual stiﬀness and loading
ﬁelds.Appendix A. Computing the Jacobian of the singular value decomposition
The key ideas of the following derivations were proposed by Mathai (1997). Using the deﬁnition of Eq. (17),
one has to compute the Jacobian Dp ¼ oKop where p stands for a parameter used to buildM (i.e., a component
of the displacement ﬁeld or the loading ﬁeld). Let us recall that J is diagonal, and that both H and K are
orthogonal Nu · Nu matrices. J is organized so that the singular values are sorted in decreasing order with









ð45ÞLet us deﬁne Mp as
oM
op . Moreover, the orthogonality condition readsHtH ¼ I ð46Þ









¼ ðXpKÞt þ XpK ¼ 0 ð49Þwhere XpH and X
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þ JXpK ð52ÞLet us write MpMp ¼
XNa
i;j¼1




K are antisymmetric matrices, and recalling
that J is diagonal, the diagonal elements of XpHJ and JX
p
K are also vanishing, thereby yielding the derivatives





apijH irKjr ð54ÞTaking into account the antisymmetry property, the elements of the matrices XpH and X
p
K are computed by
solving a set of linear systems, which are derived from the oﬀ-diagonal elements of the matrices in Eq. (52)J ssX
p






H rs þ J ssXpK rs ¼ 
XNa
i;j¼1
apijH isKjr ð56ÞThis system has a unique solution provided Jss5 Jrr for s5 r, that is if the singular value decomposition has a
unique solution. Once XpH and X
p
K have been computed, one obtainsDp ¼ oKop ¼ KX
p
K ð57Þwhich is the desired derivative. The derivative with respect to the displacement ﬁeld is then easily derived as the
concatenation of the derivatives with respect to each nodal displacement. It is then possible to derive in a semi-






ð58ÞNoting that the ﬁrst term is the identiﬁed stiﬀness matrix S (see Eq. (15))oM
oU
Q ¼ S ð59Þthe Jacobian of the equilibrium gap readsoFr
oU
¼ S þM oQ
oU
ð60ÞSince Q is proportional to the last column of K, the Jacobian of the equilibrium gap is obtained in a semi-
analytical way from the SVD of M.
Appendix B. Equilibrium gap Jacobian singularity near the solution
At the solution, the least singular value is zeroJNN ¼ 0 ð61Þ
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ð67Þso that L corresponds to the deﬁnition of the pseudo-inverse of ML ¼ KJ IHt ð68Þ
where J I is deduced from JJIkk ¼
1
Jkk
if Jkk > 0
0 otherwise

















HiN ð70ÞClose to the solution, the equilibrium gap arising from a measurement noise is then proportional to the last
column of H. One should underline that this last result is still valid when considering the equilibrium gap in-
duced by the modiﬁcation of any parameter p close to the solution. Let us denote the latter by H0 and Up the
direction deﬁned byUp ¼ Ht0S ð71Þ
the Jacobian ﬁnally readsoFr
oU
¼ H0 Up ð72ÞAs a consequence, the residuals are not modiﬁed if the nodal displacement ﬁeld used to build the matrixM is
subjected to a perturbation dU orthogonal to the direction Up
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oFr
oU
 dU ¼ 0 ð74Þwhere Up is then the single non-singular direction of the Jacobian
oFr
oU. This non-singular direction remains un-
ique as long as the zero singular value of M remains unique.Appendix C. Deﬁnition of the kinematic noise criterion
One assumes that the measured ﬁeld u(p) is subjected at point p to a Gaussian uncorrelated noise b(p), with
zero mean and r2 variance.C.1. Projection onto a kinematically admissible basis
When computing the projection of the displacement ﬁeld onto a kinematically admissible basis, on mini-
mizes the scalart2 ¼ ðM/U uÞtðM/U uÞ ð75Þ
whereM/ is the interpolation matrix, U the sought (nodal) displacement ﬁeld, and u the measured one. The
stationarity condition readsMt/M/Um ¼Mt/u ð76Þ
when u is subjected to measurement noise, it readsu ¼ u0 þ b ð77Þ
where u0 is the true displacement ﬁeld. The corresponding partition on the obtained displacement ﬁeld
becomesUm ¼ U0 þ dU ð78Þ
withM/U0 ¼ u0 ð79Þ
so thatMt/M/dU ¼Mt/b ð80Þ
and the minimum value of t2, t2min readst2min ¼ btb dUtYdU ð81Þ
with Y ¼Mt/M/. ThenE½t2min ¼ E½btb  E½dUtYdU ð82Þ
where E[Æ] denotes the expectation for the scalar Æ. If Np is the number of independent measurement points,
E[btb] = Npr
2 andE½dUtYdU ¼ E½btM/Y1Mt/b ð83Þ
When X ¼Mt/b, the previous quantity becomes,E½dUtYdU ¼
X
i;j
Y1ij E½X iX j ð84ÞFollowing its deﬁnition,






xiðnÞ ¼ h/i; bi ð85Þwhere /i(n) is a shape function, that is the ith column of M/. If the b(n) components are uncorrelated, the

















dx ¼ r2h/i;/ji ¼ r2Y ij ð86ÞThen,E½t2min ¼ r2ðN a  Y1 : YÞ ¼ r2ðNp  NuÞ ð87Þ
where Nu is the number of nodal displacements in U. Thus, when the chosen discretization level is suitable to
describe the displacement ﬁeld, the value of t2min is a measure of the noise level.
C.2. Application to the partition of the projection of a measurement noise onto a kinematically admissible basis
As explained in Section 3.3.2, the displacement perturbation readsdU ¼ jUp þWs ð88Þ
Since Up and the columns of W are obtained from the right singular vectors of
oFr
oU, their concatenation yields
an orthogonal basis for the kinematically admissible displacement ﬁelds, so thatWtUp ¼ 0 ð89Þ
WtW ¼ I ð90Þ
UtpUp ¼ 1 ð91ÞThe minimization of t2 (see Eq. (75)) yieldsAj ¼ UtpMt/bUtpYWD1WtMt/ ð92Þ
when using the following notationsA ¼ UtpYUp UtpYWD1WtYUp ð93Þ




/b ð95ÞwithB ¼ 1þUtpYTYUp ð96Þ
T ¼WD1WtWD1Wt ð97Þ


















dx r4j ¼ 2r4j ð100Þ
Fig. 14. Parameters and nodal displacements used to describe the displacement ﬁeld.
2886 F. Amiot et al. / International Journal of Solids and Structures 44 (2007) 2863–2887The particular shape of this probability density (two peaks) arises from the fact that it is obtained from the
probability density of j2. The latter is a Gaussian distribution with a non-zero mean. Since E[j] = 0, the prob-
ability density for j follows this ‘‘batwings’’ distribution.
Appendix D. Shape functions
Fig. 14 describes the used nodal displacements to represent the deformation of an element of length ‘. The
out-of-plane displacement is denoted v, and the cross-section rotation is denoted h. The out-of-plane displace-
ment ﬁeld is described by a cubic polynomial, whose coeﬃcients are expressed as a function of the nodal dis-
placements thanks to the Euler–Bernoulli hypothesishðyÞ ’ ovðyÞ
oy





2 þ 2~y3‘ð~y  2~y2 þ ~y3Þð3~y2  2~y3Þ‘ð~y3  ~y2Þ
6
‘
ð~y2  ~yÞð3~y2  4~y þ 1Þ  6
‘








7775 ð102Þwhere~y ¼ y
‘








dy ð104Þand with Eq. (102) is written asEs ¼ EI 12
‘3
ðv2  v1Þ2 þ 4
‘
ðh22 þ h21 þ h1h2Þ þ
12
‘2
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