On a 2m 2n chessboard, the maximum number of nonattacking kings that can be placed is mn, since each 2 2 cell can have at most one king. Let f m (n) denote the number of ways that mn nonattacking kings can be placed on a 2m 2n chessboard. The purpose of this paper is to prove the following result. 
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Think of the columns of the array (1) as wooden playing pieces, like dominoes. If we scan one of the pieces from top to bottom we see a block of 0 or more 1's and 2's followed by a block of 3's and 4's. Hence the number of pieces is altogether N = N(m) = (m+1)2 m . Thus there are 12 possible pieces that might be used to make a 2 n array, namely the pieces 4 4 1 4 1  1  3  4  4  3  2  4  1  3  1  2  2  1  2  2  2  3  3  3 : Now x an integer m 1, and one of the N(m) wooden pieces of height m, say the piece u (1 u N(m)). Let f m (n; u) be the number of legal m n arrays whose last (i.e., nth) column is the given piece u, and let f m (n) = P u f m (n; u). Then clearly f m (n + 1; u) = X v f m (n; v) (v ! u); (n 1; f m (1; u) = 1 (1 u N(m))) in which is the truth value of the proposition that it is legal for the piece v to be immediately followed by the piece u. Thus is equal to the number of 1-4 pieces v that can legally follow u. If u is itself a 1-4 piece then it can be followed by any 1-4 piece, or (m + 1) of them. If u contains a 2 or a 3 then it cannot be followed by any 1-4 piece. Hence Ay = (m + 1)y.
It remains to show that this eigenvalue m + 1 is the largest eigenvalue of m , that it has multiplicity two, and to look at its contribution to the growth of f(n; m).
We will show next that there is an ordering of the pieces in which the matrix m is block triangular. More precisely, the (m+1)2 m (m+1)2 m matrix m , when written as a 2 m 2 m matrix whose \entries" are (m + 1) (m + 1) blocks, will be a triangular matrix. From that it will follow that the multiset of eigenvalues of m is exactly the multiset union of the spectra of its diagonal blocks. We will describe the latter in Lemma 4 below.
Intuitively speaking, this ordering expresses the following fact. If at a certain point in the chessboard there is a king that lives in the right hand one of the two columns of its 2 2 cell, then everywhere to the right of that cell, in the same row of the board, all of the kings live in the right hand columns of their respective cells. Hence, pieces that have more 2's and 3's in them represent later \life forms" in that they cannot be followed by pieces with fewer 2's and 3's.
We now describe the ordering of the pieces. Each piece is an m-letter word on an alphabet of f1; 2; 3; 4g. We de ne an equivalence relation on the pieces. For a given piece, replace every occurrence of a 1 or a 4 in the piece by an \L", and replace every 2 or 3 by an \R". Say that two pieces are equivalent if the resulting LR-sequences are identical. Proof. Consider the class that is de ned by some xed word w of m letters, each either an R or an L. In every piece, a 3 or 4 can never be just above a 1 or 2. Hence every piece consists of exactly j 1's and 2's followed by exactly m ? j 3's and 4's. We claim that for a xed j, exactly one such piece belongs to the class of the word w. Indeed, as we scan each letter L or R in w, we can choose, a priori, either a 1 or 4, for every L, and a 2 or 3, for every R, in order to construct a piece in the class. However, in the spaces above position j, we can choose only 1's or 2's. Hence every R in w is forced to be represented by a 2, and every L in w must be represented by a 1, as long as we are reading positions above the jth. Below the jth position in the piece we are forced to choose a 3 every time we see an R, and a 4, each time we nd an L in the word w. Hence for the xed j, there is one and only one piece that has the given pattern w. Since there are m + 1 possible values of j = 0; 1; : : : ; m, we are nished. Now here is the ordering of the pieces. Consider the set of all 2 m m-letter words w of R's and L's. Think of L as a \smaller" letter than R. For each xed j = 0; 1; : : : ; m, the set of all words w that contain exactly j R's is ordered lexicographically. Then we make a grand list by rst writing down the list of all words that contain 0 R's, then all words that have exactly one R, then all that have exactly two R's, etc., nishing with the words that consist entirely of R's. Finally, in this grand list of patterns w, replace each pattern by the m + 1 words over f1; 2; 3; 4g that lie in its equivalence class, these being arranged in any order among themselves. The collection of all pieces has now been ordered.
Lemma 3. Let m be the transfer matrix, with its rows and columns labeled by pieces that have been ordered as we have just described. Then m is block (upper) triangular.
Furthermore, among the diagonal blocks of m there are two (m + 1) (m + 1) matrices whose entries are all 1's, and all other blocks have at least one \0" entry.
Proof. We show rst that if pattern w (strictly) precedes pattern w 0 , and if u, v are words that have the patterns w, w 0 respectively, then the piece v cannot be followed (on the right) immediately by the piece u, in the construction of a chessboard.
First suppose that w and w 0 contain the same number of R's. Then in some position we must have an L in w and an R in w 0 . Then u cannot follow v, because if it did, then in that position we would nd a letter 2 or 3 followed by a 1 or 4, which is a forbidden succession. If w and w 0 have di erent numbers of R's then w 0 has more R's than w, and the same argument as above shows again that u cannot follow v. Hence the full matrix is block-triangular.
Among the diagonal blocks, the rst and the last are each matrices of all 1's. For in the class of pieces whose pattern is LL: : :L, any piece can follow any other, and likewise for the pattern RR : : : R.
We claim that in each of the other diagonal blocks there is at least one zero entry. Indeed, a block on the diagonal corresponds to transitions between two pieces each of which have the same LR word. We assert that, given an LR word w that does not consist entirely of L's or entirely of R's, there exist two pieces u; v that belong to the class w and are such that a transition from u to v cannot occur, which will establish our claim. For in the word w one of the strings LR or RL must occur. Suppose w contains LR. The set of m+1 pieces in the class of w are parameterized by the number j of 1's and 2's that are in the maximal contiguous block of 1's and 2's with which the piece begins. Consider the piece v where the interface j occurs just above the LR in w, and the piece u where that interface occurs just below the string LR. In the piece v these two positions must contain 43, whereas in u there must be a 12. If v were to follow u, the forbidden sequence that appears last in the list (2) above would occur in the board, which is a contradiction. Similarly, if w contains an RL substring, then the forbidden sequence that appears next-to-last in the list (2) above would occur, which completes the proof of the claim, and of the lemma.
For our next result we will use the following lemma about matrices with nonnegative entries, which is due to Wielandt 2] , see also Gantmacher 1] . We state somewhat less than Wielandt actually proved, but this form will su ce for our purposes.
Lemma. (H. Wielandt). If A and C are two n-square matrices, and A has positive entries, suppose that jc i;j j a i;j for all 1 i; j n. If is any eigenvalue of C, and r is the largest eigenvalue of A, then j j r. Furthermore, the sign of equality can hold if and only if C = e i DAD ?1 where e i = =r, and D is a diagonal matrix whose entries are of modulus 1. Now we can prove that m + 1 is the largest eigenvalue of the transfer matrix.
Lemma 4. Not only does the matrix m have m + 1 for an eigenvalue, but this is its largest eigenvalue, and it has multiplicity two.
Proof. The eigenvalues of m are the multiset union of the multisets of eigenvalues of its diagonal blocks, if its lines are labeled as described in lemma 3. Exactly two of the diagonal blocks are (m + 1) (m + 1) matrices all of whose entries are 1's. Now, in Wielandt's lemma above, take A to be the (m + 1)-square matrix of 1's and take C to be one of the diagonal blocks of m other than the rst or last block. Certainly the hypotheses of the lemma hold, so no eigenvalue of C can exceed m + 1 in modulus. But more interestingly, suppose that the sign of equality holds. Then by the lemma, the modulus of each entry of C must equal that of the corresponding entry of A, i.e., must be equal to 1, which contradicts the fact that C has at least one zero entry.
If, e.g., m = 3, there are 32 pieces, and when they are arranged in the order speci ed above, they are the successive columns of the following array.
4 1 1 1 1 1 1 4 1 1 1 4 3 2 2 2 1 1 1 4 3 2 2 2 3 2 2 2 3 2 2 2 4 4 1 1 1 1 4 4 2 We have also computed that f 4 (n) (7963567=2610)n5 n .
In general, the number m that appears in our Theorem can be taken to be j m j + , where m is the second-largest eigenvalue of the transfer matrix, and > 0 is arbitrary.
We can obtain some information about m by noting that it cannot exceed the largest eigenvalue of an (m + 1) (m + 1) matrix whose entries are all 1's except for a single 0 entry, the latter being o -diagonal. A simple calculation shows that the latter is m 
