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ABSTRACT 
Exposures to air pollution have adverse effects on health. Traditionally, 
epidemiological studies used monitoring data to investigate the relationship between 
air pollution and health. In recent decades, modelling tools have been developed to 
predict pollutant concentrations for population exposure assessments. Whilst gradual 
improvements have been made to these techniques, such as dispersion and land 
use regression (LUR), results have exhibited spatial inconsistencies at times. The 
processes involved are often time- and data- consuming, and outputs generally do 
not account for short-term variations in pollution. Improving model prediction 
capabilities can avoid exposure misclassifications, and provide better estimates for 
health risk assessment. The aim of this project is to increase the accuracy and 
efficiency of current exposure modelling techniques to capture spatial and temporal 
variability of urban air pollution.   
 
As part of this study, air pollution models were developed in a GIS framework for 
London for PM10, NOX and NO2, using dispersion, LUR, hybrid and Bayesian 
statistical methods. Predictors derived from traffic, land use, population datasets 
were incorporated in a geographical information system for modelling. For the first 
time, newly available city-wide datasets were used to extract enhanced geographical 
variables, including building height/ area, street canyon and detailed urban green 
space, which may have significant influence on pollution in local dispersion 
environment. Developed models were cross-validated and compared to 
concentrations obtained from routine monitoring network.  
 
LUR models were found to have higher prediction capabilities over other techniques, 
providing accurate explanations of spatial variability in urban air pollution. Significant 
improvements in model performance were seen with addition of buildings and street 
configuration variables, particularly for traffic-related pollutants. LUR require less 
computational demands than conventional dispersion methods; therefore can be 
easily applied over large urban areas. Introducing Bayesian statistical techniques 
has enabled spatio-temporal predictions which accounted uncertainties, allowing 
detection of pollution trends and episodes.  
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CHAPTER 1  INTRODUCTION 
1.1 Project rationale 
The exposure to high levels of air pollution is associated with adverse effects in 
human health (Pope and Dockery, 2006). Links between air pollutants and adverse 
effects to human health have been well-established in epidemiological studies, 
where exposures have been associated with increased risk of cardio-vascular and 
respiratory diseases and increased morbidity and mortality rates (e.g. Brunekreef 
and Holgate, 2002, Elliott et al., 2007, Pope and Dockery, 2006, Kunzli et al., 2000). 
Historically, epidemiological studies on air pollution were time-series studies which 
calculate pollutant concentrations based on averaging daily data from at most a few 
monitoring sites within a city or region. It is important to quantify emissions and 
determine exposure through various pathways. As Nieuwenhuijsen et al. (2006) 
suggested, personal exposure assessments studies, which take into account time-
activity patterns of subjects, provide the most accurate estimates. A number of 
studies, namely Adams et al. (2001), Adams et al. (2002), Gulliver and Briggs (2004) 
and the USEPA Detroit Exposure and Aerosol Research Study 
(http://www.epa.gov/dears/), have looked into personal outdoor exposure in mainly 
transport microenvironments. However, it is not practical to carry out this type of 
study on large populations due to the potential costs, time and efforts involved. Thus 
most epidemiological studies use address or small areas (e.g. census output areas) 
as the geographical unit for exposure assessment (Briggs et al. 2007). Precise air 
quality modelling tools are nonetheless required to provide pollution concentrations 
as the basis for estimating representative exposures across populations in urban 
areas. 
 
In epidemiology, many studies have used data obtained from routine air pollution 
monitors to investigate the relationship between air pollution and health (Jerrett et 
al., 2005a). These air monitors are not however, always representative of exposures 
across the population. In recent decades, modelling tools have been developed to 
predict air pollution concentrations, and provide estimates of pollutant levels in 
exposure assessments. Whilst gradual improvements have been made to these 
 18 
 
models, which employed measures of proximity such as distance to road, dispersion 
or land use regression techniques, results have at times exhibited spatial 
inconsistencies when compared to monitoring data in model evaluation studies 
(Ryan and LeMasters, 2007). The processes involved in running these models are 
often time- and data-consuming, and outputs generally do not account for short-term 
variations (i.e. hour-to hour, day-to-day) in air pollution concentrations. Therefore, 
enhanced model inputs and better understanding of dispersion processes in different 
outdoor microenvironments could potentially increase model performance. This 
would in turn benefit estimates of health risks in exposure assessments, and models 
can also be used to inform local air quality strategies and management of pollution 
sources.  
 
Identifying spatial and temporal air pollution variations is an important part in 
exposure assessment (Nieuwenhuijsen, 2003). Whilst recent advances in 
Geographical Information Systems (GIS) and air pollution models have enabled city-
wide mapping of air pollution concentrations at high spatial and temporal (i.e. daily) 
resolution, the current air pollution modelling techniques, namely dispersion and land 
use regression, have notable drawbacks. Dispersion models are often time- and 
data-consuming so they are difficult to be used to map across large areas, whilst 
land use regression models provide comparatively poor temporal resolution and do 
not reflect seasonality variables well (Briggs et al., 2002, Jerrett et al., 2005a). In 
addition, model performance has seen to be inconsistent for the different site types 
(e.g. roadside, industrial, urban background, suburban) in a range of geographical 
locations (i.e. urban centre, suburban, etc.), when compared with routinely monitored 
air pollution concentrations (Gulliver and Briggs, 2009, Gulliver and Briggs, 2001).  
 
This project aims to compare and increase the prediction capabilities of current 
modelling methods, and to develop new methods which combine GIS and statistical 
techniques with enhanced geographical data inputs and pollution characterisation in 
urban areas. There is a need to improve current modelling techniques in mainly four 
areas: (1) prediction capabilities; (2) increasing spatial and temporal resolutions of 
outputs; (3) reducing time and efficiency of modelling processes; and (4) models 
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should provide representative exposure assessments for large urban populations. 
Model inaccuracies are likely due to a number of factors, including quality of 
information on source emissions, unknown local emission sources (e.g. non-
anthropogenic), local meteorology and insufficient characterisation of pollution 
microenvironments (e.g. land use, building heights, street dimensions, vegetation, 
etc.), which influence micro-scale chemical and physical reactions that determine the 
quantity, size and composition of pollution. The exposure to emissions from different 
pollution sources, including traffic, industries, local and long range, primary and 
secondary sources can have different impacts on health due to the varied 
compositions and toxicities. Whilst improvements can be made in monitoring of 
emissions and meteorology, the treatment of local environmental factors remain a 
major limiting factor to model performance. To this, recently available geographical 
data, such as building metrics, may be used to enhance inputs of current techniques 
to provide additional, more detailed predictor variables in model developments.  
 
In recent years, ‘hybrid’ modelling approaches have been tried in attempts to 
improve spatial and temporal resolution and increase output accuracy (Mölter et al., 
2010b; Wilton et al., 2010). There may be benefits in developing a hybrid approach 
to combine strengths of current modelling techniques. Dispersion models are not 
currently capable of including detailed, micro-scale information on geographical 
features that determine local pollutant conditions over large urban areas. Land use 
regression could be combined with dispersion to allow such information to be 
automatically derived from GIS. The recent developments in GIS have provided an 
effective platform in air pollution modelling and exposure assessment (Collins, 1998, 
Melnick, 2002, Nuckols et al., 2004), and have been used extensively in pollution 
mapping (Briggs, 2005, Briggs, 2007). Studies combining GIS and regression 
methods (e.g. Briggs et al., 1997, Briggs et al., 2000, Vienneau and Briggs, 2009) 
have achieved successful results.  
 
Current models often use assumptions on prediction parameters. These errors and 
uncertainty are not, however, being properly accounted for, which could lead to 
model inaccuracies and exposure misclassifications. Traditional modelling methods 
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are based on assumptions about nearness to emission sources as proxies for 
exposure, or uses extrapolation of pollution data from sampled locations. Some of 
these assumptions may not be realistic, e.g. isotropic Gaussian dispersion in 
pollutant transport. There is a need to include model uncertainty and estimate errors 
in a principled way. Using statistical parameterisation, in particular Bayesian and 
hierarchical methods may prove to be useful to address errors and uncertainties. 
Bayesian methods have also been used in modelling and produced satisfactory 
results (Berrocal et al., 2010, Blangiardo et al., 2010), but the technique is yet to 
apply widely for air pollution modelling.  
 
 
1.2 Aims and Objectives 
The aim of this project is to improve the accuracy and efficiency of current urban air 
pollution models through development of new modelling methods combining GIS and 
statistical techniques. 
 
To achieve this aim the study has the following objectives: 
• To identify strengths and weaknesses of the current state-of-the-art air 
pollution models through a comprehensive literature review; 
• To develop and compare models in predicting likely pollutant concentrations 
in intra-urban environments, including development of new hybrid 
approaches; 
• To include enhanced geographical data input and to provide a finer temporal, 
daily resolution in model output;  
• To test model robustness and cross-validate results against pollution data 
from monitoring network; 
• To devise the best modelling approach of long and short term estimates for 
epidemiology and policy applications. 
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1.3 Thesis overview 
The aims of this particular research will be addressed in the remainder of this thesis, 
organised as follows: 
• Chapter 2 presents a literature review assessing state-of-the-art air pollution 
modelling techniques; 
• Chapter 3 details data collection, GIS development, and derivation of 
predictors variables used in the study;  
• Chapter 4 focuses on the development of detailed intra-urban land use 
regression models using enhanced geographical data; 
• Chapter 5 describes models developed using dispersion methods, and a new 
hybrid dispersion/ LUR approach; 
• Chapter 6 introduces a Bayesian spatio-temporal model which allows space-
time predictions in fine temporal resolutions; 
• Chapter 7 provides results of exposure models, and discusses application and 
challenges in the future of air pollution modelling. 
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CHAPTER 2  LITERATURE REVIEW 
2.1 State-of-the-art techniques for modelling urban air pollution 
In recent decades, a variety of techniques have been used to develop intra-urban air 
pollution exposure models, providing capabilities to predict pollutant concentrations 
and pollution mapping for epidemiological studies. On the whole, these models can 
be classified into five categories: (1) proximity; (2) interpolation; (3) dispersion; (4) 
land use regression; and (5) hybrid models. Recent developments in modelling 
methods have mainly been focused on dispersion and land use regression models, 
as they have significant advantages on performance over earlier proximity and 
interpolation models.  
However, notable drawbacks and limitations remain with these techniques, for 
example, dispersion models are often time and data-consuming therefore are difficult 
to be used to map across large areas, whilst land use regression provide 
comparatively poor temporal resolution as meteorology is not often taken into 
account, and require a series of air pollution measurements to develop and calibrate 
models (Briggs et al., 2002, Jerrett et al., 2005a).  
Emerging techniques in geographical information system and Bayesian statistics 
have been introduced in air pollution modelling. GIS is a powerful tool as it provides 
capability to integrate data into a common spatial form, as well as providing a 
platform for combining data for geographical analysis (de Hoogh et al., 2004, Briggs, 
2005). GIS have been used in combination with dispersion models to simulate 
pollution environments or to obtain predictor variables in land use regression (Hoek 
et al., 2008a).  
 
In this chapter, an extended literature review is presented to compare and identify 
strengths and weaknesses of current state-of-the-art air pollution modelling 
techniques. Methods will be assessed for performance, efficiency and transferability. 
The review will examine recent developments and identify typical data requirements 
for different ways to develop intra-urban air pollution models. 
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2.2 Proximity models 
Proximity models provide the most basic means of assessing exposure. The method 
works by measuring the proximity of a receptor (e.g. address) to a pollution source, 
and assuming nearness to emission sources as the proxy for exposure. This method 
has been widely used in early studies, as models were relatively quick to produce 
and can be used for initial analysis between exposure and potential health effects. 
The most common approach to develop proximity models is through exposure 
classifications based on a binary classification: buffers were created along emission 
sources (e.g. roads), and receptors were determined if they were inside the buffers 
‘1’, or outside the buffers ‘0’ (as illustrated in Figure 2.1 below). It is then assumed 
only receptors inside buffers were at risk of exposure. The simple binary ‘yes/ no’ 
classification from these models do not provide information on pollutant variability. 
 
 
Figure 2.1 Binary exposure classifications with buffers along roads in a proximity 
model (Source: Jerrett et al. 2005a) 
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With the availability of more detailed emissions data from traffic inventories in some 
cities, another option is to use traffic variables as surrogate measurements for 
exposure. Recent studies has been focused on more precise emissions input, using 
data extracted from traffic inventories (Wyler et al., 2000) and traffic activity indexes 
(Venn et al., 2001). As well as using traffic counts and distances to roads as main 
indicators of exposure estimates, traffic intensity, the sum of road length × number of 
vehicles within a given buffer, has also been used for exposure classifications. 
Jerrett et al. (2005b) used different buffer distances to assess pollutant decay with 
distance, assuming exposure is higher when a receptor is closer to source. The 
technique has been widely applied to associate road proximity and respiratory 
diseases (e.g. Jerrett et al., 2005b, Pearson et al., 2000), in particular analysis of 
school children’s exposure to traffic pollution with asthma (e.g. Kim et al., 2004, 
McConnell et al., 2006).  
 
Advantages 
 Relatively quick to produce for the analysis of long term exposure classification 
 Models do not have uncertainty beyond the measurement error in the GIS 
(depending on the accuracy of inputs data) 
 Useful for research questions or health effects assessments at a formative stage 
where there are limited prior evidence and large scale detailed exposure 
assessments are expensive  
 
Disadvantages  
 Due to the simplicity of the method, these only provide crude estimates of 
exposure and can easily lead to exposure misclassifications 
 Vehicle mix is often not taken into account, which could have significant effects 
on exposures  
 There are no effects of meteorology unlike dispersion methods, and models do 
not provide a pollutant specific risk  
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2.3 Interpolation models 
Interpolation models rely on the use of several different types of techniques including 
kriging, inverse distance weighting, splining and Thiessen polygons (Jerrett et al., 
2010). These models use monitoring data at locations of known pollutant 
concentrations to generate estimates for areas where data is not available (i.e. 
unsampled). Interpolation is a function of the relationship of co-variance between 
pairs on measurements at monitoring sites. For kriging techniques, this information is 
used to fit a semi-variogram to the measurement data to make interpolations. In air 
pollution, where monitoring sites are not uniformly distributed, areas between 
monitoring locations are often interpolated to obtain estimate values. The study area 
is usually placed over a grid to provide a continuous surface for modelling and 
estimates are obtained for each grid cell.  
The most common technique is kriging, a special type of optimal interpolation which 
can be used to generate predicted values and standard errors of estimates at 
unsampled locations (Hoek et al. 2008; Briggs et al. 1997). These are known as 
optimal interpolators as they supply the best linear unbiased estimate of the value of 
variable at any point in a study area. The reliability of interpolation estimates can be 
assessed using standard errors and kriging variance. Estimates are more reliable in 
areas where there are greater availability of actual observations, usually in the cities 
where there are more monitoring data.  
Kriging models exploit spatial dependence in data to develop smoothed surfaces, 
and takes into account global trends, local effects and random noise in spatial data, 
and produces error surfaces based on the probability distribution of errors. GIS is 
often used to implement kriging models (Jerrett et al., 2005a). There are a number of 
different kriging models, including co-kriging which uses information on several 
variable types. For example for the variable of interest x, both the autocorrelation for 
x and cross-correlations between x and all other variable types are used to make 
better predictions.  
Other techniques such as inverse distance weighting, splining and Thiessen 
polygons rely on deterministic or geometric algorithms which may produce estimates 
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for unsampled location (Jerrett et al., 2010). Despite these methods being simpler to 
apply, they offer no means of assessing errors in estimates, which uncertainty can 
be large when monitoring data is limited in areas where monitoring network is 
sparse.  
 
Advantages 
 More accurate than proximity models and monitored concentrations are 
integrated in computation 
 Performs well with good availability of monitored data, usually in areas with a 
dense network of sites relative to the complexity of the degree of heterogeneity in 
air pollution 
 
Disadvantages 
 Interpolation models do not take into account topography or localised 
geographical patterns 
 Splines, distance weighting techniques provide no errors for estimates, outliers in 
data can affect predictions 
 Methods like ordinary kriging assumes no global trend in data, which means 
spatial pollutant variability is only dependent on distance between sites 
 Estimates may exhibit large errors and therefore unrepresentative of pollution 
environment, when air pollution networks are sparse   
 
  
 27 
 
2.4 Dispersion models 
Dispersion models use mathematical and physical parameters of emission sources 
and meteorology to determine pollutant concentrations. The technique takes into 
account physical and chemical processes in pollutant transport within the dispersion 
environment. Elliot et al. (2000) described two types of source dispersion models: 
the first type is a mass balance model which assumes a well-mixed box, and 
considers typical sources of pollution (i.e. emissions, advection and chemical 
reaction) and main sinks of pollution (i.e. deposition, advection and chemical 
reaction) to identify spatial variations (Figures 2.2 and 2.3). The second type uses 
Gaussian plume equations, where dispersion is modelled as a plume that shows a 
normal distribution with distance from source (Nieuwenhuijsen, 2003). These use 
assumptions about deterministic processes and make use of data on emissions, 
meteorological conditions and topography in pollution estimates. The latter is 
considered are more reliable and more commonly used in exposure assessments. 
 
Figure 2.2 Atmospheric processes accounted for in a dispersion model (Source: 
CERC 2014) 
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Figure 2.3 Dispersion processes in a street canyon (Source: Elliot et al. 2000) 
Specialised dispersion tools and software (e.g. Caline3, AERMOD, CMAQ, URBIS 
and ADMS-Urban) have been developed in recent years. Some models only deal 
with point sources, some only with roads and some with many source types. They 
use information on emissions sources and meteorological data to simulate 
dispersion. For instance in ADMS-Urban, information on the wind speed, wind 
direction, ambient temperature and cloud cover levels as well as inputs of emission 
sources are entered for calculations of pollutant concentrations. Jerrett et al. (2005a) 
classified emissions data into two types: stationary sources, which include emissions 
from local sources (e.g. home heating and industries), and mobile sources (e.g. 
traffic emissions and re-suspended particles). Emissions from traffic are usually 
estimated by traffic counts and standard emission factors for different types of 
vehicles, speeds, and gradients of the road network. Examples of source data 
include the London Air Emissions Inventory (LAEI) or the National Atmospheric 
Emissions Inventory (NAEI) in the UK, which can be used in combination with 
software like EMIT (CERC, UK) to calculate emissions from traffic. A number of large 
cities in the UK now have local (LAEI equivalent) emissions inventories, for example 
EMIGMA (Emissions inventory for Greater Manchester and Warrington), allowing 
dispersion models to be implemented in these places. 
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Figure 2.4 Example outputs of a dispersion model (ADMS-Urban), showing annual 
average NO2 concentrations predicted for 2010 for London (Source: CERC 2014) 
It is important to account for physical and chemical processes in dispersion models. 
Dispersion models are able to compute predictions for specific pollutants and for 
desired time interval, at specific receptor locations or as a grid, as illustrated in 
Figure 2.4. Routine data from monitoring network can be added as urban or rural 
background concentrations, in addition to local emissions, to predicted 
concentrations. Modelled results are often compared to actual concentrations 
obtained from fixed-site monitoring sites for validation and calibration. Monitoring 
stations from London Air Quality Network (LAQN) or National Automatic Urban and 
Rural Network (AURN) can provide time-series pollutant readings usually on an 
hourly basis.  
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Models can also be developed on regional scale (e.g. Community Multi-scale Air 
Quality Model (CMAQ)) and micro-scale. Micro-scale dispersion models, e.g. the 
Operational Street Pollution Model (OSPM) (as used in Aquilina and Micallef 2004; 
Berkowicz et al., 2008), explicitly treat micro-scale dispersions and transformations 
of pollutants in street canyons. Models such as OSPM and ADMS can model 
building effects on pollutant dispersion but this cannot be applied efficiently over 
large areas in exposure studies. Canyon models are also often too simple: one 
canyon for a whole street and no options for partial canyons etc. The OSPM model 
considers concentrations of vehicle emissions using a combination of a plume model 
for direct contribution and a box model for recirculating of pollutants, taking into 
account the addition of wind turbulence geometry and chemistry. Due to the 
complexity of model, it has considerable computational demands and requires very 
detailed emissions inventories and urban canyon specification.  
 
Recently, dispersion models have also been used for historical pollution mapping. 
Bellander et al. (2001) studied the effects of air pollution and lung cancer in 
Stockholm. By mapping out point sources from a detailed historical regional 
database and combining information on population and urban area growth, a 
Gaussian plume model was be used to calculate annual concentrations of NO2 and 
SO2 from road networks from 1955 to 1990.  They found that exposures to NO2 have 
increased, whilst estimates for SO2 felt due to changes to traffic volumes and fuel 
mix. It was found that traffic and addition of background sources are important in 
predictions. Validations showed model performed well in predicting daily 
concentrations at only a small number of sites, whereas it is more capable in 
predicting annual concentrations.   
 
STEMS-Air (Gulliver and Briggs, 2011), a GIS-based dispersion model for intra-city 
exposure assessment, was developed to address problems with current models. 
They suggested existing dispersion models are time consuming to run and have 
limitations on mapping short-term (daily) exposures for large populations. In addition, 
models have limits in spatial resolutions and unable to map over large (city-wide) 
areas. The STEMS-Air model uses the grid-based Focalsum function in ArcGIS, in 
 31 
 
combination with a fine grid of emission sources and meteorology data to implement 
a simple Gaussian plume model of air pollution dispersion. The model performed 
well in predicting both daily (at four sites) and annual (at 30 sites) concentrations of 
PM10. Daily estimates achieved R2 values in the range 0.41–0.63 with the addition of 
background levels and annual estimates yielded R2 values of 0.67–0.77 when 
compared with monitored concentrations. It was concluded the simplified model was 
effective with rapid production of daily or annual city-wide air pollution maps, but 
would not replace models such as ADMS-Urban where detailed modelling is 
required.  
Dispersion models have been used in combination with GIS, which enabled data 
both from monitoring systems and data which concerns the population distribution in 
the study area to be analysed together (Nuckols et al., 2004). For example, ADMS-
Urban can be used in conjunction with GIS to allow addition of geographical 
information such as road networks, topography, traffic data to be visualised and to 
give a more realistic representation pollution areas. 
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Advantages 
 Dispersion models can be used for short-term (i.e. hourly, daily) and long-term 
(i.e. annual) air pollution modelling, and can be applied to map pollutants at 
different spatial scales at high resolutions 
 In general, models are transferable and predictions can be calibrated and 
adjusted 
 No monitoring data is needed to develop model; other methods like land use 
regression rely on monitoring data to calibrate model  
 
Disadvantages 
 The technique is data and time-intensive due to its complex nature, a lot of 
time is required to transform and pre-process different sources of data before 
emissions calculations and modelling 
 To run models at fine spatial scale requires computing demands which may 
be expensive  
 Final exposure estimates can have high uncertainties and errors, but are not 
taken into account in computation 
 Requires very detailed spatial and temporal emissions inventory database 
input, (e.g. traffic counts and road data) which may not be always available – 
but this limitation is common with LUR techniques  
 Unable to take account effects of buildings in exposure studies 
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2.5 Land Use Regression models 
Land use regression (LUR) uses surrounding land use and traffic characteristics to 
predict pollution concentrations at a given site. The method employs least-squares 
regression modelling to predict pollution surfaces based on pollution monitoring data 
and existing exogenous independent variables (Jerrett et al., 2005a). In a LUR 
model, monitored levels of the pollutant of interest as the dependent variable and are 
regressed against a range of predictors representing traffic, land use, topography, 
population, distance to coast, etc. The method selects variables which provide 
explanations of variability in monitored concentrations. Predictor variables are 
usually extracted from spatial datasets using buffers around the receptors (Ryan and 
LeMasters, 2007). Figures 2.5 and 2.6 show how vector and raster data can be used 
in LUR modelling, respectively. 
 
Hoek et al. (2008a) reviewed 25 land-use regression studies. In these studies, LUR 
models usually combine monitoring of air pollution from typically 20–100 locations 
spread over the study area, using predictor variables obtained through GIS. 
Monitoring data is often collected by specific campaigns and are temporally limited, 
typically one or two weeks in duration, although some cities have enough continuous 
monitoring of some pollutants to provide a more detailed temporal basis for model 
development (e.g. PM10 data in London).  
 
Another review by Ryan and LeMasters (2007) found the number of sampling sites 
was not correlated with performance of models. LUR methods have generally been 
applied successfully to model annual mean concentrations of NO2, NOX, PM2.5, the 
soot content of PM2.5 and VOCs in different settings, including cities in Europe and 
North America (Briggs et al., 1997, Vienneau et al., 2009b, Hoek et al., 2011). 
 
 
 34 
 
 
Figure 2.5 LUR modelling using vector data: buffers were used to extract predictor 
variables around locations A and B, which were then regressed against monitored 
concentrations of NO2. The linear relationship was used to predict receptors a,b,c,d 
and e (Source: IEHIAS 2014) 
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Figure 2.6 LUR modelling using raster data: raster values were assigned to each 
grid cell and were used to extract predictor variables around locations A and B, 
which were then regressed against monitored concentrations of NO2. The linear 
relationship was used to predict grid cell values where receptors a,b,c,d and e are 
located (Source: IEHIAS 2014) 
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The choice of independent variables in models was found to be crucial in 
determining results in LUR models (Briggs, 2003). It was found that predictors used 
in earlier models, such as distance of a receptor from a roadway, were comparatively 
inaccurate as this did not distinguish upwind from downwind locations, and therefore 
fails to fully account for spatio-temporal variability in pollutant concentrations, most 
notably effects of meteorology. More sophisticated variables were needed to be 
identified to allow better reflection of pollution microenvironments.  
 
Improved performance was seen with the development and offering of more detailed 
geographical variables for modelling. Brauer et al. (2003b) compiled two sets of 
independent variables to develop LUR models: the first set uses variables 
exclusively through a GIS system (e.g. traffic and land use); with the second set 
consists of extra variables adding to the first which were not easily obtained within a 
GIS framework. These extra predictor variables were obtained from measurement 
site questionnaires and included information on sampling height, street type, canyon, 
and type of sampling site (i.e. street, rural background and urban background). LUR 
model which used the enhanced set of variables have shown high R2 values of 0.76 
– 0.90 compared to 0.66 – 0.81 developed with the first set.  
 
Transferability to other areas or different years remain the main limitation for LUR 
models as the technique is very area-specific and structures of models for the same 
pollutant differ widely between studies. Models achieve better results only when 
applying models in areas with similar land use, transportation and topography 
characteristics. This may have caused by differences in data sources, methodology 
or dispersion characteristics. Vienneau et al. (2010b) compared land use regression 
models constructed for the UK and the Netherlands for annual concentrations of NO2 
and PM10. They found the model which used predictors from common datasets 
performed less well than model which used country-specific variables. Transferring 
models from one country to another has led to poor performance. It was suggested 
that the use of standardised (e.g. Europe-wide) common data in model 
developments may be beneficial.  
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Advantages 
 
 LUR models have demonstrated to perform well in estimating long term 
concentrations in urban areas, where monitoring data is available  
 It does not need a detailed inventory on emissions sources, providing a 
relatively simple and quick to apply across large populations 
 Works well with traffic-related pollution 
 
Disadvantages 
 
 Requires monitored concentrations for model development 
 Limited ability to separate out impacts of pollutants as high correlations are 
shown between pollutants 
 In terms of performance, transferability of models can be low if land use and 
topography data are too different 
 They provide comparatively poorer temporal resolution compared to 
dispersion modelling and do not reflect seasonality variables well  
 Lack of meteorological variables, but may not matter for long term exposures  
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2.6 Hybrid models 
‘Hybrid’ methods are generally defined as a series of appropriate modelling tools for 
monitoring data, which can be combined to describe different types of sources (Zou 
et al., 2009). Currently there is no universal definition for ‘hybrid’ methods. Existing 
studies have been grounded on the assumption that hybrid modelling is a logical and 
efficient way to combine the strengths of different models or monitoring data together 
and can be useful in simulating human exposure to air pollution.  
 
The first type of hybrid model described here combines dispersion and land use 
regression, in attempts to resolve limitations of these techniques. As identified 
earlier, the development of LUR models usually require specifically monitored data 
which are often obtained from specific monitoring campaigns and include lack of 
meteorological covariates, whereas dispersion models are often time- and data- 
intensive hence difficult to be used to produce fine spatial resolution maps over large 
urban areas.  
 
Mölter et al. (2010a) used a hybrid approach which utilised outputs from a dispersion 
model to complement monitoring data to build a LUR model. Predictor variables 
were regressed against pollutant concentrations generated by the dispersion 
models, as well as actual monitoring data. The study developed two models in 
Greater Manchester for modelling long term NO2 and PM10 concentrations. They 
found the main advantage of using this approach is the greater number of sites 
available for developing the LUR model, in place of the need for intense monitored 
data. The final models achieved R2 values of 0.70 in for both PM10 and NO2. It was 
noted that through the hybrid method, LUR models can also be adapted to predict 
temporal variation as well as spatial variation.  
 
In another hybrid approach, Wilton et al. (2010) employed dispersion and land use 
regression techniques to develop models for NOx and NO2 in Los Angeles and 
Seattle. Different from Mölter et al. (2010a), they integrated outputs of line source 
dispersion model, Caline3, as a covariate in a LUR model. Performance of the hybrid 
models were compared to standard LUR model. It was found that the hybrid models 
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explained significantly more variations, yielded R2 values of 0.71 and 0.79  for NOx 
and NO2, respectively, compared to 0.53 and 0.74 achieved in the standard LUR 
models. The addition of the Caline3 variable has also improved R2 from 0.79 to 0.81 
in the Seattle model. It was found that performance of the hybrid model was not 
affected by excluding roadways with annual average daily traffic volumes.  
 
Another type of hybrid model combines dispersion models of different scales, using 
the advantage of less computing needs of regional scale models to provide 
background concentrations, whilst using local dispersion models which are better at 
estimating local-scale details for stationary and mobile sources to provide more 
spatially resolved concentrations (Johnson et al., 2010, Stein et al., 2007). These 
studies combined the regional grid-models CMAQ with local dispersion model 
AERMOD as a hybrid technique to obtain estimates at time scales ranging from 
hourly to daily averages. 
 
Structures of hybrid models vary widely between studies. Other applications of 
hybrid method includes in Abraham and Comrie (2004), who developed a 
regression-interpolation hybrid approach to provide real-time mapping of ozone in 
Arizona. They argued maps generated by kriging with sparse monitoring data 
produced over-smoothed surfaces and does not represent local scale spatial 
variations. Their hybrid model combined pre-interpolation regression modelling of 
deviation-from-mean variability, with regression predictor variables theoretically and 
empirically derived from proxy regression from several years of hourly ozone 
monitoring data. It was found that R2 value increased from 0.54 to 0.85. 
 
Hoek et al. (2011) assessed long-term exposures to black smoke and NO2 using a 
combined geostatistical/ regression approach to determine regional background, 
urban and local concentration variations due to traffic. They used an inverse distance 
weighting technique to interpolate regional background concentration based on data 
obtained from a national monitoring network. A regression model was then used to 
predict the supplementary pollution from urban sources. 
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Advantages 
 
 Combines strengths of two or more models and often uses one approach to 
compensate for drawbacks of the other included approach and vice versa 
Employs existing methods in model development 
 
Disadvantages 
 
 Difficult to develop as this requires integrating different techniques 
 Model structure, results and transferability varies 
 Reliability of hybrid models are not confirmed 
 Uncertainties are not easily accounted for because methods of error propagation 
are assessed for each separate model but not easily assessed when bringing 
together two approaches from different techniques (e.g. one mathematical and 
one statistical)  
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2.7 Comparison studies 
Table 2.1 provides a summary of modelling techniques described in this literature 
review. There are limited studies which formally compared and evaluated accuracy 
of existing air pollution exposure modelling techniques implemented over the same 
population with the same spatio-temporal domain (Briggs et al., 2002). 
 
Beelen et al. (2010) compared the performance of a land use regression model with 
dispersion model (URBIS) in modelling NO2 concentrations in 2001 in a Dutch urban 
area. The dispersion model (CAR) was used to calculate concentrations from traffic 
emissions near urban roads, and used a Gaussian plume model to calculate levels 
near motorways and industrial sources. They then added background concentrations 
using 1 km2 maps derived from regional background measurements. The LUR 
models used monitoring data from 44 sites with typical predictor variables. They 
found the dispersion model performed better over the LUR model, with R2 values of 
0.77 and 0.47 respectively, when compared to observations at 18 sites. Modelled 
concentrations from both models showed moderate agreement (R2 = 0.55), and 
correlations were significant weaker at ends of concentration distribution. It was 
found that the dispersion model was better at estimating small-scale variations in 
long term air pollution concentrations. They suggested the differences in 
performance were likely to have associated with: (1) the use of different regional 
background concentrations, (2) inclusion of coarse land use category industry as a 
predictor variable in the LUR model, or (3) different treatment of conversion of NO to 
NO2.  
 
Similarly, Dijkema et al. (2010) compared performances of LUR models and a 
dispersion model (CAR) in abilities to predict NO2 concentrations in Amsterdam. 
They developed two LUR models, one large area and one city-specific, using data 
from monitoring campaigns in 2006 and 2007. Results were compared against actual 
NO2 observations. They found both LUR models had high prediction capabilities, 
with the large area model displayed higher R2 values of 0.87 compared to 0.72 in the 
city specific model. It was suggested that the differences were possibly due to site 
selection and representative of sampling sites in the monitoring campaigns. In 
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contrast to the previous study, this study concluded that the dispersion model did not 
perform better than the LUR models. Earlier studies have also showed LUR models 
have better performed over dispersion models in predicting concentrations at 
independent validation sites. The LUR model developed to predict NO2 
concentrations by Briggs et al. (1997) in Huddersfield, UK, yielded R2 value of 0.82 
compared to 0.63, the Caline3 dispersion model used in Briggs et al. (2000).  Beelen 
et al. (2010) suggested this may be explained by differences in the compared 
models (e.g. spatial resolution) and study area (e.g. difference in source categories) 
between the studies. 
 
Overall, dispersion and land use regression techniques provide more accurate 
means in modelling long-term intra-urban air pollution, compared to earlier proximity 
and interpolation methods. The development of a hybrid dispersion/ LUR model may 
enhance model efficiency and address limitations in each method. The next sections 
explore other types of GIS-based and statistical methods for shorter term exposure 
modelling will be explored. 
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Table 2.1 Comparison of current intra-urban air pollution modelling techniques 
Model Type  Principle Data requirements Advantages  Disadvantages 
Dispersion models 
 
Uses mathematical and 
physical parameters to 
determine pollutant 
concentrations and takes into 
account physical and 
environmental processes to 
model pollutant transport in 
dispersion environments 
Traffic volumes 
Emissions from point sources 
Meteorology 
Monitoring measurements 
Topography 
 Can be used for short-term 
(i.e. hourly, daily) and long-
term (i.e. annual) air 
pollution 
 Highly transferable  
 Can be used to map 
pollution at different spatial 
scales at high resolution 
 No monitoring data is 
needed to develop model  
 Predictions can be 
calibrated and adjusted 
 Data and time-intensive 
due to its complex nature 
 High computing demands 
for modelling at fine spatial 
scales 
 Finial estimates can have 
high uncertainties  
 Require detailed spatial 
and temporal emissions 
inventory database 
 Unable to take into account 
effects of buildings 
Land use regression 
models 
 
Employs least-squares 
regression modelling to predict 
pollution surfaces based on 
pollution monitoring data and 
independent variables derived 
from surrounding land use and 
traffic characteristics to predict 
pollution concentrations at a 
given site 
 
Traffic volumes 
Land use 
Meteorology 
Monitoring measurements 
 Perform well in urban areas 
as monitoring data is 
available  
 Do not require detailed 
inventory on emissions 
sources 
 Provide a relatively simple 
and quick to apply across 
large populations 
 Works well with traffic-
related pollution 
 Require monitoring data for 
model development 
 Prediction capabilities 
dependent on quality of 
input data 
 Limited ability to separate 
impacts of pollutants 
 Comparatively poorer 
temporal resolution and do 
not reflect seasonality 
variables well 
 Lack of meteorological 
variables and model 
transferability  
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Hybrid models A series of appropriate 
modelling tools for monitoring 
data, which can be combined 
to describe different types of 
sources 
Depends on model  Combines strengths of 
modelling methods 
 Employs existing methods 
 
 
 Difficult to integrate 
techniques 
 Model structure, results 
and transferability varies 
 Reliability is not confirmed 
 Uncertainties are not easily 
accounted for because 
methods of error 
propagation are assessed 
for each separate model 
Proximity models 
 
Provide the most basic means 
of assessing exposure, works 
by measuring the proximity of a 
receptor to a pollution source 
and assuming nearness to 
emission sources as proxies 
for exposure. 
Traffic volumes 
Distance from line source 
Questionnaire 
 Provide a straightforward 
application for the exposure  
 Models do not have 
uncertainty beyond 
measurement error in GIS 
 Useful for research 
questions or health effects 
assessments at a formative 
stage  
 Only provide crude 
estimates and can easily 
lead to exposure 
misclassifications 
 Vehicle mix is often not 
taken into account 
 No effects of meteorology 
 Do not provide pollutant 
specific risk 
 
Interpolation models Rely on the use of several 
different types of techniques 
such as kriging, inverse 
distance weighting, splining 
and Thiessen polygons to 
interpolate concentrations from 
known locations  
Monitoring measurements  More accurate than 
proximity methods  
 Performs well with good 
availability of monitored 
data and in areas with high 
heterogeneity in air 
pollution  
 Do not take into account 
localised geographical 
patterns 
 Splines, distance weighting 
techniques provide no 
errors for estimates  
 Ordinary kriging assumes 
no global trend in data 
 Estimates may exhibit large 
errors and unrepresentative 
when air pollution network 
is sparse 
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2.8 Other types of GIS based exposure modelling 
Focalsum techniques are based on the principle that proximity to the source (e.g. 
roads or industry) is one of the main determinants of pollutant concentrations and 
constructs weighted average prediction variables with a moving window using GRID 
routines in GIS. This approach operates by passing a rectangular or circular window 
across a grid to derive a new value for the central cell, which is some function of the 
other cells covered by windows across a dataset. By using information from within 
the window, weighted by distance, estimates are provided at the central cell. In the 
context of air pollution modelling, this functionality is be used to smooth the spread of 
highly resolved data on pollution sources (e.g. emissions) to generate a map of 
concentrations (Hoek et al., 2008b). 
 
There are only limited examples of applications with this emerging technique. 
Vienneau et al. (2009a) and associated APMoSPHERE project used a GIS-based 
moving window approach to model annual mean NO2 for 15 EU countries at 1km 
level, on basis of emissions and meteorological data. Their model have used 
monitoring data from 714 background NO2 sites for 2001 and validated with a 
separate set of observation data from 228 background sites. First the emission map 
(NOX) was derived by disaggregating national emissions estimates, categorised by 
source, to a 1 km grid, using proxies including population and road density, traffic 
statistics and land cover. A set of annuli was then constructed, of varying radii, and 
these passed over the emissions grid to derive a calibration between measured 
annual average concentrations at each monitoring site and distance-weighted 
emissions in the surrounding area, using a Focalsum function (a moving 
neighbourhood function, which adds the values within a specified neighborhood and 
sends the sum to a corresponding cell). The function is designed to estimate 
concentrations from local source emissions. 
 
Models were tested with different window configurations including shape and sizes. 
The model achieved R2 value of 0.61 and RMSE of 6.59, indicated performance 
equivalent to universal kriging and better than ordinary kriging and land use 
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regression. Although developed primarily for air pollution, it can be adapted to a 
range of other types of pollution, such as noise or non-ionising radiation. The method 
estimated concentrations by calibrating the distance-weighted sum of emissions in 
concentric windows around each monitoring site to the monitored concentrations. 
The major advantage of using the Foculsum function is that the models can be run 
within a raster GIS environment, which allows for rapid computation of large 
datasets. The models showed considerable robustness in validation and optimisation 
of weights only marginally improved performance. In addition, they also found 
incorporating wind direction did not enhance model performance. Overall, the 
technique provided realistic predictions of NO2 across the EU.  
 
Gulliver and Briggs (2011) integrated a dispersion model with the Focalsum function 
to map citywide short-term (i.e. daily) exposures. STEMS-Air, a simple GIS-based air 
pollution model was been developed for PM10 to meet these needs for modelling at 
different temporal scales (e.g. daily and annual). They used the grid-based Focalsum 
function in GIS in combination with a fine grid of emission sources and basic 
information on meteorology to implement a simple Gaussian plume model of air 
pollution dispersion. Modelled results were validated with PM10 monitoring data in 
London. It was concluded that the technique was useful for rapid production of daily 
or annual city-wide air pollution maps. It was noted that only a few studies have 
coupled dispersion models with GIS modelling techniques. Currently there are 
insufficient tools for directly mapping air pollution both at high spatial resolution and 
over large areas. 
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2.9 The use of Bayesian statistics 
The current modelling processes generally do not usually take into account the 
errors in many of the assumptions used. Quite often, these contribute to relatively 
high uncertainties in modelled results, which is usually a single value concentration 
estimate. This can lead to exposure misclassifications. The actual exposure of 
pollution could in fact, more likely to be a distribution rather than a single value. A 
more realistic approach would be to include uncertainty on model parameters to give 
a distribution of exposure estimates. Probabilistic modelling techniques such as 
Monte Carlo and Bayesian models offer an approach to address these issues. These 
methods account for the uncertainty in selected parameters by evaluating the range 
and probability of plausible exposure levels. Instead of specifying input parameters 
as single values, the likelihood of occurrence are incorporated into the analysis to 
produce probability distributions. In addition, whilst dispersion models could be run 
for shorter periods, this would be very time consuming in daily or weekly resolution 
exposure studies. Bayesian methods may offer alternative ways for modelling 
pollution at fine temporal scales.  
 
Monte Carlo simulation is the method most commonly used for classical probabilistic 
risk assessments. It uses mathematical or statistical models to estimate the 
frequency in which an event will occur. Monte Carlo techniques have been applied to 
many exposure assessments involving sites with soil contamination and aerial 
emissions. This technique is particularly useful when a large number of algorithms 
are required to address various multi-pathways of exposure to humans. The 
development of hierarchical structures and the increased availability of powerful 
computers have allowed the increasing use of simulating techniques such as Markov 
Chain Monte Carlo (MCMC). MCMC methods attempt to simulate direct draws from 
some complex distribution of interest. MCMC approaches use the previous sample 
values to randomly generate the next sample value, generating a Markov chain (as 
the transition probabilities between sample values are only a function of the most 
recent sample value).  
 
As the amount of information available has vastly increased as a result of advances 
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in GIS, monitoring and remote sensing techniques over the past decades, 
hierarchical models have been developed in attempts to explain the complexity of air 
pollution spatio-temporal processes. A good example is Banerjee et al. (2004) who 
modelled correlated spatio-temporal data. One benefit of using hierarchical models is 
they allow these spatio-temporal processes to be considered as a coherently linked 
system of conditional models. 
 
Wikle (2003) suggested a three-stage approach to hierarchical models: data, 
process and parameter stage, where in each stage, complicated dependence 
structure is mitigated by conditioning. Multiple datasets and measurement errors can 
be incorporated into the data stage and spatio-temporal process as well as scientific 
knowledge can be integrated in the parameter stage. It was argued that potential 
problems of implementing hierarchical models include the difficulties in establishing 
convergence for MCMC applications in high-dimensional settings and lack of parallel 
computing strategies. This can be potentially be resolved now by the development of 
specialist software such as WinBUGS. Specific computer clusters can be used to run 
WinBUGS in parallel simulations.  
 
The Bayesian framework allows the ‘borrowing’ of information from prior knowledge 
in models to predict. This resulted in more stable estimates in areas where few 
samples were taken as seen in, for example, in Whitaker et al. (2005) where drinking 
water treatment disinfection by-product trihalomethane (THM) concentrations were 
modelled using a hierarchical mixture model. The hierarchical model was assigned 
over the water supply zone-specific mean individual THM concentrations, enabling 
zones to borrow information from other zones with the same water source type. It 
was discovered that the modelled exposure estimates provided a better exposure 
relationship than when using estimates based on the mean of the raw THM 
concentrations for each zone.  
 
Fanshawe et al. (2008) presented an example of modelling of spatio-temporal 
correlated air pollution data. By using routine monitoring data from 1961 to 1992 
obtained from 20 locations in Newcastle, they developed a spatio-temporal model for 
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estimating black smoke (PM4). The development of model used a two-stage 
approach. In the first stage, a dynamic linear model was used to describe long term 
trends and seasonal variations. The spatio-temporal variations were accounted for in 
the second stage, where a linear model which incorporated with selected covariates 
to eliminate the need for correlated residuals. The study emphasised the role of 
carefully chosen covariates in obviating the need to model spatio-temporal 
correlations in the residuals explicitly. A limitation of the model is the assumption of a 
uniform time trend across locations. Prediction variance were calculated at each 
location for validation. 
 
Shaddick and Wakefield (2002) developed a spatiotemporal model of four pollutants 
measured daily at eight monitoring sites in London over a 4-year period. They 
proposed a Bayesian hierarchical model to tackle the large amount of missing data. 
At stage one of the model, pollutant is modelled as a function of the true underlying 
level, corrupted by measurement error. The true underlying levels were assumed to 
have both spatial and temporal structures and modelled together in stage two with 
the interrelationship between pollutants. At these two stages, prior distributions were 
assigned to unknown parameters and missing observations. This model allowed 
information from multiple sites on different pollutants to be combined to provide an 
accurate level of pollution at each observed site, or at previously unmeasured 
locations, which in this case is more dependent on modelling assumptions. At any 
given location, whether a monitored value is present, a measure of the uncertainty 
that is associated with the level can also be obtained. This is particularly useful for 
accounting for the variability in the pollution level. 
 
Szpiro et al. (2010) presented unified maximum likelihood estimation method which 
studied statistical properties of monitoring data and based on limited observations. 
The method assigned individual estimates of long term air pollutant concentrations 
that accounts for a complex spatio-temporal correlation structure. Their hierarchical 
model decomposes the space-time field into a mean that includes dependence on 
covariates and spatially varying seasonal and long term trends and a residual that 
accounts for spatially correlated deviations from the mean model. This approach 
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allowed the significant number of missing observations and patterns to be estimated 
providing time series was available in the subset. These sites were characterised to 
predict missing values at similar values.  
 
Lindstorm et al. (2011) included spatio-temporal covariates to incorporate output 
from traffic dispersion model. The model predicted air pollutant concentrations by 
combing monitoring network data which can accommodate missing observations, 
and allow for a complex spatio-temporal correlation structure to be modelled. The 
model was used to predict long term 10-year average of NOX in the Los Angeles 
area. The measurements are augmented by a spatio-temporal LUR covariate based 
on the output from a source dispersion model for traffic related air pollution. The 
model yielded R2 value of approximately 0.70. The study found the integration of the 
traffic dispersion model did not improve predictions, and excluding the dispersion 
model in fact improved output. It was found that the source dispersion model can 
replace road covariates to develop a combined observation with point prediction 
model. It also reduced computational needs for implementing profile likelihood (i.e. 
simplified profile likelihood function to decrease time required for each iteration), and 
restrict maximum likelihood.  
 
Pollice and Jona Lasinio (2011) is an example of a multivariate receptor model for 
identifying locations of major PM10 sources through monitoring sites. It is built on 
mixed multiplicative log-normal factor model by adjusting source contributions for 
meteorological covariates. For temporal correlation, source profiles were considered 
as compositional Gaussian random fields to account for spatial variability induced by 
distribution of sites. They implemented a Bayesian hierarchical model to analyse 
daily PM10 measurements at 13 sites in Italy for nine months.     
 
Overall, statistical parameterisation methods in a Bayesian framework have 
observed to be a good alternative to estimate concentrations and to provide 
uncertainty estimations on modelled values (Berrocal et al., 2010, Blangiardo et al., 
2010), but so far few models have been developed and rigorously tested. Statistical 
models can be used to combine concentrations derived from different sources (e.g. 
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from dispersion models and monitoring sites). An approach similar to Berrocal et al. 
(2010), which proposed a Bayesian downscaler model, can potentially be used to 
integrate ADMS-Urban and monitor data. In it, both spatial and -temporal processes 
were modelled as Gaussian processes, with modelling data downscaled to enhance 
spatial resolution and accommodate misalignment between modelled and monitoring 
data. The Bayesian approach allows inclusion of uncertainties about the parameters 
and borrowing strength in space and time. The study will evaluate if the role of 
additional information (e.g. site type, season) and to explain variability in monitored 
data using in a hierarchical modelling framework, similar to the one used in 
Blangiardo et al. (2010).  
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2.10 Summary 
In conclusion, the literature review has summarised current state-of-the-art 
techniques for modelling air pollution exposure. The review has identified several 
ways these methods can be improved to increase model efficiency and predication 
capabilities: 
 
 On the whole, dispersion, land use regression and hybrid techniques are the 
most promising means for modelling pollutant variability, as these have significant 
advantage in performance over earlier proximity and interpolation models 
 Recently available detailed land use and geographical datasets, in combination 
with GIS should be further developed, as features such as building height and 
density can have significant effects in pollution microenvironments 
 Development of hybrid methods to combine strengths of current techniques such 
as dispersion and LUR to reduce model limitations (e.g. availability of monitored 
data and computing demands) 
 Bayesian statistical methods can be used to develop a systemic structure to 
account for errors and uncertainties which are not being accounted for in current 
models, and to provide space-time predictions for shorter term (e.g. weekly and 
daily) health effects 
 
 
 
  
  
53 
 
CHAPTER 3  GEOGRAPHICAL INFROMATION SYSTEM AND 
DEVELOPING PREDICTOR VARIABLES 
3.0 Overall project approach  
This chapter gives a brief overview of the project approach, then focuses on: (1) 
identifying model data requirements; (2) defining study area and study period; (3) 
collection of monitored data; (4) collection of spatial datasets and development of a 
GIS for Greater London; and (5) deriving predictor variables for modelling. The 
literature review has highlighted land use regression, dispersion and hybrid methods 
for further investigation for this project.  
 
 
Figure 3.0 Overarching methodology and project approach. The arrows indicate 
the flow of data. The spatiotemporal models used outputs from dispersion models 
combined with LUR and hybrid predictors (extracted from GIS) as model covariates 
 
The overall project approach is outlined in Figure 3.0 above. First, the data required 
to develop exposure models (e.g. traffic emissions inventories, land use, population 
and meteorological data) were assessed for each technique (i.e. dispersion, land use 
regression, hybrid and Bayesian methods). Data were pre-processed (e.g. weather 
data for dispersion model inputs), geo-referenced (e.g. locations of monitoring sites), 
and incorporated into a GIS with a common spatial form. Potential predictor 
variables, e.g. representing traffic exposure or background pollution, were identified 
for developing LUR and spatio-temporal models. These were subsequently extracted 
from the compiled GIS and offered for modelling. For ease of comparison, a common 
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study area and study period were chosen for developing models. The results of 
developed models were cross-validated, compared to monitoring (actual) data, and 
evaluated for accuracy, model robustness and sensitivity. 
 
For long term exposure modelling, three techniques were used to generate annual 
and longer term estimates: land use regression; dispersion; and hybrid methods.  
 
Land use regression models 
 
LUR models have been shown to be effective in modelling spatial variability of air 
pollutants (Hoek et al. 2008). The method uses multiple linear regression to analyse 
associations between monitored concentrations and a range of predictor variables 
(Beelen et al. 2014). In this study, hourly measurements of PM10, NOX and NO2 
concentrations recorded from a routine monitoring network in London were obtained 
over a 4-year period. The air pollution data were aggregated into long-term 
averages, and regressed against predictor variables derived from the GIS. The 
development of these variables, representing traffic, land use, and population were 
similar to those used in the ESCAPE study (e.g. similar land use classifications were 
used but the procedures deriving variables were different due to datasets). 
 
Capturing within-area small-scale pollutant variability is particularly important for 
urban areas. One of the main factors limiting the performance of LUR models is the 
lack of inclusion of detailed geographical (e.g. street-level) data. With the recent 
availability of fine scale land use datasets, new predictor variables for buildings and 
street configuration can be extracted to enhance characterisations of the dispersion 
environments. The built environment immediately surrounding the receptors may 
have significant effects on monitored concentrations. The new variables allow 
greater integration of geographical data in LUR, and add value to the ESCAPE 
study. The best ways to incorporate the new variables into the LUR modelling 
approach were investigated. LUR models are described in detail in Chapter 4.  
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Dispersion and hybrid models 
 
Dispersion models have been used extensively in exposure assessments to air 
pollutants (Jerrett et al. 2005). Unlike LUR, dispersion methods have the advantage 
of not requiring monitoring data in model development. Quite often, missing or lack 
of availability of monitoring data is a common problem for LUR, especially for 
pollutants such as PM2.5 or black smoke in the UK, where there are few routine 
monitoring sites. This part of the project aimed to build state-of-the-art Gaussian 
plume dispersion models to estimate long-term concentrations of air pollutants for 
London. Pollution from traffic, urban background (i.e. including industrial and 
domestic sources), and rural background were modelled using sources from a high 
quality emissions inventory, and real-time meteorological data.  
 
Enhanced geographical data cannot be easily included in dispersion models. Whilst 
it is possible to model at, for example, street canyon locations, the number of 
buildings allowed in models is limited, and requires a large amount of pre-
processing. The extra data is often manually collected from visits to individual sites. 
The modelling process is frequently time-consuming, and therefore not practical for 
large-scale exposure assessments. A new hybrid dispersion/ LUR method was 
developed to address this - combining dispersion outputs and enhanced variables in 
a regression analysis. This procedure allowed readily city-wide buildings datasets to 
be fully utilised. The additional predictors characterising the physical environments 
may provide extended explanations of pollutant spatial variability, therefore 
improving predictions generated from dispersion models. Dispersion and hybrid 
models are described in detail in Chapter 5.  
 
Spatio-temporal modelling 
 
For shorter term exposure estimates, spatio-temporal models were developed in a 
Bayesian framework as this is flexible, and allows covariates from different sources 
to be combined. The aim here was to increase temporal resolution of models, 
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providing daily concentrations in results. The models were constructed with four 
main components – incorporating spatial, temporal, site classification and 
meteorological covariates in their structures as well as dispersion model outputs. 
The spatial covariates were obtained from those developed for LUR and hybrid 
models. Temporal parameters such as day of the week, month, and season were 
used. In addition, site type and meteorological parameters such as wind speed and 
temperature were included to test model fit on monitoring data. Results were 
compared to those derived from dispersion models. 
 
All models were evaluated for performance (including R2 and standard error based 
R2); modelled results were compared to monitoring data by assessing parameters 
such as standard error, fractional bias and index of agreement. The models were 
cross-validated – in additional to leave-one-out cross-validation, a grouped jack-knife 
evaluation method was also used as a more stringent test for model robustness. The 
predictor variables selected in models, and their contributions to predicted 
concentrations were also evaluated. AIC was used to examine how well the data 
fitted the spatio-temporal models. Models were further assessed for performance at 
roadside and non-roadside locations. Sensitivity analyses were undertaken to 
investigate how the model performed for subsets of sites. Finally, results were 
compared with previous dispersion and LUR studies. Spatio-temporal modelling is 
described in detail in Chapter 6.  
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3.1  Data Requirements 
Data required to develop air pollution models using these techniques, and potential 
data sources are summarised in Table 3.1 below. Intra-urban air pollution surfaces 
exhibit spatial and temporal variability, caused by a range of environmental factors: 
source emissions, dispersion, physical and chemical processes. For land use 
regression, a variety of predictors representing traffic, land use, population and 
altitude around the receptors are derived from spatial datasets and regressed 
against monitored concentrations. These variables represent emission sources or 
factors which influence levels of pollutant. With the availability of new local datasets 
on buildings and land use, enhanced geographical predictors variables describing 
building density and street canyon can potentially be extracted and offered in 
modelling.  
 
For dispersion models, input of emission sources, emissions rates from inventories 
and meteorological conditions are generally required in order to simulate pollution in 
the dispersion environment. Dispersion modelling software, such as ADMS-Urban, 
requires information on wind speed, direction, cloud cover and temperature, in 
addition to emission data, for models to run.  It is often difficult to account for building 
effects over a large geographical areas in dispersion models (e.g. each ADMS-
Urban model run is limited input of 15 buildings).  
 
A hybrid dispersion/ LUR technique can potentially be developed to address this, 
combining dispersion outputs with LUR predictor variables to provide explanations of 
spatial variability in monitored concentrations. A spatio-temporal model can then be 
developed by combining spatial covariates obtained from dispersion, hybrid and LUR 
models with additional temporal (i.e. day of the week, month, season), 
meteorological and site classification covariates. 
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Table 3.1  Data requirement, source of data and predictor variables for different modelling techniques 
Modelling methods Data requirements Data sources Potential predictor variables 
Land use regression 
Monitoring data  London Air Quality Network Annual/ long term averages monitored concentrations 
Transport emissions LAEI 
OS Meridian 
Traffic exposure variables (road lengths, traffic intensity, distance to 
nearest roads) 
Land cover Land Cover Map of Great Britain 
CORINE 
Land use variables (high/ low density urban areas, urban green, 
industry) 
Population Census Number of households and population 
Topography  OS Panorama Altitude  
Buildings Landmap Building areas and building heights 
Street configuration OS MasterMap Street canyon classifications, detailed land use, street widths 
Dispersion 
Traffic LAEI 
OS Meridian 
Primary emission from traffic  
Urban background LAEI Urban background sources from domestic, industrial and minor 
roads 
Meteorology MIDAS Wind speed, wind direction, cloud cover, temperature 
Regional background AURN Concentrations from rural background sites 
Hybrid dispersion/ 
land use regression 
Monitoring data  London Air Quality Network Annual/ long term averages monitored concentrations 
Land cover Land Cover Map 
CORINE 
Land use variables (high/ low density urban areas, urban green, 
industry) 
Population Census Number of households and population 
Buildings Landmap Building areas and building heights 
Street configuration OS MasterMap Street canyon classifications, detailed land use, street widths 
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3.2 Study area and study period 
In order to develop a detailed intra-urban air pollution model, it would require: (1) 
sufficient monitoring datasets available for model development and validation; and 
(2) fine spatial resolution data for modelling emissions and deriving predictor 
variables. London was chosen to be the study area for this project due to the dense 
network of fixed-site air monitors, and the excellent resources of detailed emissions 
inventories which allow comparison of models developed from LUR, dispersion and 
the combined hybrid methods. In addition, London is also a complex urban area with 
heterogeneity in air pollution concentrations.  
 
The London Air Quality Network (LAQN; www.londonair.org.uk) consists of around 
70 automated monitoring stations providing continuous measurements of particulate 
matter, nitrogen oxides, ozone, sulphur dioxide, carbon monoxide and benzene. 
Validated pollution data (i.e. 15-minute, daily to annual averages) recorded at 
individual monitoring sites can freely be downloaded from the LAQN website.  
 
Pollution sources from transport network have significant contributions to urban 
pollution. London has a detailed database of traffic counts and traffic composition 
data - the London Air Emissions Inventory (LAEI; http://data.london.gov.uk/laei-2008) 
consists a digital road network and provides information on emissions of all sources 
of air pollutants in the Greater London area. The free comprehensive database can 
provide the base geography which a GIS can be developed combining other spatial 
datasets. For the ease of model comparison, a common study area and sets of sites 
will be used for developing models with different techniques throughout this study.  
 
To optimise monitoring data availability, study period was selected as 2008-2011 to 
minimise effects of missing data on site selection and modelling. The long term 
average concentration was calculated using daily averaged values from four-year 
period. This study will focus on the modelling of prominent urban pollutants - 
particulate matter (PM10), and nitrogen oxides (NOX and NO2), which have been the 
subject of many epidemiological studies and are the primary pollutants of concern for 
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public health (Pope and Dockery, 2006). There were insufficient monitoring data 
available for modelling of fine particulates (PM2.5 and black carbon). Figures 3.1 to 
3.3 show the locations of monitoring sites.   
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Figure 3.1 Location of PM10 monitoring sites by site type 
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Figure 3.2 Location of NOX monitoring sites by site type 
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Figure 3.3 Location of NO2 monitoring sites by site type
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3.3 Monitored air pollution data 
Two main sources were identified for providing monitoring data: (1) London Air 
Quality Network (LAQN); and (2) Automatic Urban and Rural Network (AURN). The 
spatial coverage of these monitors differs between networks. The former is a local 
network covering London and South East England, and the latter is a national 
network operated by DEFRA. The fixed-site monitors are unevenly spatially 
distributed, with majority located at roadside locations. The AURN also monitors 
black smoke and PM composition. Due to the coarse spatial coverage of AURN in 
London, LAQN data will be used primarily for model development and AURN will be 
used to provide regional background concentrations representing pollution outside 
the study area.  
 
3.3.1 Monitoring techniques 
The PM10 data obtained from LAQN sites, measured in µg/m3, were sampled using 
TEOM/ FDMS (Tapered Element Oscillating Microbalance with Filter Dynamics 
Measurement System), and BAM (Beta Attenuation Monitor) methods. The PM10 
concentrations recorded with different methods of monitoring were then transformed 
into reference equivalent measurements to ensure consistency and comparability 
(Beevers et al., 2009). NOX concentrations in µg/m3, were calculated from a 
conversion factor of NO2. NO2 data were available in µg/m3, measured by 
chemiluminescence. Monitoring data were sampled at ~2-3m above ground, 
validated and calibrated periodically. 
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3.3.2 Site classifications 
Monitoring sites in the LAQN are classified into five site type categories: kerbside; 
roadside; urban background; suburban; and industrial. The definitions of these site 
types are detailed in Table 3.2 below. Site classification is important as it 
characterises site types by likely exposures levels and composition of air pollution. 
Pollution is likely to differ significantly across site types, with roadside locations 
exhibiting higher concentrations and spatial variations due to mobile emission 
sources.  
 
Table 3.2  Definitions of site types and monitoring techniques 
Site type Definition 
Kerbside Sites with sample inlets within 1m of the kerb of a busy road. 
Roadside Sites with sample inlets between 1m and 5m of the kerbside. 
Urban Background Urban locations away from major sources and broadly 
representative of town/city-wide background concentrations, e.g. 
urban residential areas. 
Suburban Sites typical of residential areas on the outskirts of a town or city. 
Industrial Sites where industrial emissions make a significant contribution 
to pollution levels. 
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3.4 GIS datasets collection 
Spatial datasets on traffic, land use, population, buildings can be incorporated into a 
geographical information system (GIS). ArcGIS (v10.0; ESRI) allows the combination 
of datasets of different scales/ resolution and formats on a same base geography. In 
ArcGIS, digital road geography from LAEI are displayed as polylines; LCM land use 
data as raster grids; and buildings from Landmap as polygons. In additional to spatial 
data, attribute data such as traffic flows and details of individual roads can also be 
integrated into the GIS map. GIS techniques and additional tools (e.g. ArcInfo for 
grid modelling) are discussed in later sections. The main pre-processing involved is 
the geo-coding of datasets, which a common coordinate system (i.e. British National 
Grid - consisting a 6 digits x and y coordinates) was used to represent geographical 
objects. The construction a GIS database allows modelling over large spatial scales 
and population exposure assessments (Figure 3.4). 
 
1. Digital road data  
The digital road data provide emissions from traffic, which are essential inputs to 
land use regression and dispersion models. The emissions inventory LAEI provide 
information such as name of street, road classification, traffic speed and length, as 
well as traffic counts for different types of vehicles (i.e. cars, buses, heavy-goods 
vehicles) on individual roads in the Greater London area. Traffic intensity can then 
calculated in GIS and extracted as predictor variables. The LAEI details main roads 
such as motorways, A-roads and B-roads.  
  
2. Land use data 
Land use data input are key inputs to LUR models. CORINE land cover is available 
from the EEA as a 1:100,000 vector database. It comprises 44 land cover classes on 
a 100-metre grid, and has a spatial minimum mapping resolution of 25 hectares. The 
Land Cover Map of Great Britain (LCM) 2007 was obtained under the academic use 
licence from the UK Centre of Ecology and Hydrology; LCM comprises 25 land cover 
categories and a spatial resolution of 25m.  
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A CORINE-enhanced LCM was used in this study for developing predictors. 
Continuous and discontinuous urban land from CORINE largely comprise of high 
and low density housing, respectively. These land cover classes also include some 
non-industrial, commercial properties (i.e. shops) which sometimes are shared with 
dwellings (e.g. flats above shops). Neither of CORINE or LCM distinguish between 
(and emissions contributions from) housing and commercial areas. LCM was 
intersected with CORINE. This resulted in a 25m resolution land cover data set with 
high density urban land, low density urban land, the industrial land cover classes and 
all non-urban land classes in LCM, which can be further reclassified. OS MasterMap 
provides highly detailed topography and land use data, including areas of roads (i.e. 
road width) and land use at fine spatial scale (i.e. <1m precision). 
 
3. Population density data  
Population density data can be used as proxies of air pollution in LUR models, as 
there is a likely inverse relationship between air quality and urban density (and 
associated emissions). The UK Census, carried out every 10 years, provides 
geocoding of population and their addresses. Predictor variables such as number of 
inhabitants within in a particular postcode can be extracted when combined with 
headcount data.  
 
4. Altitude data 
The OS Panorama digital terrain model was downloaded as a 50m × 50m grid for the 
study area. It was found that the geography in London is mostly flat and consists of 
land without ports or seaside (with absence of associated emissions from ships, 
etc.). Therefore, altitude is deemed unlikely to be significant to monitored 
concentrations in the study area.  
 
5. Meteorological data  
Dispersion models require meteorological data as a minimum requirement. 
Meteorological data are available from the Met Office’s MIDAS land surface 
observation stations data via registration and download through the British 
Atmospheric Data Centre (BADC). Daily and hourly weather measurements of 
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temperature, wind speed and direction and precipitation are available across the 
network of Met Office monitoring stations.  
 
6. Buildings data 
The new Landmap datasets provides city-wide data on building heights and 
geometry (with horizontal and vertical accuracy of +/- 0.5m), and are available for 
much of urban UK. These can be used in developing new variables representing 
built characteristics which can be significant factors in monitoring concentrations. 
Landmap can be downloaded as a GIS shape file, with attribute data on length, width 
and height of individual buildings. 
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(i) 
 
Keys: 
 
CORINE land use data 
 
 
LAEI roads and traffic data 
 
 
LAQN monitoring site 
(ii) 
 
Keys: 
 
LAEI roads and traffic/ 
OS MasterMap road data 
 
 
OS MasterMap urban 
green land 
 
 
Landmap building area and 
building height data 
 
Figure 3.4 GIS data around a monitoring site – CD1 Camden - Swiss Cottage 
(London kerbside site) - (i) LAEI, CORINE-enhanced LCM2007 within 100m; (ii) 
enhanced geographical data: Landmap building height and areas, OS MasterMap 
detailed land use data within 100m 
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3.4.1 GIS techniques 
In ArcGIS, there are a range of tools which are particularly useful for spatial analysis 
of data. This section introduces a few of these techniques: buffer, intersect, 
reclassify, near. These were used primarily to extract predictor variables in order to 
investigate their relationships with monitored concentrations. The main GIS analyses 
conducted were calculation of distances from coordinates to air pollution sources 
(e.g. nearby roads), and calculating the value of a predictor variable in a buffer 
around a coordinate (e.g. area of industrial land in a buffer). Predictor variables in 
LUR models are usually computed as circular zones around each monitoring site, 
using the buffer functions available in ArcGIS. This is done to evaluate the impact of 
predictor variables at different spatial scales. 
 
1. Circular buffers 
Buffers are used to sum features like road lengths around a desired location, e.g. to 
sum traffic intensity of roads within a circular radius around site. Buffer sizes (i.e. 
distance of radii) can vary to produce a series of variables. Larger buffers may be 
used to capture background sources of pollution, whereas small ones may capture 
more local sources closer to the receptor. With land use data, where grids are 
categorised into different classifications, buffers can be used to sum area within 
circle. Then using a command script in ArcInfo, the grid command can locate the 
corresponding grid the monitoring site is situated. Multiple distance buffers can be 
created using the ‘Multiple Ring Buffers’ function in Spatial Analysis in ArcToolBox.  
 
2. Road buffers 
Buffers are not limited to circular sizes, as different buffer shapes can be created in 
ArcGIS to derive new variables. Enhanced geographical variables were extracted 
using ‘road buffers’ created along roads which can potentially describe better the 
dispersion environment, for instance a street canyon, where pollution attenuate from 
sources and dispersion flows around built structures. The building and road width 
data were extracted only at locations where a road emission source from LAEI (i.e. 
with traffic information) is present (i.e. at road- and kerb-side sites), and limited to a 
distance of 100m to represent distance of influence of buildings and street 
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configuration on pollution trapping in the wake of sources. Road buffers were created 
from buffers of road center-lines were created, intersected with circular buffers, and 
features within the area common to both buffers (e.g. buildings alongside roads) 
were clipped and extracted for each of the four building/ street configuration 
variables. Figures 3.5 and 3.6 illustrate how the circular and road buffers are 
created.  
 
3. Intersect 
The buffers created around each monitoring site are intersected with GIS data (e.g. 
buildings and land cover data). In ArcToolBox, this function can be found under 
Analysis Tools > Overlay > Intersect. Input features (e.g. roads and the buffer shape 
files) can be specified and output can be exported as a feature class or a new shape 
file. 
 
4. Reclassify 
Land use classifications in the original sources can also be re-classified to extract 
desired variables. The ‘Reclassify’ function can be found under Spatial Analysis > 
Reclassify in the ArcToolBox. The values in an input raster can be replaced and 
changes saved to a new output raster. The function can also be used to replace 
values based on new information, grouping entries, reclassifying values to a 
common scale. 
 
5. Near - calculating proximity to roads 
A commonly used indicator in epidemiological investigations of traffic related air 
pollution and health is the distance between subject’s home address and the nearest 
road. In ArcToolBox, the ‘Near’ function can be found under Analysis Tools > 
Overlay > Near. In ArcGIS, this is done by spatial join, by right clicking on the 
monitoring site and from the drop-down menu selecting Join and Relates > Join. In 
the Join Data dialog you can append data from another layer to monitoring sites. The 
resulting shape file will have a new field ‘distance’ which is the distance to the 
nearest road segment. 
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(i) 
 
Keys: 
  
LAQN monitoring site 
 
 
LAEI roads and traffic data 
 
 
OS MasterMap road data 
 
 
OS MasterMap  
urban green land 
 
 
Landmap building area and 
building height data 
 
 
Areas within 100m road 
buffer 
(ii) 
 
 
Figure 3.5 Buffering methods for extracting enhanced variables: (i) 100m circular 
buffer; and (ii) 20m road buffer within a 100m circular buffer 
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(i) 
 
Keys: 
 
LAEI roads and 
traffic data 
 
 
OS MasterMap 
road data 
 
 
OS MasterMap  
urban green land 
 
 
Landmap 
buildings data 
 
(ii) 
 
 
Figure 3.6 3-Dimensional diagrams of (i) 100m circular buffer; and (ii) 20m road 
buffer within a 100m circular buffer 
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3.5  Predictor variables 
A range of predictor variables were derived from GIS datasets for developing the 
LUR and hybrid models; a full list of potential variables can be found in Table 3.3. 
Traffic, land use and population variables extracted were mostly similar to those 
used in the ESCAPE study (Beelen et al., 2011, Eeftens et al., 2012). Table 3.4 
gives a description of predictor variables used in modelling, with rationale for their 
inclusion and comments whether a similar variable was used in the ESCAPE study. 
The land cover datasets were aggregated into five groups: (1) high density urban 
land; (2) low density urban land; (3) industrial land; (4) ports and railways; and (5) 
urban green space. Population variables (i.e. number of inhabitants and households) 
were extracted from the UK 2001 Census.   
 
The selection of buffer size is crucial in determining the performance of the model 
and spatial resolution of estimates. Buffer sizes should be selected to take account 
of known dispersion patterns, as studies have shown that the impact of roads on 
concentrations of traffic-related air pollutants declines exponentially with distance to 
the road (Gulliver and Briggs, 2011). It is suggested concentration variability is 
limited beyond around 100m from a major urban road and 500m from a motorway. 
The use of the larger buffer sizes (e.g. 500 and 1000m) is included to reflect the sum 
of emissions in a larger area, not specifically the nearest roads. Smaller buffers are 
included (e.g. 100 and below 100 metres) to reflect local emissions and offered for 
modelling. Population and land use variables were also extracted at larger buffers to 
represent background proxies of pollution. 
 
In urban areas, buildings and street canyons may have significant effects on the 
distance-decay pattern. Monitored concentrations may be increased by pollution 
trapping or decrease when behind a row of uninterrupted buildings. The variations of 
traffic-related air pollution are therefore likely to be extremely local. The enhanced 
geographical variables are extracted at distances were 20, 30, 40 and 50m from the 
centre of roads for road buffers, within 25, 50 and 100m circular buffers. Thus, road 
buffers focus on areas in the immediate wake of road sources.   
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Traffic exposure variables 
 
There are mainly four types of traffic exposure variables developed in this study: (1) 
road length in a buffer; (2) traffic intensity on the nearest road; (3) traffic load in a 
buffer; and (4) inverse distances to the nearest roads. Additional variables were 
developed with variations in major roads (i.e. motorways and A-roads) and heavy-
emission vehicles traffic. Traffic intensity on the nearest road is calculated as the 
number of vehicles per day per metre, the ‘Near’ function was used to identify roads 
in LAEI nearest to the monitoring sites and inverse distance to the nearest road. 
Total traffic load is traffic intensity × length of roads in a circular buffer. Sum of road 
length of major roads are calculated from multi-circular buffers and extracted as 
separate variables. 
 
Pollution trapping 
 
The built environment affects the free flow of air in the dispersion environment. The 
pollution trapped by tall buildings and narrow streets, and the reduced natural 
ventilation combined with high levels of traffic emissions in urban areas can lead to 
significant increase in concentrations. Air pollution cannot be easily dispersed in 
‘street canyons’, a term frequently used for urban streets flanked by buildings lined 
up continuously along both sides of the roads, sometimes include limited openings 
on the walls of the canyon (Sini et al.1996). 
 
There is no universal definition for street canyons. In order to calculate this street 
canyon effect, the width (W), height of buildings on side of streets (H) and length of 
the canyon (L) are often considered. The most common indicator is aspect ratio 
(H/W), which is the height H of the canyon divided by the width W. Vardoulakis et al. 
(2003) suggested a canyon may be considered regular if it has an aspect ratio of 
approximately 1 with no major openings on the walls. An ‘avenue’ canyon may have 
an aspect ratio below 0.5, and a ‘deep’ canyon may be represented with an aspect 
ratio of 2. It was noted that cities have different built characteristics, for example low-
rise street canyons (H/W < 1) are a typical feature of urban areas in the UK. 
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Street canyons can also be classified by their length, expressing the road distance 
between two intersections, where short, medium and long canyons are represented 
by (L/W) values of less than 3, 5 and 7, respectively (Vardoulakis et al. 2007). Street 
configuration should also be taken into account as canyons may be symmetrical, if 
the buildings flanking the street have approximately the same height, or asymmetric. 
Pollution is affected by micro-meteorological conditions inside the canyon. In the 
case of perpendicular flow, the upwind side of the canyon is called leeward, and the 
downwind windward. New variables describing pollution trapping scenarios 
representing buildings and street configuration were created to use in modelling of 
neighbourhood scale variability (10s of meters) in pollutant concentrations around 
receptors.  
 
Enhanced geographical variables 
 
There are four developed variables on buildings and/ or street configuration for 
enhanced models, including two on aspect ratio and two on building volume: (1) 
aspect ratio (i.e. average building height/ road width); (2) maximum aspect ratio (i.e. 
maximum building height/ road width); (3) building volume (i.e. sum of building area 
× height); and (4) building volume/ road width. The new variables are used to 
account for building intensity and stature close to roads with traffic information. They 
aim to represent both the height and continuity of street canyons. The variable on 
both building volume and road width is an extension of aspect ratio to account for 
both the shape of the canyon and the density of buildings. Higher values of these 
variables are expected to have a positive effect (i.e. increase) on pollutant 
concentrations. Building areas and heights were extracted from Landmap. Road 
widths and areas of urban green space surfaces were extracted from OS 
MasterMap.  
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Table 3.3 List of potential predictor variables 
GIS dataset Predictor variable 
Land use variables 
LCM / CORINE 
High density urban residential and commercial land 
Low density urban residential and commercial land 
Industry 
Ports, roads/rail networks, airports, mineral 
extraction/dump/construction sites  
Urban green  
Topography variables 
OS Panorama Altitude 
Population density variables 
UK Census 
Number of inhabitants in a buffer 
Number of households in a buffer 
Traffic exposure variables 
LAEI 
 
Road length of all roads in a buffer  
Traffic intensity on nearest road  
Heavy-duty traffic intensity on nearest road 
Total traffic load of all roads in a buffer  
(sum of (traffic intensity × length of all segments))  
Inverse distance to nearest road 
Traffic intensity on nearest road × inverse distance to the 
nearest road  
OS Meridian Minor road length 
Building and street configuration variables 
Landmap 
 
 
Aspect-ratio 
Maximum aspect-ratio 
Building volume  
Building volume / road width 
Detailed land use variables 
OS MasterMap Total area of urban green in street canyons (road buffer) 
Dispersion variables 
ADMS-Urban 
Traffic 
Urban background 
Rural background 
Other variables 
LAEI 
Site type  
Coordinate variables 
Annual pollutant concentration (2008, 2009, 2010, 2011) 
Long-term pollutant concentration (4-year average) 
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Table 3.4 Indication of predictor variables which are similar to ones developed in 
the ESCAPE study 
*  suggested in ESCAPE exposure manual (http://www.escapeproject.eu/manuals/ESCAPE_Exposure-   
manualv9.pdf) 
 
Variable 
type 
Predictor 
variable 
Rationale for use Used in 
ESCAPE 
(Eeftens et al. 2012;  
Beelen et al. 2013) 
Traffic Road length Describes amount of road emissions 
around receptor 
YES 
Traffic Distance to 
nearest road 
Proximity measure for road emission 
sources 
YES 
Traffic Traffic intensity on 
nearest road 
Quantifies road emissions and 
proximity of source 
YES 
Traffic Traffic load Describes amount of road emissions 
around receptor 
YES 
Land use High density 
urban land 
Proxy for domestic and residential 
pollution 
YES 
Land use Low density urban 
land 
Proxy for domestic and residential 
pollution 
YES 
Land use Industrial land Proxy for industrial pollution 
 
YES 
Land use Ports, airports, 
railways 
Proxy for pollution from other sources YES  
combined  
land class 
Land use Urban green 
space 
Assumes to have negative effects on 
pollutant concentrations 
YES 
Population Number of 
inhabitants 
Proxy for background pollution  YES 
Population Number of 
households 
Proxy for background pollution YES 
Street 
canyon 
Aspect ratio (H/W) Characterisation of street canyons – 
affects pollutant mixing and dispersion 
NO  
suggested*, 
but not used 
Street 
canyon 
Maximum aspect 
ratio (H/W) 
Characterisation of street canyons -  
affects pollutant mixing and dispersion 
NO 
Buildings Building volume Describes building density – may affect 
pollutant concentrations 
NO 
Buildings Building volume/ 
width 
Describes building density and canyon 
width – both may affect pollutant 
concentrations 
NO 
Enhanced 
land use 
Urban green 
space in street 
canyon 
High spatial scale (+/- 1m accuracy) 
gardens, trees and scrubs areas – may 
affect pollutant concentrations 
NO 
Enhanced 
land use 
Urban green 
space 
High spatial scale (+/- 1m accuracy) 
gardens, trees and scrubs areas – may 
affect pollutant concentrations 
NO 
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3.6 Summary 
The necessary data required for each modelling technique (i.e. dispersion, land use 
regression and hybrid) were identified. The spatial datasets allow predictor variables 
to be extracted for the study area and period outlined in the above strategy. GIS- 
based framework was used as it provides a platform for different data sources to be 
incorporated. GIS is a very useful tool in deriving variables for models and allow 
integration of data into a common geography and automatic generation of variables. 
The identified datasets have comparatively high spatial resolutions to allow detailed 
urban scale exposure models to be developed over large areas. The source data 
were assessed for reliability, accuracy and suitability for modelling.  
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CHAPTER 4  LAND USE REGRESSION MODELS 
4.1  Introduction 
Land use regression (LUR) techniques have widely been used in air pollution 
modelling in exposure assessment in epidemiological studies (Jerrett et al., 2005a, 
Ryan and LeMasters, 2007, Hoek et al., 2008b). In this method, a range of predictor 
variables are regressed against monitored concentrations to determine factors which 
have significant influence on the observed air pollution levels. LUR models typically 
include variables representing traffic, land use, population and topography, extracted 
from emissions inventories and land cover spatial datasets. The structure of 
developed models (i.e. number of variables, different distances and buffers sizes) 
varies between studies, as different variables were selected due to location and size 
of study area (i.e. city, national, continental) to provide explanations of variability in 
monitored pollutant concentrations.  
 
Whilst air pollution disperses quickly in open country, elevated levels of pollutants 
are often found in urban areas, particularly in heavily trafficked streets canyons 
mainly due to presence of buildings, causing pollution trapping in the dispersion 
environment (Vardoulakis et al., 2003). The built characteristics are rarely being 
accounted in current air pollution exposure models. Traditionally, source data used in 
LUR models are often of relatively coarse spatial resolution (e.g. 100 m CORINE 
land cover used in the ESCAPE project (Eeftens et al., 2012)), therefore do not 
represent the buildings and street configuration characteristics in the pollution 
microenvironment.  
 
Alternative modelling approaches, e.g. dispersion, allows simulations around 
buildings (e.g. ADMS-Urban), but are usually limited to 10-15 buildings (i.e. one 
street or road intersection) in any model run and requires extensive pre-processing 
and data input. Therefore these dispersion models with buildings are not practical for 
city-wide exposure assessment. Alternative ‘hybrid’ approaches have been 
developed by combining outputs from dispersion models with other variables in LUR 
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(Wilton et al., 2008, Su et al., 2008), but so far these models have shown same 
limitations, for instance the inability of  including effects of buildings on the dispersion 
of air pollution.  
 
In the few attempts to include building heights and streets widths in LUR, aspect 
ratio was used as an indicator of pollutant trapping in previous studies (Brauer et al., 
2003b, Su et al., 2008). These have been limited to considerations of heights of 
buildings on either side of the street at the point of interest; hence do not account 
effects of length of street canyon or other buildings in the vicinity of sources, which 
may have notable effects on pollution exposures. The main obstacle in including 
enhanced geographic data in modelling has been the limited availability of data on 
building characteristics, which had to be measured in the field and/ or imputed from 
aerial photography or satellite imagery in past studies (Brauer et al., 2003a, Su et al., 
2008), a potentially lengthy process for large numbers of urban locations.  
 
In recent years, new city-wide building heights and geometry, and detailed urban 
land use datasets have been made available in several countries including the UK. 
The Landmap dataset (www.landmap.ac.uk) provides data on building heights and 
geometry (with horizontal and vertical accuracy of +/- 0.5m). Landmap is available 
for much of urban areas in the UK. Whilst OS MasterMap 
(http://www.ordnancesurvey.co.uk/oswebsite/products/os-mastermap/index.html) 
provides highly detailed topography and land use data, including areas of roads (i.e. 
road width) and land use at fine spatial scale (i.e. <1m precision).  
 
The building and high resolution topographical data can now be used to 
automatically generate predictor variables in GIS for LUR modelling and to 
investigate relationships with air pollutant concentrations. This would allow effects of 
building volume, road length, and road width in both the immediate wake of sources 
and the surrounding area on dispersion of air pollution to be accounted. The aim of 
this study is to investigate whether the introduction of enhanced geographical 
variables improves predictive capabilities of intra-urban LUR models.  
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4.2  Methods 
4.2.1  Monitored concentrations 
The London Air Quality Network (LAQN) provides electronically available data on 
concentrations of nitrogen oxides (NOX and NO2) and particulate matter (PM10), 
collected from around 70 automatic monitoring stations located in the Greater 
London area. For this study, LAQN monitoring stations within the orbital M25 
motorway (a ring road which encircles Greater London) were identified, and sites 
with >70% of daily mean concentration available for each year between 2008-2011 
were selected. Supporting information about these sites, including site type (as 
defined by LAQN; i.e. kerbside, roadside, industrial, suburban and urban 
background), and British National Grid X-Y site coordinates were downloaded from 
the LAQN website. Site coordinates were checked using online Google Maps 
(maps.google.com). Daily mean concentrations of pollutants were downloaded then 
averaged over a four-year period (i.e. 2008-2011) to provide long-term average 
concentrations (i.e. avoid the influence of meteorology in individual years). There 
were 42, 57, and 56 monitoring sites for PM10, NOX and NO2, respectively, that 
passed the site selection criteria. Locations of these monitoring sites can be found in 
Figures 3.1-3.3. The 4-year average concentrations of each pollutant are normally 
distributed.  
 
4.2.2 Development of predictor variables 
A range of predictor variables were derived from GIS datasets for developing the 
LUR models; a full list of variables can be found in Table 4.1. Traffic, land use and 
population variables extracted were similar to those used in the ESCAPE study 
(Eeftens et al., 2012). The London Atmospheric Emissions Inventory 2008 (LAEI 
2008) was used to derive traffic exposure variables. It comprises a digital road 
geography, attributed with information on type of road (‘motorways’, ‘A-roads’ and 
some significantly trafficked ‘minor roads’), traffic flows and speeds, with separate 
categories for fleet type (e.g. buses, light and heavy vehicles), within M25 boundary 
in Greater London. For land use variables, a combination of CORINE land cover for 
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Europe and the Land Cover Map of Great Britain 2007 (LCM2007) (Source: Centre 
of Ecology and Hydrology) on a 25m2 grid was used. The land cover datasets were 
aggregated into five groups: high density urban; low density urban; industry; ports 
and railways; and urban green space. Further details on this procedure can be found 
in Chapter 3. Population variables (i.e. number of inhabitants and households) were 
extracted from the UK 2001 Census (Source: Office for National Statistics) – the 
closest available year.   
 
Predictor variables on buildings and/ or street configuration were developed and 
offered to develop enhanced models in additional to traditional traffic, population and 
land use variables, including two on aspect ratio as used in other studies (Brauer et 
al., 2003a, Su et al., 2008, Eeftens et al., 2013), and two new variables on building 
volume, designed as part of this study: (1) aspect ratio (i.e. average building height / 
road width); (2) maximum aspect ratio (i.e. maximum building height / road width); 
(3) building volume (i.e. sum of building area × height); and (4) building volume / 
road width. The new variables were used to account for building intensity and stature 
close to roads with traffic information; in other words, they aim to represent both the 
height and continuity of street canyons. The variable on both building volume and 
road width is thus an extension of aspect ratio to account for both the shape of the 
canyon and the density of buildings. Higher values of these variables are expected to 
have a positive effect (i.e. increase) on pollutant concentrations. Building areas and 
heights were extracted from Landmap. Road widths and areas of urban green space 
surfaces were extracted from OS MasterMap.  
 
The building and road width data were extracted only at locations where a road 
emission source from LAEI (i.e. with traffic information) is present (i.e. at road- and 
kerb-side sites), and limited to a distance of 100m to represent distance of influence 
of buildings and street configuration on pollution trapping in the wake of sources 
(Vardoulakis et al., 2003, Sini et al., 1996). Two types of buffers were used: (1) 
circular buffers as used in other studies, and (2) road buffers - buffers of road centre 
lines were created, intersected with circular buffers, and features within the area 
common to both buffers (e.g. buildings alongside roads) were clipped and extracted 
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for each of the four building/ street configuration variables. Distances for road buffers 
were 20, 30, 40 and 50m from the center of roads within 25, 50 and 100m circular 
buffers. The road buffers thus focus on areas in the immediate wake of road 
sources. Figures 3.5 and 3.6 illustrate how road and circular buffers were created.  
 
4.2.3 Model development 
Models were developed for PM10, NOx and NO2 using ArcGIS (v10.0; ESRI) to 
generate predictor variables and SPSS (v20.0; IBM) for regression analysis. 
Variables were regressed against monitored concentrations of each pollutant. For 
traditional models, the predictor variable showing the highest correlation with 
monitored concentrations was first entered in the model and entry of proceeding 
variables followed a supervised forward stepwise method (Gulliver et al., 2011b, 
2010, Vienneau et al., 2010a).  
 
Two approaches were used to develop enhanced models. In the first approach, 
building and street configuration variables were regressed in turn against the 
residual from traditional models (i.e. coefficients of the variables in the traditional 
model were not allowed to change), similar to Eeftens et al. (2013). Secondly, 
models were developed from scratch with all variables being offered in the 
regression analysis. Building/ street configuration variables were only entered into 
the model if a local traffic variable (i.e. traffic load within a 25 m buffer) was already 
present in the model. Initially, the best performing variable representing local traffic 
sources were identified, then stepwise coupled with building/ street configuration 
variables. Once the best combination of a local traffic and building/ street 
configuration variable was selected other variables reflecting background traffic (i.e. 
road and traffic variables beyond the extent of the local traffic variable) and non-
traffic sources (e.g. population, housing, industry, green space) were offered.  
 
A variable is included in a final model if it provides: (1) greater than 1% increment in 
adjusted R2; (2) p-value <= 0.05; and (3) a logical direction of effect (i.e. + or -) 
defined a priori in the table of variables (Table 4.1). Models were checked for 
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collinearity using the variance inflation factor (VIF) and Cook’s distance to identify 
outliers. Moran’s I in ArcGIS was used to assess spatial autocorrelation in model 
residuals. 
 
4.2.4 Model evaluation 
As there were insufficient sites for hold-out validation (i.e. an independent sets of 
sites not used in model development), the models were evaluated using leave-one-
out cross-validation (i.e. LOOCV) and leave-25%-out (i.e. grouped) cross-validation 
(GCV). GCV was used in additional to LOOCV, as it has been shown that LOOCV 
tends to over-estimate the predictive accuracy of LUR models (Babyka, 2004). In 
LOOCV, models were developed iteratively for n-1 sites and each time 
concentrations were estimated for the site that was removed. Variables remained 
fixed but coefficients associated with each variable were allowed to vary. In GCV, the 
same principles applied but models were developed with n-25% of sites each time 
(i.e. in total four evaluation groups). A stratified (i.e. equal numbers of each site type 
in each group) random sampling approach was used to assign sites to four groups 
(N ~ 10-14 depending on pollutant for each group). Models were then developed 
iteratively from three out of four evaluation groups and applied to the sites in the 
remaining group. Again, the input variables in models remained fixed, only allowing 
regression coefficients to vary. Performance of models was assessed for all sites by 
combining the predictions from each held-out group.  
 
Predicted concentrations (i.e. obtained via cross-validation) were compared to 
monitored concentrations and model performance was summarised in terms of R2, 
root mean squared error (RMSE), index of agreement (IOA) and fractional bias (FB). 
As conventional R2 is measured around the best-fit regression line, Basagaña et al. 
(2012) suggested a method of transforming mean squared error (MSE) into a R2-like 
formula to act as a more stringent measure of model performance (i.e. around the 
1:1 line), defined as: 
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MSE R2 = 1 −
MSE
(
1
N
∑ (𝑦𝑖 − 𝑦?̅?)2
𝑁
𝑖=1 )
 
Where yi is the monitored concentration at each site and yt is the averaged 
monitored concentration. MSE-R2 is thus one minus mean squared error divided by 
the variance of the measurements. Both R2 and MSE-R2 were used in this study. FB 
was chosen as a measure of model performance because it is symmetrical and 
dimensionless, which is convenient for comparing different models: 
 
FB = 2 (
C𝑂̅̅̅̅ − C𝑃̅̅ ̅
C𝑂̅̅̅̅ + C𝑃̅̅ ̅
) 
Where CO and CP are monitored and predicted values of concentrations, 
respectively. 
 
Index of agreement (IOA) was used in this study as a standardised measure of the 
degree of model prediction error (Willmott, 1981). The index is based on squared 
differences between predicted and observed values and that it varies between 0 
(complete disagreement) and 1 (complete agreement):  
 
IOA = 1 −  
∑ (P𝑖 − O𝑖)
2𝑁
𝑖=1
∑ (|P𝑖 − O̅| + |O𝑖 − O̅|)
𝑁
𝑖=1
2 
Where O and P are monitored and predicted values of concentrations respectively.  
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Table 4.1 List of land use regression model predictor variables  
GIS dataset  Predictor variable  Variable name Unit  Buffer size (radius of 
buffer in metres)  
Direction 
of effect  
Background  
Land use –  
LCM 2007  
(25m2 grid, CORINE 
enhanced) 
High density urban residential and commercial land 
 
HDURBAN m2 
100, 200, 300, 400, 500, 
1000, 2000, 5000  
+  
Low density urban residential and commercial land 
 
LDURBAN m2 +  
Industrial land 
 
INDUSTRY m2 +  
Ports, roads/rail networks, airports, mineral 
extraction/dump/construction sites  
PORT m2 +  
Urban green space 
 
URBGREEN m2 -  
Population/ household 
density – Census 2001 
Number of inhabitants in a buffer 
 
POP N (Number) + 
Number of households in a buffer HHOLD 
 
N (Number) + 
Traffic   
Local road network – 
LAEI 2008  
Road length of all roads in a buffer  
 
ROADLENGTH m 
25, 50, 100, 300, 500, 
1000 
+ 
Road length of major roads in a buffer 
 
MAJORROADLENGTH m + 
Traffic intensity on nearest road  
 
TRAFNEAR  Veh.day-1 
NA  
+  
Traffic intensity on nearest major road  
 
TRAFMAJOR  Veh.day-1 +  
Heavy-duty traffic intensity on nearest road 
 
HEAVYTRAFNEAR Veh.day-1 +  
Heavy-duty traffic intensity on nearest major road 
 
HEAVYTRAFMAJOR Veh.day-1 +  
Total traffic load of all roads in a buffer (sum of (traffic 
intensity × length of all segments))  
TRAFLOAD  Veh.day-1m 
25, 50, 100, 300, 500, 
1000  
+  
Total traffic load of major roads in a buffer (sum of (traffic 
intensity × length of all segments))  
TRAFMAJORLOAD  Veh.day-1m +  
Total heavy-duty traffic load of all roads in a buffer (sum of 
(heavy-duty traffic intensity × length of all segments))  
HEAVYTRAFLOAD  Veh.day-1m +  
Total heavy-duty traffic load of major roads in a buffer (sum 
of (heavy-duty traffic intensity × length of all segments))  
HEAVYTRAFMAJORLOAD  Veh.day-1m  +  
Inverse distance to nearest road  INVDIST m-1, m-2 NA + 
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Inverse distance to nearest road squared INVDISTSQ  
Inverse distance to nearest major road  
Inverse distance to nearest major road squared 
INVDISTMAJOR 
INVDISTMAJORSQ 
m-1, m-2 +  
Traffic intensity on nearest road × inverse distance to the 
nearest road  
Traffic intensity on nearest road × inverse distance squared  
INTINVDIST 
 
INTINVDISTSQ 
Veh.day-1m-1 
 
Veh.day-1m-2 
+ 
Traffic intensity on nearest major road × inverse distance to 
the major nearest road  
Traffic intensity on nearest major road × inverse distance 
squared 
INTMAJORINVDIST 
 
INTMAJORINVDISTSQ 
Veh.day-1m-1 
 
Veh.day-1m-2 
+  
Heavy-duty traffic intensity on nearest road × inverse of 
distance to the nearest road  
Heavy-duty traffic intensity on nearest road × inverse of 
distance squared 
HEAVYINVDIST 
 
HEAVYINVDISTSQ 
Veh.day-1m-1 
Veh.day-1m-2 
+ 
Building and street configuration variables  
Landmap  
 
(only applied at road- 
or kerbside sites where 
a road source is 
present) 
Aspect-ratio 
Average building height / road width in a circular buffer 
Average building height / road width in a road buffer 
 
ASPECTRATIO 
ASPECTRATIO_RB 
 
m/m  25, 50, 100m circular 
buffers  
 
20m road buffer (to 
define width of canyon) 
within 25m circular 
buffer (to define length 
of canyon) 
 
20, 30, 40m  road 
buffers within 50 and 
100m circular buffers  
& 50m road buffer within 
100m circular buffer* 
 
+ 
Maximum aspect-ratio 
Maximum building height / road width in a circular buffer 
Maximum building height / road width in a road buffer 
 
MAXASPECTRATIO 
MAXASPECTRATIO_RB 
 
m/m  
+ 
Building volume  
Sum of (building area × height) in a circular buffer 
Sum of (building area × height) in a road buffer 
 
AREAHEIGHT 
AREAHEIGHT_RB 
 
m3 
+ 
Building volume / road width 
Sum of (building area × height) / road width in a circular 
buffer 
Sum of (building area × height) / road width in a road buffer 
 
AREAHEIGHTDIVWIDTH 
AREAHEIGHTDIVWIDTH_R
B 
 
m3/m  
+ 
Detailed land use variables  
 
OS MasterMap 
Total area of urban green in street canyons (road buffer) 
 
MMAPGREEN_RB m2 - 
Total area of urban green (from OS MasterMap) in a circular 
buffer 
MMAPGREEN m2 25, 50, 100, 200, 300, 
400, 500, 1000, 2000, 
5000 
- 
Other variables 
 Site ID SITEID  * e.g. ASPECTRATIO_100 is the 
aspect ratio within a 100m circular 
buffer, and 
ASPECTRATIO_RB_20_100 is a 
20m road buffer (from road center-
line) within a 100m circular buffer.  
 
London Air Monitoring 
Network 
 
Site name  SITENAME  
Site code  SITECODE  
Site type  SITETYPE  
Coordinate variables XCOORD, YCOORD  m  
Long-term pollutant concentration (4-year average) LTCONC µg/m3 
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Figure 4.1 Box plots of monitored concentration variability of PM10, NOX and NO2 by site type 
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Table 4.2 Developed enhanced and traditional PM10, NOX and NO2 land use regression models 
Model N Variable name Variable description Adj. 
R2 
SEE β β*  
(P90-
P10) 
p-value VIF Max. 
Cook’s 
Distance 
Enhanced models 
PM10 41 (Constant) 
TRAFLOAD_25 
AREAHEIGHTDIVWIDTH_25 
INVDISTSQ 
TRAFLOAD_1000_25 
INDUSTRY_1000 
 
 
Traffic load within 25m 
Building volume / road width in a 25m circular buffer 
Inverse distance squared to the nearest road 
Traffic load within 1000 - Traffic load within 25m 
Industrial land within 1000m 
 
.532 
.568 
.674 
.747 
.795 
 
4.29 
4.13 
3.59 
3.16 
2.84 
17.509 
1.393E-006 
.004 
240.150 
7.391E-009 
.003 
 
7.605 
3.002 
6.110 
3.824 
3.324 
.000 
.000 
.009 
.000 
.001 
.004 
 
1.56 
1.36 
1.45 
1.13 
1.05 
.359 
NOX 57 (Constant) 
TRAFLOAD_25 
AREAHEIGHT_RB_20_25 
ROADLENGTH_300_25 
INDUSTRY_2000 
 
 
Traffic load within 25m 
Building volume in a 20m road buffer within a 25m circular buffer 
Road length within 300 - Road length within 25m 
Industrial land within 2000m  
 
.406 
.745 
.794 
.822 
 
53.56 
35.07 
31.53 
29.28 
30.850 
1.155E-005 
.013 
.018 
.009 
 
53.762 
110.688 
51.198 
26.589 
.000 
.000 
.000 
.000 
.003 
 
1.50 
1.22 
1.35 
1.07 
.421 
NO2 54 (Constant) 
TRAFLOAD_25 
AREAHEIGHT_RB_20_25 
ROADLENGTH_500_25 
HDURBAN_100 
 
 
Traffic load within 25m 
Building volume in a 20m road buffer within a 25m circular buffer 
Road length within 500 - Road length within 25m 
High density urban land within 100m 
 
.246 
.700 
.787 
.805 
 
17.28 
10.89 
9.19 
8.79 
24.420 
3.114E-006 
.004 
.002 
.184 
 
10.725 
27.191 
13.969 
9.020 
.000 
.001 
.000 
.001 
.021 
 
1.19 
1.30 
1.33 
1.46 
.197 
Traditional models 
PM10 41 (Constant) 
INTINVDIST 
ROADLENGTH_100 
INDUSTRY_2000 
POP_2000 
 
 
Traffic intensity × inverse distance to nearest road 
Road length within 100m 
Industrial land within 2000m 
Population within 2000m 
 
.541 
.670 
.731 
.757 
 
4.26 
3.61 
3.25 
3.09 
15.819 
.001 
.008 
.002 
3.752E-005 
 
7.092 
5.564 
4.726 
3.748 
.000 
.000 
.000 
.000 
.032 
 
1.26 
1.17 
1.24 
1.32 
.424 
NOX 57 (Constant) 
MAJORROADLENGTH_25 
HDURBAN_5000 
 
 
Length of major roads within 25m 
High density urban land within 5000m 
 
.478 
.540 
 
50.19 
47.11 
45.217 
1.171 
.001 
 
105.292 
50.615 
.000 
.000 
.005 
 
1.12 
1.12 
.362 
NO2 54 (Constant) 
INVDISTMAJOR 
ROADLENGTH_1000 
HHOLD_5000 
 
 
Inverse distance to nearest major road 
Road length within 1000m 
Number of households within 5000m 
 
.492 
.676 
.705 
 
14.18 
11.33 
10.80 
12.532 
232.509 
.001 
5.094E-005 
 
32.084 
16.631 
12.114 
.004 
.000 
.002 
.017 
 
1.05 
1.51 
1.56 
.444 
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Figure 4.2 Contributions by each variable to predicted long-term average PM10 concentrations in the enhanced model (Refer to Table 4.2 for 
 descriptions of predictor variables) 
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Figure 4.3 Contributions by each variable to predicted long-term average NOX concentrations in the enhanced model (Refer to Table 4.2 for 
 descriptions of predictor variables)  
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Figure 4.4 Contributions by each variable to predicted long-term average NO2 concentrations in the enhanced model (Refer to Table 4.2 for 
 descriptions of predictor variables) 
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4.3 Results 
4.3.1 Monitored concentrations 
Box plots of monitored concentrations of PM10, NOX and NO2 comparing different site 
types are presented in Figure 4.1. The coefficient of variation (CV) was calculated to 
compare variability between pollutants with different orders of magnitude of 
concentrations. NOX and NO2 exhibited higher variability (CV = 61.5% and 39.7% for 
NOX and NO2, respectively) across the study area than concentrations of PM10 (CV = 
24.2%). A higher proportion of NOX and NO2 are derived from local sources (Carslaw 
et al., 2011), particularly from traffic, whereas 50-90% of PM depending on site type 
is due to far-travelled and secondary particular matter (Gulliver and Briggs, 2011).  
 
 
4.3.2 Land use regression models 
Table 4.2 presents the six derived traditional and enhanced models for PM10, NOX, 
NO2, and includes incremental values of adjusted R2, standard error of the estimate 
(SEE), regression coefficients (β), the contribution of each variables to predicted 
concentrations (β * P90-P10), p-values (i.e. significance), variance inflation factors 
(VIF) and model maximum Cook’s distance.  
 
Traditional and enhanced models yielded adjusted R2 values of 0.76, 0.54, 0.71, and 
0.80, 0.82, 0.81for PM10, NOX and NO2, respectively. The final models included 
between two and five variables. 
 
In the PM10 model, the local traffic variable (traffic load within 25m) and the 
enhanced variable (building volume/ road width in a 25m circular buffer) combined 
yielded 56.8% of explained variability in PM10 concentrations - slightly better than the 
54.1% of variability explained by traffic information variables in the traditional model.  
 
For NOX, the local traffic variable (traffic load within 25m) coupled with the enhanced 
variable (building volume in a 20m road buffer within a 25m circular buffer) yielded 
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74.5% of explained variability in NOX concentrations, in contrast to 47.8% provided 
by the strongest variable in the traditional model (i.e. length of major roads within 
25m).  
 
For NO2, the local traffic (traffic load within 25m) and enhanced variable (building 
volume in a 20m road buffer within a 25m circular buffer) combined explained 70.0% 
of variability in NO2 concentrations, while the strongest traditional variable (i.e. 
inverse distance to the nearest major road) explained 49.2% of NO2 concentrations. 
 
Summary statistics from adding each enhanced variable (by different buffer sizes) to 
residuals from traditional models are shown in Tables S1-S3 (Appendix) (i.e. first 
modelling approach). Enhanced variables with: (1) increase in adjusted R2 > 1%; and 
(2) p-value < 0.05 are highlighted. For PM10, no enhanced variables were found to 
be statistically significant (p < 0.05). For NOX, 9 variables associated with different 
buffer sizes of variables building volume with and without road width satisfied the 
thresholds for R2 and p-value; for NO2, four variables (different buffers of building 
volume) were found to satisfy the criteria.  
 
Overall, an additional 3.8%, 28.2% and 10.0% of explained variation in monitored 
concentrations was seen in enhanced PM10, NOX and NO2 models, respectively. 
Enhanced models reduced SEE by 8.1%, 37.8% and 18.6% for PM10, NOX and NO2, 
respectively. In all models, low collinearity between variables were found (average 
VIF = 1.29). Analysis of Cook’s distance identified two NO2 (one industrial and one 
kerbside) sites and one PM10 (industrial) site with high values. The final models 
consisted of 41, 57 and 54 sites for PM10, NOX and NO2, respectively. Maximum 
Cook’s distance of all final models were below 0.45. On examination of model 
residuals, Moran’s I values of all models yielded p > 0.05, thus model residuals were 
deemed not to be spatially dependent. 
 
In order to compare the predictive powers of each variable and their contributions to 
absolute predicted values, regression coefficient × the (90th percentile – 10th 
percentile) were calculated (Eeftens et al., 2013). Predicted long-term average 
  
 
96 
 
concentrations associated with each variable by site can be found in compound 
graphs presented in Figures 4.2 – 4.4. 
 
4.3.3 Model evaluation 
Table 4.2 shows summary statistics from cross-validation. Summary statistics for 
each evaluation group in GCV can be found in Table S4 (Appendix). Figure 4.1 
shows predicted concentrations from GCV plotted against monitored concentrations.   
 
For LOOCV, traditional models yielded R2 (MSE-R2 in brackets) values of 0.71 
(0.70), 0.50 (0.48), 0.66 (0.64), and enhanced models yielded R2 values of 0.73 
(0.71), 0.79 (0.78), 0.78 (0.77) for PM10, NOX and NO2, respectively (Table 4.2). For 
all pollutants, enhanced models outperformed traditional models, with 2%, 29% and 
12% higher explained variance (i.e., LOOCV R2) in monitored concentrations for 
PM10, NOX and NO2, respectively. The fall in R2 between model development (Table 
4.1) and LOOCV R2 was below 10% (3~7% drop for all models), which is comparable 
to changes in R2 between model development and evaluation in the recent ESCAPE 
project (within 15%), indicating stable models (Eeftens et al., 2012).  
 
The R2 values obtained from GCV for PM10, NOX and NO2, respectively, were 0.71 
(0.69), 0.53 (0.51), 0.64 (0.63) for traditional models and 0.68 (0.67), 0.77 (0.77), 
0.77 (0.76) for enhanced models. Enhanced models yielded 24% and 13% increase 
in explained variation in NOX and NO2 concentrations, but the PM10 model was not 
improved. 
 
Values of RMSE calculated from LOOCV and GCV were found to be similar, with 
higher values of RMSE from traditional models, with the exception of PM10 in GCV. 
IOA ranged from 0.89~0.94 for LOOCV and 0.83~0.94 for GCV. IOAs are higher in 
enhanced models, with 11% and 5% more agreement between predicted and 
monitored values in GCV for NOX and NO2, respectively. Values of FB for all models 
are small (-0.002~0.004 for LOOCV; -0.015~0.009 for GCV), indicating that models 
are relatively free from bias (i.e. low levels of over- or under-prediction). The highest 
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bias was under-predictions of enhanced PM10 model in GCV (FB = -0.015; i.e. 
under-prediction of about 1.5%). Values of beta (i.e. regression slopes) fell within 
95% confidence interval in all cases. 
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Table 4.3 Summary statistics of leave-one-out cross-validation (LOOCV) and grouped (leave-
25%-out) cross-validation (GCV) results 
Leave-one-out cross-validation (LOOCV) 
Model N R2 MSE-R2 RMSE IOA FB Beta 
95% CI 
(lower, 
upper) 
Enhanced models 
PM10 41 0.73 0.71 3.313 0.920 0.001 0.947 
0.760, 
1.134 
NOX 57 0.79 0.78 32.369 0.938 0.004 0.978 
0.841, 
1.116 
NO2 54 0.78 0.77 9.368 0.937 0.001 0.976 
0.833, 
1.120 
Traditional models 
PM10 41 0.71 0.70 3.410 0.913 0.001 0.951 
0.756, 
1.147 
NOX 57 0.50 0.48 49.608 0.812 -0.002 0.942 
0.687, 
1.197 
NO2 54 0.66 0.64 11.766 0.890 0.001 0.958 
0.765, 
1.151 
 
 
Grouped cross-validation (GCV) 
Model N R2 MSE-R2 RMSE IOA FB Beta 
95% CI 
(lower, 
upper) 
Enhanced models 
PM10 41 0.68 0.67 3.587 0.905 -0.015 0.819 
0.638, 
1.000 
NOX 57 0.77 0.77 33.264 0.936 -0.003 0.935 
0.799, 
1.072 
NO2 54 0.77 0.76 9.734 0.932 0.009 0.956 
0.809, 
1.104 
Traditional models 
PM10 41 0.71 0.69 3.452 0.911 -0.005 0.937 
0.741, 
1.133 
NOX 57 0.53 0.51 48.279 0.825 0.002 0.957 
0.712, 
1.203 
NO2 54 0.64 0.63 11.980 0.886 -0.002 0.941 
0.746, 
1.136 
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Figure 4.5 Grouped cross-validation (GCV): predicted concentrations (y-axis) against monitored 
concentrations (x-axis) for enhanced and traditional models. Roadside sites are represented by 
black circles and other sites by open circles 
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Table 4.4 Comparison of model performance at roadside vs. non-roadside sites 
Leave-one-out cross-validation (LOOCV) 
Model N R2 MSE-R2 RMSE IOA FB Beta 95% CI (lower, upper) 
Enhanced models 
Roadside sites 
PM10 22 0.72 0.69 3.042 0.912 -0.025 0.938 0.661, 1.214 
NOX 32 0.69 0.67 39.724 0.904 0.016 0.968 0.726, 1.210 
NO2 30 0.70 0.68 11.106 0.908 0.007 0.974 0.729, 1.218 
Other sites 
PM10 19 0.69 0.66 3.426 0.865 0.038 1.260 0.833, 1.687 
NOX 25 0.63 0.59 19.166 0.885 -0.031 0.752 0.501, 1.003 
NO2 24 0.52 0.47 6.765 0.842 -0.011 0.769 0.441, 1.096 
Traditional models 
Roadside sites 
PM10 22 0.68 0.65 3.234 0.901 -0.023 0.900 0.611, 1.190 
NOX 32 0.25 0.20 61.900 0.638 0.042 0.793 0.277, 1.308 
NO2 30 0.56 0.53 13.537 0.810 0.006 1.172 0.770, 1.574 
Other sites 
PM10 19 0.72 0.69 3.276 0.855 0.036 1.387 0.946, 1.829 
NOX 25 0.48 0.44 22.498 0.822 -0.118 0.631 0.350, 0.912 
NO2 24 0.45 0.40 7.249 0.800 -0.009 0.521 0.265, 0.777 
 
 
Grouped cross-validation (GCV) 
Model N R2 MSE-R2 RMSE IOA FB Beta 95% CI (lower, upper) 
Enhanced models 
Roadside sites 
PM10 22 0.68 0.65 3.211 0.889 -0.052 0.768 0.523, 1.012 
NOX 32 0.66 0.64 41.315 0.899 0.003 0.900 0.662, 1.139 
NO2 30 0.67 0.65 11.656 0.896 0.007 0.963 0.703, 1.222 
Other sites 
PM10 19 0.65 0.61 3.671 0.840 0.039 1.271 0.793, 1.748 
NOX 25 0.63 0.60 19.065 0.888 -0.017 0.789 0.528, 1.051 
NO2 24 0.50 0.46 6.874 0.835 0.013 0.761 0.426, 1.095 
Traditional models 
Roadside sites 
PM10 22 0.68 0.65 3.223 0.901 -0.027 0.891 0.606, 1.176 
NOX 32 0.29 0.24 60.074 0.676 0.045 0.851 0.356, 1.346 
NO2 30 0.52 0.49 14.128 0.798 0.003 1.104 0.694, 1.514 
Other sites 
PM10 19 0.67 0.63 3.547 0.851 0.027 1.281 0.824, 1.738 
NOX 25 0.48 0.44 22.478 0.823 -0.111 0.613 0.340, 0.886 
NO2 24 0.47 0.42 7.102 0.807 -0.013 0.532 0.282, 0.783 
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4.4 Discussion 
In this study, enhanced intra-urban PM10, NOX and NO2 land use regression models 
were developed for London, using data on building heights and street configuration 
in combination with traditional LUR variables (i.e. land use, population, roads etc.), 
and their performance was compared with traditional models. This is the first study 
both to employ city-wide building geometry/heights and detailed land use datasets 
(with spatial accuracy of +/-1 metre in urban data) to represent the effects of the built 
environment on the pollutant dispersion in LUR models.  
 
The enhanced variables were first offered in addition to the traditional models using 
a similar approach to Eeftens et al. (2013). Subsequently, new models were 
developed by offering enhanced and traditional variables together as a second 
approach. Results showed that models with enhanced geographical variables 
provided substantial improvements in model performance for NOX (MSE-R2 = 26% in 
GCV) and NO2 (MSE-R2 = 13% in GCV). Although a higher value of R2 was 
achieved in model building for the enhanced PM10 model, its performance measured 
against the traditional model in evaluation was mixed.  
 
4.4.1 LUR model variables and model performance 
Comparing traditional and enhanced models 
 
In additional to traditional circular buffers, in this study new road buffers of varying 
sizes were used to extract predictor variables from spatial datasets to provide 
representations of building densities and street canyons based on building areas and 
length, height, width of street canyon. The enhanced geographical variables 
represented both the immediate street-level dispersion environment and the 
dispersion field in the surrounding area around monitoring sites. This is an 
improvement over simple street canyon characterisations (i.e. no canyon; partial/full 
canyon) or aspect ratios which typically only consider the height of buildings on 
opposite sides of streets at the air pollution monitoring site, used in previous studies 
  
 
102 
 
(Brauer et al., 2003b, Su et al., 2008, Eeftens et al., 2013).  
  
In enhanced models, variables extracted with road buffers were retained in some 
models over traditional circular buffers. Smaller sized road buffers (<50m) of building 
volume were selected in all enhanced models, reflecting the importance of the 
dispersion field in close proximity to road sources. The results suggested that 
variables on building volume with or without road width are more useful than aspect 
ratio for PM10, NOX and NO2 LUR models applied in London. When aspect ratio was 
offered into the enhanced models (i.e. replacing variables on building volume), the 
maximum adjusted values of R2 were 0.78, 0.52, 0.57 for PM10, NOX and NO2, 
respectively. This is 1.1%, 29.8% and 23.8% decrease from the best models using 
information on building volume. Tables S5-S7 (Appendix) compared the performance 
of building volume and aspect ratio variables. 
 
For both NOX and NO2, enhanced models included a variable on building volume in 
a 20m road buffer within a 25m circular buffer. This variable has made substantial 
improvement to the performance. For PM10, the enhanced model included a street 
canyon variable on the sum of building volume/ road width in a 25m circular buffer. 
Although this variable increased the adjusted R2 of the traditional model in model 
development and LOOCV, in GCV the enhanced model for PM10 did not overall 
provide improvement over the traditional PM10 model.  
 
Unlike NOX and NO2, a large proportion of PM10 is known to originate from 
secondary and far-travelled pollution sources. Applying a ‘background’ value of PM10 
of 17.48 µg m-3 based on the average of two rural AURN monitoring sites, one to the 
west (Harwell) and one to the east (Rochester), of the study area the average urban 
increment for urban background sites is 3.56 µg m-3 (S.D. = 2.51 µg m-3) and for 
roadside/ kerbside sites is 10.90 µg m-3 (S.D. = 5.56 µg m-3). Thus, the relatively 
small amount of spatial variability in PM10 coupled with the unknown concentrations 
of localised particulates associated with wind blow soil and dust makes modelling 
PM10 more challenging. Nonetheless, as shown in Figure 4.2, the variable based on 
buildings and road width for PM10 is making a substantial contribution to the urban 
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incremental concentration at some roadside and kerbside sites (range 0.07 to 6.56 
µg m-3). There was insufficient number of monitoring sites available to undertake a 
robust assessment of model performance in terms of correlation by site type. 
 
Whilst overall fractional biases were found to be low (Table 4.3), the models have a 
tendency to slightly under-predict monitored concentrations at monitoring sites. 
Figure 4.5 compared predicted versus monitored concentrations of pollutants 
stratified by roadside sites (open circles) and non-roadside sites (black circles). The 
outliers in these scatter plots were identified to determine why some sites had larger 
prediction errors than others. For PM10, model predictions were found to be worst at 
the four industrial sites. For NOX and NO2, large absolute errors were found with 
some roadside site predictions from the traditional model. The enhanced models 
were found to have much smaller errors at these locations. Table 4.4 showed a 
quantitative comparison of model performance at roadside and non-roadside sites. 
Apart from the traditional model for NOX, which performed poorly at roadside sites, 
there are no substantial differences or weakening of model performance when sites 
are separately evaluated in these two groups.  
 
 
Analysis of predictor variables 
 
For all pollutants, the variable on total traffic load of all roads within 25m (i.e. sum of 
[traffic intensity × road length of all segments] in a buffer), representing emissions 
from vehicles within a close proximity of the receptor, and building volume (i.e. sum 
of individual [building area × height] in a buffer), a variable based on the built 
environment immediately around the receptors used as a proxy for pollution, 
provided most explanations of spatial variability and were common in all enhanced 
models (Table 4.2).  
Overall, of all the predictors selected, inverse distance and road length were found to 
be important variables in representing air pollution from traffic emissions, whilst 
industrial land use and population were found to be key pollution proxies in models. 
The selected variables were extracted from a range of small and large sized buffers 
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using circular and new road buffers. There were proportionally more traffic variables 
in NOX and NO2 models, which were sensible as large proportion of NOX/ NO2 are 
contributed by pollution from vehicle exhausts in an urban setting (Carslaw et al. 
2011). The variable extracted from large buffers reflected the background 
components of PM variability in the local dispersion environment (Beevers et al. 
2012). 
 
PM10 models 
For PM10, the enhanced model included two more variables representing traffic 
emissions: (1) inverse distance to the nearest road and (2) traffic load within 1000m, 
which suggested that monitored PM10 concentrations were influenced by the 
distance of emission source to the receptor and background emissions (indicated by 
the large buffer distance). The enhanced model also included a land use variable on 
background industrial pollution sources.  
 
In the traditional model, the product of traffic intensity and inverse distance to the 
nearest road, a variable accounting for traffic counts and proximity of emissions on 
the nearest road of the receptor had the highest explanatory power for PM10 
concentrations. This was supplemented by the sum of road length in a 100m buffer, 
representing roads within close proximity of a receptor affected pollution levels. The 
traditional model included two predictors on land use: (1) industrial land within 
2000m, representing background pollution from industry; and (2) population within 
200m, a proxy for pollution – as higher pollution is found in more populated areas. 
Variables extracted from larger buffers (1000 and 2000m) were entered in both 
enhanced and traditional PM10 models, which is reasonable as it is known that 
significant amounts of particulate matter originate from background and point (e.g. 
industrial) sources (Beevers et al. 2012). 
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NOx models 
For NOX, in additional to traffic load and building volume, the enhanced model 
included information on road length in a 300m buffer and industrial land within 
2000m, which showed that pollution from nearby traffic and background had effects 
on monitored NOX concentrations. Similarly for NO2, predictor variables representing 
road length (in a 500m buffer), and urban land (within 100m), were entered in the 
enhanced model. The latter variable identified areas of high density urban land, 
including industrial sources of NO2.  
In the corresponding traditional models, a variable derived from the sum of length of 
major roads in a 25m buffer was found to have the highest explanatory powers for 
NOX concentrations. This suggested that the presence of emissions from heavily 
trafficked major roads (i.e. a classification including ‘A’ roads and motorway) within 
close proximity of the receptor significantly affected NOX levels in the dispersion 
environment. The derivation of this variable required the use of a detailed emissions 
inventory with information on traffic count and road classification, in this case 
available from the LAEI. The traditional NOX model consisted of an additional 
variable on high density developed urban land in a 5000m to describe background 
pollution.  
 
NO2 models 
The inverse distance to the nearest major road was found to explain most spatial 
variability in the NO2 traditional model. In addition to the variable proximity to heavy 
trafficked roads, the sum of length of roads within 1000m, was also found to be a 
significant predictor representing emissions from road sources in monitored 
concentrations. The number of households in a 5000m buffer was served as a proxy 
for background NO2 pollution.  
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4.4.2 Comparison with other studies 
To date, only a few studies have included enhanced geographical data on buildings 
or street configuration into LUR modelling. Some studies used data collected from 
field observations (Brauer et al., 2003a) or estimations from satellite imagery (Su et 
al., 2008) to estimate building heights and aspect ratio of street canyons. On the 
whole, these studies suggested that the addition of enhanced geographical data 
improved model performance. However, the inefficiency and complexity of some 
processes involved in data capture and manipulation have limited the potential 
application of these methods in large area (i.e. mega cities) exposure assessments.  
 
Brauer et al., (2003b) collected additional information on sampling height, street 
type, canyon, and type of sampling site using site-specific questionnaires. Using 
these field observations, street canyons were identified and included into 
development of LUR models for Munich, Stockholm and the Netherlands. They 
found the variable based on aspect ratio in street canyons increased explanations of 
PM2.5 by 7% and 13% in the Munich and Stockholm models, respectively. However, 
no improvements were found in the Netherlands model.  The LUR models yielded R2 
values of 0.78, 0.76 and 0.63 for the Netherlands, Munich and Stockholm, 
respectively. They found data on aspect ratio could not be easily generated by GIS 
at that time.  
 
Su et al. (2008) used satellite data to estimate aspect ratio and building heights and 
offered them in LUR models for NO2 and nitrogen oxide (NO) for Vancouver. Using 
the Landsat Enhanced Thematic Mapper Plus (ETM+), a model was developed for 
the relationship of building heights (i.e. known reference objects) and building 
shadows. The model was subsequently applied to predict building heights 
elsewhere. A variable on aspect ratio (within maximum search distance of 50m of 
sites) was included in the LUR model. They found the addition of aspect ratio and 
building height significantly improved the explained variance of the NO2 and NO 
models from 56% to 67%, and from 72% to 85%, respectively.  
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Most recently, Eeftens et al. (2013) tested four different canyon indicators using data 
on building heights and geometry to improve NO2 and NOX LUR models in the 
Netherlands: (1) maximum aspect ratio; (2) mean building angle (mean of all angles 
between the horizontal and the line-of-sight from the site to the top of surrounding 
buildings); (3) median building angle; and (4) Sky-view factor (SVF) which is the total 
fraction of visible sky from street-level. Similar to our study, they compared LUR 
models built from traditional indicators (e.g. household density, land cover etc.) with 
models where the canyon indicators were offered in turn at a second stage as an 
enhance the baseline models. Only small increases in explained variance were seen 
in model building (2%) and model evaluation (2%) for both NO2 and NOX with the 
best performing canyon indicator (SVF), but substantial differences were seen in 
modeled concentrations between those models with and without canyon indicators.  
 
Although larger improvements in model R2 were found in this study than in Eeftens 
et al. (2013) with the addition of our enhanced variables for NOX and NO2, results 
from this study are generally not comparable due to the different types of variables to 
represent canyons and street configuration. The more substantial improvements 
seen in model R2 and LOOCV R2 than Eeftens et al. (2013) may due to three 
reasons: (1) the enhanced models in this study allowed for a completely new set of 
variables whereas Eeftens et al. (2013) maintained the same basic (i.e. traditional) 
LUR model with the addition of each canyon variable; (2) the approach used did not 
allow double counting of variables where the inclusion of household density may 
have accounted for some of the canyon effect in the basic model in Eeftens et al. 
(2013); and (3) as noted in their study, low levels of variability in building heights in 
the Netherlands makes it challenging to fit variables to monitored concentrations. 
 
The models developed in this study have outperformed LUR models in other studies 
which estimated long-term concentrations of PM10 and NO2 in London or studies 
including London sites in national models. The LUR model from Gulliver et al. 
(2011a) yielded R2 value of 0.47 in predicting average PM10 concentrations in 
London for 2001-2002. More detailed data for predictor variables logically was a 
significant factor in improvement in model performance. 
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Comparison with ESCAPE 
 
It is difficult to directly compare LUR models, as predictor variables and model 
structures can vary significantly between areas and studies (Hoek et al., 2008b). As 
part of the ESCAPE project, regional scale LUR models were developed for nitrogen 
oxides and particulate matter to investigate air pollution exposures and long-term 
health effects. The models developed in this study used improved spatial resolution 
land use data and more detailed traffic inventory, and new buffers and enhanced 
variables, which were not available in ESCAPE models.  
 
The PM10 models in ESCAPE had R2 values of 0.50 to 0.90, with a median R2 value 
of 0.77 (Eeftens et al. 2012). The models included two to four predictor variables. 
Similar to both tradition and enhanced models, 18 out of 20 ESCAPE models 
included traffic variables, with traffic intensity in various buffer sizes included in most 
models. This reaffirms impacts of traffic emissions on PM10 concentrations. Other 
less often included predictors included residential land use, population density, 
industrial/ port and natural land use. It was noted that variables related to population 
density and residential land use were selected in many models.  
 
Buffer sizes of 50m were most common, but also the largest buffer size of 1000m 
was included in many models. However, it was noted that not many 25m buffer size 
entered ESCAPE models, which may have due to limited availability of local 
information or insufficient road network accuracy. The small buffer size represented 
the impact of nearby moderately busy inner-city streets. Larger buffers (1000 and 
5000m) were most common for PM2.5, which suggested large background 
components in fine particulates concentrations. 
 
Urban green and natural land were the most common land use classes included in 
the ESCAPE PM10 models (Eeftens et al. 2012), in contrast to industrial land in this 
study. It was noted that land use variables extracted in larger buffers (>1000m) were 
included more often in both ESCAPE and in this study. In ESCAPE, major ports and 
industrial land variables were allowed in models, only if local knowledge suggest 
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there were significant emissions present. Altitude was selected in ESCAPE models 
for study areas which had large variations in altitude between sites. Eeftens et al. 
(2012) suggested that the PM10 models with lower R2 had either low concentration 
variability in monitored concentrations or limited availability of predictor variables. In 
particular, traffic intensity variables were absent due to lack of local emission 
inventories. In both ESCAPE and this study, PM10 models which included local traffic 
intensity data had higher R2 values - improvements of around 10% in R2 were 
observed in ESCAPE (Eeftens et al. 2012). 
 
The NOX models in ESCAPE yielded R2 values of 0.49 to 0.91, with a median R2 
value 0.78, and R2 values of 0.55 to 0.92, with a median R2 value of 0.82 for NO2 
(Beelan et al. 2013). It was found that there were high correlation between the 
monitored concentrations of NOX and NO2, and R2 values for models were very 
similar within a study area. In some models, the same predictor variables were 
included for both pollutants. This is common with the enhanced model in this thesis, 
as the same variables (traffic load, building volume and road length) were identical 
for NOX and NO2 models. 
 
The ESCAPE models included 2 to 7 predictor variables for both NOX and NO2. All 
models included one or more traffic variables, such as traffic intensity on nearest 
road, distance to nearest road, or traffic intensity in a small buffer around the 
receptor. Out of all 137 variables included in NO2 LUR models for all ESCAPE study 
areas, 86 of which were traffic variables (63%). Traffic intensity within 100m 
variables was the most common predictor variable. In addition, several models 
included traffic variables with a 1000m buffer such as the total traffic load on all 
roads or major roads or the length of all roads. Most models further included 
population or household density. The results were similar to those found in this 
study, highlighting the importance of traffic-related emissions contributions in 
monitored NOX and NO2 concentrations.  
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4.4.3 Model limitations 
One of the main limitations to the modelling approach, particularly in the case of 
enhanced models is the potential for transferability of models to other areas. Whilst 
the building height data used in this study are currently available at many cities and 
urban areas in the UK, there is still lack of a standardised buildings datasets 
available (e.g. for Europe). In any case, the LUR technique is very area-specific and 
model structures differ widely between studies (Vienneau et al., 2010a). Indeed, 
building density and height variability may be different in other areas of the UK, so 
directly applying our models may not be appropriate. Where there are sufficient 
monitoring networks the transfer of models can at least be evaluated and models 
could be locally calibrated (Briggs et al., 2000). 
 
The ability to account for background concentrations may be another limitation. 
Although we offered variables with large buffers (up to 5000m) in this study to 
account for background concentrations, it may be useful to force covariates 
describing background pollution in models to provide further explanations of spatial 
variability, especially in areas where high proportions of pollution (i.e. PM10) are 
known to originate from background sources (Beelen et al., 2007, Hoek et al., 2001). 
Although the constant in our PM10 models is similar to average concentrations from 
remote sites (Harwell, Rochester), PM10 is known to have a spatial gradient in 
national background concentrations (AQEG, 2004). Hence, the need for local 
calibration of our model if applied elsewhere or improvements in the representation 
of background PM.  
 
In terms of the temporal resolution, whilst models have performed well in predicting 
long-term average concentrations (2008-2011), performance may be variable when 
applied to individual years or earlier periods (i.e. back extrapolation). However, it was 
noted that LUR models are less effective for modelling sources other than traffic (de 
Hoogh et al., 2013). LUR often perform less well on capturing temporal variability 
compared to dispersion models, due to lack of predictor variables which vary 
temporally (e.g. meteorology), Furthermore, as monitored concentrations were 
recorded at same height (of around 3m above ground). LUR models predictions may 
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not accurately represent exposure for high rise buildings (e.g. flats, apartments).  
Finally, the developed models do not include wind direction and street orientation 
and thus do not account for concentration differences on opposite sides of streets 
within canyons (i.e. leeward/windward). Meteorological variables are not often 
included in land use regression models.  
 
4.5  Summary 
This study used building heights, street geometry and detailed land use data to 
enhance representations of built characteristics within the dispersion field in land use 
regression modelling. A set of models using traditional land use and traffic indicators 
(e.g. distance from road, area of housing within circular buffers) were developed and 
compared with ones developed with enhanced geographical variables. Data on 
building volume within the area to a 20m road buffer within a 25m circular buffer was 
found to substantially improve model performance (R2 > 13%) for NOX and NO2. Only 
slight improvements were found (R2 = 2%) for the PM10 model in LOOCV. Despite 
some limitations on the model generalisability, this study has shown that recently 
available city-wide high resolution data on buildings, coupled with detailed land cover 
and street configuration information, can be used to automatically develop LUR 
variables to represent pollution dispersion and trapping in urban areas. These data 
may be used to help with the reduction of exposure misclassification in 
epidemiological studies.  
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CHAPTER 5  DISPERSION AND HYBRID MODELS 
5.1 Introduction 
Dispersion technique uses mathematical diffusion equations to simulate physical and 
chemical dispersion processes of emission sources for modelling single or multi-
pollutants (Jerrett et al., 2005a). The most common dispersion models used in 
epidemiological studies are Gaussian models, which assumes the air pollutant 
distribution has a normal probability distribution (Nieuwenhuijsen, 2003). The 
advantage of using dispersion methods is that with inputs of emission sources and 
meteorological parameters, models allow predictions of pollutant concentrations at 
any given location. Unlike land use regression, which relies on monitoring data in 
model development, this method is particularly useful for modelling in areas with a 
sparse fixed-site monitoring network or for exposures to specific point sources (e.g. 
incinerators). Monitored concentrations are often used for validating and calibrating 
dispersion models.  
Traditionally, the time for data pre-processing and computational demands has 
limited the use of dispersion models in exposure assessment studies. It is often not 
practical to model population exposure over large urban areas using dispersion 
techniques (Zou et al., 2009). The processes involved (e.g. atmospheric convection) 
are often relatively complex. Despite specialist software, such as ADMS-Urban and 
AERMOD, have been developed in recent decades and provided interface for data 
input and automatic simulations, considerable time and processing demands are still 
required to generate predictions over large geographical areas at a high spatial 
resolution. Detailed emissions inventories are essential for models to achieve 
satisfactory prediction accuracy, especially modelling at fine spatial resolutions. 
However, many areas do not have ready-made emissions inventories and often 
information on pollution sources are missing or limited (e.g. only main roads). 
Out of the various available dispersion modelling tools, Atmospheric Dispersion 
Modelling System (ADMS-Urban) was found to be most suitable for modelling intra-
urban variability for the size of the study area, as others like AERMOD and CALINE 
were more appropriate for larger area (regional-scale) modelling, whilst OSPM is a 
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street-scale model, which is difficult to be applied over large areas. ADMS-Urban is 
an advanced three-dimensional quasi-Gaussian model, which enables calculation of 
hour-by-hour concentrations. The model provides predictions on a continuous 
surface or for point receptors, with no distinction between ‘background’ and 
‘roadside’ pollution. The model can generate urban pollutant predictions on a 
variable receptor grid with high spatial resolution (metres from roads), taking into 
account changes in atmospheric chemistry and primary NO2 fractions.  
The Community Multi-scale Air Quality (CMAQ), first developed by USEPA, is an 
alternative air dispersion model. CMAQ is an Eulerian grid model which can be run 
on multiple computer platforms, typically with high performance computing powers 
(Williams et al. 2011). It can handle a large range of spatial scales (from urban and 
to regional scale modelling), and its flexible framework allows it to be used with other 
meteorological models or emissions inventories. The modular nature of CMAQ 
meant that users can select different options for inputs including schemes on 
deposition and atmospheric chemistry. However, CMAQ is a relatively complex 
model and it also requires input from a meteorological model such as Weather 
Research and Forecasting (WRF). Like other dispersion models requiring the use of 
meteorological models it can be computationally intensive, hence potentially taking 
up more time and resources than ADMS-Urban.  
Beevers et al. (2012) combined the use of CMAQ with a WRF meteorological model 
and ADMS-Urban (with the joint model named KCL CMAQ-Urban). First, the CMAQ 
model was used to provide hourly estimates of air quality concentrations across a 
larger 3 × 3 km grid. These outputs were then coupled with an ADMS-Urban model 
(with WRF meteorology) to provide fine scale hourly air quality predictions of NOX, 
NO2 and PM10 at 20m × 20m resolution in London. The model provided predictions 
starting at a European scale, and through a series of model nests that reduce in size, 
finally to focus on Greater London. Results derived from KCL CMAQ-Urban will be 
compared with outputs from this model. 
Another drawback of current dispersion models is the assumptions used in 
parameters (Gulliver and Briggs, 2011). These assumptions may not be realistic, 
quite often dispersion models assume a flat world, as factors including buildings and 
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street canyons around the receptors are not taken into account. Whilst the addition 
of enhanced geographical data is possible, e.g. ADMS-Urban allows 10 to 15 
buildings to be represented in each model run (Robins and McHugh, 2001), the 
model cannot be easily applied over large areas. It cannot readily take advantage of 
availability of buildings and land use datasets. The built environment can significantly 
influence air pollution exposures local microenvironments, therefore capturing these 
features may dramatically increase explanations of pollution spatial and temporal 
variability (Su et al., 2008). 
 
GIS-based LUR techniques can produce air pollution models with good capabilities 
for predicting long term exposures. Predictor variables can be automatically 
generated from spatial datasets (i.e. traffic, land use, buildings) in GIS and included 
in modelling. The recently available building height data may provide basis for 
improving inputs of geographical features to allow better characterisation of pollution 
environments, as shown in Chapter 4. A further option to LUR or dispersion models 
alone is a ‘hybrid’ LUR/ dispersion approach, combining strengths of both techniques 
and allowing the inclusion of predictor variables which may otherwise be practically 
used in dispersion modeling over large geographical areas, such as building heights 
and geometry. 
 
To date, only a few studies have attempted to develop hybrid dispersion models. 
There are merely two types of hybrid approaches – the first uses dispersion models 
to simulate concentrations, and subsequently develop LUR models by regressing 
predictor variables against the concentrations predicted by the dispersion model. 
The second includes dispersion model output as a variable in LUR model 
development, and regresses this against monitored data (collected either from a 
specific monitoring campaign or from routine monitors). This study used the latter 
approach and presented a novel way of including enhanced geographical (i.e. 
buildings/street configuration data) in a hybrid modelling method to provide more 
representative spatial variation of intra-urban air pollutants. 
 
The aim of this chapter is to develop dispersion and hybrid dispersion/ land use 
  
 
115 
 
regression models to include large scale enhanced geographical data to improve 
prediction capabilities and efficiencies of current models. The objectives of this study 
are to: (1) develop intra-urban dispersion models using ADMS-Urban; (2) develop 
pollution models using a new ‘hybrid’ LUR/ dispersion technique; and (3) cross-
validate and evaluate model performance. 
 
5.2  Materials and Methods 
5.2.1 Study area and site selection 
For ease of comparison, the study area, monitoring sites and pollutants used to 
develop dispersion and hybrid models were common to ones used in LUR models 
(Chapter 4). LAQN monitoring stations within the orbital M25 motorway (a ring road 
which encircles Greater London) were identified, and sites with >70% of daily mean 
concentration available for each year between 2008-2011 were selected. Details of 
the selection criteria can be found in Section 4.2.1. There were 42, 57, and 56 
monitoring sites for PM10, NOX and NO2, respectively. Locations of these monitoring 
sites and sampling methods can be found in Figures 3.1-3.3. 
 
5.2.2 Dispersion models 
Dispersion modelling was carried out using ADMS-Urban (v3.1; CERC) to estimate 
hourly pollutant concentrations of PM10, NOX and NO2 at monitoring sites for 2008- 
2011. Hourly predictions were then aggregated to give annual mean concentrations 
(i.e. 2008, 2009, 2010, 2011) and long term averaged concentrations (i.e. 2008-
2011). ADMS-Urban uses data from emission inventories and meteorological 
parameters to model the dispersion of pollutants released from road traffic, industrial 
and domestic sources to the atmosphere. Meteorological data were obtained from 
the Met Office’s MIDAS Land Surface Stations dataset (British Atmospheric Data 
Centre; http://badc.nerc.ac.uk). Co-located hourly data on wind speed, wind 
direction, cloud cover, temperature and precipitation were downloaded from a 
weather station at Heathrow Airport, the nearest available site, and compiled for 
2008-2011. 
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A Gaussian plume model with a non-Gaussian structure of the vertical component of 
turbulence was used to calculate emissions from road traffic. The London 
Atmospheric Emissions Inventory 2008 (LAEI 2008) comprises a digital road 
geography, attributed with information on type of road (‘motorways’, ‘A-roads’ and 
some significantly trafficked ‘minor roads’), traffic flows and speeds, with separate 
categories for fleet type (e.g. buses, light and heavy vehicles), within M25 boundary 
in Greater London. These roads are represented as line sources in ADMS-Urban 
with a spatial accuracy of <1m, and emissions factors for individual years was 
obtained from LAEI. In total, there were over 390,000 sources for roads in LAEI 
available for emission calculations.  
 
In order to account for other sources of air pollution, local point and area emissions 
from domestic and industrial sources in the LAEI were aggregated to 1km resolution 
grids and included in ADMS-Urban. This is a relatively quick method for modelling 
poorly defined or diffuse sources in the dispersion model. The grid sources were 
modelled using a simple trajectory model. To account for regional, background 
concentrations originating from sources outside the study area, averaged 
concentrations of two rural AURN monitoring sites, one to the west (Harwell) and 
other to the east of London (Rochester) were added to predictions as proxies of long 
range transport pollution. Predictions of total pollutant concentrations from ADMS-
Urban thus were the sum of modelled concentrations from road, grid and monitored 
concentrations from background sites. 
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5.2.3 Hybrid models 
For hybrid models, the dispersion outputs generated from ADMS-Urban were used 
as inputs in the LUR, in combination with four groups of predictor variables obtained 
from GIS were offered in modelling: (1) land use variables extracted from CORINE 
and LCM2007; (2) population variables; (3) minor roads from the OS Meridian 
dataset; and (4) buildings and street configuration variables derived from Landmap 
and OS MasterMap using circular and road buffers. A full list of variables can be 
found in Table S8 (Appendix). The development of these variables were common 
with and outlined in Section 4.2.1. 
 
The hybrid models were developed for PM10, NOX and NO2 using ArcGIS (v10.0; 
ESRI) to generate predictor variables and SPSS (v20.0; IBM) for regression 
analysis. The range of variables developed was regressed against monitored 
concentrations of each pollutant. Outputs from ADMS-Urban were first offered in the 
model, then predictor variable showing the highest correlation with monitored 
concentrations and entry of proceeding variables followed a supervised forward 
stepwise method used in previous work by ourselves and others: a variable is 
included in the final model if it provides: (1) greater than 1% increment in adjusted 
R2; (2) p-value <= 0.05; and (3) correct coefficient direction of effect (i.e. + or -) 
defined a priori in the table of variables (Table S10 in Appendix). Models were 
checked for co-linearity using the variance inflation factor (VIF) and Cook’s distance 
to identify outliers. 
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5.2.4 Cross-validation 
Results from the dispersion models were compared to monitored concentrations. For 
hybrid models, there were insufficient sites for hold-out validation (i.e., an 
independent sets of sites not used for model development). The leave-one-out 
cross-validation (i.e. LOOCV) and leave-25%-out (i.e. grouped) cross-validation 
(GCV) were used (same as LUR models in Chapter 4). 
 
Predicted concentrations (i.e. obtained via cross-validation) were compared to 
monitored concentrations and model performance was summarised in terms of R2, 
root mean squared error (RMSE), index of agreement (IOA) and fractional bias (FB). 
As conventional R2 is measured around the best-fit regression line, Basagaña et al. 
suggested a method of transforming mean squared error (MSE) into a R2 
 
Overall, three dispersion models: (1) traffic; (2) traffic + urban background ; (3) traffic 
+ urban background + rural background; and four hybrid models: (4) traffic from 
dispersion + buildings; (5) traffic from dispersion + urban background + buildings; (6) 
traffic from dispersion +  buildings + other LUR variables; (7) traffic from dispersion + 
other LUR variables, were developed and compared in this study. 
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Table 5.1 Regression statistics for PM10, NOX and NO2 dispersion models 
 
  
 
N Model model R2 MSE-R2 RMSE IOA FB Beta 
95%CI 
(lower, 
upper) 
 
41 
1 ADMS_ROAD 0.58 0.56 4.126 0.309 -1.682 2.348 
1.700, 
2.997 
PM10 2 ADMS_ROAD_GRID 0.62 0.61 3.899 0.318 -1.576 2.291 
1.715, 
2.866 
 
3 ADMS_ROAD_GRID_BACKGROUND 0.62 0.60 3.900 0.583 -0.233 2.290 
1.714, 
2.866 
 
57 
1 ADMS_ROAD 0.52 0.50 48.698 0.599 -0.869 1.310 
0.968, 
1.651 
NOX 2 ADMS_ROAD_GRID 0.52 0.50 48.650 0.679 -0.555 1.219 
0.901, 
1.536 
 
3 ADMS_ROAD_GRID_BACKGROUND 0.52 0.50 48.650 0.738 -0.308 1.219 
0.901, 
1.536 
 
54 
1 ADMS_ROAD 0.56 0.54 13.320 0.388 0.589 2.819 
2.124, 
3.515 
NO2 2 ADMS_ROAD_GRID 0.57 0.55 13.185 0.405 0.459 2.669 
2.023, 
3.316 
 
3 ADMS_ROAD_GRID_BACKGROUND 0.57 0.55 13.186 0.485 0.120 2.669 
2.023, 
3.316 
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Table 5.2 Model structure of developed PM10 hybrid dispersion/ land use regression models 
 
  
 
N Model variable name variable description Adj. R2 SEE β 
β × 
(P90-
P10) 
p-value VIF 
max. 
Cook's 
distance 
 
 
4 
(Constant) 
   
19.554 
 
0.000 
 
0.212 
  
ADMS_ROAD Dispersion output from road sources 0.568 4.13 1.989 11.526 0.000 1.20 
 
  
ASPECTRATIO_100 Aspect ratio in a 100m circular buffer 0.629 3.83 3.111 4.916 0.010 1.20 
 
  
5 
(Constant) 
   
18.305 
 
0.000 
 
0.318 
  
ADMS_ROAD_GRID 
Dispersion output from road and gridded 
background sources 
0.615 3.90 1.958 13.295 0.000 1.20 
 
  
ASPECTRATIO_50 Aspect ratio in a 50m circular buffer 0.674 3.59 2.859 4.715 0.007 1.20 
 
PM10 41 
6 
(Constant) 
   
20.921 
 
0.000 
 
0.247 
  
ADMS_ROAD Dispersion output from road sources 0.568 4.13 1.835 10.632 0.000 1.47 
 
  
ASPECTRATIO_100 Aspect ratio in a 100m circular buffer 0.629 3.83 2.374 3.751 0.032 1.35 
 
  
INDUSTRY_1000 Industrial land within 1000m 0.692 3.49 0.003 3.764 0.005 1.03 
 
  
MMAPGREEN_25 
Urban green (from OS MasterMap) within 
25m 
0.718 3.33 -0.003 -3.871 0.041 1.56 
 
  
7 
(Constant) 
   
14.868 
 
0.000 
 
0.510 
  
ADMS_ROAD Dispersion output from road sources 0.568 4.13 2.279 13.209 0.000 1.06 
 
  
INDUSTRY_2000 Industrial land within 2000m 0.638 3.78 0.002 5.455 0.000 1.21 
 
  
POP_2000 Population within 2000m 0.694 3.47 5E-05 5.195 0.008 1.27 
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 Table 5.3 Model structure of developed NOX hybrid dispersion/ land use regression models 
  
 
N Model variable name variable description Adj. R2 SEE β 
β × 
(P90-
P10) 
p-value VIF 
max. 
Cook's 
distance 
 
 
4 
(Constant) 
   
47.889 
 
0.000 
 
0.433 
  
ADMS_ROAD Dispersion output from road sources 0.509 48.70 0.896 98.310 0.000 1.18 
 
  
AREAHEIGHT_RB_20_25 
Building volume in a 20m road buffer 
within a 25m circular buffer 
0.796 31.40 0.011 95.590 0.000 1.18 
 
  
5 
(Constant) 
   
34.717 
 
0.000 
 
0.414 
  
ADMS_ROAD_GRID 
Dispersion output from road and gridded 
background sources 
0.510 48.65 0.831 97.464 0.000 1.19 
 
  
AREAHEIGHT_RB_20_25 
Building volume in a 20m road buffer 
within a 25m circular buffer 
0.794 31.51 0.011 95.356 0.000 1.19 
 
NOX 57 
6 
(Constant) 
   
39.805 
 
0.000 
 
0.599 
  
ADMS_ROAD Dispersion output from road sources 0.509 48.70 0.886 97.219 0.000 1.18 
 
  
AREAHEIGHT_RB_20_25 
Building volume in a 20m road buffer 
within a 25m circular buffer 
0.796 31.40 0.012 102.389 0.000 1.26 
 
  
INDUSTRY_2000 Industrial land within 2000m 0.815 29.88 0.008 22.799 0.013 1.07 
 
  
7 
(Constant) 
   
72.500 
 
0.000 
 
0.988 
  
ADMS_ROAD Dispersion output from road sources 0.509 48.70 1.067 117.095 0.000 1.17 
 
  
MMAPGREEN_100 
Urban green (from OS MasterMap) within 
100m 
0.588 44.60 -0.003 -46.404 0.009 1.27 
 
  
HHOLD_500 Number of households within 500m 0.616 43.04 0.008 34.406 0.030 1.14 
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Table 5.4 Model structure of developed NO2 hybrid dispersion/ land use regression models 
 
N Model variable name variable description Adj. R2 SEE β 
β × 
(P90-
P10) 
p-value VIF 
max. 
Cook's 
distance 
  
4 
(Constant) 
   
30.486 
 
0.000 
 
0.426 
  
ADMS_ROAD Dispersion output from road sources 0.552 13.32 1.900 25.718 0.000 1.23 
 
  
AREAHEIGHT_RB_20_25 
Building volume in a 20m road buffer 
within a 25m circular buffer 
0.817 8.51 0.003 25.438 0.000 1.23 
 
  
5 
(Constant) 
   
25.575 
 
0.000 
 
0.397 
  
ADMS_ROAD_GRID 
Dispersion output from road and gridded 
background sources 
0.561 13.19 1.814 25.875 0.000 1.22 
 
  
AREAHEIGHT_RB_20_25 
Building volume in a 20m road buffer 
within a 25m circular buffer 
0.825 8.33 0.003 25.338 0.000 1.22 
 
NO2 54 
6 
(Constant) 
   
33.037 
 
0.000 
 
0.606 
  
ADMS_ROAD Dispersion output from road sources 0.552 13.32 1.779 24.079 0.000 1.41 
 
  
AREAHEIGHT_RB_20_25 
Building volume in a 20m road buffer 
within a 25m circular buffer 
0.817 8.51 0.003 20.805 0.000 1.56 
 
  
HHOLD_500 Number of households within 500m 0.835 8.07 0.002 6.173 0.038 1.31 
 
  
MMAPGREEN_100 
Urban green (from OS MasterMap) within 
100m 
0.845 7.82 -4E-04 -7.241 0.046 1.48 
 
  
7 
(Constant) 
   
33.892 
 
0.000 
 
0.959 
  
ADMS_ROAD Dispersion output from road sources 0.552 13.32 2.308 31.240 0.000 1.27 
 
  
HHOLD_500 Number of households within 500m 0.670 11.42 0.004 13.391 0.001 1.14 
 
  
MMAPGREEN_100 
Urban green (from OS MasterMap) within 
100m 
0.702 10.86 -0.001 -12.142 0.015 1.42 
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Table 5.5 Summary statistics of leave-one-out cross-validation (LOOCV) results 
 
N  Model R2 
MSE-
R2 
RMSE IOA FB Beta 
95%CI 
(lower, 
upper) 
 
41 
1 *ADMS_ROAD 0.58 0.56 4.126 0.309 
-
1.682 
2.348 
1.700, 
2.997 
 
2 *ADMS_ROAD_GRID 0.62 0.61 3.899 0.318 
-
1.576 
2.291 
1.715, 
2.866 
 
3 *ADMS_ROAD_GRID_BACKGROUND 0.62 0.60 3.900 0.583 
-
0.233 
2.290 
1.714, 
2.866 
PM10 4 
19.55 + 1.99 × ADMS_ROAD + 3.11 
×ASPECTRATIO_100 
0.60 0.58 4.028 0.866 0.000 0.953 
0.701, 
1.206 
 
5 
18.30 + 1.96 × ADMS_ROAD_GRID + 2.86 × 
ASPECTRATIO_50 
0.64 0.63 3.798 0.885 0.001 0.953 
0.723, 
1.183 
 
6 
20.92 + 1.83 × ADMS_ROAD + 2.37 × 
ASPECTRATIO_100 + 3.32 × 10-3 × 
INDUSTRY_1000 - 3.40 × 10-3 × 
MMAPGREEN_25 
0.68 0.66 3.615 0.898 0.000 0.949 
0.737, 
1.162 
 
7 
14.87 + 2.28 × ADMS_ROAD + 1.82 × 10-3 × 
INDUSTRY_2000 + 5.20 × 10-5 × POP_2000 
0.65 0.63 3.768 0.887 0.000 0.950 
0.723, 
1.176 
 
57 
1 *ADMS_ROAD 0.52 0.50 48.698 0.599 
-
0.869 
1.310 
0.968, 
1.651 
 
2 *ADMS_ROAD_GRID 0.52 0.50 48.650 0.679 
-
0.555 
1.219 
0.901, 
1.536 
 
3 *ADMS_ROAD_GRID_BACKGROUND 0.52 0.50 48.650 0.738 
-
0.308 
1.219 
0.901, 
1.536 
NOX 4 
47.89 + 0.90 × ADMS_ROAD + 11.47 × 10-3 × 
AREAHEIGHT_RB_20_25 
0.76 0.76 34.056 0.930 
-
0.002 
0.983 
0.836, 
1.131 
 
5 
34.72 + 0.83 × ADMS_ROAD_GRID + 11.47 × 
10-3 × AREAHEIGHT_RB_20_25 
0.76 0.76 34.071 0.930 
-
0.002 
0.985 
0.837, 
1.133 
 
6 
39.80 + 0.89 × ADMS_ROAD + 12.29 × 10-3 × 
AREAHEIGHT_RB_20_25 + 7.80 × 10-3  × 
INDUSTRY_2000 
0.77 0.77 33.273 0.935 
-
0.004 
0.974 
0.832, 
1.116 
 
7 
72.50 + 1.07 × ADMS_ROAD - 2.54 × 10-3 × 
MMAPGREEN_100 + 8.37 × 10-3 × HHOLD_500 
0.51 0.49 49.081 0.826 
-
0.007 
0.896 
0.658, 
1.133 
 
54 
1 *ADMS_ROAD 0.56 0.54 13.320 0.388 0.589 2.819 
2.124, 
3.515 
 
2 *ADMS_ROAD_GRID 0.57 0.55 13.185 0.405 0.459 2.669 
2.023, 
3.316 
 
3 *ADMS_ROAD_GRID_BACKGROUND 0.57 0.55 13.186 0.485 0.120 2.669 
2.023, 
3.316 
NO2 4 
30.49 + 1.90 × ADMS_ROAD + 3.30 × 10-3 × 
AREAHEIGTH_RB_20_25 
0.80 0.79 8.994 0.942 0.000 0.982 
0.845, 
1.119 
 
5 
25.58 + 1.81 × ADMS_ROAD_GRID + 3.28 × 10-3 
× AREAHEIGHT_RB_20_25 
0.81 0.80 8.779 0.945 0.000 0.984 
0.851, 
1.117 
 
6 
33.04 + 1.78 × ADMS_ROAD + 2.69 × 10-3 ×  
AREAHEIGHT_RB_20_25 + 1.62 × 10-3 × 
HHOLD_500 - 39.00 × 10-5 ×  MMAPGREEN_100 
0.81 0.80 8.721 0.945 0.000 1.004 
0.870, 
1.139 
 
7 
33.89 + 2.31 × ADMS_ROAD + 3.52 × 10-3 × 
HHOLD_500 - 66 × 10-5 × MMAPGREEN_100 
0.61 0.59 12.557 0.869 0.000 0.942 
0.732, 
1.152 
*dispersion models - not cross-validation results – for comparison only 
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Table 5.6 Summary statistics of grouped cross-validation (GCV) results 
 
N  model R2 
MSE-
R2 
RMSE IOA FB Beta 
95%CI 
(lower, 
upper) 
PM10 41 1 *ADMS_ROAD 0.58 0.56 4.126 0.309 -1.682 2.348 
1.700, 
2.997 
 
 2 *ADMS_ROAD_GRID 0.62 0.61 3.899 0.318 -1.576 2.291 
1.715, 
2.866 
 
 3 *ADMS_ROAD_GRID_BACKGROUND 0.62 0.60 3.900 0.583 -0.233 2.290 
1.714, 
2.866 
 
 4 
19.55 + 1.99 × ADMS_ROAD + 3.11 
×ASPECTRATIO_100 
0.61 0.59 3.972 0.870 -0.004 0.961 
0.712, 
1.210 
 
 5 
18.30 + 1.96 × ADMS_ROAD_GRID + 2.86 × 
ASPECTRATIO_50 
0.65 0.63 3.748 0.888 -0.002 0.959 
0.733, 
1.186 
 
 6 
20.92 + 1.83 × ADMS_ROAD + 2.37 × 
ASPECTRATIO_100 + 3.32 × 10-3 × 
INDUSTRY_1000 - 3.40 × 10-3 × 
MMAPGREEN_25 
0.67 0.65 3.653 0.897 0.003 0.930 
0.718, 
1.141 
 
 7 
14.87 + 2.28 × ADMS_ROAD + 1.82 × 10-3 × 
INDUSTRY_2000 + 5.20 × 10-5 × POP_2000 
0.63 0.61 3.879 0.880 0.006 0.916 
0.687, 
1.144 
NOX 57 1 *ADMS_ROAD 0.52 0.50 48.698 0.599 -0.869 1.310 
0.968, 
1.651 
 
 2 *ADMS_ROAD_GRID 0.52 0.50 48.650 0.679 -0.555 1.219 
0.901, 
1.536 
 
 3 *ADMS_ROAD_GRID_BACKGROUND 0.52 0.50 48.650 0.738 -0.308 1.219 
0.901, 
1.536 
 
 4 
47.89 + 0.90 × ADMS_ROAD + 11.47 × 10-3 × 
AREAHEIGHT_RB_20_25 
0.76 0.75 34.510 0.930 0.003 0.936 
0.793, 
1.079 
 
 5 
34.72 + 0.83 × ADMS_ROAD_GRID + 11.47 × 10-
3 × AREAHEIGHT_RB_20_25 
0.76 0.75 34.420 0.930 0.003 0.939 
0.796, 
1.082 
 
 6 
39.80 + 0.89 × ADMS_ROAD + 12.29 × 10-3 × 
AREAHEIGHT_RB_20_25 + 7.80 × 10-3  × 
INDUSTRY_2000 
0.78 0.77 33.149 0.937 0.000 0.936 
0.800, 
1.071 
 
 7 
72.50 + 1.07 × ADMS_ROAD - 2.54 × 10-3 × 
MMAPGREEN_100 + 8.37 × 10-3 × HHOLD_500 
0.43 0.41 52.783 0.792 -0.023 0.811 
0.560, 
1.061 
NO2 54 1 *ADMS_ROAD 0.56 0.54 13.320 0.388 0.589 2.819 
2.124, 
3.515 
 
 2 *ADMS_ROAD_GRID 0.57 0.55 13.185 0.405 0.459 2.669 
2.023, 
3.316 
 
 3 *ADMS_ROAD_GRID_BACKGROUND 0.57 0.55 13.186 0.485 0.120 2.669 
2.023, 
3.316 
 
 4 
30.49 + 1.90 × ADMS_ROAD + 3.30 × 10-3 × 
AREAHEIGTH_RB_20_25 
0.79 0.78 9.288 0.938 0.000 0.971 
0.830, 
1.112 
 
 5 
25.58 + 1.81 × ADMS_ROAD_GRID + 3.28 × 10-3 
× AREAHEIGHT_RB_20_25 
0.80 0.79 9.045 0.942 0.000 0.972 
0.836, 
1.108 
 
 6 
33.04 + 1.78 × ADMS_ROAD + 2.69 × 10-3 ×  
AREAHEIGHT_RB_20_25 + 1.62 × 10-3 × 
HHOLD_500 - 39.00 × 10-5 ×  MMAPGREEN_100 
0.79 0.78 9.197 0.938 0.000 1.002 
0.859, 
1.146 
 
 7 
33.89 + 2.31 × ADMS_ROAD + 3.52 × 10-3 × 
HHOLD_500 - 66 × 10-5 × MMAPGREEN_100 
0.59 0.57 12.881 0.859 0.000 0.950 
0.729, 
1.171 
*dispersion models - not cross-validation results – for comparison only 
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Figure 5.1  Predicted concentrations (y-axis) against monitored concentrations (x-axis) for (left to 
right): (1) enhanced LUR model GCV (Chapter 4); (2) dispersion model (Model 3); and (3) hybrid 
LUR/ dispersion model (Model 6). Roadside sites are represented by black circles and other sites 
by open circles 
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5.3 Results 
5.3.1 Dispersion models 
The developed dispersion models for each pollutant were labelled Models 1 -3, and 
hybrid models labelled Models 4 – 7 (Tables 5.1 - 5.4). Table 5.1 presents 
regression statistics of the three dispersion models developed for PM10, NOX, and 
NO2, respectively. The traffic-only model (Model 1) had R2 values of 0.58, 0.52, 0.56 
for PM10, NOX, and NO2, respectively. The addition of grid sources (Model 2) 
improved explanations of PM10 and NO2 by 4% and 1%, respectively. Values of 
RMSE ranged from 3.90 – 4.13, 48.65 – 48.70, 13.19 – 13.32 for PM10, NOX, and 
NO2, respectively. Model 1 yielded MSE-R2 values of 0.56, 0.50, 0.56 for PM10, NOX, 
and NO2, respectively. IOA for all dispersion models ranged from 0.31 – 0.74, with 
FB ranged from -1.68 – 0.59. The additional of rural background concentrations for 
all pollutants (Model 3) has substantially reduced FB for all pollutants. 
 
5.3.2 Hybrid models 
The four derived hybrid LUR/ dispersion models (Models 4 - 7) for PM10, NOX, NO2 
and incremental values of adjusted R2, standard error of estimate (SEE), regression 
coefficient (β), the contribution of each variable to predicted concentrations (β * P90-
P10), p-values (i.e. significance), variance inflation factors (VIF) and model 
maximum Cook’s distance are presented in Tables 5.2-5.4. 
 
For all pollutants, the best performing hybrid models combine outputs from traffic 
dispersion, buildings and other LUR variables (Model 6), yielded R2 values of 0.72, 
0.82, 0.85 for PM10, NOX, and NO2, respectively. These models included between 
three to four variables.  
 
In the PM10 model, traffic dispersion output and the enhanced variable (aspect ratio 
in a 100m circular buffer) combined yielded 62.9% of explained variability in PM10 
concentrations, in contrast to 56.8% of variability explained by the dispersion model 
(Model 1). The subsequent land use variables (industrial land within 1000m and 
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urban green space within 25m) entered in the model explained in total 71.8% of 
PM10 variability.  
 
For NOX, traffic output coupled with the enhanced variable (building volume in a 20m 
road buffer within 25m circular buffer) yielded 79.6% of explained variability in NOX 
concentrations, compared to 50.9% provided by dispersion variable. Including the 
land use variable (industrial land within 2000m), the model provided explanation of 
81.5%.  
 
For NO2, traffic dispersion output and enhanced variable (building volume in a 20m 
road buffer within 25m circular buffer) combined explained 81.7% of variability in 
NO2 concentrations, while the traffic variable explained 55.2% of NO2 variability. A 
population variable (number of households within 500m) and a land use variable 
(urban green space within 100m) were included in the final model, increasing 
prediction capabilities to 84.5%. 
 
Summary statistics from added each buildings and street configuration variable (by 
different buffer sizes) to residuals from traffic dispersion outputs are shown in Tables 
S9- S11 (Appendix).  
 
Overall, an addition of 15.0, 30.6 and 29.3% of explained variation in monitored 
concentrations was seen in the best hybrid over dispersion PM10, NOX and NO2 
models, respectively. Additional of land use regression variables have also reduced 
SEE. In all developed modes, low collinearity between variables were found 
(average VIF = 1.25). The final models consisted of 41, 57 and 54 sites for PM10, 
NOX and NO2, respectively. Maximum Cook’s distance of all hybrid models were 
below 1 indicating there were no influential observations. On examination of model 
residuals, Moran’s I values of all models yielded p>0.05, thus model residuals were 
deemed not be spatially dependent. Contributions of each variable to absolute 
predicted values were shown by calculations of the regression coefficient × the (90th 
˗ 10th percentile) (Tables 5.2-5.4).  
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5.3.3 Model evaluation 
Tables 5.5 and 5.6 shows summary statistics from cross-validation results of hybrid 
models for LOOCV and GCV, respectively. Detailed statistics from each evaluation 
group in GCV can be found in Appendix Table S12.  
 
The fall in R2 between model development (Table 5.5) and LOOCV R2 was below 
10% for all hybrid models, which is comparable to changes in R2 between model 
development and evaluation in recent ESCAPE project (within 15%) (Eeftens et al., 
2012), indicating stable models.  
 
For GCV, hybrid models yielded R2 of 0.61 – 0.67, 0.43 – 0.78, 0.59 – 0.80 for PM10, 
NOX and NO2, respectively (Table 5.6). Values of RMSE ranged from 3.65 – 3.97, 
33.15 – 52.78, 9.05 – 12.88 for PM10, NOX, and NO2, respectively. Model 6 yielded 
MSE-R2 values of 0.65, 0.77, 0.78 for PM10, NOX, and NO2, respectively. IOA for all 
hybrid models ranged from 0.79 – 0.94, with FB ranged from -0.023 – 0.006, 
indicating that hybrid model predictions are relatively free from bias. The highest bias 
was under-prediction of NOX Model 7 (FB = -0.023, i.e. under-prediction of about 
2.3%). Value of beta (i.e. regression slopes) fell within 95% interval in all hybrid 
models. Figure 5.1 shows a comparison of predicted versus monitored 
concentrations of pollutants stratified by roadside sites (open circles) and non-
roadside sites (black circles) for best-performed dispersion model (Model 3); and (3) 
hybrid LUR/ dispersion model (Model 6). 
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Table 5.7 Comparison of model performance at roadside vs. non-roadside sites (LOOCV) 
Roadside sites N R2 MSE-R2 RMSE IOA FB Beta 
95%CI (lower, 
upper) 
PM10 19.55 + 1.99 × ADMS_ROAD + 3.11 ×ASPECTRATIO_100 22 0.64 0.60 3.428 0.883 0.000 0.886 
0.575 
1.197 
 
18.30 + 1.96 × ADMS_ROAD_GRID + 2.86 × ASPECTRATIO_50  0.66 0.62 3.332 0.891 0.000 0.868 
0.576 
1.159 
 
20.92 + 1.83 × ADMS_ROAD + 2.37 × ASPECTRATIO_100 + 
3.32 × 10-3 × INDUSTRY_1000 - 3.40 × 10-3 × MMAPGREEN_25 
 0.68 0.65 3.230 0.891 0.000 0.990 
0.672 
1.308 
 
14.87 + 2.28 × ADMS_ROAD + 1.82 × 10-3 × INDUSTRY_2000 + 
5.20 × 10-5 × POP_2000 
 0.68 0.65 3.225 0.906 0.000 0.818 
0.556 
1.079 
NOX 
47.89 + 0.90 × ADMS_ROAD + 11.47 × 10-3 × 
AREAHEIGHT_RB_20_25 
32 0.65 0.63 41.998 0.883 0.000 0.892 
0.650 
1.134 
 
34.72 + 0.83 × ADMS_ROAD_GRID + 11.47 × 10-3 × 
AREAHEIGHT_RB_20_25 
 0.66 0.64 41.607 0.891 0.000 0.889 
0.651 
1.127 
 
39.80 + 0.89 × ADMS_ROAD + 12.29 × 10-3 × 
AREAHEIGHT_RB_20_25 + 7.80 × 10-3  × INDUSTRY_2000 
 0.69 0.66 40.048 0.891 0.000 0.904 
0.675 
1.132 
 
72.50 + 1.07 × ADMS_ROAD - 2.54 × 10-3 × MMAPGREEN_100 
+ 8.37 × 10-3 × HHOLD_500 
 0.36 0.32 57.002 0.906 0.002 0.856 
0.432 
1.280 
NO2 
30.49 + 1.90 × ADMS_ROAD + 3.30 × 10-3 × 
AREAHEIGTH_RB_20_25 
30 0.72 0.70 10.797 0.883 -0.001 0.948 
0.719 
1.176 
 
25.58 + 1.81 × ADMS_ROAD_GRID + 3.28 × 10-3 × 
AREAHEIGHT_RB_20_25 
 0.73 0.71 10.538 0.891 0.002 0.947 
0.726 
1.169 
 
33.04 + 1.78 × ADMS_ROAD + 2.69 × 10-3 ×  
AREAHEIGHT_RB_20_25 + 1.62 × 10-3 × HHOLD_500 - 39.00 × 
10-5 ×  MMAPGREEN_100 
 0.74 0.73 10.313 0.891 0.002 1.056 
0.817 
1.295 
 
33.89 + 2.31 × ADMS_ROAD + 3.52 × 10-3 × HHOLD_500 - 66 × 
10-5 × MMAPGREEN_100 
 0.43 0.39 15.382 0.906 0.030 0.949 
0.528 
1.369 
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Other sites N R2 MSE-R2 RMSE IOA FB Beta 
95%CI (lower, 
upper) 
PM10 19.55 + 1.99 × ADMS_ROAD + 3.11 ×ASPECTRATIO_100 19 0.57 0.52 4.074 0.661 0.000 2.025 
1.122 
2.928 
 
18.30 + 1.96 × ADMS_ROAD_GRID + 2.86 × ASPECTRATIO_50  0.73 0.70 3.220 0.735 0.000 2.146 
1.479 
2.813 
 
20.92 + 1.83 × ADMS_ROAD + 2.37 × ASPECTRATIO_100 + 
3.32 × 10-3 × INDUSTRY_1000 - 3.40 × 10-3 × MMAPGREEN_25 
 0.59 0.54 3.978 0.819 0.000 1.193 
0.682 
1.703 
 
14.87 + 2.28 × ADMS_ROAD + 1.82 × 10-3 × INDUSTRY_2000 + 
5.20 × 10-5 × POP_2000 
 0.56 0.50 4.136 0.761 0.000 1.450 
0.786 
2.114 
NOX 
47.89 + 0.90 × ADMS_ROAD + 11.47 × 10-3 × 
AREAHEIGHT_RB_20_25 
25 0.69 0.67 17.325 0.661 0.002 0.882 
0.629 
1.135 
 
34.72 + 0.83 × ADMS_ROAD_GRID + 11.47 × 10-3 × 
AREAHEIGHT_RB_20_25 
 0.68 0.65 17.672 0.735 0.003 0.869 
0.613 
1.125 
 
39.80 + 0.89 × ADMS_ROAD + 12.29 × 10-3 × 
AREAHEIGHT_RB_20_25 + 7.80 × 10-3  × INDUSTRY_2000 
 0.63 0.60 18.921 0.819 0.002 0.767 
0.516 
1.018 
 
72.50 + 1.07 × ADMS_ROAD - 2.54 × 10-3 × MMAPGREEN_100 
+ 8.37 × 10-3 × HHOLD_500 
 0.64 0.61 18.676 0.761 0.012 0.500 
0.339 
0.660 
NO2 
30.49 + 1.90 × ADMS_ROAD + 3.30 × 10-3 × 
AREAHEIGTH_RB_20_25 
24 0.59 0.55 6.250 0.661 0.001 1.290 
0.813 
1.766 
 
25.58 + 1.81 × ADMS_ROAD_GRID + 3.28 × 10-3 × 
AREAHEIGHT_RB_20_25 
 0.59 0.55 6.247 0.735 -0.005 1.137 
0.717 
1.557 
 
33.04 + 1.78 × ADMS_ROAD + 2.69 × 10-3 ×  
AREAHEIGHT_RB_20_25 + 1.62 × 10-3 × HHOLD_500 - 39.00 × 
10-5 ×  MMAPGREEN_100 
 0.57 0.53 6.410 0.819 0.009 0.832 
0.511 
1.153 
 
33.89 + 2.31 × ADMS_ROAD + 3.52 × 10-3 × HHOLD_500 - 66 × 
10-5 × MMAPGREEN_100 
 0.60 0.56 6.174 0.761 -0.045 0.590 
0.377 
0.804 
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Table 5.8 Comparison of model performance at roadside vs. non-roadside sites (GCV) 
Roadside sites N R2 MSE-R2 RMSE IOA FB Beta 
95%CI (lower, 
upper) 
PM10 19.55 + 1.99 × ADMS_ROAD + 3.11 ×ASPECTRATIO_100 22 0.66 0.63 3.301 0.894 0.000 0.898 
0.600, 
1.195 
 
18.30 + 1.96 × ADMS_ROAD_GRID + 2.86 × 
ASPECTRATIO_50 
 0.68 0.65 3.201 0.902 0.000 0.882 
0.603, 
1.161 
 
20.92 + 1.83 × ADMS_ROAD + 2.37 × ASPECTRATIO_100 + 
3.32 × 10-3 × INDUSTRY_1000 - 3.40 × 10-3 × MMAPGREEN_25 
 0.69 0.65 3.194 0.897 0.000 0.967 
0.662, 
1.272 
 
14.87 + 2.28 × ADMS_ROAD + 1.82 × 10-3 × INDUSTRY_2000 + 
5.20 × 10-5 × POP_2000 
 0.67 0.64 3.254 0.904 0.000 0.795 
0.537, 
1.053 
NOX 
47.89 + 0.90 × ADMS_ROAD + 11.47 × 10-3 × 
AREAHEIGHT_RB_20_25 
32 0.65 0.63 42.129 0.894 0.000 0.836 
0.608, 
1.064 
 
34.72 + 0.83 × ADMS_ROAD_GRID + 11.47 × 10-3 × 
AREAHEIGHT_RB_20_25 
 0.66 0.64 41.687 0.902 0.000 0.837 
0.613, 
1.062 
 
39.80 + 0.89 × ADMS_ROAD + 12.29 × 10-3 × 
AREAHEIGHT_RB_20_25 + 7.80 × 10-3  × INDUSTRY_2000 
 0.69 0.67 39.928 0.897 0.000 0.855 
0.640, 
1.070 
 
72.50 + 1.07 × ADMS_ROAD - 2.54 × 10-3 × MMAPGREEN_100 
+ 8.37 × 10-3 × HHOLD_500 
 0.27 0.22 61.177 0.904 0.003 0.730 
0.277, 
1.183 
NO2 
30.49 + 1.90 × ADMS_ROAD + 3.30 × 10-3 × 
AREAHEIGTH_RB_20_25 
30 0.70 0.68 11.212 0.894 -0.003 0.937 
0.699, 
1.176 
 
25.58 + 1.81 × ADMS_ROAD_GRID + 3.28 × 10-3 × 
AREAHEIGHT_RB_20_25 
 0.72 0.70 10.890 0.902 -0.001 0.937 
0.709, 
1.166 
 
33.04 + 1.78 × ADMS_ROAD + 2.69 × 10-3 ×  
AREAHEIGHT_RB_20_25 + 1.62 × 10-3 × HHOLD_500 - 39.00 × 
10-5 ×  MMAPGREEN_100 
 0.71 0.69 10.974 0.897 0.002 1.047 
0.789, 
1.306 
 
33.89 + 2.31 × ADMS_ROAD + 3.52 × 10-3 × HHOLD_500 - 66 × 
10-5 × MMAPGREEN_100 
 0.42 0.37 15.596 0.904 0.031 0.986 
0.534, 
1.438 
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Other sites N R2 MSE-R2 RMSE IOA FB Beta 
95%CI (lower, 
upper) 
PM10 19.55 + 1.99 × ADMS_ROAD + 3.11 ×ASPECTRATIO_100 19 0.59 0.54 3.977 0.655 0.000 2.131 
1.220, 
3.043 
 
18.30 + 1.96 × ADMS_ROAD_GRID + 2.86 × 
ASPECTRATIO_50 
 0.73 0.70 3.235 0.729 0.000 2.167 
1.489, 
2.845 
 
20.92 + 1.83 × ADMS_ROAD + 2.37 × ASPECTRATIO_100 + 
3.32 × 10-3 × INDUSTRY_1000 - 3.40 × 10-3 × MMAPGREEN_25 
 0.54 0.49 4.208 0.814 0.000 1.073 
0.566, 
1.581 
 
14.87 + 2.28 × ADMS_ROAD + 1.82 × 10-3 × INDUSTRY_2000 + 
5.20 × 10-5 × POP_2000 
 0.49 0.43 4.444 0.741 0.000 1.309 
0.621, 
1.997 
NOX 
47.89 + 0.90 × ADMS_ROAD + 11.47 × 10-3 × 
AREAHEIGHT_RB_20_25 
25 0.67 0.64 18.102 0.655 0.002 0.885 
0.614, 
1.155 
 
34.72 + 0.83 × ADMS_ROAD_GRID + 11.47 × 10-3 × 
AREAHEIGHT_RB_20_25 
 0.66 0.63 18.387 0.729 0.002 0.866 
0.595, 
1.137 
 
39.80 + 0.89 × ADMS_ROAD + 12.29 × 10-3 × 
AREAHEIGHT_RB_20_25 + 7.80 × 10-3  × INDUSTRY_2000 
 0.62 0.59 19.191 0.814 0.001 0.803 
0.534, 
1.072 
 
72.50 + 1.07 × ADMS_ROAD - 2.54 × 10-3 × MMAPGREEN_100 
+ 8.37 × 10-3 × HHOLD_500 
 0.54 0.50 21.234 0.741 0.009 0.441 
0.266, 
0.617 
NO2 
30.49 + 1.90 × ADMS_ROAD + 3.30 × 10-3 × 
AREAHEIGTH_RB_20_25 
24 0.57 0.53 6.376 0.655 0.005 1.251 
0.773, 
1.729 
 
25.58 + 1.81 × ADMS_ROAD_GRID + 3.28 × 10-3 × 
AREAHEIGHT_RB_20_25 
 0.57 0.53 6.382 0.729 0.000 1.125 
0.694, 
1.555 
 
33.04 + 1.78 × ADMS_ROAD + 2.69 × 10-3 ×  
AREAHEIGHT_RB_20_25 + 1.62 × 10-3 × HHOLD_500 - 
39.00 × 10-5 ×  MMAPGREEN_100 
 0.55 0.50 6.567 0.814 0.003 0.812 
0.485, 
1.140 
 
33.89 + 2.31 × ADMS_ROAD + 3.52 × 10-3 × HHOLD_500 
- 66 × 10-5 × MMAPGREEN_100 
 0.59 0.55 6.230 0.741 -0.065 0.562 
0.356, 
0.769 
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5.4 Discussion 
In this study, intra-urban dispersion and hybrid models were developed, 
incorporating city-wide buildings and street configuration datasets. The enhanced 
geographical data were used to represent effects of the built environment, e.g. street 
canyons, on pollutant concentrations in the local dispersion environment. The hybrid 
approach combined strengths of both dispersion and land use regression 
techniques, by offering outputs from dispersion models as variables in development 
of hybrid regression models. All models were evaluated with monitored 
concentrations and cross-validated. Hybrid techniques have shown to improve model 
prediction capabilities and explanations of spatial variability, compared to dispersion-
only models.   
 
5.4.1 Model performance 
For dispersion models, traffic emissions accounted for large proportions of pollutant 
variability. The additional of urban and rural background sources provided limited 
improvements to R2 values (i.e. increase of 4% and 1% for PM10 and NO2, 
respectively), but have reduced RMSE of models and substantially decrease FB in 
predicted concentrations. The use of 1 × 1 km LAEI grid used to account for 
industrial and domestic emissions might not have adequate reflected pollution from 
urban background sources, as the grid were relatively poor in spatial resolution. In 
addition, it is known that large proportions of PM originate from outside the study 
area, e.g. long range transport from continental Europe (Beevers et al. 2009). 
Therefore it was expected the addition of urban background would have greater 
contributions to predicted concentrations, in particular for PM10. Intra-urban NOX and 
NO2 pollution mostly originate from traffic sources. Nevertheless, dispersion models 
have shown relatively good performance for all pollutants in terms of R2, and were 
found better predicting at roadside locations.  
 
All hybrid models included dispersion outputs, and then variables representing 
buildings, land use and population were offered for selection. The final models 
included variables extracted from different sized buffers to represent background (i.e. 
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larger buffers) and immediate local sources which influenced pollutant 
concentrations. For PM10, variables on buildings, industrial land and urban green 
space in the surroundings were entered in the best performing model. For NOX, 
variables extracted from buildings and industrial land were included, and for NO2: 
buildings, households and urban green space. The inclusion of industrial point 
sources and urban green land (as reduction of pollution) had effects on predicted 
concentrations. Traffic emissions were found to provide most explanations of spatial 
variability for all pollutants.  
 
The hybrid models outperformed dispersion models developed in this study, where in 
best models; increases of 5%, 26%, and 22% were seen in GCV R2 when compared 
to R2 values of dispersion models, for PM10, NOX and NO2, respectively. The 
introduction of LUR variable also brought 6.3%, 31.9%, and 30.3% decreases in 
RMSE, in PM10, NOX and NO2 best models, respectively, and significantly lower 
biases were observed in predicted concentrations of hybrid models. Better 
performances were seen in NOX and NO2 hybrid models, compared to PM10, which 
is again likely due to the diverse nature of PM pollution.  
 
Comparing prediction capabilities at roadside and other locations suggested that, for 
PM10, hybrid models performed better at roadside sites - with the exception of Model 
5, which accounted for gridded urban background output from dispersion model, 
predicted more accurately at non-roadside sites than other models (Table 5.8). This 
pattern was not replicated with NOX and NO2, where models at roadside and other 
locations were similar. For NOX and NO2, the hybrid model which excluded building 
variables (Model 7), performed poorly particularly at roadside locations. These two 
models highlighted enhanced variables have significant roles in the NOX/ NO2 
dispersion microenvironments, as effects of street canyons and buildings are evident 
at roadside sites. Overall, hybrid models showed consistency in predictions at 
roadside and non-roadside locations, indicating robust models. Full comparison of 
LOOCV and GCV results for roadside and other sites can be found in Tables 5.7 and 
5.8, respectively.  
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Incorporating large scale built characteristics data has been one of the main 
limitations of dispersion modelling. In this study, derived variables on aspect ratios 
and building volumes described pollution trapping by buildings and street canyons, 
providing improved classifications of pollution environments. Statistics of these 
variables applied (in various buffer sizes) to residuals of dispersion outputs are 
detailed in Tables 5.9 – 5.11. It was found that most variables satisfied criteria on R2 
and significance level. In the final models, aspect ratio variables were entered to the 
PM10 models, where building volume variables extracted in road buffers were 
included in the NOX and NO2 models. 
 
Comparing the hybrid models with land use regression models developed in Chapter 
4, the dispersion output outperformed traffic variables derived for the LUR model. 
Comparing traffic output from dispersion to the strongest traffic variable in LUR 
models, e.g. TRAFLOAD25 (i.e. traffic load within 25m), the former explained 58% of 
PM10 variability compared to the latter 53%. Similarly for NOX, 52% vs. 41% and for 
NO2 57% vs. 25% variability explained by traffic dispersion and LUR traffic variables, 
respectively. When traffic variables were combined with building variables, the 
performance of dispersion output + buildings also exhibited greater variability 
explanations than LUR traffic + buildings variables for all pollutants. The combined 
explanations of traffic + building variables were 63%, 80%, 82% in dispersion and 
57%, 75%, 70% in LUR for PM10, NOX and NO2 concentration variability, 
respectively.  However, LUR models allowed addition of further variables which led 
to better overall performance than hybrid models.  
 
Figure 5.1 shows a comparison of predicted versus monitored concentrations of 
enhanced LUR (from Chapter 4), best-performed dispersion and hybrid models. A 
quantitative analysis of model performance can be found in Table 5.9. Overall, in 
terms of R2 values, models developed using LUR have shown the highest capability 
to predict PM10 spatial variability, with lowest RMSE compared to dispersion and 
hybrid methods. For NOX and NO2, hybrid models yielded highest R2 values and 
lowest RMSE. Better performance were found with LUR and hybrid techniques over 
dispersion for modelling all intra-urban air pollutants.   
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Table 5.9 Comparison of LUR, dispersion and hybrid model performance  
 
Enhanced LUR  
(Chapter 4) 
Dispersion  
(Model 3) 
Hybrid  
(Model 6) 
GCV R2 RMSE R2 RMSE GCV R2 RMSE 
PM10 0.68 3.59 0.62 3.90 0.67 3.65 
NOX 0.77 33.26 0.52 48.65 0.78 33.15 
NO2 0.77 9.73 0.57 13.19 0.79 9.20 
 
5.4.2 Comparison with other studies 
Mölter et al. (2010b) combined land use regression and dispersion techniques to 
provide develop PM10 and NO2 models for Manchester, UK for 2001. Pollutant 
concentrations were generated from ADMS-Urban and regressed against LUR 
variables to develop hybrid models. The main advantage of this approach is the 
increased number of sites available for modelling and less reliant on monitoring data 
for LUR model development. They found hybrid approach has reduced RMSE in 
predictions. The final models of PM10 and NO2 consisted of nine and eight predictor 
variables, almost all only describing traffic. The models had R2 values of 0.70 and 
0.70, for PM10 and NO2 respectively. The models after validation, against a separate 
set of sites, yielded R2 of 0.33, 0.62 for PM10 and NO2, respectively.  
 
Johnson et al. (2011) used a similar approach and used predictions of PM2.5, NOX 
and benzene from a hybrid regional scale CMAQ/ local scale AERMOD dispersion 
model for New Haven, US, and regressed against LUR variables. They have 
developed LUR models using different number of sites, and found model 
performance decrease with number of sites. Models were evaluated using LOOCV 
and a separate group of sites. The adjusted R2 of models ranged from 0.63-0.79 for 
NOX and 0.59-0.89 for PM2.5. In hold out validation, model yielded adjusted R2 of 
0.28-0.63 and 0.29-0.67 for NOX and PM2.5, respectively. The substantially fall in 
validation model performance indicated the models were not robust. The hybrid 
models developed in this study have shown to be more robust, as there were no 
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significant changes in model performance in the more stringent grouped cross-
validation.   
 
On the other hand, Wilton et al. (2010) used a hybrid meteorological dispersion/ land 
use regression model to model NOX and NO2 concentrations in Los Angeles and 
Seattle, US. Similar to this study, they included outputs of a simple line source 
dispersion model, Caline3, as a variable in LUR modelling, and compared to LUR 
models developed without the dispersion model variable. The variables were 
regressed against concentrations from monitoring campaigns. The Los Angeles LUR 
model without Caline3 yielded R2 values of 0.53 and 0.74 (LOOCV R2 = 0.45 and 
0.71) for NOX and NO2, respectively. For Seattle, the NO2 model had R2 of 0.72 
(LOOCV R2 = 0.63). The models which developed with Caline3 dispersion outputs 
yielded R2 of 0.66 and 0.77 for NOX and NO2 for Los Angeles; and 0.81 and 0.67 for 
the NOX and NO2 Seattle model, respectively. The models with additional dispersion 
output variable showed improved performance over LUR-only models. There were 
no predictors derived to describe street canyon or the local pollution environment.  
 
The dispersion models developed in this study had comparable R2 compared with 
other intra-urban air pollution models. Gulliver et al. (2011a) compared GIS based 
methods for estimating long term exposure and developed models for annual PM10 
for London for 2001 using both dispersion and LUR methods. Their LUR and 
dispersion model yielded R2 values of 0.28 (in grouped cross validation) and 0.45, 
respectively. More detailed data for predictor variables logically was a significant 
factor in improvement in model performance. 
 
A few other studies have also compared dispersion and land use regression model 
performances. Beelen et al. (2010) compared performances of LUR and dispersion 
model URBIS in estimating small scale variations in long-term concentrations of NO2 
for 2001 in a Dutch urban area. Moderate agreement was found between LUR and 
URBIS (R = 0.55). They found predictions agreed well for the central part of the 
concentration distribution but differed substantially for the highest and lowest 
concentrations. They found URBIS outperformed LUR (R = 0.77 and 0.47) compared 
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to monitored concentrations in validation sets of sites. Their LUR model 
overestimated urban background, and differences in model performance was 
thought to have due to the use of regional background concentrations – in LUR 
interpolation was used with inclusion of coarse land use category such as industry as 
predictor variable; and different treatment conversion of NO to NO2, whereas in 
URBIS background was obtained from 1 × 1 km maps derived from monitoring and 
model calculations. 
 
Recently, de Hoogh et al. (2014) compared performances of dispersion and LUR 
models in the ESCAPE study in estimating concentrations of NO2, PM10 and PM2.5. 
In some study areas, they applied dispersion models and compared estimates: (1) 
with monitored concentrations, and (2) agreement between dispersion and LUR 
estimates. Comparing predictions at monitoring sites, the dispersion models 
performed better in predicting variation of NO2 than PM at monitoring sites, similar to 
LUR models. This may have been due to the smaller scale variation of NO2 (due to 
influence of predominately traffic emissions). Models that took into account regional 
background concentrations performed better in predictions. The dispersion models 
had R2 values of 0.55 and 0.34, compared to 0.80 and 0.77 yielded in LUR models 
for NO2 and PM10, respectively. Higher RMSE values were found with dispersion 
predictions compared to LUR. It was suggested that both dispersion and LUR 
models may have similar errors in explaining measurements. The agreement (R2 
values) between dispersion and LUR models for annual estimates of NO2 and PM10 
were 0.75 and 0.39, respectively. 
 
In de Hoogh et al. (2014), both dispersion and LUR models performed well in 
predicting NO2 - as dispersion models were developed extensively for modelling 
traffic sources, and LUR models had effective traffic predictor variables (e.g. traffic 
intensity). It was suggested that the lower agreement between predicted and 
monitored concentrations in PM10 models was likely due to a combination of random 
error related to the smaller spatial variation of PM10 and high contributions from 
regional background sources.  
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LUR models are less effective for modelling local point emissions (e.g. heavy 
industry). This is due to several reasons for this: (1) LUR models do not account for 
the chemical processes; (2) if the number of sites is small, emissions cannot be 
picked up by the predictor variable (e.g. industrial land); or (3) these variables may 
not be retained in the final models. For example, in de Hoogh et al (2014), it was 
found that LUR NO2 models under-predicted at a number of residential addresses 
which were located in an area with a high activity of chemical processes. Their LUR 
model did not include an industry variable because no ESCAPE monitoring sites 
were located near industrial sources. In comparison, this emission source was 
accounted for in their ADMS-Urban model as it was included in the emission 
inventory. 
The dispersion models in this study were found to under-predict compared with 
monitored PM10 concentrations. This might have due to missing sources of pollution 
(e.g. non-exhaust pollution from traffic - including dust from brake and tyre wear), or 
missing processes (e.g. secondary particulate formation) in models. The use of a 
single regional background concentration did not take into account secondary 
particulate formation.  
 
Comparison with KCL CMAQ-Urban dispersion model 
Carslaw et al. (2013) compared the performance of the ADMS-Urban and KCL 
CMAQ-Urban dispersion models. They used both models to produce hourly PM10, 
NOX, NO2 and PM2.5 predictions for London for 2008. Both models used the LAEI in 
the comparison. It was found that both ADMS-Urban and KCL CMAQ-Urban perform 
similarly well, with a difference in performance more notable in PM. KCL CMAQ-
Urban, which modelled the background component in PM explicitly, had the 
tendency to underestimate PM10 and PM2.5 concentrations compared to monitored 
concentrations. It was suggested underestimation is common among regional-scale 
models. ADMS-Urban on the hand uses an assumed value based on ambient 
measurements for background PM, but considers hourly profiles in emissions 
sources. 
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Table 5.10 below summarised the performance statistics of hybrid models (from this 
study) with ADMS-Urban and KCL CMAQ-Urban results for PM10, NOX and NO2. 
Note that the hybrid models and dispersion models (from Carslaw et al. 2013) are 
expressed as R2 and R values, respectively. 
 
Table 5.10  Comparison of hybrid, ADMS-Urban and KCL CMAQ-Urban model 
performance 
 
 Hybrid ADMS-Urban/ LUR ADMS-Urban 
(Carslaw et al. 2013) 
KCL CMAQ-Urban 
(Carslaw et al. 2013) 
R2 RMSE R RMSE R RMSE 
PM10 0.67 3.65 0.63 13.12 0.62 15.91 
NOX 0.78 33.15 0.73 115.77 0.71 122.23 
NO2 0.79 9.20 0.71 43.45 0.69 43.68 
 
For PM10, the KCL CMAQ-Urban model was found to underestimate concentrations 
to a much greater extent than ADMS-Urban when compared to monitored 
concentrations (Table 5.10). The background component dominated the overall 
predicted PM10 concentrations – the two techniques modelled this in different ways. 
The results of hybrid models presented in this thesis were comparable to both of 
these complex dispersion models, but with the advantage of a significantly reduced 
RMSE in estimate compared to models presented in Carslaw et al. (2013). Overall, 
ADMS-Urban was found to have greater capabilities than KCL CMAQ-Urban in 
predictions of urban PM10 concentrations. 
 
For NOX and NO2, results were different to those for PM10 (Table 5.10). The 
performance of both dispersion models was very similar. KCL CMAQ-Urban was 
found to have a greater tendency to underestimate NOX more than ADMS-Urban, 
and ADMS-Urban tended to underestimate NO2 more. The KCL CMAQ-Urban model 
  
 
141 
 
used the WRF model to provide the meteorological data as input, whereas 
meteorology data from a Met Office co-located weather station at Heathrow was 
used for the ADMS-Urban model. The WRF model has good capabilities in 
predicting temperature, wind speed and wind direction. Both models produced 
similar results with different meteorological data used as inputs. 
 
Carslaw et al. (2011) suggested the main challenges for dispersion models to 
generate hourly predictions were: (1) insufficient details or inaccuracies in emissions 
inventory to adequately capture hourly variations; and (2) many monitoring sites are 
affected by complex mixing around buildings that are not represented in models. It 
was found that in some situations, sources were absent or misspecified in emission 
inventories, which led to poor model performance, rather due to model limitations. 
The differences in emissions inventories, NAEI and LAEI, affect in particular PM 
emissions (e.g. different assumptions related to vehicle non-exhaust emissions). The 
level of background PM10 used was also an important factor affecting results.  
 
The dispersion models failed to capture the complex mixing within street canyons 
and performed poorly with complicated building and street layouts. The hybrid 
approach of utilising city-wide buildings datasets may help to address these 
limitations. It was also noted that the dispersion models failed to capture the wind 
flow characteristic in a street canyon setting.  
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5.4.3 Model limitations 
One of the limitations to the hybrid approach is, in common with LUR techniques, the 
potential for transferability of models to other areas. The use of building datasets, 
which are currently available in urban areas in the UK, may not be available as there 
is still lack of a standardised (e.g., Europe-wide) buildings data, and urban 
morphology can vary wide between cities due to planning. In any case, the LUR 
technique is very area-specific and model structures differ widely between studies. 
Where there are insufficient monitoring air pollution data available to develop land 
use regression model, an alternative hybrid approach would be to generate predicted 
concentrations using dispersion models for LUR variables (as used in Mölter et al., 
2010b and Johnson et al., 2011), but performance may not be comparable to a LUR 
only model. Detailed lack of information on traffic flows/ composition is also required 
for developing a dispersion model, and many cities do not have good quality 
emission inventories.  
 
Another limitation is the ability to account for background concentrations, which is 
crucial to achieving higher accuracy for pollutant such as PM10. As seen in this study, 
urban background increment can contribute as much as local sources such as traffic. 
Dispersion models are also sensitive to changes in emission sources, therefore an 
up-to-date traffic emissions inventory on vehicle type and traffic count with correct 
emission factors are required. Forcing in significant high emission pollution point 
sources (e.g. industrial sources) may help to improve covariates describing 
background pollution. The inability to model across along vertical profile is another 
shortfall, as exposure may vary with high rise buildings in urban cities.  
 
The spatial resolution of data inputs affects prediction capabilities of models. In this 
study, high quality predictor variables were extracted from fine spatial scale land use 
datasets, and traffic variables were derived from a comprehensive and detailed 
traffic emissions inventory. These are important in capturing small area pollutant 
variations. In addition to buildings and street configurations, other enhanced 
geographical data can be developed as new proxies and variables. In particular, 
trees, shrubs and green infrastructures have been shown to reduce pollution in street 
  
 
143 
 
canyons and urban areas (Pugh et al. 2012; Nowak et al. 2006). For example, data 
of trees are now available for some cities, so that areas of tree canopy maybe be 
used in modelling. Street canyons are relatively difficult to model due to the complex 
airflow. Trees and other green infrastructures may actually help pollution trapping in 
street canyons, depending the height of the trees and the canyons, therefore the 
usefulness of including this information needs to be assessed in future studies.  
 
Modelling of vertical transport and atmospheric mixing in street canyons may also be 
integrated in the hybrid approach to provide further explanations of pollutant 
variability. Detailed vegetation data (e.g. trees) can potentially be used to extract 
variables in microenvironment and offered for modelling. This study developed an 
approach to model long-term average concentrations. Model performance may be 
variable when applied to individual years or earlier periods (i.e., back extrapolation). 
There is a need to develop models which capture pollutant space and time 
variability, taking into considerations of pollution episode and seasonal differences. 
 
The hybrid approach developed in this study allowed the integration of buildings 
automatically generated from GIS, without the lengthy process and computation 
need to enter individual information in traditional dispersion models. The technique 
accounted for changes in meteorology (e.g. temperature, wind speed and direction), 
and physical and chemical processes in the local dispersion environment, and can 
be easily applicable in urban settings.  
 
The spatial scale and high correlation with monitored concentrations for both LUR 
and hybrid models implied that both methods might be useful for estimating long-
term exposure to outdoor air pollution in epidemiological studies, in particular for 
small-scale variations and traffic pollution. The influence of data requirements on 
model accuracy and epidemiological studies need to be further explored. 
Nevertheless, the methods presented here improved prediction capabilities over 
comparative dispersion and land use regression models, thus helped to reduce 
exposure misclassification, which could lead to a bias in estimation of underlying 
associations with health in epidemiological studies. 
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5.5  Summary 
This study used dispersion and a new hybrid dispersion/ land use regression method 
to develop intra-urban air pollution exposure models. Conventional dispersion 
models often assume a flat world, as enhanced geographical data such as buildings, 
cannot easily be taken into account over large areas due to the intensive data pre-
processing and time required. A new hybrid approach was developed combining 
strengths from land use regression method and GIS. Predictor variables were 
automatically generated from new buildings and land use datasets for modelling. 
Results showed that the hybrid models which combined traffic dispersion outputs, 
buildings and land use variables gave the best performance, with increases of 5 – 
26% in GCV R2 compared to dispersion-only models. The hybrid approach has 
improved the efficiency and performances (e.g. RMSE and FB) over dispersion 
modelling. The dispersion models only displayed limited improvements with the 
addition of urban and rural background concentrations. 
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CHAPTER 6  SPATIO-TEMPORAL MODELLING 
6.1 Introduction 
So far in this study, intra-urban air pollution models have been developed using 
dispersion, land use regression and hybrid methods. Whilst these models have 
shown good capabilities on predicting long term exposures, there is a need for 
models to generate shorter term estimates as pollution is likely to exhibit both 
temporal and spatial variability. Monitored concentrations have shown changes in 
pollution level over time (e.g. diurnal or seasonal cycles) due to variations in 
meteorology and emissions. Therefore capturing space-time variability at fine 
resolutions in models is important, as events such as pollution ‘episodes’ (i.e. 
periods with high pollution due to low winds or temperature inversion) may have 
significant impacts on exposure and health risks (Blangiardo et al., 2010). The ability 
to predict daily, monthly or exposures in trimesters would be informative in 
epidemiological studies and avoid exposure misclassifications of short term health 
effects.  
 
Whilst GIS-based land use regression provide accurate estimates of long term 
exposure, the method has rarely been used to provide predictions of temporal 
resolution higher than annual estimates in studies (Hoek et al., 2008, Ryan and 
LeMasters, 2007). These models do not perform well as for instance they do not take 
into account information on meteorology. To some degree, dispersion modelling can 
offer short term space-time predictions, but most of the time it has not been practical 
in exposure assessments, as the technique requires intensive data pre-processing 
demands and inputs of changing meteorological and source emissions parameters 
to compute estimates at fine temporal intervals over large urban areas. Assumptions 
in parameters are often used in dispersion models, but uncertainties and errors are 
not properly accounted for in estimates (Gulliver and Briggs, 2011).  
 
In recent years, probabilistic modelling techniques have been employed to 
characterise spatial or spatial-temporal structures in monitoring data. In particular, 
the widespread dissemination of Bayesian statistical techniques in air pollution 
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modelling (e.g. Shaddick and Wakefield, 2002, Sahu et al. 2006, Cameletti et al. 
2011) with the development of fast computational algorithms such as Markov Chain 
Monte Carlo (MCMC) methods for posterior distribution sampling, Bayesian 
inference using Gibbs sampling (BUGS) and WinBUGS (Spiegelhalter et al 2007). 
The main advantages of using a Bayesian approach are that: (1) it allows 
combination of different data sources, e.g. monitoring data, modelled outputs and 
covariates derived from spatial analysis tools such as GIS; (2) it provides a flexible 
platform for including available prior information on model parameters; (3) it accounts 
for errors and uncertainty providing a distribution rather than single values of 
estimates; and (4) it has the ability to predict concentrations through spatial kriging 
(taking into account uncertainty). 
 
This study proposes the development of spatio-temporal models under the Bayesian 
framework to obtain enhanced predictions of short term urban air pollution estimates. 
Spatial processes described in land use regression and hybrid dispersion models will 
be combined with temporal, meteorological and site characterisation data to develop 
models for estimating daily concentrations of PM10, NOX and NO2. The objectives of 
this study are to: (1) identify spatial and temporal processes which influence 
monitored concentrations; (2) derive spatial, temporal, meteorological and site 
classification covariates for modelling; (3) develop space-time models using MCMC 
methods and WinBUGS; and (4) compare model results and evaluate model 
parameters.  
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6.2 Materials and Methods 
6.2.1 Monitoring data 
The London Air Quality Network (LAQN) provides reference-adjusted hourly 
concentrations of particulate matter (PM10) and nitrogen oxides (NOX and NO2) 
sampled from around 70 automatic fixed-site monitoring stations in the Greater 
London area, at both roadside and non-roadside locations. Daily mean 
concentrations of PM10, NOX and NO2 in the year 2009-2010 (365 days) were 
downloaded from the LAQN website (www.londonair.org.uk) for the selected sites. 
The study area and selected monitoring sites were identical to ones used in previous 
chapters in this thesis. This time period was selected to include several pollution 
episodes and a heat wave in July.  
 
6.2.2 Spatial covariates 
In this study, four types of covariates were derived to represent spatial and temporal 
processes, meteorology and site classification. For spatial covariates, predictor 
variables obtained from final LUR and hybrid models (Chapters 4 and 5) 
representing traffic, land use, population and buildings and dispersion modelled 
output were used to develop the space-time models. The procedures for developing 
LUR predictor variables are detailed in Section 4.2.2, and methods generating 
dispersion model outputs are described in Section 5.3.1. These covariates provide 
explanations of pollutant spatial variability, and were derived from spatial datasets in 
combination with GIS (i.e. LAEI), CORINE land cover for Europe and the Land Cover 
Map of Great Britain, the Census and LandMap). Buildings and street configuration 
covariates were extracted at roadside locations. Dispersion model ADMS-Urban was 
used to provide traffic emissions in hybrid models. Spatial covariates used for 
developing LUR and hybrid spatio-temporal models are shown in Tables 4.2 and 5.2 
– 5.4, respectively. A full list of covariates can be found in Table S8 (Appendix).  
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6.2.3 Temporal covariates 
There were three temporal covariates included in the spatio-temporal models: (1) 
day of the week, (2) month and (3) season. Day of the week was used to account for 
changes in traffic emissions between weekdays (i.e. Monday to Friday) and weekend 
(Saturday and Sunday), as LAEI only contain annual totals. Month and season (i.e. 
winter, spring, summer and autumn) were included to account for higher pollution in 
summer months.  
 
6.2.4 Meteorological covariates 
Temperature (in oC) and wind speed (in knots) were used as covariates to represent 
changes in meteorological conditions. Daily averaged data recorded at a co-located 
weather station at Heathrow for 2009-2010 were downloaded from British 
Atmospheric Data Centre website (https://badc.nerc.ac.uk/). The changes in 
temperature and wind speed affect monitored pollution in the dispersion 
microenvironment, e.g. atmospheric conversion and convection significantly 
influence pollution dispersion including chemical and physical processes. Daily mean 
temperature was used as a surrogate for secondary processes which were not 
accounted for in ADMS-Urban. During the time period, the average temperature 
recorded was 11.3 °C, with daily means ranging between −5.7 and 31.0 °C. 
 
6.2.5 Site classification covariates 
Monitored concentrations have shown to differ significantly with site type, e.g. 
between roadside and background locations. Site type, as defined by LAQN, (i.e. 
kerbside, roadside, industrial, suburban and urban background), was used as a 
covariate. The definition of these site classifications can be found in Table 3.2. The 
majority of monitors were located at road/ kerbside locations, and monitors were 
uneven spatially distributed across the study area. 
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6.3 Modelling approach 
6.3.1 Bayesian inference Using Gibbs Sampling (BUGS) 
The most common approach to make Bayesian inference is via Markov chain Monte 
Carlo (MCMC) methods generate a dependent sample from the joint posterior of all 
the parameters in the model (Spiegelhalter et al 2007). A Markov chain is specified 
so that the conditional distribution of each parameter given all the others will depend 
only on their previous values and eventually will converge to a unique stationary 
distribution (Lunn et al. 2012). This means that although each variable in the chain 
depends directly on its predecessor, eventually a point is reached to an equilibrium 
distribution, so subsequent values are distributed according to the same fixed 
distribution independent of the starting value.  
 
BUGS allows the predictions about future quantities (i.e. posterior distribution) of 
parameter of interest after combining information from observed data and prior 
knowledge (prior distribution). The BUGS language comprises syntax for a list of 
functions and distributions which allows complex models to be described by a series 
of logical or stochastic local relationships between a node and its parents. By joining 
these relationships, a full joint distribution over all unknown quantities can be 
expressed, and inferences can be made conditionally on the observed data. BUGS 
works both ways between the nodes and parents, allowing nodes to be fixed to 
establish plausible values. Gibbs sampler such as WinBUGS, a freely available 
Bayesian computational engine to perform inference using MCMC methods, is one 
of the most widely used algorithms for simulating Markov chains (Lunn et al. 2012). 
 
Before any MCMC simulation, starting values for all the unknown parameters are 
required to initialise the Markov chain in the model (Gelman, 2006; Gelman et al. 
2014). This can be done automatically in WinBUGS by sampling from the prior 
distribution of each parameter. Convergence to the stationary distribution needs to 
be carefully checked for each parameters both visually and analytically (WinBUGS 
provide all the tools for it). After convergence is reached the initial non-stationary 
portion of the chain is known as the burn-in and is discarded.  
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6.3.2 Model structure 
The model assumed monitored concentrations were characterised by measurement 
error defined by a zero-mean Gaussian white noise process. A Gaussian likelihood 
was specified on daily pollutant PM10, NOX and NO2 concentrations denoted with 
𝑍(𝑡, 𝑠), and t=1,...,T=365 (days) and s=1,...,S = 41, 57 and 54 for PM10, NOX and 
NO2, respectively (number of monitoring sites): 
 
𝑍(𝑡, 𝑠)~ 𝑁(𝜇(𝑡, 𝑠), 𝜎2(𝑠)) 
 
Where 𝜇(𝑡, 𝑠) is the mean space-time process driving pollutant variability, and 𝜎2(𝑠) 
is the measurement error variance. Four types of covariates were considered to 
represent the space-time process 𝜇(𝑡, 𝑠): 
 
𝜇(𝑠, 𝑡) = 𝛼1(𝑠) +  𝑆𝑃𝐴𝑇𝐼𝐴𝐿(𝑠) + 𝑇𝐸𝑀𝑃𝑂𝑅𝐴𝐿(𝑡) + 𝑀𝐸𝑇(𝑠) + 𝑆𝐼𝑇𝐸𝑇𝑌𝑃𝐸(𝑠) + 𝛼2(𝑡) 
 
Where 𝛼1(𝑠) is a random effect describing spatial dependencies, SPATIAL is the 
spatial covariates obtained from land use regression or hybrid models; TEMPORAL 
is the temporal covariates (i.e. day of the week, season and month); MET is the 
meteorological covariates (temperature, wind speed); and 𝛼2(𝑡)  is a temporal 
random effect (second order random walk). Details of random effects parameters 
𝛼1(𝑠)  and 𝛼2(𝑡) are described below.  
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6.3.2 Modelling spatial dependence 
In order to model effects of sites, a random effect parameter was incorporated in the 
spatio-temporal models with a spatial structured prior. In WinBUGS, the correlated 
spatial normal random effects distribution was represented by the spatial.exp 
function with an unknown variance and zero-centred mean. A multivariate normal 
distribution is often used to describe set of correlated real-valued random variables 
each of which clusters around a mean value.  
𝛼1(𝑠) ~ 𝑀𝑁𝑉(𝜇, ∑) 
 
Where the spatial correlation matrix ∑ is described by the exponential function for 
any two sites 𝑖 𝑗, 
∑𝑖𝑗 = exp(−𝜑 𝑑𝑖𝑗) 
 
Where 𝑑𝑖𝑗  is the distance between sites and 𝜑  is the decay parameter which 
represents the rate of decline of spatial correlation.  
 
6.3.3 Modelling temporal dependence 
A Gaussian second order random walk (RW2) was used to provide the best 
smoothness prior for temporal effects. 𝛼2(𝑡)  is the dynamic parameter which 
assumed the following form for t=1,...,T-2, 
𝛼2(𝑡)| 𝛼2(𝑡 − 1), 𝛼2(𝑡 − 2)~ 𝑁(2𝛼(𝑡 − 1) + 𝛼(𝑡 − 2), 𝜎
2
𝛼) 
 
Where 𝜎2𝛼is the variance, and 𝛼2(𝑡) is zero-centred.  
 
RW2 generated initial values for the vector and acted as a smoothness prior based 
on the second difference which penalises deviations from a linear trend. The prior 
was chosen as the relationship between time and concentrations can potentially be 
well described by a cubic smoothing spline. RW2 provided flexibility because of its 
invariance under addition and it is computationally convenient because of its Markov 
properties.  
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A RW2 removes long-term trend and temporal correlation better than a smooth 
function, and acts as a smoothing prior based on the second difference, penalising 
deviations from a linear trend (Lindgren and Rue, 2008). As suggested in Lee and 
Shaddick (2008), a purely random process or a second-order process increases the 
variation in the health risk estimates. The model structures were derived from the 
standard spatio-temporal statistical models that include varying intercepts (baseline 
concentrations), which were spatially or temporally correlated (as in Shaddick and 
Wakefield 2002, Sahu et al. 2006, Berrocal et al. 2010). The model assumes that the 
spatial and temporal dependences were introduced into the modelling in the form of 
random effects, similar to Pirani et al. (2014). To allow identifiability of parameters, 
both parameters and the spatial and temporal random effects were constrained to 
sum to zero as suggested by Shaddick and Wakefield (2002). 
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6.3.4 Land use regression spatio-temporal models 
Subsequently, three models were developed with the spatial covariates obtained 
from the land use regression models: 
 
LUR Model 1 (PM10):  
𝜇(𝑠, 𝑡) = 𝛼1(𝑠) + 𝛽1𝑡𝑟𝑎𝑓𝑙𝑜𝑎𝑑25(𝑠) + 𝛽2𝑎ℎ𝑤25(𝑠) + 𝛽3𝑖𝑛𝑣𝑑𝑖𝑠𝑡𝑠𝑞(𝑠)
+ 𝛽4𝑡𝑟𝑎𝑓𝑙𝑜𝑎𝑑1000(𝑠) + 𝛽5𝑖𝑛𝑑𝑢𝑠𝑡𝑟𝑦1000(𝑠) + 𝛾𝑠𝑖𝑡𝑒𝑡𝑦𝑝𝑒(𝑠) + 𝜆1,𝑑𝑜𝑤(𝑡)
+ 𝜆2,𝑠𝑒𝑎𝑠𝑜𝑛(𝑡) + 𝜆3,𝑚𝑜𝑛𝑡ℎ(𝑡) + 𝜂1𝑡𝑒𝑚𝑝(𝑡) + 𝜂2𝑤𝑠(𝑡) + 𝛼2(𝑡) 
 
LUR Model 2 (NOX): 
𝜇(𝑠, 𝑡) = 𝛼1(𝑠) + 𝛽1𝑡𝑟𝑎𝑓𝑙𝑜𝑎𝑑25(𝑠) + 𝛽2𝑎ℎ𝑟𝑏25(𝑠) + 𝛽3𝑙𝑒𝑛𝑔𝑡ℎ300(𝑠)
+ 𝛽4𝑖𝑛𝑑𝑢𝑠𝑡𝑟𝑦2000(𝑠) + 𝛾𝑠𝑖𝑡𝑒𝑡𝑦𝑝𝑒(𝑠) + 𝜆1,𝑑𝑜𝑤(𝑡) + 𝜆2,𝑠𝑒𝑎𝑠𝑜𝑛(𝑡) + 𝜆3,𝑚𝑜𝑛𝑡ℎ(𝑡)
+ 𝜂1𝑡𝑒𝑚𝑝(𝑡) + 𝜂2𝑤𝑠(𝑡) + 𝛼2(𝑡) 
 
LUR Model 3 (NO2): 
𝜇(𝑠, 𝑡) = 𝛼1(𝑠) + 𝛽1𝑡𝑟𝑎𝑓𝑙𝑜𝑎𝑑25(𝑠) + 𝛽2𝑎ℎ𝑟𝑏25(𝑠) + 𝛽3𝑙𝑒𝑛𝑔𝑡ℎ500(𝑠) + 𝛽4𝑢𝑟𝑏𝑎𝑛100(𝑠)
+ 𝛾𝑠𝑖𝑡𝑒𝑡𝑦𝑝𝑒(𝑠) + 𝜆1,𝑑𝑜𝑤(𝑡) + 𝜆2,𝑠𝑒𝑎𝑠𝑜𝑛(𝑡) + 𝜆3,𝑚𝑜𝑛𝑡ℎ(𝑡) + 𝜂1𝑡𝑒𝑚𝑝(𝑡) + 𝜂2𝑤𝑠(𝑡)
+ 𝛼2(𝑡) 
 
Where 𝑡𝑟𝑎𝑓𝑙𝑜𝑎𝑑25  is the traffic load within 25m; 𝑎ℎ𝑤25  is the (building area × 
height)/ road width in a 25m circular buffer; 𝑖𝑛𝑣𝑑𝑖𝑠𝑡𝑠𝑞 is the inverse distance to the 
nearest road squared; 𝑡𝑟𝑎𝑓𝑙𝑜𝑎𝑑1000  is traffic load within 1000 –  traffic load within 
25m; 𝑖𝑛𝑑𝑢𝑠𝑡𝑟𝑦1000 and 𝑖𝑛𝑑𝑢𝑠𝑡𝑟𝑦2000 are the areas of industrial land within 1000m 
and 2000m respectively; 𝑎ℎ𝑟𝑏25 is the building area × height in a 20m road buffer 
within 25m; 𝑙𝑒𝑛𝑔𝑡ℎ300 is road length within 300m – road length within 25m; 
𝑙𝑒𝑛𝑔𝑡ℎ500 is road length within 500m – road length within 25m; 𝑢𝑟𝑏𝑎𝑛100 is the area 
of high density urban housing within 100m; 𝑑𝑜𝑤  is day of the week; temp is 
temperature; 𝑤𝑠 is wind speed; and 𝛼1(𝑠) and 𝛼2(𝑡) are spatial and temporal random 
effects respectively.  
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6.3.5 Hybrid dispersion/ LUR spatio-temporal models 
In addition, three models were developed with the spatial covariates from the hybrid 
models: 
 
Hybrid Model 4 (PM10): 
𝜇(𝑠, 𝑡) = 𝛼1(𝑠) + 𝛽1𝑎𝑑𝑚𝑠(𝑠) + 𝛽2𝑟𝑎𝑡𝑖𝑜100(𝑠) + 𝛽3𝑖𝑛𝑑𝑢𝑠𝑡𝑟𝑦1000(𝑠) + 𝛽4𝑔𝑟𝑒𝑒𝑛25(𝑠)
+ 𝛾𝑠𝑖𝑡𝑒𝑡𝑦𝑝𝑒(𝑠) + 𝜆1,𝑑𝑜𝑤(𝑡) + 𝜆2,𝑠𝑒𝑎𝑠𝑜𝑛(𝑡) + 𝜆3,𝑚𝑜𝑛𝑡ℎ(𝑡) + 𝜂1𝑡𝑒𝑚𝑝(𝑡) + 𝜂2𝑤𝑠(𝑡)
+ 𝛼2(𝑡) 
 
Hybrid Model 5 (NOX): 
𝜇(𝑠, 𝑡) = 𝛼1(𝑠) + 𝛽1𝑎𝑑𝑚𝑠(𝑠) + 𝛽2𝑎ℎ𝑟𝑏25(𝑠) + 𝛽3𝑖𝑛𝑑𝑢𝑠𝑡𝑟𝑦2000(𝑠) + 𝛾𝑠𝑖𝑡𝑒𝑡𝑦𝑝𝑒(𝑠)
+ 𝜆1,𝑑𝑜𝑤(𝑡) + 𝜆2,𝑠𝑒𝑎𝑠𝑜𝑛(𝑡) + 𝜆3,𝑚𝑜𝑛𝑡ℎ(𝑡) + 𝜂1𝑡𝑒𝑚𝑝(𝑡) + 𝜂2𝑤𝑠(𝑡) + 𝛼2(𝑡) 
 
Hybrid Model 6 (NO2): 
𝜇(𝑠, 𝑡) = 𝛼1(𝑠) + 𝛽1𝑎𝑑𝑚𝑠(𝑠) + 𝛽2𝑎ℎ𝑟𝑏25(𝑠) + 𝛽3ℎℎ𝑜𝑙𝑑500(𝑠) + 𝛽4𝑔𝑟𝑒𝑒𝑛100(𝑠)
+ 𝛾𝑠𝑖𝑡𝑒𝑡𝑦𝑝𝑒(𝑠) + 𝜆1,𝑑𝑜𝑤(𝑡) + 𝜆2,𝑠𝑒𝑎𝑠𝑜𝑛(𝑡) + 𝜆3,𝑚𝑜𝑛𝑡ℎ(𝑡) + 𝜂1𝑡𝑒𝑚𝑝(𝑡) + 𝜂2𝑤𝑠(𝑡)
+ 𝛼2(𝑡) 
 
Where 𝑎𝑑𝑚𝑠 is the modelled traffic emissions dispersion output from ADMS-Urban; 
𝑟𝑎𝑡𝑖𝑜100 is the aspect ratio within 100m;  𝑔𝑟𝑒𝑒𝑛25 and 𝑔𝑟𝑒𝑒𝑛100 are areas of urban 
green space within 25m and 100m respectively; and ℎℎ𝑜𝑙𝑑500 is the number of 
households within 500m. 
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6.3.6 Priors and implementation 
Vague priors were used for regression coefficients, a Gaussian prior distribution with 
zero mean and variance was assigned to the spatial processes parameter 𝛼1(𝑠) and 
on coefficients for the spatial covariates (i.e. 𝛽1,…, 𝛽5). The same Gaussian prior 
distribution was chosen for the mean of temporal, site type and meteorological 
covariates. To ensure identifiability, the first category of categorical parameters (i.e. 
site type, day of the week, season and month) were assigned as zero. The prior 
distribution for 𝜑  and 𝜎2𝛼2  were Gaussian prior distribution with zero mean and 
variance. 
 
When simulating a Markov chain distribution, the simulated values will be marginally 
distributed, and eventually reach the chain’s unique stationary distribution 
(Spiegelhalter et al 2007). The initial, non-stationary portion of the Markov chain is 
referred as the ‘burn-in’ (Lunn et al. 2012). To exploit the marginal behaviour of the 
chain, the model needs to detect when the chain is sufficiently close to stationarity, 
so all subsequent realisations as a dependent sample from the stationary distribution 
can be used for sampling to ensure accurate inference.  
 
The space-time models were implemented in WinBUGS. Two parallel MCMC chains 
were used, with different starting values for each chain. In each model 300000 
iterations were run, with 290000 burn-in. To improve efficiency, the Markov chains 
were thinned by a factor of 10 (i.e. only every 10th value from the Gibbs sampler was 
actually retained for inference). This resulted in samples of size 2000 to estimate the 
posterior distributions for the parameters of interest. Convergence was assessed by 
checking the trace plots of the samples, the autocorrelation functions, the estimated 
kernel density plots and Monte Carlo (MC) errors smaller than 5% of the posterior 
standard deviation which provides a measure of how accurately the mean estimates 
the true posterior expectation.  
 
Multiple chains starting at over dispersed initial values were simulated. The check on 
convergence in a distribution is usually diagnosed retrospectively by guessing for 
how long to run the simulations, and it is then determined if the latter portion of the 
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chain can be considered stationary. The chains typically run beyond the point of 
convergence, as detecting stationairty requires substantial sample size (Lunn et al. 
2012). In this study, the chains were run until Monte Carlo errors (MC Error) of 
realisations was less than 5% of the posterior standard deviation. The models were 
relatively complex so it took long iterations for chains to reach stationairty and meet 
the MC Error requirement. The convergence was further assessed by checking trace 
plots of the samples, autocorrelation functions, and estimated kernel density plots. 
The detection of convergence can implemented within CODA in BUGS. This study 
found the assessments of Brooks Gelman and Rubin plots (BGR diagnostic) 
effective. 
 
 
6.3.7 Model evaluation 
Deviance Information Criterion (DIC) is an index commonly used in Bayesian 
inference to check the goodness of fit of a model. DIC can be seen as a 
generalisation of Akaike’s criterion (AIC) for models with weak prior information, and 
is particularly useful for comparing hierarchical models where it is not known how 
much random effects contribute the model complexity. As with the AIC, it is the 
difference in the DIC which is important rather than its absolute value. The model 
with the smaller DIC identifies a better fit to the data. The significance and the 
coefficients of individual parameters, including the mean and 95% confidence 
intervals of posterior distributions were also evaluated. 
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6.4 Results 
Table 6.1 – 6.3 show the mean, 95% confidence interval of posterior distributions of 
model parameters and DIC of the six developed spatio-temporal PM10, NOX and NO2 
models, respectively.  
 
For PM10, the LUR model which used spatial covariates on traffic load, inverse 
distance to the nearest road, building height × building area and industrial land, 
displayed lower DIC (DIC = 88942.1) than the hybrid model. For NOX, the hybrid 
model which incorporated covariates of modelled traffic emissions from a  dispersion 
model, building height × building area and industrial land, had a better model fit (DIC 
= 208623). For NO2, both the LUR and hybrid model yielded DIC values of 146726, 
i.e. changes in site-related covariate did not found to affect goodness of fit in models. 
 
In assessing model parameters, it was found that spatial random effects 𝛼1(𝑠) and 
the second order random walk for temporal effects 𝛼2(𝑡)  accounted for most 
explanations of variability in PM10, NOX and NO2 models. Figures 6.1-6.3 show maps 
displaying the effects of the spatial dependency parameter 𝛼1(𝑠) with corresponding 
site types for PM10, NOX and NO2, respectively. For all pollutants, it was found that 
roadside sites showed more dominating random effects than at non-roadside 
locations, as indicated by the larger circles. A time series plot of the temporal 
random parameter 𝛼2(𝑡) is shown in Figure 6.4 (the dotted lines specify 95% CI of 
the posterior distributions). The random walk variance showed different temporal 
patterns for the three pollutants, suggesting different levels of temporal 
dependencies in models. NO2 showed more pollutant temporal variability.  
 
Looking at the fixed effects, the temporal covariate day of the week showed strong 
effects in models, as described by 𝜆1,𝑑𝑜𝑤(𝑡). This indicated that there are significant 
differences in pollutant concentrations on weekdays and in weekends. The covariate 
on wind speed, 𝜂2𝑤𝑠(𝑡), also found to have strong effects in models, suggesting 
local meteorological effects have high influence in the dispersion environment and 
monitored concentrations.  
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Overall, modelled results were dominated by site- and time-related random effects, 
with both parameters displaying high variability. The changes in covariates 
describing spatial processes (i.e. those provided by LUR or hybrid models) or site 
classification covariates did not lead to better model fit in the spatio-temporal 
models. 
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Table 6.1 Posterior mean and 95% confidence intervals of parameters of the LUR and hybrid 
PM10 spatio-temporal models and model DIC 
Parameters 
Model 1 (LUR) Model 4 (Hybrid) 
(S = 41) (S = 41) 
Mean 95%CI  
(lower, upper) 
Mean 95%CI  
(lower, upper) 
σ2(s) (posterior mean of 
variance of sites) 
0.026 0.026 0.027 0.026 0.026 0.027 
α1(s) (spatial random effect) 16.7 - 37.9 16.8 - 38.0 
β1 (traffic load 25m) -0.076 -2.094 1.941 - - - 
β2 (building area* height/ width 
25m) 
-0.038 -2.136 2.050 - - - 
β3 (inverse distance sq.) -0.059 -2.000 1.921 - - - 
β4 (traffic load 1000m) 0.063 -2.038 2.192 - - - 
β5 (industrial 1000m) -0.030 -1.933 1.948 - - - 
β1 (ADMS-Urban output) - - - 0.044 -1.872 1.954 
β2 (aspect ratio 100m) - - - 0.001 -1.808 1.810 
β3 (industrial 1000m) - - - -0.017 -1.992 1.959 
β4 (urban green 25m) - - - 0.017 -1.761 1.938 
γ1,2 (kerbside) 0.186 -1.783 2.054 -0.027 -1.903 1.865 
γ1,3 (roadside) -0.110 -2.036 1.733 0.164 -1.786 2.147 
γ1,4 (suburban) 0.018 -2.149 1.962 -0.145 -2.109 1.821 
γ1,5 (urban background) -0.033 -1.867 1.896 -0.060 -1.889 1.757 
λ1,2 (Saturday) 1.420 0.143 2.705 1.457 0.086 2.710 
λ1,3 (Sunday) 1.391 0.156 2.654 1.377 0.052 2.668 
λ2,2 (Spring) 0.260 -1.939 2.333 0.287 -1.567 2.287 
λ2,3 (Summer) -0.096 -2.102 1.833 -0.081 -2.077 1.941 
λ2,2 (Autumn) -0.170 -2.071 1.773 -0.044 -1.949 2.058 
λ3,2 (February) -0.461 -2.428 1.409 -0.546 -2.455 1.506 
λ3,3 (March) 0.464 -1.415 2.438 0.508 -1.366 2.437 
λ3,4 (April) -0.274 -2.243 1.710 -0.268 -2.177 1.558 
λ3,5 (May) 0.106 -1.803 2.057 0.054 -1.907 1.974 
λ3,6 (June) 0.108 -1.788 2.033 0.142 -1.746 2.054 
λ3,7 (July) -0.076 -1.864 1.748 -0.105 -2.114 1.844 
λ3,8 (August) -0.074 -2.056 1.894 -0.125 -1.995 1.817 
λ3,9 (September) 0.160 -1.781 2.038 0.275 -1.694 2.204 
λ3,10 (October) 0.039 -1.791 1.920 0.019 -1.869 1.885 
λ3,11 (November) -0.426 -2.288 1.402 -0.427 -2.434 1.590 
λ3,12 (December) 0.341 -1.616 2.217 0.250 -1.822 2.245 
η1 (temperature) -0.473 -1.022 -0.026 -0.322 -0.862 0.072 
η2 (wind speed) -1.160 -1.669 -0.611 -1.200 -1.810 -0.657 
α2(t) (second order random walk) -17.1 - 46.4 -16.0 - 46.0 
DIC 88942.1 88942.8 
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Table 6.2 Posterior mean and 95% confidence intervals of parameters of the LUR and hybrid 
NOX spatio-temporal models and model DIC 
Parameters 
Model 2 (LUR) Model 5 (Hybrid) 
(S = 57) (S = 57) 
Mean 95%CI  
(lower, upper) 
Mean 95%CI  
(lower, upper) 
σ2(s) (posterior mean of 
variance of sites) 
0.0004 0.0004 0.0004 0.0004 0.0004 0.0004 
α1(s) (spatial random effect) 37.8 - 392.1 37.8 - 392.1 
β1 (traffic load 25m) -0.025 -1.977 1.973 - - - 
β2 (building area* height 25m) -0.002 -1.936 1.895 - - - 
β3 (road length 300m) -0.027 -1.936 1.929 - - - 
β4 (industrial 2000m) -0.003 -1.965 1.906 - - - 
β1 (ADMS-Urban output) - - - -0.030 -1.998 1.962 
β2 (building area* height 25m) - - - -0.032 -2.069 1.977 
β3 (industrial 2000m) - - - -0.026 -1.979 1.942 
γ1,2 (kerbside) 0.015 -1.898 1.973 0.007 -2.035 1.994 
γ1,3 (roadside) -0.004 -1.998 1.983 0.061 -1.885 1.967 
γ1,4 (suburban) -0.005 -1.869 1.941 -0.045 -2.010 1.894 
γ1,5 (urban background) -0.062 -2.036 1.899 -0.018 -2.002 2.019 
λ1,2 (Saturday) 0.447 -1.468 2.349 0.478 -1.475 2.290 
λ1,3 (Sunday) 0.690 -1.196 2.581 0.689 -1.180 2.537 
λ2,2 (Spring) 0.008 -2.025 1.947 0.007 -1.908 2.000 
λ2,3 (Summer) 0.095 -1.872 2.121 0.055 -1.852 2.057 
λ2,2 (Autumn) -0.078 -2.039 1.915 -0.100 -1.935 1.797 
λ3,2 (February) -0.032 -2.024 1.920 -0.039 -1.991 1.990 
λ3,3 (March) 0.041 -1.905 2.013 -0.001 -1.994 1.950 
λ3,4 (April) -0.047 -1.986 2.025 -0.044 -2.047 1.899 
λ3,5 (May) 0.016 -1.918 1.983 0.036 -2.005 1.925 
λ3,6 (June) -0.008 -2.052 1.997 0.015 -1.843 1.916 
λ3,7 (July) 0.013 -1.927 1.916 0.034 -1.934 2.032 
λ3,8 (August) 0.002 -1.958 2.017 -0.003 -1.861 1.956 
λ3,9 (September) -0.002 -1.984 2.024 0.038 -1.922 1.954 
λ3,10 (October) -0.002 -1.918 1.940 0.027 -1.864 1.909 
λ3,11 (November) -0.148 -2.181 1.961 -0.151 -2.160 1.741 
λ3,12 (December) 0.082 -1.813 1.911 0.082 -1.929 2.016 
η1 (temperature) -3.543 -4.975 -2.021 -3.501 -4.742 -2.188 
η2 (wind speed) -5.996 -7.618 -4.337 -6.063 -7.653 -4.375 
α2(t) (second order random walk) -89.8 - 192.2 -89.2 - 192.3 
DIC 208625 208623 
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Table 6.3 Posterior mean and 95% confidence intervals of parameters of the LUR and hybrid 
NO2 spatio-temporal models and model DIC 
Parameters 
Model 3 (LUR) Model 6 (Hybrid) 
(S = 54) (S = 54) 
Mean 95%CI  
(lower, upper) 
Mean 95%CI  
(lower, upper) 
σ2(s) (posterior mean of 
variance of sites) 
0.007 0.006 0.007 0.007 0.006 0.007 
α1(s) (spatial random effect) 23.0 - 130.0 22.9 - 129.9 
β1 (traffic load 25m) -0.066 -1.951 1.820 - - - 
β2 (building area* height 25m) -0.014 -1.909 1.954 - - - 
β3 (road length 500m) -0.071 -2.012 1.778 - - - 
β4 (urban land 100m) -0.053 -1.851 1.752 - - - 
β1 (ADMS-Urban output) - - - -0.082 -1.973 1.807 
β2 (building area* height 25m) - - - -0.014 -1.901 1.929 
β3 (number of households 500m) - - - -0.074 -1.992 1.776 
β4 (urban green 100m) - - - -0.034 -1.886 1.814 
γ1,2 (kerbside) 0.011 -1.940 2.008 0.011 -1.944 2.007 
γ1,3 (roadside) 0.216 -1.738 2.116 0.218 -1.730 2.108 
γ1,4 (suburban) 0.012 -1.995 1.937 0.013 -2.000 1.938 
γ1,5 (urban background) -0.226 -2.148 1.528 -0.225 -2.148 1.531 
λ1,2 (Saturday) 2.059 0.645 3.401 2.059 0.646 3.398 
λ1,3 (Sunday) 2.735 1.407 4.090 2.735 1.408 4.091 
λ2,2 (Spring) -0.118 -2.057 1.762 -0.117 -2.056 1.758 
λ2,3 (Summer) 0.281 -1.727 2.295 0.282 -1.723 2.292 
λ2,2 (Autumn) -0.276 -2.244 1.551 -0.275 -2.243 1.556 
λ3,2 (February) -0.275 -2.267 1.753 -0.275 -2.267 1.753 
λ3,3 (March) 0.215 -1.832 2.002 0.216 -1.830 2.001 
λ3,4 (April) -0.201 -2.090 1.724 -0.200 -2.089 1.723 
λ3,5 (May) -0.072 -1.970 1.799 -0.071 -1.970 1.797 
λ3,6 (June) 0.228 -1.659 2.105 0.228 -1.657 2.107 
λ3,7 (July) -0.084 -1.917 1.886 -0.083 -1.917 1.889 
λ3,8 (August) 0.142 -1.985 2.153 0.142 -1.986 2.157 
λ3,9 (September) 0.019 -1.916 1.890 0.019 -1.914 1.893 
λ3,10 (October) 0.124 -1.784 1.993 0.124 -1.783 1.990 
λ3,11 (November) -0.390 -2.324 1.636 -0.390 -2.326 1.637 
λ3,12 (December) 0.267 -1.742 2.288 0.267 -1.740 2.283 
η1 (temperature) -1.137 -1.620 -0.581 -1.137 -1.619 -0.580 
η2 (wind speed) -5.191 -5.739 -4.618 -5.191 -5.739 -4.618 
α2(t) (second order random walk) -23.4 - 32.1 -23.3 - 32.1 
DIC 146726 146726 
 
  
 
162 
 
 
Figure 6.1 Spatial dependency random effect parameter 𝛼1(𝑠)of the PM10 model and site types 
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Figure 6.2 Spatial dependency random effect parameter 𝛼1(𝑠)of the NOX model and site types  
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Figure 6.3 Spatial dependency random effect parameter𝛼1(𝑠)of the NO2 model and site types 
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Figure 6.4 Time-series plots of second order random walk (RW2) for random temporal dependencies parameter 𝛼2(𝑡)with 95% CI (dotted 
line).Note that the y-axis shows a different range for each pollutant 
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6.5 Discussion 
This study presented a Bayesian spatio-temporal approach for modelling intra-urban 
PM10, NOX and NO2 concentrations for exposure assessments. To my knowledge, 
this is the first attempt to combine spatial covariates derived from land use 
regression and dispersion techniques, monitoring data and covariates describing 
temporal and meteorological processes and site characteristics for modelling in a 
Bayesian hierarchical framework. Detailed space-time predictions are important for 
investigating short term health effects in epidemiological studies. In addition to 
traditional traffic indicators, high resolution land use and buildings datasets as well 
as outputs from a dispersion model were used to represent spatial processes. Data 
on wind speed and temperature were also incorporated into model to characterise 
effects of varying meteorology on dispersion to capture spatial and temporal 
pollutant variability.   
 
6.5.1 Bayesian spatio-temporal modelling 
In this study, various data sources were used to representspatial processes (e.g. 
land use and buildings) and to derive indicators. The spatio-temporal models 
developed from land use regression and hybrid spatial covariates showed similar 
performances, as indicated by the DIC values. The incorporated parameters for 
spatial and temporal random effects were found to dominate modelled results. In 
additon, it was found that day of the week and wind speed were significant 
parameters in space-time variability, suggesting importance of temporal and 
meteorological influences on monitored concentrations.  
 
The Bayesian framework provided a flexible way to model daily pollutant 
concentrations. The method used probability to express uncertainty on the 
parameters, allowing computation of a distribution of plausible values instead of 
single-value exposure estimates which are more likely in a real world scenario. The 
posterior samples accounted for spatial and temporal variability and model errors. 
The hierarchical framework allowed relevant covariates to be incorporated to 
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describle space-time processes and interactions. WinBUGS evaluated the 
conditional probability based on previous observed data, which was particularly 
useful in analysing temporal trends in pollution.  
 
The probability that a parameter does or does not exceed certain threshold can be 
easily obtained from the posterior distribution. This is very useful, as probabilities are 
more interpretable than the p-value used in the classic frequentist approach. 
Probabilistic modelling using Bayesian methods is therefore effective in formulating 
air quality policy and assessing policy interventions. The approach can potentially be 
adapted to model other environmental space-time processes, e.g. concentrations of 
different primary or secondary ambient air pollutants and allowing generation of 
different time scales (i.e. hourly, trimesters and annual) exposure estimates to 
investigate short term health effects. The spatio-temporal models can take into 
account the inferential spatial and temporal structrures in epidemiological data. 
 
This work primarily followed the approach used in Pirani et al. (2014), in that 
covariates obtained from dispersion models with added spatial and temporal 
structures were utilised. In this study, in additional to dispersion outputs, land use 
regression covariates were incorporated to provide explanations of pollutant 
variability and form the spatial structure of the model. The models used more 
parameters for temporal structure - day of the week, month and season were used, 
compared to day of the week in Pirani et al. (2014). Methodologically, the models 
presented deviated from the standard space-time statistical modelling approach, 
which typically presents varying intercepts, as used in Shaddick and Wakefield 
(2002) and Cocchi et al. (2007). 
 
This approach is novel in probabilistic modelling of air pollution. The Bayesian 
framework provided a simple, flexible way to incorporate different data from data 
sources, accounting for prediction error. Results showed significant improvements 
over predictions from dispersion models, even for urban particulate matter.  
However, it should be noted that the models only included a set of covariates 
characterised by spatial and temporal variations, thus only time- and space-varying 
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coefficients were assumed in the regression. The large random effect demonstrated 
in other processes influencing dispersion might not have been accounted for. Other 
than implementation in INLA to reduce model run time (Blangiardo et al. 2013; 
Camelettia et al. 2013), further work would be to assess the prediction ability of 
different model structures and parameters. The information sources characterising 
the study area, such as time- varying emission factors or site type classifications can 
be enhanced. In order for a model to perform well. All processes affecting local, 
urban and rural background components of pollutions need to be represented in 
model to capture spatial and temporal dependencies. 
 
6.5.2 Model evaluation 
For PM10, the range of the posterior mean of the temporal covariate λ1 (1.39 to 1.42), 
associated with day of the week, varied significantly between weekdays (Mondays to 
Fridays) and, Saturdays and Sundays (including public holidays). This indicated 
strong effects of increase of local traffic in weekends on monitored concentrations of 
PM10. Another coefficient with notable effects in the model was η2, representing 
changes in wind speed (posterior mean = -1.16), indicating higher concentrations 
with reduced wind speed due to poor dispersion conditions (Table 6.1).  
 
For NOX, the coefficients on meteorological covariates, η1 and η2, related to 
temperature and wind speed have shown to have strong effects on monitored NOX 
concentrations (Table 6.2). This was replicated in the results of the NO2 models 
(Table 6.3). For both pollutants, wind speed had greater effects than temperature in 
models. In addition, day of the week, λ1, was also found to have influenced 
monitored NO2 concentrations (posterior mean ranged from 2.06 to 2.74), but of less 
magnitude of wind speed (posterior mean = -5.20). 
 
Sensitivity study 
 
The best performing models for each pollutant were tested on robustness. Sites 
were divided into four equal groups, stratified by site type, and models were 
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developed from three out of four evaluation groups at a time. Parameter coefficients 
and model DIC were assessed. Full results can be found in Tables S13 – S15 in the 
Appendix. As results demonstrated, there were little variations in coefficients and 
DIC between evaluation groups for all models, indicating stable models. Spatial and 
temporal random effects remain dominated in daily pollutant concentrations.  
 
Space-time predictions 
 
The spatio-temporal models took a long time to be developed due to the number of 
parameters and model complexity. For example, the PM10 models which consisted of 
daily concentrations for 41 sites, had a typical run time of around two weeks in 
WinBUGS, although the recent development of the INLA package in R is expected to 
significantly reduce computational time. In this study, a selection of sites was used to 
examine short term prediction capabilities of PM10 using LUR Model 1. Out of the 
total 41 sites, 31 were used for model development to predict daily concentrations at 
the remainder 10 sites for 365 days (2009-2010) using the spatial.pred function in 
WinBUGS. The 10 sites were sampled at random, with the number of sites 
representing each site type proportional to the overall set.  
 
In BUGS, spatial interpolation and prediction can be carried out using the 
spatial,pred function when fitting spatial.exp to observed data. spatial.pred carries 
out joint prediction (Bayesian kriging) at a set of target locations. The joint prediction 
function allows simultaneous prediction intervals (narrower than marginal prediction 
intervals) at new monitoring sites. A disadvantage of joint prediction is that it is very 
slow to compute - the computational time is around the number of prediction sites 
cubed. The syntax for these predictive distributions is: 
 
T[1:P] ~ spatial.pred(mu.T[], x.T[], y.T[], S[]) 
 
where P is the number of prediction locations; mu.T[] is the length P specifying the 
mean for each prediction location; x.T[] and y.T[] are x and y coordinates of the 
location of each prediction point; and S is the observations to which spatial.exp 
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model was fitted. Informative priors and values were fixed a priori, based on 
knowledge of parameters. 
 
Due to time constraints, 6 models (3 using LUR and 3 using hybrid covariates) were 
fitted for one year of monitoring data for 2009 to 2010 (selected as it included 
pollution episodes and a heat wave period in summer months). The best performing 
PM10 model was modified with the addition of a Bayesian kriging function for 
predictions of daily concentrations. With the INLA implementation, the models could 
be applied for longer periods.  
 
Figure 6.5 shows a comparison between predicted versus monitored concentration 
for the 10 prediction sites. A qualitative analysis of the space-time predictions can be 
found in Table 6.4. It was noted that mean and median values of the posterior 
distribution were largely similar. Results showed the model (based on posterior 
mean) yielded R2 values of 0.38 – 0.89, with RMSE of 2.96 – 8.95. The model 
performed better at non-roadside sites (Table 6.4). An analysis on the posterior 
mean showed the model yielded R2 values of 0.60 and 0.78, for roadside (and 
kerbside) sites and other sites respectively. This may have due to increased 
variability in daily concentrations at roadside locations (e.g. caused by traffic, 
meteorological or built environment). Overall, there was a tendency the model under-
estimates actual pollution levels.  
 
Comparison with dispersion model 
 
For comparison, daily PM10 concentrations for the 10 sites were also generated 
using a dispersion model (ADMS-Urban), with the input of traffic, urban and rural 
background sources. Figure 6.5 and Table 6.4 show results compared to the 
Bayesian models. The Bayesian statistical model outperformed the dispersion model 
at all 10 sites, with improvements of 8-24% seen in absolute R2 values (based on 
Bayesian mean). Lower RMSE values were also seen in Bayesian models (15.9 - 
50.0%). At urban locations where the dispersion model has performed poorly (e.g. 
Marylebone Road - with known street canyon and high traffic flows), much better 
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performances were seen with the spatio-temporal predictions.  
 
Bayesian spatio-temporal modelling technique provided a promising way to model 
short term exposures. The method accounted for uncertainties and demonstrated 
increased prediction capabilities and substantial reduction in error over dispersion 
methods, though both techniques have its drawbacks in model development (i.e. 
data pre-processing for dispersion and computational time for Bayesian models).   
  
  
 
172 
 
Dispersion   Bayesian (Mean)  Bayesian (Median) 
 
 
 
Figure 6.5 Predicted versus monitored concentrations of PM10 from the spatio-
temporal and dispersion models: Site 1 – KC5; Site 2 – KC1; Site 3 - LB4; Site 4 – 
LW2 
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Dispersion   Bayesian (Mean)  Bayesian (Median) 
 
Figure 6.5 (continued) Predicted versus monitored concentrations of PM10 from 
the spatio-temporal and dispersion models: Site 5 – NM2; Site 6 – RI2; Site 7 – RI1; 
Site 8 – ST5 
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Dispersion   Bayesian (Mean)  Bayesian (Median) 
 
Figure 6.5 (continued) Predicted versus monitored concentrations of PM10 from 
the spatio-temporal and dispersion models: Site 9– TH1; Site 10 – MY1
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Table 6.4 A comparison of predicted daily concentrations of PM10 for dispersion and Bayesian spatio-temporal models 
 
Site Site type 
Bayesian (Mean) Bayesian (Median) Dispersion 
R2 RMSE R2 RMSE R2 RMSE 
1 KC5 Kensington and Chelsea - Earls Court Rd K 0.58 8.20 0.57 8.27 0.50 10.51 
2 KC1 Kensington and Chelsea - North Ken UB 0.89 2.96 0.90 2.92 0.71 7.82 
3 LB4 Lambeth - Brixton Road K 0.45 9.64 0.45 9.61 0.36 11.46 
4 LW2 Lewisham - New Cross R 0.73 5.51 0.74 5.42 0.66 9.14 
5 NM2 Newham - Cam Road R 0.68 5.77 0.70 5.63 0.57 8.99 
6 RI2 Richmond Upon Thames - Barnes Wetlands SU 0.80 4.13 0.80 4.12 0.67 8.26 
7 RI1 Richmond Upon Thames - Castlenau R 0.80 3.94 0.81 3.88 0.69 7.06 
8 ST5 Sutton - Beddington Lane north I 0.59 7.36 0.58 7.49 0.35 10.29 
9 TH1 Tower Hamlets - Poplar UB 0.85 3.73 0.85 3.79 0.69 8.75 
10 MY1 Westminster - Marylebone Road K 0.38 8.95 0.38 8.94 0.06 11.22 
Overall 0.68 6.02 0.68 6.01 0.53 9.35 
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6.5.3 Model limitations 
The limitiations of the modelling approach mainly exist mainly in four areas: (1) time 
required for model development and implementation; (2) lack of ability to distinguish 
between local and long range components of pollution; (3) poor covariates on site 
charactersation; and (4) model transferability. The main obstacle in this study has 
been convergence and computation problems with MCMC. The spatio-temporal 
models were relatively complex and involved large spatial and temporal datasets. It 
required large numbers of iterations (300000 iterations were run for each model), 
which took a lot of time in the model development process. For space-time models 
with greater number of sites or to generate increased temporal resolution predictions 
(e.g. hourly), additional computing demands would be needed to run the BUGS 
engine. Alternatives to MCMC have been developed in recent studies in  attempts to 
increase the efficiency of posterior sampling, these are explored the section below. 
Although dispersion models are also time- and data-intensive, the development 
process may be more straightforward (e.g. if specialist software ADMS-Urban is 
used) as statistical distribution of parameters do not need to be defined. Dispersion 
models are more likely to be more transferable, but estimates would not account for 
parameter uncertainities. Assumptions may be large for short term estimates 
therefore model accuray affected.  
 
Another limitation is that it is not possible to distinguish between local and long range 
components of pollution in model results. The short term exposure to different 
sources of emissions (i.e. composition and toxicities) have different acute health 
effects, e.g. particulate matter is a complex mix of pollutants. Capturing and 
accounting for these peaks in exposures (e.g. elevated exposure in transport 
microenvironments) is important to avoid exposure misclassification. Despite 
introducing covariates representing the built environment in this study, the current 
site classification (site type covariate) remains a coarse measure of the dispersion 
environment. This leads to concerns that ambient concentrations may not be 
representative in the microenvironment or personal exposure estimates. The overall 
exposure to pollution needs to be comprehensively considered.  
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6.5.4 Comparison with other studies 
It is relatively difficult to directly compare models developed in this study with other 
Bayesian spatio-temporal models due to differences in modelling approach. Most 
Bayesian studies have often used around a year's worth of monitored data to 
develop models (e.g. Sahu et al. 2006, Pirani et al. 2014). Pirani et al. (2014) used 
outputs from a dispersion model (ADMS-Urban) as a covariate to develop a spatio-
temporal model for predicting PM10 concentrations in London in a Bayesian 
hierarchical framework. In their model, covariates were derived to represent local, 
secondary emissions and meteorology, with additional random effects on site and 
temperature parameter, whereas in this study both primary and background 
emissions were modelled as spatial and temporal processes separately (i.e. 
secondary sources were represented by large distance variables from land use 
regression). A covariate on site type was also included in model and was found to be 
a strong factor in monitored PM10 concentrations, in contrast to this study. The 
kriging function in model enabled predictions, and results were found to be more 
accurate than using dispersion techniques alone although residual short term spatio-
temporal variations could not be explained.  
 
Shaddick and Wakefield (2002) developed a multi-pollutant space-time model for 
four urban air pollutants using 4-year monitoring data collected from eight co-located 
monitoring sites in London. The model used a dynamic linear framework, 
incorporating parameters to represent spatial, temporal dependencies and pollutant 
concentrations, and implemented in a Bayesian framework using MCMC posterior 
sampling methods. They argued most studies treated daily exposures as constants 
in model development, discounting spatial differences on land use, buildings in the 
surrounding areas. In their study, they allowed information from multiple sites to be 
combined to provide accurate levels of pollution estimates at measured and 
unmeasured locations. They have modelled errors of variables and accounted 
uncertainties in short term exposure estimates.  
 
In the Bayesian PM2.5 model developed by Sahu et al. (2006), the modelling 
approach combined two processes: first pollution in rural background areas were 
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considered, secondly they added another process describing the urban increment in 
pollution (i.e. as a supplement to rural levels). The model included two random 
effects, one for rural and other for urban levels, and took into account the rural 
/urban differences in mean and variability in monitored PM2.5 concentrations.  It was 
noted that factors which affect spatial variability factors (i.e. emissions, topography 
and land cover) were significantly different between the two processes. 
 
Cocchi et al. (2007) developed a hierarchical space-time model for daily mean PM10 
concentrations. They initially identified sources of variability characterising PM10 
pollution, and then applied the model at 11 unmonitored locations. The Bayesian 
model was implemented with MCMC methods, and assessed using Bayesian p-
values and graphical posterior predictive checks. Similar to this study, they also 
found temporal random effect provided most explanations of monitored 
concentrations of PM10.  
 
6.5.5 Future work 
Bayesian kriging and spatial prediction 
 
Kriging is a method for spatial interpolation, where predictions are usually made from 
a pollution surface developed from a set of observations at point locations. Bayesian 
kriging  allows the simultaneous estimation of the covariance function and 
predictions at unmonitored locations. The method allows uncertainty to be accounted 
in prediction parameters. For example, Pollice and Lasinio (2010) developed a 
Bayesian kriging based method for estimating daily PM10 pollution surfaces. In 
WinBUGS, prediction models can be implemented with the spatial.pred function.  
 
Alternatives to MCMC 
 
MCMC methods often have convergence and efficiency problems when sampling 
posterior of complex or large database models. Recently, Gaussian random fields 
have been employed as alternative methods for inferring spatial and temporal 
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structures in air pollution. The Integrated Nested Laplace Approximation (INLA) 
approach, designed for latent Gaussian models, can be applied to a wide range of 
spatio-temporal models (Blangiardo et al., 2013). In particular, the availability of the 
R package (R-INLA) (Martino and Rue, 2010) has enabled its use in epidemiological 
studies. Whilst MCMC methods provide exact inference of parameters, INLA offers 
approximations to the relevant posterior distributions. INLA was found to be a more 
efficient sampling method, which perform as well as MCMC and can be used for 
large geostatistical data. INLA can be combined with the Stochastic Partial 
Differential Equation (SPDE) approaches to implement spatio-temporal models for 
point-reference data (Lindgren et al., 2011). The use of SPDE algorithms 
substantially reduces computational time and allow spatial and temporal processes 
to be accounted for in complex models. It supports the combined use of area level 
and point level data (Cameletti et al., 2013). 
 
In addition, Bayesian Maximum Entropy (BME) approaches have also been used to 
develop spatio-temporal models. Beckerman et al. (2013) developed a hybrid land 
use regression and BME approach to model space-time variability of PM2.5. They 
used remote sensing data to estimate PM2.5 concentrations and regressed that 
against LUR variables on traffic and land use. BME interpolation was then used on 
the residuals of the LUR model. The limitation of this method is that spatio-temporal 
dependencies in data might not have been accounted for in the LUR model.  
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6.6 Summary 
In summary, this study used a new technique to develop intra-urban spatio-temporal 
models combining monitoring data, spatial covariates obtained from LUR and 
dispersion methods, temporal, meteorological and site classification covariates and 
space-time processes in a Bayesian hierarchical framework. The models were 
implemented using MCMC computation with a BUGS engine for posterior sampling. 
Results showed that random effects on spatial and temporal dependencies 
dominated monitored concentrations. The model outputs accounted for errors and 
uncertainties in estimates. Space-time predictions in high resolution allow short-term 
health effects to be investigated. Capturing changes in pollutant temporal variability 
and trends in models is important to avoid exposure misclassification and to improve 
estimates of health risks. 
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CHAPTER 7  SUMMARY & CONCLUSION 
7.1 Overview 
Air pollution remains a prominent environmental problem in urban cities. A recent 
report by the World Health Organisation has classified outdoor air pollution as 
carcinogenic, and air pollution is considered to be single biggest environmental 
health risk (IARC, 2013; WHO, 2014). Epidemiological evidence reaffirms long and 
short term exposures to ambient air pollutants with adverse health effects, with 1 in 8 
deaths worldwide linked to air pollution, and 1 in 12 deaths in London, with 
Kensington and Chelsea being the most polluted borough in the UK (WHO, 2014; 
PHE, 2014). In London, pollution episodes occur on a regular basis, formed with a 
mixture of pollutants from background and local origins. Some cities in the UK have 
not been able to meet targets on nitrogen dioxide levels set out by the EU Directive 
(DEFRA; 2011). The development of accurate and efficient modelling tools remains 
crucial for exposure assessments in environment and health studies. This project 
has investigated ways to enhance prediction capabilities of intra-urban air pollution 
models, improving estimates of health risks in epidemiological studies and informing 
future air quality strategies. 
 
7.2 Main findings 
 Performances of LUR models can be increased by including enhanced 
geographical variables describing the built environment (e.g. street canyons). 
 
 New buildings and street configuration variables have found to improve 
modelling of traffic-related pollutants in urban areas. 
 
 A hybrid regression technique allowed buildings to be accounted for in 
dispersion modelling, and provided substantial improvement on performance 
and reduction of error over dispersion-only models.  
 
 Overall, LUR and hybrid  techniques were found best for modelling long term 
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exposures of PM and NOX/ NO2, respectively. 
 
 For shorter term (e.g. daily) exposure modelling, the use of Bayesian statistics 
has found to be a promising method. The probabilistic modelling approach 
allowed uncertainties to be accounted for in space-time predictions, and 
results significantly outperformed those obtained from dispersion models. 
 
7.3 Exposure model evaluation 
7.3.1 Spatial models 
The literature review (Chapter 2) identified state-of-the-art modelling techniques and 
the data required for model development (Chapter 3). In this study, the use of high 
resolution readily-available spatial datasets combined with GIS has allowed detailed 
intra-urban air pollution models to be developed. A comprehensive emissions 
database on traffic flows and composition was used to derive traffic exposure 
variables, describing intensity of major roads, road lengths and proportion of high-
emission vehicles. Distances from receptors to roads were automatically generated 
using GIS techniques. Land use and population data were used as proxies of 
emission, larger distance buffers were used to extract predictor variables to reflect 
pollution from urban background sources, with smaller sized buffers used to 
represent emissions or features in the pollution microenvironments. GIS was found 
to be an effective means for incorporating datasets of different format and scales, 
and provided a platform for predictor variables to be extracted for modelling over 
large urban areas.  
 
One of the limitations of traditional models has been the inability to account for local 
scale variability such as pollutant trapping in street canyons. The built environment, 
including green infrastructures, may have significant influences in monitored 
concentrations. With the availability of city-wide buildings and detailed land use data, 
for the first time, local variables describing building heights, building areas and street 
configuration can be derived and introduced in modelling. The new variables have 
allowed the characterisation of dispersion microenvironments and micro-scale local 
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emissions. In addition, a new type of buffer was developed, in additional to circular 
buffers, to capture exposure along streets.  
 
In order to model long term exposures, land use regression (Chapter 4), dispersion 
and a new hybrid technique (Chapter 5) were used to develop air pollution models. 
In LUR, models which included enhanced geographical variables outperformed 
models developed with only traditional variables, with improvements of up to 28% 
were seen in explanations of spatial variability in NOX concentrations in the 
enhanced model. It was found that variables describing building density, extracted 
with the new road buffers in close proximity of sites, have dramatically increased 
prediction accuracies at roadside locations. The improvements were more evident 
with mostly diesel traffic emitted pollutants NOX and NO2, than particulate matter, 
which is known to have large contributions from background emission sources 
outside the study area. 
 
There were insufficient sites to cross-validate the models using a separate left-out 
group, instead the models were cross-validated using an in-group jack-knife method, 
a more stringent means to test model robustness than conventional leave-one-out 
techniques. Models were also assessed for MSE-R2, which took into account 
absolute errors in predicted concentrations, in additional to conventional parameters 
such as R2, RMSE and FB. The enhanced models have passed these tests, 
indicating stable models which displayed good performance at both roadside and 
non-roadside locations. These more rigorous approaches in evaluating models are 
likely to be adapted in future land use regression studies. 
 
The enhanced geographical variables were also introduced into dispersion modelling 
to form a new hybrid modelling approach. The required pre-processing and 
computation time requirements made the addition of buildings impractical or 
impossible for large scale exposure assessments in dispersion-only studies. 
Therefore, these studies often unrealistically assume a flat world in calculations even 
in urban areas. However, dispersion techniques have advantage over LUR on their 
less reliance of monitoring data. The new hybrid approach aimed to combine 
  
 
184 
 
strengths of both techniques. Hybrid models were developed and compared with 
results from dispersion-only models. It was found that hybrid models outperformed 
dispersion-only models. The best performing models combined dispersion traffic 
outputs from ADMS-Urban, with building and LUR variables; this has led to in one 
case explained NOX concentrations from increased from 51% to 82%. The 
dispersion base models, despite inclusion of urban and rural background 
components, showed weak model performances when compared to monitored 
concentrations. Local emission sources from traffic had large contributions in 
predicted values.  
 
A comparison between LUR and dispersion and hybrid techniques showed that 
overall, hybrid models had the highest capabilities in explaining spatial variability and 
predicting long-term concentrations for NOX and NO2. Combining dispersion outputs 
with LUR predictor variables extracted from detailed enhanced datasets on buildings 
and street configuration with traditional traffic, land use and population indicators 
have allowed high prediction capabilities to be achieved in models. For PM10, LUR 
models have found to be best performed, although enhanced variable did not 
improve results by much due to the large proportion of emission sources from 
background origins. Hybrid approach may be beneficial in areas where there is less 
availability of monitoring data, nevertheless this approach presented a far more 
efficient way of integrating of local geographical data in dispersion modelling. The 
models showed that with commonly available datasets, intra-urban models can be 
developed to provide estimates of long term exposure to air pollution, enabling 
pollution hotspots with high health risks to be identified.  
 
7.3.2 Spatio-temporal models 
The spatial covariates obtained from land use regression and hybrid models were 
then combined with temporal, site classification and meteorological covariates for 
developing spatio-temporal models in a Bayesian framework (Chapter 6). The aim 
for developing space-time models was to provide pollution estimates at fine temporal 
resolutions (i.e. season, month, daily), allowing assessments of health effects to 
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short term exposures. Urban air pollutants are known to exhibit temporal variability, 
thus predictions in both space and time are important in understanding health 
effects, e.g. in trimesters. The main advantage of the Bayesian methods is that it 
allows combination of different data sources to be modelled in a flexible framework 
which accounts for estimate uncertainties. Parameter assumptions have been one of 
the main drawbacks in modelling techniques (e.g. dispersion) (Chapter 5). The 
spatio-temporal models showed better performance than dispersion models in 
estimating daily concentrations of PM, however the complex structure meant it took a 
long time for the Bayesian models to run and to compute predictions. 
 
The models used monitored concentrations as prior distributions for inference using 
MCMC sampling methods to produce posterior distribution of likelihoods and 
probabilities of parameters. Covariates in models were assessed and models were 
assessed for robustness. It was found that the main challenge with spatio-temporal 
modelling is that it was a time-consuming process to sample high temporal resolution 
data over large number of sites, and to run chains for distribution to reach small MC 
errors. One of the upcoming techniques identified to reduce time required to run 
model in BUGS is the INLA package in R. The Bayesian technique has allowed 
uncertainties and errors to be accounted, as supposed to single concentration value, 
in space-time predictions. The understanding of short term exposure is important for 
studies of acute health effects, e.g. during pollution episodes. 
 
7.3.3 Limitations of developed models 
Whilst models developed as part of this study have shown comparatively good 
performance, limitations exist in mainly three areas: (1) transferability; (2) availability 
of spatial datasets and monitoring data; and (3) accounting for uncertainties in 
models. Land use regression models, particularly ones developed with enhanced 
geographical variables, may not be easily transferred to the availability of data in 
other areas and lack of a standardised (e.g. Europe-wide) buildings dataset. Building 
density, height variability and street configuration may differ significantly between 
urban cities, so directly applying the developed models with identical variables may 
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not achieve best results. The availability of traffic and land use data are often relied 
on the collection of such data from local authorities. Land use regression itself is a 
very area-specific technique and model structures differ widely between studies 
(Chapter 4).  
 
The prediction capabilities of models are also dependent on availability of good 
quality spatial datasets and availability of monitoring data, this is especially important 
as air pollution exhibit more variability in urban areas - due to the large numbers of 
mobile emission sources and the built environment which changes dispersion 
processes. High spatial resolution land use data were used in this study for model 
development. Whilst information on buildings and street canyon are available for 
most cities in the UK, in absence of such data it would require field visits and site-
specific surveys or the use of satellite imagery for collection to derive variables. 
Monitored concentrations are required in developing and evaluating models. In areas 
where there are sufficient monitoring data, models can be transferred and locally 
calibrated. However, in areas where monitoring data lacks spatial and temporal 
coverage, specific monitoring campaigns will need to be conducted in lieu or as 
addition to routine data from fixed-site monitoring.  
 
Traditional modelling methods such as dispersion use assumptions in parameters, 
but estimates are not often accounted for uncertainties which could lead to large 
prediction errors and exposure misclassifications. Whilst the use of Bayesian 
approaches presented can be used as an alternative approaches for space-time 
predictions and to address this problem, the technique is still relatively new. The 
complexity nature of models and computational time may still pose obstacles in 
generating high temporal resolution estimates needed for short term health studies.  
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7.4 Implications 
Research into exposures to urban air pollution remains a priority in health risk 
assessment because of substantial small-scale spatio-temporal variations. Air 
pollution modelling presents an effective and efficient way for exposure 
classifications for large populations. This project presented how modelling 
techniques can provide detailed information on spatial and temporal variability of 
urban air pollutants, and improve exposure estimates when undertaking health risk 
assessment or when conducting epidemiological studies to establish associations 
between exposure and adverse health effects.  
 
GIS has proved useful in modelling concentrations for urban variability of pollutants 
with a high density of monitoring network. GIS was used to incorporate road traffic, 
land use and population datasets of different spatial scales, and to obtain covariates 
for modelling. The association between covariates and monitored concentrations 
were assessed in land use regression modelling. In this study, new predictors and 
buffers developed to describe building density and street canyons were found to 
significantly improve prediction capabilities in models – in particular for NOX and 
NO2.  
 
Models were successfully developed using a novel hybrid approach, which allowed 
buildings data to be easily included in dispersion models. The hybrid models enabled 
better modelling of traffic emission sources. All models were cross-validated using a 
grouped jack-knife method to test model robustness and sensitivity, and have shown 
to perform well at both roadside and non-roadside locations in predictions. In order to 
investigate shorter term variations in air pollution, time-varying meteorological and 
temporal covariates were introduced to develop Bayesian space-time models. The 
spatio-temporal models demonstrated greater accuracy in predicting daily averaged 
PM10 concentrations compared to dispersion models. Results have accounted for 
prediction errors and uncertainties. 
 
Results can be overlaid with geo-referenced health data to assign exposure to 
individuals at their place of residence or work (e.g. subject addresses in a cohort 
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study). The high level of prediction accuracy allows small area variations in both 
space and time to be detected, such as pollution hotspots and pollution episodes. 
The models can be applied to unsampled locations and subjects in the study area to 
assess exposure. The models can also potentially be transferred to another region or 
areas to provide detailed description of outdoor concentrations and population 
exposures.  
 
This project has addressed some challenges in assessing intra-urban air pollution, it 
is important to ensure that model estimates are representative to avoid 
misclassifications of exposure. The limitations of individual techniques, such as the 
ability to account for vertical gradient in LUR, were discussed in individual chapters. 
Future work on modelling techniques (detailed in below sections), for instance, there 
is a need to improve the current coarse site classifications which is unable to reflect 
characteristics of pollution. Air pollution varies dramatically between site types, 
mapping pollution into affinity zones could be used as an alternative approach to 
better characterise pollution microenvironments. In terms of urban pollutants, 
exposure assessments to, e.g. coarse fraction of particulate matter, black carbon 
and organic compounds are currently under-developed, mainly due to inadequate 
monitoring data available. 
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7.5 Future work 
The areas for future research identified by this project are summarised below: 
 
1) For land use regression, it is important to assess transferability of models, in 
particular how enhanced building variables perform in cities with different 
urban morphology. 
 
2) Recent studies have showed reduction of air pollution by trees or other green 
infrastructure in urban settings. Enhanced geographical data, e.g. high 
resolution vegetation data, can potentially be used in LUR modelling and 
needs to be further explored. 
 
3) A source appointment study can be carried out on urban particulate matter. 
This allows models to account for emission components more effectively and 
better understanding of health impacts. 
 
4) An alternative hybrid modelling approach is to use concentrations generated 
from a validated dispersion model (rather than monitored data) to build LUR 
models, increasing the availability of locations and data for pollutants such as 
PM2.5. 
 
5) Implementation of Bayesian model using the INLA package in R to reduce 
computational time for predicting daily concentrations and providing other 
short-term estimates.  
 
6) To compare different spatial and temporal structures in the spatio-temporal 
model to determine covariates with stronger effects, and provide more 
explanations in monitored concentrations. 
 
7) Other areas of development in exposure assessments are detailed below: (1) 
Characterisation of pollution affinity zones; (2) Remote sensing techniques; 
and (3) Personal exposure and time-activity pattern. 
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7.5.1 Characterisation of pollution affinity zones 
Current classifications of site types (e.g. urban, rural) may undermine potential 
problems with exposure misclassification. These classifications are far too simple 
and are not representative of pollution environments. Modelled results have shown 
to be inconsistent with the same site types. Source-specific exposures can be better 
categorised to reflect surrounding emissions origins - this is important as health 
effects can vary widely due to differences in composition and chemical properties. 
The development of enhanced site characterisation techniques may form the basis 
of future pollution mapping. Observations in geographical microenvironments, e.g. 
street canyons, can be used to assess and make sure sites are spatially 
representative. Pollution patterns, including the distribution and activity of emission 
sources, chemical processes, and dispersion processes can be taken into account in 
order to identify areas with similarity, as well as characterisation of land cover, 
topography and meteorology. 
 
Traditionally, when routine air pollution monitoring network is used to estimate 
exposures, simple characterisation are given to location of monitoring sites such as 
city, suburban and rural. The uneven geographical spatial distributions of monitoring 
stations and lack of availability have remained the main obstacles for spatial and 
temporal mapping of air pollutants.  This technique selects sites which are 
considered more representative of the local environment and then can be 
subsequently joined into a map of zones which can be mapped to the wider area 
(McGregor, 1996). The method classifies environments into site types using 
statistical techniques such as Principle Component Analysis (PCA). Similar methods 
are widely used in mapping soil pollution. 
 
The concept of mapping and characterisation of affinity zones was first introduced 
with soil pollution and ecological mapping. There is still lack of literature with the 
search for characterisation of air pollution affinity zones, suggesting the area remains 
currently under-developed. McGregor (1996) was one of the first studies which 
introduced the concept of identifying affinity zones in air pollution. The study 
successfully identified four affinity areas in the analysis of spatial-temporal data of 
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SO2 concentrations collected from air quality monitoring stations in Birmingham.  It 
was discovered three of the mapped zones reflected land use in the individual areas 
and were distinct in magnitude, frequency and timing of onset of pollution. The study 
explored spatial-temporal patterns in relation to average pollutant concentrations. 
Affinity zones were defined as areas with similarity in pollution environment such as 
meteorology, topography, emission source, building, dispersion. These areas have 
similar spatial characteristics and monitoring sites which are representative were 
able to be identified. From the time-series data, sites with similar key components, 
such as pollutant concentrations showed spatial and temporal behaviour, were 
identified using PCA. Benefits of defining affinity zones include display of sites which 
can be extrapolated to the area, and identify areas where monitors are inadequate. 
 
Previous soil affinity zone characterisation studies demonstrated it was possible to 
simplify complex geography to measureable environmental variables to develop 
classification using multivariate statistics. In Vienneau (2006) and outputs of the EU 
APMoSPHERE project, affinity zones mapping methods were tried to map long term 
pollutant concentrations. Their approach adopted from soil and ecological mapping 
techniques, with introduction of multivariate statistical models, were used to define 
and map air pollution affinity zones across the EU. Their results achieved some 
success for background NO2 concentrations and it was concluded that models which 
incorporate enhanced covariates may improve prediction capabilities for intra-zone 
variability. The study demonstrated that with good covariate regression maps and 
high spatial representativeness, this method can potentially have the advantage of 
less reliance on monitoring data and form the basis of future pollution mapping.  
 
Flemming et al. (2005) used a hierarchical model to develop a classification scheme 
for O3, NO2, SO2 and PM10 observations sites in Germany, using hourly monitoring 
data for 1995-2001 obtained from approximately 650 locations. Clustering analysis 
allowed the mapping of six O3 and NO2 affinity zones and five for SO2 and PM10. 
Sites were classified as 'urban', 'suburban', 'rural', 'street' and 'urban street'. In 
addition, further classifications of ‘mountain’ were used for O3 and ‘severely polluted 
street' for NO2. There were strong correlations between O3 and NO2 concentrations 
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which classified in the same category. However, comparatively poor correlations 
were found between O3 and other pollutants classified in the same site type.  
 
Similar multivariate techniques were used in a source appointment study by Ho et al. 
(2002) to characterise volatile organic compounds (VOCs), poly-aromatic 
hydrocarbons (PAHs) and carbonyl compounds at roadside monitoring station in 
Hong Kong in which they identified four main contributing sources to the 
concentration of toxic air pollutants at the monitoring station. Lavecchia et al. (1996) 
examined ozone pollution in Italy. A hierarchical model was developed and cluster 
analysis was also to analyse hourly measurements from 18 monitoring sites, which 
represented urban and rural landscapes. The monitoring sites were clustered into 
four to five groups covering three main regions (south, intermediate and north) 
monitoring sites on the basis of concentration and temporal trends. Each of the 
regions showed ozone concentrations at a gradient. 
                        
Vienneau and Briggs (2013) suggested approaches to characterisation of affinity 
zones can be classified as two types one spatial and the other temporal. Most 
studies mentioned above used the latter (i.e. temporal approach). The temporal 
approach uses time-series data of pollutant concentrations to define monitoring sites 
with similar pollution profiles. The spatial approach uses geographic variables to 
distinguish between groups of monitoring sites. It explores the spatial patterns of air 
pollution and relationships with the underlying physiographic and landscape features, 
first identifying and selecting a relevant subset of variables with which to characterise 
the pollution environment. Selected variables are then used to classify areas into 
different types or affinity zones. The variation in monitored pollution concentrations 
within each of these affinity zones is then analysed. 
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7.5.2 Remote sensing techniques 
Remote sensing is used mainly to provide pollution data at unmonitored locations, 
and as spatial dataset (e.g. land use and buildings data) which can be used to 
extract predictors for model development. The technique, which been used in very 
few epidemiological research to investigate health effects, would be useful to 
exposure assessment particularly in developing countries where there may be lack 
of resources for routine monitoring of air pollutants (Nieuwenhuijsen et al., 2003). 
The method relies on high resolution satellite imagery in combination with fixed site 
monitoring stations, by determining the aerosol optical thickness (AOT) by classifying 
consistent spectral images with pollution cover over urban areas. It is then cross-
validated and reclassified into ‘virtual stations’ which exhibit similar traffic and land 
use characteristics (Ung et al., 2001). The availability of high resolution imagery, 
algorithm development, computation demands and limited accuracy has restricted its 
application in the past. Another limitation of remote sensing is that errors in 
estimates are not accounted. 
 
Few studies have looked at estimating ground levels of pollutants using remote 
sensing. Liu et al. (2005) estimated PM2.5 concentrations by developing an empirical 
model based on the regression between daily PM2.5 concentrations and AOT 
measurements for United States for 2001. Their model yielded 48% explanation of 
PM2.5 variability in monitored concentrations. They found biases in estimations were 
removed when higher PM2.5 concentrations (˃40 µg m-3) were discounted. 
Meteorological factors such as relative humidity, seasons, as well as planetary 
boundary layer height were found to influence the association between PM2.5 and 
AOT. It was concluded that remote sensing methods to be a cost-effective 
supplement to fixed-site monitoring data. 
 
Similarly, Gupta et al. (2006) used one year AOT data derived from a NASA satellite 
with ground-level measurements to assess PM2.5 over 26 locations in Sydney, Delhi, 
Hong Kong, New York City and Switzerland. They developed a model to establish 
empirical relationship between AOT and PM2.5 mass. Results displayed good 
correlations between averaged daily mean satellite and ground-based values with an 
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R value of 0.96. It was noted that wind speed, cloud cover, relative humidity and 
mixing height of PM were strong influential factors. Nevertheless, satellite-derived 
AOT is a good surrogate for PM, with the highest correlation found under clear sky 
conditions with relative humidity less than 40–50%. 
 
7.5.3 Personal exposure and time-activity pattern 
In additional to deterministic models, an alternative used in air pollution exposure 
assessments is a people/ microenvironment-oriented probabilistic approach. 
Traditionally, epidemiological studies assessed exposures based on ambient 
pollution data obtained from fixed-site monitoring stations. This way of estimating 
exposure however does not take into account the indoor microenvironment 
conditions and personal activity patters (e.g. commute to work). The latter approach 
is models developed based on actual personal exposures measurements, source-
apportionment concentrations and time- activity based exposure in indoor, outdoor 
and transport microenvironments (Nieuwenhuijsen, 2003).  
 
In order to assess the health effects of exposure to an air pollutant, it is important to 
determine the ‘total exposure’ which can be dominated by pollution in one specific 
microenvironment (e.g. ambient air) or a combination of source-exposure to various 
microenvironments. To efficiently assess total exposure, validated comprehensive 
models which combine outdoor and indoor air are needed. For instance, ambient 
dispersion models can be combined with microenvironment models which take into 
account time-activity patterns. Only a small number of studies have developed 
exposure models which connect outdoor, indoor and transport sources using dilution 
factors and population time-activity patterns, but these have rarely been validated 
(Nieuwenhuijsen et al. 2006). 
 
Whilst considerable effort have been made on characterising intra-urban spatial and 
temporal variability of air pollution, work remains in understanding how time-activity 
patterns of individuals affect exposures. Studies have suggested relatively consistent 
patterns of activity between different populations, with individuals spending an 
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average of about 66% of their time at their residential location (Leech et al., 2002), 
but these studies do not address where individuals are rest of the time. Personal 
exposure may be much higher for someone who commutes long distances to work 
during peak hours, as it known that higher exposures are experienced  in transport 
microenvironments coinciding with temporal peak in ambient pollution due to 
increased traffic (Adams et al., 2002). Therefore taking into account time-activity 
pattern is important for detailed exposure assessments.  
 
Pollution microenvironments are typically classified into categories such as: outdoor, 
indoor, transportation and specific activities (e.g. smoking, cooking with a gas stove) 
(Blangiardo et al. 2011; Monn, 2001). For each category, concentration distribution 
can be modelled and exposure can be estimated if the time spent in each 
microenvironment is known. In addition, correlations between different 
microenvironments can be investigated to bridge the knowledge gap between 
ambient models and personal monitoring, for instance, daily exposure estimates can 
be generated and compared to determine methods which are representative and 
applicable for large urban populations. 
 
Personal exposure monitoring can be combined with biomarkers techniques. In 
recent years, ‘Omics’ technologies can be used in toxicological assessments to 
provide the tools to identify changes in DNA, RNA, proteins, and other cellular 
molecules that vary with exposures to chemicals (Barh et al. 2003; Sørensen et al. 
2003). By quantifying the targeted adducts resulting from exposure to environmental 
toxicants, specific biomarkers of exposure can be provided from analysis of 
biological samples to determine candidate biomarkers whose levels are directly 
affected by exposures (Rappaport et al. 1995). The health effect of biomarkers of 
external exposures can be assessed and relate disease outcomes for long and short 
term exposures. Relative risk estimates and dose-response functions can be derived 
from acute and chronic effects of exposures to estimate the burden of disease due to 
air pollution in populations.  
  
 
196 
 
7.6 Conclusion 
In conclusion, this project has satisfied the aim to improve the accuracy and 
efficiency of current air pollution modelling techniques. Models with high prediction 
capabilities were produced to capture spatial and temporal variability of intra-urban 
air pollutants. The study has compared strengths and weaknesses of current state-
of-the-art air pollution models; developed models to predict pollutant concentrations 
using land use regression, dispersion and new ‘hybrid’ approaches, utilising 
enhanced geographical data on buildings and detailed land use to improve the 
characterisation of pollution and source-specific exposures with the use of 
geographical information systems. The developed models were cross-validated and 
assessed for robustness and transferability. 
 
Overall, LUR and hybrid models were found to have high prediction capabilities, 
providing accurate exposure estimates and explanations of spatial variability of intra-
urban pollutants. Significant improvements in model performance were seen when 
buildings and street configuration data added to models, in particular for traffic-
related pollutants. LUR methods require less computational demands than 
conventional dispersion techniques in integrating enhanced geographical data; 
therefore can be applied over large urban areas. Introducing Bayesian statistical 
techniques has allowed space-time predictions at fine temporal (i.e. daily) 
resolutions. The method accounted for estimate uncertainties, which is important in 
identifying and predicting future pollution episodes.  
 
This project has contributed in the continued development of environmental models 
for use in epidemiological studies, allowing exposure classifications to air pollution 
and disease mapping in an efficient way. The novel approach of modelling using 
buildings and detailed land use data and hybrid modelling can be used in future 
applications to model air pollution exposure in urban areas. 
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Table S1 Performance of enhanced variables when fitted to residuals of the traditional PM10 model 
Enhanced variables 
Inc. Adj. 
R2 
Total 
Adj. R2 
SEE P-value 
95%CI 
(L) 
95%CI 
(U) 
AREAHEIGHT_RB_20_25 0.01 0.77 2.885 0.249 0.000 0.000 
AREAHEIGHT_RB_20_50 -0.02 0.74 2.921 0.541 0.000 0.000 
AREAHEIGHT_RB_30_50 -0.02 0.74 2.927 0.649 0.000 0.000 
AREAHEIGHT_RB_40_50 -0.02 0.73 2.932 0.783 0.000 0.000 
AREAHEIGHT_RB_20_100 -0.02 0.74 2.927 0.663 0.000 0.000 
AREAHEIGHT_RB_30_100 -0.02 0.73 2.932 0.791 0.000 0.000 
AREAHEIGHT_RB_40_100 -0.02 0.73 2.934 0.878 0.000 0.000 
AREAHEIGHT_RB_50_100 -0.02 0.73 2.934 0.940 0.000 0.000 
AREAHEIGHT_25 -0.02 0.74 2.926 0.634 0.000 0.000 
AREAHEIGHT_50 -0.02 0.73 2.932 0.792 0.000 0.000 
AREAHEIGHT_100 -0.02 0.73 2.931 0.769 0.000 0.000 
ASPECTRATIO_RB_20_25 -0.02 0.73 2.934 0.986 -1.139 1.159 
ASPECTRATIO_RB_20_50 -0.02 0.73 2.934 0.957 -1.033 1.090 
ASPECTRATIO_RB_30_50 -0.02 0.73 2.934 0.905 -1.028 1.159 
ASPECTRATIO_RB_40_50 -0.02 0.73 2.933 0.850 -0.981 1.185 
ASPECTRATIO_RB_20_100 -0.02 0.73 2.932 0.782 -0.914 1.205 
ASPECTRATIO_RB_30_100 -0.02 0.73 2.931 0.762 -0.899 1.219 
ASPECTRATIO_RB_40_100 -0.02 0.74 2.929 0.709 -0.865 1.261 
ASPECTRATIO_RB_50_100 -0.02 0.74 2.928 0.675 -0.849 1.297 
ASPECTRATIO_25 -0.02 0.73 2.932 0.806 -0.951 1.215 
ASPECTRATIO_50 -0.02 0.73 2.931 0.747 -0.886 1.226 
ASPECTRATIO_100 -0.02 0.74 2.924 0.596 -0.786 1.350 
MAXASPECTRATIO_RB_20_25 -0.02 0.73 2.931 0.765 -0.775 1.046 
MAXASPECTRATIO_RB_20_50 -0.02 0.73 2.934 0.978 -0.744 0.724 
MAXASPECTRATIO_RB_30_50 -0.02 0.73 2.934 0.978 -0.744 0.724 
MAXASPECTRATIO_RB_40_50 -0.02 0.73 2.934 0.938 -0.668 0.722 
MAXASPECTRATIO_RB_20_100 -0.02 0.73 2.934 0.982 -0.658 0.673 
MAXASPECTRATIO_RB_30_100 -0.02 0.73 2.934 0.882 -0.578 0.670 
MAXASPECTRATIO_RB_40_100 -0.02 0.73 2.933 0.875 -0.562 0.658 
MAXASPECTRATIO_RB_50_100 -0.02 0.73 2.933 0.852 -0.552 0.664 
MAXASPECTRATIO_25 -0.02 0.74 2.927 0.654 -0.664 1.047 
MAXASPECTRATIO_ 50 -0.02 0.73 2.931 0.769 -0.565 0.758 
MAXASPECTRATIO_ 100 -0.02 0.74 2.930 0.732 -0.467 0.659 
AREAHEIGHTDIVWIDTH_RB_20_25 0.02 0.78 2.867 0.175 -0.001 0.005 
AREAHEIGHTDIVWIDTH_RB_20_50 -0.01 0.75 2.914 0.462 0.000 0.001 
AREAHEIGHTDIVWIDTH_RB_30_50 -0.01 0.75 2.912 0.439 0.000 0.001 
AREAHEIGHTDIVWIDTH_RB_40_50 -0.01 0.74 2.918 0.505 0.000 0.001 
AREAHEIGHTDIVWIDTH_RB_20_100 -0.02 0.74 2.926 0.632 0.000 0.000 
AREAHEIGHTDIVWIDTH_RB_30_100 -0.02 0.74 2.928 0.670 0.000 0.000 
AREAHEIGHTDIVWIDTH_RB_40_100 -0.02 0.74 2.929 0.693 0.000 0.000 
AREAHEIGHTDIVWIDTH_RB_50_100 -0.02 0.74 2.929 0.703 0.000 0.000 
AREAHEIGHTDIVWIDTH_ 25 0.01 0.77 2.883 0.236 -0.001 0.003 
AREAHEIGHTDIVWIDTH_ 50 -0.02 0.74 2.921 0.549 0.000 0.000 
AREAHEIGHTDIVWIDTH_ 100 -0.01 0.74 2.917 0.488 0.000 0.000 
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Table S2 Performance of enhanced variables when fitted to residuals of the traditional NOX model 
Enhanced variables 
Inc. Adj. 
R2 
Total 
Adj. R2 
SEE P-value 
95%CI 
(L) 
95%CI 
(U) 
AREAHEIGHT_RB_20_25 0.13 0.67 42.812 0.003 0.001 0.007 
AREAHEIGHT_RB_20_50 0.09 0.63 43.743 0.013 0.000 0.001 
AREAHEIGHT_RB_30_50 0.06 0.60 44.380 0.032 0.000 0.001 
AREAHEIGHT_RB_40_50 0.06 0.60 44.349 0.031 0.000 0.001 
AREAHEIGHT_RB_20_100 0.02 0.56 45.495 0.175 0.000 0.000 
AREAHEIGHT_RB_30_100 0.01 0.55 45.620 0.215 0.000 0.000 
AREAHEIGHT_RB_40_100 0.02 0.56 45.429 0.157 0.000 0.000 
AREAHEIGHT_RB_50_100 0.03 0.57 45.128 0.098 0.000 0.000 
AREAHEIGHT_25 0.00 0.54 45.753 0.271 0.000 0.001 
AREAHEIGHT_50 0.02 0.56 45.309 0.130 0.000 0.000 
AREAHEIGHT_100 0.04 0.58 44.913 0.071 0.000 0.000 
ASPECTRATIO_RB_20_25 0.00 0.54 45.869 0.334 -7.792 22.548 
ASPECTRATIO_RB_20_50 0.01 0.55 45.702 0.248 -5.422 20.600 
ASPECTRATIO_RB_30_50 0.01 0.55 45.674 0.236 -5.272 20.959 
ASPECTRATIO_RB_40_50 0.01 0.55 45.711 0.251 -5.579 20.890 
ASPECTRATIO_RB_20_100 0.00 0.54 45.810 0.300 -6.098 19.444 
ASPECTRATIO_RB_30_100 0.00 0.54 45.824 0.308 -6.179 19.242 
ASPECTRATIO_RB_40_100 0.00 0.54 45.826 0.308 -6.272 19.490 
ASPECTRATIO_RB_50_100 0.00 0.54 45.853 0.324 -6.588 19.567 
ASPECTRATIO_25 -0.01 0.53 45.995 0.428 -7.885 18.324 
ASPECTRATIO_50 -0.01 0.53 45.980 0.415 -7.683 18.341 
ASPECTRATIO_100 0.00 0.54 45.907 0.359 -7.020 19.059 
MAXASPECTRATIO_RB_20_25 0.01 0.55 45.601 0.209 -4.829 21.640 
MAXASPECTRATIO_RB_20_50 0.02 0.56 45.464 0.166 -2.817 15.966 
MAXASPECTRATIO_RB_30_50 0.02 0.56 45.495 0.175 -2.830 15.206 
MAXASPECTRATIO_RB_40_50 0.03 0.57 45.246 0.117 -1.803 15.676 
MAXASPECTRATIO_RB_20_100 0.00 0.54 45.914 0.364 -4.464 11.971 
MAXASPECTRATIO_RB_30_100 0.00 0.54 45.935 0.380 -4.255 10.994 
MAXASPECTRATIO_RB_40_100 0.00 0.54 45.832 0.312 -3.685 11.339 
MAXASPECTRATIO_RB_50_100 0.00 0.54 45.841 0.318 -3.723 11.271 
MAXASPECTRATIO_25 0.00 0.54 45.823 0.307 -5.405 16.866 
MAXASPECTRATIO_ 50 0.01 0.55 45.528 0.185 -2.819 14.301 
MAXASPECTRATIO_ 100 0.00 0.54 45.935 0.380 -3.961 10.234 
AREAHEIGHTDIVWIDTH_RB_20_25 0.14 0.68 42.622 0.003 0.026 0.119 
AREAHEIGHTDIVWIDTH_RB_20_50 0.10 0.64 43.598 0.010 0.004 0.027 
AREAHEIGHTDIVWIDTH_RB_30_50 0.06 0.60 44.507 0.039 0.000 0.015 
AREAHEIGHTDIVWIDTH_RB_40_50 0.05 0.59 44.610 0.045 0.000 0.012 
AREAHEIGHTDIVWIDTH_RB_20_100 0.03 0.57 45.149 0.101 -0.001 0.006 
AREAHEIGHTDIVWIDTH_RB_30_100 0.02 0.56 45.403 0.151 -0.001 0.004 
AREAHEIGHTDIVWIDTH_RB_40_100 0.03 0.57 45.248 0.118 0.000 0.003 
AREAHEIGHTDIVWIDTH_RB_50_100 0.04 0.58 45.028 0.084 0.000 0.003 
AREAHEIGHTDIVWIDTH_ 25 0.01 0.55 45.627 0.218 -0.007 0.029 
AREAHEIGHTDIVWIDTH_ 50 0.04 0.58 44.908 0.070 0.000 0.009 
AREAHEIGHTDIVWIDTH_ 100 0.05 0.59 44.610 0.045 0.000 0.002 
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Table S3 Performance of enhanced variables when fitted to residuals of the traditional NO2 model 
Enhanced variables 
Inc. 
Adj. R2 
Total 
Adj. R2 
SEE P-value 
95%CI 
(L) 
95%CI 
(U) 
AREAHEIGHT_RB_20_25 0.10 0.80 9.876 0.012 0.000 0.002 
AREAHEIGHT_RB_20_50 0.08 0.78 9.991 0.023 0.000 0.000 
AREAHEIGHT_RB_30_50 0.06 0.76 10.083 0.041 0.000 0.000 
AREAHEIGHT_RB_40_50 0.06 0.76 10.104 0.047 0.000 0.000 
AREAHEIGHT_RB_20_100 0.00 0.71 10.388 0.309 0.000 0.000 
AREAHEIGHT_RB_30_100 0.00 0.70 10.397 0.331 0.000 0.000 
AREAHEIGHT_RB_40_100 0.01 0.71 10.365 0.260 0.000 0.000 
AREAHEIGHT_RB_50_100 0.01 0.72 10.323 0.193 0.000 0.000 
AREAHEIGHT_25 -0.01 0.70 10.421 0.401 0.000 0.000 
AREAHEIGHT_50 0.02 0.73 10.264 0.129 0.000 0.000 
AREAHEIGHT_100 0.03 0.73 10.263 0.128 0.000 0.000 
ASPECTRATIO_RB_20_25 -0.01 0.69 10.460 0.578 -2.533 4.496 
ASPECTRATIO_RB_20_50 -0.01 0.70 10.438 0.466 -1.908 4.112 
ASPECTRATIO_RB_30_50 -0.01 0.69 10.453 0.537 -2.100 3.984 
ASPECTRATIO_RB_40_50 -0.01 0.69 10.454 0.542 -2.129 4.008 
ASPECTRATIO_RB_20_100 -0.01 0.69 10.462 0.585 -2.151 3.772 
ASPECTRATIO_RB_30_100 -0.02 0.69 10.477 0.704 -2.386 3.509 
ASPECTRATIO_RB_40_100 -0.02 0.69 10.477 0.711 -2.431 3.541 
ASPECTRATIO_RB_50_100 -0.02 0.69 10.479 0.727 -2.498 3.558 
ASPECTRATIO_25 -0.02 0.69 10.482 0.756 -2.567 3.511 
ASPECTRATIO_50 -0.02 0.69 10.481 0.746 -2.517 3.493 
ASPECTRATIO_100 -0.02 0.69 10.476 0.694 -2.424 3.616 
MAXASPECTRATIO_RB_20_25 -0.01 0.70 10.440 0.472 -1.942 4.135 
MAXASPECTRATIO_RB_20_50 0.00 0.70 10.398 0.333 -1.112 3.224 
MAXASPECTRATIO_RB_30_50 0.00 0.70 10.417 0.387 -1.177 2.988 
MAXASPECTRATIO_RB_40_50 -0.01 0.70 10.420 0.396 -1.191 2.961 
MAXASPECTRATIO_RB_20_100 -0.01 0.69 10.469 0.639 -1.457 2.355 
MAXASPECTRATIO_RB_30_100 -0.02 0.69 10.485 0.807 -1.550 1.982 
MAXASPECTRATIO_RB_40_100 -0.02 0.69 10.485 0.804 -1.546 1.984 
MAXASPECTRATIO_RB_50_100 -0.02 0.69 10.485 0.803 -1.541 1.981 
MAXASPECTRATIO_25 -0.01 0.69 10.462 0.587 -1.863 3.257 
MAXASPECTRATIO_ 50 -0.01 0.69 10.450 0.519 -1.373 2.685 
MAXASPECTRATIO_ 100 -0.02 0.69 10.488 0.849 -1.507 1.825 
AREAHEIGHTDIVWIDTH_RB_20_25 0.05 0.75 10.143 0.060 0.000 0.022 
AREAHEIGHTDIVWIDTH_RB_20_50 0.03 0.74 10.233 0.106 0.000 0.005 
AREAHEIGHTDIVWIDTH_RB_30_50 0.01 0.72 10.321 0.190 -0.001 0.003 
AREAHEIGHTDIVWIDTH_RB_40_50 0.01 0.72 10.332 0.205 0.000 0.002 
AREAHEIGHTDIVWIDTH_RB_20_100 0.00 0.70 10.416 0.384 0.000 0.001 
AREAHEIGHTDIVWIDTH_RB_30_100 -0.01 0.70 10.434 0.447 0.000 0.001 
AREAHEIGHTDIVWIDTH_RB_40_100 0.00 0.70 10.412 0.372 0.000 0.001 
AREAHEIGHTDIVWIDTH_RB_50_100 0.00 0.71 10.385 0.301 0.000 0.000 
AREAHEIGHTDIVWIDTH_ 25 -0.01 0.69 10.466 0.612 -0.003 0.005 
AREAHEIGHTDIVWIDTH_ 50 0.02 0.72 10.315 0.182 0.000 0.002 
AREAHEIGHTDIVWIDTH_ 100 0.02 0.72 10.310 0.176 0.000 0.000 
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Table S4 Regression coefficients and summary statistics of grouped cross-validation (GCV) 
Enhanced models 
  β R2 SEE p-value VIF β R2 SEE p-value VIF β R2 SEE p-value VIF β R2 SEE p-value VIF 
PM10 (N=41) Group 1 (N=31) Group 2 (N=31) Group 3 (N=31) Group 4 (N=30) 
(Constant) 17.44 
  
3E-13 
 
17.52 
  
8E-16 
 
17.55 
  
4E-15 
 
17.68 
  
1E-13 
 
TRAFLOAD_25 1E-06 0.495 4.445 0.011 1.943 1E-06 0.647 3.792 7E-05 1.788 2E-06 0.515 4.175 2E-05 1.785 1E-06 0.517 4.781 1E-03 1.548 
AREAHEIGHTDIVWIDTH_25 0.002 0.513 4.446 0.370 2.111 0.004 0.667 3.749 0.009 1.356 0.006 0.643 3.649 5E-04 1.383 0.003 0.565 4.618 0.028 1.331 
INVDISTSQ 310.3 0.696 3.58 3E-05 1.416 237.8 0.768 3.186 5E-05 1.367 77.30 0.652 3.667 0.288 2.140 255.7 0.722 3.761 2E-04 1.415 
TRAFLOAD_1000_25 8E-09 0.761 3.235 0.006 1.089 8E-09 0.849 2.625 8E-04 1.212 6E-09 0.727 3.306 0.008 1.120 8E-09 0.780 3.404 0.011 1.202 
INDUSTRY_1000 0.003 0.818 2.885 0.012 1.107 0.002 0.874 2.446 0.035 1.080 0.004 0.822 2.728 0.001 1.106 0.003 0.832 3.036 0.010 1.074 
NOX (N=57) Group 1 (N=43) Group 2 (N=43) Group 3 (N=43) Group 4 (N=42) 
(Constant) 35.74 
  
3E-04 
 
27.08 
  
0.002 
 
28.67 
  
0.013 
 
33.21 
  
0.002 
 
TRAFLOAD_25 1E-05 0.362 53.43 3E-05 1.350 1E-05 0.620 43.00 6E-05 1.927 1E-05 0.323 57.66 0.005 1.327 1E-05 0.397 58.20 0.007 1.733 
AREAHEIGHT_RB_20_25 0.015 0.797 30.51 2E-12 1.124 0.011 0.790 32.38 1E-09 1.404 0.014 0.713 37.98 1E-11 1.200 0.014 0.766 36.73 1E-11 1.258 
ROADLENGTH_300_25 0.015 0.844 27.09 0.002 1.315 0.019 0.837 28.87 2E-04 1.595 0.020 0.772 34.30 7E-04 1.201 0.017 0.808 33.65 0.006 1.438 
INDUSTRY_2000 0.005 0.851 26.80 0.184 1.085 0.010 0.876 25.52 0.001 1.109 0.009 0.811 31.66 0.008 1.084 0.009 0.837 31.46 0.014 1.100 
NO2 (N=54) Group 1 (N=41) Group 2 (N=41) Group 3 (N=40) Group 4 (N=40) 
(Constant) 20.77 
  
6E-07 
 
26.17 
  
1E-10 
 
25.90 
  
1E-08 
 
24.42 
  
2E-09 
 
TRAFLOAD_25 3E-06 0.269 17.17 0.005 1.202 3E-06 0.272 19.32 5E-04 1.233 3E-06 0.117 17.29 0.017 1.038 4E-06 0.420 14.84 0.001 1.417 
AREAHEIGHT_RB_20_25 0.003 0.699 11.16 1E-09 1.301 0.004 0.818 9.796 1E-10 1.434 0.004 0.612 11.62 6E-08 1.256 0.003 0.713 10.57 6E-07 1.415 
ROADLENGTH_500_25 0.003 0.819 8.767 2E-04 1.218 0.002 0.861 8.678 0.012 1.457 0.002 0.727 9.875 0.019 1.430 0.002 0.787 9.236 0.011 1.371 
HDURBAN_100 0.189 0.843 8.301 0.029 1.314 0.151 0.871 8.479 0.108 1.620 0.183 0.751 9.558 0.070 1.648 0.228 0.820 8.604 0.014 1.376 
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Traditional models 
 
β R2 SEE p-value VIF β R2 SEE p-value VIF β R2 SEE p-value VIF β R2 SEE p-value VIF 
PM10 (N=41) Group 1 (N=31) Group 2 (N=31) Group 3 (N=31) Group 4 (N=30) 
(Constant) 15.49 
  
9E-09 
 
17.46 
  
3E-09 
 
15.14 
  
2E-09 
 
15.24 
  
4E-08 
 
INTINVDIST 0.001 0.547 4.210 2E-06 1.188 0.001 0.631 3.879 9E-07 1.297 0.001 0.472 4.359 5E-05 1.359 0.001 0.543 4.650 3E-06 1.255 
ROADLENGTH_100 0.009 0.664 3.690 0.003 1.166 0.008 0.767 3.138 4E-04 1.192 0.008 0.638 3.671 7E-04 1.209 0.007 0.670 4.019 0.004 1.159 
INDUSTRY_2000 0.002 0.763 3.158 8E-04 1.145 9E-04 0.786 3.061 0.071 1.330 0.002 0.737 3.188 3E-04 1.306 0.002 0.745 3.600 0.001 1.191 
POP_2000 3E-05 0.789 3.041 0.094 1.269 2E-05 0.795 3.052 0.293 1.391 4E-05 0.786 2.930 0.022 1.435 5E-05 0.789 3.336 0.028 1.294 
NOX (N=57) Group 1 (N=43) Group 2 (N=43) Group 3 (N=43) Group 4 (N=42) 
(Constant) 43.14 
  
0.001 
 
44.39 
  
0.001 
 
45.98 
  
0.003 
 
46.77 
  
0.002 
 
MAJORROADLENGTH_25 1.161 0.516 46.52 9E-07 1.110 1.217 0.554 46.60 1E-07 1.108 1.219 0.437 52.61 5E-06 1.051 1.107 0.465 54.84 4E-05 1.229 
HDURBAN_5000 7E-04 0.605 42.54 0.005 1.110 5E-04 0.594 45.01 0.054 1.108 6E-04 0.510 49.69 0.019 1.051 7E-04 0.542 51.36 0.013 1.229 
NO2 (N=54) Group 1 (N=41) Group 2 (N=41) Group 3 (N=40) Group 4 (N=40) 
(Constant) 12.22 
  
0.018 
 
10.39 
  
0.035 
 
16.63 
  
9E-04 
 
11.31 
  
0.029 
 
INVDISTMAJOR 247.6 0.518 13.94 1E-08 1.054 277.1 0.615 14.06 6E-10 1.088 193.5 0.435 13.84 8E-07 1.086 211.6 0.456 14.37 1E-07 1.031 
ROADLENGTH_1000 0.001 0.707 11.02 0.009 1.754 1E-03 0.767 11.09 0.002 1.466 6E-04 0.613 11.60 0.055 1.568 0.001 0.672 11.31 0.002 1.422 
HHOLD_5000 4E-05 0.725 10.82 0.129 1.825 5E-05 0.794 10.56 0.035 1.466 6E-05 0.677 10.74 0.010 1.662 5E-05 0.709 10.79 0.036 1.428 
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Table S5 Comparing performance of building intensity and aspect ratios variables in the 
enhanced PM10 model 
Variable 
Inc. Adj. 
R2 
Total 
Adj. R2 
SEE SE P-value 
P-value 
> 0.05 
(for all 
model 
variables) 
AREAHEIGHTDIVWIDTH_25 0.04 0.80 2.841 0.001 0.009 
 
ASPECTRATIO_RB_20_25 0.00 0.76 3.074 1.096 0.247 * 
ASPECTRATIO_RB_20_50 0.02 0.77 2.986 0.923 0.067 * 
ASPECTRATIO_RB_30_50 0.02 0.78 2.962 0.956 0.048 
 
ASPECTRATIO_RB_40_50 0.03 0.78 2.928 0.928 0.030  
ASPECTRATIO_RB_20_100 0.01 0.77 3.002 0.932 0.085 * 
ASPECTRATIO_RB_30_100 0.02 0.77 2.982 0.932 0.064 * 
ASPECTRATIO_RB_40_100 0.02 0.78 2.961 0.928 0.048 
 
ASPECTRATIO_RB_50_100 0.02 0.78 2.938 0.925 0.034 
 
ASPECTRATIO_25 0.00 0.76 3.064 1.133 0.209 * 
ASPECTRATIO_50 0.03 0.78 2.928 0.951 0.030 
 
ASPECTRATIO_100 0.03 0.78 2.916 0.944 0.026 
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Table S6 Comparing performance of building intensity and aspect ratios variables in the 
enhanced NOX model 
Variable 
Inc. Adj. 
R2 
Total 
Adj. R2 
SEE SE P-value 
P-value 
> 0.05 
(for all 
model 
variables) 
AREAHEIGHT_RB_20_25 0.39 0.82 29.282 0.001 0.000 
 
ASPECTRATIO_RB_20_25 0.09 0.52 47.933 11.470 0.002 * 
ASPECTRATIO_RB_20_50 0.07 0.50 48.981 10.942 0.005 * 
ASPECTRATIO_RB_30_50 0.06 0.50 49.304 11.497 0.008 * 
ASPECTRATIO_RB_40_50 0.06 0.49 49.459 11.633 0.009 * 
ASPECTRATIO_RB_20_100 0.05 0.48 50.087 11.528 0.019 * 
ASPECTRATIO_RB_30_100 0.04 0.47 50.621 12.225 0.036 * 
ASPECTRATIO_RB_40_100 0.04 0.47 50.606 12.322 0.035 * 
ASPECTRATIO_RB_50_100 0.04 0.47 50.695 12.537 0.039 * 
ASPECTRATIO_25 0.08 0.51 48.478 11.688 0.003 * 
ASPECTRATIO_50 0.05 0.48 50.030 11.933 0.018 * 
ASPECTRATIO_100 0.04 0.47 50.493 12.791 0.031 * 
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Table S7 Comparing performance of building intensity and aspect ratios variables in the 
enhanced NO2 model 
 
Variable 
Inc. Adj. 
R2 
Total Adj. 
R2 
SEE SE P-value 
P-value > 
0.05 
(for all model 
variables) 
AREAHEIGHT_RB_20_25 0.30 0.81 8.788 0.000 0.000 
 
ASPECTRATIO_RB_20_25 0.06 0.57 13.055 3.461 0.006 
 
ASPECTRATIO_RB_20_50 0.04 0.55 13.318 3.284 0.019 * 
ASPECTRATIO_RB_30_50 0.04 0.55 13.419 3.592 0.029 * 
ASPECTRATIO_RB_40_50 0.04 0.54 13.446 3.632 0.033 * 
ASPECTRATIO_RB_20_100 0.03 0.54 13.556 3.338 0.053 * 
ASPECTRATIO_RB_30_100 0.02 0.53 13.691 3.684 0.095 * 
ASPECTRATIO_RB_40_100 0.02 0.53 13.689 3.716 0.094 * 
ASPECTRATIO_RB_50_100 0.02 0.53 13.703 3.793 0.100 * 
ASPECTRATIO_25 0.06 0.56 13.129 3.506 0.009 
 
ASPECTRATIO_50 0.03 0.54 13.556 3.725 0.053 * 
ASPECTRATIO_100 0.02 0.53 13.646 3.894 0.078 * 
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APPENDIX B: DISPERSION AND HYBRID MODELS 
 
Table S8 List of hybrid dispersion/ land use regression model predictor variables 
 
Table S9 Performance of enhanced variables when fitted to residuals of the PM10 
dispersion model  
Table S10 Performance of enhanced variables when fitted to residuals of the NOX 
dispersion model 
Table S11 Performance of enhanced variables when fitted to residuals of the NO2 
dispersion model 
Table S12 Regression coefficients and summary statistics of grouped cross-validation 
(GCV) 
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Table S8 List of hybrid dispersion/ land use regression model predictor variables  
GIS dataset  Predictor variable  Variable name Unit  Buffer size (radius of 
buffer in metres)  
Directio
n of 
effect  
Dispersion (ADMS-Urban) variables 
Dispersion model 
output – ADMS-Urban 
Traffic 
Modelled concentrations from major roads and motorway 
sources  
ADMS_ROAD µg/m3 Annual averages  
 
Long-term 4-year 
average 
+ 
Urban background  
Modelled concentrations from minor roads, domestic and 
industrial sources (1km2 grid) 
ADMS_GRID µg/m3 + 
Traffic + Urban background  
 
ADMS_ROAD_GRID µg/m3 + 
Traffic + Urban background  + Rural background  
 
ADMS_ROAD_GRID_BACK
GROUND 
µg/m3 + 
Background  
Land use –  
LCM 2007  
(25m2 grid, CORINE 
enhanced) 
High density urban residential and commercial land 
 
HDURBAN m2 
100, 200, 300, 400, 500, 
1000, 2000, 5000  
+  
Low density urban residential and commercial land 
 
LDURBAN m2 +  
Industrial land 
 
INDUSTRY m2 +  
Ports, roads/rail networks, airports, mineral 
extraction/dump/construction sites  
PORT m2 +  
Urban green space 
 
URBGREEN m2 -  
Population/ household 
density – Census 
2001 
Number of inhabitants in a buffer 
 
POP N (Number) + 
Number of households in a buffer HHOLD 
 
N (Number) + 
Traffic  - minor roads 
OS Meridian  
Road length of all minor roads in a buffer  
 
ROADLENGTH m 25, 50, 100, 300, 500, 
1000 
+ 
Building and street configuration variables  
Landmap  
 
(only applied at road- 
or kerbside sites 
where a road source 
Aspect-ratio 
Average building height / road width in a circular buffer 
Average building height / road width in a road buffer 
 
ASPECTRATIO 
ASPECTRATIO_RB 
 
m/m  
25, 50, 100m circular 
buffers  
 
20m road buffer (to 
define width of canyon) 
+ 
Maximum aspect-ratio 
Maximum building height / road width in a circular buffer 
 
MAXASPECTRATIO 
 
m/m  
+ 
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is present) Maximum building height / road width in a road buffer MAXASPECTRATIO_RB within 25m circular 
buffer (to define length 
of canyon) 
 
20, 30, 40m  road 
buffers within 50 and 
100m circular buffers  
& 50m road buffer within 
100m circular buffer* 
 
Building volume  
Sum of (building area × height) in a circular buffer 
Sum of (building area × height) in a road buffer 
 
AREAHEIGHT 
AREAHEIGHT_RB 
 
m3 
+ 
Building volume / road width 
Sum of (building area × height) / road width in a circular 
buffer 
Sum of (building area × height) / road width in a road buffer 
 
AREAHEIGHTDIVWIDTH 
AREAHEIGHTDIVWIDTH_R
B 
 
m3/m  
+ 
Detailed land use variables  
 
OS MasterMap 
Total area of urban green space in street canyons (road 
buffer) 
 
MMAPGREEN_RB m2 - 
Total area of urban green space (from OS MasterMap) in a 
circular buffer 
MMAPGREEN m2 25, 50, 100, 200, 300, 
400, 500, 1000, 2000, 
5000 
- 
Other variables 
 Site ID SITEID   
London Air Monitoring 
Network 
 
Site name  SITENAME  
Site code  SITECODE  
Site type  SITETYPE  
Coordinate variables XCOORD, YCOORD  m  
Long-term pollutant concentration (4-year average for 2008-
2011) 
LTCONC µg/m3 
* e.g. ASPECTRATIO_100 is the aspect ratio within a 100m circular buffer, and ASPECTRATIO_RB_20_100 is a 20m road buffer (from road center-line) within a 100m circular buffer.
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Table S9 Performance of enhanced variables when fitted to residuals of ADMS_ROAD for PM10 
Enhanced variables Inc. Adj. R2 Total Adj. R2 SEE p-value 95%CI L 95%CI U 
AREAHEIGHT_RB_20_25 0.00 0.57 4.072 0.316 0.000 0.000 
AREAHEIGHT_RB_20_50 -0.02 0.55 4.114 0.644 0.000 0.000 
AREAHEIGHT_RB_30_50 -0.02 0.55 4.108 0.573 0.000 0.000 
AREAHEIGHT_RB_40_50 -0.02 0.55 4.106 0.544 0.000 0.000 
AREAHEIGHT_RB_20_100 -0.03 0.54 4.125 0.925 0.000 0.000 
AREAHEIGHT_RB_30_100 -0.03 0.54 4.125 0.949 0.000 0.000 
AREAHEIGHT_RB_40_100 -0.03 0.54 4.125 0.928 0.000 0.000 
AREAHEIGHT_RB_50_100 -0.03 0.54 4.125 0.896 0.000 0.000 
AREAHEIGHT_25 -0.01 0.56 4.100 0.494 0.000 0.000 
AREAHEIGHT_50 -0.02 0.55 4.111 0.606 0.000 0.000 
AREAHEIGHT_100 -0.02 0.54 4.122 0.810 0.000 0.000 
ASPECTRATIO_RB_20_25 0.06 0.63 3.942 0.061 -0.102 4.157 
ASPECTRATIO_RB_20_50 0.07 0.64 3.920 0.047 0.024 3.897 
ASPECTRATIO_RB_30_50 0.08 0.65 3.897 0.036 0.146 4.143 
ASPECTRATIO_RB_40_50 0.09 0.66 3.877 0.029 0.244 4.172 
ASPECTRATIO_RB_20_100 0.10 0.66 3.875 0.028 0.263 4.375 
ASPECTRATIO_RB_30_100 0.09 0.66 3.884 0.031 0.222 4.443 
ASPECTRATIO_RB_40_100 0.10 0.67 3.857 0.023 0.360 4.556 
ASPECTRATIO_RB_50_100 0.11 0.68 3.839 0.019 0.450 4.659 
ASPECTRATIO_25 0.07 0.64 3.918 0.046 0.038 4.349 
ASPECTRATIO_50 0.10 0.67 3.868 0.026 0.292 4.291 
ASPECTRATIO_100 0.11 0.68 3.838 0.018 0.463 4.726 
MAXASPECTRATIO_RB_20_25 0.04 0.61 3.997 0.118 -0.352 2.988 
MAXASPECTRATIO_RB_20_50 0.04 0.61 3.988 0.107 -0.247 2.449 
MAXASPECTRATIO_RB_30_50 0.04 0.61 3.988 0.107 -0.247 2.449 
MAXASPECTRATIO_RB_40_50 0.05 0.61 3.978 0.094 -0.193 2.347 
MAXASPECTRATIO_RB_20_100 0.03 0.60 4.005 0.131 -0.310 2.298 
MAXASPECTRATIO_RB_30_100 0.05 0.61 3.980 0.096 -0.193 2.262 
MAXASPECTRATIO_RB_40_100 0.05 0.61 3.979 0.095 -0.186 2.228 
MAXASPECTRATIO_RB_50_100 0.05 0.62 3.972 0.087 -0.160 2.248 
MAXASPECTRATIO_25 0.04 0.61 3.997 0.118 -0.352 2.988 
MAXASPECTRATIO_50 0.06 0.62 3.958 0.074 -0.115 2.354 
MAXASPECTRATIO_100 0.06 0.63 3.947 0.065 -0.068 2.203 
AREAHEIGHTDIVWIDTH_RB_20_25 0.06 0.62 3.959 0.075 0.000 0.009 
AREAHEIGHTDIVWIDTH_RB_20_50 0.02 0.58 4.041 0.208 0.000 0.002 
AREAHEIGHTDIVWIDTH_RB_30_50 0.04 0.61 3.987 0.105 0.000 0.002 
AREAHEIGHTDIVWIDTH_RB_40_50 0.05 0.62 3.970 0.085 0.000 0.001 
AREAHEIGHTDIVWIDTH_RB_20_100 -0.01 0.56 4.095 0.448 0.000 0.001 
AREAHEIGHTDIVWIDTH_RB_30_100 0.00 0.57 4.075 0.330 0.000 0.000 
AREAHEIGHTDIVWIDTH_RB_40_100 0.01 0.58 4.054 0.245 0.000 0.000 
AREAHEIGHTDIVWIDTH_RB_50_100 0.02 0.59 4.033 0.186 0.000 0.000 
AREAHEIGHTDIVWIDTH_25 0.08 0.65 3.905 0.040 0.000 0.007 
AREAHEIGHTDIVWIDTH_50 0.05 0.62 3.972 0.088 0.000 0.001 
AREAHEIGHTDIVWIDTH_100 0.07 0.63 3.936 0.057 0.000 0.000 
  
220 
 
Table S10 Performance of enhanced variables when fitted to residuals of ADMS_ROAD for NOX 
Enhanced variables Inc. Adj. R2 Total Adj. R2 SEE p-value 95%CI L 95%CI U 
AREAHEIGHT_RB_20_25 0.49 1.00 34.402 0.000 0.007 0.012 
AREAHEIGHT_RB_20_50 0.33 0.83 39.646 0.000 0.001 0.003 
AREAHEIGHT_RB_30_50 0.29 0.80 40.545 0.000 0.001 0.002 
AREAHEIGHT_RB_40_50 0.25 0.76 41.719 0.000 0.000 0.001 
AREAHEIGHT_RB_20_100 0.10 0.61 45.672 0.008 0.000 0.001 
AREAHEIGHT_RB_30_100 0.10 0.61 45.877 0.011 0.000 0.000 
AREAHEIGHT_RB_40_100 0.10 0.61 45.827 0.010 0.000 0.000 
AREAHEIGHT_RB_50_100 0.11 0.62 45.474 0.006 0.000 0.000 
AREAHEIGHT_25 0.31 0.81 40.221 0.000 0.002 0.005 
AREAHEIGHT_50 0.21 0.72 42.860 0.000 0.000 0.001 
AREAHEIGHT_100 0.11 0.62 45.485 0.006 0.000 0.000 
ASPECTRATIO_RB_20_25 0.17 0.68 43.952 0.001 14.559 52.609 
ASPECTRATIO_RB_20_50 0.10 0.61 45.673 0.008 6.850 44.012 
ASPECTRATIO_RB_30_50 0.09 0.59 46.158 0.016 4.694 43.160 
ASPECTRATIO_RB_40_50 0.08 0.59 46.286 0.019 4.078 42.959 
ASPECTRATIO_RB_20_100 0.07 0.58 46.465 0.024 3.127 42.072 
ASPECTRATIO_RB_30_100 0.05 0.56 47.088 0.056 -0.497 40.359 
ASPECTRATIO_RB_40_100 0.05 0.56 47.045 0.052 -0.225 41.020 
ASPECTRATIO_RB_50_100 0.05 0.56 47.098 0.056 -0.582 41.271 
ASPECTRATIO_25 0.15 0.66 44.431 0.002 12.491 50.336 
ASPECTRATIO_50 0.07 0.58 46.620 0.029 2.303 41.701 
ASPECTRATIO_100 0.05 0.56 47.006 0.050 0.031 42.276 
MAXASPECTRATIO_RB_20_25 0.22 0.73 42.655 0.000 16.763 49.059 
MAXASPECTRATIO_RB_20_50 0.14 0.65 44.652 0.002 7.939 33.958 
MAXASPECTRATIO_RB_30_50 0.10 0.61 45.756 0.009 4.493 30.329 
MAXASPECTRATIO_RB_40_50 0.11 0.62 45.433 0.006 5.351 30.373 
MAXASPECTRATIO_RB_20_100 0.07 0.58 46.438 0.023 2.086 26.899 
MAXASPECTRATIO_RB_30_100 0.03 0.54 47.501 0.100 -1.986 22.180 
MAXASPECTRATIO_RB_40_100 0.04 0.55 47.355 0.081 -1.349 22.516 
MAXASPECTRATIO_RB_50_100 0.04 0.55 47.362 0.082 -1.376 22.475 
MAXASPECTRATIO_25 0.17 0.68 43.969 0.001 11.822 42.866 
MAXASPECTRATIO_50 0.11 0.62 45.441 0.006 5.328 30.364 
MAXASPECTRATIO_100 0.04 0.55 47.306 0.076 -1.099 21.785 
AREAHEIGHTDIVWIDTH_RB_20_25 0.53 1.04 33.095 0.000 0.125 0.208 
AREAHEIGHTDIVWIDTH_RB_20_50 0.42 0.93 36.829 0.000 0.027 0.051 
AREAHEIGHTDIVWIDTH_RB_30_50 0.35 0.86 38.810 0.000 0.015 0.031 
AREAHEIGHTDIVWIDTH_RB_40_50 0.28 0.79 40.858 0.000 0.010 0.023 
AREAHEIGHTDIVWIDTH_RB_20_100 0.16 0.66 44.349 0.001 0.003 0.012 
AREAHEIGHTDIVWIDTH_RB_30_100 0.13 0.64 44.932 0.003 0.002 0.007 
AREAHEIGHTDIVWIDTH_RB_40_100 0.12 0.63 45.188 0.004 0.001 0.005 
AREAHEIGHTDIVWIDTH_RB_50_100 0.13 0.64 45.104 0.004 0.001 0.005 
AREAHEIGHTDIVWIDTH_25 0.36 0.87 38.718 0.000 0.051 0.107 
AREAHEIGHTDIVWIDTH_50 0.24 0.75 42.054 0.000 0.007 0.019 
AREAHEIGHTDIVWIDTH_100 0.13 0.64 44.981 0.003 0.001 0.003 
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Table S11 Performance of enhanced variables when fitted to residuals of ADMS_ROAD for NO2 
Enhanced variables Inc. Adj. R2 Total Adj. R2 SEE p-value 95%CI L 95%CI U 
AREAHEIGHT_RB_20_25 0.48 1.03 9.518 0.000 0.002 0.003 
AREAHEIGHT_RB_20_50 0.39 0.94 10.289 0.000 0.000 0.001 
AREAHEIGHT_RB_30_50 0.37 0.92 10.494 0.000 0.000 0.000 
AREAHEIGHT_RB_40_50 0.28 0.83 11.171 0.000 0.000 0.000 
AREAHEIGHT_RB_20_100 0.16 0.72 12.064 0.001 0.000 0.000 
AREAHEIGHT_RB_30_100 0.18 0.73 11.977 0.001 0.000 0.000 
AREAHEIGHT_RB_40_100 0.17 0.72 12.047 0.001 0.000 0.000 
AREAHEIGHT_RB_50_100 0.16 0.71 12.070 0.001 0.000 0.000 
AREAHEIGHT_25 0.25 0.81 11.388 0.000 0.001 0.001 
AREAHEIGHT_50 0.22 0.77 11.642 0.000 0.000 0.000 
AREAHEIGHT_100 0.11 0.66 12.428 0.008 0.000 0.000 
ASPECTRATIO_RB_20_25 0.10 0.66 12.488 0.010 1.834 12.878 
ASPECTRATIO_RB_20_50 0.08 0.63 12.663 0.023 0.900 11.374 
ASPECTRATIO_RB_30_50 0.05 0.60 12.888 0.066 -0.346 10.608 
ASPECTRATIO_RB_40_50 0.04 0.59 12.912 0.074 -0.505 10.556 
ASPECTRATIO_RB_20_100 0.06 0.62 12.767 0.037 0.371 11.232 
ASPECTRATIO_RB_30_100 0.02 0.57 13.063 0.157 -1.642 9.892 
ASPECTRATIO_RB_40_100 0.02 0.57 13.053 0.149 -1.577 10.071 
ASPECTRATIO_RB_50_100 0.02 0.57 13.055 0.151 -1.614 10.178 
ASPECTRATIO_25 0.09 0.64 12.592 0.016 1.304 12.251 
ASPECTRATIO_50 0.03 0.58 12.972 0.099 -0.915 10.251 
ASPECTRATIO_100 0.02 0.58 13.033 0.135 -1.447 10.459 
MAXASPECTRATIO_RB_20_25 0.15 0.70 12.181 0.002 2.749 12.080 
MAXASPECTRATIO_RB_20_50 0.12 0.67 12.408 0.007 1.475 8.814 
MAXASPECTRATIO_RB_30_50 0.06 0.61 12.769 0.037 0.242 7.564 
MAXASPECTRATIO_RB_40_50 0.06 0.62 12.766 0.037 0.250 7.553 
MAXASPECTRATIO_RB_20_100 0.06 0.61 12.770 0.037 0.224 7.151 
MAXASPECTRATIO_RB_30_100 0.01 0.56 13.157 0.262 -1.476 5.320 
MAXASPECTRATIO_RB_40_100 0.01 0.56 13.156 0.260 -1.475 5.338 
MAXASPECTRATIO_RB_50_100 0.01 0.56 13.156 0.261 -1.476 5.333 
MAXASPECTRATIO_25 0.11 0.66 12.453 0.009 1.615 10.510 
MAXASPECTRATIO_50 0.06 0.62 12.768 0.037 0.245 7.552 
MAXASPECTRATIO_100 0.01 0.56 13.155 0.259 -1.411 5.132 
AREAHEIGHTDIVWIDTH_RB_20_25 0.46 1.01 9.709 0.000 0.029 0.054 
AREAHEIGHTDIVWIDTH_RB_20_50 0.37 0.92 10.480 0.000 0.006 0.013 
AREAHEIGHTDIVWIDTH_RB_30_50 0.32 0.87 10.854 0.000 0.004 0.008 
AREAHEIGHTDIVWIDTH_RB_40_50 0.25 0.80 11.414 0.000 0.002 0.006 
AREAHEIGHTDIVWIDTH_RB_20_100 0.15 0.70 12.162 0.002 0.001 0.003 
AREAHEIGHTDIVWIDTH_RB_30_100 0.13 0.69 12.274 0.004 0.000 0.002 
AREAHEIGHTDIVWIDTH_RB_40_100 0.12 0.67 12.401 0.007 0.000 0.001 
AREAHEIGHTDIVWIDTH_RB_50_100 0.11 0.66 12.463 0.009 0.000 0.001 
AREAHEIGHTDIVWIDTH_25 0.29 0.84 11.120 0.000 0.011 0.028 
AREAHEIGHTDIVWIDTH_50 0.21 0.76 11.714 0.000 0.002 0.005 
AREAHEIGHTDIVWIDTH_100 0.09 0.64 12.602 0.017 0.000 0.001 
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Table S12 Regression coefficients and summary statistics of grouped cross-validation (GCV) 
  
β R2 SEE 
p-
value 
VIF β R2 SEE 
p-
value 
VIF β R2 SEE 
p-
value 
VIF β R2 SEE 
p-
value 
VIF 
PM10 (N = 41) Group 1 (N = 31) Group 2 (N = 31) Group 3 (N = 30) Group 4 (N =31) 
(Constant) 19.75   
0.000 
 
20.01 
  
0.000 
 
18.58 
  
0.000 
 
19.76 
  
0.000 
 
ADMS_ROAD 1.97 0.549 4.202 0.001 1.537 2.07 0.684 3.592 0.000 1.223 2.03 0.529 4.115 0.000 1.119 1.93 0.548 4.622 0.000 1.133 
ASPECTRATIO_100 3.11 0.597 4.043 0.083 1.537 1.96 0.711 3.496 0.117 1.223 3.97 0.677 3.470 0.001 1.119 3.30 0.620 4.318 0.030 1.133 
(Constant) 18.10   
0.000 
 
18.67 
  
0.000 
 
17.61 
  
0.000 
 
18.72 
  
0.000 
 
ADMS_ROAD_GRID 2.01 0.604 3.933 0.000 1.437 2.01 0.712 3.428 0.000 1.207 1.97 0.581 3.880 0.000 1.142 1.88 0.598 4.364 0.000 1.166 
ASPECTRATIO_50 3.08 0.659 3.721 0.048 1.437 1.73 0.737 3.335 0.115 1.207 3.50 0.715 3.256 0.001 1.142 3.07 0.668 4.036 0.022 1.166 
(Constant) 20.70   
0.000 
 
21.78 
  
0.000 
 
19.15 
  
0.000 
 
22.01 
  
0.000 
 
ADMS_ROAD 1.66 0.549 4.202 0.001 1.655 1.87 0.684 3.592 0.000 1.580 2.03 0.529 4.115 0.000 1.428 1.73 0.548 4.622 0.000 1.524 
ASPECTRATIO_100 3.37 0.597 4.043 0.046 1.769 1.24 0.711 3.496 0.290 1.354 3.30 0.677 3.470 0.004 1.268 1.80 0.620 4.318 0.197 1.403 
INDUSTRY_1000  0.00 0.687 3.631 0.011 1.070 0.00 0.745 3.340 0.043 1.050 0.00 0.754 3.083 0.007 1.047 0.00 0.708 3.854 0.012 1.044 
MMAPGREEN_25 0.00 0.721 3.494 0.091 1.382 0.00 0.784 3.133 0.040 1.632 0.00 0.770 3.040 0.195 1.522 0.00 0.745 3.668 0.062 1.841 
(Constant) 14.95   
0.000 
 
17.23 
  
0.000 
 
13.64 
  
0.000 
 
13.91 
  
0.000 
 
ADMS_ROAD 2.39 0.549 4.202 0.000 1.078 2.28 0.684 3.592 0.000 1.057 2.39 0.529 4.115 0.000 1.046 2.11 0.548 4.622 0.000 1.071 
INDUSTRY_2000 0.00 0.648 3.779 0.002 1.134 0.00 0.704 3.537 0.076 1.323 0.00 0.647 3.628 0.000 1.275 0.00 0.652 4.130 0.000 1.150 
POP_2000 0.00 0.702 3.544 0.039 1.214 0.00 0.721 3.494 0.204 1.359 0.00 0.747 3.126 0.003 1.321 0.00 0.739 3.643 0.006 1.219 
NOX (N = 57) Group 1 (N = 43) Group 2 (N = 43) Group 3 (N = 43) Group 4 (N = 42) 
(Constant) 42.55   
0.000 
 
44.25 
  
0.000 
 
51.72 
  
0.000 
 
51.80 
  
0.000 
 
ADMS_ROAD 0.96 0.483 48.073 0.000 1.054 0.98 0.618 43.130 0.000 1.210 0.86 0.472 50.929 0.000 1.211 0.78 0.505 52.709 0.000 1.308 
AREAHEIGHT_RB_20_25 0.01 0.866 24.808 0.000 1.054 0.01 0.815 30.403 0.000 1.210 0.01 0.761 34.685 0.000 1.211 0.01 0.802 33.726 0.000 1.308 
(Constant) 28.63   
0.000 
 
29.95 
  
0.001 
 
38.49 
  
0.001 
 
40.74 
  
0.000 
 
ADMS_ROAD_GRID  0.90 0.496 47.503 0.000 1.060 0.91 0.610 43.568 0.000 1.214 0.80 0.465 51.249 0.000 1.198 0.72 0.509 52.494 0.000 1.322 
AREAHEIGHT_RB_20_25 0.01 0.867 24.691 0.000 1.060 0.01 0.807 31.014 0.000 1.214 0.01 0.763 34.575 0.000 1.198 0.01 0.800 33.893 0.000 1.322 
(Constant) 39.85   
0.000 
 
35.87 
  
0.000 
 
41.58 
  
0.000 
 
41.98 
  
0.000 
 
ADMS_ROAD  0.95 0.483 48.073 0.000 1.073 0.94 0.618 43.130 0.000 1.230 0.87 0.472 50.929 0.000 1.212 0.82 0.505 52.709 0.000 1.320 
AREAHEIGHT_RB_20_25 0.01 0.866 24.808 0.000 1.153 0.01 0.815 30.403 0.000 1.327 0.01 0.761 34.685 0.000 1.281 0.01 0.802 33.726 0.000 1.341 
INDUSTRY_2000 0.00 0.869 24.859 0.365 1.098 0.01 0.844 28.256 0.010 1.096 0.01 0.789 33.047 0.030 1.073 0.01 0.829 31.782 0.019 1.066 
(Constant) 45.75   
0.006 
 
93.46 
  
0.000 
 
69.35 
  
0.003 
 
84.06 
  
0.001 
 
ADMS_ROAD 0.92 0.483 48.073 0.000 1.192 1.15 0.618 43.130 0.000 1.180 1.12 0.472 50.929 0.000 1.157 1.10 0.505 52.709 0.000 1.158 
MMAPGREEN_100 0.00 0.577 44.047 0.030 1.282 0.00 0.687 39.543 0.005 1.266 0.00 0.539 48.205 0.066 1.234 0.00 0.618 46.920 0.009 1.327 
HHOLD_500 0.02 0.785 31.821 0.000 1.122 0.00 0.690 39.851 0.538 1.136 0.01 0.574 46.905 0.079 1.124 0.01 0.636 46.372 0.170 1.198 
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NO2 (N = 54) 
Group 1 (N = 41) Group 2 (N = 40) Group 3 (N = 40) Group 4 (N = 40) 
(Constant) 29.92   
0.000 
 
30.11 
  
0.000 
 
30.63 
  
0.000 
 
31.03 
  
0.000 
 
ADMS_ROAD 2.06 0.631 12.192 0.000 1.254 1.74 0.547 15.252 0.000 1.229 1.88 0.432 13.870 0.000 1.101 1.98 0.621 11.990 0.000 1.360 
AREAHEIGHT_RB_20_25 0.00 0.858 7.670 0.000 1.254 0.00 0.881 7.926 0.000 1.229 0.00 0.755 9.231 0.000 1.101 0.00 0.798 8.869 0.000 1.360 
(Constant) 25.06   
0.000 
 
25.61 
  
0.000 
 
25.36 
  
0.000 
 
25.89 
  
0.000 
 
ADMS_ROAD_GRID 1.92 0.631 12.203 0.000 1.235 1.66 0.553 15.146 0.000 1.232 1.87 0.464 13.472 0.000 1.116 1.87 0.619 12.030 0.000 1.329 
AREAHEIGHT_RB_20_25 0.00 0.866 7.459 0.000 1.235 0.00 0.883 7.837 0.000 1.232 0.00 0.767 8.994 0.000 1.116 0.00 0.805 8.710 0.000 1.329 
(Constant) 30.06   
0.000 
 
31.51 
  
0.000 
 
33.34 
  
0.000 
 
38.35 
  
0.000 
 
ADMS_ROAD 2.04 0.631 12.192 0.000 1.468 1.67 0.547 15.252 0.000 1.522 1.58 0.432 13.870 0.000 1.283 1.79 0.621 11.990 0.000 1.487 
AREAHEIGHT_RB_20_25  0.00 0.858 7.670 0.000 1.667 0.00 0.881 7.926 0.000 1.595 0.00 0.755 9.231 0.000 1.793 0.00 0.798 8.869 0.000 1.555 
HHOLD_500 0.00 0.870 7.449 0.091 1.294 0.00 0.901 7.319 0.035 1.340 0.00 0.796 8.546 0.023 1.824 0.00 0.815 8.601 0.331 1.171 
MMAPGREEN_100 0.00 0.875 7.399 0.231 1.315 0.00 0.906 7.247 0.198 1.823 0.00 0.810 8.350 0.106 1.451 0.00 0.851 7.832 0.006 1.547 
(Constant) 28.18   
0.000 
 
37.06 
  
0.000 
 
33.37 
  
0.000 
 
41.78 
  
0.000 
 
ADMS_ROAD 2.65 0.631 12.192 0.000 1.245 2.20 0.547 15.252 0.000 1.418 1.71 0.432 13.870 0.000 1.271 2.34 0.621 11.990 0.000 1.253 
HHOLD_500 0.00 0.734 10.495 0.001 1.026 0.00 0.680 12.975 0.008 1.231 0.00 0.689 10.399 0.000 1.243 0.00 0.669 11.344 0.235 1.157 
MMAPGREEN_100 0.00 0.753 10.261 0.109 1.274 0.00 0.718 12.350 0.034 1.685 0.00 0.716 10.069 0.068 1.423 0.00 0.753 9.930 0.001 1.422 
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APPENDIX C: SPATIO-TEMPORAL MODELS 
Table S13 Sensitivity analysis for LUR spatio-temporal PM10 model (Model 1): 
posterior mean and 95% confidence intervals of parameters and model 
DIC for each evaluation group 
Table S14 Sensitivity analysis for hybrid spatio-temporal NOX model (Model 5): 
posterior mean and 95% confidence intervals of parameters and model 
DIC for each evaluation group 
Table S15 Sensitivity analysis for hybrid spatio-temporal NO2 model (Model 6): 
posterior mean and 95% confidence intervals of parameters and model 
DIC for each evaluation group 
 
 WinBUGS scripts – models 
PM10 LUR (Model 1) 
 PM10 Hybrid LUR/ dispersion (Model 2) 
 NOX LUR (Model 3) 
 NOX Hybrid LUR/ dispersion (Model 4) 
 NO2 LUR (Model 5) 
 NO2 Hybrid LUR/ dispersion (Model 6) 
  
R2WinBUGS scripts – data, initial values  
PM10 LUR (Model 1) 
 PM10 Hybrid LUR/ dispersion (Model 2) 
 NOX LUR (Model 3) 
 NOX Hybrid LUR/ dispersion (Model 4) 
 NO2 LUR (Model 5) 
NO2 Hybrid LUR/ dispersion (Model 6) 
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Table S13 Sensitivity analysis for LUR spatio-temporal PM10 model (Model 1): posterior mean 
and 95% confidence intervals of parameters and model DIC for each evaluation group 
  
Parameters Group 1 Group 2 Group 3 Group 4 
(S = 31) (S = 30) (S = 31) (S = 31) 
Mean 
95%CI (lower, 
upper) 
Mean 
95%CI (lower, 
upper) 
Mean 
95%CI (lower, 
upper) 
Mean 
95%CI (lower, 
upper) 
σ2(s) (posterior mean of 
variance of sites) 
0.026 0.026 0.026 0.026 0.026 0.027 0.026 0.026 0.027 0.026 0.026 0.027 
α1(s) (spatial random 
effect) 
15.38 - 36.59 16.71 - 37.79 16 - 37.11 16 - 37.06 
β1 (traffic load 25m) -0.229 -0.891 0.433 -0.016 -1.841 1.887 -0.192 -2.350 1.705 -0.192 -2.350 1.705 
β2 (building area* 
height/ width 25m) 
0.237 -0.405 0.880 -0.102 -2.085 1.979 -0.234 -2.418 1.831 -0.234 -2.418 1.831 
β3 (inverse distance sq.) -1.014 -1.225 -0.802 -0.080 -1.997 1.673 -0.236 -2.340 1.607 -0.236 -2.340 1.607 
β4 (traffic load 1000m) 0.301 -0.089 0.691 0.100 -1.702 1.835 0.270 -1.657 2.467 0.270 -1.657 2.467 
β5 (industrial 1000m) -0.695 -1.957 0.568 -0.017 -1.957 2.020 -0.192 -2.293 1.903 -0.192 -2.293 1.903 
γ1,2 (kerbside) 1.251 1.153 1.350 0.267 -1.663 2.256 0.145 -1.673 2.114 0.145 -1.673 2.114 
γ1,3 (roadside) 0.233 -0.276 0.741 0.194 -1.485 2.066 0.322 -1.581 2.200 0.322 -1.581 2.200 
γ1,4 (suburban) -0.867 -1.335 -0.398 -0.088 -2.247 1.833 -0.040 -2.083 1.849 -0.040 -2.083 1.849 
γ1,5 (urban background) 0.171 -0.602 0.943 -0.136 -1.751 1.552 -0.081 -1.872 1.825 -0.081 -1.872 1.825 
λ1,2 (Saturday) 1.786 1.662 1.911 1.433 0.161 2.672 1.452 0.146 2.768 1.452 0.146 2.768 
λ1,3 (Sunday) 1.039 0.446 1.632 1.350 0.181 2.581 1.390 0.214 2.583 1.390 0.214 2.583 
λ2,2 (Spring) 0.130 -0.121 0.381 0.247 -1.963 2.100 0.388 -1.704 2.372 0.388 -1.704 2.372 
λ2,3 (Summer) 0.112 0.027 0.196 0.151 -1.953 2.221 0.057 -1.807 2.078 0.057 -1.807 2.078 
λ2,2 (Autumn) -0.348 -2.584 1.888 -0.314 -2.457 1.535 -0.166 -2.071 1.666 -0.166 -2.071 1.666 
λ3,2 (February) -0.085 -0.593 0.423 -0.264 -2.245 1.612 -0.367 -2.245 1.515 -0.367 -2.245 1.515 
λ3,3 (March) 0.575 -0.708 1.858 0.548 -1.268 2.402 0.570 -1.196 2.343 0.570 -1.196 2.343 
λ3,4 (April) 0.577 0.386 0.769 -0.290 -2.141 1.631 -0.290 -2.182 1.611 -0.290 -2.182 1.611 
λ3,5 (May) 0.255 -0.090 0.600 0.010 -1.847 1.965 0.095 -1.720 2.012 0.095 -1.720 2.012 
λ3,6 (June) 0.281 -0.601 1.163 0.172 -1.618 2.090 0.198 -1.612 2.010 0.198 -1.612 2.010 
λ3,7 (July) -0.925 -1.537 -0.312 -0.154 -2.144 1.803 -0.195 -2.146 1.648 -0.195 -2.146 1.648 
λ3,8 (August) -0.416 -0.519 -0.313 -0.053 -1.750 1.965 -0.018 -1.886 1.896 -0.018 -1.886 1.896 
λ3,9 (September) 0.409 0.249 0.569 0.021 -2.105 1.967 0.104 -1.868 2.131 0.104 -1.868 2.131 
λ3,10 (October) -0.137 -0.512 0.238 0.022 -1.798 1.898 0.074 -1.921 2.028 0.074 -1.921 2.028 
λ3,11 (November) -0.514 -1.122 0.095 -0.352 -2.457 1.509 -0.309 -2.196 1.617 -0.309 -2.196 1.617 
λ3,12 (December) 0.126 -0.238 0.489 0.164 -1.762 2.102 0.214 -1.706 2.197 0.214 -1.706 2.197 
η1 (temperature) 0.035 -0.014 0.084 -0.385 -0.963 0.126 -0.414 -0.869 0.074 -0.414 -0.869 0.074 
η2 (wind speed) -1.006 -1.129 -0.883 -1.211 -1.649 -0.731 -1.201 -1.703 -0.676 -1.201 -1.703 -0.676 
α2(t) (second order 
random walk) 
-13.83 - 44.8 -16.38 - 46.19 -16.5 - 46.21 -16.39 - 46.18 
DIC 88941.9 88942 88942.3 88942.1 
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Table S14 Sensitivity analysis for hybrid spatio-temporal NOX model (Model 5): posterior mean 
and 95% confidence intervals of parameters and model DIC for each evaluation group 
 
  
Parameters Group 1 Group 2 Group 3 Group 4 
(S = 43) (S = 43) (S = 43) (S = 42) 
Mean 
95%CI  
(lower, upper) 
Mean 
95%CI  
(lower, upper) 
Mean 
95%CI  
(lower, upper) 
Mean 
95%CI  
(lower, upper) 
σ2(s) (posterior mean of 
variance of sites) 
0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 
α1(s) (spatial random 
effect) 
37.7 - 392.1 38.02 - 392.2 37.85 - 392.2 37.98 - 392.2 
β1 (ADMS-Urban output) -0.108 -2.140 1.699 -0.014 -2.011 2.171 0.028 -1.981 2.173 -0.020 -1.997 1.774 
β2 (building area* height 
25m) 
-0.013 -1.728 1.631 -0.003 -1.921 2.007 0.023 -1.897 1.871 0.018 -1.871 1.871 
β3 (industrial 2000m) -0.177 -2.140 1.675 -0.018 -1.901 1.766 -0.016 -1.816 1.809 -0.068 -1.936 1.766 
γ1,2 (kerbside) -0.062 -1.811 1.778 -0.009 -1.977 1.861 0.028 -1.981 2.173 -0.009 -1.828 1.794 
γ1,3 (roadside) 0.137 -1.910 2.193 0.099 -1.759 2.139 0.019 -1.828 1.950 0.105 -1.759 2.119 
γ1,4 (suburban) -0.080 -2.089 1.843 -0.021 -2.089 1.851 0.082 -1.910 2.179 -0.006 -2.044 1.843 
γ1,5 (urban background) -0.096 -1.994 1.730 -0.014 -2.014 2.027 -0.019 -2.076 1.930 -0.017 -2.031 2.078 
λ1,2 (Saturday) 0.423 -1.479 2.420 0.449 -1.419 2.413 -0.017 -2.034 2.058 0.438 -1.377 2.420 
λ1,3 (Sunday) 0.609 -1.391 2.579 0.686 -1.211 2.439 0.492 -1.370 2.413 0.649 -1.270 2.439 
λ2,2 (Spring) -0.028 -1.844 2.081 -0.004 -1.895 2.081 0.682 -1.205 2.491 -0.027 -1.949 2.102 
λ2,3 (Summer) 0.168 -1.899 1.694 0.066 -1.868 1.738 -0.011 -1.909 2.102 0.095 -1.790 1.772 
λ2,2 (Autumn) -0.086 -2.099 1.693 -0.084 -2.068 1.693 0.049 -1.931 1.865 -0.102 -2.099 1.723 
λ3,2 (February) 0.104 -1.728 1.874 -0.010 -1.905 1.703 -0.070 -2.016 1.723 0.001 -1.785 1.648 
λ3,3 (March) 0.143 -1.919 2.566 -0.046 -2.111 1.942 0.005 -1.938 1.875 0.004 -2.018 2.033 
λ3,4 (April) -0.054 -2.239 1.788 -0.022 -2.209 1.783 -0.022 -2.047 1.965 -0.050 -2.195 1.732 
λ3,5 (May) 0.095 -1.631 2.147 0.029 -1.990 2.147 -0.009 -2.209 1.915 0.005 -1.933 2.073 
λ3,6 (June) 0.126 -1.946 1.790 0.036 -1.905 2.003 0.003 -1.964 2.173 0.032 -1.958 1.980 
λ3,7 (July) 0.006 -1.649 1.848 -0.001 -1.823 1.808 0.032 -1.946 2.003 -0.022 -1.784 1.808 
λ3,8 (August) -0.049 -2.000 1.743 -0.002 -1.988 1.803 0.001 -1.847 1.782 0.009 -2.030 1.945 
λ3,9 (September) 0.177 -1.761 2.043 0.069 -1.850 2.088 -0.010 -1.988 1.824 0.069 -1.862 2.043 
λ3,10 (October) 0.019 -2.058 1.902 0.063 -1.774 1.990 0.013 -1.873 2.032 0.048 -2.002 1.902 
λ3,11 (November) -0.191 -1.847 1.560 -0.155 -1.982 2.009 0.047 -1.774 2.002 -0.139 -1.933 1.938 
λ3,12 (December) 0.110 -1.851 1.842 0.119 -1.829 2.002 -0.190 -2.093 1.921 0.080 -1.851 2.029 
η1 (temperature) -3.506 -5.066 -2.060 -3.559 -5.166 -2.029 -3.562 -5.179 -1.990 -3.628 -5.168 -2.047 
η2 (wind speed) -5.988 -7.733 -4.037 -6.005 -7.830 -4.176 -6.035 -7.852 -4.250 -5.990 -7.852 -3.988 
α2(t) (second order 
random walk) 
-89.24 - 192.8 -90.26 - 192 -90.25 - 192 -90.97 - 191.3 
DIC 208623 208623.1 208623 208623.9 
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Table S15 Sensitivity analysis for hybrid spatio-temporal NO2 model (Model 6): posterior mean 
and 95% confidence intervals of parameters and model DIC for each evaluation group 
 
 
 
 
Parameters 
Group 1 Group 2 Group 3 Group 4 
(S = 41) (S = 40) (S = 40) (S = 40) 
Mean 
95%CI  
(lower, upper) 
Mean 
95%CI  
(lower, upper) 
Mean 
95%CI  
(lower, upper) 
Mean 
95%CI  
(lower, upper) 
σ2(s) (posterior mean of 
variance of sites) 
0.007 0.006 0.007 0.007 0.006 0.007 0.007 0.006 0.007 0.007 0.006 0.007 
α1(s) (spatial random 
effect) 
22.85 - 129.9 22.51 - 129.7 22.81 - 129.7 22.44 - 129.4 
β1 (ADMS-Urban output) -0.100 -2.057 1.983 -0.139 -1.946 1.453 -0.083 -2.150 1.804 -0.174 -2.297 1.804 
β2 (building area* height 
25m) 
-0.068 -2.140 1.969 0.038 -2.034 1.865 -0.059 -2.222 1.679 -0.156 -2.250 1.681 
β3 (number of 
households 500m) 
-0.102 -2.007 1.930 -0.395 -2.249 1.065 -0.136 -2.098 1.736 -0.224 -2.126 1.963 
β4 (urban green 100m) -0.107 -2.191 1.938 -0.146 -2.056 1.803 -0.214 -1.906 1.510 -0.293 -2.307 1.733 
γ1,2 (kerbside) -0.030 -1.925 1.968 -0.145 -1.947 1.612 0.038 -1.750 1.937 0.017 -1.786 1.937 
γ1,3 (roadside) 0.130 -1.929 2.161 -0.060 -1.751 2.101 0.147 -2.033 2.035 0.170 -1.885 2.112 
γ1,4 (suburban) -0.035 -1.929 1.942 0.016 -2.098 1.443 -0.152 -2.098 2.000 -0.075 -1.956 2.033 
γ1,5 (urban background) -0.039 -2.051 1.921 0.301 -1.358 3.148 0.034 -1.799 2.080 0.034 -2.006 2.076 
λ1,2 (Saturday) 2.092 0.657 3.466 2.113 0.374 3.834 2.104 0.501 3.550 2.082 0.592 3.469 
λ1,3 (Sunday) 2.728 1.411 4.006 2.667 1.451 3.961 2.740 1.558 4.034 2.734 1.451 4.009 
λ2,2 (Spring) -0.074 -1.894 1.932 -0.071 -1.870 1.537 -0.069 -1.780 1.782 -0.061 -1.886 1.822 
λ2,3 (Summer) 0.264 -1.759 2.207 0.342 -1.498 2.048 0.359 -1.801 2.361 0.340 -1.735 2.207 
λ2,2 (Autumn) -0.316 -2.335 1.724 -0.416 -2.169 1.294 -0.204 -2.107 1.794 -0.255 -2.107 1.794 
λ3,2 (February) -0.306 -2.202 1.617 -0.302 -1.995 1.337 -0.338 -2.161 1.675 -0.274 -2.239 1.675 
λ3,3 (March) 0.141 -1.770 2.070 0.117 -2.197 1.883 0.242 -1.688 2.363 0.185 -1.691 2.064 
λ3,4 (April) -0.261 -2.215 1.613 -0.220 -2.061 1.812 -0.291 -2.073 1.662 -0.229 -2.143 1.613 
λ3,5 (May) -0.143 -1.958 1.876 -0.313 -1.668 1.157 -0.056 -1.774 1.945 -0.105 -1.921 1.951 
λ3,6 (June) 0.226 -1.767 2.091 0.238 -1.934 1.833 0.202 -1.918 1.833 0.223 -1.819 1.946 
λ3,7 (July) -0.060 -1.958 1.921 -0.059 -1.826 1.645 -0.082 -1.958 1.833 -0.043 -2.059 1.867 
λ3,8 (August) 0.121 -1.771 2.052 0.335 -1.637 2.276 0.137 -1.637 2.017 0.085 -1.713 1.935 
λ3,9 (September) -0.054 -1.993 1.845 -0.053 -1.790 1.721 -0.059 -2.018 1.659 -0.067 -2.218 1.803 
λ3,10 (October) 0.145 -1.891 2.061 0.097 -1.856 1.803 0.121 -2.079 1.826 0.124 -1.987 1.823 
λ3,11 (November) -0.407 -2.399 1.462 -0.454 -2.426 1.271 -0.457 -2.442 1.507 -0.430 -2.442 1.467 
λ3,12 (December) 0.271 -1.758 2.318 0.451 -1.024 2.347 0.369 -1.481 2.325 0.318 -1.675 2.325 
η1 (temperature) -1.153 -1.697 -0.639 -1.121 -1.405 -0.777 -1.202 -1.800 -0.721 -1.175 -1.714 -0.677 
η2 (wind speed) -5.176 -5.780 -4.547 -5.219 -5.850 -4.738 -5.166 -5.780 -4.559 -5.167 -5.767 -4.559 
α2(t) (second order 
random walk) 
-23.59 - 31.89 -22.93 - 31.61 -24.06 - 31.15 -23.8 - 31.59 
DIC 146722.3 146720 146722 146721.9 
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WinBUGS script for PM10 spatio-temporal model (LUR model 1) 
model { 
 for (j in 1:J) { 
 PM10[j] ~ dnorm(mu[j], tau) 
 mu[j] <- 
alpha1[site[j]]+beta1*trafload25[site[j]]+beta2*ahw25[site[j]]
+beta3*invdistsq[site[j]]+beta4*trafload1000[site[j]]+beta5*in
dustry1000[site[j]]+gamma1[sitetype[j]]+lambda1[dow[j]]+lambda
2[season[j]]+lambda3[month[j]]+eta1*temp[time[j]]+eta2*ws[time
[j]]+alpha2[time[j]] 
 } 
  
tau ~ dgamma(1,0.05) 
 
for (s in 1:S) { 
mu.alpha1[s]<- 0.0} 
alpha1[1:S] ~ spatial.exp(mu.alpha1[], x[], y[], tau.alpha1, 
phi, 1)   
phi ~ dunif(0.015,6)    
 
tau.alpha1 ~ dgamma(1,0.05) 
 
beta1 ~ dnorm(0.0,1) 
beta2 ~ dnorm(0.0,1) 
beta3 ~ dnorm(0.0,1) 
beta4 ~ dnorm(0.0,1) 
beta5 ~ dnorm(0.0,1) 
eta1 ~ dnorm(0.0,1) 
eta2 ~ dnorm(0.0,1) 
 
gamma1[1]<-0.0 
for(a in 2:5){ 
 gamma1[a] ~ dnorm(0.0,1)} 
 
lambda1[1]<-0.0 
for(b in 2:3){ 
 lambda1[b] ~ dnorm(0.0,1)} 
  
lambda2[1]<-0.0 
for(c in 2:4){ 
 lambda2[c] ~ dnorm(0.0,1)} 
 
lambda3[1] <-0 
for(d in 2:12){ 
 lambda3[d]~dnorm(0.0,1)} 
 
alpha2[1:T]~car.normal(adj[], weights[], num[], tau.alpha2) 
tau.alpha2~dgamma(0.5, 0.05) 
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for(t in 1:1) { 
weights[t] <- 2; adj[t] <- t+1 
weights[t+1] <- -1; adj[t+1] <- t+2; num[t] <- 2 
} 
for(t in 2:2) { 
weights[t+1] <- 2; adj[t+1] <- t-1 
weights[t+2] <- 4; adj[t+2] <- t+1 
weights[t+3] <- -1; adj[t+3] <- t+2; num[t] <- 3 
} 
for(t in 3:(T-2)) { 
weights[6+(t-3)*4] <- -1; adj[6+(t-3)*4] <- t-2 
weights[7+(t-3)*4] <- 4; adj[7+(t-3)*4] <- t-1 
weights[8+(t-3)*4] <- 4; adj[8+(t-3)*4] <- t+1 
weights[9+(t-3)*4] <- -1; adj[9+(t-3)*4] <- t+2; num[t] <- 4 
} 
for(t in (T-1):(T-1)) { 
weights[(T-4)*4 + 6] <- 2; adj[(T-4)*4 + 6] <- t+1 
weights[(T-4)*4 + 7] <- 4; adj[(T-4)*4 + 7] <- t-1 
weights[(T-4)*4 + 8] <- -1; adj[(T-4)*4 + 8] <- t-2; num[t] <- 
3 
} 
for(t in T:T) { 
weights[(T-4)*4 + 9] <- 2; adj[(T-4)*4 + 9] <- t-1 
weights[(T-4)*4 + 10] <- -1; adj[(T-4)*4 + 10] <- t-2; num[t] 
<- 2 
} 
} 
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WinBUGS script for PM10 spatio-temporal model (Hybrid model 2) 
model { 
 for (j in 1:J) { 
 PM10[j] ~ dnorm(mu[j], tau) 
 mu[j] <- 
alpha1[site[j]]+beta1*adms[site[j]]+beta2*ratio100[site[j]]+be
ta3*industry1000[site[j]]+beta4*green25[site[j]]+gamma1[sitety
pe[j]]+lambda1[dow[j]]+lambda2[season[j]]+lambda3[month[j]]+et
a1*temp[time[j]]+eta2*ws[time[j]]+alpha2[time[j]] 
 } 
  
tau ~ dgamma(1,0.05) 
 
for (s in 1:S) { 
mu.alpha1[s]<- 0.0} 
alpha1[1:S] ~ spatial.exp(mu.alpha1[], x[], y[], tau.alpha1, 
phi, 1)   
phi ~ dunif(0.015,6)    
 
tau.alpha1 ~ dgamma(1,0.05) 
 
beta1 ~ dnorm(0.0,1) 
beta2 ~ dnorm(0.0,1) 
beta3 ~ dnorm(0.0,1) 
beta4 ~ dnorm(0.0,1) 
eta1 ~ dnorm(0.0,1) 
eta2 ~ dnorm(0.0,1) 
 
gamma1[1]<-0.0 
for(a in 2:5){ 
 gamma1[a] ~ dnorm(0.0,1)} 
 
lambda1[1]<-0.0 
for(b in 2:3){ 
 lambda1[b] ~ dnorm(0.0,1)} 
  
lambda2[1]<-0.0 
for(c in 2:4){ 
 lambda2[c] ~ dnorm(0.0,1)} 
 
lambda3[1] <-0 
for(d in 2:12){ 
 lambda3[d]~dnorm(0.0,1)} 
 
alpha2[1:T]~car.normal(adj[], weights[], num[], tau.alpha2) 
tau.alpha2~dgamma(0.5, 0.05) 
 
for(t in 1:1) { 
weights[t] <- 2; adj[t] <- t+1 
weights[t+1] <- -1; adj[t+1] <- t+2; num[t] <- 2 
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} 
for(t in 2:2) { 
weights[t+1] <- 2; adj[t+1] <- t-1 
weights[t+2] <- 4; adj[t+2] <- t+1 
weights[t+3] <- -1; adj[t+3] <- t+2; num[t] <- 3 
} 
for(t in 3:(T-2)) { 
weights[6+(t-3)*4] <- -1; adj[6+(t-3)*4] <- t-2 
weights[7+(t-3)*4] <- 4; adj[7+(t-3)*4] <- t-1 
weights[8+(t-3)*4] <- 4; adj[8+(t-3)*4] <- t+1 
weights[9+(t-3)*4] <- -1; adj[9+(t-3)*4] <- t+2; num[t] <- 4 
} 
for(t in (T-1):(T-1)) { 
weights[(T-4)*4 + 6] <- 2; adj[(T-4)*4 + 6] <- t+1 
weights[(T-4)*4 + 7] <- 4; adj[(T-4)*4 + 7] <- t-1 
weights[(T-4)*4 + 8] <- -1; adj[(T-4)*4 + 8] <- t-2; num[t] <- 
3 
} 
for(t in T:T) { 
weights[(T-4)*4 + 9] <- 2; adj[(T-4)*4 + 9] <- t-1 
weights[(T-4)*4 + 10] <- -1; adj[(T-4)*4 + 10] <- t-2; num[t] 
<- 2 
} 
} 
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WinBUGS script for NOX spatio-temporal model (LUR model 3) 
model { 
 for (j in 1:J) { 
 NOX[j] ~ dnorm(mu[j], tau) 
 mu[j] <- 
alpha1[site[j]]+beta1*trafload25[site[j]]+beta2*ahrb25[site[j]
]+beta3*length300[site[j]]+beta4*industry2000[site[j]]+gamma1[
sitetype[j]]+lambda1[dow[j]]+lambda2[season[j]]+lambda3[month[
j]]+eta1*temp[time[j]]+eta2*ws[time[j]]+alpha2[time[j]] 
 } 
  
tau ~ dgamma(1,0.05) 
 
for (s in 1:S) { 
mu.alpha1[s]<- 0.0} 
alpha1[1:S] ~ spatial.exp(mu.alpha1[], x[], y[], tau.alpha1, 
phi, 1)   
phi ~ dunif(0.015,11) 
 
tau.alpha1 ~ dgamma(1,0.05) 
 
beta1 ~ dnorm(0.0,1) 
beta2 ~ dnorm(0.0,1) 
beta3 ~ dnorm(0.0,1) 
beta4 ~ dnorm(0.0,1) 
eta1 ~ dnorm(0.0,1) 
eta2 ~ dnorm(0.0,1) 
 
gamma1[1]<-0.0 
for(a in 2:5){ 
 gamma1[a] ~ dnorm(0.0,1)} 
 
lambda1[1]<-0.0 
for(b in 2:3){ 
 lambda1[b] ~ dnorm(0.0,1)} 
  
lambda2[1]<-0.0 
for(c in 2:4){ 
 lambda2[c] ~ dnorm(0.0,1)} 
 
lambda3[1] <-0 
for(d in 2:12){ 
 lambda3[d]~dnorm(0.0,1)} 
 
alpha2[1:T]~car.normal(adj[], weights[], num[], tau.alpha2) 
tau.alpha2~dgamma(0.5, 0.05) 
 
for(t in 1:1) { 
weights[t] <- 2; adj[t] <- t+1 
weights[t+1] <- -1; adj[t+1] <- t+2; num[t] <- 2 
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} 
for(t in 2:2) { 
weights[t+1] <- 2; adj[t+1] <- t-1 
weights[t+2] <- 4; adj[t+2] <- t+1 
weights[t+3] <- -1; adj[t+3] <- t+2; num[t] <- 3 
} 
for(t in 3:(T-2)) { 
weights[6+(t-3)*4] <- -1; adj[6+(t-3)*4] <- t-2 
weights[7+(t-3)*4] <- 4; adj[7+(t-3)*4] <- t-1 
weights[8+(t-3)*4] <- 4; adj[8+(t-3)*4] <- t+1 
weights[9+(t-3)*4] <- -1; adj[9+(t-3)*4] <- t+2; num[t] <- 4 
} 
for(t in (T-1):(T-1)) { 
weights[(T-4)*4 + 6] <- 2; adj[(T-4)*4 + 6] <- t+1 
weights[(T-4)*4 + 7] <- 4; adj[(T-4)*4 + 7] <- t-1 
weights[(T-4)*4 + 8] <- -1; adj[(T-4)*4 + 8] <- t-2; num[t] <- 
3 
} 
for(t in T:T) { 
weights[(T-4)*4 + 9] <- 2; adj[(T-4)*4 + 9] <- t-1 
weights[(T-4)*4 + 10] <- -1; adj[(T-4)*4 + 10] <- t-2; num[t] 
<- 2 
} 
} 
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WinBUGS script for NOX spatio-temporal model (Hybrid model 4) 
model { 
 for (j in 1:J) { 
 NOX[j] ~ dnorm(mu[j], tau) 
 mu[j] <- 
alpha1[site[j]]+beta1*adms[site[j]]+beta2*ahrb25[site[j]]+beta
3*industry2000[site[j]]+gamma1[sitetype[j]]+lambda1[dow[j]]+la
mbda2[season[j]]+lambda3[month[j]]+eta1*temp[time[j]]+eta2*ws[
time[j]]+alpha2[time[j]] 
 } 
  
tau ~ dgamma(1,0.05) 
 
for (s in 1:S) { 
mu.alpha1[s]<- 0.0} 
alpha1[1:S] ~ spatial.exp(mu.alpha1[], x[], y[], tau.alpha1, 
phi, 1)   
phi ~ dunif(0.015,11) 
 
tau.alpha1 ~ dgamma(1,0.05) 
 
beta1 ~ dnorm(0.0,1) 
beta2 ~ dnorm(0.0,1) 
beta3 ~ dnorm(0.0,1) 
eta1 ~ dnorm(0.0,1) 
eta2 ~ dnorm(0.0,1) 
 
gamma1[1]<-0.0 
for(a in 2:5){ 
 gamma1[a] ~ dnorm(0.0,1)} 
 
lambda1[1]<-0.0 
for(b in 2:3){ 
 lambda1[b] ~ dnorm(0.0,1)} 
  
lambda2[1]<-0.0 
for(c in 2:4){ 
 lambda2[c] ~ dnorm(0.0,1)} 
 
lambda3[1] <-0 
for(d in 2:12){ 
 lambda3[d]~dnorm(0.0,1)} 
 
alpha2[1:T]~car.normal(adj[], weights[], num[], tau.alpha2) 
tau.alpha2~dgamma(0.5, 0.05) 
 
for(t in 1:1) { 
weights[t] <- 2; adj[t] <- t+1 
weights[t+1] <- -1; adj[t+1] <- t+2; num[t] <- 2 
} 
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for(t in 2:2) { 
weights[t+1] <- 2; adj[t+1] <- t-1 
weights[t+2] <- 4; adj[t+2] <- t+1 
weights[t+3] <- -1; adj[t+3] <- t+2; num[t] <- 3 
} 
for(t in 3:(T-2)) { 
weights[6+(t-3)*4] <- -1; adj[6+(t-3)*4] <- t-2 
weights[7+(t-3)*4] <- 4; adj[7+(t-3)*4] <- t-1 
weights[8+(t-3)*4] <- 4; adj[8+(t-3)*4] <- t+1 
weights[9+(t-3)*4] <- -1; adj[9+(t-3)*4] <- t+2; num[t] <- 4 
} 
for(t in (T-1):(T-1)) { 
weights[(T-4)*4 + 6] <- 2; adj[(T-4)*4 + 6] <- t+1 
weights[(T-4)*4 + 7] <- 4; adj[(T-4)*4 + 7] <- t-1 
weights[(T-4)*4 + 8] <- -1; adj[(T-4)*4 + 8] <- t-2; num[t] <- 
3 
} 
for(t in T:T) { 
weights[(T-4)*4 + 9] <- 2; adj[(T-4)*4 + 9] <- t-1 
weights[(T-4)*4 + 10] <- -1; adj[(T-4)*4 + 10] <- t-2; num[t] 
<- 2 
} 
} 
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WinBUGS script for NO2 spatio-temporal model (LUR model 5) 
model { 
 for (j in 1:J) { 
 NO2[j] ~ dnorm(mu[j], tau) 
 mu[j] <- 
alpha1[site[j]]+beta1*trafload25[site[j]]+beta2*ahrb25[site[j]
]+beta3*length500[site[j]]+beta4*urban100[site[j]]+gamma1[site
type[j]]+lambda1[dow[j]]+lambda2[season[j]]+lambda3[month[j]]+
eta1*temp[time[j]]+eta2*ws[time[j]]+alpha2[time[j]] 
 } 
  
tau ~ dgamma(1,0.05) 
 
for (s in 1:S) { 
mu.alpha1[s]<- 0.0} 
alpha1[1:S] ~ spatial.exp(mu.alpha1[], x[], y[], tau.alpha1, 
phi, 1)   
phi ~ dunif(0.015,11) 
 
tau.alpha1 ~ dgamma(1,0.05) 
 
beta1 ~ dnorm(0.0,1) 
beta2 ~ dnorm(0.0,1) 
beta3 ~ dnorm(0.0,1) 
beta4 ~ dnorm(0.0,1) 
eta1 ~ dnorm(0.0,1) 
eta2 ~ dnorm(0.0,1) 
 
gamma1[1]<-0.0 
for(a in 2:5){ 
 gamma1[a] ~ dnorm(0.0,1)} 
 
lambda1[1]<-0.0 
for(b in 2:3){ 
 lambda1[b] ~ dnorm(0.0,1)} 
  
lambda2[1]<-0.0 
for(c in 2:4){ 
 lambda2[c] ~ dnorm(0.0,1)} 
 
lambda3[1] <-0 
for(d in 2:12){ 
 lambda3[d]~dnorm(0.0,1)} 
 
alpha2[1:T]~car.normal(adj[], weights[], num[], tau.alpha2) 
tau.alpha2~dgamma(0.5, 0.05) 
 
for(t in 1:1) { 
weights[t] <- 2; adj[t] <- t+1 
weights[t+1] <- -1; adj[t+1] <- t+2; num[t] <- 2 
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} 
for(t in 2:2) { 
weights[t+1] <- 2; adj[t+1] <- t-1 
weights[t+2] <- 4; adj[t+2] <- t+1 
weights[t+3] <- -1; adj[t+3] <- t+2; num[t] <- 3 
} 
for(t in 3:(T-2)) { 
weights[6+(t-3)*4] <- -1; adj[6+(t-3)*4] <- t-2 
weights[7+(t-3)*4] <- 4; adj[7+(t-3)*4] <- t-1 
weights[8+(t-3)*4] <- 4; adj[8+(t-3)*4] <- t+1 
weights[9+(t-3)*4] <- -1; adj[9+(t-3)*4] <- t+2; num[t] <- 4 
} 
for(t in (T-1):(T-1)) { 
weights[(T-4)*4 + 6] <- 2; adj[(T-4)*4 + 6] <- t+1 
weights[(T-4)*4 + 7] <- 4; adj[(T-4)*4 + 7] <- t-1 
weights[(T-4)*4 + 8] <- -1; adj[(T-4)*4 + 8] <- t-2; num[t] <- 
3 
} 
for(t in T:T) { 
weights[(T-4)*4 + 9] <- 2; adj[(T-4)*4 + 9] <- t-1 
weights[(T-4)*4 + 10] <- -1; adj[(T-4)*4 + 10] <- t-2; num[t] 
<- 2 
} 
} 
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WinBUGS script for NO2 spatio-temporal model (Hybrid model 6) 
model { 
 for (j in 1:J) { 
 NO2[j] ~ dnorm(mu[j], tau) 
 mu[j] <- 
alpha1[site[j]]+beta1*adms[site[j]]+beta2*ahrb25[site[j]]+beta
3*hhold500[site[j]]+beta4*green100[site[j]]+gamma1[sitetype[j]
]+lambda1[dow[j]]+lambda2[season[j]]+lambda3[month[j]]+eta1*te
mp[time[j]]+eta2*ws[time[j]]+alpha2[time[j]] 
 } 
  
tau ~ dgamma(1,0.05) 
 
for (s in 1:S) { 
mu.alpha1[s]<- 0.0} 
alpha1[1:S] ~ spatial.exp(mu.alpha1[], x[], y[], tau.alpha1, 
phi, 1)   
phi ~ dunif(0.015,11)  
 
tau.alpha1 ~ dgamma(1,0.05) 
 
beta1 ~ dnorm(0.0,1) 
beta2 ~ dnorm(0.0,1) 
beta3 ~ dnorm(0.0,1) 
beta4 ~ dnorm(0.0,1) 
eta1 ~ dnorm(0.0,1) 
eta2 ~ dnorm(0.0,1) 
 
gamma1[1]<-0.0 
for(a in 2:5){ 
 gamma1[a] ~ dnorm(0.0,1)} 
 
lambda1[1]<-0.0 
for(b in 2:3){ 
 lambda1[b] ~ dnorm(0.0,1)} 
  
lambda2[1]<-0.0 
for(c in 2:4){ 
 lambda2[c] ~ dnorm(0.0,1)} 
 
lambda3[1] <-0 
for(d in 2:12){ 
 lambda3[d]~dnorm(0.0,1)} 
 
alpha2[1:T]~car.normal(adj[], weights[], num[], tau.alpha2) 
tau.alpha2~dgamma(0.5, 0.05) 
 
for(t in 1:1) { 
weights[t] <- 2; adj[t] <- t+1 
weights[t+1] <- -1; adj[t+1] <- t+2; num[t] <- 2 
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} 
for(t in 2:2) { 
weights[t+1] <- 2; adj[t+1] <- t-1 
weights[t+2] <- 4; adj[t+2] <- t+1 
weights[t+3] <- -1; adj[t+3] <- t+2; num[t] <- 3 
} 
for(t in 3:(T-2)) { 
weights[6+(t-3)*4] <- -1; adj[6+(t-3)*4] <- t-2 
weights[7+(t-3)*4] <- 4; adj[7+(t-3)*4] <- t-1 
weights[8+(t-3)*4] <- 4; adj[8+(t-3)*4] <- t+1 
weights[9+(t-3)*4] <- -1; adj[9+(t-3)*4] <- t+2; num[t] <- 4 
} 
for(t in (T-1):(T-1)) { 
weights[(T-4)*4 + 6] <- 2; adj[(T-4)*4 + 6] <- t+1 
weights[(T-4)*4 + 7] <- 4; adj[(T-4)*4 + 7] <- t-1 
weights[(T-4)*4 + 8] <- -1; adj[(T-4)*4 + 8] <- t-2; num[t] <- 
3 
} 
for(t in T:T) { 
weights[(T-4)*4 + 9] <- 2; adj[(T-4)*4 + 9] <- t-1 
weights[(T-4)*4 + 10] <- -1; adj[(T-4)*4 + 10] <- t-2; num[t] 
<- 2 
} 
} 
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R2WinBUGS script for PM10 spatio-temporal model (LUR model 1) 
 
install.packages("R2WinBUGS")  
library(R2WinBUGS) 
 
setwd("C:\\spacetime") 
 
data<-
read.table(file="C:/spacetime/PM10_data.csv",header=TRUE,sep="
,") 
data2<-
read.table(file="C:/spacetime/PM10_coords.csv",header=TRUE,sep
=",") 
 
data.S<-40 
data.T<-365 
data.J<-14600 
 
BugsData<-list( 
time=data$time,site=data$site,sitetype=data$sitetype,PM10=data
$PM10, 
trafload25=data$trafload25,ahw25=data$ahw25,invdistsq=data$inv
distsq,trafload1000=data$trafload1000,industry1000=data$indust
ry1000 
,temp=data$temp,ws=data$ws 
,dow=data$dow,month=data$month,season=data$season,x=data2$x,y=
data2$y,S=data.S,T=data.T,J=data.J ) 
 
inits<-function(){ 
list(tau=runif(1, 0.1, 1),beta1=runif(1, -1, 1),beta2=runif(1, 
-1, 1),beta3=runif(1, -1, 1) 
,beta4=runif(1, -1, 1),beta5=runif(1, -1, 
1),gamma1=c(NA,runif(4, -1, 1)),lambda1=c(NA,runif(2, -1, 
1)),lambda2=c(NA,runif(3, -2, 2)) 
,lambda3=c(NA,runif(11, -2, 2)),alpha1=runif(40, -0.05, 
0.05),alpha2=runif(365, -0.05, 0.05) 
,eta1=runif(1, -1, 1),eta2=runif(1, -1, 1) 
,phi=runif(1, 0.015, 6),tau.alpha1=runif(1, 0.1, 
1),tau.alpha2=runif(1, 0.1, 1)) 
} 
 
bugs.parameters <- c("tau","beta1","beta2" 
,"beta3","beta4","beta5","gamma1","lambda1","lambda2","lambda3
" 
,"eta1","eta2" 
,"phi","alpha1","alpha2") 
 
bugs.sim<-
bugs(BugsData,inits,model.file="C:/spacetime/pm10_model_1.txt" 
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,bugs.parameters,n.chains=2,n.iter=100000,DIC=T, 
n.burnin=90000,debug=T,n.thin=10) 
 
print (bugs.sim, digits.summary = 6) 
plot (bugs.sim) 
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R2WinBUGS script for PM10 spatio-temporal model (Hybrid model 2) 
 
install.packages("R2WinBUGS")  
library(R2WinBUGS) 
 
setwd("C:\\spacetime") 
 
data<-
read.table(file="C:/spacetime/PM10_data.csv",header=TRUE,sep="
,") 
data2<-
read.table(file="C:/spacetime/PM10_coords.csv",header=TRUE,sep
=",") 
 
data.S<-40 
data.T<-365 
data.J<-14600 
 
BugsData<-list( 
time=data$time,site=data$site,sitetype=data$sitetype,PM10=data
$PM10, 
adms=data$adms,ratio100=data$ratio100,industry1000=data$indust
ry1000,green25=data$green25 
,temp=data$temp,ws=data$ws 
,dow=data$dow,month=data$month,season=data$season,x=data2$x,y=
data2$y,S=data.S,T=data.T,J=data.J ) 
 
inits<-function(){ 
list(tau=runif(1, 0.1, 1),beta1=runif(1, -1, 1),beta2=runif(1, 
-1, 1),beta3=runif(1, -1, 1) 
,beta4=runif(1, -1, 1),gamma1=c(NA,runif(4, -1, 
1)),lambda1=c(NA,runif(2, -1, 1)),lambda2=c(NA,runif(3, -2, 
2)) 
,lambda3=c(NA,runif(11, -2, 2)),alpha1=runif(40, -0.05, 
0.05),alpha2=runif(365, -0.05, 0.05) 
,eta1=runif(1, -1, 1),eta2=runif(1, -1, 1) 
,phi=runif(1, 0.015, 6),tau.alpha1=runif(1, 0.1, 
1),tau.alpha2=runif(1, 0.1, 1)) 
} 
 
bugs.parameters <- c("tau","beta1","beta2" 
,"beta3","beta4","gamma1","lambda1","lambda2","lambda3" 
,"eta1","eta2" 
,"phi","alpha1","alpha2") 
 
bugs.sim<-
bugs(BugsData,inits,model.file="C:/spacetime/pm10_model_h1.txt
" 
,bugs.parameters,n.chains=2,n.iter=100000,DIC=T, 
n.burnin=90000,debug=T,n.thin=10) 
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print (bugs.sim, digits.summary = 6) 
plot (bugs.sim) 
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R2WinBUGS script for NOX spatio-temporal model (LUR model 3) 
 
install.packages("R2WinBUGS")  
library(R2WinBUGS) 
 
setwd("C:\\spacetime") 
 
data<-
read.table(file="C:/spacetime/NOX_data.csv",header=TRUE,sep=",
") 
data2<-
read.table(file="C:/spacetime/NOX_coords.csv",header=TRUE,sep=
",") 
 
data.S<-57 
data.T<-365 
data.J<-20805 
 
BugsData<-list( 
time=data$time,site=data$site,sitetype=data$sitetype,NOX=data$
NOX, 
trafload25=data$trafload25,ahrb25=data$ahrb25,length300=data$l
ength300,industry2000=data$industry2000 
,temp=data$temp,ws=data$ws 
,dow=data$dow,month=data$month,season=data$season,x=data2$x,y=
data2$y,S=data.S,T=data.T,J=data.J ) 
 
inits<-function(){ 
list(tau=runif(1, 0.1, 1),beta1=runif(1, -1, 1),beta2=runif(1, 
-1, 1),beta3=runif(1, -1, 1) 
,beta4=runif(1, -1, 1),gamma1=c(NA,runif(4, -1, 
1)),lambda1=c(NA,runif(2, -1, 1)),lambda2=c(NA,runif(3, -2, 
2)) 
,lambda3=c(NA,runif(11, -2, 2)),alpha1=runif(57, -0.05, 
0.05),alpha2=runif(365, -0.05, 0.05) 
,eta1=runif(1, -1, 1),eta2=runif(1, -1, 1) 
,phi=runif(1, 0.015, 11),tau.alpha1=runif(1, 0.1, 
1),tau.alpha2=runif(1, 0.1, 1)) 
} 
 
bugs.parameters <- c("tau","beta1","beta2" 
,"beta3","beta4","gamma1","lambda1","lambda2","lambda3" 
,"eta1","eta2" 
,"phi","alpha1","alpha2") 
 
bugs.sim<-
bugs(BugsData,inits,model.file="C:/spacetime/nox_model_1.txt" 
,bugs.parameters,n.chains=2,n.iter=100000,DIC=T, 
n.burnin=90000,debug=T,n.thin=10) 
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print (bugs.sim, digits.summary = 6) 
plot (bugs.sim) 
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R2WinBUGS script for NOX spatio-temporal model (Hybrid model 4) 
 
install.packages("R2WinBUGS")  
library(R2WinBUGS) 
 
setwd("C:\\spacetime") 
 
data<-
read.table(file="C:/spacetime/NOX_data.csv",header=TRUE,sep=",
") 
data2<-
read.table(file="C:/spacetime/NOX_coords.csv",header=TRUE,sep=
",") 
 
data.S<-57 
data.T<-365 
data.J<-20805 
 
BugsData<-list( 
time=data$time,site=data$site,sitetype=data$sitetype,NOX=data$
NOX, 
adms=data$adms,ahrb25=data$ahrb25,industry2000=data$industry20
00 
,temp=data$temp,ws=data$ws 
,dow=data$dow,month=data$month,season=data$season,x=data2$x,y=
data2$y,S=data.S,T=data.T,J=data.J ) 
 
inits<-function(){ 
list(tau=runif(1, 0.1, 1),beta1=runif(1, -1, 1),beta2=runif(1, 
-1, 1),beta3=runif(1, -1, 1) 
,gamma1=c(NA,runif(4, -1, 1)),lambda1=c(NA,runif(2, -1, 
1)),lambda2=c(NA,runif(3, -2, 2)) 
,lambda3=c(NA,runif(11, -2, 2)),alpha1=runif(57, -0.05, 
0.05),alpha2=runif(365, -0.05, 0.05) 
,eta1=runif(1, -1, 1),eta2=runif(1, -1, 1) 
,phi=runif(1, 0.015, 11),tau.alpha1=runif(1, 0.1, 
1),tau.alpha2=runif(1, 0.1, 1)) 
} 
 
bugs.parameters <- c("tau","beta1","beta2" 
,"beta3","gamma1","lambda1","lambda2","lambda3" 
,"eta1","eta2" 
,"phi","alpha1","alpha2") 
 
bugs.sim<-
bugs(BugsData,inits,model.file="C:/spacetime/nox_model_h1.txt" 
,bugs.parameters,n.chains=2,n.iter=100000,DIC=T, 
n.burnin=90000,debug=T,n.thin=10) 
 
print (bugs.sim, digits.summary = 6) 
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plot (bugs.sim) 
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R2WinBUGS script for NO2 spatio-temporal model (LUR model 5) 
 
install.packages("R2WinBUGS")  
library(R2WinBUGS) 
 
setwd("C:\\spacetime") 
 
data<-
read.table(file="C:/spacetime/NO2_data.csv",header=TRUE,sep=",
") 
data2<-
read.table(file="C:/spacetime/NO2_coords.csv",header=TRUE,sep=
",") 
 
data.S<-54 
data.T<-365 
data.J<-19710 
 
BugsData<-list( 
time=data$time,site=data$site,sitetype=data$sitetype,NO2=data$
NO2, 
trafload25=data$trafload25,ahrb25=data$ahrb25,length500=data$l
ength500,urban100=data$urban100 
,temp=data$temp,ws=data$ws 
,dow=data$dow,month=data$month,season=data$season,x=data2$x,y=
data2$y,S=data.S,T=data.T,J=data.J ) 
 
inits<-function(){ 
list(tau=runif(1, 0.1, 1),beta1=runif(1, -1, 1),beta2=runif(1, 
-1, 1),beta3=runif(1, -1, 1) 
,beta4=runif(1, -1, 1),gamma1=c(NA,runif(4, -1, 
1)),lambda1=c(NA,runif(2, -1, 1)),lambda2=c(NA,runif(3, -2, 
2)) 
,lambda3=c(NA,runif(11, -2, 2)),alpha1=runif(54, -0.05, 
0.05),alpha2=runif(365, -0.05, 0.05) 
,eta1=runif(1, -1, 1),eta2=runif(1, -1, 1) 
,phi=runif(1, 0.015, 11),tau.alpha1=runif(1, 0.1, 
1),tau.alpha2=runif(1, 0.1, 1)) 
} 
 
bugs.parameters <- c("tau","beta1","beta2" 
,"beta3","beta4","gamma1","lambda1","lambda2","lambda3" 
,"eta1","eta2" 
,"phi","alpha1","alpha2") 
 
bugs.sim<-
bugs(BugsData,inits,model.file="C:/spacetime/no2_model_1.txt" 
,bugs.parameters,n.chains=2,n.iter=100000,DIC=T, 
n.burnin=90000,debug=T,n.thin=10) 
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print (bugs.sim, digits.summary = 6) 
plot (bugs.sim) 
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R2WinBUGS script for NO2 spatio-temporal model (Hybrid model 6) 
 
install.packages("R2WinBUGS")  
library(R2WinBUGS) 
 
setwd("C:\\spacetime") 
 
data<-
read.table(file="C:/spacetime/NO2_data.csv",header=TRUE,sep=",
") 
data2<-
read.table(file="C:/spacetime/NO2_coords.csv",header=TRUE,sep=
",") 
 
data.S<-54 
data.T<-365 
data.J<-19710 
 
BugsData<-list( 
time=data$time,site=data$site,sitetype=data$sitetype,NO2=data$
NO2, 
adms=data$adms,ahrb25=data$ahrb25,hhold500=data$length500,gree
n100=data$green100 
,temp=data$temp,ws=data$ws 
,dow=data$dow,month=data$month,season=data$season,x=data2$x,y=
data2$y,S=data.S,T=data.T,J=data.J ) 
 
inits<-function(){ 
list(tau=runif(1, 0.1, 1),beta1=runif(1, -1, 1),beta2=runif(1, 
-1, 1),beta3=runif(1, -1, 1) 
,beta4=runif(1, -1, 1),gamma1=c(NA,runif(4, -1, 
1)),lambda1=c(NA,runif(2, -1, 1)),lambda2=c(NA,runif(3, -2, 
2)) 
,lambda3=c(NA,runif(11, -2, 2)),alpha1=runif(54, -0.05, 
0.05),alpha2=runif(365, -0.05, 0.05) 
,eta1=runif(1, -1, 1),eta2=runif(1, -1, 1) 
,phi=runif(1, 0.015, 11),tau.alpha1=runif(1, 0.1, 
1),tau.alpha2=runif(1, 0.1, 1)) 
} 
 
bugs.parameters <- c("tau","beta1","beta2" 
,"beta3","beta4","gamma1","lambda1","lambda2","lambda3" 
,"eta1","eta2" 
,"phi","alpha1","alpha2") 
 
bugs.sim<-
bugs(BugsData,inits,model.file="C:/spacetime/no2_model_h1.txt" 
,bugs.parameters,n.chains=2,n.iter=100000,DIC=T, 
n.burnin=90000,debug=T,n.thin=10) 
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print (bugs.sim, digits.summary = 6) 
plot (bugs.sim) 
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