Abstract. We analyze the time series of four major cryptocurrencies (Bitcoin, Ethereum, Litecoin, and Ripple) before the digital market crash at the end of 2017 -beginning 2018. We introduce a methodology that combines topological data analysis with a machine learning technique -k-means clustering -in order to automatically recognize the emerging chaotic regime in a complex system approaching a critical transition. We first test our methodology on the complex system dynamics of a Lorenz-type attractor, and then we apply it to the four major cryptocurrencies. We find early warning signals for critical transitions in the cryptocurrency markets, even though the relevant time series exhibit a highly erratic behavior.
Introduction
Critical transitions -abrupt shifts in the state of a system that are triggered by small perturbations -have been observed in many complex systems, including climate, ecosystems, and financial markets; see, e.g., [41, 42] , and the references therein. In the case of deterministic systems, critical transitions often appear in the form of catastrophic bifurcations (see, e.g., [27, 16, 31] )), while in noisy systems, they are associated with drastic changes in the distribution of a system's states (see, e.g., [24] ). Generally, it is quite challenging to identify an approaching critical transition from real-life data, because the state of the system may show little change, and only for a short time-interval, relative to the period of observation, before reaching a critical threshold.
Detection of early signals of an approaching critical transition is particularly difficult in financial time series, where the data is intrinsically very noisy and often exhibits non-stationarity (see, e.g. [32, 36] ). Moreover, since in the financial markets critical transitions can occur with only little warning, it is important to extract information from short-time windows with less than 100 data-points. A fundamental question is how to extract useful information from such empirical data, which will lead to the construction of an 'early warning system' for financial markets.
The geometric method of topological data analysis (TDA), which lies at the core of this paper, is free from any statistical assumptions, and is able to detect critical transitions in complex systems (see, e.g., [2, 3, 22] ). The input of the method is a point cloud -a snapshot image of the data -to which a geometric 'shape' is associated, and topological information on that shape is extracted. The output of the method is a persistence diagram, or a persistence landscape, which represents a summary of all topological features displayed by the data, ranked by the 'resolution level'. The method is robust, that is, small noisy perturbations added to the data result in small changes in the persistence landscape. For deterministic systems undergoing bifurcations, the TDA is able to recognize a change in the topology of underlying attractors. This change is reflected by the evolving shape of the point-cloud data. The features of that shape are computable via persistent homology, and the changes in the shape can be measured via the norms of the persistence landscapes.
Using TDA to recognize different regimes of behavior of an underlining complex system has received a lot of attention in the last few years. Hence, there is a well-grounded theoretical foundation, as well as numerous experimental results; see, e.g., [2, 3, 38, 39, 28, 29, 43, 34, 30] . However, the application of TDA to financial markets is in the early stages of development; see, e.g., [21, 22, 47] .
In this paper, we apply the TDA-based method to investigate the behavior of the most capitalized cryptocurrencies -Bitcoin, Ethereum, Litecoin, and Ripple -prior to the crash that occurred at the end of 2017 -early 2018. The cryptocurrencies market capitalization exploded from around $19 billion in February 2017 to around $800 billion in December 2017, with more than 1000 cryptocurrencies currently on the market. Despite the recent downturn, which wiped out over $550 billion of value, it is expected that the total market valuation for cryptocurrencies will hit $1 trillion during 2018 (see, e.g., [44] ).
The trading activity of cryptocurrencies appears to be heavily influenced by popularity driven by news and social media, speculative bubbles, fraud, regulations, and policy interventions (see, e.g., [33] ). This is reflected by wild statistical properties of the corresponding time series: lack of stationarity, strong-term memory, leverage effect, and volatility clustering have been observed; see the related works mentioned below. Such features makes cryptocurrencies an ideal test-case for application of TDA, which is free from statistical assumptions.
The pipeline of our approach is comprised of the following steps:
‚ we use the time-delay coordinate embedding to obtain a multi-dimensional representation of the time-series; ‚ we apply a sliding window to scan the obtained multi-dimensional time series; ‚ for each sliding window we associate a point cloud and apply a simplicial complex filtration;
‚ we extract topological information from this filtration in the form of a real-valued function -a persistence landscape; ‚ for each window we compute the norm of the persistence landscape; ‚ we compare the derived time series of the norms of persistence landscapes with the time series of the observed log-returns to identify patterns indicative of critical transitions.
Our TDA-based approach shows that, prior to a critical transition, the norms of the persistence landscapes undergo significant changes, and such changes can be detected even with short sliding windows. When the value of an asset undergoes a critical transition, that is, an abrupt change from one regime to a significantly different one, there is a significant change in the shape of the data, which can be recognized by the TDA-based method.
To capture the relation between the time series of prices/returns of each asset and the L 1 -norms of persistence landscapes prior to the crash, we use an unsupervised machine learning technique utilizing non-parametric, geometry based k-means clustering. This method was selected because, similar to TDA, it also requires no statistical assumptions of the data and is based partially on geometry. The k-means clustering applied to the data consisting of the normalized log-prices of each asset, the log-returns, and the L 1 -norms of the persistence landscapes, yields an automatic identification of topologically distinct regimes emerging before the crash of each asset.
We now mention some related works. A methodology to detect bubbles in the price dynamics of cryptocurrencies (specifically, Bitcoin), using multi-scale analysis, as well as k-means clustering, is presented in [19] . In [9] the predictability of cryptocurrencies time series is investigated through several alternative univariate and multivariate models in point and density forecasting. A general equilibrium monetary model of a cryptocurrency market, which endogenizes the value of a cryptocurrency, and the underlying trading and mining activities, is developed in [13] . A dynamic model of price formation is proposed in [10] . Statistical properties of the Bitcoin time series are studied in [6] . Statistical properties of the cryptocurrencies are explored in [11] , where a wide range of parametric distributions are fitted to data. In [14] , twelve GARCH models are fitted to each of the seven most popular cryptocurrencies.
The structure of the paper is as follows. In Section 2, we provide background on the methodology. In Section 3, we test this methodology on a chaotic time series generated by a dynamical system (with small additive noise) undergoing bifurcations. Our experiments show that that TDA is able to detect critical transitions in the time series, as the L 1 -norms follow an increasing trend when the system transitions from a less turbulent to a more turbulent regime. Additional examples of this behavior can be found in [22, 2, 3] . Since these time series are simulated, it is easy to match the changes in the norms with the changes in the parameters driving the system. Topological recognition of critical transitions becomes much more difficult in real-life financial time series with no precise demarcation lines between different regimes. For this reason, we apply a k-means clustering technique to recognize critical transitions. In Section 4, we apply our methodology to the time series of the log-returns of Bitcoin, Ethereum, Litecoin, and Ripple between January 2016 and January 2018, and focus on recognition of different topological patterns associated to the critical transition prior to the crash. The k-means clustering method is then applied to a data set consisting of 3 variables: the normalized value of the price of each asset, the log-return of asset, and L 1 -norm of the persistence landscape. The outcome of this automatic classifier is the identification of clusters of topologically distinct regimes, which correspond to relevant time periods prior to the crash. In Section 5, we conclude that the proposed method is able to recognize critical transitions in time-series of the cryptocurrencies under consideration, and can be used to identify specific time-periods associated to such transitions.
The highlights of our work are:
‚ Our approach can be applied to time series generated by complex systems that exhibit strong non-linearity and non-stationarity; ‚ The topological tools involved are robust under small additive noise; ‚ The method is able to recognize critical transitions even when the utilized sliding windows are short.
Methodology
2.1. Time-delay coordinate embedding. Time-delay coordinate embedding is used to obtain a description of the phase space of a nonlinear dynamical system from the time series of certain observables of the system; see, e.g., [37, 26, 35] We briefly review the method. Given a discrete dynamical system defined by a diffeomorphism f : M Ñ M on a D-dimensional manifold M , the evolution of a state p P M is given by its orbit tf t ppq : t P Zu. For an observable φ : M Ñ R of the system, one defines a reconstructed set A d consisting of d-dimensional vectors of the form pφppq, φpf ppqq, . . . , φpf d´2 ppqq, φpf d´1 ppwhich are obtained by successive evaluations of φ along orbit segments tp, f ppq, . . . , f d´2 ppq, f d´1 ppqu.
Assume that f , φ are C r -differentiable with r ě 2. The classical theorem of Takens [46] Topological conjugacy means that Φ matches orbits of f with orbits of σ, i.e., σ˝Φ " Φ˝f . Takens' Theorem has been extended in [40] to the case of an invariant set (e.g., an attractor) A Ď M , in which case it is sufficient to consider delay-coordinate vectors of dimension d ě 2D`1, where D is the box-counting dimension of the invariant set. Also, the genericity with respect to f and φ is replaced with a concept of 'prevalence'. The reconstructed set A d is topologically equivalent to A. An important consequence is that the topology of A can be described in terms of the homology groups of A d . Thus, bifurcations of attractors can be detected via changes in the homology groups associated to the time-delay coordinate reconstructed sets.
We also note that there exist stochastic versions of Takens Theorem, for stochastically forced systems; see, e.g., [45] .
In practice the embedding dimension d is not known beforehand, and the dimension D of the invariant set cannot be estimated without first embedding the time series. There are practical methods to estimate the embedding dimension; see, e.g., [26] . However, in this paper we will only use a fixed, low dimensional embedding.
2.2.
State space reconstruction from time series. Suppose that we have a dynamical system, consisting of a deterministic part plus a stochastic part, of the form
where the map p Þ Ñ f pp; λq represents a parameter-dependent dynamical system, λ t is a deterministically time-varying parameter, ω t is a normally distributed random variable, and ą 0 is the size of the random perturbation. We assume that for the deterministic part of the dynamical system (no noise) the system parameter λ t evolves slowly in time, in a manner which we now describe. When the parameter is frozen at some value λ t " λ, the orbits of p t`1 " f pp t ; λq starting from any initial condition p 0 within some 'basin of attraction' approach an attractor A λ , e.g., an attractive fixed point, or a periodic orbit, or a chaotic attractor. When the parameter λ t varies slowly in time, that is, at each time-step the parameter changes by a small increment ∆λ t " λ t`1´λt , the state p t will follow closely the 'instantaneous attractor' A λt . Specifically, we assume that the increment |∆λ t | at each time-step is small enough so that the corresponding 'instantaneous attractors' are topologically close to one another; more precisely, we require that the absolute values of the differences between the norms of the persistence landscapes (defined in Section 2.3) corresponding to the 'instantaneous attractors' at consecutive instants of time are less than some pre-defined smallness parameter. Of course, all the parameters mentioned above depend on the specific dynamical system that is considered.
As the parameter of the (no-noise) system is slowly evolving in time, the 'instantaneous attractor' is also evolving in time and is undergoing bifurcations at some parameter values, thus changing its topology. The orbits of the system closely follow the time-varying 'instantaneous attractor', tracking its changes in topology along the way.
If small noise is added to the deterministic system with the slowly evolving parameter, the orbits of the system oscillate around the 'instantaneous attractors', and jump between one 'instantaneous attractor' and another when approaching a bifurcation -thus experiencing a critical transition. Moreover, since at a bifurcation there is a loss of attractivity, the orbits are typically experiencing increasing oscillations prior to the bifurcation -thus supplying early signals of critical transitions. An explicit example is given in Section 3.
We now explain how to use the time series corresponding to a system as above to track changes in the topology of the evolving 'instantaneous attractor'. Consider a corresponding time series
representing measurements x t " φpp t q of a certain observable φ of the system (2.1) at the time instants t " 0, 1, . . . , N´1. We will now think of the underlying dynamical system as a 'black box', i.e., it is unknown to the observer.
We transform the time series X into a sequence of pN´d`1q d-dimensional time-delay coordinate vectors
N´d " px N´d , x N´d`1 , . . . , x N´1 q, where the embedding dimension d is suitably chosen. In our applications below, we will only be interested in detecting D " 1-dimensional objects (loops), in which case we can safely choose d ě 3, due to Takens' theorem.
We apply a sliding window Z t " tz t , z t`1 , . . . , z t`w´1 u of size w, for t P t0, . . . , N´d´w`1u, with w sufficiently large with d ! w ! N . The vectors tz t , z t`1 , . . . , z t`w´1 u form a time-varying point-cloud embedded in R d . This point cloud typically lies in some small neighborhood of the 'instantaneous attractor' A λt , except for λ t 's close to the bifurcation values, where the point cloud may veer off the attractor.
The evolution in time of the system is now described by the point-cloud Z t of w points in R d , which varies in time. The size w of the window is chosen empirically, depending on the system considered. The heuristic criterion is that, when λ t is far from the bifurcation values, the point clouds of size w should be large enough so that they capture the topology of the 'instantaneous attractors' A λt ; on the other hand, if w is too large, then the point clouds will meld topological information corresponding to multiple 'instantaneous attractors', which may vary substantially across the window.
In Section 2.3 we will describe a method that provides a topological representation of each time-varying point-cloud Z t . The outcome of applying this method to a point cloud is a persistence diagram (which represents a point in some metric space), or a persistence landscape (which represents a point in some Banach space). We use this topological information to detect early signals of critical transitions. Heuristically, when the underlying dynamical system undergoes a critical transition, there is an increase in the norms of the persistence landscapes of the corresponding point clouds.
Topological data analysis of time-varying point-clouds.
In this section we briefly review the ideas of persistence homology and persistence landscapes applied to point-clouds. Technical details on this method can be found in, e.g,, [15, 7, 17, 4, 12, 5] .
For each instant of time t P t1, . . . , N´d´w`2u, we consider the corresponding point-cloud tZ t u Ď R d from Section 2.2. To simplify the notation, let us fix such a point-cloud and denote it by Z " tz 0 , . . . , z w´1 u. We associate to it a topological space as follows. Introduce a 'resolution' parameter ε ą 0. Define the so called Vietoris-Rips simplicial complex RpZ, εq, or, simply Rips complex, obtained as follows:
if and only if the mutual distance between any pair of its vertices is less than ε, that is
In other words, a k-simplex is included in RpZ, εq whenever the vertices of that simplex are 'indistinguishable from one another' at resolution level of ε. The Rips simplicial complexes RpZ, εq form a filtration, that is, RpZ, εq Ď RpZ, ε 1 q whenever ε ă ε 1 . For each such complex, we can compute its ndimensional homology H n pRpZ, εqq with coefficients in some field. Informally, the generators of the 0-dimensional homology group H 0 pRpZ, εqq correspond to the connected components of RpZ, εq, the generators of the 1-dimensional homology group H 1 pRpZ, εqq correspond to the 'independent loops' in RpZ, εq, the generators of the 2-dimensional homology group H 2 pRpZ, εqq correspond to 'independent cavities' in RpZ, εq, etc. For the rest of the paper we will use only 1-dimensional homology.
The filtration property of the Rips complexes induces a filtration on the corresponding homologies, that is H n pRpZ, εqq Ď H n pRpZ, ε 1whenever ε ă ε 1 , for each n. These inclusions determine canonical homomorphisms H n pRpZ, εqq ãÑ H n pRpZ, ε 1 qq, for ε ă ε 1 . Due to this family of induced mappings, for each nonzero n-dimensional homology class α there exists a pair of values ε 1 ă ε 2 , such that:
‚ α P H n pRpZ, ε 1but is not in the image of any H n pRpZ, ε 1´δunder the corresponding homomorphism, for δ ą 0, ‚ the image of α in H n pRpZ, ε 1is non-zero for all ε 1 ă ε 1 ă ε 2 , but the image of α in H n pRpZ, ε 2is zero. In this case, one says that the class α is 'born' at the parameter value b α :" ε 1 , and 'dies' at the parameter value d α " ε 2 ; the pair pb α , d α q represents the 'birth' and 'death' indices of α. The multiplicity µ α pb α , d α q of the point pb α , d α q equals the number of classes α that are born at b α and die at d α . This multiplicity is finite since the simplicial complex is finite.
The information on the n-dimensional homology generators at all scales can be encoded in a persistence diagram P n . Such a diagram consists of:
‚ for each n-dimensional homology class α one assigns a point p α " p α pb α , d α q P R 2 together with its multiplicity µ α " µ α pb α , d α q; ‚ in addition, P n contains all points in the positive diagonal of R 2 ; these points represent all trivial homology generators that are born and instantly die at every level; each point on the diagonal has infinite multiplicity. The axes of a persistence diagram are birth indices on the horizontal axis and death indices on the vertical axis.
The space of persistence diagrams can be embedded into a Banach space, whose norm can be used to derive a metric. One such embedding is based on persistence landscapes, consisting of sequences of functions in the Banach space L p pNˆRq. For each birth-death point pb α , d α q P P n , we first define a piecewise linear function
To a persistence diagram P n consisting of a finite number of off-diagonal points, we associate a sequence of functions λ " pλ i q iPN , where λ i : R Ñ r0; 1s is given by
where i-max denotes the i-th largest value of a function. We set λ i pxq " 0 if the i-th largest value does not exist. An example of a point cloud, the corresponding persistence diagram and persistence landscape are shown in Fig. 3 Via the above embedding, the persistence landscapes form a subset of the Banach space L p pNˆRq, where the norm of λ is given by:
where the integration is with respect to the Lebesgue measure on R. For the rest of the paper we will use only the L 1 norm. The above computation of persistence diagrams and persistence landscapes is to be carried out for every sliding window Z t . The output is the time series of the L 1 -norm of the corresponding persistence landscapes t}λ t i } 1 u iě0 u. This can be summarized by the following
A remarkable property that makes persistence homology suitable to analyze noisy data is its robustness under small perturbations. Informally, this property says that if there is a small change in the underlying point-cloud data, then the change in the corresponding persistence diagram is also small.
K-means clustering.
To capture in a precise way the relationship between the underlying time series and the L 1 -norms, we use an unsupervised machine learning technique utilizing non-parametric, geometry based k-means clustering. The main benefit is that this method requires no statistical assumptions to be satisfied beforehand, in contrast with most statistical tests.
The basic algorithm starts with k initial centroids (randomly chosen), and assigns each data point to the nearest centroid; each collection of points assigned to the same centroid forms a cluster. For each cluster, the squared error is calculated as the sum of the squares of the Euclidean distances between the data points and the cluster centroid. Then the centroid of each cluster is re-calculated and updated, and the process of assigning the data points to clusters is repeated. The procedure is iterated until the outcome stabilizes, i.e., the updated centroids remain the same, and no point changes cluster. This is achieved when the cluster squared error cannot be reduced any further. Different choices of the initial (random) centroids may yield different clusters. To obtain independence of the clusters on the initial choices, one runs a large number of random initial centroids, and then select the one yielding the lowest cluster squared error. The number k of clusters needs to be pre-specified at the beginning of the algorithm. There are several basic methods -'elbow', 'silhouette' and 'gap statistic' -to determine the optimal number of clusters. For a survey and references see [25] .
We illustrate the application of this method in Section 3, and then use it in Section 4. As input for the k-means clustering, in Section 3 we will use the values of the time series of interest and the L 1 -norms of the persistence landscapes associated to the time series. In Section 4 we will use the log-returns, the L 1 -norms of the persistence landscapes associated to the the log-returns, and the log of the price of the asset. We include this additional time series since it represents particularly relevant information for the market behavior. The output of the k-means clustering consists of subsets of data for which the trends in the time series are consistent with those in the L 1 -norms of the persistence landscapes.
Noisy chaotic time series
We consider time series derived from a chaotic dynamical system dressed with noise, on which we test the methodology described above to detect critical transitions. The system under study is given by a three-dimensional diffeomorphism that, for certain parameter values, possesses Lorenz-type chaotic attractors [23] .
We stress that this is different from the well-known system of differential equations that generates the classical Lorenz attractor. We chose this particular model because it is a discrete-time dynamical system, and generates a 3-dimensional attractor with interesting topology, thereby suitable for TDA. Moreover, this is a genuine chaotic attractor, in the sense that the chaotic attractor persists for open domains in the parameter space, as it does not exhibit stability windows (as in the case of the logistic map, or Hénon map). Furthermore, this type of attractor occurs naturally in unfoldings of several types of homoclinic bifurcations, therefore is guaranteed to be present in models from natural applications.
The diffeomorphism that generates the dynamics is:
where M 1 , B, M 2 are real parameters. For certain values of M 1 , B, M 2 , all suitable initial conditions approach asymptotically a chaotic attractor. When M 1 and B are kept fixed and M 2 is varied, the system evolves from a single attractive fixed point to a pair of attractive fixed points, then to a pair of attractive periodic orbits, and eventually ends up with a chaotic attractor. The bifurcation diagram for M 1 " 0, B " 0.7, and varying M 2 , is shown in Fig. 1 . Each vertical line in the bifurcation diagram represents the projection onto the x-coordinate of the attractor for the corresponding M 2 parameter value. Several instances of the attractor are shown in Fig. 2 . First, we use this model to illustrate the methodology presented in Section 2.3; we generate the attractor for M 1 " 0, B " 0.7, M 2 " 0.81, then we reconstruct the phase space from the x-time series, utilizing a 4D embedding; since we are interested only in the 1-dimensional homology of the attractor, using d " 4 for Figure 2 . Top: Lorenz-type attractor, generated by (3.1), for:
the embedding dimension is sufficient. Then we compute the persistence diagram and the corresponding persistence landscape. See Fig. 3 . Second, we consider the system with a slowly evolving parameter, that is, at each step of the iteration of (3.1), we increase the parameter M 2 by a small , and the 1-dimensional generators as triangle symbols (red); the two main triangle symbols farthest from the diagonal correspond to the two periodic orbits (loops); the other triangle symbols correspond to noisy loops in the point-cloud, (d) 1-dimensional persistence landscape λ " pλ k q k , for k " 1, 2, 3; the two main peaks correspond to the two periodic orbits (loops), and the smaller peaks correspond to noisy loops.
increment. That is:
where we chose ∆M 2 " 2.8ˆ10´5. We also add to the system small Gaussian noise as in (2.1); we choose the noise intensity " 10´3. We note that, starting with some initial condition px 0 , y 0 , z 0 q and some initial parameter value of M 2 , the x-time series generated by (3.2), shown in Fig. 4 , follows closely, but not exactly, the bifurcation diagram in Fig. 1, generated by  (3.1) . The reason for the difference is that at each step of the iteration, the attractor for the corresponding M 2,t changes a little, and the one-step iteration of the point px t , y t , z t q keeps lagging behind the attractor, whose parameter has now changed to M 2,t`1 .
As we are interested in critical transition, we cut the time series at M 2 " 0.81, which is approximately the parameter value corresponding to the bifurcation to a chaotic attractor with frozen parameters; see Fig. 1 . As before, we extract the x-time series, and we we use d " 4 dimensional delay coordinate vectors to reconstruct the phase space. The total length of the time series is N " 2100 points. We use a sliding window of width w " 100 on the sequence of 4-dimensional vectors to generate a sequence of 4-dimensional point clouds, each point cloud consisting of 100 points. This yields 2000 point-cloud data sets. On this sequence of cloud points we apply TDA, obtaining the time series of the L 1 -norms of the 1-dimensional persistence landscapes. See Fig. 5 (a) . As discussed in Section 2.2, the parameter increment ∆M 2 has to be chosen small enough so that the successive 'instantaneous attractors' are very close to one another. In the above experiment, the smallness condition is that, for the system (3.2) without noise, the difference between the L 1 -norms of successive persistence landscapes is less than δ " 10´4 in absolute value.
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To capture the relation between the x-time series and the L 1 -norms, we use the k-means clustering classifier described in Section 2.4. As input we use the values of the x-time series, and the L 1 -norms of the persistence landscapes. In order to have a finer segmentation of the data, we use a relatively large number of clusters k " 8. The clusters are shown in Fig. 6 : clusters 2 and 3 appear most significant, as they are clearly separated from the others. The corresponding data is given in Table 6 .1. The parameter M 2 corresponding to these clusters ranges between 0.80837 and 0.80997.
The conclusion of this experiments is that TDA is able to detect the critical transition even though the size of the sliding window (hence the size of the underlying point cloud) is quite small. The time series of L 1 -norms grows with the increasing 'turbulence' in the noisy system even prior to the bifurcation value. This is a well known type of behavior in the theory of critical transitions, where the instability of the system is amplified by the addition of small noise, thus providing early signs of critical transition (see, e.g., [42] ).
Analysis of cryptocurrencies
Cryptocurrencies constitute a new type of financial assets. The underlying block-chain technology is robust. Nevertheless, the time series of the relevant exchange rates feature wild swings in value. Statistical properties of such assets show strong deviation of distributions of log-returns from normality, and substantial variability of first and second moments in time, i.e. distinctly nonstationary results. These behaviors offer an interesting real-world data set for studying 'turbulent' behavior, and an excellent test case for applying TDA for possible detection of critical transitions in financial markets.
We analyze 4 cryptocurrencies -Bitcoin, Ethereum, Litecoin, and Rippleover a period of time from the beginning of 2016 to early 2018. Each of these cryptocurrencies suffered one or two 'crashes', during December 2017 -January 2018. We apply TDA to the time series of the log of prices (in USD) for each of the 4 cryptocurrencies, and investigate whether the TDA method is able to recognize changes in the relevant time series prior to these crashes. Therefore, for each of the 4 cryptocurrencies under consideration we identify the one or two most significant peaks in the value prior to the crash, and we cut the time series right at the top of the last peak. The input for the TDA analysis is the time series of the log-returns for each asset. We perform time-delay coordinate embedding of the time series as in Section 2.2, with the dimension set to d " 4, and we apply a sliding window of size w " 50. The output of the TDA is the L 1 -norm of the persistence landscapes. We apply TDA and compute the L 1 -norm of the persistence landscapes. We display together the log of the price of the asset, the log-return of the asset, the L 1 -norm of the persistence landscapes, and the first difference of the L 1 -norms, for each of the 4 assets, in Fig. 7, Fig. 8, Fig. 9, Fig. 10 . Inspecting these plots, we notice that L 1 -norms tend to peak in the vicinity of the crashes; there is also an increase in the first difference of the L 1 -norms. There are other regions in the time series where the assets exhibit large swings, which appear to match peaks in the L 1 -norms; some of these peaks in the L 1 -norms are even larger than those prior to the major crash. This makes it clear that we cannot rely on the L 1 -norms alone to recognize approaching major crashes.
To quantify the relationship between the price/return of each asset and the L 1 -norms prior to the crash, we use the unsupervised machine learning technique utilizing non-parametric, geometry based k-means clustering, briefly described in Section 2.4. The main benefit is that this method requires no statistical assumptions to be satisfied beforehand, in contrast to most statistical tests.
As input data we use x " log of the price of the asset (in USD), y " log-return of the asset, and z " L 1 -norm of the persistence landscape. Thus, our data set consists of points px, y, zq P R 3 . Each of these times series is normalized to the r0, 1s range. We make an empirical choice of a relatively large number of clusters (k " 18), which is bigger than the optimal value obtained from the basic methods: 'elbow', 'silhouette' and 'gap statistic'. The reason of choosing a large k is to obtain a finer segmentation of the data. Smaller values of k yield periods of time that are too large (e.g., larger than the window size w " 50), while larger k's yield periods of time that are too small (e.g., a couple of days). The clusters are visually depicted by first performing principal component analysis (PCA) and then projecting onto the principal axes. Thus, for each data set we have 3 possible projections. In Fig. 4 we only show one of the projections which helps us to better identify a small number of significant clusters that are most separated from the others. We stress that PCA plays no role in the k-means clustering, as it is only used for the graphical rendering. The corresponding information on these clusters is given in Table 6 .2, Table 6 .4, Table 6 .4, Table 6 .5. (Note that the number associated to each cluster is just an identifier assigned automatically.) We note here that these clusters are relatively robust, since running the k-means clustering algorithm for slightly lower or bigger values of k leaves these clusters unchanged. Now we analyze the clusters for the 4 assets: For Bitcoin, in Table 6 .2, we distinguish two significant clusters. Cluster no. 2 consists of a discontiguous period between December 8, 2017 -January 6, 2018. Within this period, the L 1 -norms display an increasing trend between December 8, 2017 -December 15, 2017 -which is just before the 1-st peak of the Bitcoin on December 17, 2017 -, and a second increasing trend between December 18, 2017 -January 3, 2018 -which is just before the 2-nd peak of the Bitcoin on January 7, 2018. Cluster no. 1 consists of a discontiguous period between December 21, 2017 -January 7, 2018. Within this period, the L 1 -norms display an overall increasing trend, up to the 2-nd peak of the Bitcoin. Overall, the combined information from these two clusters correctly identifies the critical period before the Bitcoin crash, and within that period the L 1 -norm shows increasing trends that reach their maximum both prior to the 1-st peak and prior to the 2-nd peak.
For Ethereum, in Table 6 .4, we also distinguish two significant clusters. Cluster no. 3 consists of a discontiguous period between January 3, 2018 -January 21, 2018. Within this period, the L 1 -norms displays an overall increasing trend, with a sharp increase around the 1-st peak of the Ethereum on January 13, 2018. Cluster no. 13 consists of a discontiguous period between January 12, 2018 -January 28, 2018, before the 2-nd peak of the Ethereum. The L 1 -norms follow an increasing trend throughout the whole period.
For Litecoin, in Table 6 .4, we distinguish one significant cluster. Cluster no. 12 consists of a discontiguous period between November 23, 2017 -December 11, 2018. During this period the L 1 -norms show an increasing trend. We note here that this increasing trend continues during the period December 12, 2017 -December 13, 2017 -which is part of cluster no 11 (not shown in the table) -, and plateaus during December 14, 2017 -December 18, 2017, -which is part of cluster 8 (not shown in the table). Thus, the increasing trend occurs over a significant period prior the peak of Litecoin on December 18, 2017, even though this happens across multiple clusters.
For Ripple, in Table 6 .5, we also distinguish one significant cluster. Cluster no 8 consists of one discontiguous period between December 22, 2017 -December 29, 2017, where the L 1 -norms display a steep increasing. This period precedes the first peak of the Ripple on January 3, 2018.
Thus, the k-means clustering applied to the data consisting of the log-price of each asset, the log-return, and the L 1 -norms of the persistence landscapes, provides identification of topologically distinct regimes before the crash of each asset. Within each corresponding period of time, we make an empirical observation that the L 1 -norms follow an increasing trend, a behavior consistent with the findings in [22] .
Conclusions
We have presented a TDA-based method to detect critical transitions in complex systems by exploring changes in the topological properties of the relevant time series. The proposed method involves time-delay coordinate embedding, sliding windows, and persistence landscapes. It can be applied to systems that are strongly nonlinear, and performs well even with short-time windows, whereas typical statistical methods are prone to ambiguities. We applied this method to the time series of the most capitalized cryptocurrencies -Bitcoin, Ethereum, Litecoin, and Ripple -for some interval of time before the crash at the end of 2017 -beginning 2018. Furthermore, we have used a k-means clustering technique to identify topologically distinct regimes in the time series of observed and derived signals for each cryptocurrency, and matched them to relevant time periods prior to the crash. In summary, we conclude that the combination of the TDA-based method and k-means clustering technique has the potential to automatically recognize approaching critical transitions in the cryptocurrency markets, even when the relevant time series exhibit a highly non-stationary, erratic behavior. 
