ABSTRACT
INTRODUCTION
Advances in sensor technology and space science have resulted in the availability of vast quantities of both high and low quality, distributed and heterogeneous earth observation data. This provides the potential for real-time monitoring of the earth and enhancement of our understanding of natural processes. The vision of Sensor Web researchers is to create a worldwide computing infrastructure that enables dynamic sharing and analysis of complex heterogeneous earth observation data sets (Balazinska et al., 2007; Gibbons, Karp, Ke, Nath, & Seshan, 2003; Liang, Croitoru, & Tao, 2005) . Issues being investigated include dynamic data fusion, aggregation and analysis (Bröring et al., 2011) . While current approaches provide promising ways to facilitate access to distributed sensor data, they do not provide ex-plicit support to formalize and expose scientific understanding and common belief as an explicit and integral component of the Sensor Web.
Scientific understanding and theories in the earth sciences are constantly evolving. Natural processes depend on dynamic micro-scale and meso-scale environments. Processes may vary significantly at different locations and typically change over time. Subsequently, theoretical positions differ greatly and may even be contradictory. An integral part of data analysis and scientific enquiry is the application of different theories to analyse incoming observations. Well-founded and established theories can be incorporated into end user applications to aid decision support, while new theories can be constantly adapted and evaluated against incoming observations to test their validity. Moreover, data mining and pattern analysis techniques can be continuously applied to data over time to capture new patterns, formulate new theories and to refine existing theories. Ultimately the scientific community should publish dynamic and formal models of their theories and validation data online for immediate dissemination and reproducibility. This has the potential to accelerate and reduce the cost and effort for scientific discovery, and lower the barrier for end users to access the latest data analysis and simulation models to improve decision-making and planning.
The Sensor Web approach provides a more ambitious vision than current international activities, such as the Global Earth Observation System of Systems (GEOSS) (http://www. earthobservation.org) or the Infrastructure for Spatial Information in Europe (http://inspire. eu). (INSPIRE) . It involves constructing a worldwide computing infrastructure that enables sharing, analysis and distribution of earth observation data. The availability of new and richer data sets provides new avenues for research and the potential for a better understanding of our natural environment. In Sensor Web applications, data transformation, data analysis, and information extraction algorithms are assembled into executable workflows. These workflows are continuously applied to sensor data to extract and deliver relevant information to decision makers. The algorithms, theories and knowledge used to compose individual workflows can be captured, shared and reconfigured for reuse in other workflows. This can ease the development of new applications and facilitate scientific experimentation.
Sensor Web research is still centered on the discovery, sharing and querying of data with many researchers taking a bottom up, data centric view (Balazinska et al., 2007; Janowicz, Schade, Bröring, Keßler, Maué, & Stasch, 2010) . Though the Sensor Web has reached a level of maturity where sensor data can be transported and processed at several levels of abstraction, the integration of belief based assumptions with mathematic models is not properly addressed in current research. Scientists are still not fully empowered to capture and share their knowledge. The ability to capture and formalize knowledge and to evolve knowledge to incorporate new data and new analysis results, i.e., knowledge dynamism, is missing in the Sensor Web. The management of knowledge dynamism would open new avenues for research and the potential for a better understanding of our natural environment.
Two emerging technologies that have shown promise in dealing with these challenges are ontologies and software agents. Ontology based approaches (Corcho & Garcia-Castro, 2010; Stock, Hobona, Granell, & Jackson, 2011) have shown some success in modeling and querying distributed and heterogeneous geospatial data. However, most systems still focus only on quantitative evaluation of observations. Qualitative aspects remain unformalized or are completely ignored. A combination of the two is required to effectively describe natural processes.
Agent researchers propose the use of software agents as logical abstractions to model and manage software components in large scale, dynamic and open environments (Jennings, 2001; Wijngaards, Overeinder, van Steen, & Brazier, 2002; Zambonelli, Jenning, Omicini, & Wooldridge, 2001) . Software agents are autonomous software components that commu-nicate at the knowledge level (Gaspari, 1998) . A number of agent-based architectures have been proposed for the Sensor Web (Moodley & Simonis, 2006) . However most approaches have limited support for the construction and evolution of the ontologies to support domain modeling, agent communication and reasoning, and to represent the algorithms, scientific theories and beliefs that are routinely applied to sensor data. The authors are not aware of an integrated approach that incorporates both an agent architecture and a comprehensive semantic framework.
In previous work (Moodley & Simonis, 2006) we described an agent-based architecture for the Sensor Web, i.e., the Sensor Web Agent Platform (SWAP), and proposed initial components for the semantic infrastructure (Terhorst, Moodley, Simonis, Frost, McFerren, Roos, & van den Bergh, 2008) . This paper describes how the specification of scientific theories and system modeling can be integrated into a comprehensive framework for representing all aspects of geospatial data (space, time, theme and uncertainty), the knowledge (theories and models) to interpret and analyse the data, and the system entities (agents, services and processes) that will manage and dynamically apply the knowledge to the data. Key features of the framework include a modular representation and reasoning system that eases conceptual modeling and allows for more flexible reasoning and the incorporation of Bayesian Networks to capture causal relations between sensor observations and natural processes.
The rest of the paper is organised as follows. The next section is a review of related work. The SWAP framework is described afterward and an application on wildfire detection is used to illustrate the operation of the framework in the following section. Then an analysis and discussion of the framework and our conclusions are provided.
RELATED WORK
Key challenges being investigated by Sensor Web researchers include data integration; service discovery, reuse and composition, and semantic interoperability Stock et al., 2011; Van Zyl, Simonis, & McFerren, 2009 ). Other aspects such as the handling of massive data sets, linked data approaches (Barnaghi & Presser, 2010; Kessler & Janowicz, 2010) as well as data originating from crowd-sourcing or civilian sources have also shifted into focus (Goodchild, 2007; Nagarjan et al., 2009) . While it has been acknowledged that abstractions are required to bridge the gap between sensors and applications and to provide support for the rapid deployment of end user applications (Bröring et al., 2011; Corcho & Garcia-Castro, 2010) , the most effective mechanism for modeling and managing application components remains an open issue.
Geospatial software agents have been recognized as important components of open and distributed geospatial systems (Sengupta & Sieber, 2007) . Agent models offer a high level of disaggregation and address scale concerns at both a conceptual and functional level. A number of agent based Sensor Web architectures have been proposed (Moodley & Simonis, 2006) . While these approaches are promising for single or even groups of organizations building distributed agent based applications, no explicit support is provided for creating and managing ontologies that are required for agent communication and processing in an open Internet scale multi-agent system (Gaspari, 1998; Wijngaards et al., 2002; Zambonelli et al., 2001) .
Ontologies are being widely investigated within the geospatial community to standardise, dynamically integrate and query complex earth observation data. Compton, Henson, Neuhaus, Lefort, and Sheth (2009) describe the range and expressive power of twelve sensor ontologies, while Stock et al. (2011) provide a recent review of semantically aware systems from a GEOSS context. Despite these efforts there are still many outstanding challenges. From a representational perspective, the added temporal and spatial dimension associated with geospatial data requires additional representation support for modeling and formalising the domain (Agarwal, 2005; Balazinska et al., 2007) . Linked data approaches use the Resource Description Framework (RDF) to markup streaming sensor data sources and propose different spatial and temporal extensions for SPARQL, the RDF query language (Le-Phuoc, Parreira, & Hauswirth, 2010; Rodriguez, McGrath, Liu, & Myers, 2009 ). More recently a spatial extension to SPARQL, GeoSPARQL (Battle & Kolas, in press ), has been proposed as an OGC standard to provide a common way to represent and query geospatial data. Unel and Roman (2009) , in their survey on stream reasoning, point out that current approaches are typically designed for static knowledge bases and often ignore rapidly changing data at both the terminological and assertion levels. There is a clear need for the design and implementation of reasoning methods for dynamic knowledge bases. While linked data approaches have significant benefits for representing and querying large, distributed and heterogeneous data sets, they are limited when it comes to integrating data or describing the inherent uncertainty associated with data (Bizer, Heath, & Berners-Lee, 2008) .
The widely used Web Ontology Language (OWL) (Patel-Schneider & Horrocks, 2007) lacks core support for representing time, space and uncertainty (Shadbolt, Berners-Lee, & Hall, 2006) and for representing system entities such as agents, services and processes. A number of extensions have been proposed to incorporate uncertainty in OWL. Lightweight extensions, which introduce additional concepts in OWL to capture and represent Bayesian Networks, include OntoBayes (Yang & Calmet, 2005) and BayesOWL (Ding, Peng, & Pan, 2006) . A more formal extension, PR-OWL (Costa & Laskey, 2006) , aims to provide a first order Bayesian logic extension to OWL for representing probabilistic logics. However, it is not fully compatible with OWL and does not provide a formal bridge between OWL properties, classes and instances. Some of these limitations have been resolved in a new version, PR-OWL 2 (Laskey, Haberlin, Carvalho, & Costa, 2011) . Non-Bayesian approaches include Fuzzy OWL (Stoilos, Simou, Stamou, & Kollias, 2006) , a fuzzy logic extension to OWL that aims to capture imprecise and vague knowledge.
Besides formalisms that support machine representation and reasoning about geospatial data, Sensor Web ontologies must support conceptual modeling and be accessible and usable to a wide user community. One intuitive approach to model geospatial entities is to follow the human cognition system. Humans store knowledge in three separate cognitive subsystems within the mind (Mennis, Peuquet, & Qian, 2000) . The what system of knowledge operates by recognition, comparing evidence with a gradually accumulating store of known objects. The where system operates primarily by direct perception of scenes within the environment, picking up invariants from the rich flow of sensory information. The when system operates through the detection of change over time in both stored object and place knowledge, as well as sensory information. Separate ontological representations for space, time and theme have been proposed (Perry, Hakimpour, & Sheth, 2006; Terhorst et al., 2008) . However, trust in sensor data and model output must also be established. This requires well-formalized transparent models and the propagation of uncertainties involved at all steps of data acquisition and processing. Figure 1 shows the different ontologies provided by SWAP. Ontologies are split into two levels, a conceptual level and a technical level. Conceptual ontologies are used for modeling and representing observations and theories about the physical world. Technical ontologies are used for modeling and representing the software entities (agents) that will host and process these observations and theories.
THE SWAP FRAMEWORK
The conceptual ontologies are based on creating separate subsystems as proposed by Mennis et al. (2000) . SWAP defines four conceptual dimensions to represent and reason about knowledge, the traditional dimensions of theme, space and time, and introduces a fourth dimension for uncertainty. An ontology and an associated reasoner is provided for each dimension. Domain ontologies for specific application domains are built by extending the swap-theme ontology. The eo-domain ontology extends the swap-theme ontology by adding concepts for building applications in the earth observation domain (Figure 1 ).
It currently references concepts from the SWEET ontologies (Raskin & Pan, 2005) , an existing set of earth science ontologies. Application ontologies specify concepts that are used for specific applications, e.g., wildfire detection. Application specific concepts are defined along one or more of the four dimensions. The four reasoners are applied independently as required to perform inferencing on the application ontology.
The Thematic Dimension
The thematic dimension provides a generic viewpoint for representing and reasoning about domain-specific concepts. The swap-theme ontology provides for the representation of observations and is based on the OGC's model of observations and measurements (Cox, 2006) . The Observation concept, defined in the swaptheme ontology, describes a single or a set of observations. Various thematic, spatial, temporal or uncertainty properties that are known may be specified for an observation (Figure 2) . The different types of properties are defined in the respective conceptual ontologies, e.g., thematic properties are defined in the swap-theme Two thematic properties are defined in swap-theme, observesEntity describes the entity being observed (observedEntity), while observesProperty describes the property of the entity that is being measured (observedProperty). The eo-domain ontology ( Figure 3 ) links observable properties, such as BrightnessTemperature and DryBulbTemperature, from the NASA SWEET (Raskin & Pan, 2005) property ontology by making these properties a subclass of observedProperty. Geographical entities from the SWEET earth realm and SWEET phenomena ontologies are also linked by making these entities a subclass of observedEntity, e.g., Air, Ocean, PlanetarySurface and Wind.
The schema for the thematic reasoner uses the eo-domain, swap-theme and the SWEET ontology. This allows the inference engine to infer relations with SWEET concepts not explicitly referenced in the eo-domain ontology, e.g., that BrightnessTemperature and DryBulbTemperature are both subclasses of Temperature.
The Spatial and Temporal Dimensions
The swap-space ontology provides concepts for representing and reasoning about topological spatial relationships between geometric objects in two-dimensional space. A part of the swapspace ontology is shown in Figure 4 . Spatial entities include spatial reference systems, spatial projections, spatial resolution and location. Locations can be common descriptions such as a point coordinate or a bounding box, or well-defined spatial geometries such as a point, line or polygon.
A SpatialThing is defined as an entity that has a Location and the spatial reasoner determines how two SpatialThings are related. Since OWL does not provide native support for spatial representation, a set of spatial rules were formulated using the Jena (http://jena.source- forge.net) rule-based OWL reasoner to represent the eight spatial operators specified by the Open GIS Consortium (OGC,1999) . Figure 5 depicts the rule used to determine whether two SpatialThings intersect, where spc is the name space of the swap-space ontology and spatiallyIntersects is a custom spatial builtin function.
A builtin for each of the eight spatial relations is implemented in the spatial reasoner using the JTS topology suite (Vivid Solutions, Inc., n.d.; Davis, 2007) . To determine if a specific relation holds between two spatial things, the spatial reasoner first converts spatial things into JTS geometry objects and then calls the appropriate method on the geometry objects to perform the check.
The swap-time ontology incorporates the OWL-Time (Hobbs & Pan, 2004) ontology to represent and reason about the temporal aspects of data ( Figure 6 ). OWL-Time considers a temporal entity to be either a temporal instant or a temporal interval. As with the spatial reasoner an additional set of temporal rules, based on the COBRA temporal reasoner (Chen, 2004) , specify temporal relations.
Figure 7 depicts two rules that represent the inside and before temporal relations where tme is the name space of the OWL-Time ontology.
The first rule stipulates that a time instant x is within a time interval y if the starting time of y is before x, and x is before the ending time of y. The second rule uses the lessThan builtin to determine whether the time value of a time instant x is before the time value of another time instant y. Since the standard Jena builtin comparison procedures, equals, lessThan and 
The Uncertainty Dimension
Bayesian probability is well suited for dealing with uncertainty on the Sensor Web: where no complete theory is available; where it exists but might be too tedious or complex to incorporate all the required observations; or where all the necessary observation data is not available (Russell & Norvig, 2003) . A Bayesian network can be used to determine the probability of the occurrence of a phenomenon, which is determined by evaluating measurements of some observed property of an observed entity. These observable events are then used to infer the probability of the occurrence of other events. Two types of discrete random variables are required:
• Observable event variables: Represents the occurrence of a symptom of a phenomenon and is a qualitative measure for an observation. The variable must specify the entity and the characteristic of the entity being observed together with the data property that holds the measurement value. The states are predefined numerical ranges, corresponding to qualitative descriptions. For example, wind speed is often used as an indication of the extent of a storm: from 50 to 89 km/h is a gale; 90 to 117 km/h is a storm and speeds greater than 118 km/h is indicative of a hurricane. Observation values can be used to populate observable event variables.
• Inferred event variables: Represents the occurrence of a phenomenon, e.g., a hurricane. A phenomenon is represented as a subclass of Phenomenon in the swaptheme ontology. When a phenomenon is detected, an instance of the appropriate class is created. These events are inferred from observable events or other inferred events. Even though these variables are intended for representing the occurrence of a phenomenon, they can be used to represent any event that is not easily or directly measurable.
The swap-uncertainty ontology, shown in Figure 8 , extends the BayesOWL (Ding et al., 2006) ontology. The BayesOWL ontology proposes five classes to represent a Bayesian network, i.e., ProbObj, which could either be a CondProb or a PriorProb, Variable and State. A ProbObj has a probability value (hasProbValue) of some variable (hasVariable) being true. In BayesOWL a Variable represents whether an instance is a member (rdf:type) of the specified class (hasClass) with one of two states, either True or False. One extension to the BayesOWL ontology is the specialization of the State class to allow for user defined DiscreteStates. The DiscreteRangeState could be a numeric interval for numerical data type properties or a SingleNumericState for single numeric values.
The BayesianNetwork class was introduced to represent Bayesian networks (BN). Each BN instance contains multiple nodes where a node represents either an observation or inferred event variable. An observation event variable specifies the observation value (hasValueProperty) for some observed property (observesProperty) of an observed entity (observesEntity). An inferred variable represents the occurrence of some phenomena (hasClass). The influencedBy property specifies which variables influence the state of the variable.
The uncertainty reasoner uses the Bayesian network tools in Java (BNJ) (http://bnj.sourceforge.net) toolkit for internal representation and inferencing. The schema ontology containing the BayesianNetwork instance and observation instances from the knowledge base are provided to the inference engine. The BN instance is used to create a BNJ graph model. To facilitate mapping between variables and states between the ontology and the graph, the URIs of the variables and the states in the ontology are used for the variable and state names in the graph.
All observation instances are analysed to identify instances that match the observed property and observed entity of the observable event variables. The observation values are used to populate the states of the variables. Inferencing is performed by the BNJ inference engine and states of inferred event variables are determined. If the probability of an inferred event is higher than a predetermined threshold, then an instance of the corresponding phenomenon is created in the knowledge base. In this way, the uncertainty reasoner dynamically populates user defined Bayesian networks with observable events, performs inferencing on these events and determines and records the occurrence of other (inferred) events.
The uncertainty ontology allows for the specification and dynamic application of multiple Bayesian networks that capture expert belief based on cause and effect theories between observations and events. The other conceptual ontologies are used to ground the thematic, spatial and temporal characteristics of the observations and inferred events. The reasoner is used to continuously monitor new observations to determine and record the probabilities of the occurrence of specific phenomena.
System Ontologies
Three technical ontologies, i.e., swap-data, swap-agent, and swap-task provide representational support to describe the system entities. The swap-data ontology provides descriptions of different data structures that can be exchanged between agents. This includes coverage (image) and feature data as well as units of measure.
The swap-agent ontology provides support for representing an agent, the service it hosts and the interaction protocol required to invoke the service. It provides support for representing the six different types of agents, shown in the SWAP abstract architecture in Figure  9 ( Moodley & Simonis, 2006) . Each agent type has a corresponding service description with a set of common attributes that capture Figure 9 . The SWAP abstract agent architecture the conceptual functionality of the service. Service description attributes are grouped into the four different conceptual systems, i.e., thematic, spatial, temporal and uncertainty, and are specified using concepts from the appropriate top level ontology. Service descriptions also contain service invocation information in the form of input and output mappings. A request and a response message template are used for invoking and interpreting the response of the service. The request message template specifies all service invocation parameters, which may be mandatory or optional parameters that have default values.
Users populate mandatory parameters and may also specify optional parameters for finer control of the service. These message templates are used to dynamically invoke a service and to consume and interpret its results. This bridges the gap between service selection and use, i.e., once a suitable service has been identified it can be dynamically invoked and its results can be dynamically interpreted. The swap-task ontology is based on OWL-S (OWL- S Coalition, 2004 ) and provides algorithmic primitives to assemble multiple agents into executable agent workflows. The main extension to OWL-S is a process to agent mapping that allows OWL-S processing steps to be transformed into agent invocations at runtime. The mapping specifies request and response templates that are used to transform each processing step into an appropriate request and response message used to invoke an agent and to interpret its response.
Together, the technical and conceptual ontologies allow SWAP users to represent complex information processing chains or workflows. Users search semantic agent service descriptions and identify appropriate sensor data sets, algorithms and models to apply to these data sets. Once the appropriate agents are identified, users apply the algorithmic constructs in the swap-task ontology to specify a processing workflow that assembles different agent services in an appropriate sequence for execution. Each workflow represents new functionality in the system. A workflow can also be deployed on a Workflow Agent where it can be executed on demand. Since a workflow is fully specified and executed from its OWL-S specification, the appropriate ontologies (which contain the workflow) can be shared, downloaded and executed locally. Furthermore, once the workflow is downloaded it can be easily modified and executed locally by SWAP users. A workflow is represented as a composite process, which means that it can be incorporated into other composite processes Figure 10 . The SWAP internal agent architecture (workflows). This allows for reuse of existing workflows within other workflows and for creating and managing large and complex nested workflows. Currently, workflows are created and modified manually via an ontology editor. However, given that the semantics of both the conceptual and the technical aspects of each service are specified in the service description, this provides a sound foundation for automating workflow composition. Figure 10 shows the internal architecture of an agent. An agent uses the shared ontologies and shared rules to interpret and reason about incoming messages. Custom rules and ontologies, which encode additional knowledge required for its internal operation, may also be specified. This allows for different agents to respond differently to request messages as determined by their custom ontologies and custom rules.
The Internal Agent Architecture
The Java based Jena platform is used to represent and execute rules. Jena provides a rule-based implementation of the OWL lite subset of OWL full. These rules can be extended to specify additional domain or application specific rules. In this way, Jena bridges the gap between ontologies and rule-based systems. Jena also supports procedural attachments, i.e., rules may refer to external functions.
The reasoning engine combines the thematic, spatial, temporal and uncertainty reasoner. Each agent must be able to receive, process, and respond to incoming requests and information. The reasoners are applied independently as required to perform inferencing. Each reasoner works independently on the knowledge base and execution is performed sequentially. Consider a query for observations to a Sensor Agent that specifies thematic, spatial and temporal constraints. The thematic reasoner is executed and returns observations that satisfy the thematic constraints. The spatial and temporal reasoners are then executed on these observations respectively and those observations that satisfy both the spatial and temporal constraints are returned. The Bayesian reasoner is currently only used at the Application Agent to analyse incoming observations and to create instances of phenomena with their associated probabilities. Having four separate representation and reasoning systems increases the flexibility and speed of the reasoning process. Since the reasoners operate independently, each reasoner can be customised, extended or exchanged without affecting the others. The different reasoners currently use different inferencing engines: the thematic reasoner uses a Pellet reasoner; the temporal and spatial reasoners use a Jena rule-based engine; and the uncertainty reasoner uses a Bayesian inference engine.
The MASII platform (Moodley & Kinyua, 2006 ) is used for agent execution and deployment. The agent execution engine provides the runtime environment for an agent. It implements a communication infrastructure that provides a transport layer for message passing, message handlers to handle different messages and a message queue that redirects incoming messages to the appropriate message handlers. These message handlers use the reasoning engine to interpret, reason about, and respond to these messages.
Various initiatives are underway in the geoinformatics community to provide open source development libraries to serve, access, process and visualise sensor data. The SWAP architecture attempts to leverage and reuse these libraries where possible. SWAP uses a service adapter to incorporate functionality from existing Java based GIS libraries. Adapters uses a data mapping API to allow agent developers to incorporate functionality from existing Java based GIS libraries. The data mapping API, shown in Table 1 , transforms spatial and temporal ontology data instances into corresponding OpenGIS data structures. For example, the Geometry class in the JTS Java libraries naturally maps to the Geometry concept defined in the swap-space ontology. The initial mappings support access to the GeoAPI (http://geoapi.sourceforge.net), 52 North's OXFramework (http://52north.org), and the Java Topology Suite (JTS) (Davis, 2007) and are shown in Table 1 .
For each mapping, the ontology concept, the corresponding Java representation class and the library to which the classes belong are shown. One challenge encountered while developing the mapping is how to map the thematic properties used in the ontologies to observations in a Sensor Observation Service. The current approach is to match the name of the ObservedProperty instance in the agent's knowledge base to the description of the observable property (observedProperty) field of the offerings provided by the Sensor Observation Service.
The data mapping API is used within an agent to convert incoming ontology instance data to OpenGIS Java data objects. These objects can then be processed using the functionality provided within OpenGIS Java libraries. Once the processing is completed, the data mapping API is used to convert the results into ontology instances that can be exchanged with other agents.
A key feature of the internal agent architecture is a mechanism that bridges the gap between the declarative programming approach used for programming ontology and agent systems and the imperative approach used in object oriented development. In this regard the data mapping API allows agent developers to incorporate and integrate existing programming libraries, sensor data stores and GUI components available to the geoinformatics community.
MODELING AND DETECTING WILDFIRE IN SWAP
The Advanced Fire Information System (AFIS) is a near real-time satellite-based fire monitoring system in Africa (Frost & Vosloo, 2006; Terhorst et al., 2008) . The current system uses OGC Sensor Web Enablement (SWE) (Botts, Percivall, Reed, & Davidson, 2008) services to analyse brightness temperature images from the SEVIRI sensor on the Meteostat Second Generation (MSG) satellite and MODIS sensors aboard the TERRA and AQUA satellites. The image values serve as an indication of the temperature on specific locations of the earth's surface. Abnormally high temperature values are used as an indicator of a wildfire.
A wildfire detection application, based on AFIS, was designed and implemented on SWAP. The SWAP abstract architecture (Figure 9 ) provides three levels of abstractions to Figure 11 , required for detecting wildfires. Brightness temperature images are retrieved at the Sensor Layer, thermal hotspots are identified at the Knowledge Layer, and are used to detect and manage to potential wildfires at the Application Layer. Concepts from the SWAP top level and the eo-domain ontologies ( Figure 1 ) were extended to create a wildfire application ontology. A fragment of this ontology is shown in Figure  12 .
The following classes are used to represent the concepts required for wildfire detection:
• Figure 13 shows the agents that are required at each layer to provide or transform data. At the Sensor Layer, the MSG Sensor agent offers brightness temperature image data as georeferenced GeoTiff images. The agent executes the thematic, spatial and temporal reasoners in sequence to identify and return images that satisfy the query constraints. The agent uses a data adaptor to redirect queries to either a Sensor Observation Service or a relational database. The retrieved data is returned to the requestor, marked up with appropriate thematic, spatial and temporal attributes from the SWAP ontologies.
At the Knowledge Layer, a Tool Agent detects pixels with spatial anomalies from georeferenced raster data and outputs these pixel values with their real world coordinates. In this case pixels with abnormally high values relative to neighbouring pixels (temperature hotspots) are detected. A workflow agent orchestrates the data retrieval and processing using an OWL-S workflow. The Fire Spread
Figure 11. Data transformations for extracting wildfires from satellite data
Agent uses current wildfire observations to predict the probability of the spread of the wildfire towards a specified location. The Fire Detection Application Agent receives and stores the temperature hotspots from the Workflow Agent and uses these hotspots to indicate possible wildfires. It also retrieves wildfire spread predictions for current wildfires from the Fire Spread Modeling Agent. The Fire Detection User Agent registers alert requests with the Fire Detection Application Agent, by providing a filter of features or areas of interest. The application agent continuously applies the thematic and spatial reasoner in sequence on each alert request to identify wildfires in the specified areas and responds with the matching wildfires and spread predictions.
Dealing with Uncertainty in Wildfire Detection
Uncertainty is encountered at each stage of the detection process ( Figure 11 ) and should be captured, propagated and included in the wildfire alert. Brightness temperature readings at the Sensor Layer have a degree of inaccuracy resulting from accuracy and precision imperfections of the observation device. Observations incorporate three time elements, i.e., the time when the observation was performed, the time the result is assigned, and the time the event occurred. A number of factors impact on spatial accuracy including the orthorectification process, measurements taken from a moving satellite platform, and arithmetic precision caused by the number of digits used to store the spatial coordinates of the observation. Algorithms used in processing chains that are applied to observations at the Knowledge Layer inherently add a degree of inaccuracy. In this case the accuracy of the hotspot detection process depends on the effectiveness of the contextual algorithm. At the Application Layer, hotspots are used as a basis for wildfires. However, not every hotspot is a wildfire. Hotspots caused by power stations and heavy industry and naturally occurring temperature anomalies, e.g., volcanos and geyers, must be filtered. Uncertainty is multidimensional by nature, can be difficult to be characterized and may not even be quantifiable.
A Bayesian network, shown in Figure 14 , was designed using the swap-uncertainty ontology, to interrogate brightness temperature values and to determine the probability of wildfires.
An instance of an MSGThermalValue, which represents a pixel value in a MSG brightness temperature image, is shown in Figure 15 . If an MSGThermalValue instance exceeds 315 Figure 12 . Thematic concepts for wildfire detection kelvin and is significantly higher than the neighbouring values it is classified as a thermal hotspot (MSGThermalHotspot) . The values of the hasSpatialVariance and hasNumericValue properties are evaluated to determine whether an MSGThermalValue instance is a MSGThermalHotspot. The occurrence of a thermal hotspot is an indication of a potential wildfire at that location, resulting in some hotspots being classified as wildfires.
The Bayesian network (Figure 14) formalises these cause and effect relations. The network consists of four variables. MSG_thm_ value_var and MSG_thm_variance_var represent the value and the variance of a MSG brightness temperature respectively, while is_ hotspot_var and is_wildfire_var represent the occurrence of a hotspot and a wildfire. The directed arcs between variables represent the cause and effect relations between events in the real world. Therefore a wildfire causes a thermal hotspot, a thermal hotspot in turn causes a high thermal value and a high spatial variance relative to its neighbours.
To qualify these relations a joint conditional probability table must be specified. Each variable must have either a prior or conditional probability distribution. The prior probability of an event is the belief that an event is occurring if there is no information about other events in the domain. It must be specified for all independent variables, i.e., those that are not influenced by any other variables. Since is_wildfire_var is not influenced by any other variables, prior probabilities must be provided for each of its states. Table 2 shows mock values, representing our belief, for the prior probabilities for is_wildfire_var. Real belief values can be determined by domain experts and remote sensing specialist who have expert Figure 13 . Architecture of a wildfire detection application knowledge of the wildfire detection process, and can be validated using historical brightness temperature readings and wildfires.
Since MSG_thm_value_var, MSG_thm_ variance_var and is_hotspot_var are influenced by the states of other variables, conditional probabilities distributions must be provided for all possible combinations of its states and the states of the influencing variables. Table 3 shows mock values for the conditional probability distributions for these variables. The columns under conditional probability contain the states of the influencing variable. The first value for is_hotspot_var, 0.9990, is the probability that is_hotspot_var is True given that is_wildfire_var is True. Consider the distribution for MSG_ thm_variance_var. Since it is influenced by is_hotspot_var, a column is provided for each of the states of is_hotspot_var (true or false) and a row for each of the states of MSG_thm_ variance_var (lt_1, gt_1_lt_5 and gt_5). This results in conditional probability values for all possible states of the two variables
The Bayesian network and probability distributions are stored in the ontology as an instance of BayesianNetwork using concepts from the swap-uncertainty ontology. If the probability of is_wildfire_var being true is higher than a predetermined threshold, e.g., 0.5, then an instance of wildfire is created in the knowledgebase. In this way, the uncertainty reasoner dynamically populates the wildfire detection Bayesian network with brightness temperature values and their spatial variance (observable events), performs inferencing on these events and determines and records the occurrence of thermal hotspots and wildfires (inferred events).
Comparison of SWAP Approach with the Current SWE Based Approach
In the current SWE based wildfire detection system a Sensor Alert Service (SAS), the AFIS Fire Alert service (FAS), extracts and analyses hotspots from the MODIS and SEVIRI satellite image data to produce wildfire alerts (Terhorst et al., 2008) . The FAS uses two separate image processing chains, one dedicated to MODIS imagery, the other dedicated to SEVIRI imagery. The hotspot detection process is hidden behind the SAS interface. Only by reading the system documentation would developers discover the algorithm and the sensor data set that was used to produce the data. The SWAP approach exposes the different application components, the data retrieval (Sensor Agents), the data processing algorithms (Tool Agents) and the image processing chains (Workflow Agents) as separate software components. This eases modification and extension of the application. For example a weather sensor agent can be introduced to provide weather data to the fire spread modeling agent. Minor improvements to the hotspot extraction algorithm can be deployed by modifying only the CA Tool Agent, or introducing additional Tool Agents. The current CA Tool Agent can be used for other applications that involve the detection of spatial anomalies, e.g., detecting temperature lowspots to detect ice clouds. The fire alerts produced by the current system lack explicit semantics, which affect their interpretation and use by end users. Even though a confidence value is attached to fire alerts, there is no inherent information on how this is derived. In the SWAP approach users can access the Bayesian network that generated the probability value associated with a fire alert, and semantic service descriptions of the processing chain including the individual processing steps that generated the alert. Users can also access the SWAP ontologies to interpret concepts used in these service descriptions. The case study application illustrates important features of the SWAP framework. It shows how the abstract architecture can be used to analyse and model information extraction processes, and design and implement modular and reusable application components (agents) for a Sensor Web application. It also illustrates how a cause and effect theory can be formally captured and dynamically applied to incoming observations. The uncertainty reasoner dynamically identifies relevant observations, fires when these observations are encountered and determines the probability of the occurrence of a natural phenomenon. Users are exposed not only to the observations, but also the theory (the Bayesian network and probability distributions) that was used to detect the phenomenon.
ANALYSIS AND DISCUSSION
The SWE based approach has a limited methodology for developing complex application and provides weak semantics for service descriptions. This limits the degree of reuse and maintenance and changeability of the underlying components of a SWE service. New services must be built from scratch even if they incorporate similar data sources and algorithms used within existing services. This duplication of efforts is compounded as the number and complexity of services increases. Since a limited methodology is provided for developing SWE end-user applications, services and applications that use these services will be developed on a custom and ad hoc basis and often must be manually upgraded to incorporate new services or changes to existing services. In SWE based systems complex application components, e.g., sensor data providers and data processing algorithms may be hidden behind the SAS interface. For simple, static and closed applications, comprising of one data provider, a single data processing step that and a well defined user community that will not change, the SWE approach will work. However, it has limitations in terms of the changeability and maintainability for more complex and open applications that involve multiple data providers, algorithms and user communities that change over time. Furthermore, SWE applications provide little information about the origin and quality of alerts and users have difficulty in interpreting and comparing alerts from multiple applications. Another inherent limitation of SWE is the limitation on distributed processing. The incorporation of complex data processing within a SAS interface limits potential scalability and performance gains of a distributed approach. SWAP Workflow Agents control the retrieving, processing and the flow of data over time. The processing load is distributed over multiple agents, supporting both asynchronous and synchronous processing. This facilitates the detection and resolution of processing bottlenecks in the system. Despite these limitations SWE has been adopted as a standard way to publish and retrieve data in the geospatial community. Even though semantic and agent based architectures provide significant benefits in an open and dynamic Sensor Web moving these technologies out of research labs, and wide spread adoption and use in real world applications remains challenging.
Compatibility with standards and technologies is essential. A key feature of the internal agent architecture is a mechanism that bridges the gap between the declarative programming approach used for programming ontology and agent systems and the imperative approach used in object oriented development. The data mapping API allows for agents to retrieve and enrich observation data from OGC services. Agent developers can incorporate and integrate existing programming libraries and GUI components available to the geoinformatics community to access, process and visualise sensor data.
Each SWAP agent contributes towards an aspect of knowledge and system dynamism. Table 4 describes the knowledge and system dynamism supported by the different agents.
The reasoners provide a semantic foundation for combining thematic, spatial and temporal reasoning. For example, a task for detecting wildfires first triggers the thematic reasoner, which links wildfires to temperature hotspots. The temporal reasoner analyzes if a hotspot has been detected previously in the area, possibly a burnt area, which reduces the likelihood of a new fire in the area. The spatial reasoner then analyzes neighboring fires to detect the danger of fire merging situations.
Conceptual Modeling
The framework aims to provide an integrated and lightweight modeling framework to assist the earth observation community to capture and share domain knowledge. From a modeling perspective having separate subsystems for each of the modeling dimensions is more intuitive to human modelers since it is similar to the human cognitive system (Mennis et al., 
Modular Representation and Reasoning Subsystems
Developments in formal representation languages for ontologies are generally evolving separately along each of the four conceptual dimensions. OWL is intended for domain (thematic) modeling and does not provide support for time, space and uncertainty. Spatial, temporal and probabilistic extensions to OWL are evolving separately from OWL. Any integrated representation should support a migration path to new developments in each conceptual dimension. Development of the SWAP ontologies started in 2005. The choice of ontology to use in each conceptual dimension was determined by the ontologies that were available at that time. Ontologies were selected based on: their ease of use and adoption, alignment to OGC conceptual data models, lightweight and compatibility with OWL. Complex formalisms which were not fully compatible with OWL were avoided. An advantage of having independent representation and reasoning subsystems is that one subsystem can be migrated or mapped to a new system with little modification to the other subsystems. This allows for the evolution of thematic, spatial, temporal and uncertainty ontologies, while still allowing integration between the representations.
A preliminary analysis of recent lightweight ontologies, i.e., GeoSPARQL and the SSN ontology, in terms of their compatibility with the SWAP ontologies was undertaken. Conceptually, there are many similarities between the SWAP spatial ontology and the GeoSPARQL ontology (Battle & Kolas, in press ). SWAP uses SpatialThing, which is similar to SpatialObject in the GeoSPARQL ontology. Both reference implementations are based on Jena rules. However, SWAP ontology only supports the spatial relations from the OGC's Simple Features, while GeoSPARQL also supports Egenhofer's 9-intersection model and RCC8. Given the conceptual similarities a preliminary analysis shows that migration of the current spatial ontology and reasoning system to GeoSPARQL is possible. The SSN ontology (Lefort et al., 2011) has some similarities to the SWAP thematic ontology from the observation perspective. The Observation, Property and FeatureOfInterest concepts from SSN are similar to the Observation, ObservedProperty ObservedEntity concepts in swap-theme. The SSN ontology is more comprehensive than swap-theme as it also provides concepts to describe the sensors and the sensing procedure. A preliminary analysis shows that there is sufficient overlap between the swap-theme ontology and the SSN ontology to investigate a migration.
The modular design also increases the flexibility of the reasoning process. Different reasoners can be selected for each of the dimensions. Each reasoner can be modified or replaced without affecting other reasoners. Logical inconsistencies in one dimension can be more easily detected and fixed without impacting on other dimensions. However, even though the reasoners run independently they act on and modify a shared knowledge base. Even though we have not detected any unintended consequences in our investigations, further study is required on the effects of applying independent reasoners on a shared knowledgebase and how additional reasoners can be added to create an ensemble of reasoners. The approach also has the potential to deal with intractability of the reasoning process. In our preliminary testing we noticed that inference times were shortened by using separate reasoners, but this requires further investigation. Further research is also required to integrate simulation and prediction models and techniques, including pattern recognition and classification techniques such as neural networks and support vector machines, stochastic and mathematic models. The framework shows how to model simple types of events, i.e., events that occur at a specific point in time, within a time interval or in a specific sequence. More complex situations, e.g., events that are based on the occurrence of previous events, such as shrinking frequencies or complex temporal topologies and event constellations (e.g., event a occurs if event b happens before event c but after event d) require further investigation.
Representing and Reasoning about Uncertainty
Domain experts currently create products based on sensor data to allow decision makers to understand natural process or identify phenomena or events of interest in the physical world. Typically the expertise, theoretical models and workflows used are not easily accessible. The framework described herein proposes an approach to formalize and expose expert knowledge as independent and explicit entities in a worldwide Sensor Web. It provides a mechanism using Bayesian networks for domain experts to formalise cause and effect relations between specific sensor observations (observed events) and inferred events or natural processes that are of interest to end users. The incorporation of uncertainty allows end users to better understand the process and quality of information generated within the Sensor Web. The nature and availability of sensor data, the accuracy and completeness of the theory that underpins the choice, and the sequence of the processing steps may contribute an additional element of uncertainty. The approach bridges the gap between sensor data, domain experts and decision makers. It allows for incorporating and propagating uncertainty associated from sensor inaccuracy, data integration, data analysis and information extraction. Bayesian networks can be continuously applied to incoming observations in real-time to produce information that can be easily consumed by end users. Users have direct access to the model that produces the information on which their decisions are based. This opens the expertise and underpinning theories to scrutiny by decision makers. Since the model forms an independent entity in the system, it can be directly modified and refined in most cases without any reengineering of other components in the system Uncertainty, in particular the combination of multiple uncertainties produced by observing or deriving data on the three dimensions space, time, and theme, has been tackled to some extent in this paper, but there are several avenues that require further investigation. The framework allows for capturing the uncertainty associated with the occurrence of each event and uncertainties related to causal relations between events. However, recorded events have separate uncertainties for time, space and theme. Our approach aggregates these uncertainties into one probability belief value and does not allow for the propagation of component probability values. Users are unaware of the weighting of each of the component uncertainties contributed to the uncertainty value. In cases where one component uncertainty is significantly more important than the others, decision making will be difficult. The current Bayesian model works orthogonal to the other reasoners, and allows only for capturing basic Bayesian networks. It cannot capture and reason about relations between past, current and future events and events occurring at different locations.
CONCLUSION
This paper proposes a modular and flexible conceptual knowledge representation and reasoning framework for the Sensor Web. It shows how the framework can be used to capture, share and apply complex causal theories between sensor observations and natural processes. A key feature of the framework is a mechanism to move seamlessly from the declarative para-digm of the ontology and agent community to the imperative programming paradigm of the geospatial community. While software agents and ontologies have been shown to be effective for managing various aspects of system and knowledge dynamism on the Sensor Web, further research is required on how to move these technologies out of research labs and into the main stream geospatial software development community.
