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Summary
Functional data consist of a group of functions as their ”observations”. Study
of functional data is an active topic of current statistical research. The adaptive
Neyman test (ANT) has been proposed for high-dimensional testing problems and
shown to be more powerful than some existing distribution-based tests. It has
been successfully applied to nonparametric rank tests, especially to some hypoth-
esis testing problems for curve data corrupted with a white noise or stationary
errors. In functional data analysis, many curve data may not result from a white
noise or stationary errors, rather the underlying process may be highly correlated
or nonstationary. In our study, we attempt to extend the ANT for such func-
tional data. Our strategy is to apply the ANT directly to the normalized principal
components scores of functional data, resulting in the so-called PC-based ANT.
Simulation studies are conducted to examine the proposed test. It is illustrated by




Functional data consist of a group of functions as their ”observations”. Ramsay and
Silverman (1997) gave a comprehensive review on the analysis of such functional
data. Currently, it is still an active area of research.
Little work has been done about functional data. Fan and Lin (1998) proposed
a method based on the Adaptive Neyman Test of Fan (1996) for two sets of curves
that are corrupted with white noise or stationary errors. In this thesis, we shall
extend this technique to two sets of curves that are generated in a general manner.
Our motivating example is the progesterone data that have been analyzed by
several authors, including Brumback and Rice (1998), Fan and Zhang (2000) among
others. The progesterone data set is a sample of urinary metabolite progesterone
1
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curves measured over 69 nonconceptive menstrual cycles (namely, the noncon-
cpetive group or Group 1) and 22 conceptive (namely, the conceptive group or
Group 2) as part of continuing studies of early pregnancy loss conducted by the
Institute for Toxicology and Environmental Health at the University of California,
Davis in collaboration with the Reproductive Epidemiology Section of the Califor-
nia Department of Health Services, Berkeley. The progesterone curves came from
patients with healthy reproductive function enrolled in an artificial insemination
clinic where insemination attempts are well-timed for each menstrual cycle. As
standard practice in endocrinological research (Yen and Jaffe, 1991), progesterone
profiles were aligned by the day of ovulation, here determined by serum luteinizing
hormone, then truncated at each end to present curves of equal length.
The upper panels of Figure 1.1 display the two groups of the progesterone data.
Overall, these two groups behave quite differently. It is expected that they will
have quite different mean functions. This is actually confirmed by the lower panel
where the estimated mean functions together with their 95% pointwise standard
deviation bands are presented. Before Day 8, it seems both the mean functions
are quite similar but after Day 8, the tendency is totally different. Can we test
whether this difference is statistically significant? Here the Fan and Lin (1998)’s
procedure can not be used since we can not assume that the individual functions
are not correlated with a subject.
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Figure 1.1: The progesterone data.
The above test problem can be easily rejected since the difference is so obvious
by looking at Panel (c). However, if we focus on a small range of the progesterone
data, e.g., we consider the above testing problem but now over the interval [−8, 8],
can we reject or accept the null hypothesis easily?
Figure 1.2 is the same as Figure 1.1 but now the data range is [−8, 8]. From
Panel (c), it is difficult to determine if there is statistically significant difference
between the mean functions of the two groups.
In this thesis, we study how to test the above problems. Our methodology is
based on Fan (1996), i.e., the adaptive Neyman test (ANT) and the functional
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Figure 1.2: The progesterone data over [−8, 8].
PCA of Ramsay and Silverman (1997). We call the resulting methodology as the
PC-based ANT. In next chapter, we first review the adaptive Neyman test of Fan
(1996) and its application for curve data as described in Fan and Lin (1998). In
Chapter 3, we shall review the PCA for multivariate data and functional data,
and then propose our PC-based ANT. Simulation studies are given in Chapter
4. In Chapter 5, we shall test the above and other functional hypothesis testing
problems using the proposed PC-based ANT procedure. We conclude this thesis
by a discussion in Chapter 6.
Chapter 2
Adaptive Neyman Test and its
Application
2.1 Introduction
In this chapter, we shall review a powerful testing method for testing the mean of
a high-dimensional vector. It is known as the adaptive Neyman test (ANT) and
proposed by Fan (1996). Fan and Lin (1998) applied it for comparing the mean
functions of two sets of curves that are generated from a white noise or stationary
errors. In next chapter, we shall study how to apply it for comparing the mean
functions of two sets of curves that are generated from a general smooth process.
5
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2.2 The Adaptive Neyman Test
2.2.1 The White Noise Testing Problem
Given an n-dimensional normal random vector
X = [X1, · · · , Xn]T ∼ N(θ, In), (2.1)
where θ = [θ1, · · · , θn]T , we want to test
H0 : θ = 0 vs H1 : θ 6= 0. (2.2)
This is a high-dimensional testing problem. Under H0, each component of X
has mean 0 and variance 1, and hence each of its components is a white noise.
Therefore, the above testing problem is also known as the white noise testing
problem.
2.2.2 Motivating the ANT
It is known that the above white noise testing problem has no most powerful test.
However, for a specific alternative, the most powerful test exists. For example,
given a specific alternative θ = θ0, by the Neyman-Pearson fundamental theorem,
the most powerful test for the following sub-testing problem:
H0 : θ = 0 versus H1 : θ = θ0, (2.3)
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is:
Reject H0 when θ
T
0X > ‖θ0‖Φ−1(1− α)
where α is the level of significance, Φ is the standard normal distribution function,
and ‖ ·‖ is the L2 norm. The power of this most powerful test is 1−Φ(z1−α−‖θ0‖)
with z1−α = Φ−1(1−α), the upper α-percentile of the standard normal distribution.
The above most powerful test depends on the specific alternative in H1 of the
sub-test problem (2.3). A naive mimicking of this testing procedure is to estimate








≈ 1− Φ(z1−α − ‖θ0‖2/
√
2n) (2.4)
provided that ‖θ0‖2 = o(n), and it tends to α even though ‖θ0‖ → ∞ with ‖θ0‖2 =
o(
√
n). This is quite unsatisfactory, which implies it is not a good idea to test
on each coefficient. Neyman (1937) suggested testing the first m-dimensional sub-
problem where 1 ≤ m ≤ n, leading to the test statistic
m∑
j=1
X2j . If we have the
following vague prior information that
the large components of θ0 concentrate on the first m dimensions (2.5)
the above test will be quite satisfactory.
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2.2.3 Choice of the Dimension
How to select m? This question arises naturally. Eubank and LaRiccia (1992) used
a cross-validation criterion while Ledwina (1994), Kallenberg and Ledwina (1994)
and Inglot et al. (1994) put forward Schwarz’s Bayesian Information Criterion
(BIC) (Schwarz, 1978). Alternatively, Fan (1996) proposed the ANT by selecting
m based on the power consideration. He used the following rule for m selection:













(X2j − 1) is an unbiased estimator of m−1/2
m∑
j=1
θ2j0 , the ANT rule
for the testing problem (2.2) is: Reject H0 when the ANT test statistic














is too large or when the normalized test statistic
TAN =
√
2 log log nT ∗AN − {2 log log n+ .5 log log log n− .5 log(4pi)} (2.7)
is too large. Fan (1996) gave the following theorem that gives the limit distribution
of TAN .
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Theorem 2.1 The asymptotic null distribution of the ANT statistic TAN is
P (TAN < x)→ exp(− exp(−x)), as n→∞.
This is a corollary of Darlin and Erdos (1956). Directly from theorem 2.1, the
critical region
TAN > − log(− log(1− α)), (2.8)
has asymptotic significance level α. The above ANT procedure may also be applied
to the non-Gaussian high-dimensional data. We only need to replace
√
2 in the






if needed; see (2.7).
2.2.5 Power of the Test
Fan (1996) gave the following theorem about the power of the ANT procedure.








(X2j − 1− θ2j0) ≥
√



















θ2j0 À (log log n)1/2
the ANT has asymptotic power 1.
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2.2.6 Sampling Distribution
The sampling distribution of the ANT statistic TAN (2.7) can be estimated using
a kernel approach (Wand and Jones, 1995, Simonoff, 1996) based on a sample of
TAN computed using (2.7).
Specifically, we first generate n sample vectors X1,X2, · · · ,XN from X ∼
N(0, In). For sample vector Xk we can compute T
∗
AN,k using (2.6) and then nor-
malize it to TAN,k using (2.7).
The sample TAN,k, k = 1, 2, · · · , N is then used to compute the kernel density






where Kh(·) = K(·/h)/h with K, called as kernel function, being a symmetric
probability density function (pdf) and h, the bandwidth determining the size of
the local neighborhood (Silverman 1986). Throughout this thesis, we shall use
the Gaussian kernel function K(x) = (2pi)−1/2 exp(−x2/2) and the Sheather-Jones
plug-in bandwidth selector (Sheather et al, 1991) to automatically select a proper
bandwidth h.
Figure 2.1 shows the limit probability density function (pdf) (solid curve) of
the ANT statistic TAN , i.e., p(x) = exp(− exp(−x)) derived from Theorem 2.1 and
the sampling pdf (dashed curve) computed with the above KDE procedure. We
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Figure 2.1: Limit and sampling probability density functions of the ANT statistic
TAN .
used N = 10000 so that the KDEs have enough accuracy. For each panel, the title
gives the sample size n. For example, in the first panel, n = 50. It is interesting
to see that the sampling pdf is far from the limit pdf in each panel even when
n = 1600. The same size n = 1600 is not small and hence the limit pdf of TAN is
generally not useful for small and moderate sample sizes. The sampling pdf should
be used.
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2.3 An Application of the ANT
Fan and Lin (1998) applied the ANT testing procedure to compare two samples of
curves generated from an uncorrelated or stationary process. They first estimated
the sample means and sample variances of the two samples of curves, and then
did a Fourier-transformation to the normalized differences of the sample means
so that the main information about the differences was moved to the first several
components. In this way, they can apply the ANT test procedure directly.
2.3.1 The Problem
Curve data arise from many scientific studies (Ramsay and Silverman, 1997). They
are often observed at grid points. Without loss of generality, let us assume they
are observed at time points
T = {1, 2, · · · , T}, (2.9)
where T is some integer. Assume we have the following two samples of curves
Xj(t) = µ1(t) + εj(t), j = 1, · · · , n1,
Yk(t) = µ2(t) + ε
′
k(t), k = 1, · · · , n2,
(2.10)
where t ∈ T , {εj(t)} and {ε′k(t)} are independent with mean 0, µ1(t) and µ2(t) are
two unknown functions, and n1 and n2 are the number of repetitions of the first
and second samples, respectively.
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Based on the two samples of curves (2.10), it is of interest to test if µ1(t) = µ2(t).
That is,
H0 : µ1(t) = µ2(t) for each t vs H1 : µ1(t) 6= µ2(t) for some t (2.11)
How to test the above problem?
2.3.2 Estimation of the Pointwise Means











Notice that as n1, n2 →∞, we have
X¯(t) ∼ AN(µ1(t), σ21(t)/n1),
Y¯ (t) ∼ AN(µ2(t), σ22(t)/n2).
(2.12)
2.3.3 Estimation of the Sample Variances
It is more complicated to compute the pointwise sample variances. When σ21(t) and
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However, when σ21(t) = σ
2





















2 are two different
constants, then we should use
σˆ21(t) = σˆ
2















Finally, when σ21(t) = σ
2
2(t) = σ














Sometimes, one of the above conditions is obvious and sometimes not.
2.3.4 Normalizing the Differences
From (2.12), we have
X¯(t)− Y¯ (t) ∼ AN(µ1(t)− µ2(t), σ21(t)/n1 + σ22(t)/n2).
Therefore, the standardized difference is
Z(t) = {n−11 σˆ21(t) + n−12 σˆ22(t)}−1/2{X¯(t)− Y¯ (t)} (2.14)
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When n1 and n2 are large,
Z(t) ∼ AN(d(t), 1), t ∈ T ,
where
d(t) ≈ {n−11 σ21(t) + n−12 σ22(t)}−1/2{µ1(t)− µ2(t)}.
Under H0, we have d(t) = 0 so that asymptotically Z(t), t ∈ T is a white noise
vector as defined in (2.1). Can we apply the ANT test procedure directly to the
vector Z(t), t ∈ T ?
2.3.5 Fourier-Transformation of Z(t)
A requirement for the ANT test procedure to be effective is the vague prior infor-
mation (2.5), i.e., the main information of the differences is concentrated in the
first several components of Z(t), t ∈ T . For this Z(t), there is no information that
guarantees such a condition to be satisfied. As a result, we shall conduct some
transformation to Z(t), t ∈ T so that this requirement is satisfied.
For uncorrelated or stationary noise, it is known that the Fourier-transformation
of Z(t) can lead to the resulting Fourier coefficients vector, namely Z∗ which sat-
isfies such a requirement; see Brockwell and Davis (1991) for some details. Then
the ANT testing procedure can be applied to the resulting vector Z*.
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2.3.6 Limit Dsitribution of the Resulting ANT
If the variances in the construction of the Z(t) in (2.14) are true, it is easy to show
that the ANT applied to Z∗ has the same limit distribution as the original ANT.
Now the question is : if the variances are replaced by their estimates, what would
happen?
This question has been partially answered by Fan and Lin (1998). They showed
that the impact of variance substitution on the null distribution is negligible if
variances are estimated well. They considered the simplest case where σ21(t) = σ
2
1
and σ22(t) = σ
2
2 for t = 1, . . . , T . Then the standardized difference is
Z(t) = {n−11 σˆ21 + n−12 σˆ22}−1/2{X¯(t)− Y¯ (t)}
where σˆ21 and σˆ
2




2 are consistent esti-
mates of σ21 and σ
2
2 (as T → ∞). Let Γ be the Fourier transformation such that
Z∗ = ΓZ and











Let TAN be the normalized TAN as defined in (2.7).
Fan and Lin (1998) showed the following theorem:
Theorem 2.3 The asymptotic distribution of TAN under H0 is given by
P (TAN < x)→ exp{− exp(−x)}, as T →∞.
Chapter 3
PC-Based Adaptive Neyman Test
3.1 Introduction
In order to generalize the ANT to functional data, we need to use the knowledge
of principal component analysis (PCA) of functional data. For this purpose, we
first review PCA for multivariate data (Anderson, 1958) and then review PCA for
functional data (Ramsay and Silverman, 1997). We then propose and study the
principal component (PC) based adaptive Neyman test (ANT).
17
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3.2 PCA for Multivariate Data
3.2.1 PCA: Theoretical Version
Let X = [x1, · · · , xp]T be a p-dimensional random vector, i.e., X ∈ Rp, which has
mean µ and covariance matrix Σ. Principal component analysis (PCA) of Σ means
a decomposition of Σ in the following way:
Σ = UΛUT , (3.1)
where U = [u1,u2, · · · ,up] is an orthonormal matrix so that UTU = Ip, and Λ is
a diagonal matrix, diag(λ1, λ2, · · · , λp) with λ1 ≥ λ2 ≥ · · · ≥ λp ≥ 0. The vector
ur is known as the r-th eigenvector of Σ and λr as the associated r-th eigenvalue.







Due to the orthonormality of U, we have
uTrΣur = λr, r = 1, 2, · · · , p. (3.3)
Notice that u1,u2, · · · ,up form an orthonormal basis of Rp so that any vector
in Rp can be expressed as a linear combination of this basis. In particular, the












is the r-th principal component (PC) score of X, and hence ξrur is the associated
r-th principal component (PC). Moreover,
E(ξr) = u
T
r µ, Var(ξr) = u
T
r Σur = λr, (3.6)
using (3.3).
3.2.2 PCA: Sample Version
In practice, Σ is unknown and has to be estimated based on a sample
X1,X2, · · · ,Xn (3.7)
where each Xi has the same distribution as X. Based on this sample, the mean µ
and Σ can be estimated respectively by
µˆ = X¯ = n−1
n∑
i=1
Xi, Σˆ = (n− 1)
n∑
i=1
(Xi − X¯)(Xi − X¯)T . (3.8)
Then the sample version of the PCA is to decompose Σˆ, similar to (3.1) for Σ as






where Uˆ = [uˆ1, · · · , uˆp] is orthonormal, and λˆ1 ≥ · · · ≥ λˆp ≥ 0. Then uˆ1, uˆ2, · · · , uˆp
and λˆ1, · · · , λˆp are the sample eigenvectors and eigenvalues of X based on the sam-
ple (3.7). They are the estimators of the theoretical eigenvectors u1,u2, · · · ,up
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and eigenvalues of X. Similarly, the estimated PC scores can be expressed as
ξˆir = X
T
i uˆr, r = 1, 2, · · · , p. (3.10)
3.2.3 Simulated Examples
It is interesting to know how the estimated mean vector, eigenvectors, and eigenval-
ues are compared to the associated true mean vector, eigenvectors and eigenvalues.
For this aim, we can do a simulation. In a simulation study, we can set the true
mean vector, eigenvectors and eigenvalues so that we can compare them to their
estimates.
Without loss of generality, we set p = 6 and let the true mean vector
µ = [1, 2, 5, 9, 13, 15]′.
To set the covariance matrix, we first set
A =

1 2 3 4 5 6
2 3 4 5 6 1
3 4 5 6 1 2
4 5 6 1 2 3
5 6 1 2 3 4
6 1 2 3 4 5

,
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which is a Latin-square. Then the covariance matrix can be set as Σ = ATA.
It follows that X = µ + AZ ∼ N(µ,Σ) if Z ∼ N(0, I6). Based on this, we can
generate a sample of X using a sample Z1, · · · ,Zn of Z:
Xi = µ+AZi, i = 1, 2, · · · , n,
where n is the sample size.

















Figure 3.1: Mean vector, eigenvalues and their estimates, n = 50
Panel (a) of Figure 3.1 shows the true means (labeled by circles) and their
estimates (stars) when the sample size n = 50. Panel (b) shows the sorted true
eigenvalues (from large to small) (circles) and their estimates (stars). It indicates
that the eigenvalues drop quite quickly with the eigenvalue order. In particular,
the first eigenvalue is much larger than the others. From both panels, it is seen
that the estimates approximate the true ones quite closely.













































Figure 3.2: Eigenvectors and their estimates, n = 50
However, it is more challenging to estimate the eigenvectors accurately. Fig-
ure 3.2 shows the first 6 true eigenvectors (circles) and their estimates (stars) when
the sample size n = 50. Except for the first eigenvectors who match quite closely
as shown in the leftest upper panel, other eigenvectors do not match too closely
with each other. These eigenvector estimators can be improved by increasing the
sample size.
Figures 3.3 and 3.4 are the same as Figures 3.1 and 3.2 except now n = 500.
It is seen that the mean vector and the eigenvalues are estimated much more
accurately. Moreover, the eigenvectors match much more closely for n = 500 than
CHAPTER 3. PC-BASED ADAPTIVE NEYMAN TEST 23






























































Figure 3.4: Eigenvectors and their estimates, n = 500.
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those for n = 50. This result is consistent with the law of large numbers for the
mean vector and eigenvectors.
3.3 PCA for Functional Data
Functional PCA is a generalization of the multivariate PCA described above. In
the multivariate PCA, the basic element is a random vector while in the functional
PCA, the basic element is a random function. A function can be regarded as an
infinite-dimensional vector.
3.3.1 Functional PCA: Theoretical Version
LetX(t) be a random function which has mean µ(t) and covariance function γ(s, t).





where φr(t), r = 1, 2, · · · are the eigenfunctions, associated with the eigenvalues




φr(t)φl(t)dt = 0, r 6= l. (3.12)
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Notice that the expression (3.11) is comparable nicely to (3.2). Due to the ortho-
normality of φr(t), r = 1, 2, · · · , we have
∫ ∫
φr(s)γ(s, t)φr(t)dsdt = λr, r = 1, 2, · · · . (3.13)
This is the counterpart of (3.3).
Like in the multivariate PCA, the eigenfunctions φr(t), r = 1, 2, · · · form an
orthonormal basis of the space spanned by the random function X(t) so that we








X(t)φr(t)dt, r = 1, 2, · · · . (3.15)





φr(s)γ(s, t)φr(t)dsdt = λr. (3.16)
3.3.2 Functional PCA: Sample Version
In practice, γ is unknown and has to be estimated based on a sample
Xi(t), i = 1, 2, · · · , n (3.17)
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that have the same distribution as the random functionX(t). Based on this sample,




Xi(t), γˆ(s, t) = (n− 1)
n∑
i=1
(Xi(s)− µˆ(s))(Xi(t)− µˆ(t)). (3.18)
Then the sample version of the functional PCA is to decompose γˆ, similar to





where φˆr(t), r = 1, 2, 3 · · · are the sample eigenfunctions, and λˆ1 ≥ λˆ2 ≥ λˆ3 ≥ · · ·










In practice, the sample size n is always finite so that γˆ(s, t) has at most n− 1
nonzero eigenvalues λˆr, r = 1, 2, · · · , n − 1. In many practical cases, the first few,
namely, p, eigenvalues dominate the variability ofX(t). In this case, the expressions
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How to choose p? In (3.22), we actually used an assumption that
λˆ1 ≥ λˆ2 ≥ · · · λˆp ≥ λˆp+1 ≈ λˆp+2 ≈ λˆm ≈ 0. (3.23)
This motivates us to define the following score:
Dn(q) = (λˆq − λˆq+1)/(λˆq+1 − λˆq+2), q = 1, 2, · · · ,m− 2. (3.24)
When p satisfies (3.23), we expect Dn(p) will be much larger than Dn(q) for any
q = 1, 2, · · · ,m − 2. Therefore, we choose p such that Dn(q) is maximized over
1, 2, · · · ,m − 2. For illustration, some simulated examples will be given in next
subsection.
Theoretically, we can always perform the functional PCA. In practice, we have
to discrete Xi(t), i = 1, 2, · · · , n so that they are represented by a sample of vectors.
We shall regard the multivariate PCA of the resulting vectors as the approximation
of the functional PCA of Xi(t), i = 1, 2, · · · , n. We omit the direct connection
between the ”real functional PCA” and this ”approximate functional PCA” for
simplicity.
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3.3.3 Simulated Examples
We shall use simulated functional data sets to illustrate the above functional PCA.






Φp(t) = [φ1(t), · · · , φp(t)]T ,
ai = [ai1, ai2, · · · , aip]T ∼ N(µ,Σ), i = 1, 2, · · · , n,
where the mean vector µ is p-dimensional column vector, the covariance matrix Σ
is a p× p positive definite matrix, and t ∈ [0, 1].
First of all, we need specify the mean vector µ, the covariance matrix Σ and the
design time point t. The mean vector can be specified subjectively, e.g., µ = [1 : p]T
or automatically, e.g., µ ∼ U([0, 1]p). We can similarly specifyΣ, e.g.,Σ = diag([1 :
p]) or Σ = diag(u),u ∼ U([0, 1]p). We specify t using tj = j/m, j = 1, 2, · · · ,m so
that tj ∈ [0, 1], where m is the number of the grid points.
How to choose Φp(t)? For simplicity, we can choose its components from the
following sin-cosine functions:
cos(2pit), sin(2pit), · · · , cos(2kpit), sin(2kpit), · · · , (3.25)
which is an orthogonal series over [0, 1]. For example, when p = 4, we take Φp(t) =
[cos(2pit), sin(2pit), cos(4pit), sin(4pit)]T .
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γ(s, t) = Φp(s)
TΣΦp(t),
(3.26)
After setting up the simulation parameters, we can compute µ(t) and γ(s, t)
using the above formulas. Based on a simulated sample, we can estimate µ and
γ(s, t) using (3.18). Then we can conduct a functional PCA based on the true
γ(s, t) and its estimator γˆ(s, t).






































Figure 3.5: Functional PCA of a simulated functional data set, n = 50,m = 30.
Panel (a) of Figure 3.5 shows a sample of simulated individual functions using
the above simulation model, where n = 50,m = 30. We use the sin-cosine series













































Figure 3.6: Eigenfunctions and their estimates, n = 50
(3.25) to specify Φp(t) and for this example, we use p = 5. The mean vector µ and
Σ are generated randomly. Panel (b) shows the true mean function (labeled by
circles) and its estimate (stars). Panel (c) shows the sorted true eigenvalues (from
large to small) (circles) and their estimates (stars). It is seen that the eigenvalues
drop quite quickly with the eigenvalue order, especially when λ5 is much larger
than λq, q = 6, 7, · · · , 30. This indicates that p = 5 is the best choice for truncation
specified in (3.22). This is further confirmed by the Dn score shown in Panel (d)
where the Dn score is much larger when q = 5 than when q equals to other values.
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Figure 3.7: Similar caption as Figure 3.5 but now n = 500.
Figure 3.6 shows the first 6 eigenfunctions (with circles) and their estimates
(with stars). It is seen that the first 5 eigenfunctions are very smooth, but the 6th
eigenfunction is very noisy, as expected. It is seen that the first two eigenfunctions
were well estimated using the sample, but the latter three were not accurately
estimated. This is because the sample size n = 50 is not so large.
If we enlarge the sample size, we can see that these eigenfunctions can be
estimated more accurately. Figures 3.7 and 3.8 are the same as Figures 3.5 and
3.6 respectively except now n = 500. From these two figures, we can see that the
mean function, eigenfunctions and eigenvalues are estimated more accurately. In













































Figure 3.8: Similar caption as Figure 3.6 but now n = 500.
particular, the five eigenfunctions are well estimated when n = 500.
3.3.4 The Progesterone Data
In Chapter 1, we have introduced the progesterone data set. It has two groups, the
nonconceptive group and the conceptive group. In this subsection, we apply the
functional PCA to these two groups respectively.
We first consider the nonconceptive group. Panel (a) of Figure 3.9 shows the
individual functions. Panel (b) displays the mean function with 95% pointwise
standard deviation bands. Panel (c) shows the eigenvalues. It is seen that the first
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Figure 3.9: Functional PCA of the progesterone data, the nonconceptive group.
eigenvalue dominates the others in the sense that it explains about 84% of the total
variability (see the leftest upper panel of Figure 3.10), while the other eigenvalues
explain 16% in total. However, the dimension selected by using the Dn score (3.24)
is p = 24 as shown in Panel (d).
Figure 3.10 displays the first 6 eigenfunctions. In the title of each panel, the
name of the eigenfunction is indicated, and the percentages of the total variability
explained by the eigenfunction and by all the eigenfunctions so far are indicated by
the first and the second number respectively. For example, in the last panel, the
6th eigenfunction is presented, it explains about .63% of the total variability, and
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Eig. 1 [83.87%, 83.87%]






Eig. 2 [7.64%, 91.52%]




Eig. 3 [3.8%, 95.32%]






Eig. 4 [2.31%, 97.64%]






Eig. 5 [1.09%, 98.73%]




Eig. 6 [0.63%, 99.36%]
Figure 3.10: Eigenfunctions of the progesterone data, the nonconceptive group.
the first 6 eigenfunctions explain about 99.36% of the total variability. All these
eigenfunctions are quite smooth.
Figure 3.11 shows the effect of the first 6 PCs to the mean function respec-
tively. That is, we add and subtract some number of the eigenfunction to the
mean function:
µˆ(t)± cφˆr(t), r = 1, 2, · · · .
In this example, we used c = 2. It is seen that the effect of PC1 is an up and
down shift of the mean function and it explains a large percentage of the total
variability. It follows that most of the individual functions have similar shape as
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PC 1 [83.87%, 83.87%]






PC 2 [7.64%, 91.52%]






PC 3 [3.8%, 95.32%]






PC 4 [2.31%, 97.64%]






PC 5 [1.09%, 98.73%]






PC 6 [0.63%, 99.36%]
Figure 3.11: Effect of the eigenfunctions of the progesterone data, the nonconceptive
group.
the mean function. The effect of PC2 is a left-right shift of the mean function. It
is interesting to notice that the shift point is very close to the ovulation day (Day
0). The effects of the other PCs can be similarly analyzed.
Figures 3.12, 3.13 and 3.14 are the same as Figures 3.9, 3.10 and 3.11 but now
for the conceptive group. The selected dimension p = 21 is close to the one for
the nonconceptive group. Moreover, it seems that the first 6 eigenfunctions of the
conceptive group are quite similar to the first 6 eigenfunctions of the nonconceptive
group. From this, we may guess that the covariance functions of the two groups
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Figure 3.12: Functional PCA of the progesterone data, the conptive group.
are similar.
3.4 The PC-based ANT
3.4.1 Two Sample Testing Problem for Functional Data
By X(t) ∼ SP (µ, γ), we mean X(t) is a stochastic process with mean µ(t) and
covariance function γ(s, t). A sample of X(t) can be written as X1(t), · · · , Xn(t) ∼
SP (µ, γ).
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Eig. 1 [80.45%, 80.45%]






Eig. 2 [13.93%, 94.39%]






Eig. 3 [3.27%, 97.66%]






Eig. 4 [1.24%, 98.9%]






Eig. 5 [0.63%, 99.54%]




Eig. 6 [0.25%, 99.8%]
Figure 3.13: Eigenfunctions of the progesterone data, the conceptive group.
Assume we have the following two samples of functions X1(t), · · · , Xn1(t) ∼
SP (µ1, γ1) and Y1(t), · · · , Yn2(t) ∼ SP (µ2, γ2). These two samples of functions can
be expressed as
Xj(t) = µ1(t) + uj(t), j = 1, · · · , n1,
Yk(t) = µ2(t) + vk(t), k = 1, · · · , n2,
(3.27)
where uj(t) ∼ SP (0, γ1) and vk(t) ∼ SP (0, γ2). It is natural to assume the two
samples are independent.
Based on the two samples of functions (3.27), it is of interest to test if µ1(t) =
CHAPTER 3. PC-BASED ADAPTIVE NEYMAN TEST 38






PC 1 [80.45%, 80.45%]






PC 2 [13.93%, 94.39%]






PC 3 [3.27%, 97.66%]
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Figure 3.14: Effect of the eigenfunctions of the progesterone data, the conceptive
group.
µ2(t). That is,
H0 : µ1(t) = µ2(t) for each t vs H1 : µ1(t) 6= µ2(t) for some t (3.28)
How to test the above problem?
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3.4.2 Estimation of the Pointwise Means











Notice that as n1, n2 →∞, we have
X¯(t) ∼ AGP (µ1, γ1/n1),
Y¯ (t) ∼ AGP (µ2, γ2/n2),
(3.29)
where AGP (µ, γ) indicates an ”asymptotical Gaussian process” with mean func-
tion µ(t) and covariance function γ(s, t), and γ1/n1 means the covariance function
γ1(s, t)/n1.
It follows that the difference process
d(t) = X¯(t)− Y¯ (t) ∼ AGP (µd, γd),
µd(t) = µ1(t)− µ2(t), γd(s, t) = γ1(s, t)/n1 + γ2(s, t)/n2.
(3.30)
In the above, we use the assumption that the two samples are independent. Under
H0, d(t) ∼ AGP (0, γd).
3.4.3 Estimation of the Covariance Functions
Under different assumption, the estimators of γ1, γ2 and γd will be different. When
the two samples have different covariance functions, i.e., when γ1(s, t) and γ2(s, t)
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are different, and they are non-constant functions of time, then naturally, we esti-
mate them by




γˆ2(s, t) = (n2 − 1)−1
n1∑
k=1
[Yk(s)− Y¯ (s)][Yk(t)− Y¯ (t)].
(3.31)
However, when the two samples have same covariance functions, i.e., when
γ1(s, t) = γ2(s, t) for each pair of s, t, the following pooled estimators are more
proper:










In both cases, γd can be estimated as
γˆd(s, t) = γˆ1(s, t)/n1 + γˆ2(s, t)/n2. (3.33)
3.4.4 The Fundamental Testing Problem
The two sample testing problem (3.28) is equivalent to the following fundamental
testing problem based on a single function d(t) ∼ GP (µd, γd):
H0 : µd(t) ≡ 0 vs H1 : µd(t) 6= 0 for some t. (3.34)
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Assume γd(s, t) is known and its trace is finite, i.e.,
tr(γd) =
∫
γd(t, t)dt <∞. (3.35)






where λd,1 ≥ λd,2 ≥ · · · are the eigenvalues and φd,1(t), φd,2(t), · · · are the asso-







d(t)φd,r(t)dt as defined before and ξd,r ∼ N(µd,r, λd,r) with µd,r =∫
µd(t)φd,r(t). Under H0, µd(t) ≡ 0 so that µd,r = 0, r = 1, 2, · · · .
Let Zd,r = ξd,r/λ
1/2
d,r , r = 1, 2, · · · , p where p is sufficiently large so that λd,r = 0
and µd,r = 0 are essentially true when r > p. Then Zd = [Zd,1, Zd,2, · · · , Zd,p]T ∼





d,2 , · · · , µd,p/λ1/2d,p ]T . (3.38)
Under H0, µZd = 0 and Zd ∼ N(0, Ip). When p is well chosen, the testing problem
(3.34) is equivalent to the following white noise testing problem:
H0 : µZd ≡ 0 vs H1 : µZd 6= 0, (3.39)
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based on Zd. This is essentially the white noise testing problem described in Sec-
tion 2.2.1 of Chapter 2. Therefore, it can be tested using the ANT statistic (2.6):











(ξ2d,r/λd,r − 1). (3.40)
The associated normalized ANT statistic is
TAN,d =
√
2 log log pT ∗AN,d − {2 log log p+ .5 log log log p− .5 log(4pi)}. (3.41)
In practice, γd(s, t) is unknown and has to be estimated using (3.33). When
both n1 and n2 are large, the estimator γˆd(s, t) is very close to γd(s, t) and hence we
can replace γd(s, t) by γˆd(s, t) to perform the above ANT procedure. Specifically, let
λˆd,r, r = 1, 2, · · · and φˆd,r(t), r = 1, 2, · · · , p be the eigenvalues and eigenfunctions
of γˆd(s, t), then the associated estimated ANT statistic is




(ξˆ2d,r/λˆd,r − 1)/(2q)1/2, (3.42)
where ξˆd,r =
∫
d(t)φˆd,r(t)dt. The associated normalized ANT statistic TˆAN,d is
obtained via replacing T ∗AN,d in (3.41) by Tˆ
∗
AN,d.
For real functional data, such a p can be selected by using the Dn score (3.24)
based on the estimated covariance function γˆd(s, t) computed with (3.33). Theo-
retically, we assume p will tend to infinity as n1 and n2 tend to infinity. Following
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Fan and Lin (1998), we can choose p = O((n1 + n2 − 2)/ log(n1 + n2 − 2)) so that




In the previous chapter, we propose the PC-based ANT procedure for the func-
tional two-sample problems. In this chapter, we shall explore its property using
simulations. Specifically speaking, we want to compare the null pdf of the PC-based
ANT test statistic (3.42) that uses the estimated covariance function, the null pdf
of the PC-based ANT test statistic (3.41), and the ideal null pdf of the original
white noise based ANT test statistic (2.7). The latter can be computed using the
method described in Section 2.2.6 of Chapter 2 based on a sample generated from
the white noise process vector (2.1).
44
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4.2 Simulation Model
In Section 3.3.3 of Chapter 3, a simulation model is proposed for simulating a
functional data set with n individual random functions, each having the same m
design time points that are equally spaced over [0, 1]. The sin-cosine series (3.25)
can be used to specify Φp(t). For this simulation study, we consider three p: 5, 15
and 25, representing low, moderate and high dimension respectively. The number of
the design time points, m, are taken as double of p, i.e., 10, 30 and 50 respectively.
We shall generate two sets of functions that have the same mean function, i.e.,
µ1(t) = µ2(t) since we want to simulate the null pdf of the PC-based ANT test
statistic. For simplicity, we also generate the data using γ1(s, t) = γ2(s, t) although
it is not necessary. We generate the sample sizes of the two sets of functions
according to the true dimension p. Specifically, we take n1 = 2p, 3p, 4p and 5p, and
n2 = n1 + [25U ], U ∼ [0, 1] so that n2 is larger or equal to n1. We want to check
how the sample sizes affect the null pdfs of the PC-based ANT statistic (3.42).
Based on a pair of samples of functions generated with the above simulation
model, we can compute the PC-based ANT test statistic (3.42) using γˆd(s, t) or the
test statistic (3.41) using the known γd(s, t) (that can be computed using (3.26)).
Using the first pair of samples, we can compute p0, the dimension selected by the
Dn score (3.24). Later we will know that in all the cases considered, we have
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p0 = p. This means that the Dn will be able to pick up the right dimension when
the sample sizes are large enough.
Then based on N pairs of samples of functions generated, we can compute
TˆAN,d,k using (3.42) and TAN,d,k using (3.41) for k = 1, 2, · · · , N . We then compute
their KDEs using the method described in Chapter 2. In all the simulations,
N = 5000.
4.3 Simulation 1











































Figure 4.1: Simulated Null pdfs when the true dimension p = 5.
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We organize the simulation results according to the true dimension p. We first
consider the case when p = 5. This is a low dimension case. Since the sample
sizes n1 and n2 are related to p, they are small too. Figure 4.1 displays the results.
In each panel, the solid curve is the KDE of the PC-based ANT statistic TˆAN,d
computed using (3.42), and the dashed curve is the KDE of the PC-based ANT
statistic TAN,d computing using (3.41), and the dotted curve is the KDE of the
ideal ANT statistic TAN computed using (2.7) of Chapter 2. Notice that based on
a given sample, only the TˆAN,d is computable and TAN,d is not computable since the
true γ(s, t) is usually unknown. TAN can be simulated using a computer software.
Panels (a), (b), (c) and (d) show the results when the sample size n1 is 2, 3, 4
and 5 times of p and n2 is selected randomly. It seems that all the three KDEs are
close to each other well, indicating that when p is small and the sample sizes are
large, we can use the ideal pdf to compute the value of a PC-based statistic TˆAN,d.
4.4 Simulation 2
The true dimension p in the above simulation study is small. We now consider the
case when p = 15, representing the moderate large dimension. The sample sizes
n1 and n2 are also large, according to the rule used previously. Figure 4.2 displays
the results. In each panel, it is seen that the KDEs of the PC-based statistic TAN,d
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Figure 4.2: Simulated Null pdfs when the true dimension p = 15.
using the true γ and the ideal ANT statistic TAN match well. This is consistent
with Theorem ??. Except in Panel (a), all the three KDEs match well. It follows
that when the sample sizes are not large enough (e.g., n1 ≤ 2p), the KDE of the
PC-based ANT statistic TˆAN,d using γˆ is different from the other two KDEs. In
this case, if we use the pdf of the ideal ANT statistic, the pvalue will be smaller
than the true pvalue.
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Figure 4.3: Simulated Null pdfs when the true dimension p = 25.
4.5 Simulation 3
We now consider the case when p = 25, representing the large dimension. The
sample sizes n1 and n2 should be also large to estimate the associated eigen values
and eigenfunctions accurately. Figure 4.3 displays the results. The conclusions
made from Figures 4.1 and 4.2 are also valid here. When n1 ≤ 2p, the KDE of
the PC-based ANT statistic TˆAN,d is different from the other two KDEs and hence
when we use their pdf for computing the pvalue, the resulting pvalue will be smaller
than the true pvalue, while the resulting pvalue is trustful when n1 ≥ 3p.
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We have conducted more simulations with other values of parameters, and we
obtained similar conclusions as above. We shall not present them here for space
saving.
Chapter 5
Applications to the Progesterone
Data
In Chapter 1, we have introduced the progesterone data. It has two groups: the
nonconceptive group and the conceptive group. They have 69 and 22 subjects
respectively. The design time points range from Day -8 to Day 15. For convenience,
we re-present Figure 1.1 below.
Panels (a) and (b) of Figure 5.1 display the two groups of the progesterone data.
Panel (c) displays their mean functions and 95% standard deviation bands. It is
seen that the standard deviation bands overlap over [−8, 8] but begin to separate
at Day 10. A general hypothesis testing problem about the mean functions of the
51
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Figure 5.1: The progesterone data
two groups is:
H0 : µ1(t) = µ2(t), any t ∈ [a, b] vs H1 : µ1(t) 6= µ2(t), some t ∈ [a, b] (5.1)
where −8 ≤ a < b ≤ 15. When [a, b] = [−8, 15], the above hypothesis testing
problem corresponds to the first problem raised in Chapter 1; when [a, b] = [−8, 8],
it corresponds to the second problem there. In this chapter, we shall apply the
PC-based ANT procedure to the above testing problem over different intervals.
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5.1 Test 1
First of all, we consider testing the mean functions over [a, b] = [−8, 15]. This is the
problem we raised in Chapter 1. Panel (a) of Figure 5.2 shows the eigen values (in
log10-scale) against the eigenvalue orders. It is seen that there is a sudden drop of
the eigenvalue at the 24-th eigenvalue. It indicates that the best dimension should
be p = 24. Panel (b) shows the Dn score (also in log10 scale) and it confirms that
p = 24. Panel (c) shows the KDE of the ideal ANT statistic (2.7) when p = 24
obtained by the method described in Chapter 2. Based on this p = 24, we compute
the associated TˆAN,d = 109 using (3.42). The pvalue computed based on the KDE
is essentially 0. Therefore the null hypothesis is highly significant.
However, since n1 = 69 and n2 = 22, the dimension p = 24 is larger than n2.
Therefore, the pvalue may not be trustful. To solve this problem, we try three
more values of p, p = [12, 16, 20] that are smaller than 24. We apply the same
PC-based ANT procedure and compute the associated pvalues. The results are
listed in Table 5.1. It is seen that though the dimension p is different, the ANT
statistical values are close to each other and their pvalues are all 0. Therefore, we
have strong evidence to reject the null hypothesis. That is, there is a significant
difference between the mean functions of the two group over [−8, 15].
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(b) log10(Dn)  score









(c) KDE for ANT
Figure 5.2: Eigenvalues, dimension selection and the null pdf of the PC-based ANT
statistic. [a, b] = [−8, 15]







For the previous test, the conclusion is obvious since the mean function difference
is large especially after Day 8. We now consider testing the mean functions over
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[a, b] = [−8, 8]. This testing problem was raised in Chapter 1. Figure 5.3 is the
same as Figure 5.1 except now over [−8, 8]. From Panel (c), it is seen that it is
more challenging to compare the mean functions of the two groups over this interval
since the 95% standard deviation bands overlap with each other and it is not easy
to distinguish them.






























Figure 5.3: The progesterone data over [a, b] = [−8, 8].
Figure 5.4 is the same as Figure 5.2 but now over [−8, 8]. Panels (a) and (b)
indicate that the best dimension should be p = 18, which is smaller than the one for
the previous test. Based on this p = 18, we compute the associated TˆAN,d = 13.55
using (3.42). The pvalue computed based on the KDE in Panel (c) of Figure 5.4 is
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(b) log10(Dn)  score









(c) KDE for ANT
Figure 5.4: Eigenvalues, dimension selection and KDE for the ANT statistic.
[a, b] = [−8, 8].
0.
The dimension p = 18 is still larger than n2/3. Therefore, the pvalue may not be
so trustful. As done previously, we considere three more values of p, p = 10, 12, 14
that are smaller than 18 as shown in Table 5.2. The resulting ANT statistics
increase with p and their pvalues decrease with p. It seems that the Dn score
(3.24) does attempt to pick up the dimension at which the associated ANT test
is powerful. The pvalues are different for the different p but they all show strong
evidence to reject the null hypothesis.
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From the above two tests, we have seen that the PC-based ANT procedure is
powerful to detect the mean difference between the two groups of the progesterone
data. We now consider testing the mean functions over [a, b] = [0, 5]. Figure 5.5
is the same as Figure 5.1 except now over [0, 5]. From Panels (a), (b) and (c),
it is obvious that the mean function difference over [0, 5] is small. What is the
associated testing result when the PC-based ANT procedure is applied?
Figure 5.6 is the same as Figure 5.2 but now over [0, 5]. Panels (a) and (b)
indicate that the best dimension should be p = 8. Based on this p = 8, we
compute the associated TˆAN,d = 1.73 using (3.42). The pvalue computed based on
the KDE in Panel (c) of Figure 5.6 is .22.
The dimension p = 8 is about n2/3. Therefore, the pvalue is trustful. However,
CHAPTER 5. APPLICATIONS TO THE PROGESTERONE DATA 58



























Figure 5.5: The progesterone data over [a, b] = [0, 5].
as done previously, we still considere other values of p, say p = 5, 6, 7 that are
smaller than 8 as shown in Table 5.3. The resulting ANT statistics decrease with p
and their pvalues increase with p. It seems that the Dn score (3.24) does attempt
to pick up the dimension such that the associated ANT test is less powerful when
the mean difference is small. The pvalues are different for the different p but they
all show no evidence to reject the null hypothesis. Therefore, we conclude that
there is no significant difference between the mean functions of the two groups over
[0, 5].
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(b) log10(Dn)  score






(c) KDE for ANT
Figure 5.6: Eigenvalues, dimension selection and KDE for the ANT statistic.
[a, b] = [0, 5].








In this thesis, we have reviewed the ANT of Fan (1996) and its application of Fan
and Lin (1998) for two sets of curves corrupted with white noise or stationary
errors. Based on the PCA for multivariate and functional data, we have extended
this technique and proposed a new procedure, the PC-based ANT, for two sets
of curves generated in a general manner. We have explored the null distribution
of the PC-based ANT procedure via simulations. In chapter 6, we have applied
this PC-based ANT to a real data set, progesterone data to determine if there is
statistically significant difference between the two groups. It is found to be always
useful in different comparisons.
There is still more work that needs to be done in this direction. For future study,
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one can investigate the asymptotic null distribution of the PC-based ANT statistic
TˆAN,d (3.42). Another thing one can do is to propose a method for bootstrapping
the null distribution of the PC-based ANT statistic. Furthermore, one can study
the power property of the PC-based ANT procedure and extend the PC-based




% Simulated Null Density of the Adaptive Neyman Test (Fan 1996)
%%
%% Huang Ying, NUS
% input
% p : dimension of vector z~Np(0,1)
% N : sample size for simulated ANT test statistic
% indfig: option for picture. 1 for plotting; 0 for no plotting.
%%
% output
% stat: Standized ANT test statistic










end; if nargin<1 |length(p)==0,
p=50;
end;



















% Simulated NUll pdf for ANT test statistic applied to Multinormal Data
%% Huang Ying, NUS
% input
%
% Simulated X1, X2, ...,Xn~Np(0,Sigma)
% p : dimension of of Xj
% n: sample size
% N : size of simulated sample size
%
% output
% stat: Standized ANT test statistic: Nx1 vector
%%%% xpdf=[x,kde] KDE for stat
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% Simulate Data X~N(mu0,sigma0)
X=randn(n,p)*Sigmah;
% Estimate mu, sigma
Xbar=mean(X)’;
Sig2=cov(X);




















%%Apply ANT test to a data set brfits.mat
%% brfits.mat is fitted from a sample of urinary metabolite progesterone over 21
%%conceptive and 70 nonconceptive menstrual cycles
%% Huang Ying, NUS
%%Inputs
%% ab=[a,b]




%% stat: ANT statistics,
%% tab: table value
%% reject:indicator for rejection (1) or acceptance (0)
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%Set principal components dimension p0
p0=min([p,n1,n2])/2;
p0=round(p0);
% Estimate mu, sigma
Xbar=mean(D1)’-mean(D2)’;
Sig2=cov(D1)/n1+cov(D2)/n2;














% Make a Conclusion under significant level alpha. 1 for rejection and 0 for
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