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Let H be a deﬁnite quaternion algebra over Q with discriminant
DH and R a maximal order of H . We denote by Gn a quater-
nionic unitary group and put Γn = Gn(Q) ∩ GL2n(R). Let Sκ (Γn)
be the space of cusp forms of weight κ with respect to Γn on
the quaternion half-space of degree n. We construct a lifting from
primitive forms in Sk(SL2(Z)) to Sk+2n−2(Γn) and a lifting from
primitive forms in Sk(Γ0(d)) to Sk+2(Γ2), where d is a factor of
DH . These liftings are generalizations of the Maass lifting investi-
gated by Krieg.
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To my father
0. Introduction
The purpose of this paper is to construct a lifting that associates to an elliptic cusp form a cusp
form on a quaternionic unitary group. This is a quaternionic modular analogue of the liftings con-
structed by Ikeda [14,15]. In a similar fashion, Ikeda constructed, from an elliptic cusp form, a Siegel
cusp form in [14] and a hermitian cusp form in [15].
Let us describe our results. Let H be a deﬁnite quaternion algebra over Q and ι the main involution
of H . Fix a maximal order R of H . Let H = H ⊗Q R, Hp = H ⊗Q Qp and Rp = R ⊗Z Zp . Put x∗ = t xι
for x ∈Mn(H).
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Gn(Q) =
{
α ∈ SL2n(H)
∣∣∣ α( 0 −1n1n 0
)
α∗ =
(
0 −1n
1n 0
)}
.
The modular group is deﬁned to be Γn = GL2n(R) ∩ Gn(Q).
For a ring O with involution ι , we put Sn(O) = {x ∈ Mn(O) | t xι = x}. The quaternion upper half-
space of degree n is deﬁned by
Hn =
{
Z = X + √−1Y ∈ Sn(H) ⊗R C
∣∣ X ∈ Sn(H), 0< Y ∈ Sn(H)}.
For any Q-algebra D , let ν , τ : Mn(H ⊗Q D) → D be the reduced norm and the reduced trace
on Mn(H ⊗Q D) respectively. Put λ = 12τ . We deﬁne a polynomial map Paf : Sn(H) → Q, using the
relations
Paf(1n) = 1, Paf(X)2 = ν(X), X ∈ Sn(H).
Let κ be an even integer. For α =
(
a b
c d
)
∈ Gn(R), Z ∈Hn and a function F on Hn , we put
αZ = (aZ + b)(cZ + d)−1, F |κα(Z) = ν(cZ + d)−κ/2F (αZ).
When n 2, a modular form F of weight κ is a holomorphic function on Hn which satisﬁes F |κγ = F
for every γ ∈ Γn . Put
Tn =
{
h ∈ Sn(H)
∣∣ λ(hβ) ∈ Z for every β ∈ Sn(R)}
and let T+n denote the set of positive deﬁnite elements of Tn . A modular form F is called a cusp form
if it has a Fourier expansion of the form
F (Z) =
∑
h∈T+n
AF (h)e
(
λ(hZ)
)
(cf. Remark 1.3). Let Sκ (Γn) be the space of cusp forms on Hn of weight κ .
Krieg systematically developed the theory of modular forms on Hn in [22], but he makes the
following assumptions:
(I) H is the Hurwitz quaternion, i.e., H has a basis {1, i, j,k} over Q such that k = i j = − ji, i2 =
j2 = −1;
(II) R is the Hurwitz order, i.e., R = Z[i, j,k, 1+i+ j+k2 ].
The present paper investigates modular forms with respect to the group Γn which comes from an
arbitrary deﬁnite quaternion algebra over Q.
Fix a rational prime p. The Siegel series attached to h ∈ Tn is deﬁned by
bp(h, s) =
∑
β∈Sn(Hp)/Sn(Rp)
ep
(−λ(hβ))ν[β]−s/2,
where ν[β] = [βRnp + Rnp : Rnp]1/2.
Let DH be the discriminant of H . Put Dh = D[n/2]H Pafh. If h is nondegenerate, then there exists a
polynomial F p,h such that
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(
p−s
)= bp(h, s)γp(p−s)−1,
where
γp(X) =
⎧⎨⎩
∏n−1
j=0(1− p2 j X) if p  DH ,∏[(n−1)/2]
j=0 (1− p4 j X) if p|DH .
Let F˜ p,h be a Laurent polynomial deﬁned by
F˜ p,h(X) = X−ordp Dh F p,h
(
p−2n+1X2
)
.
Then the following functional equation holds
F˜ p,h(X) = F˜ p,h
(
X−1
)
(see Proposition 2.1).
Let k be an even integer and d a factor of DH . Let
f (τ ) =
∞∑
N=1
c f (N)q
N ∈ Sk
(
Γ0(d)
)
, q = e(τ ) = e2π
√−1τ
be a primitive form with Hecke L-function:
L( f , s) =
∞∑
N=1
c f (N)N
−s
=
∏
p|d
(
1− αp p(k−1)/2−s
)−1∏
pd
(
1− αp p(k−1)/2−s
)−1(
1− α−1p p(k−1)/2−s
)−1
.
Let us deﬁne a function Liftn( f ) :Hn → C via
Liftn( f )(Z) =
∑
h∈T+n
D(k−1)/2h
∏
p
F˜ p,h(αp)e
(
λ(hZ)
)
.
This is absolutely and uniformly convergent on any compact subset of Hn .
Our main result is the following:
Theorem 1. Assume that d = 1, i.e., f is a normalized Hecke eigenform in Sk(SL2(Z)). Then Liftn( f ) is an ele-
ment of Sk+2n−2(Γn). Moreover, Liftn( f ) is a common Hecke eigenform of all Hecke operators whose standard
L-function is given by
LS
(
s, Liftn( f ), st
)= 2n∏
j=1
LS
(
f , s + k
2
+ n− j
)
,
whereS stands for the set of all places of Q at which H is ramiﬁed.
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a large portion of the proof is involved with the technicalities due to the lack of the knowledge of
suitable generators of the group Γn .
We write Snewk (d) for the space of newforms for Sk(Γ0(d)). We deﬁne a subspace Gκ (Γn) of Sκ (Γn)
as follows. Two matrices h and h′ ∈ Sn(H) are said to be in the same genus if there is βp ∈ GLn(Rp)
satisfying h = β∗ph′βp for every prime number p and h = β∗∞h′β∞ for some β∞ ∈ GLn(H). A function
F ∈ Sκ (Γn) belongs to Gκ (Γn) if AF (h) depends only on the genus of h (cf. Corollary 8.7, Con-
jecture 10.3). The space Gκ (Γn) is Hecke invariant and has a C-basis which consists of common
eigenforms for all Hecke operators. When n = 2, we shall show the following:
Theorem 2. Notation being as above, we assume that n = 2. Then Lift2( f ) is a cuspidal Hecke eigenform in
Gk+2(Γ2) with standard L-function:
LS
(
s, Lift2( f ), st
)= 4∏
j=1
LS
(
f , s + k
2
+ 2− j
)
.
Moreover, the lifting f 
→ Lift2( f ) gives a bijection (up to a scalar) between Hecke eigenforms in⊕
d1,d|DH S
new
k (d) and those in Gk+2(Γ2).
In the two theorems above we include Hecke operators at prime factors of DH though Euler factors
for such prime numbers are omitted. The precise statements of the two theorems are Theorems 4.2
and 4.3, in which we determine the local components of the automorphic representation associated
to Liftn( f ) at all places, including S.
The proof of Theorem 2 is entirely different from that of Theorem 1. Though the method adapted
here does not apply to the case n > 2, we expect that when n is even, Liftn( f ) is a Hecke eigenform
in Gk+2n−2(Γn) for every d. If n is odd and if d > 1, then this is not the case, but a certain lifting
is expected to exist in this case as well. Conjecture 10.1 predicts the existence of such liftings more
generally for Hilbert cusp forms.
This paper is organized as follows. Section 1 sets up the notion of modular forms on quater-
nionic unitary groups. Section 2 is devoted to a local study of the Siegel series. In Section 3 we study
the Eisenstein series on the quaternion half-space. We give an explicit expression for the functional
equation of the Eisenstein series and calculate the Fourier coeﬃcients of the Eisenstein series. As a
by-product of these, we obtain the functional equation of the Siegel series. In Section 4 we state our
main results. After some preparation in Section 5, we prove Theorem 1 in Section 6.
The proof of Theorem 2 relies heavily on the classical theory of the lifting from Jacobi forms to
modular forms of degree two and a relation between Jacobi forms and elliptic modular forms. Under
the assumptions (I) and (II) above, these have already been obtained by Krieg [23,24]. Section 7 ex-
tends Krieg’s work to the setting of general quaternion algebras. To complete our picture, we connect
Lift2( f ), through the spin group, to a certain cusp form on the orthogonal group of signature (2,6),
which has already been studied by Gritsenko [10] and Sugano [34]. Section 8 elaborates on this step.
We include a complete discussion of the relation of spin groups to orthogonal groups and in turn to
quaternionic unitary groups since we have not been able to ﬁnd a reference that contains all of the
facts we need. In Section 9 we linearize our lifting, following Kohnen [20]. We discuss a description
of the image of this linear map, which eventually completes the proof of Theorem 2.
We shall discuss several open problems in Section 10. In Appendix A, we investigate the automor-
phic L-function attached to Liftn( f ), using the doubling method. Finally, in Appendix B, we explain
how our lifting ﬁts into the framework of Arthur’s conjecture. In particular, we describe the Arthur
parameter associated to Liftn( f ) and discuss the conjectural structure of Arthur packets.
Notation. Let us ﬁx the general notation that we will use. We write N for the set of positive integers.
Throughout this paper we make the convention that the letters k and κ always denote even integers.
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that H is deﬁnite, i.e., H ⊗Q R  H is the Hamilton quaternion division algebra. Let ι be the main
involution of H and ν , τ :Mn(H) → F the reduced norm and the reduced trace on Mn(H) respectively.
Put λ = τ/2. Fix once and for all a maximal order R of H . If F = Q, then we write DH for the product
of rational primes p for which Hp = H ⊗Q Qp is a division algebra.
For x ∈ R, we denote by [x] the Gauss bracket of x. We denote by the formal symbol ∞ the inﬁnite
place and do not use p or q for the inﬁnite place. Set e(τ ) = e∞(τ ) = exp(2π
√−1τ ) and qN = e(Nτ )
for τ ∈ C. Put
ep(x) = exp
(−2π√−1(fractional part of x))
for x ∈ Qp . Let A be the adele ring of Q and Af the ﬁnite part of the adele ring. Put eA(x) =∏v ev(xv )
for x = (xv ) ∈ A. For an algebraic group G over Q, its group of Q-rational points, its group of Qv -
rational points, its adele group and the ﬁnite part of the adele group are denoted by G(Q), G(Qv ),
G(A) and G(Af) respectively. For an adele point a ∈ G(A), we denote by a∞ (resp. af) its inﬁnite (resp.
ﬁnite) part.
For a ring O, let O× be the group of all its invertible elements and put GLn(O) = Mn(O)× . Let
1n be the identity matrix of degree n and 0n the zero matrix of degree n. Given square matrices
a1, . . . ,am , we denote by diag[a1, . . . ,am] the matrix whose diagonal blocks are equal to a1, . . . ,am
and all entries on the off-diagonal blocks are equal to zero. Assume that O has an involution a 
→ aι .
For a matrix x over O, let t x be the transpose of x and x∗ = t xι the conjugate transpose of x. Set
z[y] = y∗zy for matrices y and z if it is well deﬁned. Put Sn(O) = {x ∈ Mn(O) | x∗ = x}. Let O′ be a
subring of O. We call two matrices h, h′ ∈ Sn(O) equivalent over O′ with each other if there is an
element β ∈ GLn(O′) such that h′ = h[β]. Deﬁne an embedding ι0 :M2m(O) ×M2r(O) ↪→M2(m+r)(O)
by
ι0(g1, g2) 
→
⎛⎜⎜⎝
a1 b1
a2 b2
c1 d1
c2 d2
⎞⎟⎟⎠ ,
writing a typical element g1 ∈ M2m(O) in the form
(
a1 b1
c1 d1
)
with a matrix d1 of size m and similarly
for g2 ∈M2r(O).
1. Modular forms on quaternionic unitary groups
Let H be a quaternion algebra over a ﬁeld F and Gn a connected algebraic group deﬁned over F
whose group of D-valued points is given by{
α ∈ SL2n(H ⊗F D)
∣∣∣ α( 0 −1n1n 0
)
α∗ =
(
0 −1n
1n 0
)}
for any F -algebra D . Here we set
SLm(H ⊗F D) =
{
α ∈ GLm(H ⊗F D)
∣∣ ν(α) = 1},
where ν denotes the reduced norm on Mm(H ⊗F D). It is important that there is an accidental iso-
morphism
G1(F ) 
{
(α,γ ) ∈ H× × GL2(F )
∣∣ ν(α)detγ = 1}/{(z, z−1) ∣∣ z ∈ F×}. (1.1)
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X ∈ Sn(H).
Proof. Representing X by
X =
(
x1 x2
x∗2 x3
) (
x1 ∈ F , x2 ∈ Hn−1, x3 ∈ Sn−1(H)
)
,
we have (
1 −x−11 x2
0 1n−1
)∗
X
(
1 −x−11 x2
0 1n−1
)
=
(
x1 0
0 x3 − x−11 x∗2x2
)
.
It follows that
ν(X) = x21ν
(
x3 − x−11 x∗2x2
)
.
Since entries of the matrix x3 − x−11 x∗2x2 ∈ Sn−1(H) are rational functions in the coordinates of X with
respect to any given base of Sn(H) over F , the induction argument yields a rational function Q (X)
with coeﬃcients in F such that ν(x3 − x−11 x∗2x2) = Q (X)2. Since (x1Q (X))2 is a polynomial map, so
is x1Q (X). Hence P (X) = x1Q (X) works. 
We write Paf for the unique polynomial map that satisﬁes the condition of Lemma 1.1 and such
that Paf(1n) = 1. Record a simple identity
Pafh[β] = ν(β)Pafh (h ∈ Sn(H), β ∈ GLn(H)).
We hereafter take F = Q and assume that H is deﬁnite. Fix a maximal order R of H . The set of
semi-integral hermitian matrices is deﬁned by
Tn =
{
h ∈ Sn(H)
∣∣ λ(hβ) ∈ Z for every β ∈ Sn(R)}.
We call an element h ∈ Sn(H) positive deﬁnite if h[x] > 0 for all x ∈ Hn \ {0}. Let Pn be the set of
positive deﬁnite hermitian matrices of size n over H. Put
S+n (H) = Sn(H)∩Pn, T+n = Tn ∩Pn.
We deﬁne the quaternion half-space of degree n by
Hn =
{
Z = X + √−1Y ∈ Sn(H) ⊗R C
∣∣ X ∈ Sn(H), Y ∈ Pn}.
The group Gn(R) acts transitively on Hn by αZ = (aZ + b)(cZ + d)−1 for Z ∈ Hn and α =
(
a b
c d
)
∈
Gn(R). We set
j(α, Z) = ν(cZ + d), jκ (α, Z) = j(α, Z)κ/2.
Recall that κ is tacitly assumed to be even. Deﬁne the modular group by setting
Γn = GL2n(R) ∩ Gn(Q).
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subgroup Cn,v of Gn(Qv) by
Cn,∞ =
{
α ∈ Gn(R)
∣∣ α(i) = i}= {( a b−b a
)
∈M2n(H)
∣∣∣ a+ √−1b ∈ U (2n)},
Cn,p = Gn(Qp)∩ GL2n(Rp).
We here put U (2n) = {g ∈ GL2n(C) | g · t g = 12n} and utilize a suitable isomorphism Mn(H) ⊗R C 
M2n(C). Set Cn =∏v Cn,v .
Deﬁne algebraic groups Qn and Un by
Qn(Q) =
{
m(a) = diag[a, (a−1)∗] ∣∣ a ∈ GLn(H)},
Un(Q) =
{
n(b) =
(
1n b
0 1n
) ∣∣∣ b ∈ Sn(H)}.
Let Pn = QnUn . Recall the Iwasawa decomposition
Gn(A) = Pn(A)Cn
(see [6, Theorem 3.3]). It is important to note that
ν
(
GLn(H)
)= R×+, ν(GLn(Hp))= Q×p , ν(GLn(H))= Q×+
(see [35]). Provided that n 2, the strong approximation property of the adele group of SLn(H) com-
bined with these yields
Qn(A) = Qn(Q)Qn(R)
∏
p
m
(
GLn(Rp)
)
.
If n = 1, then this is not the case in general. This combined with the Iwasawa decomposition above
gives
Gn(A) = Pn(Q)Gn(R)Cn (1.2)
for n 2. It follows immediately that
Gn(Q) = Pn(Q)Γn. (1.3)
The isomorphism (1.1) guarantees that (1.3) remains valid when n = 1. Moreover, it follows easily that
Γ1 =
{
ε
∣∣ ε ∈ R×} · SL2(Z). (1.4)
For α ∈ Gn(R) and a C-valued function F on Hn , we deﬁne F |κα :Hn → C by
F |κα(Z) = jκ (α, Z)−1F (αZ).
When n = 1, we put
F |kα(τ ) = (detα)k/2(cτ + d)−k F
(
(aτ + b)(cτ + d)−1)
for α =
(
a b
)
∈ GL+2 (R) = {g ∈ GL2(R) | det g > 0}.c d
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if F |κγ = F for every γ ∈ Γn . When n = 1, we impose the usual holomorphy condition at the cusp.
A modular form F is called a cusp form if F |κβ has a Fourier expansion of the form
F |κβ(Z) =
∑
h∈S+n (H)
C(h)e
(
λ(hZ)
)
for all β ∈ Gn(Q). The space of modular (resp. cusp) forms of weight κ is denoted by Mκ (Γn) (resp.
Sκ (Γn)).
The group G1(R) acts on H1 through GL
+
2 (R) by (1.1), and as such, we get Mk(Γ1) = Mk(SL2(Z))
and Sk(Γ1) = Sk(SL2(Z)) by (1.4).
We will sometimes work adelically and restate the deﬁnition of modular forms in terms of adele
groups.
Deﬁnition 1.2. The symbol Mnκ (resp. S
n
κ ) stands for the space consisting of all continuous functions
F on Gn(A) satisfying the following conditions:
• for γ ∈ Gn(Q), x ∈ Gn(A), w ∈ Cn , we have
F(γ xw) = F(x)(detw∞)κ/2,
where w∞ corresponds to w∞ ∈ U (2n) via the map
(
a b
−b a
)

→ a + b√−1;
• for each δ ∈ Gn(Af), we deﬁne a function Fδ :Hn → C by
Fδ|κ g(i) = F(gδ), g ∈ Gn(R).
Then Fδ is holomorphic and possesses a Fourier expansion of the form
Fδ(Z) =
∑
h∈Sn(H)
C(h)e
(
λ(hZ)
)
,
where C(h) = 0 unless h is positive semi-deﬁnite (resp. positive deﬁnite).
Here, the function Fδ is well deﬁned since (detw∞)κ/2 = jκ (w∞, i)−1.
Remark 1.3.
(1) It is noteworthy that we can restrict β to 12n in Deﬁnition 1.1 by virtue of (1.3).
(2) Since F is determined by its restriction to Gn(R) when n 2 on account of (1.2), the space Mnκ
(resp. Snκ ) can be identiﬁed with Mκ (Γn) (resp. Sκ (Γn)) through F →F12n .
2. Siegel series for quaternion hermitian forms
Fix a prime number p. Put Hp = H ⊗Q Qp and Rp = R ⊗Z Zp . Let us set
Tn,p =
{
h ∈ Sn(Hp)
∣∣ λ(hβ) ∈ Zp for every β ∈ Sn(Rp)},
where λ is the half of the reduced trace on Mn(Hp). For any element h ∈ Tn,p we put Dh = D[n/2]H Pafh.
Observe that Dh ∈ Zp . We call h regular if ordp Dh = 0.
2488 S. Yamana / Journal of Number Theory 130 (2010) 2480–2527The Siegel series associated to h is deﬁned by
bp(h, s) =
∑
β∈Sn(Hp)/Sn(Rp)
ep
(−λ(hβ))ν[β]−s/2,
where the quantity ν[β] is deﬁned in the following way. Let | · |p denote the normalized valuation
of Qp . Taking c ∈ Mn(Rp) ∩ GLn(Hp) and d ∈ Mn(Rp) so that β = c−1d and (c d) is primitive, we put
ν[β] = |ν(c)|−1p . Recall that we call a matrix x ∈Mmn(Rp) (m n) primitive if there exists an element
β ∈ Mn(Rp) such that xβ = (1m 0). Then ν[β] is well deﬁned and is equal to [βRnp + Rnp : Rnp]1/2 (see
[6, Corollary 2.3, Lemma 2.4] or [31, §3]). Note that ordp ν[β] is a power of p2 if β ∈ Sn(Hp).
The series bp(h, s) deﬁnes a formal Dirichlet series in the variable s, which converges absolutely
for suﬃciently large s and becomes a rational function of p−s . If h is nondegenerate, then the sum
stabilizes and consequently, bp(h, s) is a polynomial of p−s . More precisely, if we put e = ordp Dh ,
then
bp(h, s) =
∑
β∈(p−2e−1 Sn(Rp))/Sn(Rp)
ep
(−λ(hβ))ν[β]−s/2. (2.1)
Assume that p and DH are coprime. Fix an isomorphism f p : Hp  M2(Qp) such that f p(Rp) =
M2(Zp). Deﬁne an isomorphism gp : Mn(Hp) → M2n(Qp) by gp((xij)) = ( f p(xij)). Since f p(xι + x) =
τ (x) · 12 = tr( f p(x)) · 12, we have
f p
(
xι
)= J−1t f p(x) J , J = (0 −11 0
)
.
Put Bn = diag[ J , . . . , J ] ∈ M2n(Qp). Then gp(X∗) = Bnt gp(X)B−1n , where t gp(X) is the transpose of
gp(X) as a matrix of size 2n. Therefore,
gp
(
Sn(Hp)
)= BnS ′2n, gp(Sn(Rp))= BnS ′2n ∩M2n(Zp)
where S ′2n denotes the space of skew symmetric matrices over Qp of degree 2n. In this case bp(h, s)
belongs to the class of local Dirichlet series investigated in [30], and the proof of (2.1) is given in [30,
Proposition 14.3, Lemma 14.8]. More importantly, the map f p induces an isomorphism of Gn(Qp)
onto
SO(2n,2n;Qp) =
{
x ∈ SL4n(Qp)
∣∣∣ x( 0 12n12n 0
)
t x=
(
0 12n
12n 0
)}
,
whence Gn is an inner form of SO(2n,2n).
We omit the proof of (2.1) for each prime factor p of DH as it can be proven similarly. A different
kind of proof can be found in [7].
We deﬁne the polynomial γp by
γp(X) =
⎧⎨⎩
∏n−1
j=0(1− p2 j X) if p  DH ,∏[(n−1)/2]
j=0 (1− p4 j X) if p|DH .
We shall prove the following proposition in Section 3.
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cients in Z and constant term 1, which is divisible by γp(p−s). Put
F p,h
(
p−s
)= bp(h, s)γp(p−s)−1, F˜ p,h(X) = X−ordp Dh F p,h(p−2n+1X2).
Then F˜ p,h satisﬁes the following functional equation
F˜ p,h(X) = F˜ p,h
(
X−1
)
. (2.2)
It is well known that two matrices of Sn(Hp) are equivalent over Hp if and only if they have the
same rank. We write h ≈p h′ if h and h′ are equivalent over Rp (see Notation). When p and DH are
coprime, we identify Sn(Hp) with S ′2n through gp . When DH is divisible by p, we write Pp for the
maximal ideal of Rp and ﬁx a generator p of Pp . Invariants for equivalence over Rp are given as
follows:
Lemma 2.2. Let σ ∈ Sn(Hp) ∩ GLn(Hp).
(1) Assume that p and DH are coprime. Then σ ≈p diag[σ1, . . . , σn], where each σi is of the form σi =
pai J for some ai ∈ Z. Moreover, the equivalent class of σ over Rp is uniquely determined by the set
{σ1, . . . , σn}.
(2) Assume that p divides DH . Then σ ≈p diag[σ1, . . . , σr] with σi of size 1 or 2, where each σi of size 1
(resp. 2) is of the form pbi (resp. σp(ci) =
(
0 
ci
p
( ιp)
ci 0
)
) for some bi ∈ Z (resp. odd ci ∈ Z). Moreover, the
equivalent class of σ over Rp is uniquely determined by the set {σ1, . . . , σr}.
Proof. The ﬁrst assertion is nothing but Lemma 13.3(2) of [30]. The second assertion amounts to [16,
Propositions 4.3, 6.1, Theorem 6.2]. 
For any nonzero element σ ∈ Tn,p we put p(σ ) = max{a ∈ Z | p−aσ ∈ Tn,p}. We will use the
following corollary at the end of Section 8.
Corollary 2.3. Let h ∈ T2,p ∩ GL2(Hp). Then the equivalent class of h over Rp is uniquely determined by
ordp Dh and p(h).
Proof. Put a = ordp Dh and b = p(h). Observe that a  2b. We can easily see by Lemma 2.2 that
h ≈p diag[pa−b J , pb J ], provided that p and DH are coprime. Suppose that p divides DH . Then h ≈p
σp(2b − 1) or h ≈p diag[pa−b−1, pb] according as a = 2b or a 2b + 1. 
We return to the global situation and conclude this section by stating the following result, which
will be needed later.
Lemma 2.4. Let p1, . . . , pr be rational primes. For each i, ﬁx an element hi ∈ Tn,pi ∩ GLn(Hpi ). Then there is
h ∈ T+n satisfying the following conditions:
(i) h is regular at all rational primes different from p1, . . . , pr ;
(ii) for each i, there exists αi ∈ GLn(Rpi ) such that h = hi[αi].
In particular, for each N ∈ N, we can ﬁnd an element h ∈ T+n with Dh = N.
Proof. By virtue of Lemma 2.2, it suﬃces to consider the case n = 1 or 2. Clearly, we have only to
treat the case n = 2. Note that
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{(
a b
bι c
) ∣∣∣ a, c ∈ Z, b ∈ R˜},
where
R˜ = {x ∈ H ∣∣ τ (xβ) ∈ Z for every β ∈ R}.
According as p divides DH or not, the set R˜ p = R˜ ⊗Z Zp equals P−1p or Rp , and regular elements
of T2,p are equivalent to σp(−1) or diag[ J , J ] over Rp .
Note that Dhi [α] = ν(α)Dhi and ν(GL2(Rp)) = Z×p . Enlarging the set {h1, . . . ,hr} by adding regular
elements and replacing hi by a suitable GL2(Rp)-conjugate of itself if necessary, we may assume the
following conditions:
(a) the set {p1, . . . , pr} contains all prime factors of DH ;
(b) Dh1 = · · · = Dhr (=: D) ∈ N;
(c) ordp D = 0 for all rational primes p distinct from p1, . . . , pr .
Put h′ = diag[D−1H D,1]. For each i, choose an element Xpi ∈ GL2(Hpi ) so that h′ = hi[Xpi ]. Since
Pafh′ = D−1H D = Pafhi by (b), we have Xpi ∈ SL2(Hpi ). The strongly approximation property of the
adele group of SL2(H) gives an element X ∈ SL2(H) which belongs to SL2(Rp) for primes p other
than p1, . . . , pr and such that Xpi X
−1 ∈ SL2(Rpi ) for every i. Put h = h′[X−1]. Then h is positive
deﬁnite. Since h′ satisﬁes (i) by (a) and (c), so does h. We have h = hi[Xpi X−1] for every i, whence h
satisﬁes (ii). The remaining part is obvious since {Dh | h ∈ T2,p} = Zp for each prime p. 
3. Fourier coeﬃcients of Eisenstein series
Let χ be a unitary character of A×/Q× . For s ∈ C let In(s,χ) be the global degenerate princi-
pal series representation of Gn(A) on the space of all smooth right Cn-ﬁnite functions Φ on Gn(A)
satisfying
Φ(pg) = χ(ν(a))∣∣ν(a)∣∣s+n−1/2
A
Φ(g)
for p =m(a)n(b) ∈ Pn(A) and g ∈ Gn(A), where | · |A denotes the module of A× . We call a Cn-ﬁnite
function Φ = Φ(s) on C × In(s,χ) a holomorphic section if Φ is holomorphic with respect to s and
Φ(s) ∈ In(s,χ) for each s ∈ C. Provided that Φ is a holomorphic section, we deﬁne an Eisenstein series
EΦ(g) by
EΦ(g) =
∑
γ∈Pn(Q)\Gn(Q)
Φ(γ g).
Such series converges absolutely for s > n − 12 . The general results of Langlands state that it can be
continued to a meromorphic function in s on the whole plane satisfying a functional equation (see
[1]).
Note that In(s,χ) is a restricted tensor product
⊗
v In,v(s,χv) of the corresponding local induced
representations. When χv is trivial, we write In,v(s,χv) simply as In,v(s). Writing any g ∈ Gn(A) as
g =m(a)n(b)w ∈ Qn(A)Un(A)Cn , we set
εκ,s(g) =
∣∣ν(a)∣∣(κ+s)/2
A
(detw∞)κ/2
for κ ∈ 2Z. This is an element of In(s0), where s0 = (κ + s + 1)/2− n. The section εκ,s has the form⊗
v εκ,s,v , where local sections εκ,s,v of In,v(s0) are determined by the following conditions:
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→ (detw)κ/2;
• εκ,s,p = εκ+s,p is the normalized Cn,p-invariant section.
We consider the Eisenstein series of the following type:
E˜nκ (g, s) = Eεκ,s (g) =
∑
γ∈Pn(Q)\Gn(Q)
εκ,s(γ g).
It might be useful to recall the relation between the adelic Eisenstein series on Gn(A) and the
classical Eisenstein series on Hn deﬁned as follows. For α ∈ Gn(R) and Z ∈Hn , we set
Jκ,s(α, Z) = jκ (α, Z)
∣∣ j(α, Z)∣∣s/2.
The Eisenstein series Enκ (Z , s) on Hn is deﬁned by
Enκ (Z , s) =
∑
γ∈Pn(Q)∩Γn\Γn
Jκ,s(γ , Z)
−1.
Write α =m(a)n(b)w ∈ Qn(R)Un(R)Cn,∞ and set Z = α(i). Then we have
ν(a) = PafZ , j(α, i) = ν(a)−1(detw)−1,
where Z stands for the imaginary part of Z . These give rise to
εκ,s,∞(γ α) =
(
Paf(γ Z))s/2 jκ (γ α, i)−1 = (PafZ)s/2 Jκ,s(γ , Z)−1 jκ (α, i)−1.
It follows from (1.3) that
E˜nκ (α, s) = (PafZ)s/2Enκ (Z , s) jκ (α, i)−1.
For later use, we explicate the functional equation of Enκ (Z , s) under the simplifying assumption
κ = 0. Let M(s0) : In(s0) → In(−s0) be the global intertwining operator, which we recall is
M(s0)ε0,s(g) =
∫
Un(A)
ε0,s
((
0 −1n
1n 0
)
ug
)
du
for s0 > n− 12 , where du is the Haar measure on Un(A) normalized so that Un(A/Q) has volume 1.
Lemma 3.1. Let dμ = ∏v dμv be the Haar measure on Sn(H ⊗Q A) obtained by taking dμ∞ = dx and
μp(Sn(Rp)) = 1, where the Lebesgue measure dx on Sn(H) is deﬁned by viewing Sn(H) as Rn ×Hn(n−1)/2 
Rn(2n−1) using the standard quaternion units {1, i, j,k} of H. Then du = (4D−1H )n(n−1)/2 dμ.
Proof. Lemma 5.4 of [31] proves the skew-hermitian analog of Lemma 3.1 over arbitrary number
ﬁelds. We can easily deduce our lemma from its proof. 
Since M(s0)ε0,s is invariant for the right action of Cn , we have
M(s0)ε0,s(g) = γ (s)ε0,4n−2−s(g),
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∏
v γv (s) is given by
γv(s) =
∫
Sn(Hv )
ε0,s,v
((
0 −1n
1n 0
)
n(x)
)
dμv(x).
Note that
γ∞(s) =
∫
Sn(H)
∣∣Paf(x+ i)∣∣−s dx= 2n(2n−s)πn(2n−1) Γn(s − 2n+ 1)
Γn(
s
2 )
2
by [29, (1.31)], where Γn(s) = πn(n−1)∏n−1i=0 Γ (s − 2i). It is easy to see that
εs,p
(
1n 0
x 1n
)
= ν[x]−s/2 (3.1)
for x ∈ Sn(Hp). Thus we obtain
γp(s) = bp(0, s) =
⎧⎨⎩
∏n−1
i=0
1−p−s+4i
1−p−s+2n−1+2i if p|DH ,∏n−1
i=0
1−p−s+2i
1−p−s+2n−1+2i if p  DH
by [30, Proposition 15.4, (15.4.2)] and [31, Proposition 3.5]. It follows that
E˜n0(g, s) = γ (s)˜En0(g,4n− 2− s).
To be more precise, put
En0(Z , s) = D([n/2]s)/2H (PafZ)s/2En0(Z , s)
×
[n/2]∏
i=1
{
(s − 4i + 2)
∏
p|DH
(
1− p−s+4i−2)} n−1∏
j=0
ξ(s − 2 j),
where ξ(s) = π−s/2Γ ( s2 )ζ(s). Then one can ﬁnd
En0(Z , s) = En0(Z ,4n − 2− s). (3.2)
Next we present formulas for the Fourier coeﬃcients of Enκ (Z , s). For Y , h ∈ Pn we deﬁne
Ξ(Y ,h; s, s′) for suﬃciently large (s + s′), by the integral
Ξ
(
Y ,h; s, s′)= ∫
Sn(H)
e
(−λ(hx))Paf(x+ √−1Y )−s Paf(x− √−1Y )−s′ dx
and by meromorphic continuation otherwise. For basic properties of the function Ξ(Y ,h; s, s′), the
reader is referred to [29]. We note here only that
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(√−1λ(Yh)), (3.3)
Ξ
(
Y ,h; s, s′)= (πn Pafh
Paf Y
)s+s′−
Γn( − s′)
Γn(s)
Ξ
(
Y ,h; − s′,  − s), (3.4)
where  = 2n− 1. Let Z = X + √−1Y ∈Hn . Now Enκ (Z , s) has a Fourier expansion of the form
Enκ (Z , s) =
∑
h∈Tn
cnκ (h; Y , s)e
(
λ(hX)
)
with
cnκ (h; Y , s) =
(
4D−1H
)n(n−1)/2
Ξ
(
Y ,h;κ + s
2
,
s
2
)∏
p
bp(h, κ + s)
for h ∈ T+n . The proof for this formula is straightforward and is omitted.
Proof of Proposition 2.1. Our method of proof is substantially the same as that of [5]. Observe ﬁrst
that
[n/2]∏
i=1
{ ∏
p|DH
(
1− p−s+4i−2)} n−1∏
j=0
ζ(s − 2 j)
∏
p
bp(h, s) =
∏
p
bp(h, s)
γp(p−s)
, (3.5)
where the right-hand side is actually a ﬁnite product by Proposition 14.9 of [30]. Combining (3.2),
(3.4) and the Fourier coeﬃcient formula just described, we can derive that
∏
p
bp(h, s)
γp(p−s)
= D2n−1−sh
∏
p
bp(h,4n− 2− s)
γp(p−(4n−2−s))
.
Recalling that bp(h, s) = γp(p−s)F p,h(p−s) ∈ C[p−s], we see that
γp
(
p−4n+2X−1
)
F p,h(X) ∈ C
[
X, X−1
]
.
It turns out that F p,h is a polynomial of degree ordp Dh since γp(X) and γp(p−4n+2X−1) are coprime
as elements of C[X, X−1]. As the constant term of F p,h is 1, we have F p,h = 1 whenever h is regular.
Since Lemma 2.4 allows us to take h′ ∈ T+n which is equivalent to h over Rp and such that the
localizations of h′ at q are regular for all q = p, the identity (2.2) readily drops out.
Let L be a ﬁeld generated over Q by all p-power roots of unity and R the integer ring of L. Clearly
F p,h ∈R[X]. Given a ∈ Z×p , let σa be an automorphism of L over Q determined by e(p−m) 
→ e(ap−m).
Since bp(h, s)σa = bp(ah, s) = bp(h, s), we conclude that F p,h ∈ Z[X]. 
Remark 3.1.
(1) Under the assumptions (I) and (II), the functional equation (3.2) and the Fourier coeﬃcient for-
mula were given in [18].
(2) These results are basic when n = 1 as E1k is a well-known function
E1k (τ , s) = 2−1
∑
(c,d)∈Z2, (c,d)=1
(cτ + d)−k|cτ + d|−s
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F˜ p,h = le, le(X) = X
e+1 − X−e−1
X − X−1 , e = ordp h.
(3) The restriction to F = Q is only for convenience. As was pointed out by Watanabe, we can reprove
(2.2) by rewriting the functional equation of the generalized Whittaker functional given in [37]
(see the remark after the proof of [17, Proposition 3.1] and [15, §3]). This method works at least
over any nonarchimedean local ﬁelds of characteristic zero.
(4) The assertions of Proposition 2.1 except for (2.2) follows also from the formula for bp(h, s) given
by Feit [7,8] (see (9.1)).
Assume that s = 0 and κ > 4n− 2. Put Enκ (Z) = Enκ (Z ,0) and
E
(n)
κ (Z) = 2−n
[n/2]∏
i=1
{ ∏
p|DH
(
1− pκ−4i+2)} n−1∏
i=0
ζ(1+ 2i − κ)Enκ (Z).
Proposition 3.2. For h ∈ T+n , the hth Fourier coeﬃcient of E(n)κ is given by
D(κ+1)/2−nh
∏
p
F˜ p,h
(
p(κ+1)/2−n
)
.
Proof. From (3.3) and (3.5), the hth Fourier coeﬃcient of E(n)κ equals
2−n
(
4D−1H
)n(n−1)/2
22n(1−n)(−2π√−1 )nκΓn(κ)−1(Pafh)κ−2n+1
× (−1)[n/2]D[n/2](κ−2[n/2])H
n−1∏
i=0
ζ(1+ 2i − κ)
ζ(κ − 2i)
∏
p
F p,h
(
p−κ
)
.
This is equal to Dκ−2n+1h
∏
p F p,h(p
−κ ) in view of
n−1∏
i=0
ζ(1+ 2i − κ)
ζ(κ − 2i) = 2
n(n−κ)π−nκ (−1)n(n−1)/2−nκ/2Γn(κ).
We can complete the proof of Proposition 3.2, employing Proposition 2.1. 
4. Main theorems
For future reference we ﬁrst let F be an arbitrary number ﬁeld and H a quaternion algebra central
over F . For each ﬁnite place v , we write qv for the cardinality of the residue ﬁeld of Fv . Let SH
denote the set of ﬁnite places v of F such that Hv = H ⊗F F v is a division algebra. We here collect
some information about the local degenerate principal series representation In,v(s) for Gn(Fv ), which
is deﬁned over Fv similarly as before.
Proposition 4.1. (Cf. [3,37].)
(1) For any place v of F , if s = 0, then In,v(s) is irreducible.
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√−1
2 logqv
) is of length 2 and its Jordan–Hölder se-
quence
0→ Anv() → In,v
(
1
2
+ (1− )π
√−1
2 logqv
)
→ Bnv() → 0
does not split. That is, Anv() is a unique irreducible submodule and B
n
v() is a unique irreducible quotient.
Both Anv() and B
n
v() are unitarizable. Moreover, A
n
v() contains a nonzero Cn,v -invariant vector if and
only if n is even. Furthermore, Anv() is of rank n and B
n
v() is of rank n− 1 in the sense of [12,26].
Proof. Note that Anv() (resp. B
n
v()) arises via the Weil representation associated to a nondegenerate
hermitian form over Hv of dimension n (resp. n − 1). Thus the last assertion follows easily from a
basic calculation based on Lemme on p. 73 of [27]. Other assertions are included in [3,37]. 
From now on we take F = Q. Fix a positive divisor d of DH . We write Qd for the set of prime
factors of d. Let f ∈ Sk(Γ0(d)) be a primitive form with Hecke L-function:
L( f , s) =
∏
p|d
(
1− αp p(k−1)/2−s
)−1∏
pd
(
1− αp p(k−1)/2−s
)−1(
1− α−1p p(k−1)/2−s
)−1
.
Put p = αp p1/2 for p ∈ Qd . Recall that p coincides with the negative of the Atkin–Lehner sign of f .
For each h ∈ T+n we put
A(h) = D(k−1)/2h
∏
p
F˜ p,h(αp).
We deﬁne the function Liftn( f ) on Hn by
Liftn( f )(Z) =
∑
h∈T+n
A(h)e
(
λ(hZ)
)
.
This series is absolutely and uniformly convergent on any compact subset of Hn . This fact can be
proven in exactly the same way as in §4 of [14] by using (2.1) and Proposition 2.1.
On the other hand, let Dn denote the irreducible lowest weight module of Gn(R) with lowest
weight det . For each place v of Q we set
Πn,v( f ) =
⎧⎪⎨⎪⎩
Dn
(k+2n−2)/2 if v = ∞,
Anp(p) if v = p ∈ Qd ,
In,p(sp) if v = p /∈ {∞} ∪ Qd .
Here sp is a complex number satisfying psp = αp . We consider the restricted tensor product Πn( f ) =⊗
v Πn,v( f ).
Our main theorem is the following:
Theorem 4.2. Notation being as above, we assume that d = 1. Then Liftn( f ) is a Hecke eigenform in
Sk+2n−2(Γn). Moreover, Πn( f ) is isomorphic to the cuspidal automorphic representation associated to
Liftn( f ).
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(h) =max{a ∈ N ∣∣ a−1h ∈ Tn}.
Deﬁnition 4.1. Let MMκ (Γ2) be a subspace of Mκ (Γ2) deﬁned as follows: A modular form F ∈ Mκ (Γ2)
is an element of MMκ (Γ2) if there exists a function c : Z → C such that all nonzero h ∈ T2 satisfy
AF (h) =
∑
a∈N,a|(h)
aκ−1c
(
a−2Dh
)
.
Set SMκ (Γ2) = MMκ (Γ2) ∩ Sκ (Γ2).
We shall prove the following result in Section 9.
Theorem 4.3. Notation being as above, we assume that n = 2. Then Lift2( f ) is a Hecke eigenform in SMk+2(Γ2).
Moreover, Π2( f ) is isomorphic to the cuspidal automorphic representation associated to Lift2( f ). Further-
more, the lifting f 
→ Lift2( f ) gives a bijective correspondence (up to a scalar) between Hecke eigenforms in⊕
d1,d|DH S
new
k (d) and those in S
M
k+2(Γ2).
Remark 4.2.
(1) When n = d = 1, Remark 3.1(2) shows that Lift1( f ) = f (cf. Remark 10.1(1)).
(2) In terms of L-function, the relations given in Theorem 4.2 or 4.3 read
LS
(
s, Liftn( f ), st
)= 2n∏
j=1
LS
(
f , s + k
2
+ n− j
)
as in the introduction (cf. Appendix A).
(3) The construction of Liftn( f ) is independent of the choice of αp by virtue of (2.2). It is perhaps
worthwhile to note that for each h ∈ T+n the hth Fourier coeﬃcient of E(n)k+2n−2 is quite similar to
that of Liftn( f ) and this similarity is important for the proofs of Theorems 4.2 and 4.3.
5. Fourier–Jacobi expansions
We use the notation
v(x, y; z) =
⎛⎜⎜⎝
1m x
0 1r
z + xy∗−yx∗2 y
y∗ 0r
0m+r
1m 0
−x∗ 1r
⎞⎟⎟⎠ (x, y ∈Mmr(H), z ∈ Sm(H)).
We deﬁne some subgroups of Gm+r by
Z(Q) = {v(0,0; z) ∣∣ z ∈ Sm(H)},
V (Q) = {v(x, y; z) ∣∣ x, y ∈Mmr(H), z ∈ Sm(H)},
X(Q) = {v(x,0;0) ∣∣ x ∈Mmr(H)}.
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to the case m = n− 1 and r = 1 in our application to the proof of Theorem 4.2.
Fix S ∈ S+m(H). We regard S as a homomorphism Z → Ga by z 
→ λ(Sz), where Ga is the additive
group in one variable. If we put V0 = V /Ker S , then V0 is a Heisenberg group with center Z/Ker S
and a natural symplectic structure V /Z . For each place v the Schrödinger representation ωS,v of
V (Qv) with central character z 
→ ev(λ(Sz)) realized on the Schwartz space S(X(Qv)) of X(Qv) is
given by
ωS,v
(
v(x, y; z))ϕ(t) = ϕ(t + x)ev(λ(Sz) + λ(2t∗Sy + x∗Sy))
for ϕ ∈ S(X(Qv)). By the Stone–von Neumann theorem, ωS,v is a unique irreducible representation
of V (Qv) on which Z(Qv ) acts by z 
→ ev(λ(Sz)).
We identify Gr with a subgroup of Gm+r via the embedding g 
→ ι0(12m, g) (see Notation). Put J =
Gr · V . This embedding and the conjugating action give a homomorphism Gr ↪→ SpV /Z , and Kudla [25]
gives an explicit local splitting Gr(Qv ) ↪→ ˜SpV /Z (Qv ), where ˜SpV /Z (Qv) is the metaplectic extension
of SpV /Z (Qv ). The Schrödinger representation ωS,v of V (Qv) extends to the Weil representation of
˜SpV /Z (Qv)  V (Qv). The pullback to Gr(Qv ) of this representation is given by
ωS,v
(
m(a)
)
ϕ(t) = ∣∣ν(a)∣∣mv ϕ(ta),
ωS,v
(
n(b)
)
ϕ(t) = ev
(
λ
(
S[t]b))ϕ(t),
ωS,v
((
0 −1r
1r 0
))
ϕ(t) = hmrv
∫
X(Qv )
ϕ(x)ev
(−2λ(t∗Sx))dx
for t ∈ X(Qv), a ∈ GLr(Hv) and b ∈ Sr(Hv). Here we take the self-dual Haar measure on X(Qv) with
respect to the Fourier transform above, and let hv = 1 or −1 according as Hv  M2(Qv) or not. The
global Weil representation ωS of J (A) on S(X(A)) is given by the restricted tensor product of ωS,v .
For each l ∈ S(X(Af)) we deﬁne l′ ∈ S(X(A)) by
l′(x) = ϕ0(x∞)l(xf), ϕ0(x∞) = e−2πλ(S[x∞])
for x ∈ X(A), and put
Θ S(vg; l) =
∑
ξ∈X(Q)
ωS(vg)l
′(ξ)
(
v ∈ V (A), g ∈ Gr(A)
)
.
As a general fact, this function is left invariant under J (Q).
Remark 5.1. One can readily verify that
(
ωS,∞(α)ϕ0
)
(x∞) = j2m(α, i)−1e
(
λ
(
S[x∞]α(i)
)) (
α ∈ Gr(R), x∞ ∈ X(R)
)
.
In particular, ωS,∞(w)ϕ0 = (detw)mϕ0 for w ∈ Cr,∞  U (2r).
Put X= X(R) ⊗R C. For each l ∈ S(X(Af)) the theta series on D =Hr ×X is deﬁned by
ϑ Sl (Z ,u) =
∑
ξ∈X(Q)
l(ξ)e
(
λ
(
S[ξ ]Z + 2ξ∗Su)).
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explicit as follows. The group J (R) acts on D by
β(Z ,u) = (αZ ,u(cZ + d)−1 + x(αZ) + y)
for β = vα with v = v(x, y; z) ∈ V (R) and α = ( ∗ ∗c d) ∈ Gr(R), and the automorphy factor on J (R)×D
is deﬁned by
jκ,S
(
β, (Z ,u)
)= jκ (α, Z)
× e[−λ(Sz) + λ{(cS[u] − 2x∗Su)(cZ + d)−1 − S[x](αZ) − x∗Sy}].
For each C-valued function φ on D, we deﬁne φ|κ,Sβ :D → C by
φ|κ,Sβ(Z ,u) = jκ,S
(
β, (Z ,u)
)−1
φ
(
β(Z ,u)
)
.
By Remark 5.1, we see that
Θ S(β; l) =
∑
ξ∈X(Q)
l(ξ)
(
ωS,∞(α)ϕ0
)
(ξ + x)e(λ(Sz) + λ(2ξ∗Sy + x∗Sy))
=
∑
ξ∈X(Q)
l(ξ) j2m(α, i)
−1e
(
λ(Sz) + λ(S[ξ + x]α(i) + 2ξ∗Sy + x∗Sy))
= ϑ Sl
∣∣
2m,Sβ(i,0).
The left invariance of Θ S (vg; l) under Gr(Q) entails the following transformation equation
j2m
(
γ , (Z ,u)
)−1
ϑ Sl
(
γ (Z ,u)
)= ϑ S
ωS (γ−1)l(Z ,u)
for all γ ∈ Gr(Q).
For later use we introduce an auxiliary space Wκ,S as follows. Let Wκ,S be the space of complex
valued functions Φ on J (A) such that:
(i) For z ∈ Z(A), γ ∈ V (Q), j ∈ J (A) and w ∈ Cr,∞ , we have
Φ(zγ jw) = eA
(
λ(Sz)
)
Φ( j)(detw)κ/2.
(ii) There is a compact open subgroup K ⊂ J (Af) such that Φ is invariant under right translation
by K .
(iii) For each δ ∈ Gr(Af) we deﬁne a function Φδ on D via
Φδ|κ,Sβ(i,0) = Φ(βδ), β ∈ J (R).
Then Φδ is holomorphic and possesses a Fourier expansion of the form
Φδ(Z ,u) =
∑
B∈X(Q),N∈Sr(H)
c(N, B)e
(
λ
(
NZ + 2B∗Su)),
where c(N, B) = 0 unless SB,N =
(
S SB
∗
)
is positive semi-deﬁnite.B S N
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J Sl (g;Φ) =
∫
V (Q)\V (A)
Φ(vg)Θ S(vg; l)dv, g ∈ Gr(A).
Lemma 5.1. Let Φ ∈Wκ,S . Fix γ ∈ Gr(Q) and g ∈ Gr(A). Then the following conditions are equivalent:
(a) Φ(γ vg) = Φ(vg) for all v ∈ V (A);
(b) J Sl (γ g;Φ) = J Sl (g;Φ) for all l ∈ S(X(Af)).
Proof. There is no diﬃculty in proving that (a) implies (b). We may assume that v ∈ V (R) in prov-
ing (a). Put Z = g∞(i). Deﬁne a function Ψ on X by
Ψ (u) = Φγfgf |κ,Sγ (Z ,u).
We claim that Ψ has the following property: there exists a lattice L ⊂ X(Q) such that the equalities
e
(
λ
(
2ξ∗Su + S[ξ ]Z + ξ∗Sη))Ψ (u + ξ Z + η) = Ψ (u)
hold for all ξ , η ∈ L. Indeed, if we let vγ = γ−1vγ and (Z ,u) = vγ g∞(i,0), then a straightforward
comparison of the deﬁnition of the space Wκ,S shows that the left-hand side is equal to
Φγfgf |κ,Sγ v(ξ,η;0)(Z ,u) = jκ,S
(
vγ g∞, (i,0)
)
Φγfgf |κ,Sγ v(ξ,η;0)vγ g∞(i,0)
= jκ,S
(
vγ g∞, (i,0)
)
Φ
(
γ v(ξ,η;0)vγ g)
= jκ,S
(
vγ g∞, (i,0)
)
Φ
(
γ vγ g
)= Ψ (u).
Put
V L =
{
v(ξ,η;0) ∣∣ ξ,η ∈ L\X(R)}, LZ = {ξ Z + η | ξ,η ∈ L}.
Provided that L is a suﬃciently small lattice of X(Q), we see that
J Sl (γ g;Φ) =
∫
V (Q)\V (A)
Φ(vγ g)Θ S(vγ g; l)dv
=
∫
V (Q)\V (A)
Φ
(
γ vγ g
)
Θ S
(
vγ g; l)dv
=
∫
V L
Φγfgf |κ,Sγ vg∞(i,0)ϑ SωS (gf)l|2m,S vg∞(i,0)dv
= (PafZ)
2m
jκ−2m(g∞, i)
∫
LZ \X
Ψ (u)ϑ SωS (gf)l(Z ,u)e
−4πλ((Z)−1S[u]) du,
where du is the measure on L Z\X normalized to have total volume 1. Now our lemma is an easy
consequence of the fact that any holomorphic function on X with the above property equals u 
→
ϑ Sl (Z ,u) for some l ∈ S(X(Af)). 
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Jacobi coeﬃcient of G is a function on V (Q)\ J (A) deﬁned by
GS(vg) =
∫
Z(Q)\Z(A)
G(zvg)eA
(−λ(Sz))dz (v ∈ V (A), g ∈ Gr(A)).
The main point to notice here is that G is not assumed to be left invariant under Gm+r(Q). Now
let S ∈ S+m(H). If GS ∈ Wκ,S , then we deﬁne a function on Gr(A) by FJSl (g;G) = J Sl (g;GS ) for each
l ∈ S(X(Af)). Moreover, for each δ ∈ Gr(Af), we deﬁne a function FJSl,δ(G) :Hr → C by
FJSl,δ(G)|κ−2mα(i) = FJSl (αδ;G), α ∈ Gr(R).
This is well deﬁned and is equal to
FJSl,δ(G)(Z) = (PafZ)2m
∫
LZ \X
(GS)δ(Z ,u)ϑ SωS (δ)l(Z ,u)e
−4πλ((Z)−1S[u]) du
by the proof of Lemma 5.1, where L is a suﬃciently small lattice of X(Q). If we write
(GS)δ(Z ,u) =
∑
B∈X(Q),N∈Sr(H)
c(N, B)e
(
λ
(
NZ + 2B∗Su))
and if L is suﬃciently small, then
c
(
N + S[B + η] − S[B], B + η)= c(N, B), ωS(δ)l(ξ + η) = ωS(δ)l(ξ)
for η ∈ L. Since the integration with respect to u vanishes unless B = ξ ,
FJSl,δ(G)(Z) = (PafZ)2m
∫
LZ \X
∑
B,ξ∈X(Q),N∈Sr(H)
ωS(δ)l(ξ)c(N, B)
× e(λ(NZ − S[ξ ]Z)+ 2λ(B∗Su − ξ∗Su))e−4πλ((Z)−1S[u]) du
= (PafZ)2m
∫
L(Z)\X(R)
∑
ξ∈X(Q),N∈Sr(Q)
ωS(δ)l(ξ)c(N, ξ)
× e(λ((N − S[ξ ])Z))e−4πλ((Z)−1S[u+ξZ ]) du
= C
∑
ξ∈X(Q)/L,N∈Sr(H)
ωS(δ)l(ξ)c(N, ξ)e
(
λ
((
N − S[ξ ])Z))
with
C = (PafZ)2m
∫
X(R)
e−4πλ((Z)−1S[u]) du.
Note that C is a constant because of our normalization of the measure du.
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s  0, then FJSl (g; EΦ) is an
Eisenstein series on Gr(A) associated to some element of Ir(s,χ).
Proof. The proof is totally analogous to that of [13, Theorem 3.2]. 
For later use we give deﬁnitions of Jacobi forms and Fourier–Jacobi coeﬃcients of modular forms
in classical language. Let S ∈ T+m . Put
Γm,r = J (Q) ∩ GL2(m+r)(R).
Deﬁnition 5.3. A Jacobi form (resp. Jacobi cusp form) φ of weight κ and index S is a holomorphic
function on D satisfying the following conditions:
• φ|κ,Sγ = φ for every γ ∈ Γm,r ;
• For each γ ∈ J (Q), φ|κ,Sγ has a Fourier expansion of the form
φ|κ,Sγ (Z ,u) =
∑
B∈X(Q),N∈Sr(H)
c(N, B)e
(
λ
(
NZ + 2B∗Su)),
where c(N, B) = 0 unless SB,N =
(
S SB
B∗ S N
)
is positive semi-deﬁnite (resp. positive deﬁnite).
We denote by Jκ,S(Γm,r) (resp. J
cusp
κ,S (Γm,r)) the space of Jacobi forms (resp. Jacobi cusp forms) of
weight κ and index S .
Put Ξ(S) = S−1(Mmr(R˜))/Mmr(R). For ξ ∈ Ξ(S) let lξ ∈ S(X(Af)) be the characteristic function
of ξ +∏p Mmr(Rp) (for the deﬁnition of R˜ , see the proof of Lemma 2.4). A holomorphic function
φ :D → C satisfying φ|κ,Sγ = φ for all γ ∈ V (Q) ∩ GL2(m+r)(R) has an expansion of the form
φ(Z ,u) =
∑
ξ∈Ξ(S)
φξ (Z)ϑ
S
lξ
(Z ,u),
φξ (Z) =
∑
N∈Sr(H)
c(N, ξ)e
(
λ
((
N − S[ξ ])Z)).
This is a simple variant of Lemma 5.1 in the classical setting.
The Sth Fourier–Jacobi coeﬃcient F S of F ∈ Mκ (Γm+r) is deﬁned by
F S(Z ,u) =
∑
B∈X(Q),N∈Sr(H)
AF (SB,N)e
(
λ
(
NZ + 2B∗Su)).
It is immediate that F S ∈ Jκ,S(Γm,r).
6. Proof of main theorem
We begin by ﬁxing some notation and reviewing Ikeda’s results of [15]. Put K = ∏p SL2(Zp).
Let (u, V ) be a ﬁnite dimensional continuous representation of K. A V -valued modular form g of
weight k′ with type u is a V -valued holomorphic function on H1 which satisﬁes the following condi-
tions:
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• g has a Fourier expansion of the form
g(τ ) =
∞∑
N=0
c(N)qN/M
for some positive integer M .
For each rational prime p let Rp be a copy of the reciprocal Laurent polynomial ring C[Xp + X−1p ].
Put R = ⊗′pRp . For each sequence a2,a3, . . . ,ap, . . . of nonzero complex numbers indexed by prime
numbers, the value of Φ ∈R at (X2, X3, . . . , Xp, . . .) = (a2,a3, . . . ,ap, . . .) is denoted by Φ({ap}).
When h is a modular form of weight k′ for some congruence subgroup Γ , let V(h) be the C-
vector space spanned by {h|k′γ | γ ∈ GL+2 (Q)}. Following Ikeda [15], we deﬁne a compatible family of
Eisenstein series as follows (cf. Remark 3.1(2)). When k′ extends over suﬃciently large even integers,
a compatible family of Eisenstein series {gk′ }k′ is a family of modular forms
gk′(τ ) = bk′(0) +
∑
N∈Q×+
N(k
′−1)/2bk′(N)qN
satisfying the following conditions:
(i) gk′ ∈ V(E1k′ (τ )) for each k′ , where E1k′ (τ ) := E1k′ (τ ,0);
(ii) for each N ∈ Q×+ there is an element ΦN ∈R such that
bk′(N) = ΦN
({
p(k
′−1)/2});
(iii) there is a congruence subgroup Γ ⊂ SL2(Z) such that gk′ ∈ Mk′ (Γ ) for each k′ .
Then Ikeda obtained the following:
Lemma 6.1. (Cf. [15, Lemma 10.2].) Let f ∈ Sk(SL2(Z)) be a normalized Hecke eigenform with Satake p-
parameters {αp,α−1p }. Assume that there is a ﬁnite dimensional representation (u,Cd) of K and ΦN =
t(Φ1,N , . . . ,Φd,N) (N ∈ Q×+) satisfying the following conditions:
(a) there exists a vector valued modular form
gk′(τ ) = bk′(0) +
∑
N∈Q×+
N(k
′−1)/2bk′(N)qN
of weight k′ with type u for each suﬃciently large even integers k′;
(b) for each i (1 i  d) the ith component of gk′ is a compatible family of Eisenstein series such that
bi,k′(N) = Φi,N
({
p(k
′−1)/2}),
where bk′ (N) = t(b1,k′ (N), . . . ,bd,k′(N)).
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h(τ ) =
∑
N∈Q×+
N(k−1)/2 ΦN
({αp})qN .
Then h is a vector valued modular form of weight k with type u.
We now turn to the proof of Theorem 4.2. We may assume that n 2 by Remark 4.2(1). For ease
of notations, we put F = Liftn( f ) and κ = k + 2n− 2.
First of all, F is not identically zero as Proposition 2.1 implies that A(h) = 1 whenever h ∈ T+n
satisﬁes Dh = 1. Lemma 2.4 ensures the existence of such h.
Next, it is easy to see that F |κγ = F for γ ∈ Pn(Q) ∩ Γn . Thus (1.2) allows us to deﬁne a function
F on Gn(A) by
F(ραw) = F (α(i)) jκ (αw∞, i)−1
for ρ ∈ Pn(Q), α ∈ Gn(R) and w ∈ Cn . The function F satisﬁes
F(ρgw) = F(g)(detw∞)κ/2
for every ρ ∈ Pn(Q), g ∈ Gn(A) and w ∈ Cn .
Recall that suitable generators of the Siegel and hermitian modular groups play an important role
in Ikeda’s constructions of liftings in [14,15], as it did in the proof of the Saito–Kurokawa conjecture.
Unfortunately, we do not yet know such generators for quaternion modular groups except for the
Hurwitz quaternion case (see Conjecture 10.4), which is in fact a main technical problem involved in
our proof. To sidestep this diﬃculty, we will work in adelic form, namely, our goal in this section is to
prove the following lemma (see Notation for the deﬁnition of the embedding ι0 : Gn−1 × G1 ↪→ Gn).
Lemma 6.2. F is left invariant under ι0(12n−2, γ ) for any γ ∈ G1(Q).
Once this lemma is established, it is clear that F ∈ Snκ and hence F ∈ Sκ (Γn) by Remark 1.3. We
shall determine the local components of F in Appendix A.
We will prove Lemma 6.2 in several steps. From now on the group G1(A) will be viewed as
a subgroup of Gn(A) via ι0. By an Iwasawa decomposition of Gn(A) relative to the Levi subgroup
ι0(m(Qn−1),G1), it suﬃces to prove that F(γ x) =F(x) for all γ ∈ G1(Q) and elements x of the form
j! for j ∈ J (A) and ! = ι0(m(c),12) with m(c) ∈ Qn−1(A). Fix c and deﬁne a function G : Gn(A) → C
by G(g) =F(g!).
We should prove the following lemma so as to invoke Lemma 5.1.
Lemma 6.3.
(1) GS = 0 unless S ∈ S+n−1(H).
(2) GS is an element of Wκ,S for any S ∈ S+n−1(H).
Proof. Fix δ ∈ G1(Af). Let β = vα with v = v(x, y; z) ∈ V (R) and α ∈ G1(R). Set (τ ,u) = β(
√−1,0).
Writing βδ! as ρxw ∈ Pn(Q)Gn(R)∏p Cn,p , where we may assume that ρ = n(b)m(a) is independent
of β , we obtain
x(i) = ρ−1β!∞(i) = a−1
((√−1c∞c∗∞ + xτ x∗ + xy∗+yx∗2 + z u
u∗ τ
)
− b
)(
a−1
)∗
,
jκ (x, i) = jκ
(
ρ−1β!∞, i
)= ν(a)κ/2ν(c∞)−κ/2 jκ(α, i).
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(GS)δ(τ ,u) = C1
∑
B∈X(Q),N∈Q
A
(
SB,N [a]
)
e
(−λ(SB,Nb))qNe(2λ(B∗Su)),
C1 = ν(a)−κ/2ν(c∞)κ/2e−2πλ(S[c∞]).
Our lemma is now immediate. 
Proof of Lemma 6.2. Fix S ∈ S+n−1(H). By Lemmas 5.1 and 6.3, our task is to show that
FJSl (γ αδ;G) = FJSl (αδ;G)
for all γ ∈ G1(Q), α ∈ G1(R), δ ∈ G1(Af) and l ∈ S(X(Af)). There is a ﬁnite subset Σ of Q 1(Af) such
that G1(A) = unionsqσ∈ΣG1(Q)G1(R)σ C1 by (1.1). Since
FJSl (αδw;G) = FJSωS (w)l(αδ;G)
for w ∈∏p C1,p , we may assume that δ = m(d) for some d = (dp) ∈ GL1(H ⊗Q Af). Choose t ∈ Q×+
so that tν(dp) ∈ Z×p for every prime number p. Put # = diag[1, t]. Since R ′ =
⋂
p(H ∩ dp Rpd−1p ) is
another maximal order of H , we deduce from (1.4) that
G1(Q) ∩
(
δ
∏
p
GL2(Rp)δ
−1
)
= G1(Q) ∩
(
#
∏
p
GL2
(
dpRpd
−1
p
)
#−1
)
= #(G1(Q) ∩ GL2(R ′))#−1
= {ε ∣∣ ε ∈ R ′×} · #SL2(Z)#−1.
Put γ # = #γ#−1 and ω′S (γ ) = ωS (δ−1γ #δ) for γ ∈ K. Fix l ∈ S(X(Af)). Let V be the C-vector
space generated by {ω′S (γ )l | γ ∈ K}. Taking a K-invariant nondegenerate hermitian inner product
on V , we regard the conjugate linear form l 
→ h(τ )(l) = FJSl,δ(G)(τ/t) as an element of V .
Now it is enough to prove that
h(γ τ ) = jk(γ , τ )ω′S(γ )h(τ )
for γ ∈ SL2(Z), i.e., h is a V -valued modular form of wight k with type ω′S . Indeed, if this is so, then
letting α ∈ G1(R) and τ = α(i), we have
FJSl
(
γ ραδ;G)= FJS
ω′S (γ )l,δ
(G)|kγ ρα(i)
= jk(α, i)−1 jk
(
γ #, τ
)−1h(γ (tτ ))(ω′S(γ )l)
= jk(α, i)−1 jk
(
γ #, τ
)−1
jk(γ , tτ )h(tτ )(l) = FJSl (αδ;G).
Since FJSl (g;G) is left invariant under P1(Q) by construction, the claimed result follows at once in
view of G1(Q) = P1(Q) · #SL2(Z)#−1.
Let κ ′ = k′ + 2n − 2. We deﬁne Eκ ′ and gk′ , replacing F with E(n)κ ′ in the deﬁnition of G and h
respectively. Keeping track of the argument above, we see that gk′ is a V -valued modular form of
weight k′ with type ω′S . Lemma 6.1 in conjunction with the following lemma completes the proof of
Lemma 6.2. 
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{D−(k′−1)/2 FJSl,δ(Eκ ′ )}k′ makes up a compatible family of Eisenstein series.
Proof. The condition (iii) obviously holds. The Eisenstein series on G1(A) factor through those on
GL2(A) by (1.1), and hence Lemma 5.2 tells us that FJSl,δ(Eκ ′ ) satisﬁes (i). It now remains to show that
FJSl,δ(Eκ ′ ) satisﬁes (ii).
We write B(h) for the hth Fourier coeﬃcient of E(n)κ ′ , which is calculated in Proposition 3.2. Nota-
tion being as in the proof of Lemma 6.3, if L is a suﬃciently small lattice of X(Q), then there is a
constant C ′ such that
FJSl,δ(Eκ ′)(τ ) = C ′
∑
ξ∈X(Q/L),N∈Q
ωS(δ)l(ξ)B
(
Sξ,N [a]
)
e
(−λ(Sξ,Nb))qN−S[ξ ]
by the discussion after Deﬁnition 5.2. Note that C ′ does not depend on κ ′ . By Proposition 3.2, D =
ν(a)D[n/2]H Paf S works. 
7. A Maass space on the quaternion half-space of degree 2
In what follows, we exclusively consider the case n = 2. To make our formulas short, we write Jκ =
Jκ,1(Γ1,1), J
cusp
κ = J cuspκ,1 (Γ1,1), Ξ = Ξ(1) and ϑξ = ϑ1lξ succinctly, where lξ denotes the characteristic
function of ξ +∏p Rp for ξ ∈ Ξ .
Deﬁnition 7.1. Let J Mκ be the subspace of Jκ consisting of all functions φ which possesses a Fourier
expansion of the form
φ(τ ,u) =
∑
ξ∈R˜,N∈N, ν(ξ)N
c
(
DH
(
N − ν(ξ)))qNe(2λ(ξu)) (τ ∈H1, u ∈ H ⊗R C)
for some function c : N ∪ {0} → C. Put J cusp,Mκ = J Mκ ∩ J cuspκ .
Recall that φ ∈ Jκ can be expressed as a sum
φ(τ ,u) =
∑
ξ∈Ξ
φξ (τ )ϑξ (τ ,u), φξ (τ ) =
∑
N
c(N, ξ)qN−ν(ξ).
Put Ξ(p) = R˜ p/Rp . We frequently identify Ξ with ⊕p Ξ(p) and Z/DHZ with ⊕p|DH Z/pZ in an
obvious way. Deﬁne the map ρ : Ξ → Z/DHZ by ρ(ξ) = (pν(ξp))p , using these identiﬁcations. We
readily see that φ ∈ J Mκ if and only if φξ depends only on ρ(ξ), which allows us to represent φξ by
φρ(ξ) if φ ∈ J Mκ . We shall prove the following proposition in Section 8 (see Section 4 for the deﬁnition
of the space SMκ (Γ2)).
Proposition 7.1. The C-linear map
j :
∑
ξ∈R˜,N∈N, ν(ξ)<N
c
(
DH
(
N − ν(ξ)))qNe(2λ(ξu))

→
∑
h∈T+2
∑
a∈N,a|(h)
aκ−1c
(
a−2Dh
)
e
(
λ(hZ)
)
gives an isomorphism of J cusp,Mκ onto S
M
κ (Γ2).
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note that he actually showed a more general isomorphism from J Mκ onto M
M
κ (Γ2). Unfortunately, his
proof does not apply to the general case again by the lack of the knowledge of generators of Γ2. We
get around the problem by connecting the map j with the theta lifting associated to the quadratic
form of signature (2,6).
Let D be a square-free positive integer. Denote the set of all prime factors of D by Q D . For each
p ∈ Q D the map TrDp : Mk(Γ0(D)) → Mk(Γ0(p−1D)) is deﬁned by setting
TrDp ( f ) =
∑
α∈Γ0(D)\Γ0(p−1D)
f |kα.
Put
M+k (D) =
{
f ∈ Mk
(
Γ0(D)
) ∣∣ TrDp ( f ) = 0 for p ∈ Q D},
S+k (D) = M+k (D)∩ Sk
(
Γ0(D)
)
.
Let T (p) denote the usual Hecke operator acting on the space of modular forms of weight k. We
deﬁne the map Q (p) : Mk(Γ0(d)) → Mk(Γ0(pd)) by
g|Q (p) = g|T (p) − (p + 1)pk/2−1g|k
(
p 0
0 1
)
=
∑
m∈N∪{0}
(
cg(pm) − pkcg
(
p−1m
))
qm
when p and d are coprime. Assume that d divides D . For g ∈ Mk(Γ0(d)), we deﬁne g∗ ∈ Mk(Γ0(D))
by
g∗ = g|
∏
p|d−1D
Q (p).
Lemma 7.2. Let D ∈ N be square-free. For given g ∈ Snewk (d), the function g∗ belongs to S+k (D). Moreover, the
map g 
→ g∗ yields a C-linear isomorphism⊕
d1,d|D
Snewk (d)  S+k (D).
Proof. The proof is straightforward and is omitted. 
Proposition 7.3. For any φ ∈ Jκ we deﬁne σ(φ) :H1 → C by σ(φ) = φ0 . Then σ(φ) ∈ M+κ−2(DH ). Moreover,
the mapping φ 
→ σ(φ) induces C-linear isomorphisms JMκ  M+κ−2(DH ) and J cusp,Mκ  S+κ−2(DH ).
Proof. Put k = κ − 2. Let V be the subspace of S(H ⊗Q Af) consisting of functions l which are 0
outside
∏
p R˜ p and constant on cosets modulo
∏
p Rp in
∏
p R˜ p . It is easy to see that the Weil repre-
sentation induces a unitary representation u of K on V by u(γ )l = ω1(γ )l for l ∈ V and γ ∈K. Note
that {lξ }ξ∈Ξ form an orthonormal basis of V .
For φ ∈ Jκ we deﬁne the function φ : H1 → V by 〈 φ, lξ 〉 = φξ . As in the proof of Lemma 6.2, we
can see that φ is a V -valued modular form of weight k and type u. Since u(γ )l0 = l0 for γ ∈ Γ0(DH ),
we have σ(φ) ∈ Mk(Γ0(DH )).
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a(i) = #ρ−1(i). For each prime factor p of DH we choose an element γp ∈ SL2(Z) such that
γp ≡
⎧⎪⎨⎪⎩
(
0 −1
1 0
) (
mod p2
)
,
12
(
mod
(
p−1DH
)2)
.
Observe that
u(γp)lξ = −p−1
∑
η∈Ξ(p)
e
(−2λ(ξ ιη))lη
for each ξ ∈ Ξ . Hence we obtain
φξ |kγp = −p−1
∑
η∈Ξ(p)
e
(−2λ(ηιξ))φη.
In particular, we get
TrDHp
(
σ(φ)
)= φ0 + p∑
j=1
φ0|kγp
(
1 j
0 1
)
= φ0 − p−1
p∑
j=1
∑
ξ∈Ξ(p)
e
(−ν(ξ) j)φξ = 0
for each prime factor p of DH , which shows that σ(φ) ∈ M+k (DH ). Moreover, if φ ∈ J Mκ , then
φi = φ0|
∏
p|DH
V p,ip ,
φ0|V p,ip = −ap(ip)−1
∑
t∈Z/pZ
e
(
p−1ipt
)
φ0|kγp
(
1 t
0 1
)
for i = (ip)p ∈⊕p|DH Z/pZ = Z/DHZ, which implies the injectivity of σ .
Now we shall show the surjectivity of σ . Granted φ0 ∈ M+k (DH ), we deﬁne φi by the formula
above, and then set
φ(τ ,u) =
∑
ξ∈Ξ
φρ(ξ)(τ )ϑξ (τ ,u).
It is trivial that φ|κ,1γ = φ for γ ∈ V (Q)∩GL4(R). It is immediate that φ|κ,1
(
1 1
0 1
)
= φ and φ|κ,1ε = φ
for ε ∈ R× by direct calculation. Now it remains to show that φ|κ,1
(
0 −1
1 0
)
= φ. Clearly, it suﬃces to
show that
φi|kγp = −p−1
(
φ0 +
∑
j∈(Z/pZ)×
∑
η∈ρ−1( j)
e
(−2λ(ηξ))φ j), ξ ∈ ρ−1(i), (7.1)
for each i ∈ Z/pZ.
We write Fq for a ﬁnite ﬁeld with q elements. We identify Z/pZ and R˜ p/Rp with Fp and Fp2
respectively. Deﬁne the character ψp of Fp by ψp(t) = e(p−1t).
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j∈F×p
∑
η∈Fp2 ,ρ(η)= j
ψp
(−τ (ηξ))φ j = (p + 1) ∑
j∈F×p
φ j
= −
∑
j∈F×p
∑
t∈Fp
ψp(t j)φ0|kγp
(
1 t
0 1
)
= −(p − 1)φ0|γp +
∑
t∈F×p
φ0|kγp
(
1 t
0 1
)
= −pφ0|γp − φ0 + TrDHp (φ0) = −pφ0|γp − φ0
and hence (7.1) holds. Here we view τ and ρ as the trace and the norm of Fp2 over Fp respectively.
Suppose that i ∈ F×p . Since
γp
(
1 t
0 1
)
γp =
(
t−1 −1
0 t
)
γp
(
1 −t−1
0 1
)
(mod p)
if t ∈ F×p , we have
φi|kγp = −(p + 1)−1
(
φ0 +
∑
t∈F×p
ψp(it)φ0|kγp
(
1 −t−1
0 1
))
= −(p + 1)−1
{
φ0 − p−1
∑
t∈F×p
ψp(it)
(
φ0 + (p + 1)
∑
j∈F×p
ψp
(
jt−1
)
φ j
)}
= −p−1
(
φ0 −
∑
t, j∈F×p
ψp
(
it + jt−1)φ j).
Finally, the following identity completes our proof:∑
η∈Fp2 , η∈ρ−1( j)
ψp
(−τ (ηξ))= − ∑
t∈F×p
ψp
(
it + jt−1).
This is easy and is left to the reader. 
8. Maass spaces on spin and orthogonal groups
First of all we recall some well-known facts on Clifford algebras. The basic reference is [33]. For
the time being, we will take V to be a ﬁnite dimensional vector space over a ﬁeld F of characteristic
different from 2, and let ϕ : V × V → F be a nondegenerate F -bilinear symmetric form. Put ϕ[x] =
ϕ(x, x).
A Clifford algebra of ϕ is an F -algebra A with an F -linear map p : V → A satisfying the following
properties:
• A has an identity element, which we denote by 1A ;
• A as an F -algebra is generated by p(V ) and 1A ;
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• A has dimension 2 over F , where  = dim V .
It is known that such a pair (A, p) is unique up to isomorphism. Moreover, p is injective, and as such,
V can be viewed as a subspace of A via p. We denote this algebra A by A(V ). The basic equalities
are
xy + yx= 2ϕ(x, y) (x, y ∈ V ).
There is an automorphism α 
→ α′ of A(V ) such that v ′ = −v for every v ∈ V . Similarly, there is
an anti-automorphism α 
→ αρ of A(V ) such that vρ = v for every v ∈ V . Let us put
A+(V ) = {α ∈ A(V ) ∣∣ α′ = α},
G+(V ) = {α ∈ A+(V )× ∣∣ αVα−1 = V }.
Put μ(α) = ααρ for α ∈ G+(V ). The map μ gives a homomorphism of G+(V ) to F× , and the spin
group Spinϕ(F ) of ϕ is deﬁned by
Spinϕ(F ) = {α ∈ G+(V ) ∣∣μ(α) = 1}.
For α ∈ G+(V ) we can deﬁne θ(α) ∈ GL(V ) by θ(α)v = αvα−1 (v ∈ V ). Then it is well known that
θ gives an isomorphism of G+(V )/F× onto the special orthogonal group SOϕ(F ) of ϕ . Recall that
the spinor norm σF : SOϕ(F ) → F×/F×2 is deﬁned as follows. Given g ∈ SOϕ(F ), take an element
α ∈ G+(V ) so that θ(α) = g . Then μ(α) is a well-deﬁned element of F×/F×2 and is denoted by
σF (g). Clearly,
θ
(
Spinϕ(F )
)= {g ∈ SOϕ(F ) ∣∣ σF (g) = 1}.
Assume that ϕ is isotropic and consider a decomposition
V = Fe0 + U + F f0, U = (Fe0 + F f0)⊥,
e20 = f 20 = 0, e0 f0 + f0e0 = 1.
The restriction of ϕ to U is denoted also by ϕ . Let us deﬁne an F -linear map Ψ : V →M2(A(U )) by
Ψ (re0 + u + sf0) =
(
u r
s −u
)
(r, s ∈ F , u ∈ U ).
Then we can see that (M2(A(U )),Ψ ) is another Clifford algebra of ϕ , whence Ψ extends to an iso-
morphism of A(V ) onto M2(A(U )).
Next assume that (U ,ϕ) has a decomposition
(U ,ϕ) = Fe + (X,−ϕ0) + F f , X = (Fe + F f )⊥,
e2 = f 2 = 0, ef + f e = 1.
Specify F = Q and X = Qt (column vectors). Assume further that ϕ0 is positive deﬁnite. Put Uv =
U ⊗Q Qv , UC = U ⊗Q C, ε = e + f and
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D = {Z = X + √−1Y ∈ UC | X ∈ U∞, Y ∈D}.
The group Spinϕ(R) acts transitively on D by αZ = (aZ + b)(cZ + d)−1 for Z ∈D and α ∈ Spinϕ(R)
with Ψ (α) =
(
a b
c d
)
. Set
j(α,Z) = μ(cZ + d), jκ (α,Z) = j(α,Z)κ .
Put SOϕ0 (R) = {g ∈ SOϕ(R) | σR(g) = 1}. The action of SOϕ0 (R) on D and the automorphy factor
jκ (g,Z) are deﬁned by
gZ∼ = (gZ)∼ j(g,Z), jκ (g,Z) = j(g,Z)κ , Z∼ =
(−ϕ[Z]
Z
1
)
for g ∈ SOϕ0 (R). The morphism θ : Spinϕ(R) → SOϕ0 (R) respects the respective actions of the two
groups on D. That is
αZ = θ(α)Z, jκ (α,Z) = jκ
(
θ(α),Z).
Let γ be an element of Spinϕ(R) or of SOϕ0 (R). For any function G :D → C we deﬁne G|κγ :D → C
by
G|κγ (Z) = jκ (γ ,Z)−1G(γZ).
Assume that L0 = Zt is a maximal integral lattice of X , i.e., it is maximal with respect to the
property ϕ0[x] ∈ Z for all x ∈ L0. Put
L∗0 =
{
β ∈ X ∣∣ 2ϕ0(x, β) ∈ Z for every x ∈ L0},
T = Ze + L∗0 + Z f , T+ = T ∩D, L∗ = Ze0 + T + Z f0.
We now deﬁne subgroups Eϕv of SO
ϕ(Qv ) and E+v of Spinϕ(Qv) by
Eϕ∞ =
{
α ∈ SOϕ0 (R)
∣∣ α(√−1ε) = √−1ε},
Eϕp =
{
α ∈ SOϕ(Qp)
∣∣ αZt+4p = Zt+4p },
E+v =
{
α ∈ Spinϕ(Qv)
∣∣ θ(α) ∈ Eϕv }.
Set Eϕ =∏v Eϕv and E+ =∏v E+v . Put
Γ ϕ = {γ ∈ SOϕ0 (R) ∣∣ γZt+4 = Zt+4},
Γ + = {γ ∈ Spinϕ(Q) ∣∣ θ(γ ) ∈ Γ ϕ}.
We deﬁne a subgroup Γ ∗ of Γ ϕ by
Γ ∗ = {γ ∈ Γ ϕ ∣∣ (γ − 1t+4)L∗ ⊂ Zt+4}.
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Q + = {α ∈ Spinϕ | θ(α) ∈ Q ϕ}. Note that
Spinϕ(A) = Q +(A)E+, Spinϕ(Q) = Q +(Q)Γ +,
SOϕ(A) = Q ϕ(A)Eϕ, SOϕ(Q) = Q ϕ(Q)Γ ∗. (8.1)
Deﬁnition 8.1. A holomorphic function G on D is called a cusp form of weight κ with respect to Γ +
(resp. Γ ϕ , Γ ∗) if G|κγ = G for every γ ∈ Γ + (resp. Γ ϕ , Γ ∗) and has a Fourier expansion of the form
G(Z) =
∑
η∈T+
AG(η)e
(
2ϕ(η,Z)).
Let Sκ (Γ +) (resp. Sκ (Γ ϕ), Sκ (Γ ∗)) denote the space of cusp forms of weight κ with respect to Γ +
(resp. Γ ϕ , Γ ∗).
Deﬁnition 8.2. Let SMκ (Γ
ϕ) be the subspace of Sκ (Γ ϕ) which consists of all functions F having a
Fourier expansion of the form
G(Z) =
∑
η∈T+
∑
a∈N,a|(η)
aκ−1c
(
a−2ϕ[η])e(2ϕ(η,Z))
for some function c. Here (η) =max{d ∈ N | d−1η ∈ T }.
Put
!ϕ =
{( ∗ ∗ ∗
0 1t ∗
02 0 ∗
)
∈ Γ ϕ
}
.
For a holomorphic function φ on H1 × X ⊗Q C we deﬁne a function φ˜ on D by
φ˜(ze + u + τ f ) = e(z)φ(τ ,u) (z, τ ∈H1, u ∈ X ⊗Q C).
Let J cuspκ be a space of holomorphic functions φ on H1 × X ⊗Q C such that
• φ˜|κγ = φ˜ for every γ ∈ !ϕ ;
• φ possesses a Fourier expansion of the form
φ(τ ,u) =
∑
r∈L∗0,N∈N,ϕ0(r)<N
c(N, r)qNe
(
2ϕ0(r,u)
)
.
The space J cusp,Mκ consists of functions φ ∈ J cuspκ for which c(N, r) depends only on N − ϕ0(r).
The following result has been proven by Sugano among others.
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I :
∑
r∈L∗0,N∈N,ϕ0(r)<N
c(N, r)qNe
(
2ϕ0(r,u)
)

→
∑
η=
( a
r
b
)
∈T+
∑
d∈N,d|(η)
dκ−1c
(
abd−2, rd−1
)
e
(
2ϕ(η,Z))
yields an injective linear map from J cuspκ to Sκ (Γ
∗).
Corollary 8.2. The restriction of I to J cusp,Mκ gives a C-linear isomorphism of J
cusp,M
κ onto S
M
κ (Γ
ϕ).
Proof. We write SOϕU for the special orthogonal group of (U ,ϕ). Assume that φ ∈ J cusp,Mκ . Then
I(φ)|κγ = I(φ) for γ ∈ SOϕU (Q) ∩ Γ ϕ . Since Remark 6.5 of [34] asserts that SOϕU (Q) ∩ Γ ϕ and Γ ∗
generate Γ ϕ , we have I(φ) ∈ Sκ (Γ ϕ). The remaining parts are easy. 
In what follows we assume that (X,−ϕ0) is given by X = H with a quaternion algebra H over F
and ϕ0 is a norm form on H , where F for the moment is an arbitrary ﬁeld of characteristic different
from 2.
Lemma 8.3. Notation and assumption being as above, we can take
A(U ) =M4(H), A+(U ) =
{
ι0(a,b)
∣∣ a,b ∈M2(H)}.
Moreover, put
Δ = diag[1,−1,1,−1], D =
(
0 δ
δ 0
)
, δ =
(
0 1
1 0
)
.
For α ∈M4(H) we have
α′ = ΔαΔ, αρ = Dα∗D,
where α∗ is the conjugate transpose of α as a matrix over H. Furthermore,
G+(U ) = {ι0(a, tδ(a−1)∗δ) ∣∣ a ∈ GL2(H), t ∈ F×, ν(a) = t2}.
Proof. Deﬁne a map p : U →M4(H) by
p(re + x+ sf ) =
⎛⎜⎜⎝
−x s
xι s
r −xι
r x
⎞⎟⎟⎠ (r, s ∈ F , x ∈ H).
Notice that p(u)2 = ϕ(u) for every u ∈ U . It can easily be veriﬁed that elements p(x) for all x ∈ V
generate M4(H). Since the other conditions are clearly satisﬁed, the pair (M4(H), p) is a Clifford
algebra of (U ,ϕ).
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follows that
A+(U ) = ι0
(
M2(H),M2(H)
)
, ι0(a,b)
ρ = ι0
(
δb∗δ, δa∗δ
)
for ι0(a,b) ∈ A+(U ). Theorem 7.7 of [32] states that
G+(U ) = {α = ι0(a,b) ∈ A+(U )× ∣∣ ααρ ∈ F×, ν(a) = ν(b) = (ααρ)2}
= {ι0(a, tδ(a−1)∗δ) ∣∣ a ∈ GL2(H), t ∈ F×, ν(a) = t2}
as claimed. 
By Lemma 8.3, A+(U ) is isomorphic to the product M2(H) × M2(H). We write this isomorphism
as ω(a) = (ω1(a),ω2(a)) with two F -linear ring homomorphisms ω1, ω2 : A+(U ) →M2(H).
There is another useful isomorphism Ξ : A(V ) →M2(A(U )) deﬁned by
Ξ(α) =
(
ε 0
0 1
)
Ψ (α)
(
ε 0
0 1
)
.
Recall that ε = ε−1. It should be remarked that Ξ(A+(V )) =M2(A+(U )). Next we deﬁne an F -linear
ring homomorphism Θ : A+(V ) →M4(H) by
Θ(α) =
(
ω1(a) ω1(b)
ω1(c) ω1(d)
)
when Ξ(α) =
(
a b
c d
)
. For a ∈ A(U ) and ξ =
(
a b
c d
)
∈M2(A(U )), we set
aσ = εaρε, ξσ =
(
aσ cσ
bσ dσ
)
.
We obtain
Ξ
(
αρ
)= J−1Ξ(α′)σ J , J = (0 −1
1 0
)
for all α ∈ A(V ) as this is so for all v ∈ V . Since ω1(aσ ) = ω1(a)∗ for a ∈ A+(U ), it follows that
Θ(α)
(
0 −12
12 0
)
Θ(α)∗ = μ(α)
(
0 −12
12 0
)
for α ∈ G+(V ). Thus Θ restricts to a homomorphism of Spinϕ(F ) into G2(F ).
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τ j be a Weyl element given by
τ j =
⎛⎜⎜⎝
−1 j
1n− j
1 j
1n− j
⎞⎟⎟⎠ .
Recall that
Gn(F ) =
n⊔
j=0
Pn(F )τ j Pn(F )
is the relative Bruhat decomposition of Gn(F ) with respect to Pn(F ). If g =m(a1)n(b1)τ jm(a2)n(b2) ∈
Pn(F )τ j Pn(F ), then we let xF (g) = ν(a1a2). Corollary 1.5 of [25] asserts that the coset xF (g)F×2
in F×/F×2 is determined by g . Moreover, the map g 
→ xF (g) is a homomorphism of Gn(F ) into
F×/F×2 by Proposition 1.6 of [25] (see also [37]). It should be remarked that there is a misprint
in [25]. The factor (−)t should be removed in the relation on p. 372, line 12 in case 2. Granted the
homomorphism xF , we can describe the image of Spin
ϕ(F ) under the morphism Θ as follows:
Lemma 8.4. In the setting of Lemma 8.3, we have
Θ
(
Spinϕ(F )
)= {g ∈ G2(F ) ∣∣ xF (g) = 1}.
Remark 8.3. More precisely, the morphism Θ gives rise to an isomorphism
Spinϕ(F )/
{
ω−1(1, )
∣∣  ∈ {±1}} {g ∈ G2(F ) ∣∣ xF (g) = 1}
(cf. [9]). We here regard A+(U ) as a subring of A+(V ) in an obvious way. Notice that the center of
Spinϕ(F ) is {ω−1(1, 2) | i ∈ {±1}}.
Proof. Since Q +(F ) and (e0+ f0)ε generate Spinϕ(F ), it suﬃces to show that Θ(Q +(F )) and Θ((e0+
f0)ε) generate the kernel of xF .
To see this, we recall that
Ψ
(
Q +(F )
)= {(a u(a−1)ρ
0 (a−1)ρ
) ∣∣∣ a ∈ G+(U ), u ∈ U}
(see Proposition 4.3 of [33]). Lemma 8.3 therefore shows that
Θ
(
Q +(F )
)= {m(a)n(b) ∣∣ a ∈ GL2(H), ν(a) ∈ F×2, b ∈ S2(H)}.
A simple calculation gives Θ((e0 + f0)ε) = τ2. The desired fact is now obvious. 
Finally, let F = Q and assume that H is deﬁnite. Now the assignment
ι : re + u + sf 
→
(
r u
uι s
)
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into account, we can easily verify that the action of Spinϕ(R) on D can be translated to that of G2(R)
on H2 through ι by
ι(αZ) = Θ(α)ι(Z), jκ(α,Z) = jκ
(
Θ(α), ι(Z)) (8.2)
for α ∈ Spinϕ(R) and Z ∈D.
Proof of Proposition 7.1. Let φ ∈ J cusp,Mκ . Put G = j (φ). Our task is to show that G ∈ Sκ (Γ2). To
see this, we deﬁne a function G˜ : G2(A) → C via G˜(g) = G(x(i)) jκ (x, i)−1, writing g = ρxw ∈
P2(Q)G2(R)
∏
p C2,p as in the proof of Theorem 4.2.
The function G is related to I(φ) by G ◦ ι = I(φ), and so by Corollary 8.2, G ◦ ι is a cusp form
of weight κ with respect to Γ ϕ . We have G ◦ ι ∈ Sκ (Γ +) in view of θ(Γ +) ⊂ Γ ϕ . By Lemma 8.4,
Θ(Spinϕ(Q)) is a normal subgroup of G2(Q). Combining this fact with (8.1), for given β ∈ Spinϕ(Q),
we can take ρ ′ ∈ Q +(Q) and γ ∈ Γ + so that ρ−1Θ(β)ρ = Θ(ρ ′γ ). Then we have
G˜
(
Θ(β)g
)= G˜(ρΘ(ρ ′γ )x)
= G˜(Θ(γ )x)
= G(Θ(γ )x(i)) jκ(Θ(γ ), x(i))−1 jκ (x, i)−1
= G ◦ ι|κγ
(
ι−1
(
x(i)
))
jκ (x, i)
−1
= G(x(i)) jκ (x, i)−1 = G˜(g)
by virtue of (8.2). Since Θ(Spinϕ(Q)) and P2(Q) generate G2(Q), we conclude that G˜ ∈ S2κ , thereby
completing the proof. 
One bonus of our discussion is an explicit formula for the Siegel series of degree two. This is
obtained by employing the homomorphisms θ and Θ .
Proposition 8.5. Let h ∈ T2,p ∩ GL2(Hp). Then we have
F˜ p,h =
⎧⎨⎩
∑p(h)
a=0 p2alordp Dh−2a if p  DH ,∑p(h)
a=0 p2a(lordp Dh−2a − plordp Dh−2a−2) if p|DH .
Here p(h) and le are deﬁned in Section 2 and Section 3 respectively.
Remark 8.4.
(1) Under the assumptions (I) and (II) in the introduction, this formula is compatible with the explicit
formula for the Fourier coeﬃcients of the Eisenstein series of degree two given in [24, Theorem 3].
(2) Alternatively, there is a direct proof using the formula (9.1) below.
Proof. Writing any α ∈ Spinϕ(Qp) and g ∈ SOϕ(Qp) as
α = ℘+ ∈ Q +(Qp)E+p , g = qw ∈ Q ϕ(Qp)Eϕp ,
we can deﬁne functions ε+s,p : Spinϕ(Qp) → C and εϕs,p : SOϕ(Qp) → C by
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∣∣μ(a)∣∣sp, εϕs,p(g) = |t|sp,
where a ∈ G+(U ) and t ∈ Q×p are deﬁned by
Ψ (℘) =
(
a b(a−1)ρ
0 (a−1)ρ
)
, qe0 = te0.
It immediately follows that
εs,p ◦ Θ = ε+s,p = εϕs,p ◦ θ.
For η ∈ T ⊗Z Zp with ϕ[η] = 0 we obtain
bp
(
ι(η), s
)= ∫
S2(Hp)
εs,p
((
12 0
x 12
))
ep
(−λ(ι(η)x))dμp(x)
=
∫
Up
ε+s,p
(
Ψ−1
((
1 0
u 1
)))
ep
(−2ϕ(η,u))du
=
∫
Up
ε
ϕ
s,p
(
θ ◦Ψ−1
((
1 0
u 1
)))
ep
(−2ϕ(η,u))du
by (3.1). The last integral was explicitly calculated by Hirai [11, Theorem 2.1], and our expected for-
mula is an application of his work. 
We call h ∈ T+n (or T+) primitive if (h) = 1. The following result, which should be of independent
interest, has its origin in Zagier’s classical article [38].
Proposition 8.6. Let
G(Z) =
∑
η∈T+
AG(η)e
(
2ϕ(η,Z)) ∈ Sκ(Γ ϕ).
Then the following conditions are equivalent:
(i) G ∈ SMκ (Γ ϕ);
(ii) AG(η) = AG(η′) whenever (η) = (η′) = 1 and Dη = Dη′ .
Proof. It suﬃces to prove that (ii) implies (i). Put
φ(τ ,u) =
∑
r∈L∗0,N∈N
AG(e + r + N f )qNe
(
2ϕ0(r,u)
)
.
Then (ii) implies that φ ∈ J cusp,Mκ . Consider a function G − I(φ), which belongs to Sκ (Γ ϕ) by Corol-
lary 8.2. Since it has vanishing primitive Fourier coeﬃcients by (ii), Theorem 3 of [36] concludes that
G = I(φ) ∈ SMκ (Γ ϕ). 
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F (Z) =
∑
h∈T+2
AF (h)e
(
λ(hZ)
) ∈ Sκ (Γ2).
Then the following conditions are equivalent:
(a) F ∈ SMκ (Γ2);
(b) AF (h) = AF (h′) whenever (h) = (h′) and Dh = Dh′ ;
(c) AF (h) = AF (h′) whenever h ≈p h′ for all p;
(d) AF (h) = AF (h′) whenever (h) = (h′) = 1 and Dh = Dh′ .
Proof. Corollary 2.3 veriﬁes the equivalence of (b) and (c). Using Proposition 7.1 instead of Corol-
lary 8.2, we can adapt the proof above to F ∈ Sκ (Γ2). 
9. Maass spaces in higher degrees
We begin by reviewing a formula for the Siegel series. Fix an element σ ∈ Tn,p ∩GLn(Hp). Notation
being as in Lemma 2.2, we put
sp(σ ) =
{
n− #{i | σi = J } if p  DH ,
n− 2#{i | σi = σp(−1)} if p|DH .
We have the congruence sp(σ ) ≡ n (mod 2) if p divides DH . Set
Dp(σ ) = GLn(Rp)\
{
G ∈Mn(Rp) ∩ GLn(Hp)
∣∣ σ [G−1] ∈ Tn,p},
Hn,p(σ ; X) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
∏sp(σ )−1
j=0 (1− p2 j+1X) if p  DH ,∏sp(σ )/2−1
j=0 (1− p4 j+1X) if p|DH , 2|n,∏(sp(σ )−1)/2
j=1 (1− p4 j−1X) if p|DH , 2  n.
Now the formula is
F˜ p,σ (X) =
∑
G∈Dp(σ )
X−ordp Dσ+2ordp ν(G)Hn,p
(
σ
[
G−1
]; X2). (9.1)
This is a special case of the formula given by Feit [7,8] for local series in a rather general context.
Let h ∈ T+n . In analogy with the Siegel modular case [20], we deﬁne the map ρh : N → C via the
relation ∑
a∈N
ρh(a)a
−s =
∏
p|Dh
(
1− p−s)Hn,p(h; p−s).
For each natural number a such that a2 divides Dh , we set
φ(a;h) =
∑
G∈D(h), ν(G)|a
ρh[G−1]
(
ν(G)−1a
)
,
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D(h) = GLn(R)\
{
G ∈Mn(R) ∩ GLn(H)
∣∣ h[G−1] ∈ Tn}.
It goes without saying that we can naturally identify D(h) with ∏p Dp(h).
For each N ∈ N we put N (X) =∏p lordp N (Xp) ∈ R. Arguing as in the proof of [20, Theorem 1],
we can prove the following equality
D(k−1)/2h
∏
p
F˜ p,h(Xp) =
∑
a∈N,a2|Dh
ak−1φ(a;h)(a−2Dh)(k−1)/2a−2Dh (X).
Let
f (τ ) =
∑
N∈N
c f (N)q
N ∈ Snewk (d)
be a primitive form as before. Note that
c f (N) = N(k−1)/2
∏
p|d
(αp)
ordp N
∏
pd
lordp N(αp).
In particular, if d = 1, then
A(h) =
∑
a∈N,a2|Dh
ak−1φ(a;h)c f
(
a−2Dh
)
.
Thus if we deﬁne a C-linear map Jn on formal power series by
Jn :
∑
N∈N
c(N)qN 
→
∑
h∈T+n
∑
a∈N,a2|Dh
ak−1φ(a;h)c(a−2Dh)e(λ(hZ)),
then Jn gives a linear map from Sk(SL2(Z)) to Sk+2n−2(Γn).
Deﬁnition 9.1. The space SMκ (Γn) is deﬁned as follows: F ∈ Sk+2n−2(Γn) is an element of SMk+2n−2(Γn)
if there exists a function c : N → C such that all h ∈ T+n satisfy
AF (h) =
∑
a∈N,a2|Dh
ak−1φ(a;h)c(a−2Dh).
As one can easily check by means of Proposition 8.5, Deﬁnition 9.1 is consistent with Deﬁnition 4.1
when n = 2 (see the proof of Theorem 4.3 below).
For each N ∈ N we deﬁne ′N ∈R by
′N(X) = b(N)−1
∏
p|DH
(
lordp N(Xp)− plordp N−2(Xp)
) ∏
pDH
lordp N(Xp),
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bp(N) =
{
1 if p  N,
p + 1 if p|N .
Choosing complex numbers φ′(a;h) in such a way that
D(k−1)/2h
∏
p
F˜ p,h(Xp) =
∑
a∈N,a2|Dh
ak−1φ′(a;h)(a−2Dh)(k−1)/2′a−2Dh (X),
we deﬁne another C-linear map J ′n on formal power series by
J ′n :
∑
N∈N
c(N)qN 
→
∑
h∈T+n
∑
a∈N,a2|Dh
ak−1φ′(a;h)c(a−2Dh)e(λ(hZ)).
Put ωDH =
(
0 −1
DH 0
)
. Recall that there is a map from Snewk (d) to S
+
k (DH ), which we have written
f 
→ f ∗ (see Lemma 7.2).
Lemma 9.1. Notation being as above, put g = f ∗|kωDH . Then J ′n(g) is equal to Liftn( f ) up to scalar multiple.
Proof. Since α2p = p−1 for each prime factor p of d, we have
N(k−1)/2′N
({αp})= ∑
a∈N,a|d−1DH
bd−1DH (N)
−1μ(a)akc f
(
a−2N
)
.
Here, μ denotes the Möbius function and bd−1DH (N) =
∏
p|d−1DH bp(N).
On the other hand, for each prime factor p of d−1DH , we have
f |Q (p)W (p) = f |T (p)
(
p
1
)
− (p + 1)pk/2−1 f
= −pk/2−1(p + 1)
∑
N∈N
bp(N)
−1(c f (N) − pkc f (p−2N))qN ,
where W (p) denotes the Atkin–Lehner involution. Recall that f |W (p) = −p f if d is divisible by p.
It follows that g is equal to
∑
N∈N N(k−1)/2′N ({αp})qN up to scalar multiple. Thus J ′n(g) is equal to∑
h∈T+n
∑
a∈N,a2|Dh
ak−1φ′(a;h)(a−2Dh)(k−1)/2′a−2Dh({αp})e(λ(hZ))
=
∑
h∈T+n
D(k−1)/2h
∏
p
F˜ p,h(αp)e
(
λ(hZ)
)
up to scalar multiple. 
Proof of Theorem 4.3. When n = 2, Proposition 8.5 shows that
φ′(a;h) =
{
a2b(a−2Dh) if a|(h),
0 if a  (h).
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ς :
∑
N∈N
c(N)qN 
→
∑
ξ∈R˜,N∈N
b
(
DH
(
N − ν(ξ)))c(DH(N − ν(ξ)))qNe(2λ(ξu)).
An examination of the proof of Proposition 7.3 conﬁrms that the map h 
→ ς(h|kωDH ) turns out to
deﬁne the inverse map of σ (up to scalar multiple). Observe that J ′2 = j ◦ ς . Lemma 9.1 asserts that
Lift2( f ) equals j (ς( f ∗|kωDH )) up to scalar multiple. In summary, the following diagram is commuta-
tive up to a scalar:
f ∈⊕d1,d|DH Snewk (d) Lift2 SMk+2(Γ2)
f ∗|kωDH ∈ S+k (DH )|kωDH ς
J ′2
J M,cuspk+2
j
Here, by abuse of notation Lift2 stands for the C-linear extension of the map f 
→ Lift2( f ) de-
ﬁned on primitive forms in Section 4. Now Propositions 7.1 and 7.3 and Lemma 7.2 combine to give
Theorem 4.3. 
Proposition 9.2.
(1) Suppose that F ∈ Sk+2n−2(Γn) has a Fourier expansion of the form
F (Z) =
∑
h∈T+n
∑
a∈N,a2|Dh
ak−1φ(a;h)c(a−2Dh)e(λ(hZ))
for some function c : N → C. If n is odd, then
∑
N∈N
c(N)qN ∈ Sk
(
SL2(Z)
)
.
(2) Suppose that F ∈ Sk+2n−2(Γn) has a Fourier expansion of the form
F (Z) =
∑
h∈T+n
∑
a∈N,a2|Dh
ak−1φ′(a;h)c(a−2Dh)e(λ(hZ))
for some function c : N → C. If n is even, then
∑
N∈N
c(N)qN ∈ S+k (DH )|kωDH .
Proof. Put t = [n−12 ], m = 2t and r = n −m. Lemma 2.4 enables us to choose S ∈ Tm in such a way
that DS = 1. Let l0 be the characteristic function of the set ∏p Mmr(Rp). Since ϑ Sl0 (Z ,u) ∈ J2m,S(Γm,r)
(but if m were odd, this would not be the case), the Sth Fourier–Jacobi coeﬃcient F S of F is written
as
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F S,0(Z) =
∑
h∈T+r
AF
((
S 0
0 h
))
e
(
λ(hZ)
) ∈ Sk+2r−2(Γr)
as a consequence of the invariance of F S with respect to V (Q) ∩ GL2n(R).
Employing (9.1), we can prove
F˜ p,diag[S,h] = F˜ p,h
by exactly the same argument given for the proof of [21, (6)]. It follows that
AF
((
S 0
0 h
))
=
∑
a∈N,a2|Dh
ak−1ϕ(a;h)c(a−2Dh),
where ϕ(a;h) = φ(a;h) or φ′(a;h) according as n is odd or even. Thus the proof is reduced to the
case n = 1 or n = 2. There is nothing to prove if n = 1, and this is the situation of Theorem 4.3 as just
described if n = 2. 
Corollary 9.3. If n is odd, then SMk+2n−2(Γn) = Jn(Sk(SL2(Z))).
If n is odd and if we replace F with Liftn( f ) in the proof above, then
F S,0(τ ) =
∑
N∈N
N(k−1)/2N
({αp})qN .
In case d > 1, this is deﬁnitely not a modular form, and hence neither is F = Liftn( f ), even though
one allows it to have a level.
10. Open problems
There are several naturally arising open problems.
It is natural to ask for the existence of a lifting that generalizes the liftings described in Theo-
rems 4.2 and 4.3. Let F be a totally real number ﬁeld and H a totally deﬁnite quaternion algebra
over F . Let S∞ be the set of archimedean places of F and SH the set of ﬁnite places of F at which
H is ramiﬁed. Let τ ⊗v τv be an irreducible cuspidal automorphic representation of PGL2(AF ), on
which we impose the following conditions:
(i) τv is a discrete series with extremal weight ±kv for v ∈S∞;
(ii) there is a (possibly empty) subset Sd of SH such that:
• τv is a twisted Steinberg representation Stv ⊗χv for v ∈Sd;
• τv is a principal series π(μv ,μ−1v ) for v /∈S∞ ∪Sd .
Since τv has trivial central character, kv must be even and χ2v = 1. We consider the representation
Πn(τ ) =⊗v Πn,v(τv) of Gn(AF ) by setting
Πn,v(τv) =
⎧⎪⎨⎪⎩
Dn
(kv+2n−2)/2 if v ∈S∞,
Anv(1) ⊗ (χv ◦ xFv ) if v ∈Sd,
In,v(0,μv) if v /∈S∞ ∪Sd
(see Section 8 for the deﬁnition of xFv ).
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In classical language we set forth the following:
Conjecture 10.2. Notation being as in Section 4, we assume that n is even. Then Liftn( f ) is a cuspidal Hecke
eigenform in SMk+2n−2(Γn). Moreover, Πn( f ) is isomorphic to the cuspidal automorphic representation as-
sociated to Liftn( f ). Furthermore, the lifting f 
→ Liftn( f ) gives a bijection (up to a scalar) between Hecke
eigenforms in
⊕
d1,d|DH S
new
k (d) and those in S
M
k+2n−2(Γn).
Remark 10.1.
(1) Conjecture 10.1 is true by Theorem 4.2 if τ comes from an elliptic cusp form relative to SL2(Z).
Conjecture 10.1 is true as well if n = 1. Indeed, let f˜ : GL2(AF ) → C is a function belonging to τ .
The accidental isomorphism (1.1) allows us to deﬁne a function F : G1(AF ) → C by
F(αγ ) = f˜ (γ )
for α ∈ GL1(H ⊗F AF ) and γ ∈ GL2(AF ) subject to ν(α)detγ = 1. Then F is well deﬁned and is
a vector of Π1(τ ).
(2) When n = 2, Conjecture 10.2 is true by Theorem 4.3. Lemma 9.1 and Proposition 9.2 assert that
Conjecture 10.2 is equivalent to the following statement: if n is even, then J ′n gives rise to a
C-linear map from S+k (DH )|kωDH to Sk+2n−2(Γn).
(3) If n is odd and d > 1, then for each prime factor p of d, the value at s = (logαp)/(log p) of the
Cn,p-invariant section εs,p ∈ In,p(s) does not lie in the space Anp(p) by Proposition 4.1(2). Note
that Bnp(p) can never arise as local components of cusp forms as it is singular. This explains
the reason why Liftn( f ) is far from being a modular form in this case. If we assume Conjec-
ture 10.2, then Πn( f ) will be generated by the components of the ﬁrst Fourier–Jacobi coeﬃcient
of Liftn+1( f ).
When n > 2, the deﬁnition of the space SMκ (Γn) may look technical. Let Gκ (Γn) be as in the
introduction. It is evident that Gκ (Γn) includes SMκ (Γn).
Conjecture 10.3. The spaces SMκ (Γn) and Gκ (Γn) coincide.
Remark 10.2.
(1) Corollary 8.7 tells us that Conjecture 10.3 is aﬃrmative if n = 2.
(2) Kitaoka [19] deﬁned the Siegel modular analogue of the space Gκ (Γn) and showed that it is
closed under the action of Hecke operators. One can verify that Gκ (Γn) is also Hecke invariant by
substantially the same way.
If the following statement were available, then proofs of Theorems 4.2 and 4.3 would be rather
simpler.
Conjecture 10.4. The group Γn is generated by Γn ∩ Pn(Q) and
(
0 −1n
1n 0
)
.
Under the assumptions (I) and (II) given in the introduction, Conjecture 10.4 is aﬃrmative by
Theorem 2.3 in Chapter 2 of [22].
Appendix A. Automorphic L-functions associated to automorphic forms on quaternionic unitary
groups
A little more generally, let F be a number ﬁeld with ring of adeles AF . Let S∞ be the set of
archimedean places of F and SH the set of ﬁnite places of F for which H ramiﬁes. Recall ﬁrst of
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GL4n(C) be the standard representation on C4n on the ﬁrst factor and trivial on WF . If π ⊗v πv is
an irreducible cuspidal automorphic representation of Gn(AF ), then for all places v outside of a ﬁnite
set S which includes S∞ ∪SH , the local component πv is the spherical constituent of an unramiﬁed
principal series representation. Letting tv ∈ SO4n(C) be its Satake parameter, we deﬁne the local Euler
factor attached to πv by
Lv(s,πv , st) = det
(
1− q−sv · st(tv × Frv)
)−1
,
where Frv is a Frobenius element of WFv . The standard L-function of π is then
LS(s,π, st) =
∏
v /∈S
Lv(s,πv , st).
Let Φ be a standard section of I2n(s,χ) and EΦ the corresponding Eisenstein series on G2n(AF ).
For a function F ∈ π we consider the doubling integral deﬁned by
Z(s,Φ,F)(x) =
∫
Gn(F )\Gn(AF )
EΦ
(
ι0(g, xˇ)
)F(g)dg,
where
xˇ=
(
1n
−1n
)
x
(
1n
−1n
)
.
Note that this is not the standard doubling integral considered by Piatetski-Shapiro and Rallis [28] but
of the type considered by Böcherer [4] since we are integrating an Eisenstein series against only one
cusp form.
Let
δ =
⎛⎜⎝
1
1
−1 1
1 1
⎞⎟⎠ ∈ G2n(F ),
where the blocks have size n× n. Unfolding the Eisenstein series in the usual way, we get
Z(s,Φ,F)(x) =
∫
Gn(AF )
Φ
(
δι0(g,12n)
)F(xg)dg
=
∏
v
Zv(s,Φv ,Fv)(xv),
for s  0, where we have assumed that Φ =⊗v Φv and F =⊗v Fv are factorisable and written
Zv(s,Φv ,Fv) =
∫
Gn(Fv )
Φv
(
δι0(g,12n)
)
πv(g)Fv dg
in the last step. The integral Fv → Zv (s,Φv ,Fv) here gives rise to an endomorphism of the local
component πv .
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invariant vector F0v . Let Φ0v be the normalized C2n,v -invariant vector of I2n,v(s). For v /∈ S∞ ∪ SH ,
the unramiﬁed vector F0v is an eigenvector for the operator Zv (s,Φ0v , · ) with eigenvalue
Lv
(
s + 1
2
,πv , st
) 2n∏
j=1
(
1− q1−2s−2 jv
)
by Proposition 6.2 of [28] (though [28] considers the full orthogonal groups, this does not affect the
result).
Next we look at the case that v ∈SH . Let Bn be a parabolic subgroup of Gn deﬁned by
Bn =
{
m(a)u ∈ Pn
∣∣ a is upper triangular}.
For μ ∈ Cn the induced representation IndGn(Fv )Bn(Fv )(μ) is given by the right multiplication action of
Gn(Fv ) on the space of smooth functions f on Gn(Fv ) satisfying
f
(
m(a)ug
)= ∣∣ν(a1)∣∣μ1+2n−3/2v ∣∣ν(a2)∣∣μ2+2n−7/2v · · · ∣∣ν(an)∣∣μn+1/2v f (g),
where a = diag[a1, . . . ,an] ∈ GLn(Hv). Assume that πv is the constituent of IndGn(Fv )Bn(Fv )(μ) containing
the right Cn,v -invariant function F0v with F0v (1) = 1. Since the space of Cn,v -invariants in IndGn(Fv )Bn(Fv )(μ)
is one dimensional, F0v is unique and hence Zv (s,Φ0v ,F0v ) is a multiple of F0v . More precisely, we
obtain the following formula by the calculation analogous to that of [28].
Proposition A.1. Notation and assumption being as above, we have
Zv
(
s,Φ0v ,F0v
)
(x) = F0v (x)
n∏
j=1
1− q1−2s−4 jv
(1− q−s−1−μ jv )(1− q−s−1+μ jv )
.
On the other hand, for v /∈S∞
Φ0v
(
δι0(g,12n)
)= ν[g]−(s+2n−1/2), g ∈ Gn(Fv),
where ν[g] = [gR2nv + R2nv : R2nv ]1/2. This is Proposition 6.4 of [28], provided that v /∈SH . As is easily
checked, this formula remains valid when v ∈SH . It follows that
Zv
(
s,Φ0v ,F
)
(x) =
∑
β∈Cn,v\Gn(Fv )/Cn,v
(F |Cn,vβCn,v)(x)ν[β]−(s+2n−1/2),
where F |Cn,vβCn,v : Gn(AF ) → C is given by
(F |Cn,vβCn,v)(x) =
∑
η∈Bβ
F(xη−1),
taking a ﬁnite subset Bβ of Gn(Fv ) so that Cn,vβCn,v =⊔η∈Bβ Cn,vη.
Finally, we prove the assertions concerning the local components of Liftn( f ). We may assume that
n 2 since our assertion is clear when n = 1 (see Remarks 4.2(1) and 10.1(1)). Put E˜nκ (g) = E˜nκ (g,0).
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exists a polynomial Φβ satisfying
E˜nκ |Cn,pβCn,p = Φβ
(
p(k−1)/2
)
E˜nκ , F |Cn,pβCn,p = Φβ(αp)F
for suﬃciently large κ by the same way as [14].
Using the computations above, we get
∑
β∈Cn,p\Gn(Qp)/Cn,p
Φβ
(
p(k−1)/2
)
ν[β]−(s+2n−1/2)
=
⎧⎨⎩
∏2n
j=1
1−p1−2s−2 j
(1−p−s+(k−1)/2−n+ j−1)(1−p−s−(k−1)/2+n− j) if p  DH ,∏n
j=1
1−p1−2s−4 j
(1−p−s+(k−1)/2−n+2 j−2)(1−p−s−(k−1)/2+n−2 j) if p|DH .
From this, we infer that
∑
β∈Cn,p\Gn(Qp)/Cn,p
Φβ(αp)ν[β]−(s+2n−1/2)
=
⎧⎪⎨⎪⎩
∏2n
j=1
1−p1−2s−2 j
(1−αp p−(s+1/2)−n+ j−1/2)(1−α−1p p−(s+1/2)−n+ j−1/2)
if p  DH ,∏n
j=1
1−p1−2s−4 j
(1−αp p−(s+1)−n+2 j−1)(1−α−1p p−(s+1)−n+2 j−1)
if p|DH .
Recalling that εκ,0 ∈ In( k−12 ), we can easily see that the local components of Liftn( f ) precisely coin-
cide with those of Πn( f ). 
Appendix B. An interpretation in terms of Arthur’s conjecture
We explain how Conjecture 10.1 can be viewed in the framework of Arthur’s conjecture. For details
of the conjecture, the reader should consult [2].
Let LF be the hypothetical Langlands group over F . By a (discrete) A-parameter for Gn , we mean
an equivalence class of homomorphisms ψ :LF ×SL2(C) → LG0n = SO4n(C) which satisfy the following
conditions:
• the restriction of ψ to LF has bounded image;
• the restriction of ψ to SL2(C) is an algebraic homomorphism;
• the centralizer of the image of ψ in LG0n is ﬁnite.
We write Zψ for this centralizer and deﬁne the global S-group Sψ to be the quotient of Zψ by the
center of LG0n .
The global A-parameter ψ gives rise to the local A-parameter
ψv : LFv × SL2(C) → LG0n,
where LFv is the Weil group of Fv if v ∈S∞ , and the Weil–Deligne group of Fv if v /∈S∞ . Arthur’s
conjecture predicts that there exists a ﬁnite set Πψv of equivalence classes of unitary admissible rep-
2526 S. Yamana / Journal of Number Theory 130 (2010) 2480–2527resentations of Gn(Fv ) associated to ψv . When Gn(Fv ) is quasisplit, it is imposed that Πψv contains
the L-packet associated to the Langlands parameter φψv :LFv → LG0n given by
φψv (w) = ψv
(
w,
( |w|1/2v
|w|−1/2v
))
.
With the local packet Πψv at hand, we deﬁne the global packet by
Πψ =
{⊗
v
πv
∣∣∣ πv ∈ Πψv}.
We here understand that for almost all v , πv is the unramiﬁed representation whose Satake parame-
ter is φψv (Frv).
It is believed that there exists a pairing 〈 , 〉 : Sψ × Πψ → C (Arthur [2] discussed this object
locally). Arthur attached to ψ a quadratic character ψ of Sψ . For each π ∈ Πψ , set
mψ(π) = 1
#Sψ
∑
s∈Sψ
ψ(s)〈s,π〉.
Arthur conjectures that the multiplicity of π in the space of square-integrable automorphic forms on
Gn(A) is equal to
∑
π∈Πψ mψ(π).
If τ is a cuspidal automorphic representation of PGL2(AF ), then τ corresponds to a map ρτ :LF →
SL2(C). Let Sym2n−1 be the irreducible 2n-dimensional representation of SL2(C). As is well known,
we may assume that Sym2n−1(SL2(C)) ⊂ Spn(C). Now consider the global A-parameter
ψτ = ρτ  Sym2n−1 : LF × SL2(C) → SO4n(C) = LG0n.
If τ comes from an elliptic cusp form f which is as in Theorem 4.2 or 4.3, then the L-parameter of
Πn,v( f ) agrees with φψτ,v for every v /∈ S∞ ∪SH , and as such, the A-parameter of Liftn( f ) should
be ψτ .
The point here is that when Gn(Fv ) is not quasisplit, Arthur’s conjecture does not specify any
representations in Πψτ,v . If τ is as in Conjecture 10.1, in accordance with Theorems 4.2 and 4.3,
we guess that the packet Πψτ,v contains Πn,v(τv ) for every v . Since Sψτ = {1}, Arthur’s conjectural
multiplicity formula says that any element of Πψτ should be automorphic.
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