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Abstract 
The problem of sampling design for contaminated land investigation is approached 
using Bayesian methods. We develop a decision tool designed to aid site investigators 
and decision makers in the process of site investigation. Current legislation and 
guidance is considered, and used to drive the development of a spatial model to 
describe the contamination levels over a site. 
This model is updated using a full Bayes approach and combined with a de-
tailed loss structure in order to calculate the expected losses associated with the 
possible decisions. A sampling search algorithm looks for good designs with which 
we can further update beliefs and improve decision making ability through reduced 
uncertainty and therefore increased confidence. We also offer an MCMC approach 
to learn about multiple contaminants which are believed to be related. 
The decision tool provided offers a flexible environment in which multiple de-
cisions, outcomes and contaminants may be considered simultaneously in order to 
assist the site investigator in implementing a cost effective sampling strategy. 
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Chapter 1 
Introduction 
Contaminated land comes under the remit of the Department for Environment Food 
and Rural Affairs (DEFRA) i . The Environment Agency (EA) and the Health Pro-
tection Agency (HPA) work to protect human health, through assessment of the 
pollution of controlled waters, and directly through contact with contaminated soil. 
Local Planning Authorities (LPA's) must consider the classification of contaminated 
land as part of every planning application. If the land is determined as contami-
nated under the legal definition outlined in the Environmental Protection Act of 
1995 [28,35], then the developer is responsible for remediation of the land. The 
determination is made under Part IIA of the act, if this occurs then the site must 
be placed on the contaminated land register. In practice contamination is usually 
dealt with at the planning stage, and monitored to ensure no future potential for 
harm, and so in reality the contaminated land register is very short. 
1.1 Background 
This thesis aims to consider the views of all relevant stakeholders involved in the 
investigation and remediation of a site in order to provide an appropriate decision 
tool for this purpose. This decision tool will aid the selection of sampling locations 
at the site by using a risk based approach. The stakeholders will include the site 
'A glossary of acronyms is included on Page 238 
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owners, developers, consultants, remediation companies, end users of the site and 
government bodies; essentially all those who stand to gain or lose in some way 
depending on the outcome of the investigation or long term state of the land. 
The most recent guidance from DEFRA suggests the use of Soil Guideline Val-
ues (SGVs), derived using the Contaminated Land Exposure Assessment (CLEA) 
model, to guide the assessment of an existence of significant possibility of significant 
harm (SPOSH) on the site. We will look in more detail at the regulatory guidance 
and the CLEA framework to highlight the main issues that need addressing. 
1.1.1 Types of contaminated land, and sources 
Generally the source of contamination problems come from human activity, although 
gaseous emissions or increased concentrations of certain elements can occur in soil 
naturally. The sources can usually be split into four groups: industrial, commercial, 
municipal, mineral extraction; all of which potentially present different problems. 
Since the industrial revolution there has been a spread in the range of industry 
in the UK, which leads to a wide range of potential contaminants. These have a 
varying effect on redevelopment depending on how the site will be used and what 
pathways for movement of contaminants have been discovered. 
There are several possible hazards related to the presence of these contaminants, 
all of which need to be considered. Some are relevant only in certain situations, but 
many will need to be addressed on all sites. Of key concern among these hazards are 
human health, ecological receptors and water. The EU Water Framework Directive 
(WFD) [39], now requires all waters (rather than just water for consumption), to be 
of a "good" status. The possibility of risk to groundwater should also be assessed. 
Once a contaminant reaches the water table it cannot easily be controlled and is 
more likely to enter surrounding water bodies. Other potential hazards include 
phytotoxicity, chemical attack (on buildings), fires (underground) and explosions 
from flammable gases, asphyxiation from exclusion of oxygen through presence of 
other gases, odours and radioactivity. 
The occurence of contamination in the land may be extremely variable, and it is 
difficult to resolve all uncertainty regarding contamination levels due to this inherent 
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variability. We may find a surface of contamination that we can map through the 
site, or a number of isolated hotspots. A hotspot of contamination is a localised 
area of high contamination which does not belong to the underlying contamination 
surface. 
As we will discuss, the guidance is changing on a regular basis; the authorities 
are aware of many problems associated with the classification of contaminated land 
and so the best we can hope to do here is present a tool which is as flexible as 
possible and which can be adapted as the information from the EA and DEFRA is 
updated. We do not propose to comment on or suggest alternatives to the scientific 
work behind the SGVs and CLEA model. 
1.1.2 Source Pathway Receptor linkage 
When a contaminant is present in the land, it can only present a risk to a receptor 
if there exists a viable Source-Pathway-Receptor (S-P-R) linkage, which must be 
identified by the site investigator and/or the LPA. In the pathway, the concentration 
of the contaminant may be affected by one or more potential chemical processes. 
There are two ways in which this can occur: 
1. Mixing processes, such as diffusion and mechanical dispersion 
2. Chemical reactions, which include sorption processes and chemical precipita-
tion 
Soil chemistry is the study of the composition, properties and reactions of soils. 
Environmental soil chemistry is the specific understanding of the reactions between 
soils and environmental receptors which are affected. Soil is made up of air, water, 
inorganic solids, organic solids and microorganisms. Reactions which may be rele-
vant to the presence and spread of contamination include dissolution, precipitation, 
polymerization, adsorption/desorption and oxidation-reduction. These processes 
may affect the solubility, mobility, form and toxicity of contaminants [44,58]. 
To be a potential danger to human health a chemical must be toxic, mobile and 
in a bioavailable form. Bioavailability is the degree to which, or rate at which a 
substance is absorbed or becomes available for use within the human body. These 
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considerations are taken into account in the EA documents outlining the derivation 
and selection of SGVs [23]. 
The number of potential contaminants in the land is large, and the effects of 
contact with humans/environment/buildings vary widely. When deciding on the 
potential risk to a receptor, the distribution of the contaminant of interest in the 
soil should be considered in order to assess the existence of an S-P-R linkage. 
Contamination is considered a "material planning consideration", and it is the 
responsibility of the developer and the LPA through planning permission to ensure 
the contamination status of a site is determined and dealt with through remediation 
where necessary. The main concern for the UK Government is the protection of 
human health, and we must find a way to quantify this concern and include it in 
our model. In this study we will only consider the human health risk through direct 
inhalation, ingestion or dermal contact at the surface and to a depth of approxi-
mately 100cm. However, there are other potential receptors to consider, as shown 
in Figure 1.1. 
1.1.3 Regulatory guidance 
There is no specific technical guidance which must be used in order to meet the 
requirements of the statutory documentation. Rather, a wide range of literature 
is available. The UK Government backed technical guidance is described below, 
and will form the main basis for any comparisons we make within this thesis; other 
Source Pathway Receptor 
Contaminant 
of interest 
(Organic or 
inorganic) 
Dermal contact 
Inhalation 
Ingestion 
Leaching into 
groundwater 
Humans living, 
working and playing 
on site 
Plants, animals and 
their habitats 
Water supply 
Buildings 
Figure 1.1: The S-P-R chain 
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documents will be referenced as necessary. Local authorities can consult government 
agencies for specific issues, for example the HPA, EA and FSA (Food Standards 
Agency). 
At the time of writing this thesis, DEFRA was having a major overhaul of its 
approach to contaminated land risk assessment, and has published the outcome of 
the "way forward" exercise on soil guideline values [30]. There is some concern within 
the industrial community that the new guidance may not fully address the problems 
associated with contaminated land investigation, and that there is still a need for 
even more detailed information and guidance. Developers and local authorities are 
finding it difficult to pass consistent judgements on the status of sites and often find 
it hard to meet the strict guidelines which have been set (many think with little 
scientific backing, due to the scientific information not being available). 
The main guidance for determining whether land must be classified as contami-
nated is covered in Contaminated Land Reports (CLR) 7 through 10 [21-24], while 
CLR 11 describes the effective management of the land, and gives a large number 
of references to aid the decision maker at every stage of the process [25]. An older 
report, CLR 4 [20] discusses the selection of samples, and we will look at this in 
further detail when looking at sampling methodology in Section 2.1.2. Table 1.1 
gives a brief summary of the content of the CLR series. 
DEFRA has announced the withdrawal of documents CLR 7-10 and the CLEA 
model which will be replaced in due course and new guidance is being prepared. The 
"current practice" described here will relate to the CLEA UK software based on the 
CLR series 7-10, as this was current for the main duration of this work. However, 
this is not a major issue as the decision tool provided within this thesis is flexible 
enough to deal with changing goalposts and can be adapted as new generic and/or 
site specific information becomes available. 
In [36], the EA gives an overview of the steps required in the investigation of 
potentially contaminated land. These are shown in Figure 1.2. Some of these steps 
involve an element of overlap. The document gives a checklist for each stage, high-
lighting the steps to be taken. The stages of site investigation that we consider are 
those of initial sampling, and subsequent decision-making with respect to further 
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Report Description 
CLR 4 Sampling guidance, including information on : the number of 
sampling points, their location, and the depth of samples. 
CLR 7 Basically an introductory report which outlines the legal frame-
work and the development of the SGVs 
CLR 8 Identifies the priority contaminants. That is, those that are likely 
to be present on many current or former industrial sites in the 
UK, and at concentrations sufficient to cause harm 
CLR 9 Gives the scientific background to the approach used to select 
tolerable daily intakes (TDIs) and index doses (IDs) which are 
used in the derivation of the SGVs 
TOX reports Detailed derivation of the T D I and ID values for specific con-
taminants 
CLR 10 The Contaminated Land Exposure Assessment Model. See Sec-
tion 1.1.4 
SGV reports These give the derivation of the individual SGVs 
CLR 11 This report is designed to assist with the process of site investi-
gation. Provides a hierarchy of information, looking at the risk 
management framework, technical detail and and many refer-
ences to other useful guidance 
Table 1.1: Summary of the contaminated land reports (partially taken from CLR 
7 [21]), and related documents 
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Stage 1 
Risk Assessment 
Preliminary risk 
assessment 
Generic quantitative 
risk assessment 
Detailed quantitative 
risk assessment 
Stage 2 
Options Apptaisal 
Identification of 
feasible remediation 
options 
Detailed evaluation 
of options 
Developing the 
Remediation Strategy 
Stage 3 
Implementation of 
the Remediation 
Strategy 
Preparation of 
Implement ion Plan 
Design, 
implementation & 
verification 
Long-term 
monitoring & 
maintenance 
Figure 1.2: Overview of Model Procedures, reproduced from [36] 
stages of sampling and choices of whether to remediate. These are vital procedures 
and should aid the efficient compilation of the site report at all three of the stages 
outlined in Figure 1.2. We propose an alternative to the current approach for assess-
ing contamination levels and risk, by modelling the contamination levels over the 
site, and by developing a Bayesian approach with which we can update our beliefs 
in order to direct the next stage of sampling. 
1.1.4 C L E A framework 
The Contaminated Land Exposure Assessment (CLEA) framework was jointly is-
sued in 2002 by the EA and DEFRA. I t aims to assist the developer in assessing 
the potential exposure to potentially harmful levels of a contaminant on a site. The 
CLEA model takes into account many factors on the site and returns a value which 
can be compared with representative site measurements. This is the point at which 
we enter the process. If an SGV is exceeded, the assessor will need to decide whether 
a significant possibility of significant harm ("SPOSH") exists. The SGVs at present 
are very conservative; in some cases, exceeding them even by 10 times may not 
lead to a conclusion of SPOSH. However, their purpose is to alert the investigator 
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to a potential risk, and to tell us that a particular contaminant warrants further 
investigation. 
The EA has outlined the level of information required within site investigation 
reports, and in particular the potential risk must be clearly addressed within the 
report. Most site investigations are carried out in order to begin redevelopment on 
sites, and, if the site investigation report does not contain the necessary detail and 
information, planning permission may be refused by the LPA. The EA guidance 
follows a risk-based framework and CLR11 lists the requirements for every report 
[15]. As well as assessing the risk to human health, the EA has published guidance 
relating to ecological risk assessment [38]. This introduces soil screening values 
(SSVs) as an indicator of potential harm to ecological receptors. 
1.2 Key issues 
The problem of site investigation is multi-faceted, and requires a thorough set of 
tools for analysis. We divide this problem into three key areas and consider each 
individually, then combine our methods to form a decision support tool for site 
investigation. Every site encountered will have different features. We must ensure 
that the analysis that our methodology provides is as site specific as possible. The 
three key areas are: 
1. EA guidance and legislation requires that site investigators consider the amount 
of any contaminants present in the soil, and the impact on human health and 
ecological receptors of these contaminants; so we require a probabilistic model 
with which we may describe uncertainty about the levels of contamination. 
2. Having modelled the spatial distribution of contaminants, we apply Bayesian 
decision theory to determine an effective method for quantifying and valuing 
information gain. This will involve the expert specifying the possible decisions 
we can take, and the associated costs which arise from taking each decision 
and observing a particular outcome (and therefore a related consequence). 
3. Finally, the problem of "optimal" sampling selection is integral to effective 
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decision-making, and we consider efficient approaches for sample selection. As 
well as the selection of sampling locations, we will need to make decisions 
regarding the number of stages of sampling required. In this thesis, we refer 
to each stage of sampling as a sample, and each individual sampling point as 
an observation. 
The process we will follow is summarised by the flow chart in Figure 1.3. 
When looking to make decisions regarding sampling schemes and remediation 
alternatives, several factors must be taken into account, as outlined below. 
• The opinions and expectations of all relevant stakeholders must be considered. 
That is, we need to elicit beliefs regarding the contamination levels over the site 
as well as information required for the construction of cost and consequence 
functions. All involved parties would not necessarily be approached regarding 
every aspect of the investigation. Rather, the relevant "experts" would be 
consulted for each aspect of the analysis. All stakeholders should be involved 
at some level in order to obtain as much information as possible from the site. 
• A detailed site history, and any hard data collected from the current investiga-
tion (or previously collated information), may be combined with expert belief 
statements to develop a prior probability distribution for contamination over 
the site before any (more) sampling takes place. 
• The type of sampling we undertake should be carefully considered to meet 
the requirements of the study. A combination of intrusive and non-intrusive 
methods is likely to be used to ensure a detailed description of the land may 
be taken without excessive intrusive investigation. 
• There are several types of uncertainty present in the investigation of contam-
inated land. These need to be separated and analysed, and results commu-
nicated effectively to the decision makers [81]. We will look in detail at the 
different levels of uncertainty in Section 2.1.5. 
• Whilst a model which is as realistic as possible is desirable, a balance must be 
struck between complexity and ease of specification and implementation. An 
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Collect informa-
tion. Desk study 
and site walkover 
V / 
1 s 
Detailed elicitation. 
Select prior distri-
bution for the site. 
\ J 
Collect data. 
Model checking, diag-
nostics and refinement 
Update model using 
Bayesian methods 
Input decisions, costs 
and consequences 
Decision 
analysis: further 
sampling 
required? 
Terminal decision: 
remediate/monitored 
natural attenuation/ 
no further action 
Collect further sam-
ples as per sampling 
selection algorithm 
yes 
Figure 1.3: Flow chart of steps required, remedial options outlined in Section 2.3 
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algorithm for the selection of sampling points which takes many days to run 
may give theoretically excellent results and pinpoint an exact set of locations 
for maximum information gain. However, on site, it may not be feasible or 
worthwhile to place a borehole this precisely. 
• The total financial resource for site investigation is usually quite limited, this 
places practical limitations on the sampling search algorithm. 
It is important to note that the analytical methods developed in this document 
are based on subjective assessment of a number of parameters and therefore require 
a detailed sensitivity analysis to consider how changing beliefs would affect the 
outcome. We will perform a sensitivity analysis, with both hypothetical and real 
examples, to help understand how effectively our model is performing. For example, 
the opinions regarding expected contamination levels over the site may come from a 
single "expert", and could vary markedly from the beliefs of another "expert" asked 
the same questions. At the other end of the scale, when collecting information for 
the construction of utility functions (see Chapter 5) to quantify the preference for 
a particular outcome, the group as a whole may not be able to agree on a choice of 
function, and so methods of compromise will need to be considered. 
Every site is unique, and as such, investigation will always be site specific in na-
ture. This has always been the case with site investigation, as subjective assessment 
has been taking place in the form of the desk study. The methods introduced here 
are fairly general, and may be applied to a wide variety of case studies. 
To validate and demonstrate the ideas and methods developed in this thesis, 
we will introduce several datasets. Again, sensitivity analyses will be an important 
feature of any case studies discussed, to demonstrate the advantages of subjective 
probability assessment, and to point out any problems or shortcomings of the method 
which need addressing. 
1.3 Thesis outline 
In Chapter 2 the current statistical guidance will be discussed, and the problem 
we will consider is identified and important features are highlighted. A model with 
1.3. Thesis outline 12 
which we will describe the contamination problem will be introduced in Chapter 3, 
as well as Bayesian methods for the updating of beliefs through data collection. 
This chapter will consider updates for single contaminants, and a multiple approach 
when related contaminants are to be considered. A closed form approach will be 
introduced, and then we look to a conditional conjugate form which will be necessary 
for the multiple contaminant update. We will illustrate the methodology with a 
hypothetical example, before going on to perform analyses for the real case study 
in Chapter 4. 
Combining this model with statistical decision theory will allow the implemen-
tation of sampling strategies, for both initial investigation and further stages of 
sampling; along with a tool for effective decision making under uncertainty. This 
will be introduced and developed in Chapter 5, for single contaminant decision 
making with simple, fixed costs, and then expanded to allow for more complex loss 
functions, and multiple contaminant decision making. Once we have demonstrated 
the way in which we shall calculate the expected value of a single sampling design, 
Chapter 6 will consider a strategy for searching among designs to select one that is 
optimal in some sense. Finally, we shall bring together the modelling of Chapter 4 
and the methodology of Chapters 5 and 6 to perform a decision analysis and sample 
selection for the case study in Chapter 7. In Chapter 8 we conclude with a summary 
of the work undertaken in the thesis and an indication of further research arising 
from the issues raised. 
Chapter 2 
Site investigation and current 
methods 
In order to understand how we can best analyse the contamination over a site in 
order to make sampling and remediation decisions, it is important to consider the 
current sampling and analysis procedures used in the industry. We will look at the 
problems associated with the current statistical approach, and discuss the different 
forms of uncertainty which must be quantified in order to make decisions with an 
informed view of the associated risks. We then go on to introduce the idea of 
Bayesian decision theory and the structure of the problem. 
2.1 Site investigation methodology 
The investigation of contaminated land involves a combination of qualitative data 
coming from experts, and quantitative data from sampling and statistical analysis. 
It can be broken down into three broad steps, risk assessment, risk management 
and risk reduction, as in [58,82]. The mitigation of risk is included in both the 
management and reduction stages. In particular the risk assessment stage contains 
a further three stages: hazard identification, risk estimation and risk evaluation. The 
risk assessment stage is the one to which we pay most attention in the statistical 
sense as it influences all the future decisions. The aim is to discover and describe 
accurately the possible pathways for movement of contaminants. In order for there 
13 
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to be a risk and therefore a need for remediation or some other form of management 
of the situation, there must be a complete S-P-R chain. This implies that even if a 
contaminant value is in breach of a. government guideline of acceptability, if there 
is no pathway for movement, or indeed no sensitive receptors, then there is no risk 
and no statutory demand for remediation. The existence of a valid S-P-R chain, 
or indeed the non-existence, will determine the possible consequences, to which we 
require the assignment of loss values in order to carry out a decision analysis for 
the site. These consequences need not be the same throughout the site, and so we 
can equivalently assign loss values as a function of location. For example the top 
half of a site may be accessible and available for a child to play on, whereas the 
bottom half may be completely inaccessible. We would be more concerned about 
contamination levels in the top zone, and thus could assign higher loss values to 
locations in this area. However, this is a complex issue, and the expert would have 
to take into account many factors, such as the potential for the contamination to 
spread, alternative pathways (such as dust inhalation) or alternative receptors (such 
as ecological receptors in the bottom half of the site). 
At the time of writing, the EU was pushing for a Soil Framework Directive [40], 
in order to have a EU wide legislative stance for the treatment of soil. It argues 
that soil is an important resource, and any contamination should be cleaned up, 
regardless of whether a complete S-P-R chain exists. If this is implemented, it 
would mean that loss at all points on the site would be the same, and we wouldn't 
have to worry about assigning complex loss functions dependent on location. 
A natural way to approach the problem of site investigation is by carrying out 
a decision analysis to assess how many samples to take and their optimal location, 
and, given the observed contamination values, to make a decision on whether to 
continue sampling, take no action, or remediate. There are costs associated with all 
of these choices, and a sensitivity analysis will allow us to study how varying any of 
the costs will affect our decisions. 
We can divide the investigation into the collection of both qualitative and quan-
titative data, as well as the collection of prior information off-site, which helps lead 
to better sampling methods and design. We look particularly at risk assessment to 
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begin with, to get an idea of the methods currently in place. We need to be able to 
collect enough reliable information about the site, as well as being able to identify 
all possible problems which may arise, without incurring huge costs at the planning 
stage. 
2.1.1 The desk study and conceptual site model 
We aim to make prior judgements which utilise as much information as possible, in 
order to improve our decision-making. As such, we can take advantage of the fact 
that, as part of every site investigation, a comprehensive study of the site history and 
previous investigations is compiled. These prior judgements may be made informally 
within the desk study, and we look to use these judgements to make a formal prior 
statement of belief. Within the guidance literature there is information relating to 
the compilation of the desk study, and what information should be included. In 
CLR 11 [25], this stage is referred to as the preliminary risk assessment. 
History of land use 
The majority of land contamination has occured since the industrial revolution, 
although some can be dated as far back as Roman times. There are sites which have 
only been contaminated relatively recently, and those which have seen a range of 
different contaminating activities over a long period of time. As such, a large part of 
developing site knowledge has to be involved in the desk study, looking at available 
historical data for the past uses of the site, which will enable the creation of a prior 
distribution with which a Bayesian approach can be implemented. This stage aims 
to establish what is already known about the site, and a set of conditions that can 
reasonably be expected. 
As well as documentary sources, local knowledge, for example that of previous 
site workers, may provide insight that a map cannot. This will lead to the develop-
ment of a conceptual model which will be used to specify a sampling strategy for 
data collection in order to verify/refine this model as a basis for making decisions 
about remediation. This stage of the investigation will also include site walkovers 
and possibly a small amount of exploratory work on site in order to rule out the 
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Figure 2.1: Five main stages of a site investigation 
possibility of any hazards which may need urgent attention and to determine the 
geology and topography of the site. 
2.1.2 Sampling practice 
A good sampling strategy should aim to identify high levels of contamination and 
reduce the uncertainty concerning the spatial distribution of contamination. The 
"current" method for assessing contamination in the guidance does not allow for 
a quantification of the uncertainty at specific locations, and so it becomes diffi-
cult without a spatial model to compare the relative worth of candidate sampling 
locations. If we cannot describe the uncertainty associated with observations or pre-
dictions, it becomes very difficult to define criteria for decision-making. As a rule of 
thumb, to reduce the uncertainty in a sample by a factor of n, we must increase the 
sample size by n 2 which can become very costly very quickly [60]. Sampling choice 
will depend on how much the client is willing to spend on investigation, which may 
well depend on how much the client is willing to spend on "failure". "Failure" en-
compasses the two possible erroneous outcomes: cost of remediating when the site 
is clean and the cost of not remediating when the site was contaminated. The rela-
tionship between these two extremes drives the whole decision problem as we shall 
see in Chapter 5. 
At the most basic level, there are two ways to sample: targeted and non-targeted. 
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Most site investigations will use a combination of these; targeted, in order to as-
sess the levels of a suspected hotspot, whilst non-targeted sampling can be used 
to confirm the distribution of contamination on the site, and potentially hit any 
undiscovered hotspots. 
Five main stages of investigation are suggested, as shown in Figure 2.1. The 
stages concerned with sampling design are the second to fourth, and to an extent 
these are influenced by the first stage, and as such are likely to be different for each 
site. Comparing this flow chart to Figure 1.3, which describes the steps we will 
follow in the procedure developed in this thesis, we see that the two are similar, and 
so the tool we aim to provide should naturally complement and enhance the current 
practice of decision making. 
First it has to be decided what methods of data collection are to be used. The 
best approach is likely to be some combination of non-intrusive and intrusive meth-
ods: 
• Non-Intrusive - Surface gas emission testing, geophysical testing, false colour 
infra-red technology, thermography, tracer gas testing, XRF. Ground penetrat-
ing radars can be used to map the subsurface and locate any anomalies that 
require investigation. Non-intrusive methods are generally implemented first 
as they are cheaper. 
• Intrusive - Boreholes, trial pits and trenches, probing techniques, window 
sampling and gas and water monitoring wells. Intrusive methods do not cause 
an issue in terms of destructive sampling as small quantities of soil are removed, 
and much is put back (for example in trial pitting). The only potential issues 
may be cross contamination, or the introduction of a new pathway for move-
ment of contaminants (for example a borehole may be drilled which redirects 
a water flow direction). 
Non-intrusive techniques can be used to look for patterns in the ground or vegetation 
which indicate contamination, location of buried hazards, and investigating soil 
conditions. Generally intrusive methods will be used to back up the findings of 
non-intrusive methods, along with the collection of sub-surface data. The use of 
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boreholes tends to be the most common intrusive method, along with trenches and 
trial pits. Trial pits are a cheaper option but can only give information about the top 
few metres of the soil, whereas boreholes are more expensive but give information 
about groundwater and contamination at depth. The selection of sampling locations 
and methodologies are discussed further in [6,10,58]. 
2.1.3 Sampling strategy 
An optimum sampling strategy should consider the following factors: 
• Number of stages of sampling. This may be predetermined, or an iterative 
process, repeated until it is determined that a decision can be made at an 
acceptable level of confidence. 
• Number of observations in each sample. We may have a fixed budget, and we 
search for the optimal sample design to fit within this budget, or we continue 
selecting observation locations until a stopping rule is met. 
• Choice of sampling pattern, and position of observation locations. I t may 
be decided that a predefined grid is sufficient for the investigation, or extra 
points may be required within the grid to further determine quantities such 
as correlation length (the distance beyond which two locations will be deemed 
unrelated). 
• Whether replicates are required. We can take replicates at a location to at-
tempt to determine the measurement error and natural variability present in 
the soil. 
• The planned end use for the site, as mentioned previously this may direct 
sampling to an area of the site where potential receptors may be particularly 
vulnerable to adverse levels of contamination. 
In many cases contaminants are located in hotspots, and we would like to know how 
confident we are that we have found all hotspots in the site. Possible sampling pat-
terns include a regular grid, simple random and stratified random sampling, and are 
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described by Ripley [76]. Stratified random sampling means that the site is divided 
into equal subzones and then an equal number of observation locations are selected 
at random within each subzone. CLR 4 [20] gives four criteria for the most effective 
sampling; the optimal sampling scheme should be stratified, each stratum should 
contain one sampling point, points should not be aligned and sampling should be 
systematic (i.e. the sample selected should follow some design and not be random). 
This may be the case when we do not have a detailed spatial description of the 
site. However, we plan to introduce a sampling search algorithm which takes into 
account several factors and selects locations based on their ability to reduce uncer-
tainty and potentially change decisions. The report also gives a discussion behind 
the reasons for these particular criteria. The herringbone sampling pattern (Fig-
ure 2.2) fits these while the other three listed in CLR4 do not. To construct the 
herringbone grid, a regular square grid is taken and points are offset by a quarter of 
a unit. The square grid is nearly as effective as the herringbone at finding a hotspot 
of size 5% of the site at a certain off-set distance proportional to the size of the 
site, according to CLR 4. In practice the square grid tends to be favoured for its 
ease of implementation. While sampling is the key way in which we learn about 
the levels of contamination, it is possible, due to cost, time and accessibility issues, 
that a sampling scheme is poorly implemented. We need to address this problem if 
we are to offer a decision tool for sampling strategies, by effectively communicating 
the benefits of carefully planning and undertaking sample collection. A discussion 
of sampling locations and intensity can also be found in [88]. 
2.1.4 Initial analytical methods 
The data obtained from sampling can be analysed with one or more of the available 
methods from spatial statistics [19,76], and more specifically geostatistics [14,64], in 
order to determine the distribution and nature of contaminants at a site. Often the 
results of these analyses are taken to be illustrative of the underlying distribution of 
the site. However, there is an imperative need to understand that there will always 
be uncertainties involved and we need to be able to quantify these in order to best 
advise non-specialists on decisions regarding remediation of a contaminated land 
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Figure 2.2: Structure of a herringbone grid, and relationship to a regular square 
grid. We see that the herringbone figuration is created by offsetting each point of 
the square grid by a quarter of a unit. 
site. We will introduce our approach for analysing the data in Chapter 3. 
Risk evaluation forms the latter part of risk assessment and the initial stage of 
risk reduction. The validity of any statistical findings need to be judged, accounting 
for uncertainty, current policy/guidance (i.e. critical contaminant levels in particu-
lar) and variability of risk in terms of the costs of remediation/failure to remediate 
when it is necessary. The final stage of the process (Figure 1.2), risk reduction, 
involves collation of the data and presentation of the findings and recommendations 
to the decision maker. There are three methods of assessing risk: 
• Qualitative, an assessor ranks risk as high, medium or low according to 
personal judgements based on desk study, or other qualitative information 
• Semi-quantitative, formal protocol is followed, and critical levels are used to 
judge risk. This is the situation suggested at present where a Risk=Hazard x 
Likelihood approach is applied, where the hazard is the contaminant of concern 
and the likelihood represents the probability of the hazard existing at a dan-
gerous level. SGVs are used as screening values to determine a need for further 
investigation. Detailed quantitative risk assessment involves the derivation of 
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site specific levels of contaminants for assessment. The DEFRA website covers 
the topic of risk assessment [29]. They give three primary factors to consider 
when estimating the probability of an outcome: will the outcome occur; will 
exposure to the hazard occur; and will harm result following exposure. 
• Quantitative, a statistical approach, which is much more comprehensive and 
complete although seen by some as too costly and time consuming. 
2.1.5 Sources of uncertainty 
Applying statistics to the results of a fairly basic sampling scheme, and comparing 
analysed data with guideline values (as suggested by the regulatory guidance), can 
potentially reduce the costs involved with site investigation and remediation and lead 
to better decision making. However, to best determine the probability of making 
a wrong decision, we need to recognise limitations of the sampling process. If we 
do this we can further consider ways in which we may present a more effective 
sampling methodology. The contamination values we observe will be different from 
the true level of contamination present at that location on the site, for several 
reasons. The basic concepts are introduced in [13], while a comprehensive description 
of the sources of uncertainty may be found in [73]. 
1. When an observation is taken it is subject to "natural variability", or small 
scale heterogeneity. This means that measurements are not repeatable as fluc-
tuations occur on a microscopic scale. This is a significant problem associated 
with site investigation as there is no way around this source of variation. How-
ever, we can attempt to put a figure on the levels of fluctuation occuring. 
2. There is a large-scale variation which relates to the site as a whole. This will 
depend in part on the strength of the relationship between locations. 
3. Human and equipment errors must be accounted for. These again can be 
separated into error on site (i.e. faulty equipment leading to observations being 
made at the wrong location, or cross contamination of samples), or error at 
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the analysis stage in the laboratory. Certified reference materials can be used 
to determine the bias of the method, see [13]. 
In the next chapter we will incorporate these different types of uncertainty into 
the model we develop to describe contamination levels. The EA and others recognise 
the need for a clear explanation of the sampling strategy implemented: 
"Every site investigation should have a clear sampling strategy which 
gives specific and stated reasons for each sample collected." [65] 
Initial sampling should be sufficient to determine the presence of a significant 
S-P-R linkage. However, additional sampling may be required in order to determine 
the extent of the contamination and the levels of uncertainty. Desk study and site 
walkover drives the selection of which substances to test for. 
2.2 Statistics used in current methods 
The statistical test offered by the EA is the Mean Value Test (MVT), and is detailed 
in CLR 7 [21]. To account for the fact that contamination concentrations vary across 
a site, the purpose of the test is to state that the population mean is less than the 
SGV with a specified level of confidence. If this cannot be shown, and the test shows 
that the population mean may be above the SGV, further considerations are required 
to make a decision regarding classification of the site as clean or contaminated. 
The MVT takes the arithmetic mean of a set of observations, and calculates an 
upper confidence limit in order to take account of the uncertainty regarding the true 
mean levels of contamination in the site. The confidence limit is calculated using a t-
value chosen dependent on the number of observations. This value is then compared 
with the relevant guideline value to determine whether a SPOSH may exist. The 
example below shows the calculation of this confidence limit for two cases. 
The test treats all values as independent, rather than spatially dependent as 
we would expect them to be. When the calculated value exceeds the SGV, it is 
suggested that the Maximum Value Test provides a method to determine whether 
the large values in the dataset may be statistical outliers. If the test indicates 
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that a value is to be treated as an outlier, the area, may be investigated as an 
area of localised contamination. If the test indicates that the value belongs to the 
underlying population this also suggests the need for further investigation, as the 
MVT has failed and therefore there is a potential risk. 
Several problems arise when implementing the MVT; these include the spatial 
nature of the problem, how to zone the land, and the difficulty of communication 
of results with decision makers, who tend to work in financial terms (loss). These 
problems have been noted both by the Environment Agency and others; Nathanail 
[65] comments, "CLR 7 is however silent on the spatial distribution of samples or 
on how to deal with heterogeneous ground conditions". A discussion of sampling 
strategy is given in CLR 4, but is now somewhat outdated and basic [20]. A more 
recent document uses a similar approach of hypothesis testing based on a t-test [11]. 
The main issue is that the test does not allow for a spatial relationship between 
sampled locations when making statements about the mean value and related con-
fidence bounds. Spatial correlation is relevant particularly in the case of clustered 
locations, as we can no longer treat each sample as contributing equally to estimates. 
To account for the uncertainty relating to the unknown mean and variance param-
eters we can incorporate Bayesian inference; this is the key difference between just 
kriging 1 the data, and learning about the underlying parameters which generate 
the surface of interest. 
Example of the M V T 
Figure 2.3 shows two potential sampling configurations for the same site, with 10 
locations selected in each. This is an extreme example that highlights why the MVT 
fails to account for the spatial distribution of the sample locations. The values indi-
cate contamination levels observed for some contaminant of interest. The sampling 
locations have been arranged in order to demonstrate that we obtain less informa-
tion from a cluster of samples, which is something the MVT does not consider. The 
1 We will describe kriging in Section 3.3.3, it is a prediction method based on a weighted linear 
estimator. 
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Figure 2.3: Demonstration of the problems arising when using the CLR7 test. Two 
possible sampling configurations for the same site, both wi th 10 sampling locations. 
Numbers represent some "units of contamination". See calculation of M V T for each 
configuration in text. 
values obtained from the application of the M V T to the two sets of sampling results 
shows how disregarding the spatial location affects our analysis; 
• Calculate arithmetic means, 67 and 43 for configuration A and B respectively 
• Calculate sample standard deviations, 14.944 for A and 11.595 for B 
• Select the appropriate t value, 10 samples in both cases, so 9 degrees of free-
dom, t=1.833 
• Calculate the upper 95th percentile bound of the sample as US95 = x + 
• Obtain US95 values of 75.66242 and 49.72102 respectively 
These two configurations would be seen as equally informative by the M V T , as 
spatial location is disregarded. However, we see considerably different upper con-
fidence limits obtained. I f the SGV was 60 for example, we would reach different 
conclusions about the state of the land, and potentially make costly erroneous de-
cisions based on this test. Also, there is potentially a linear trend in this site from 
north to south, which we should be considering when calculating upper bounds, as 
delineation of zones wil l depend highly on these trends. We wil l come back to these 
values when a model has been introduced with which to consider trends, correlation 
and uncertainty. 
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As the updating of the guidance continues, the EA has commented on its website 
[37], that "The statistical guidance contained within CLR7 represented a starting 
point for the interpretation of site data. .. However, there is not one single approach 
applicable to all sites and circumstances and the wider range of robust statistical 
techniques developed by organisations including the United States Environmental 
Protection Agency are also important tools." I t also suggests the use of the guidance 
published by CL:AIRE and CIEH, [11], which expands on the guidance from CLR 7, 
and stresses the importance of ensuring a sample is representative of the site in order 
to use critical values (i.e. SGVs in the UK, when available, or some other relevant 
value as determined by the expert). The US EPA documents [83,84], give a more 
detailed quantitative approach to the init ial and further examination of potentially 
contaminated sites, through the use of a scoring system based on several factors. 
2.3 Remediation 
There are three possible ways to deal wi th a contaminant in the soil once i t has 
been decided that a SPOSH exists. The remediation approach wi l l be dependent 
on which of metals, nonmetals or both are present on the site. In general the two 
types of contamination wi l l have to be dealt wi th using separate methods. However, 
there are some approaches which may deal wi th both. We can decide on one of these 
options in order to remove the risk present: 
1. Source control. In this case the contaminated soil could be removed and sent 
to landfill . This option is becoming increasingly expensive as the government 
attempts to achieve the targets set in the EU Landfi l l Directive [31,41]. In-
situ methods of source removal are also available, such as bioremedition or soil 
washing. 
2. Pathway interruption. Methods of blocking or removing the pathway include 
a grout curtain or capping of the land to prevent further migration of contam-
ination. Solidification/Stabilisation is also a method of pathway interruption 
which involves the addition of cement or other additives to l imit the solubility 
or mobility of the contaminants [58]. 
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3. Receptor relocation. For example if the site was residential, the residents could 
move house. 
The first would be the most desirable although this can be expensive, intrusive 
and time consuming. That is, future risk may not be ruled out entirely, as we 
cannot be sure all contamination has been removed. Some methods of in-situ reme-
diation are becoming more widely available and cost effective. Organisations such as 
C L : A I R E work on raising awareness of, and confidence in, practical and sustainable 
remediation technologies. Pathway interruption would be the next most preferable 
option, as relocation of the receptor is generally not feasible, and could result in a 
site being left empty, wi th no real resolution of the problem. So, pathway interrup-
tion and source removal would be the two strategies most likely to be considered in 
an options appraisal. 
2.3.1 Remediation methods 
Once one of the options above have been selected, a methodology must be decided 
upon. There are two main methods of remediation, in-situ and ex-situ. [5] gives an 
in depth discussion of both in-situ and ex-situ methods, we give a few options here, 
as discussed in [55]. Some of the methods listed may be performed either in-situ or 
ex-situ. 
In- s i tu remediation 
This method looks to remediate the soil without removing i t f rom the site, and 
includes options such as inspection wells for pump and treat technology, traditional 
covers, geochemical covers, slurry walls, grout curtains, chemical oxidation, chemical 
reduction, stabilisation/solidification, vitrification, soil vapour extraction (SVE) and 
Monitored Natural Attenuation ( M N A ) . 
E x - s i t u remediation 
In this case the soil is removed from the ground and treated either on site or taken 
away. Options include landfill , neutralisation, solvent extraction, soil washing, ther-
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mal desorption stabilisation/solidification, vitrification, bioreactors and incineration. 
Monitored natural attenuation 
Monitored natural attenuation, ( M N A ) [85], is effectively a method of in-situ reme-
dation, but does not require any action other than continued observation of con-
tamination levels over time. Natural processes such as bioremediation reduce con-
tamination levels over time. Natural attenuation often occurs to some level at sites 
where contamination is present. I f used as a method of clean up, this would be a 
long term solution as these processes must be monitored and verified to ensure they 
are succeeding in reducing levels below the dangerous values in a reasonable time 
frame. 
The method selected wil l depend on the type and concentration of contaminants 
present on site. CLR 11 [25] gives a matrix of feasible options to show which 
methods can be applied for which contaminants. We can include the option of 
several viable methods in the decision set-up, which we wi l l discuss in more detail in 
Chapter 5. We wil l need to f ind a way to quantify factors such as the effectiveness, 
time required and availability of the method chosen in order to compare options. 
2.4 Problem description 
Now we have considered the current industry practice, we can outline the main 
features of the problem we shall consider in the remainder of this thesis. I t falls into 
two main stages, that of constructing a probabilistic model to describe the spatial 
distribution of contamination on the site, and combining the model constructed with 
a decision analysis and search algorithm to determine the optimal course of action. 
Deciding if and where to remediate is a complex problem; there are many possible 
outcomes to consider. The consequences associated wi th making a "bad/wrong" 
decision may be far more damaging than a monetary penalty. 
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2.4.1 Spatial aspect 
We have outlined the problems associated wi th using the M V T and shown that 
calculating the mean cannot ful ly describe the contamination levels and associated 
uncertainty over a site. We need to develop a method which wi l l take into account 
the observation locations, and give us a framework in which we can learn about 
the mean and variance on site and update our beliefs. This wi l l involve combining 
Bayesian methods wi th spatial statistics, whilst bearing in mind practical computa-
tional constraints, and is covered in Chapter 3. 
2.4.2 Decision making and sampling design 
Decision theory is concerned with how people (decision makers, or DMs) make 
decisions, and wi th how optimal decisions can be reached. A decision analysis is 
not intended to replace the DM's (hopefully) rational and coherent process, rather 
it provides a method to subject their personal preferences and beliefs to explicit 
tests of coherence [7]. We wi l l use this theory in Chapter 5 to develop a way of 
measuring the performance of sampling designs in terms of the expected benefit or 
loss, in order to compare them. 
We use expert judgment and information f rom the desk study to build a "good" 
prior probability distribution for the parameters of interest (i.e. the mean and vari-
ance of each contaminant), and then use site data to update this to a posterior 
distribution using Bayesian analysis. The posterior distribution that is produced 
can be used to predict values, and methods have been developed to allow sampling 
from increasingly complicated distributions (as we discuss and apply in Chapter 3). 
We would like to utilise the wide range of prior information in the building of prior 
probability distributions. However, these can be made as cautious as necessary, 
depending on the expert's confidence in the quality of the prior information. Each 
analysis wi l l be unique to the expert consulted, as they wi l l express their own subjec-
tive probabilities which drive the whole procedure. We wi l l monitor the sensitivity of 
the results to the prior information supplied. We want to use the prior information 
as effectively as possible, without slightly varied expert opinions leading to hugely 
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varied outcomes. 
The analysis has two main stages, formulating a decision model, and calculat-
ing probabilities in order to make decisions. This is a site specific process for both 
stages, and relies on the construction of a sensible and effective prior distribution for 
the required parameters, and specification of suitable cost structures. Also, the sta-
tistical analysis may consist of two problems, ascertaining the level of contamination 
over the site as a whole; and then characterising localised areas of contamination 
and determining pathways. This is an important problem to be addressed both by 
the statistician and the site investigator. I f localised areas are deemed to belong to 
a different population to the rest of the site, then they must be dealt wi th as such 
in the statistical analysis. I t wi l l also affect the way the sampling design is selected, 
as targeted sampling may be specifically required. 
Clearly the D M must have the final say in this process. The statistical model 
cannot determine whether there is a valid S-P-R linkage present, and therefore 
whether elevated contaminant levels at a certain location actually pose a SPOSH. 
Much of the determination of contaminated land involves the judgement of one or 
more individuals. However, we hope that the decision tool produced here wi l l aid 
the D M in coming to a conclusion, regarding contamination levels and adequacy of 
the sampling undertaken. 
2.5 Examples and computation 
Throughout the thesis we wi l l demonstrate the methods introduced wi th two datasets. 
The first is a small hypothetical dataset on a unit grid wi th 3 contaminants of inter-
est. The locations and observed values for the example are shown in Figure 2.4. We 
wi l l refer to this as site H . We w i l l use i t to introduce the main ideas and procedures, 
and to highlight any potential problems that we should be aware of for a real site. 
We also have access to a real case study, Site R, shown in Figure 2.5. We wil l 
investigate this site and discuss the background of the investigation in Chapter 4. For 
this site we have data available for soil samples taken at a number of locations over 
the anonymised site, wi th several contaminants observed. We wi l l pick a selection 
2.5. Examples and computation 30 
of these after consulting the desk study and a site expert in order to demonstrate 
the modelling and sample selection methodology. The samples selected wil l be those 
where information is available for all designated contaminants of interest. We wil l 
be able to use cross validation methods on this data set to determine the ability of 
our model to learn about "unsampled" locations. 
This case study wil l also allow us to look at the elicitation process, namely the 
method by which the beliefs of the expert are collected and then quantified in order 
to use in the Bayesian framework. 
A l l implementation of the methods introduced in this thesis wi l l be performed 2 
using the freely available statistical programming language R [72]. While R is a 
powerful tool for statistical programming and graphics, i t is envisioned that in the 
future this methodology could be packaged into a piece of software more accessible 
to the end user. 
2 for the reader interested in the code used in the application of the methods in this thesis, 
contact the author at beccasthesis@hotmail.co.uk 
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Figure 2.4: Location of hypothetical datapoints and observed values for the three 
contaminants. The "site" is a unit square, and 10 locations were chosen to enable 
investigation of a site with a cluster of locatoins, as well as some undersampled areas. 
We gave hypothetical values for three contaminants, two which are correlated and 
one which is unrelated. This will enable us to look at a variety of examples, for 
single and multiple contaminant investigations. 
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Figure 2.5: Location of observation locations and site boundary of the real site. The 
key features of the site are shown here, and will be further described in Chapter 4. 
The green area shows the region of the site where a previous remediation attempt 
is known to have been undertaken. A,B and C refer to areas of the site with differ-
ent topographical features, which wll be necessary when considering elicitation and 
zoning. 
Chapter 3 
Modelling site contamination 
Site investigation lends itself well to a Bayesian modelling approach. The compila-
tion of a thorough desk study and availability of a wide range of expert knowledge, 
combined wi th the collection of contamination data, intuitively suggests a method 
whereby we select a model for the site and update our beliefs regarding model pa-
rameters as new data becomes available. We can also incorporate historical data 
into prior belief statements. The Bayesian method allows us to deal wi th uncer-
tainty and treats model parameters as random variables. This way we can learn 
about them by obtaining new data. We expect that this wi l l lead to a reduction in 
our uncertainty, so that we can make decisions wi th improved levels of confidence. 
In terms of site investigation and the EA guidance, this wi l l allow us to decide 
whether a site poses a risk to human health by calculating probabilities of SGV 
exceedance, or some other relevant criteria. We can generate predictive distributions 
for any required target criterion by repeatedly simulating realisations of the updated 
model. This tool wi l l be used in later chapters when developing a sample selection 
methodology, by providing a way to compare expected performance of different 
sampling designs. 
In this chapter, we wil l initially give a brief review of the Bayesian method. We 
shall then define the model wi th which we wil l describe and learn about contamina-
tion levels over a site. The basic model wi l l be introduced in Section 3.3 and then 
expanded to include several desirable properties, in order to develop as realistic a 
description as possible. We need to make a compromise between computational 
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tractability and level of detail, while keeping in mind that the ultimate goal of mod-
elling the site is to help design sampling schemes; and so we must be able to carry 
this methodology through to a decision analysis and sample search algorithm. 
We require a model which is flexible enough to cover a varying range of complex-
ity: from a single contaminant analysis wi th constant mean, to a multiple contam-
inant analysis wi th related polynomial trends. We would like to include as much 
detail from the desk study and expert's belief specification as possible, and wil l con-
sider ways to do this. However, the approach is intended for routine use, so that 
our model choices must reflect the practical l imitat ion of time and resource which 
wil l be available for constructing the model in any particular application. 
Once the model and its extensions have been covered, we shall look at updat-
ing the model when data becomes available using standard Bayesian results, and 
procedures to simulate f rom the predictive distribution. We consider two updating 
approaches, as we wi l l incorporate both in the sampling methodology. A closed form 
update is available when we are dealing wi th one contaminant only, using the corre-
sponding conjugate prior distribution, this is computationally convenient. However, 
as we include multiple contaminants in our model, a closed form update is no longer 
available and we wi l l introduce M C M C methods. 
3.1 Bayesian inference 
Before we consider the model wi th which we shall investigate the contamination 
levels on a site, we wil l first consider the methodology with which we update our 
beliefs regarding the contamination levels. Bayesian inference is the method by 
which statements of prior belief are made regarding a parameter of interest, and 
then updated using Bayes theorem in the light of new evidence (data) to obtain 
adjusted (posterior) beliefs. Figure 3.1 displays the form that the analysis takes, 
and the terms are defined as: 
• Prior belief - this is a formal statement quantifying the subjective belief regard-
ing the unknown parameter or parameters of interest. The prior probability 
distribution expresses the uncertainty about the unknown before any data is 
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Figure 3.1: The stages of the Bayesian update. 
obtained. 
• Probability model, or likelihood - is the model with which we predict perfor-
mance in terms of the unknown parameters of interest. 
• Evidence - in order to update our beliefs we require the observation of evidence, 
through the collection of data. 
• Posterior belief - the evidence we observe will modify our prior beliefs and give 
us a posterior probability distribution. 
• Predictive distribution - as well as learning about the unknown parameters we 
wish to make inferential statements about future observations. 
These objects are combined as in Figure 3.1 using Bayes theorem (shown in Ap-
pendix A . l . l ) . We will discuss the individual elements of this process in detail as 
we progress through this chapter. 
3.2 Requirements of a contamination model 
The basic aim of developing a model for contamination is to improve on the cur-
rent statistical approach as discussed in Chapter 2, and so introducing a Bayesian 
spatial element is an obvious first step. Whilst we do not claim to describe the 
complex underlying geological and hydrogeological features of specific sites, we can 
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look at general features which wil l always be present. We can then incorporate extra 
structure in our model to account for site specific features as appropriate. 
Clearly, we wish to exploit the fact that observations taken at locations in close 
proximity to each other wi l l usually be more strongly related than those at distance. 
However, there are more complicated factors to consider. For example, a large 
regular grid may appear to cover the site, but does not enable us to learn about 
the relationship between locations closer together than the grid spacing. However, 
clustered sampling wi l l leave portions of the site uninvestigated. Also, if the site 
contains any long, th in areas of contamination, we may not pick this up wi th a 
regular grid. Furthermore, the strength of association may not be the same in every 
direction and we need to find ways to account for this. We then have to consider 
how two locations are related not only at the surface, but according to their depths. 
We have decided to work wi th the top 100cm of soil in this modelling approach, as 
discussed in Section 1.1.4, and so make the assumption that locations at the surface 
wil l exhibit some level of correlation throughout the site, allowing this correlation 
to decay, as a function of distance, to zero as rapidly as required. There may also 
be discontinuities in the distribution of the contamination, which we should bear in 
mind when developing a model. 
A couple of warnings are attached to this assumption. First we must be aware 
of any physical obstacles present on site which may interfere w i t h the spatial corre-
lation, such as impermeable clay lenses, or a river. Figure 3.2 gives a simple visual 
depiction of these issues. I f we f ix the correlation length and assume i t is the same 
in every direction, then we would expect the relationship between observations at 
locations A and B to be the same as that of B and C or C and F etc, though clearly 
this is not likely to be the case in reality. To account for this fact we w i l l allow for 
the correlation length to vary wi th direction (although at this stage only by N-S or 
E-W) and also we can split the site into different zones as suggested in CLR7 [21] 
in order to account for the river "interrupting" the correlation. To the west of the 
river the surface and ground water wil l flow down and in a south-easterly direction 
accounting for the direction of the river, and equivalently to the east the flow wi l l 
be south-westerly and so we require different treatment of these zones. 
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S u r f a c e w a t e r 
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Figure 3.2: Basic features which affect spatial correlation 
Secondly, while groundwater will flow at equivalent mAOD 1 levels through a 
site, we are assuming a relationship between locations at the top metre of the site 
regardless of the site topography. This may raise concern, but after discussion with 
geotechnical experts we are happy that the model follows the general behaviour of 
contaminant spread, given appropriate zoning of the site. 
It is unlikely that a site has only one contaminant of concern associated with 
it, and so the model needs to be able to deal with multiple contaminants. We 
split contaminants into two broad groups in order to take advantage of between 
contaminant correlation. We expect that organic compounds may exhibit some 
level of correlation with each other, as will the inorganics. Therefore, our model 
shall incorporate expert judgements regarding how the presence of metal A will 
affect judgements about metal B etc. This enables us to use more information to 
update our beliefs about each individual contaminant as we can include data from 
all related contaminants. 
3.3 The linear model 
In order to use observed data for the prediction of contamination levels throughout 
a site, we require a spatially continuous model which will enable prediction as a 
function of location. The methods in this chapter expand the ideas of ordinary 
kriging [19,49] by introducing parameter uncertainty to reflect our limited knowledge 
l rThis stands for metres Above Ordnance survey Datum and is a universal UK zero point (Env. 
Ag) 
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regarding the underlying mean and variance of the contamination surface. These 
results follow and build on those of Diggle and Ribeiro [33] as well as [1.70,71]. 
The Normal Linear model is proposed, wi th a zero mean, correlated error struc-
ture. This has been well documented in the literature as a reasonable model wi th 
which to consider spatially continuous problems [1,33,69]. We init ially consider 
observing one contaminant, and one location, which is represented by x, the vector 
containing the location coordinates. Our judgements about the level of contamina-
tion at this location, y(x) are modelled as 2 
y(x) = X/? + ce(x) (3.1) 
where throughout this thesis, e(x) is normal wi th zero mean and variance 1, and 
we specify a covariance function for e(x) wi th correlation parameters 9 and K. AS 
we are describing one location only, e(x) is a scalar, describing the variation of the 
observation y(x) around the mean surface X/?. 
We introduce subscripts on the x — ( x e , x n ) coordinates to refer to the location 
in terms of distance east xe and north xn f rom a chosen origin. I f we decide to add 
depth to the model, then we can include an Xd term accordingly. We label the (3 
parameters in the same way, and introduce an o for the intercept. 
The matrix X contains the coordinates of the locations x 1 ; . . . , x m . As we deal 
wi th only three possible polynomial mean specifications. X is one of the following 
• Constant: X = 1 which is m x 1 
( 1 xe[l] xn[l] \ 
T . v 1 *e[2] xn\2\ Linear: X = 
^ 1 xe[m] xn[m] J 
( 1 .x e [ l ] x„[l] ( . x e [ l ] ) 2 (x„[ l ] ) 2 x e[l]x„.[l] 
1 x e [2] x n [2 ] (x e [2 ] ) 2 ( x n [ 2 ] ) 2 x e [2]x n [2] 
• Quadratic: X 
^ 1 xe[m] xn[rn] ( x e [ m ] ) 2 ( x n [ m ] ) 2 x e [m]x n [?n] j 
2 A list of notation introduced is included, see Page 235 
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I f only one location is being considered (as in the case of Equation 3.1) ; X wil l just 
be a single row of one of the above three matrices. 
This allows us to model observations at a point y(x) as two elements which 
describe global and local effects respectively. X/3 relates to the underlying mean 
contaminant surface and e wi l l describe the small scale variations inherent in any 
heterogeneous process. 
This is ann intuitive way to consider the distribution of contamination over a 
site, as we know contamination is likely to spread from some source(s) and so may 
exhibit a trend highlighting the transport of contaminant towards the groundwater 
flow direction or some other factor. The number of elements in the mean parameter 
,3 wi l l depend on the degree of the polynomial assumed for the trend surface, and 
whether interaction terms are included. We allow the specification of up to a second 
order polynomial for the mean, as any complicated departures should be picked up 
by the stochastic part of the model. The other parameters of interest are a2 and 9, 
which relate to the variance and correlation respectively. 
To understand the model, consider the following example, wi th a linear trend 
specification, treating (3, a2,9, K as fixed, we have 
E[y(x) ] = Po + Pexe + 0nxn (3.2) 
Var(y(x)) = a2 (3.3) 
Corr(y(x) , y(x')) = Corr(e(x), e(x_)) = exp (—tjj(x, x', 9, «)) (3.4) 
if}(x,x ,9, K) = 
Xe Xe 
0 < K < 2 (3.5) 
9e J V 
The 9 parameter allows us to quantify the distance at which two locations wi l l no 
longer exhibit a relationship wi th each other. We allow 9 to consist of differing 
directional values if the expert determines this to be the case and so we represent 
9 as a vector. The expert should be able to give an indication of a strength of 
relationship between locations, and we can perform a sensitivity analysis on this 
parameter to assess model performance. 
The correlation structure describes the relationship between sampled locations 
and 9 and K are the scale and shape parameters respectively. While we could include 
a prior on 9, for now a fixed correlation structure is used. We choose to use the 
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powered exponential family of covariance functions, which is the two parameter 
model defined in Equations (3.4) and (3.5) above. This choice need not be fixed, if 
on discussion with the expert it was deemed that another valid family of correlation 
functions would be more appropriate, then i t could be used instead. 
As we have introduced the correlation structure describing the relationship be-
tween observations at different locations, we shall now describe the model in terms 
of several locations y(x) rather than a single point y(x) 
When we refer to locations for which we have already taken observations, we 
shall use the subscript A , while for prediction locations we shall use a superscript 
p. Given the expectation and variance structure of the model and assuming that 
the residuals, e(x), are joint ly normally distributed, the distribution of a vector of 
observations, ?/A(X) = {VA{^.I): • • • i 2 / A ( ^ M ) ) at locations x = X j , . . . , x m , given the 
parameters P,a2,0 and K is multivariate normal. 
y*(x) | (P,a2)~N(XP,a2D) (3.6) 
As 9_ and K are treated as fixed in the model, we condition on the unknown param-
eters P and a2 so that the pdf of J / A ( X ) , for given x, is 
^ ( x ) I ( & * 2 ) = ( 2 7 T f f 2 ) T ! / , | D | 1 / 2 ^ P ( ~ 2 ^ ( x ) " X £ ) ' D - ' ( i , A ( x ) - X £ ) ) 
(3.7) 
D is the correlation matrix wi th entries representing the correlation between y 
values at each pair of locations as defined in Equation (3.4). The D matrix must be 
a positive semi-definite matrix to ensure a valid covariance structure. The entry in 
row zand column j, D[i,j] = e x p | - [ ( ' ' H - * ^ ! ) * + ( ' " M " 3 ^ 1 ) " ] * j 
X/3 relates to the underlying trend surface for a particular contaminant as men-
tioned above, X is an m x q coefficient matrix where q is the number of terms in 
the vector /? (i.e. q = 3 in the setup of Equation (3.2)). Ini t ial ly only the mean and 
variance parameters p and a2 wi l l be considered unknown. The fixed correlation 
parameters which determine D may be specified a priori by the expert and then 
varied over several candidate values to observe sensitivity to this specification. 
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3.3.1 Choice of covariance function 
The use of the powered exponential covariance function as introduced above is just 
one permissible function wi th which we could describe the spatial dependency of the 
site. Several other functions are defined and used in the geostatistical literature, the 
restriction being that the family of functions must satisfy the condition of positive 
definiteness. The powered exponential family was chosen as i t meets both desirable 
criteria for modelling spatial relationships. The correlation between two locations 
decreases wi th distance, and we can control the smoothness of this relationship wi th 
a secondary parameter. 
As well as the parameter 9, the specification of the powered exponential function 
requires the choice of a shape parameter re. Permissible values of re are 0 < re < 2. 
The case where re = 2 is also known as the Gaussian correlation function, and gener-
ates very smooth Gaussian processes. Figure 3.3 shows examples of this correlation 
function wi th 9 = 1 for varying re, showing how the function decreases monoton-
ically wi th increasing distance. In terms of modelling contamination, this feature 
is an acceptable way to quantify contamination spread and decreasing association 
at distance. As mentioned, we could use any of the other functions often used in 
the geostatistical literature such as the spherical and Matern models, which are 
discussed further in [19]. 
3.3.2 Simulating realisations of this model 
In order to learn about the effect of model parameters, we would like a simple 
method to simulate f rom this model. We wil l go into more detail when looking at 
simulating f rom the predictive distributions, once we have updated the model after 
seeing new data. However, we briefly look at simulating f rom the model wi th all 
parameters fixed. 
For example, we have a site represented by a unit square, and have known values 
for the mean, variance and correlation parameter, and would like to simulate a 
realisation of the site. We can do this by covering the area with a unit grid and 
making a draw from the multivariate Normal distribution defined in Equation (3.7). 
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Figure 3.3: Exponential correlation structure for various K values 
As the observation consists of a deterministic and random part, we make the draw 
to obtain the random part, and then add on the deterministic element. There are 
several ways to carry out the simulation. We use the Cholesky decomposition of the 
variance matrix as in [33], by carrying out the following steps. 
• Cover the site wi th a regular m x m grid of locations x p = 2?\ • • • 'zHrni 
• Take an independent random sample of size rri2 f rom the standard Normal 
(0,1) distribution, z p = ( z ( x p ) , . . . , z (x P r [ 2 ) ) 
• Compute the Cholesky decomposition of cr 2 D as LL' wi th L lower triangular 
• Now the distribution of e(x p ) is the same as the distribution of Lzp. Adding 
the deterministic part gives us the simulated value yp — X p /? + e(x p ) where 
X p is the matrix containing the prediction locations. 
We can then plot the values of y ( x p ) over the grid, where the point locations are 
at the centre of each square on the image. In Figure 3.4 we demonstrate this for a 
10 x 10 grid over a unit square, and use a constant mean value of 10 (so fl = p0 only). 
The only thing we want to change in each image is the correlation parameter 8. We 
use the same random draw zp for each image in order to make sure this is the case. 
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The value of 9 is interpreted in the literature as the range, which is the distance 
• 
0 : :. : 0 0 1.0 
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X « 
Figure 3.4: Simulation of the model for correlation lengths 9e = 9V, taking values 
10,1,0.1 and 0.01 respectively. Red areas indicate high values, through to white for 
low. (3= 10, a2 = 3 and k = 1 
at which spatial correlation between two locations is effectively zero. This means 
we wil l assume that a relationship exists only between points closer to each other 
than the range. Sometimes the "practical range" is used, this being the distance at 
which the correlation is 0.05. In the upper left image, the value of 9e = 9n = 10, 
and so values over the entire grid exhibit a relationship. This becomes weaker as 
9 becomes smaller. In the lower right hand image, we see lit t le to no relationship 
between neighbouring locations, as the correlation parameter approaches zero. 
3.3.3 Kriging formulation 
Prediction using the model described in Section 3.3 is known as kriging in the 
geostatistical literature. Matheron [64] gave the method this name in honour of 
D.G. Krige [57]. There are several types of kriging, which we briefly outline below. 
The kriging method produces an estimator for each prediction location OC^ ctS cl 
weighted linear combination of the sampled values. The weights are selected to give 
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the best linear unbiased estimator (BLUE) under mea.n square error minimisation 
[80] and an assumption of stationarity. The constraint of knowing the covariance 
parameters is unlikely, and several methods of variogram estimation are available. 
These methods are covered in detail in books including [1,14,19]. We are assuming 
the correlation parameters 9 and K are known from expert assessment, but wi l l vary 
them to assess the sensitivity of the model to these parameters. 
• Simple kriging assumes a known, constant mean term 0O and the prediction 
values are y(xp) = (3D + b ' D _ J ( y ( x ) — @01) where b is the correlation be-
tween the sampled locations and the prediction location as calculated using 
Equations (3.4, 3.5). 
• Ordinary kriging assumes a constant but unknown mean. In this case the con-
stant mean term in the simple kriging equation is replaced by the generalised 
least square estimator, $ = ( l ' D l ) _ 1 l ' D y 
• Universal kriging allows a polynomial trend for the unknown mean part of the 
model, and estimates this f rom the data using (3 = ( X ' D X ) - 1 X ' D y 
• "Bayesian kriging" has been introduced in the literature [19,33] in order to 
account for parameter uncertainty, and we wil l expand the model and methods 
used in Section 3.5. 
3.4 Incorporating structural information 
While the model discussed so far enables us to capture aspects of the spatial re-
lationship on site, we would like to be able to incorporate some other factors as 
well. After talking to several experts and considering how they chose to describe 
an example site presented to them, we found several elements which we would like 
to include, but cannot using the basic model. We wi l l discuss these one by one and 
add them to the model introduced in the previous sections. 
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3.4.1 Nugget variance and measurement error 
As well as the spatially correlated error structure, we may expect to see variation 
arising f rom two other sources. 
• Firstly the possibility of human/equipment error means that if we were to 
repeat a measurement at a location several times we could get different values 
of contamination after laboratory analysis. This is defined as measurement 
error and we would like to account for this in our model. 
• Secondly there may exist a microscale variation causing a discontinuity in 
the correlation function at locations wi th almost zero separation, i.e. repeated 
measurements at effectively the same location. 
• Matheron [64] coined the term "nugget effect" to represent the fact that we 
cannot learn about the variation between any two locations closer together 
than the closest sampling points. 
We take account of both these features jointly, by wri t ing the model as 
3/(x) = X/? + e(x) + e(x) (3.8) 
The term e(x) is the sum of two independent terms, one expressing measurement 
error and one expressing microscale variation. e(x) has an associated variance pa-
rameter T 2 ; and is independently Normal at each location and so e(x) ~ N(0, r 2 I m ) . 
However, while we may expect to be able to put a fixed value on the measurement 
error variance, T ^ e , microscale variation, r ^ s is much harder to judge. We can 
separate the two terms, as in Cressie [19], in order to learn about the microscale 
variation. For each location, 
Var(e(x)) = r2ME + r2MS = r 2 (3.9) 
We also introduce a parameter u, which we call the relative nugget variance, as 
in Diggle [33]. In effect we wi l l specify this value as fixed rather than r 2 itself. This 
allows us to rewrite the variance as 
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<72D + r 2 I m = a2(B + ,ATn) (3.10) 
2 
" = ~ , (3 .H) 
3.4.2 Expert uncertainty judgements 
We know we wi l l acquire detailed prior beliefs f rom a relevant site investigation 
expert (or experts), and the desk study, as discussed in Section 2.1.1. These beliefs 
are unlikely to allow us to form a simple polynomial mean surface wi th a single 
variance parameter. We need to make allowance for this in the model. 
Figure 3.5 shows an example of an expert's belief specification. We asked for 
an opinion regarding the levels of Zinc on the site, and got a fairly detailed map of 
contaminant levels. The different colours represent high, medium and low levels, but 
also represent differing levels of uncertainty and correlation lengths. In the green 
zone, the expert expected to see l i t t le to no contamination, and as such did not 
expect green locations to exhibit much of a spatial relationship. The light green 
zone covers an area which was known to have been previously remediated, and so 
the expert chose to call this area, very low, and was more sure about this zone. The 
red zones were selected as areas the expert was fairly sure would contain high levels 
of contamination, as the desk study mentioned previous contaminating activities in 
this area of the land, also signs of contamination were observed in the site walkover. 
I t was deemed that the correlation length in these zones would also be short, as there 
may be several hotspots of contamination wi th in these areas. The blue areas describe 
where the expert thought contamination would be moving from more contaminated 
areas to those less so. The correlation length here was determined to be longer than 
in the red or green, as contaminant transport mechanisms would be affecting the 
levels observed here. 
When the expert is unsure about the extent of a zone, we may specify smoothing 
functions f rom zone to zone to remove the presence of a "hard" boundary. How we 
specify this smoothing function is up to the individual, as wi th the selection of the 
mean functions per zone. Two simple functions are linear and exponential as shown 
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in Figure 3.6. This does not increase the complexity of the method, as we simply 
have a function on location within the mean function. We wil l introduce these 
smoothing functions, and consider other important factors when we undertake the 
real elicitation process in Chapter 4. 
Overal l mean surface specification 
We cannot build detailed zonal judgements into a simple prior mean specification 
wi th up to a 2nd order polynomial trend. Therefore we introduce an explicit expert 
mean specification, and build our uncertainty model for y(x) = y(x) — E[y(x)]. This 
way we wi l l be learning about the difference between the actual surface and the 
prior specified mean surface. As such, our prior mean for y(x) should be zero. So 
now the expert is not restricted to making simple statements about an overall trend 
for the entire site and can give detailed descriptions of the expected contamination 
levels wi th in each zone that has been specified. 
Zonal variance specification 
As we wi l l discuss in the elicitation section of Chapter 4, i t is not expected that the 
expert wi l l be able to make very detailed statements regarding uncertainty over the 
whole site. They are more likely to feel comfortable describing how uncertain they 
are in a zone relative to some baseline value. To account for a prior variance that 
changes over the site we mult iply the residual variance by a fixed function, which 
we wil l call G ( x ) . The values wi l l be expressed in relation to the variance rather 
than the standard deviation, and so the model becomes 
y(x) = X[3 + ay/G{x)e{x) + e(x) (3.12) 
We wi l l give an example of G(x ) selection later in this chapter. 
Zonal correlation structures 
Rather than expressing a single correlation length for the whole site, i t is more 
realistic to assume that the expert would like to specify a zonal correlation structure. 
Contaminant B elicitation map 
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Figure 3.5: Expert elicitation image showing how we can translate the expert's zonal specifications into the computer software, in 
order to run the model update including zonal information. 
3.4. Incorporating structural information 48 
Smoothing functions tor Pb prior 
E x p o n e n t i a l 
Linear 
• 
Figure 3.6: Two possible smoothing functions for transitional zones. Exponen-
tial shown in solid, allowing for the relationship to decay with distance. A linear 
smoothing function is shown by the dashed line, here the relationship also decays 
with distance, but at a constant rate. 
This wi l l allow for the inclusion of a number of sources of contamination in the model, 
each wi th a different expected level and direction of spread. 
Accounting for varying correlation lengths is more challenging, as we must retain 
the overall positive definiteness required for a valid covariance structure. I f we give 
each zone a suitable powered exponential correlation structure, we can build up the 
overall correlation as a linear combination of each zone's contribution. We introduce 
an individual residual variance term e r (x) for each specified zone, where each e r i (x) 
is uncorrelated wi th e r j (x) when ^ rj and different zones may have different 
associated correlation parameters. To build up the correlation structure across the 
site we wil l mix these terms to give a smooth change in correlation across zone 
boundaries. I f we assign known weights a r ( x ) , and we have r\ zones, the overall 
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Figure 3.7: Contaminant C elicitation map for hypothetical site, showing observation 
locations and breakdown of zones 
x G Zone 1 2 3 
Q-i(x) 0.975 0.2 0.15 
a 2 ( x ) 0.2 0.975 0.15 
0.1 0.1 0.977 
Table 3.1: Example of correlation weights for hypothetical contaminant C, in site 
of Figure 3.7, wi th weights rounded to 3dp 
variance expression e(x) is 
i 
ete) = 53«rn(£)er*<x) (3.13) 
fc=i 
We wil l constrain the specification of the weights by requiring the squared weights 
to sum to 1 for each x; that is Ylk-i a r fcU0 2 = 1- Table 3.1 gives an example of these 
weights, treated as constant over each zone for a three zone set up which is depicted 
in Figure 3.7. Each column wil l square and sum to 1 as required. By specifying 
two of the weights, the third weight is automatically fixed by the summing to 1 
constraint. The highest weight in each case is given to the same zone. That is, i f 
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two points lie in the same zone then most of the correlation contribution wil l come 
from that zonal specification, wi th a small amount f rom the others. We assign a 
slightly higher value to the weight for the zone 2 contribution if the point is in zone 
1 than for the zone 3 contribution. Clearly this is a subjective judgement, but the 
prior specification is that zone 3 is a hotspot, and while contamination may spread, 
we treat the area as an isolated hotspot and so decrease its influence. The "within 
zone" weight does not have to be the same for every zone, as there may be several 
surrounding zones which require more influence in a particular case, whereas another 
zone may only bound one other, and so the weights would only be split between the 
two. 
We give a constant term for the weights in this example to demonstrate the 
methodology. However, it may be more reasonable to think of a weight which 
decreases wi th distance f rom the boundary, and we have two options to deal wi th 
this. First we may add "subzones" around the zone boundaries and attach a larger 
constant weight here. Or, more realistically, we can use functions of location for the 
weights in each zone. These functions would satisfy the summing to one constraint, 
and we might add an extra overall term to fu l f i l this requirement. When considering 
the real site in Chapter 4 we shall look at the selection of weight functions. 
W i t h these weights specified the correlation between two locations, e(x), is now 
calculated as 
So this formulation uses Equation (3.4) to calculate each Corr(e r f c (x), eTk (x')) term 
along wi th the specified weights to form the matrix D in Equation 3.6. We have the 
final single contaminant model 
where e(x) is determined by Equation (3.13). While we could add more structure 
to the model, we feel we have included a level of detail sufficient enough to aid site 
investigators in using much of the information available to them to model and learn 
about a specific site effectively. We add all the features introduced in Section 3.4 
and our model is as defined in Equation (3.15). 
Corr(e(x),e(x')) = a r f c (x)a 7 . J c (x ')Corr(e r f c (x), e r f c (x ')) 
fc=i 
(3.14) 
y(x) = XP + av /G (x )e (x ) + e(x) (3.15) 
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3.5 Bayesian update of the model 
Having introduced the model we wi l l use to describe contamination levels, we now 
introduce the objects required for the Bayesian update. We wi l l label the parameters 
we wish to learn about as 77 = (/?, a 2 ) , whilst 6k, and r 2 are selected by the expert, 
but remain fixed. As we introduce an M C M C approach, we can learn about T 2 as 
well. E [ y ( x ) ] , G ( x ) and a,k(x) are all fixed functions specified by the expert during 
the elicitation process. 
Following Bayes' theorem, our posterior probability density function for the pa-
rameters of interest 77 given the observed data J / A ( X ) is 
p(v I 2/A(X)) OC P ( £ A ( X ) I V)p(rf) (3.16) 
The Bayesian analysis of the linear model is covered in detail in several places. 
Here we follow the development of O'Hagan [69] and expand the theory to include 
the model features introduced in the previous section. 
3.5.1 The likelihood in the single contaminant case 
In order to calculate the likelihood, we first need to introduce a new piece of notation 
for the model, D G This combines the (combined zonal) correlation matrix D wi th 
the expert specified zonal variance weighting G ( x ) , as introduced in Section 3.4.2. 
We now revise the definition of D to incorporate zonal specifications. We build 
up the D matrix by combining the I individual correlation matrices for each region, 
which are defined as: 
Drk[i,j] = exp ^ -
xe[i] - xe\j]\*r" (xn[i] - xn[j] 
1 
(3.17) 
where the correlation parameters (8rk,nrk) are specified per zone. Then we can 
combine these zonal correlation matrices, using the zonal correlation weightings. 
The entry of the matrix in row i and column j, denoted D [ i , j] is now 
D M = ^2ark(xi)ark{xj)nrk[i,j] (3.18) 
A:=l 
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Once the expert has specified the vector of relative zonal variances at the observation 
locations as G (see Section 3.4.2), we construct each element of D Q as 
D G M = D M x G [ i ] 5 x G [ ^ (3.19) 
Figure 3.7 gives a simple example of this. The expert may be 2 times as uncertain 
in relation to some "baseline" variance in the red area, w i th correlation parameters 
(£3 = 0.1, K3 = 2). In the baseline green zone they have correlation parameters 
(£2 = 0.5,^2 = 2), and in the blue, where their uncertainty is half of the baseline, 
they give a correlation specification of (9} = 1,K\ = 2 ) . 
Zone 9 K G 
1 1 2 0.5 
2 0.5 2 1 
3 0.1 2 2 
Table 3.2: Summary of prior information for hypothetical site, correlation and un-
certainty specification 
We take observations at locations A ,B and C as shown on Figure 3.7. To con-
struct the matrix D Q we need D as defined by Equation (3.18), using weights given 
in Table 3.1, and G , which in this case is (0.5,2,1) as locations A , B and C lie in 
these respective "uncertainty zones". 
Using these values we obtain the following D and D Q (for a fu l l calculation of 
the D see Appendix(A.2)) 
( 1 0.078 0.144 \ 
D = 
Dc 
0.078 1 0.104 
0.144 0.104 1 
h i 
\ x V2 x 0.078 
(3.20) 
/ 
± x ^ 2 x 0.078 \ f l x v T x 0.144 \ 
2 x 1 (3.21) V2 x v T x 0.104 
y y j \ x VT x 0.144 y/2 x v 7 ! x 0.104 l x l 
The distribution of y(x) given all the parameters is Normal: 
P ( £ A ( X ) ) I /?, a2, T2,6., K) ~ N ( X ^ a 2 D G + r 2 I m ) (3.22) 
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3.5.2 Choosing a conjugate prior family 
Having specified the form of our likelihood above, a prior distribution has to be 
chosen wi th which the beliefs of the expert(s) may be described. A conjugate prior 
family is defined [69] as a family of distributions which, when combined wi th a 
particular class of likelihood function, wi l l produce a posterior distribution within the 
same family for any sample size and observation values. This enables computational 
convenience, and allows for easy comparison of prior and posterior distributions. In 
the case of the multivariate normal likelihood, the Normal Inverse Gamma (NIG) 
distribution is a conjugate family. I t is possible to parametrise this by a Normal 
Inverse Scaled-x2 distribution, e.g. [33]. The joint distribution of /3 and a2 is 
f ( p , a 2 ) oc ( a 2 ) - ( d + « + 2 > / 2 e x p [ - { ( £ - m / V " 1 ^ - m) + a } / ( 2 a 2 ) ] (3.23) 
In order to represent current beliefs regarding the parameters P and cr2, we re-
quire the specification of 4 hyperparameters (a,d, m, V ) . To understand what these 
hyperparameters relate to, and to learn about parameters of interest, we consider 
the following distributions which describe P and a2. The marginal distribution for 
P \ a2 \s Normal (with parameters m, <T 2V) and the marginal distribution for p is 
multivariate t wi th parameters (d,m,aV) representing degrees of freedom, location 
and scale respectively. 
So, in terms of choosing values, m and V can be thought of as the prior beliefs 
about the trend coefficients and related uncertainty, while a and d describe the 
beliefs regarding the variance parameter, and uncertainty in that belief. These 
hyperparameters would not usually be directly elicited f rom an expert, but could 
be constructed from several values given as answers to relevant questions about 
expected contamination on the site (see Section 4.2). As we are subtracting the 
expert's contamination surface E[y(x)] , our prior mean value for P should be m = 0. 
a2 is Inverse Gamma (IG, wi th parameters | , | ) , the conditional distribution of 
a2 oc ( c r 2 ) - ( r f + 2 ) / 2 e x p ( - a / 2 c r 2 ) 
P\a2 a | V | - * e x p ( - - L ( 
a 2a' (3.24) 
1 ( / J - m y V - ' ^ - m ) (3.25 
2(T2 
(d+q) 2 1 ( p - m 3.26) P oc ( l + ( ^ - m ) ' ( a V ) - 1 ( ^ ) ) 
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While this set up is convenient, i t requires the specification of a particular form 
for the joint prior distribution for /? and a2. This may not be a desirable model 
feature, if the expert believes that learning about a2 should not affect the value of 
P, in which case we require independent prior distributions. We wil l consider this 
issue further in Section 3.5.5. 
3.5.3 Posterior distribution and predictive distribution 
Now that the form of the prior and likelihood have been specified in terms of gen-
eral hyperparameters, the Bayesian update results in the calculations below. See 
Appendix A.1.2 for detailed calculations. The posterior distribution given #, K , f is 
NIG(^,f , m * , V * ) , where 
d* = d + m (3.27) 
m* = ( V - 1 + X / ( D G + ^ I m ) - 1 X ) - 1 ( V - 1 m + X / ( D G + ^ I m ) - 1 y A ( x ) ) 
(3.28) 
V * = ( V - 1 + X ' ( D G + v l m y x X ) - 1 (3.29) 
a* = a + m ' V - 1 m + y A ( x ) ' ( D G + i / I m ) - 1 y A ( x ) - ( m * ) ' ^ * ) - ^ * (3.30) 
2/A(X) is the vector of observed values wi th the expert mean specification subtracted 
(2/A(X) = :!/A(X) — E(y(x))), and ( D G + v\m) is as defined in Equation (3.10). The 
equations (3.27-3.30) are standard results, (see [69] and Appendix A . l ) wi th the 
extra model features of Section 3.4.2 accounted for in the update. 
While updating our beliefs about the parameters is important, we are more in-
terested in predicting contamination levels at unsampled locations, x p as we wi l l be 
using the predictive distribution to calculate the expected loss associated wi th the 
implementation of a sampling design. To compute the Bayesian predictive distribu-
tion for any number of points, we need to evaluate the following integral, wi th fixed 
6, K, and v. 
p(y{*p) I =11 p ( y ( x p ) I y*{x),v)p(v I M*))dv (3.31) 
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where 
N ( X p p + b ' ( D G + ulm)-' ( y A ( x ) - X/?), a 2 ( l - b ' ( D G + v l m y l b ) ) (3 .32) 
where X p is constructed using the coordinates of the prediction locations. The 
matrix b contains the correlation between the prediction and sampling locations and 
each element of the matrix is calculated using Equations (3 .4 ,3 .5 ) . So, for example 
if we have 10 observation locations and 5 prediction locations, the matrix b wi l l 
be 10 x 5 and the entry wi l l be the correlation between the i t h observation 
location and the jih prediction location. 
Using standard results for conditioning and marginalising the multivariate Nor-
mal (see Appendix A. 1.3 and [62]), we see that given the parameters, the distribution 
of y ( x p ) I 2/A(X) is multivariate Normal, and the posterior distribution for 77 is Nor-
mal Inverse Gamma. Integrating out [3 and a2 leads to a multivariate-t distribution 
(see [33] for the standard results): 
p ( y ( x p ) I y*(x)) ~ t d . ( \ \ ^ A * ) (3 .33) 
E [ y ( x p ) I y A ( x ) ] = A* (3 .34) 
Var(y(x") I y A (x ) ) = - ^ - ^ ( l - b T T ' b (3 .35) 
+ ( X p - b ' D - ' X X V - 1 + X ' D - 1 X ) " 1 ( X P - b ' D - ' X ) ' ) 
A* = (X* - b ' ( D G + z / I m ) X ) V " 1 V * m 
+ (b ' ( D G + uU)-1 + (X* - b ' ( D G + u l m y l X ) V * X ' ( D G + ^ I m ) _ 1 ) y A ( x ) 
A* = ( D ^ + ^ - b ^ D c + i / U ^ b 
+ ( X * - b ' ( D G + . I m ) X ) V * ( X * - b ' ( D G + . I m ) X ) ' (3 .36) 
The term ( D G + Z A I ) in Equation (3 .36) is constructed in the same way as ( D G + i>\m), 
but for the prediction locations and is the prior predictive variance matrix. The 
second term represents the amount we learn about by using the observed data, 
and we have to add on the th i rd term to account for the parameter uncertainty. 
The predictive mean is a weighted combination of the prior mean and the observed 
values. 
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3.5.4 Difference between Ordinary and "Bayesian" kriging 
The key difference between the two methods is the way the parameters are treated. 
In Ordinary Kriging (OK) , the mean value is treated as unknown, but the covariance 
parameters (a2 and 6) are fixed and known. The method gives a generalised least 
squares estimator for P and uses this in the prediction equation as if i t were the true 
value. The prediction equation gives an estimate for a new location (or vector of 
locations). 
P = ( X ' D - 1 X ) " 1 X ' D - 1 y A ( x ) (3.37) 
y ( x p ) = £ + b ' D - 1 ( y A ( x ) - X £ ) (3.38) 
Var (y (x p ) ) | yA(x)) = <r 2 ( l - b 'D- 'b ) (3.39) 
So OK ignores the uncertainty arising due to the fact we do not know the param-
eters P and a2, which may lead to the reported uncertainty appearing being smaller 
than it actually is. 
We now compare this to the Bayesian method, which treats the parameters 
of interest as random variables which we wish to learn about. We wil l call this 
method Bayesian Kriging ( B K ) . We specify a joint prior distribution for P and a2 
as discussed, wi th a fixed 9 and K value, and consider the equivalent formulae to 
equations for OK. We use the standard updating equations here, so we can make a 
more direct comparison to the results of OK, but the differences intuitively translate 
to the " fu l l " model we have developed. 
P = m* = ( V - 1 + X ' D - 1 X ) - 1 ( V - 1 m + X ' D - 1 y A ( x ) ) 
E ( y ( x p ) ) = ( X P - b ' D ^ X X V - 1 + X ' D ^ X ) - ^ - 1 ! ! ! 
+ ( b ' D 1 + (X* - b ' D - ' X j t V " 1 + X ' D - 1 X ) - 1 X ' D - ' ) y A ( x ) 
We introduced the predictive variance for a location (or vector of locations) in 
Equation (3.35). We see that the two sets of equations feature similarities, but that 
the Bayesian equations involve more terms. This reflects the fact we are accounting 
for extra uncertainties. I n both cases the prediction is a compromise between the 
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mean parameter and the data. In the case of OK the mean parameter is estimated 
from the data and in BK it is included as a subjectively chosen prior value updated 
by the observation of the data. Comparing the variance equations shows that the BK 
includes an extra term, again to account for the uncertainty related to the unknown 
parameters, which are treated as known in the OK system. 
3.5.5 Conditional conjugate approach and M C M C 
An alternative approach to prior specification and analysis is to exploit the benefits 
of conditional conjugacy. I n this set-up we only need to be able to write down the 
distribution of each parameter conditional on every other parameter. Conditional 
conjugacy requires that the conditional posterior distribution of parameter a belongs 
to the same family as the prior. I f the expert does not wish to be constrained to 
a model which says that /? and a2 are dependent in the prior, then this approach 
allows for independence. 
In the single contaminant case, we have two unknown parameters, (3 and a2 and 
we require p \ a2 and a2 | (3 to be of the required form. I f we follow a similar 
approach to that of the closed form in Section 3.5.2, but now allow j3 and a2 to 
be independent then we have a conditional conjugate set up. (3 is Normal, and a2 
is Inverse Gamma; learning about one parameter a priori no longer affects beliefs 
about the other. We could use this approach for the single contaminant case if the 
expert wishes. However, when we no longer have a closed form update we have to 
deal wi th computational issues. 
In the case of multiple contaminants, we wil l no longer be able to perform a 
closed form update, and so the conditional conjugate method is a simple solution, 
as i t facilitates the use of Markov Chain Monte Carlo methods. 
Markov C h a i n Monte C a r l o methods 
When the form of our posterior distribution involves intractable integrals, M C M C 
(Markov Chain Monte Carlo) methods allow samples to be drawn directly f rom the 
normalised density. The class of algorithms makes use of the fact that we can gen-
erate Markov chains wi th ease if we can simulate from the init ial distribution and 
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each conditional. The chain created wil l be a dependent sample f rom the target 
distribution. However, the memoryless property ensures that each sample drawn is 
only dependent on the previous sample. We may take a subset of the chain (known 
as thinning) in order to reduce this dependency and use i t to make inferential state-
ments. We wil l use Gibbs Sampling, and also the Metropolis-Hastings algorithm, of 
which the Gibbs Sampler is a special case. 
Gibbs Sampler 
Gibbs sampling is an effective and relatively simple M C M C method. I f we are able 
to sample f rom each of the conditional posterior distributions then Gibbs Sampling 
draws from each successive distribution iteratively. The methodology is outlined 
below: 
• Define the parameter vector 4> = {fa, • • •, 4>i) as containing the / subvectors 
containing the unknown parameters 
• The Gibbs sampler begins wi th initial parameter values. 
• The kth iteration wil l draw a value of each conditional on all the other 
( ^ , . . . , ^ _ 1 , ^ ; 1 1 ) . . . , 0 f - 1 ) . 
• Each <pj is updated using the latest (kth) values for the previous parameters, 
and the (k — l ) t h values for the parameters not yet drawn in this iteration. 
Gelman et al. [48] gives a t r ivial Gibbs sampler to demonstrate the procedure. 
For details into the theory behind the use of the Gibbs Sampler see [8]. The dis-
tr ibution of <j>k depends only on This memoryless property is called the 
Markov property, the reason the chain of samples is called a Markov Chain. After 
an (often large) number of iterations, the Markov Chain produced should converge 
to its stationary distribution, which can be shown to be the posterior distribution 
of the parameters given the sample, and then the draws are made from the required 
posterior distribution. A large number of runs are required, as a number wi l l be 
thrown away as "burn-in" at the beginning and the chain wil l be thinned out so 
only every 10"' (for example) value is stored. 
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Metropolis-Hastings 
The Metropolis-Hastings algorithm allows for sampling from non-standard distribu-
tions. I f we no longer obtain the required form of the distribution of a parameter 
conditional on all the others (as we wil l see for the r 2 distribution), then we can no 
longer use Gibbs sampling alone, we require a Metropolis-Hastings step within the 
Gibbs sampler. A n introduction to the Metropolis-Hastings method is given in [9]. 
Instead of generating f rom the conditional distribution at each stage, we perform a 
Metropolis random walk step each time. The algorithm involves the steps outlined 
below, but also a tuning parameter. The tuning parameter, E, is the variance of the 
distribution we use to select the random walk step. This figure requires "tuning" 
unti l an appropriate acceptance rate is obtained in step 4. The acceptance rate is 
the proportion of time that the proposed value is accepted. I f the tuning parameter 
is too small then the acceptance rate wi l l be too high and the chain wi l l converge 
slowly to the equilibrium distibrution. However, is the tuning parameter is too large 
then the acceptance rate wi l l be very low and the sampler wi l l also take a long time 
to reach equilibrium. 
1 Generate a random walk step £, using a prespecified tuning parameter E. e.g. 
£ ~ N ( 0 , E ) 
2 Propose a new value: (j>* = <pj 4- f 
3 Compute p* = p(<ft'l<Kj) 
4 Generate u ~ U(0,1) 
- I f u < p* then the new value of <pj = (p* 
— else the new value of 4>j = dj 
3.5.6 Conditional distributions 
There are two cases to take account of when determining the M C M C algorithm 
we apply. I f we are not learning about T 2 , then we may apply a straight Gibbs 
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Sampler. However, i f we would like to learn about the relative nugget variance, we 
add a Metropolis Hastings step within the Gibbs Sampler as introduced above. 
We have the same likelihood as in the closed form update, as shown in Equa-
tion (3.22), but we now have an independent prior specification for (3 and a2. I f 
we would like to learn about r 2 , then we must include a prior distribution on this. 
Recall that we introduced the parameter v in Equation (3.11), the relative nugget 
variance which is the parameter we wil l specify a prior distribution for. I f we have 
a known value for T £ / £ ; , as discussed in Section 3.4.1, then we account for this by 
learning about the overall r 2 and removing this afterwards to look at the microscale 
variation contribution. 
We have more freedom in the choice of prior distribution for v. Options used 
in the literature include Uniform and Inverse Gamma. We choose to use an Inverse 
Gamma, as this enables informative prior selection. So, combining this new prior 
wi th the likelihood yields the following conditional distributions (the calculations 
are detailed in Appendix A.3.1) 
M £ k V , y A ( x ) ) ~ N (m*,V*) (3.40) 
PW | ^ , j / , y A ( x ) ) ~ I G 2 ' 2 
(3.41) 
x exp ( - ^ ( y A U ) - Xp)'(a2)-l(DG + ^ I m ) " 1 ( y A ( x ) - X/? ) ) 
(3-42) 
To perform the update we select a suitable set of parameters for the M C M C (in-
cluding the number of runs, amount of burn in, thinning and tuning values for 
the Metropolis step if required) and let the computer do the work. Convergence 
diagnostics for the M C M C algorithm wil l be considered in Section 3.6.2. We can 
select which output we require depending on whether our interest is in the updated 
parameters, or the predictive values for particular locations. Bearing in mind that 
we aim to use the Bayesian modelling approach to select sampling designs, we may 
come into difficulty if a large number of M C M C runs are required. 
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3.6 Examples 
In this section, examples are used to demonstrate how this model works in practice, 
by looking at updated parameters as well as point prediction. The examples show 
how we can make improved uncertainty statements about contamination over a 
site if we adopt a spatial approach and introduce parameter uncertainty. We also 
consider sensitivity analysis and model robustness to examine how "wrong" the 
expert specifications can be; and compare the closed update to the conditional 
conjugate approach. 
3.6.1 Demonstrating the update, hypothetical site 
Contaminant C predicted values 
1 
Figure 3.8: Example of prediction over grid for hypothetical contaminant C data, 
wi th standard deviation contours overlaid and observation locations displayed 
We briefly consider prediction for points on our hypothetical site introduced in 
Chapter 2. For this example we look at the closed update only, and compare the 
results when we have a zonal specification, or no zoning over the site. Figure 3.8 
demonstrates prediction over a 20x20 grid where we have used a detailed prior 
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specification shown in Table 3.3 and Equation (3.43). For the hypothetical example 
the prior specifications were not elicited from an expert, but chosen as reasonable 
values in order to demonstrate the methodology. mc(x) gives the expert defined 
prior expected contamination function over the site. Table 3.4 gives the locations 
and values for contaminant C, and they are depicted in Figure 3.9 (left hand image). 
a d m V E(y(x)) G V Cor pars Cor wgts 
20 3 
( 0 1 
0 w 
( 5 0 0 N 
0 5 0 
v 0 0 5 j 
mc(x) Sec 3.5.1 0.05 Sec 3.5.1 Tab 3.1 
Table 3.3: Prior specification for Figure 3.8 example 
Observation 1 2 3 4 5 6 7 8 9 10 
xe 0.50 0.35 0.45 0.95 0.20 0.45 0.80 0.60 0.20 0.00 
0.25 0.80 0.00 0.25 0.35 0.70 0.45 0.95 0.75 0.35 
Value 1.0 2.0 1.0 0.5 20.0 5.0 2.0 1.5 4.0 1.0 
Table 3.4: Hypothetical contaminant C values and location coordinates 
18 - 5 x xn if (xn > 0.5) 
25 if xe < 0.3, xe > 0.1, xn < 0.5, xn > 0.2 (3.43) 
1 + xe otherwise 
The shading refers to the mean level expected at each point on the grid, and the 
overlaid contours give the standard deviation. 
The clear feature of this image is the hard boundary between predictions in the 
north and south zones of the site. This demonstrates the need for smoother zonal 
boundaries, which wi l l be considered when analysing the real data set. Intuitively 
the variance is reduced around the observation locations, and is higher where there 
is no data, or where the expert selected a higher relative uncertainty. 
This example has been chosen to show how a good specification helps reduce 
uncertainty and aid decisions. We wil l consider how sensitive the model is to "bad" 
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Figure 3.9: Comparison of "leave one out" prediction means (left image) and vari-
ances (right image) for the original method and the " fu l l " model 
expert specifications in detail in due course. In order to assess how the model 
is performing, we can carry out a cross validation exercise on the observations. 
Figure 3.9 shows the large differences, both in the predictive mean and variance, 
when we compare the " fu l l " model wi th all the additional features to the basic 
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model. The green values are calculated using the detailed prior specification, and 
the red values come from the basic model set up. 
Cross validation using the basic model does not predict a value near 20 for the 
location wi th in the expert specified "high" area, as the remaining values are low, 
showing how a hotspot may be missed if not suspected and quantified in the prior 
elicitation. A value of 6e = 6n = 0.5 was specified in the basic setup and so a partic-
ularly small variance of 4.67 is attached to this location, due to all the "influential" 
points around i t having a value of 1. In reality, our expert may not have selected 
this location as a high area in their prior specification either, if the contamination 
was arising f rom some unknown/undetected source, and this highlights the problem 
of missed hotspots. We can never resolve all the uncertainty in the site, but we 
can consider that any small hotspot we pick up may be an anomaly, and i t will 
be the decision of the investigator and LPA to make case by case decisions on the 
importance of extreme values. 
3.6.2 Comparison between the closed update and the con-
ditional conjugate approach 
For a single contaminant we have the choice of which prior specification to adopt, the 
closed form or the conditional conjugate. We now compare prediction and parameter 
estimation for the two methods as this allows us to see how varying prior values will 
affect the Gibbs Sampler. We wi l l also consider M C M C diagnostics by varying the 
amount of burn in and thinning. In order to compare the two approaches, we must 
bear in mind that the two options are essentially different modelling approaches, 
and therefore cannot be directly compared. Also, we need to "scale" the prior 
information when we move f rom the closed approach to the conditional conjugate, 
as the two models treat the parameters differently in terms of independence. While 
we can use the same zonal specifications and expert mean/uncertainty functions for 
both the closed and M C M C update, we require a little extra thought regarding the 
selection of a and V . This is because of the dependence between (3 and cr2 in the 
closed model which is removed in the init ial set-up for the conditional conjugate 
approach. Essentially the key difference is that p(p | a2) ~ N(m, c r 2 V) in the closed 
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case, where E(cr 2) = ^ and p(/5) ~ N (m, V ) in the alternative approach. 
Figure 3.10 shows the differences between the predictive means and standard 
deviations for the two approaches wi th the same priors, over a herringbone grid. We 
see similar predictive means, but slightly higher predictive standard deviations to 
the north of the site in the conditional conjugate case. In this case we used dataset 
A2 as shown in Table 3.5, and the expert zone specification as in the bottom right 
of Figure 3.13. The regional specification here is different to that of contaminant C, 
and only includes two zones. Given that the closed form approach is computationally 
much quicker, and does not appear to give a marked change to the M C M C approach 
we wi l l use this when possible. The added benefit of using the M C M C approach is 
the ability to learn about the parameter v. 
Dataset Loc 1 2 3 4 5 6 7 8 9 10 
A 4 22 2 2 5 12 5 10 14 6 
A2 4 16 2 2 5 12 5 10 14 6 
Afi ts 5 11.6 2 5 6.2 10.4 7.4 12.1 11 6.2 
Table 3.5: Values used to demonstrate poor prior specification. Dataset A are the 
init ial hypothetical values, wi th a hotspot at location 2. A2 has a lower value for 
location 2, and Afits give the data which f i t the prior mean specification exactly 
a d m V E(y(x)) G V Cor pars Cor wgts 
20 3 
f 0 1 
0 
' 4 0 0 N 
0 4 0 
^ 0 0 4 J 
ma(x) sda(x) 0.05 Tab 3.7 Tab 3.7 
Table 3.6: Prior specification for hypothetical contaminant A. 
Zone 6 x e Zone 1 2 
1 1 2 a,(x) 0.8 0.6 
2 0.5 2 a 2 (x) 0.6 0.8 
Table 3.7: Prior information for hypothetical contaminant A 
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2 + 12 xx.n if (av, < 0.85) 
m 0 ( x ) = { (3.44) 
14 — 2xn otherwise 
, 1 if (0.1 < xe < 0.6,0.6 < xn < 1) 
sd a (x) = sd 6 (x) = <( (3.45) 
1.5 otherwise 
(3.46) 
Learning about v 
We can choose whether to f ix the relative nugget variance, or learn about i t by in-
cluding the Metropolis step wi th in the Gibbs Sampler as introduced in Section 3.5.5. 
We implement this wi th in R, as w i th the Gibbs Sampling. To demonstrate the way 
in which this may affect the posterior parameters, we look at two examples where 
we change only this factor. The first two lines of Table 3.8 relate to updating with 
Posterior v Posterior a2 
v prior Mean SD Mean SD 
Fixed 0 NA NA 7.727 3.776 
IG(2,0.05) 0.0437 0.043 7.964 3.906 
Fixed 0 N A NA 30.941 14.611 
IG(2,0.05) 0.149 0.306 22.53 15.680 
Table 3.8: Effect of enabling learning about the v parameter in the M C M C . Top two 
rows are the posterior values when we use dataset A 2 and bot tom two use dataset 
A as in Table 3.5 
the A2 dataset, and the bottom two are when a large value is included in the data, 
that is dataset A. By large, we mean that i t falls outside the range of expected 
values as determined by the prior a2 specification, in terms of the predicted mean 
plus or minus two standard deviations. I f an extreme value occurs in the data, the 
posterior variance parameter can increase to reflect this, see Section 3.6.3 for further 
information about specification of "sensible" priors. Also the posterior v increases 
Prediction means Prediction standard deviations 
o q 
13.94 9.57 w 1.56 1.31 
15.72 14.89 • 13.2 10.44 • 9.58 1.69 • 2.01 • 2.32 1.27 2.57 
15.13 • 13.18 • 10.55 • 2.43 • 1.45 • 2.69 • 
<D 
d 14,08 11.2 d 0.8 1.88 
13.32 14.15 • 12,03 10.15 • 8.76 1.92 1.14 • 0.83 2.15 • 2.21 
2.61 • 12.04 • 8.61 • 2.27 • 0.84 • 2.45 • 
B o 
d 9.47 7,27 d 2.05 1.85 
8.87 9.6 • 7.53 7,17 • 5.44 2.1 • 2.05 • 2.05 1.86 1.76 
8.63 • 7.72 • 5.66 • 2.05 • 2.14 • 2.02 • 
d 5.16 4.15 d 1,05 1.65 
5.39 5.39 • 4.44 4.68 • 2.93 1.58 1.58 • 1.43 2 • 1.53 
5.2 • 4.77 • 3.12 • 1.69 • 1.71 • 1.81 • 
CM CM 
d 3.58 2.21 d 1.93 1.91 
3,5 3.21 • 2.64 2.22 • 0.74 2.1 • 2.2 • 2.39 1.76 2.23 
2 84 • 2.55 • 0.96 • 2,43 • 1.8 • 2.25 • 
o o Closed 
d d Cond c o n j a 
1" -
0.0 
I 
0.2 
I 
0.4 
I 
0.6 
I I 
0,8 1.0 
I 
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1 
0.2 
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Figure 3.10: Comparison of the closed and MCMC update for prediction over a herringbone grid, given hypothetical dataset A2. 
Left figure shows the predictive means, closed update values in red and MCMC in black. Right figure shows standard deviations for 
the predicted values 
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Figure 3.11: Visualisation of the posterior a2 simulations, f rom top to bottom: Full 
chain, first 5000 iterations, first 500 iterations, histogram of fu l l chain 
as the values become more spread out, to account for the relative nugget error and 
the heterogeneity of the land. 
M C M C diagnostics 
There are several ways in which we can assess the performance of the Gibbs Sampler, 
in order to check for convergence and stability. By varying the starting point of the 
chain we can see whether i t approaches the true value. By removing a number of 
the init ial iterations (defined in the literature as the burn-in period before the chain 
converges), we can remove the effect the starting parameter has on the variance of 
the chain. 
Thinning the chain means that we can remove some of the dependence which 
is present in the chain. We select an amount to thin by, and then select every klh 
value along the chain. The dependence caused by the use of a Markov Chain wil l 
always be present, and we see here in Table 3.9 that there is not a marked change 
in the posterior a2 mean and standard deviation. 
By running the chain for a long time we can look at the output for evidence of 
convergence. We use the prior specification of Section 3.6.1. By looking at both 
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Thin . Take every Mean SD 
1 6.868 3.438 
5 6.918 3.591 
10 6.947 3.638 
15 6.914 3.455 
20 6.957 3.652 
Table 3.9: Mean and standard deviation of the posterior a2 distribution, for different 
amounts of thinning f rom the 100000 length chain 
Chain Length Mean SD 
1000 7.005 3.195 
5000 6.909 3.428 
25000 6.863 3.372 
50000 6.866 3.420 
100000 6.868 3.438 
Table 3.10: Mean and standard deviation of the posterior a2 distribution, for differ-
ent chain lengths 
Table 3.10 and Figure 3.11 we see that the chain appears to settle fairly quickly. 
While we do see a couple of spikes, the histogram shows that these do not affect 
the distribution as the tail is long but there are very few points in this high range. 
Table 3.11 demonstrates that the amount of burn-in required is negligible. In fact 
there is barely a difference in the posterior a2 whether we remove 0 or 10000 itera-
tions. In practice there wi l l always be a burn-in period of at least 1000 in case the 
starting parameter is further from the posterior value than is reasonable in terms 
of the prior. However, Figure 3.12 shows that even wi th a large starting value, the 
chain settles down on quickly, as we would hope. 
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Burn-in Mean SD 
0 6.868 3.438 
100 6.868 3.437 
1000 6.867 3.440 
10000 6.868 3.441 
Table 3.11: Mean and standard deviation of the posterior a2 distribution, for differ-
ent burn-in values f rom the 100000 length chain 
I i 
200 800 *00 DM 
Figure 3.12: Demonstration that starting the chain from a large value can lead to 
large jumps in the sampler 
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3.6.3 Effect of prior specification and fixed correlation pa-
rameters 
We now look in more detail at how the update works and how we can judge the 
suitability of the prior specification. As we have decided to fix the correlation 
parameters (although we may vary them by zone), we look at how changing them 
affects the update. I f the observed values are far away from the prior expectation, 
we are likely to see an increase in the a2 parameter, which should alert us to the 
possible unsuitability of the prior specification. For example, consider the three 
datasets in Table 3.5. I f we give a prior specification wi th a variance of 20 for 
example, we would begin to question the specification if several observations fall 
outside a range of ± 8.944 around the prior expected value. In this case, the third 
row of the table shows the expected prior values as determined by the expert's prior 
specification of E[y(x)], and so the value of 22 included in the A dataset is 10.4 
above the expected value. This leads to the high predictions and high predictive 
variance as depicted in the upper left hand image of Figure 3.13. The upper right 
image shows the prediction for points over a 20x20 grid when we use the closed 
update with a linear trend and the data A2. We see that the predictive variance is 
reduced as a reflection of the fact that the observed values fall wi th in the expected 
prior range. As an extension of this, the bottom left image shows the predicted mean 
and variance over the grid when the data observed matches the prior specification 
exactly. The bottom right image depicts the zones specified by the expert as having 
different correlation structures. The uncertainty at the zone border is depicted by 
the steep contours in all of the images. 
To demonstrate the effect of changing the correlation parameter we wi l l use the 
basic model. As we hope to use expert's opinion to build up a zonal correlation 
structure this is not necessarily of huge importance, but as we still have a wi thin 
zone fixed correlation we can highlight the problems associated with a bad 9 and K. 
selection. We see in Table 3.12 that the posterior variance and posterior predictive 
variance do change markedly with a varying 9. The mean changes to a lesser extent, 
as each predictive mean is a weighted combination of the other data points and the 
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Figure 3.13: Demonstrating how one "bad" data point affects predictions. The plots 
depict the posterior predicted contamination levels, wi th overlaid standard deviation 
contours. Top left uses dataset A from Table 3.5, top right uses A2, bottom left 
Afits. The bottom right image gives the observation locations and the experts zone 
specification for contaminant A 
3.6. Examples 73 
prior mean. Here the only thing changing is the influence that other points have on 
the predicted value. As the correlation length decreases, so does the weighting to 
certain data points. The predictive variance is larger when we increase the correla-
tion length. This is due to an increase in the strength of the relationship between 
different areas of the site, which means that more locations are being used to cal-
culate the predictive mean. As such, when more values are used, there wi l l be a 
larger predictive variance when the observations are further away from the expected 
values. A correlation length of 10 gives an increase in the variance as this is consid-
erably longer than the size of the site ( l x l ) . While i t is an unreasonable value, i t 
reminds us to select correlation parameters wi th care, and to carry out diagnostic 
assessment of our model, given the observed data. We wil l check the suitability of 
the priors selected by the expert for the real case study in the next chapter. 
9 K Post cr2 Pred mean Loc 1 Pred var Loc 1 
1 2 8.456301 2.954448 4.943619 
0.1 2 4.105711 3.29603 8.137232 
0.01 2 4.239489 3.423487 8.75354 
10 2 22.07736 3.172359 3.586264 
1 1 7.113746 3.215735 4.70642 
1 0.01 5.123874 4.860765 10.4471 
c ( l , 0.5) 2 4.12314 3.963545 6.69606 
Table 3.12: Effect of varying the correlation parameters 
3.6.4 Comparison with the C L R 7 Mean Value Test 
One way we can demonstrate the potential of implementing a Bayesian procedure 
is to compare results wi th the CLR7 Mean Value Test. We introduced the M V T 
in Section 2.2 and talked about the issues of treating samples as independent. I f 
we place prior beliefs on the site and update wi th the available data to obtain the 
posterior distribution for $ and a 2 , we can consider a detailed description of the 
predicted contamination levels and related uncertainty. The M V T reports an upper 
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Figure 3.14: Prediction wi th linear trend on extreme example of Section 2.2 to show 
potential of including a spatial element. Left figure shows predictions for the high 
values, and the right image used the low values. 
bound level for the mean contamination over the site. While this is seen as a con-
servative value, the M V T does not report the uncertainty associated wi th different 
areas of the site. When the spatial structure of the contamination is disregarded, 
the test may not report the true level of uncertainty, and this is why a detailed 
decision analysis is required. 
Case n Value 
Low 10 49.72 
Low 3 55.27 
High 10 75.66 
High 3 82.81 
Table 3.13: Effect of n on the results of the M V T 
As a simple demonstration we use the extreme example of Section 2.2 to demon-
strate the point clearly. While the sampling scheme used in this example would 
hopefully not get past the local authorities as a valid description of the site, i t helps 
show the use of a spatial approach. We use the basic closed update here wi th a 
linear trend, and predict over a herringbone grid. The observation and prediction 
locations and values are given in Figure 3.14. The figure shows the values predicted 
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Figure 3.15: Prediction standard deviations for extreme example of Section 2.2 to 
show potential of including uncertainty in the analysis. The left figure shows the 
standard deviations when the high values were used to predict, and the right figure 
uses the low values. We see higher uncertainty in the zones where there were fewer 
observations. 
over the grid, for the two extreme cases, while Figure 3.15 shows the related standard 
deviations. This output shows that allowing the incorporation of a linear trend im-
mediately shows how different the predictions become. While this appears to back 
up the M V T result, if we take the average of the two sets of predictions, we get 
52.55 for the "low" observations, and 54.07 for the "high". I f we look at the results 
of the M V T which use the observations to calculate an upper bound for the mean 
of the site, we got 49.72 and 75.66 for low and high observations respectively. As a 
rough comparison, using the mean and standard deviation of the predicted values 
the equivalent upper bound values would be 67.63 and 84.73, showing the impact 
of allowing for the trend. We can also look directly at the uncertainty associated 
with each prediction location to consider where we are most unsure. This wi l l help 
a D M consider where i t is most important to sample in order to resolve uncertainty 
regarding a significant possibility of significant harm. We wil l use this description 
of uncertainty when developing a sample search algorithm in later chapters. 
If we alter the correlation parameter in the Bayesian model wi th a constant 
mean, as 9 decreases the values would become closer to the equivalent M V T result, 
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for n=8. This is because a low 9 relates to a very short correlation distance, and so 
samples are treated as nearly independent as in the M V T (where they are treated 
as independent). Equivalently, applying the mean value test wi th a lower n gives 
higher values, as we are including fewer locations, as shown in Table 3.13. This 
example is useful to demonstrate the shortcomings of the M V T , showing the need 
for a spatial modelling approach to replace i t . 
3.7 Multiple contaminants 
We have already discussed the importance of being able to include multiple con-
taminants in our model. We need to consider the best way to do this. One way to 
model a relationship between contaminants is to introduce a "between contaminant" 
correlation structure, acting on the (3 parameters. We wil l explain this in further 
detail when we look at the form of the prior distributions. We also need to look at 
ways to elicit beliefs regarding between contaminant correlation. This adds a level 
of complexity to the views the expert wi l l have to express. We require a simple 
and practical elicitation approach to ensure we collect as much prior information as 
possible. 
3.7.1 Modelling the relationship between contaminants 
We wi l l look at a three contaminant case here, as this may be extended to any 
number of contaminants as required. We bear in mind that if two contaminants are 
deemed to have no relationship (such as a metal and an organic), we may analyse 
them independently, and use the closed update if we do not wish to learn about the 
nugget variance. 
We now have a set of observations for each contaminant, and an individual 
expert specification for each contaminant, so we have y A i ( x ) ; 2/A2(x) and ?/A3(X)-
We assume that we have no missing data. Each contaminant has a multivariate 
likelihood of the same form as Equation (3.22), i.e. 
P(&u (x) I ^ • o l . r l ^ K i ) ~ N ( X / ? . , < T ? D G i + r 2 I m ) (3.47) 
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To account for the between contaminant correlation, we are going to assume 
that the /?'s are correlated but the cr2's and i/'s are not. We make the following 
specification 
N 
V 
mo 
V m 3 J 
E u E 1 2 E 1 3 
S21 S22 ^23 
\ 
y S 3 2 S 3 3 J 
\ 
J 
x i g ( | 4 ) , G ( | , | ) I G ( | , | 
x IG ( a „ i , d ^ i ) I G ( a „ 2 , ^ 2 ) IG ( a ^ . c U ) (3.48) 
where E^- (i ^ j ) w i l l express the between contaminant correlation. We sti l l require 
that this specification remains positive definite, and so we build up the E matrix as 
a whole rather than contaminant by contaminant. There are several ways in which 
elicitation may be carried out, depending on the technical background of the expert 
being consulted. To ensure overall positive definiteness, a relatively simple approach 
is to build up the correlation structure as follows. First, we scale all contaminants 
onto the same "contamination scale" in order to ensure we can compare them in a 
coherent way. Each contaminant wi l l be described in terms of an overall contribution 
and a per contaminant contribution. 
For example, i f we have three contaminants, then 
£ = 
h = 
& = 
a2p + a 2(3* 
a3P + a'3^ 
The dj 's determine the contribution of the overall /?, and the a'/s determine the 
contribution related to the individual contaminant specifications. We assume that 
individual contaminant contributions j3* are independent, and so we determine the 
following 
Cov(3, ,3 
1 —J 
a iQ'jVar( /5) 
Vax(£) = a?Var(£) + a '?Var(£) 
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So, E, the prior variance matrix for the jointly distributed 0 parameters, wi l l be 
made up of: 
This method involves the specification of two ct's per contaminant, as well as n + 1 
variance matrices (scalars if constant mean case). This wi l l become increasingly time 
consuming and complex as the number of contaminants increases. 
This method is flexible and can incorporate extra factors which may be necessary 
wi th more contaminants. I f we are investigating a larger number of contaminants, 
we might introduce a larger collection of common factors, such as one for metals and 
one for organics. Each contaminant can stil l retain different correlation structures, 
wi th differing values of 8 and k. 
Performing this elicitation in practice may become quite complicated when trying 
to determine alpha values whilst ensuring the questions asked to the expert do 
not become too complex. In some cases i t may be as useful to work backwards 
to obtain the necessary values, through determining which contaminants wi l l be 
completely unrelated first, and then effectively asking for an ordering of similarity. 
Ensuring the values elicited remain coherent may become increasingly difficult when 
more contaminants are added to a multiple analysis, and we may have to consider 
alternative approaches to elicitation in the future. 
The aim of this construction is to allow as much, or as l i t t le , prior information to 
be introduced as the expert feels is appropriate and useful for the investigation. We 
wi l l need to consider how much information can be obtained from one contaminant 
in terms of learning about another, and whether i t is worth going through such 
a procedure. We wil l look at the pros and cons of implementing an elicitation 
procedure of this format in the next chapter, when we look at the real site wi th 
expert elicitation. 
Var(£.) 
C a v ( £ , £ . ) 
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3.7.2 Performing the update 
We wi l l have one multivariate normal likelihood function per contaminant as in 
Equation (3.47). The updating procedure per contaminant is the same as that of 
the single contaminant case, except for one extra calculation. Before we multiply 
the prior wi th the likelihood, we use the properties of the multivariate normal distri-
bution (See Equation (A.2)) in order to determine the distribution of (3. conditional 
on the other p 's. The conditioning step required is included in Appendix A.3.2, 
—v 
along wi th an extension to any number of contaminants. We then condition on 
each parameter in turn as in Section 3.5.6 to obtain the conditional distributions. 
The resulting conditional posteriors are as follows, where k refer to the three 
contaminants. 
5 
I /?,, £ f c , <7j-, <7fc, VU " j , Vk) 
P("r I P_x, > P_k> °X > °~j , °k> . "*) 
a, di + n 
IG 1 
a ( d u i + l ) 1/2 I/I D G , + exp 
v 
( - ^ ( ^ ( x ) - X ^ ) ' ( I D G l + v$) exp 
N ( m * , V * 
x 
x ( y A l ( x ) - X ^ ) ) 
= al + ( y A l (x ) - X ^ ) ' ( D G i + V i l ) - \ y ^ ) - X 0 . ) 
I 
x ' DGI- + ^I r i x v 
i X ' ( D G i + i / J - ' ^ x i m 
2 
1 
P 33 1 + w ; 
P kj 
i 
m I 
kj 
I 
ik 33 w 2 
kj 
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Computat ional aspects 
I t is important to consider how the computational effort increases wi th contami-
nants. Using the multiple approach for two contaminants takes nearly seven times 
as long as the single contaminant case. So, if we treat two contaminants as inde-
pendent we can learn about them both three and a half times faster than we can 
learn about them together. The increase in time arises from the inversion of larger 
matrices and the computation of extra elements relating to the (3 conditioning step 
included. These extra elements require calculation at each iteration of the M C M C 
sampler, hence the marked increase. As a result we should think carefully about 
which contaminants to group together, to reduce computing time. I f the correla-
t ion between contaminants is very low, we may prefer to analyse the contaminants 
separately as this is computationally more effective, especially if we use the closed 
update. We may also run a multiple update in order to learn about the parameters 
together, and then perform further updates as single runs wi th the new parameters. 
3.7.3 Example 
We now give a brief example of updating for three contaminants on our hypothetical 
site, comparing this to the equivalent single M C M C updates. We ran the Gibbs 
Sampler for two million iterations in the case of contaminant A and B wi th no 
correlation prior, to check that the sampler was behaving as expected. We retain 
some non-zero elements due to rounding, and because we haven't taken an infinitely 
large sample. 
P r i o r specifications 
For each contaminant we wi l l use the same prior information as outlined below, and 
one of a number of between contaminant correlation structures. We wil l give the 
per contaminant prior specifications here, and any differing values wil l be mentioned 
on a case by case basis. The prior information is given in Tables 3.15-3.17 and 
Equations (3.49-3.53). Figure 3.16 shows the zonal specifications, and observation 
locations and values, which are also given in Table 3.14. Contaminant A and B are 
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Figure 3.16: Expert zonal specification for the hypothetical example 
given the same zones, and C is separate as i t has no relationship wi th the others. 
For this example, and throughout the examples in this chapter, we have used a 
linear set up for the mean parameter of each contaminant, as this demonstrates 
more complexity than a constant mean. (For one of the ten cases detailed below we 
consider a constant mean per contaminant). 
Dataset Loc 1 2 3 4 5 6 7 8 9 10 
A2 4 16 2 2 5 12 5 10 14 6 
B 64 200 30 25 72 165 80 80 155 50 
C 1 2 1 0.5 20 5 2 1.5 4 1 
Table 3.14: Hypothetical example data 
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ma(x) = 
mb(x) = 
mc(x) = 
sda(x) = sdb(x) = 
sdc(x) = 
(3.49) 
(3.50) 
2 + 12 x xn if (xn < 0.85) 
14 — 2xn otherwise 
170xn + 20 if ( x n < 0.85) 
680 — 600x„ otherwise 
8 - 5 x xn i f (xn > 0.5) 
25 if xe < 0.3, xe > 0.1, xn < 0.5, xn > 0.^3.51) 
1 + xe otherwise 
1 if (0.1 < xe < 0.6,0.6 < xn < 1) 
1.5 otherwise 
0.5 if (xn > 0.5) 
2 if (0.1 <xe< 0.3,0.2 < xn < 0.5) (3.53) 
1 otherwise 
(3.52) 
Compari son of the updates 
Tables 3.18-3.21, give the posterior (3 variance and correlation, along wi th the predic-
tive mean and variance for a particular location. The location chosen was the point 
(0.3,0.55). and was chosen as a relatively central value for demonstration of point 
prediction. To consider how different factors affect the update we have changed 
several factors. 
For some of the prediction locations we obtain a predictive standard deviation 
which leads to a large number of negative predictions. We can look at ways of dealing 
wi th this problem, either by truncating all negative values to zero, or possibly by 
adding a weighting function to the predictive variance dependent on the size of 
the predictive mean. However, this problem is predominantly caused by poor prior 
specification, and the presence of many negative predictions should alert the analyst 
to a potential problem. I f we are predicting a small value at a location, we would 
expect not to see large values and as such should have a small predictive variance. 
This wi l l be considered in further detail when we look at the consistency of the 
beliefs elicited from the expert in the next chapter. 
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Case 1-3 Are the single updates using no changes from the given specifications above. 
We use these to compare wi th the multiple updates. In all these cases we see 
a posterior a1 reduction and reduction in the predictive standard deviations. 
Case 4 and 6 By jointly updating pairwise wi th no between contaminant correlation in the 
prior we expect to obtain the same as in the separate formulation. These 
updates were 200,000 runs long, and so we have some rounding error, but the 
updates are close to their single equivalents in cases 1-3. 
Case 5,7,9 Give updates wi th between contaminant correlations included as described by 
the prior (3 variance. We again obtain similar values for the predictions and 
standard deviations. 
Case 8 Performing the update for A and B wi th a constant mean and high between 
contaminant correlation performs well in this case due to the selection of a 
good prior, and hypothetical observations. 
Case 10 Here we alter the prior wi thin correlation weights from those of Table 3.17, to 
a 9 of 0.01 throughout the site. As a result the posterior a2 is reduced, and the 
predictive standard deviations increase slightly due to the lack of surrounding 
points to influence the prediction. 
A point of note is that the predictive means and standard deviations don't vary 
significantly wi th type of update used (i.e. single, multiple, no correlation or with 
correlation present). We shall investigate this further when we consider the real 
case study in the next chapter. I f i t makes li t t le difference to the update then we 
would prefer to update each contaminant separately as this is much more computa-
tionally efficient. We wi l l have to think about how information relating to multiple 
contaminants wi l l affect the selection procedure for sampling schemes. This wi l l be 
considered in Chapter 5 and 6. The examples in this chapter were run predomi-
nantly to demonstrate the methodology, and raise any potential issues to consider 
carefully. In the next chapter we wil l have to deal wi th real data which is unlikely 
to be as easy to deal w i th as the hypothetical example. 
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We have now developed a general method wi th which to model contamination 
over a site, quantify and update beliefs. We consider the practical issues involved 
in modelling a real site in the next chapter. 
Contaminant a d m V E(y(x)) G i / Cor pars/reg wgts 
( 0 f 4 0 0 
A 20 3 0 0 4 0 m a ( x ) sc?a(x) 0.02 See Table 3.17 
V 1° 0 4 J 
10 20 0 0 \ 
B 30 3 0 0 20 0 ?n 6(x) sd 0 (x) 0.02 See Table 3.17 
1° J I 0 0 20 / 
f 0 u 0 0 ) 
C 10 3 0 0 4 0 m c ( x ) sd c (x) 0.02 See Table 3.16 
0 
4 J 
Table 3.15: Priors for multiple contaminant example 
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Zone 6 K x e Zone 1 2 3 
1 1 2 0.975 0.2 0.15 
2 0.5 2 a2 (x) 0.2 0.975 0.15 
3 0.1 2 a3(x) 0.097 0.097 0.977 
Table 3.16: Prior information for multiple contaminant example. Correlation and 
zonal weighting functions for contaminant C 
Zone 6 K x € Zone 1 2 
1 1 2 o-i (x) 0.8 0.6 
2 0.5 2 a2(x) 0.6 0.8 
Table 3.17: Prior information for multiple contaminant example. Correlation and 
zonal weighting functions for contaminant A and B 
Case Pred loc Mean Pred loc SD 
1. A 9.575 2.057 
2. B 118.146 3.719 
3. C 5.259 1.171 
4. A ,B 9.584, 118.128 2.072, 3.736 
5. A , B 9.539, 118.108 2.059,3.708 
6. A,C 9.587,5.255 2.074,1.176 
7. A ,C 9.611, 5.251 2.086,1.182 
8. A ,B 9.528,118.215 2.064,3.638 
9. A ; B 9.565,118.021 2.091,3.741 
10. A , B 9.109,118.188 3.016,3.955 
Table 3.18: Comparison of single and multiple M C M C approaches 
Case 
Post 
9 
Prior P variance Post P var 
1. A 
2. B 
3. C 
4. A.B 
5. A .B 
8.215 
26.857 
4.456 
8.185 
26.578 
8.322 
26.713 
4 0 0 ' 
0 4 0 
, ° 0 4 J 
20 0 0 
0 20 0 
0 0 20 
/ a n n \ 
V / 
4 0 0 
0 4 0 
0 0 4 
/ 4 0 0 0 0 o \ 
0 4 0 0 0 0 
0 0 4 0 0 0 
0 0 0 20 0 0 
0 0 0 0 20 0 
0 0 0 0 0 20 
4 0.8 0.8 5.367 1.789 1.789 
0.8 4 0.8 1.789 5.367 1.789 
0.8 0.8 4 1.789 1.789 5.367 
5.367 1.789 1.789 20 4 4 
1.789 5.367 1.789 4 20 4 
1.789 1.789 5.367 4 4 20 
\ 
V 
2.503 -0.662 -0.584 
-0.662 3.138 -0.309 
-0.584 -0.309 2.889 
10.526 -2.999 -3.471 
-2.999 13.237 -0.675 
-3.471 -0.675 12.587 
1.737 -0.607 -0.734 
-0.607 2.453 -0.306 
-0.734 -0.306 2.454 
( 2.455 -0.593 -0.593 0.022 -0.014 
-0.593 3.033 -0.224 0.029 -0.071 
-0.593 -0.224 2.902 0.061 0.001 
0.029 0.061 10.513 -2.761 
-0.071 0.001 -2.761 13.226 
-0.057 -0.032 -3.364 -0.705 
-0.345 -0.412 1.553 -0.489 
0.345 2.648 -0.047 -0.513 2.515 
0.412 -0.047 2.401 -0.633 0.051 
-0.513 -0.633 8.996 -2.04 
0.051 -2.04 11.745 
2.195 -2.483 -0.228 
0.022 
-0.014 
v -0.004 
/ 1.991 
1.553 
-0.489 2.515 
-0.544 0.053 
-0.004 \ 
-0.057 
-0.032 
-3.364 
-0.705 
12.959 
-0.544 \ 
0.053 
2.195 
-2.483 
-0.228 
11.043 
/ 
Table 3.19: Comparison of single and multiple M C M C approaches 
Case 
Post 
a2 
Prior (3 var Post (5 var 
( 4 0 0 0 0 / 2.438 -0.569 -0.596 0.001 0.003 -0.007 \ 
0 4 0 0 0 0 -0.569 3.049 -0.194 0.007 -0.031 0.046 
8.215 0 0 4 0 0 0 -0.596 -0.194 2.904 -0.034 0.004 0.043 
6. A ; C 
4.433 0 0 0 4 0 0 0.001 0.007 -0.034 1.708 -0.609 -0.776 
0 0 0 0 4 0 0.003 -0.031 0.004 -0.609 2.355 -0.254 
0 0 0 0 
4 J V -0.007 0.046 0.043 -0.776 -0.254 2.444 / / 4 0.8 0.4 0.8 0 0 / 2.228 -0.25 -0.524 0.285 -0.171 -0.184 \ 
0.8 4 0.8 0 0.8 0 -0.25 2.771 0.115 -0.178 0.428 -0.062 
8.347 0.4 0.8 4 0 0 0.8 -0.524 0.115 2.778 -0.179 -0.093 0.412 
7. A,C 
4.455 0.8 0 0 4 0.8 0.4 0.285 -0.178 -0.179 1.588 -0.45 -0.694 
0 0.8 0 0.8 4 0.8 -0.171 0.428 -0.093 -0.45 2.171 -0.067 
I 0 0 0.8 0.4 0.8 4 ) V -0.184 -0.062 0.412 -0.694 -0.067 2.289 / 
8.358 ( 4 8.05 \ / 1.506 2.422 \ 
8. A.B cte 
25.67 8.05 20 ) ^ 2.422 6.986 J 
Table 3.20: Comparison of the M C M C approaches 
Case 
Post 
Prior p var Post 0 var 
/ 4 0 0 5.367 0 0 1 2.257 -0.537 -0 .5 2.276 -1.412 -1.351 
0 4 0 0 5.367 0 -0.537 2.785 -0.145 --1.216 3.827 -0.759 
9. A ,B 
8.259 0 0 4 0 0 5.367 -0.5 -0.145 2.534 -1.371 -0.805 3.354 
26.40 5.367 0 0 20 10 10 2.276 -1.216 -1.371 6.739 0.056 -0.174 
0 5.367 0 10 20 10 -1.412 3.827 -0.805 0.056 8.876 1.44 
V 0 0 5.367 10 10 20 ) \ -1.351 -0.759 3.354 --0.174 1.44 8.03 ) 
/ 4 0 0 5.367 0 0 / 1.113 -0.67 -0.737 1.214 -1.118 -1.224 
0 4 0 0 5.367 0 -0.67 2.077 -0 .11 --1.073 2.91 -0.476 
10. A ,B 
5.537 0 0 4 0 0 5.367 -0.737 -0 .11 1.854 --1.179 -0.491 2.542 
9.382 5.367 0 0 20 10 10 1.214 -1.073 -1.179 2.595 -1 .8 -1.973 
0 5.367 0 10 20 10 -1.118 2.91 -0.491 -1 .8 5.314 -0.155 
\ 0 0 5.367 10 10 20 ) V -1.224 -0.476 2.542 --1.973 -0.155 4.698 ) 
Table 3.21: Comparison of single and multiple M C M C approaches 
Chapter 4 
Analysis for a real site 
In the previous chapter we introduced and demonstrated the methods wi th which we 
model the contamination levels over a site. We used simple, hypothetical examples 
wi th varying priors in order to show how the updates work. We wi l l now look in 
more detail at the elicitation and modelling process for the real case study in order 
to highlight practical issues arising in the appication of the methodology. We can 
also see how the model deals wi th the fluctuations present in a real dataset. We wil l 
consider elicitation issues, how to deal w i th the computational issues of prediction 
over a large grid, dealing with large uncertainties arising in undersampled areas, 
and what information is important for the consideration of the sampling selection 
problem. 
4.1 The Site 
As introduced in Section 2.5, we are using an anonymised site, shown in Figure 4.1, 
which we refer to as Site R. We now describe the main features of the site so that 
we can explain any patterns which may appear in the data. The site boundary 
is the official boundary given in the real site investigation report. We wil l ask 
questions about this area and a wider area around the boundary in order to obtain 
a detailed prior specification, so that we can understand where contamination may 
be entering/leaving the site. Also, we may consider the wider boundary when we 
look to select a sampling scheme. This may not be reasonable given that there 
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K n o w n p r e v i o u s remedia t ion 
O b s e r v a t i o n l o c a t i o n s 
v — S i t e b o u n d a r y 
Figure 4.1: Site R site boundary and observation locations 
wi l l be large uncertainties involved when we are far away from the initially sampled 
locations, and this may give a sampling design entirely outside the site boundary. 
However, the selection of points wi l l also depend on the loss function we use when 
designing sampling search algorithms. While giving information outside the site 
boundary is of interest and wil l affect the beliefs within the site boundary, the remit 
of the investigator is to consider points within this boundary. 
4.1.1 Site description and history 
The desk study for the site considered previous site investigation and remediation 
reports, historical site plans, details of previous remediation undertaken, and infor-
mation gained from consultation wi th a former employee of the tar works which was 
on the site in the past. The key aspects of the desk study are summarised below. 
Ground levels on the site slope downwards from north to south towards the river. 
There are two slopes, which are both very steep. Slope 1 separates two plateaus (A 
and B) present in the green area of Figure 4.1, and slope 2 is between the green 
area and the riverside path (C). Slope 2 is densely covered with vegetation and, 
while not impossible to reach by foot, i t would be very difficult to access with any 
machinery (i.e. to dig a trial pit or sink a borehole). We should bear in mind that, 
given the slope towards the river, contamination may be spreading from northwest 
4 . 1 . T h e Si te 92 
to southeast but it is unlikely to be spreading in the opposite direction. The site is 
mainly recreational grassland, along with vegetation and woodland. The riverside 
area is a tarmaced path, mainly used by dog walkers and cyclists. For the purposes 
of the site investigation the land use has been assessed as residential wi th plants for 
the assignment of SGVs. 
The site has a history of various industries as on much of the land in the UK. 
The most recent was a tar works, which covered much of the area in and around 
the site boundary, wi th a lead works to the left of the site boundary. Previously to 
this, a chemical works was situated on the site, in the southwest of the site. 
The green shaded area in Figure 4.1 is known to have been infilled wi th un-
contaminated soil approximately 9 years ago. Also, all above ground and known 
below ground structures have been previously removed and pump and treat wells 
installed. Previous investigations over the past three decades have indicated high 
levels of polyaromatic hydrocarbons (PAH) wi th in the site, and Lead and Arsenic 
outside the site boundary where the lead works was situated. 
Whilst there are no plans to develop the site, for the purposes of this assessment 
it is assumed that the site wil l be redeveloped to residential housing w i t h gardens. 
Children may be playing on the land and so should be treated as the critical recep-
tors. 
4.1.2 Contaminants of interest, SGVs and sampling loca-
tions 
As wi th all ex-industrial sites in the U K and further afield, i t is not unusual to expect 
a large number of contaminants to be present at some level. Here we choose four 
contaminants of interest in order to demonstrate our methodology. Extending this 
to a large number of contaminants would not cause any theoretical problems, only 
increase the computational burden. I t would potentially increase the complexity of 
the elicitation if we wish to learn about the relationships between contaminants. 
We should consider the levels of PAH over the site as this has been highlighted 
as a previous contaminant of concern. Rather than picking specific contaminants, 
we have init ially grouped together several to give a level of total PAH. However, 
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Figure 4.2: Collecting soil samples at the site 
Contaminant Critical Value 
Arsenic 20mg/kg 
Lead 450mg/kg 
Zinc 648mg/kg 1 
Total PAH 36mg/kg 2 
BaP 1.04 mg/kg 
Table 4.1: Critical values for use in the case study. SGVs taken from the site report 
where available, for residential use 
after considering the site report and noting that Benzo(a)pyrene (BaP) is the main 
contaminant of concern we have decided to model this individually as well. After 
discussion wi th the expert, we have also chosen three metals of interest, Arsenic, 
Lead and Zinc in order to look at correlated contaminants in our model. 
Use o f c r i t i c a l values 
Table 4.1 gives the values which we wil l use throughout this case study (here and in 
Chapter 7). As mentioned above, the values used are for the residential land use type 
as we would consider the critical receptor to be a 0-6 year old girl playing on the site. 
While these are seen as screening values by the regulatory bodies, we use them for 
1As taken from the official site report 
2 This value is taken from the US EPA total PAH screening value. Based on 16 PAHs [82] 
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now as indicators of potential SPOSH. In practice, these values are generally used 
as indicators of a requirement for further investigation, rather than an indication 
that remediation is definitely required. However, to demonstrate the methodology 
we wi l l use these values as a threshold for the requirement for remediation, as the 
model can be adapted for any choice of critical value the expert/legislators wish to 
specify. (Whilst the values for Arsenic and Zinc have since been revised, we wil l use 
the values which were present at the time of this case study). 
Predict ion grid 
In order to assess the contamination, we would like to predict a value for every 
location on the site. Whilst we could place finer and finer grids on the site to ensure 
maximum coverage, this would not be computationally feasible. A more effective 
approach is to predict over a coarser grid, and use methods in R to create the images 
we wi l l see later in this chapter. This is done using interpolation functions which 
smoothen between prediction locations, and give a simple visual description of the 
results. Another option is to display the results as in Figure 4.12. In this image we 
see the prediction locations only. As discussed in Section 2.1.2 the preferred choice 
of grid f rom the guidance is the herringbone design. We wil l not use a herringbone 
grid for the final sampling design, but we require a starting grid to search over, and 
it is sensible to use the best current grid layout as this starting grid. 
We have writ ten code to produce a herringbone grid over any site (not necessarily 
a regular shape). However, whilst the benefit of producing a grid wi th in the irregular 
site boundary is clear, i t sometimes produces unwanted results. Figure 4.3 shows in 
pink two areas where we have no points. The lower area is particularly important, as 
we discover from prediction and looking at the init ial observation values, as this area 
potentially has high levels of contamination present, and we would like to investigate 
further. 
To create a herringbone grid, we init ially place a herringbone design over a 
rectangle, and then the points outside the required site boundary are discarded, as 
shown in Figure 4.3. The filled in locations indicate the final herringbone grid within 
the site boundary. The remaining circles complete the init ial grid over a rectangle 
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Figure 4.3: Potential problems wi th the herringbone grid which leaves some areas 
within the site R boundary unsampled, shown in pink. This is a potential problem 
when placing a grid over an irregular site, and we can rectify this by altering the 
grid size/staring point as necessary. 
covering the area, these are removed as they fall outside the site boundary. In 
order to avoid the problem of large areas without sampling locations we can create 
several candidate grids unti l we find a suitable choice. The grid we have chosen for 
prediction has 100 points and covers the site well. This grid may also be used as 
the choice for the sampling search, or we may use a finer/coarser grid depending on 
computational capabilities. 
4.2 Elicitation 
The elicitation of a "sensible" prior specification is crucial to any Bayesian analysis. 
I t is particularly important when we wil l not receive a vast amount of data wi th 
which to update the expert's beliefs [68]. During a site investigation, the compi-
lation of the desk study collates into one place all relevant information which wil l 
aid the selection of a sampling scheme. Combining this information wi th a detailed 
discussion about the site, wi th one or more experts, wi l l lead us to a formal descrip-
tion of the parameters of the prior distribution required for our model. Whilst it 
is inevitable that, even between experts, different parameter values are likely to be 
elicited, we would expect small deviations in the prior not to have a major influence 
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Figure 4.4: Demonstration of points used to learn about the prior V parameter 
on the posterior distributions. We have explored this using the hypothetical dataset 
in the previous chapter, and wi l l also perform diagnostic and sensitivity checks on 
this site, to identify which aspects of the prior specification are not important for 
our conclusions. We also check that the family of prior distributions we have elected 
to use are performing effectively, given the expert's beliefs and the ini t ial data. 
Elicitation tends to be a very case specific procedure, depending on the statistical 
knowledge of the expert and the site in question. There are many articles discussing 
the problems associated wi th the elicitation process, and ways to deal wi th these 
problems, including [18,54,68]. 
I t would not be easy or effective to ask an expert questions directly relating to 
the parameters of a Normal Inverse Gamma distribution, and so we take a different 
approach. We require answers to a number of qualitative and quantatitive questions 
in order to determine a sensible prior specification. Using a series of site maps, the 
expert was asked a number of increasingly detailed questions regarding her beliefs 
about the presence of contamination. The following scheme proposes the required 
steps for an effective elicitation. In practice this would be guidance rather than a 
strict step by step scheme, and may be a several stage elicitation. A n expert may 
become tired or bored if asked many questions at once, and undertaking two or more 
sessions allows the refinement and adjustment of views and values. 
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4.2.1 Elicitation scheme 
1. Ini t ia l questions to place the expert in the correct frame of mind would be 
qualitative. These might include her opinion on the groundwater flow direc-
tion in order to help consider the direction a trend may occur in through the 
transport of contamination in water; and which contaminants she would ex-
pect to see on the site in elevated levels. This, combined wi th any preliminary 
data would help decide the contaminants we investigate. 
2. The expert would be asked to use coloured pens and delineate the site into 
"high", "medium" and "low" zones. These definitions were discussed in terms 
of the SGV if available, or some other critical value which was decided upon. 
One map was used per contaminant, these are shown in Figures 4.5, B.5-B.7. 
This gives us the zonal breakdown as introduced in Section 3.4.2. 
3. Once the zones have been decided upon we require a set of values for each in 
order to specify E[y(x)] . For this the expert could be asked to describe the 
average value she expected to see in each zone, and about the extremes of 
the zone to determine her uncertainty levels, for the choice of V , a and G ( x ) . 
Questions asked could include "What values would you be surprised to see?", 
or "What are the biggest and smallest values you would expect to observe in 
this zone?" The expert's answers should be checked for consistency and coher-
ence. Normal distribution theory tells us that we expect most observations to 
be wi thin plus or minus two standard deviations, and so an answer of " I would 
expect contamination levels of no more than 2 (generic contamination units), 
but I am very unsure and they could be as big as 30" give us a problem. We 
cannot specify a mean of 2 and a standard deviation of 14 as this also says the 
contamination could be as low as -26. The expert would be asked to reconsider 
her choice of mean or extreme values. We may wish to consider alternative 
assumptions than normality, but initially we stick wi th this choice, and deal 
wi th any negative predictions. 
4. For the choice of V , i t is necessary to isolate the behaviour of the contaminant 
in each direction if a linear or quadratic trend is assumed. To do so similar 
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questions to those in Stage 3 could be asked, but, about points at the same 
east or north location. For example, Figure 4.4 shows pairs of points which 
could be used to determine the required values. Asking about the range of 
expected values at the points C and D would give an idea of the expected 
west-east trend, and points A and F would give information relating to the 
NW-SE direction. 
5. In order to determine the strength of relationship between zones, we asked 
whether the zonal boundaries were "soft" or "hard". That is, would she ex-
pect a smooth graduation of contamination f rom zone to zone, or would she 
expect a jump from zone to zone (for example there may be a buried structure 
preventing the spread of contamination). Also i t would be necessary to de-
termine how much each zone may influence the neighbouring or further afield 
zones. This wi l l enable the specification of the weights a* as introduced on 
page 46. 
6. Each zone would require a wi th in contaminant correlation level, in order to 
build up a correlation structure as defined by Equation (3.13-3.14). Here we 
would ask questions including "How much would you expect an observation 
at location A in this zone to affect an observation at location B in the same 
zone", "At what distance f rom this point would you expect no relationship to 
exist for values of contaminant x?" 
7. As well as determining the prior map for each individual contaminant, the 
expert would be encouraged to express a belief regarding the between con-
taminant correlation. This could be undertaken using the method proposed 
in Section 3.7.1, or any way the expert is comfortable expressing her views. 
8. I t is important to bear in mind that we can use either the closed update, or 
the conditional conjugate approach. As such the hyperparameters we select 
during the elicitation exercise are not suitable for both approaches, due to the 
dependence in one case. However, we can determine hyperparameters for each 
model if required. In this case we wi l l look at both options in order to compare 
and assess the performance of the models. 
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The responses were used to produce maps such as Figure 4.5. A t present these 
maps are created by hand, transforming the hand drawn images to a set of coordi-
nates to enter in the software. The maps for the other contaminants are included 
in Appendix B. For this case study we have decided to f i t one linear trend per 
contaminant throughout the site. While we could place a linear trend on each zone 
and learn specifically about the departures f rom the mean wi th in each zone, we are 
not certain about the delineation of the zones, and so we specify zonal expectations 
and variances, and then learn about the overall linear trend on y(x) = y(x) — E[y(x)] 
for the site. 
I f this methodology were to be offered for routine use, then i t would be useful 
to develop a user-friendly interface. We would envisage some sort of screen where 
a map could be clicked and delineated into zones on screen and beliefs input as 
a series of answers to questions f rom the software (such as that of the US EPAs 
Visual Sampling Plan software [86]). A t present I have used the responses of the 
expert, combined wi th her annotated map to produce images in R such as Figure 4.6. 
Computationally, we can select a zone of any shape rather than simple regular areas 
as we saw in the hypothetical example, by determining the expected value of a 
point dependent on its presence within one of the specified zones. As we discussed 
in Section 3.6.1 there can be a steep change at zonal boundaries which is unlikely to 
accurately describe the distribution of contamination over the site. To deal wi th this 
we can place a smoothing zone onto the site, or have functions wi th in the original 
zones to reflect the changing expected mean function. In the case of Lead for 
example, we decided to place an extra smoothing zone onto the prior description, as 
depicted in Figure B . l . We decided on this rather than a decreasing function within 
the blue zone as the expert was fairly uncertain as to the extent of the spread. 
The correlation lengths chosen within and across these zones wil l allow for a further 
description of the uncertainty expressed by the expert regarding the relationship 
between locations. 
We wil l look first at the priors for each contaminant individually, and update 
and cross validate before going on to considering multiple updates. The update for 
Lead and some additional figures are included in Appendix B. Again it is important 
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Figure 4.5: Demonstration of the method used to elicit beliefs from the expert, in 
this case for the levels of Arsenic contamination 
1 % 
Figure 4.6: Expert elicitation map for Arsenic, including observation locations 
throughout these examples to remember that we make a scaling on the priors when 
switching from the closed form update to the MCMC approach in order to ensure a 
level of comparibility between the methods. 
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4.2.2 Arsenic contamination 
Pr ior specification 
The SGV for Arsenic is 20mg/kg. The expert split the site into 7 zones to represent 
her beliefs regarding the levels of contamination as shown in Figure 4.6. The beliefs 
for each contaminant were based upon the previous site uses and historical maps 
of the site. While the regional specification covers the whole map, our prediction 
wil l be confined to locations wi thin the site boundary (as shown by the solid line 
in Figure 4.6). I f data was obtained then the site boundary could be extended as 
necessary. After discussion of the definitions of very low, low, medium and high we 
gave the prior specification as listed in Table 4.2 and 4.3. The mean function given 
is in the form of a constant regional mean, and the linear trend we learn about wi l l 
tell us about the departures from this specification. Along wi th the extra informa-
tion we wish to elicit, the overall hyperparameters for the Normal Inverse Gamma 
distribution had to be selected. The expert gave an indication of how uncertain 
she was about each of these values, which we turned into zonal standard deviation 
specifications. I t was also important to bear in mind that the choice of prior should 
not allow for negative predicted values. As the model uses a Normal distribution i t 
is possible that if we predict a small mean wi th a large associated variance we wil l 
obtain negative predictions when making draws from the distribution. We clearly 
cannot expect to see negative contamination levels. We will truncate these to zero 
when they occur in the simulations, or adjust our prior specification accordingly. 
The presence of the large variance/small mean combination should act as a diagnos-
tic warning, and lead to further questions being raised. I f this occurs frequently, a 
lognormal distribution may be preferred as a way to remove the problem of mneg-
ative predictions. However, this raises further questions about the shape of the 
distribution required. 
When specifying the zonal weightings as in Section 3.4.2 (and Table 3.1), we 
decided that zones would only be influenced by those adjacent to them. Most of the 
weighting wi l l be assigned to the zone itself, i.e. the values on the diagonal of the 7 x 7 
array wil l be the largest. The correlation lengths given reflect the expert's opinion, 
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Closed prior 
Closed posterior 
Cond conj prior 
Cond conj posterior 
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V 
5 0 0 
0 5 0 
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0.600 -0.001 -0.002 
-0.001 0.000 -0.000 
0.002 -0.000 0.000 
( 2000 0 0 ^ 
0 2000 0 
0 0 2000 
/ 164.105 -0.334 -0.458 
-0.334 0.003 -0.002 
-0.458 -0.002 0.005 
Table 4.2: Prior and posterior hyperparameters in the closed and conditional con-
jugate case for Arsenic 
in that the green and red areas were deemed to have very short correlation lengths, 
and the blue zones would be longer to reflect the spread of contamination from the 
high to low zones. As in Section 3.6.2, we need to be careful when implementing the 
prior information for the two approaches, by remembering p(/3 | a2) ~ N (m, cr 2 V) in 
the closed case, where E(cr 2) = and p(/?) ~ N(m, V ) in the alternative approach. 
The prior specification for Arsenic was the simplest. I t was decided that no 
smoothing zones were needed. Bearing in mind that the expert gave a prior E(y(x)), 
we give a prior m of 0 and then the a and V prior values describe how far away from 
the prior expectation we could reasonably expect to observe contamination levels. 
Updat ing and diagnostics 
As we are performing a single update, we may use the closed update as this is 
computationally quicker. However, we wi l l also perform the single M C M C update, to 
compare the two models. As mentioned above, the two are not directly comparable 
as they are different models, and require the specification of a modified set of prior 
Zone E(y(x)) G 6 ft x e 1 2 3 4 5 6 7 
1 200 4 2 5 a 1(2) 0.950 0.230 0 0.100 0.100 0 0 
2 60 1 2 100 a2 ) 0.229 0.95 0.094 0.150 0.150 0 0 
3 15 0.5 2 5 a 3 (x) 0 0.104 0.95 0.150 0.150 0.104 0 
4 20 0.5 2 15 a 4 (x) 0.150 0.130 0.200 0.950 0.100 0.130 0.150 
5 20 0.5 2 15 a 5 (x) 0.150 0.130 0.200 0.100 0.950 0.130 0.150 
6 60 1 2 100 a 6 (x) 0 0 0.094 0.150 0.150 0.950 0.229 
7 200 4 2 5 a 7 (x) 0 0 0 0.100 0.100 0.230 0.950 
Table 4.3: Prior specification for Arsenic contamination at Site R 
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parameters. 
Figure 4.7 shows the predicted values in both cases, along with predictive stan-
dard deviations, again bearing in mind that this is prediction within the site bound-
ary. The predictions were made over a herringbone grid of 100 points and then 
interpolated to produce a smooth map over the site. The upper left image in Fig-
ure 4.7 shows the prediction surface with overlaid standard deviation contours for 
the closed case. To further depict the posterior predictive variance the upper right 
image shows the smoothed map of standard deviations. The bottom images show 
the equivalent results obtained from 100,000 runs of the single contaminant Gibbs 
Sampler with linear trend. 
As would be expected, the standard deviation maps show higher uncertainty 
where there are few "local" observations and also where the expert was less sure 
in the prior specification. The maps show that the two methods are giving similar 
results. This suggests that it would be beneficial where possible to use the closed 
update, as it is considerably quicker. 
Table 4.2 gives the posterior hyperparameters, although the more descriptive 
number is the posterior variance parameter a2. In the closed case this was reduced 
from 400 to 252 (i.e. a reduction in standard deviation from 20 to 15.87), and in the 
MCMC update it reduced from 400 to 274 (i.e a reduction in standard deviation 
from 20 to 16.55). Again, the posterior V matrices are not directly comparable, as 
in the closed model this would be multiplied by a2. We can scale the V matrix in 
the second row of the table by multiplying it by which gives a value of 151.57 
for the [1,1] entry, showing that the closed case gives a slightly reduced variance. 
The directional terms in the posterior m suggest the zonal specification is describing 
the contamination levels well, and there is no linear trend in the residuals. 
Cross validation for Arsenic 
To check the model further we can use a leave one out method of cross validation. 
By leaving out each observation point one at a time and using the other values to 
predict the left-out point, we can see how the model and update are performing. 
This is a useful method of checking the model without having to go out into the site 
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and obtain extra information, and will help us refine the model to avoid undertaking 
a sampling search routine using a poor model. 
Table 4.4 gives the results of this exercise for Arsenic. Most values are close to 
the actual observed value, and within two posterior predictive standard deviations. 
We use this measure of closeness based on Normal distribution theory, as a rough 
indicator that we would expect 95% of observations to lie within two standard 
deviations of the mean. However, a couple of the values are more different, looking 
at their placement suggests the blue zone in the west of the site could be extending 
a little further than the expert suspects. Again, the results are similar for both 
methods, with slightly lower predictive standard deviations in the MCMC update. 
4.2.3 Zinc contamination 
Prior Specification 
The expert gave a seven zone specification for Zinc, which was fairly similar to that 
of the Arsenic zonal specification. With Zinc it was again deemed that the blue 
zone in the west was possibly more extensive than originally described. We dealt 
with this as by adding a transitional zone as discussed in Section 3.4.2, this time on 
top of part of the original blue zone, and onto the light green zone, to account for 
the possibility of the spread of Zinc contamination after the remediation of the site. 
The prior variance parameter was chosen to be a2 = 2502. Figure 4.9 and Table 4.6 
give the prior specifications, where smoothz is a linearly decreasing function from 
Updating and cross validation 
Figure 4.10 depicts the predictive Zinc levels smoothed over the site, and the stan-
dard deviation levels. Interestingly in this case, the standard deviations to the very 
west of the site become somewhat lower than might be expected. This may be due 
3000 to 648. 
65 x smoothz = 3000 - 1352 
95 
(4.1) 
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Figure 4.7: Arsenic posterior predictive distributions, comparison of methods, a) shows the closed update, mean with standard 
deviation overlaid, b) shows standard deviation. Single MCMC approach, mean with standard deviation overlaid in c), and d) shows 
standard deviation. 
Closed Cond conj 
Location Value Pred mean Pred sd Standardised Pred mean Pred sd Standardised 
(160,60) 72 98.84 16.64 -1.61 100.17 15.49 -1.82 
(230,112) 42 39.96 13.10 0.16 40.96 12.43 0.08 
(275,125) 38 36.20 13.73 0.13 36.10 12.51 0.15 
(365,180) 15.5 31.30 15.84 -1.00 30.62 12.23 -1.24 
(112,110) 44 36.91 13.69 0.52 37.68 12.48 0.51 
(140,160) 12 32.49 11.90 -1.72 33.38 10.92 -1.96 
(180,103) 68 37.61 10.03 3.03 38.53 9.67 3.06 
(275,215) 19 20.03 12.71 -0.08 19.73 12.49 -0.06 
(155,185) 24 23.67 13.13 0.03 24.13 12.49 -0.01 
(175,180) 37 22.22 12.04 1.23 22.40 11.89 1.23 
(210,185) 15 23.00 12.23 -0.65 23.15 12.25 -0.67 
(235,23) 8.1 13.33 13.20 -0.40 12.94 12.48 -0.39 
(250,210) 23 15.56 12.45 0.60 15.29 12.30 0.63 
(280,255) 7.4 7.11 13.90 0.02 6.348 12.52 0.08 
Table 4.4: Cross validation for Arsenic observations 
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Figure 4.8: Cross validation results: Standardised prediction values for Arsenic at 
observation locations, for closed update in green and M C M C in red 
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Table 4.5: Prior and posterior hyperparameters in the closed and conditional con-
jugate case for Zinc 
Zone E(y(x)) G 9 x e 1 2 3 4 5 6 7 8 
1 4000 10 2 5 ai(x) 0.975 0 0.222 0 0 0 0 0 
2 smoothz 5 2 100 a2(x) 0 0.950 0.220 0.222 0.200 0.132 0 0 
3 3000 3 2 100 a-i(x) 0.222 0.950 0.222 0 0 0 0 0 
4 350 0.5 2 5 CL4 (x) 0 0.127 0 0.950 0.132 0.200 0.126 0 
5 648 2 2 15 a5(x) 0 0.127 0 0.127 0.950 0 0.127 0 
6 648 2 2 15 a 6(x) 0 0.126 0 0.127 0 0.950 0.127 0 
7 2000 3 2 100 a-(x) 0 0 0 0.126 0.200 0.200 0.950 0.222 
8 4000 10 2 5 a 8(x) 0 0 0 0 0 0 0.222 0.975 
Table 4.6: Prior specification for Zinc contamination at Site R 
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Zinc eiicttation map 
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Figure 4.9: Expert elicitation map for Zinc, including observation locations 
to the values observed at the two nearest locations f i t t ing the prior specification bet-
ter than in the case of Arsenic and Lead. The standard deviation plot shows that 
we are more uncertain in the lower portion of the site, which is intuitive as there 
is less data. The posterior a2 is 1772 in the closed case, and 1982 in the MCMC, 
which is a marked reduction from the prior of 250 2. The cross validation again shows 
promising results, wi th all predicted values within one or two standard deviations 
of the actual observation. The exception being the third value, wrhere 400 was pre-
dicted when 930 was observed. While this is within three standard deviations, it 
stil l highlights a potential isolated hotspot or diagnostic warning. We wi l l bear this 
in mind when looking at the sampling schemes and related uncertainty reporting. 
Both approaches perform similarly as expected. 
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Closed Cond conj 
Location Value Pred mean Pred sd Standardised Pred mean Pred sd Standardised 
(160,60) 1800 2110.7 184.2 -1.69 2117.59 135.32 -2.35 
(230,112) 380 541.6 274.1 -0.59 558.72 293.19 -0.61 
(275,125) 930 400.0 250.0 2.12 397.28 259.50 2.05 
(365,180) 230 552.6 311.9 -1.03 551.25 288.83 -1.11 
(112,110) 2700 2014.3 508.9 1.35 2014.26 561.24 1.22 
(140,160) 100 254.5 148.3 -1.04 253.78 143.26 -1.07 
(180,103) 870 497.6 254.3 1.46 486.58 276.80 1.39 
(275,215) 160 475.8 256.4 -1.23 478.75 283.66 -1.12 
(155,185) 170 204.0 151.1 -0.22 202.59 149.05 -0.22 
(175,180) 310 168.0 136.4 1.04 167.56 143.53 0.99 
(210,185) 200 180.0 . 137.6 0.15 179.62 149.04 0.14 
(235,23) 79 172.5 145.1 -0.64 174.58 146.79 -0.65 
(250,210) 310 124.9 133.6 1.39 122.66 139.79 1.34 
(280,255) 100 146.7 162.0 -0.29 147.15 148.43 -0.32 
Table 4.7: Cross validation for Zinc observations 
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Figure 4.11: Cross validation results: Standardised prediction values for Zinc at 
observation locations, for closed update in green and M C M C in red 
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Figure 4.12: Plot displaying the prediction locations only, for Zinc closed prediction, 
rather than the interpolated smooth surface. 
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4.2.4 Total PAH contamination 
Prior specification 
This case is completely unrelated to the three metals we have analysed. The analysis 
of total PAH is more problematic than the first three contaminants. From discussion 
with the expert, the distribution of PAH can be extremely variable and can comprise 
very specific hotspots. The contaminants we combine in this case to comprise total 
PAH were chosen by the expert, and are Dibenzo(a,h)anthracene, Benzo(a)pyrene, 
Benzo(b)fluoranthene, Benzo(a)anthracene and Napthalene. The belief is that it 
will not be possible to resolve as much uncertainty in this case as we can in the 
metals. This will have implications for the decision process, as we shall encounter in 
Chapter 5. On inspection of the data we had to revise the original prior specification, 
as even more variation was encountered than expected. The main problem is the 
very large value we observe at the riverside, of 14826 mg/kg. Application of the 
maximum value test as suggested in CLR 7 does not suggest that this value is an 
outlier. However, as it skews the data, to such an extreme we have several options 
to consider in order to attempt an improvement on our modelling capabilities. 
1. Remove this point and reanalyse. We can either go back to the site and 
investigate whether this measurement was affected by a human error, or an 
isolated hotspot which can be dealt with separately. While we have discussed 
the problems associated with the tests described in CLR 7, the fact that the 
maximum value test is passed suggests retaining the large value in our update. 
2. Include the point and deal with the huge uncertainties associated with this. 
This contaminant demonstrates the difficulties that can arise when attempting 
to model the spread and presence of contamination. We should not spend too 
long trying to manipulate the data to ensure our model can cope with it, rather 
accept the limitations and think about ways to deal with them. 
3. Remove all Napthalene from the calculations as this is the dominant contam-
inant. Again, we don't want to remove a contaminant just because we have 
difficulty describing its spread, particularly when the levels observed are so 
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high. A high level of uncertainty will simply inform the investigator that fur-
ther investigation must be undertaken to achieve better levels of confidence, 
or that remediation should be undertaken immediately as the cost of sampling 
to end up coming to the likely same conclusion will be high. 
4. Add a very specific zone around this point in the revision of the prior spec-
ification. Going back to the prior specification and making adjustments in 
light of "surprising" observations is a suitable way to deal with a prior-data 
conflict. The aim of a Bayesian analysis is to update and refine our beliefs. If 
the data we see informs us that our prior specification was unreasonable, this 
is a different problem to that of poor model assumptions and we can adjust 
for this. This is discussed in detail in [43]. 
On consideration of these options, we will reconsider the expert's prior specifi-
cation and also compare the updates with and without the extreme point included. 
Figure 4.13 shows the revised prior, with an added smoothing zone at the riverside, 
and Table 4.10 gives the zonal specifications. The original zonal specification the 
expert selected can be seen in Appendix B. The smoothing zone we use for this case 
is an exponentially decreasing function. The values were chosen to create a function 
which decreases smoothly from 4000 at the left of the zone, down to 10 at the far 
right of the zone. 
Updating and cross validation 
Recall that the posterior V matrices are not comparable for the two updates. In 
this case for the closed update V becomes very small. This is because the posterior 
mean for a2 becomes very large, particularly so when we include the extreme value. 
This is an example of our posterior variance increasing as a result of observing a very 
surprising value in comparison to what we expected to see. This is also reflected 
in Table 4.11, where we see standardised predictions for the extreme observation of 
14.94 and 13.36 for the closed and MCMC approaches respectively. These results 
are also shown with the actual observation values in Figure 4.16. 
smopah = 4000 exp -6.096825 
x - 270 
110 
(4.2) 
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Table 4.8: Prior and posterior hyperparameters in the closed and conditional con-
jugate case for PAH. Case 1, all points included 
m 
Closed prior 500000 
Closed posterior 3584524 16 
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2.308 0.068 -0.085 
-7.764 -0.085 0.131 
Table 4.9: Prior and posterior hyperparameters in the closed and conditional con-
jugate case for PAH. Case 2, extreme value removed 
Zone E(y(x)) G 9 K x € 1 2 3 4 5 6 7 
1 100 0.1 2 2 ai(x) 0.975 0.157 0 0 0 0 0 
2 50 0.1 2 30 a 2(x) 0.157 0.975 0 0 0 0 0 
3 10 0.001 2 5 a 3(x) 0.157 0.157 1 0 0 0 0 
4 4000 2 2 25 a4 (x) 0 0 0 0.975 0 0.128 0 
5 4000 2 2 25 a 5 ( i ) 0 0 0 0 0.975 0.128 0 
6 250 0.2 2 100 a 6(x) 0 0 0 0.222 0.157 0.975 0.141 
7 smopah 1 2 50 a 7(x) 0 0 0 0 0.157 0.128 0.990 
Table 4.10: Prior specification for total PAH contamination at Site R 
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Figure 4.13: Revised expert elicitation map for total PAH, including observation 
locations 
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Figure 4.14: Effect of removing the large point on the posterior predictive means of 
total PAH. The upper figure has the large point included and shows the red region 
around this point, while the effect is removed in the lower figure where the value 
has been removed. 
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Figure 4.15: Effect of removing the large point on the posterior predictive stan-
dard deviations of total PAH. There is a marked effect on the standard deviations 
throughout the site when we remove the large point. The upper figure, where the 
point is included, shows areas of high uncertainty where the contamination is be-
lieved to be high, and few observations have been made. The lower figure, where 
the point has been removed before the update, shows the same regions to have a 
much reduced level of uncertainty. 
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Figure 4.16: Cross validation results: Standardised prediction values for PAH at 
observation locations, for closed update in green and M C M C in red 
Closed Cond conj 
Location Value Pred mean Pred sd Standardised Pred mean Pred sd Standardised 
(160,60) 1550.4 3969.36 2931.03 -0.83 4299.23 3293.25 -0.84 
(230,112) 14826.3 3957.62 727.6 14.94 3881.65 819.30 13.36 
(275,125) 2719.3 3523.75 2120.89 -0.38 3514.905 2378.67 -0.33 
(365,180) 16.03 41.35 2139.94 -0.01 14.84 2400.90 0.00 
(112,110) 12.56 13.72 121.16 -0.01 12.43 76.69 0.00 
(140,160) 27.26 95.63 675.79 -0.1 95.32 767.56 -0.089 
(180,103) 176.84 545.51 940.98 -0.39 519.22 1061.34 -0.32 
(275,215) 9.16 14.13 94 -0.05 13.55 76.53 -0.06 
(155,185) 6.36 -2.55 93.81 0.1 -3.37 76.80 0.13 
(175,180) 4.36 6.03 75.23 -0.02 6.07 76.62 -0.02 
(210,185) 4.26 10.53 73.96 -0.08 10.41 76.61 -0.08 
(235,23) 2.26 1.13 82.96 0.01 1.36 76.35 0.01 
(250,210) 13.56 8.05 77.21 0.07 7.78 76.53 0.08 
(280,255) 2.26 3.84 85.49 -0.02 4.74 76.80 -0.03 
Table 4.11: Cross validation for PAH observations 
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The closed update wi th the extreme observation removed gives a variance re-
duction (standard deviation is reduced from 707.1 to 506.00) whereas retaining the 
point for the Bayesian analysis gives an increase from 707.1 to 2011.9. 
Figures 4.14 and 4.15 show the marked effect on the predictive surface depend-
ing on the inclusion or exclusion of the extreme values. While the mean surface is 
similar except for the area immediately in the vicinity of the large value, we see a 
large difference in the standard deviation surface. I t would appear to suggest that 
leaving out the point would be beneficial in reducing our uncertainties. We could go 
ahead and do this, and decide separately and immediately that that area requires 
remediation. However, i t may be counterproductive to remove this point and con-
tinue with the assumption that there are no more large hotspots of contamination 
to discover. This example reminds us that we can only hope to provide a tool wi th 
which to aid decision making, and that judgements regarding specific factors wi l l 
often be required. 
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4.2.5 BaP contamination 
Pr ior specification 
The analysis of Benzo(a)pyrene alone as suggested by the expert is relatively easy 
once the total PAH prior specification has been made. The expert believed that 
the regional and correlation specifications could remain the same for BaP, the only 
change that would be required was a scaling on the expected values per region and 
the uncertainty levels. As the level of detection and SGV for BaP are both low, 
there is a good chance that the predictive surface wi l l give values above the SGV for 
much of the site. However, this is reflective of the situation that often arises wi th 
BaP, and as such is a much debated guideline value. 
Table 4.12 gives the prior specification for BaP, w i th the regions as displayed in 
Figure 4.13. 
Updat ing and cross validation 
Table 4.13 and Figure 4.17 show the results of the update. We performed the closed 
update and the M C M C conditional conjugate approach. We see, as wi th the other 
contaminants, similar results for both approaches. The posterior a2 is reduced from 
1582 to 145.52 in the closed case, and from 158.1 2 to 1542 in the M C M C update. 
Again we cannot resolve a lot of the uncertainty, as we see a large variation in the 
observations, and we have some regions wi th few or no observations. 
Table 4.14 gives the results of the cross validation. Again, we see similar results 
to the PAH cross validation, where the values at the riverside are predicted badly, 
this is due to the extremely large values we see here. We wi l l consider the large 
uncertainty here when we look at the decision and sampling analysis in Chapter 7. 
x - 270 
smobap = 650exp I —4.5 
110 
(4.3) 
Zone E(y(x)) G «: x G 1 2 3 4 5 6 7 
1 10 0.5 2 2 ai(x) 0.975 0.157 0 0 0 0 0 
2 5 0.5 2 30 a2(x) 0.157 0.975 0 0 0 0 0 
3 2.5 0.01 2 5 a3(x) 0.157 0.157 1 0 0 0 0 
4 500 2 2 25 a 4 (x) 0 0 0 0.975 0 0.128 0 
5 400 2 2 25 a 5 (x) 0 0 0 0 0.975 0.128 0 
6 40 0.5 2 100 a 6 (x) 0 0 0 0.222 0.157 0.975 0.141 
7 smobap 1 2 50 a 7 (z ) 0 0 0 0 0.157 0.128 0.99 
Table 4.12: Prior specification for BaP contamination at Site R 
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Figure 4.17: Posterior BaP predictive distribution, top image shows predictive mean surface with standard deviation overlaid, and 
bottom image shows standard deviation surface. 
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a 4 m V 
/ 5 0 0 \ 
Closed prior 25000 3 0 0 5 0 
/ \ ° ) \ / 
0 0 5 / 
X 12.31 0.003 0.00 -0.000 
Closed posterior 317624 17 0.16 0.000 0.000 -0.000 
-0.24 j V - 0 000 -0.000 0.000 ) 
( o ) ( 250 0 0 \ 
Cond conj prior 100 3 0 0 250 0 
\ ° ) \ 0 0 250 j 
13.19 X ( 180 .659 0.334 - 1 . 249 \ 
Cond conj posterior 335470 17 0.13 0.334 0.041 -0 . 047 
\ -0.17 J \ - 1 249 -0.047 0.057 ) 
Table 4.13: Prior and posterior hyperparameters in the closed and conditional con-
jugate case for BaP. 
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Figure 4.18: Cross validation results: Standardised prediction values for BaP at 
observation locations, for closed update in green and MCMC in red 
Closed Cond conj 
Location Value Pred mean Pred sd Standardised Pred mean Pred sd Standardised 
(160,60) 270 422.68 214.58 -0.71 433.39 226.43 -0.72 
(230,112) 870 456.68 187.31 2.21 449.9 195.83 2.15 
(275,125) 1000 559.50 103.54 4.25 556.27 101.22 4.38 
(365,180) 7.1 51.91 158.05 -0.28 94.14 161.45 -0.54 
(112,110) 3.6 12.60 26.54 -0.34 2.21 16.35 0.08 
(140,160) 7.3 6.65 109.53 0.01 5.4 116.64 0.02 
(180,103) 51 85.20 108.78 -0.31 83.63 113.89 -0.29 
(275,215) 2.2 12.55 20.53 -0.50 11.42 16.31 -0.57 
(155,185) 1.6 -9.42 20.68 0.53 -8.89 16.28 0.64 
(175,180) 0 0.06 17.18 0.00 -0.81 16.38 0.05 
(210,185) 0 5.42 16.77 -0.32 3.91 16.44 -0.24 
(235,23) 0 -5.02 18.71 0.27 -2.07 16.37 0.13 
(250,210) 3.7 5.46 17.50 -0.10 4.75 16.4 -0.06 
(280,255) 0 -1.38 19.49 0.07 1.65 16.44 -0.1 
Table 4.14: Cross validation for BaP observations 
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4.3 Multiple contaminant update, M C M C approach 
In order to demonstrate the multiple contaminant update we use the pairwise up-
date of Arsenic and Zinc, and an update on the three metal contaminants Arsenic, 
Lead and Zinc to determine the effectiveness of this option against three single up-
dates. We put into practice the discussion of between contaminant correlation from 
Section 3.7.1. 
4.3.1 Selection of between contaminant correlation values 
We wi l l use the same prior information per contaminant, as in the previous section, 
but we now require a description of the relationship between contaminants. The 
expert did not give specific numbers, but answered questions about whether high, 
medium or low between contaminant correlation was expected. We use these in 
combination wi th the choice of variance parameters to decide upon reasonable values. 
4.3.2 Multiple update and comparison with single approaches 
We initially ran the multiple update wi th zero prior correlation as in Section 3.7.2 
to ensure the results were equivalent to the single updates, and the results we got 
were as in the relevant single cases, wi th small rounding error. 
T w o contaminants 
Looking first at the relationship between Arsenic and Zinc, we compare the zonal 
specification given for each, and asked the expert whether she expected the distri-
bution of Arsenic and Zinc to be similar. We decided to include a non-zero between 
contaminant correlation only for the diagonal elements. That is, we compare the 
relationship between contaminants in the xe and xn directions, as well as the con-
stant value, but not other terms such as Corr ( .T / i A . _ e , xzn-n)- I t was deemed that 
comparing contaminants in the same direction only gave enough information, and 
any other elements were quite difficult to elicit using simple qualitative questions. 
Using the methodology of Section 3.7.1 we proceed as follows, bearing in mind 
that we are giving a detailed zonal specification and so we give a prior (3 of 0. How-
4.3. Mult iple contaminant update, M C M C approach 128 
ever, we can stil l think about using the a specifications to determine the correlation 
structure by looking at the variances. 
1. Scale the contaminants to ensure they are comparable. SGV for Arsenic is 
20mg/kg, so Zinc is about 32 times that at 648. We have considered the 
overall (3 variance contributions for each contaminant individually as 2000 and 
625,000, and so leave Var(As)=2000, and use Var(Zn)=625000/31.25=20000 
(slight rounding for computational convenience). 
2. We decide to specify 
for the similar variance contribution, and for the individual contributions we 
( 10 0 0 N 
Var (/?) = 0 10 0 
^ 0 0 10 j 
give 
/ 10 0 0 \ 
Var 0 10 0 
\ 0 0 10 J 
for Arsenic and 
/ 312.5 0 0 
Var 0 312.5 0 
0 0 312.5 J 
for Zinc. 
3. This gives us the setup: 
Var(As) = a 2 sVar(/?) + a £ Var (As*) 
Var(Zn) = a | n V a x ( £ ) + a 'J n Var(Zn') 
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Putt ing in the numbers we have gives 
V 
/ 2000 0 0 
0 2000 0 
0 0 2000 
( 20000 0 0 
0 20000 0 
y 0 0 20000 
\ 
= a As 
10 0 0 
0 10 0 
0 0 10 
/ i n n n \ 
+ <*As 
= a Zn 
J 
10 0 0 
0 10 0 
0 0 10 
'2 
( 10 0 0 ^ 
0 10 0 
0 0 1 0 / 
/ 312.5 0 
0 312.5 
y 0 0 
0 
0 
312.5 
4. Assigning suitable numbers for the a's to match the experts opinion we get 
a A s = VTEO « 12.25, a'As = V50 « 7.07, a Z n = V1500 w 38.73 and a Z n = 
VTE = A. 
5. This leads to a correlation of approximately 0.75 for each of the diagonal 
elements. The overall prior correlation structure is shown in Equation 4.4, we 
used 
Corr(A, B) = 
Cov(A,B) 
v / V a T ^ y V a r T B ) 
to get the value of 0.75 
/ 
V 
1 0 0 0.75 0 0 
0 1 0 0 0.75 0 
0 0 1 0 0 0.75 
0.75 0 0 1 0 0 
0 0.75 0 0 1 0 
0 0 0.75 0 0 1 
(4.4) 
The elements of interest in the update are the posterior a2 and the posterior 
joint V . These, are summarised in Table 4.15, and we see that the values we obtain 
are very similar to the relevant single M C M C update. The posterior correlation 
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Figure 4.19: Prediction surface for Arsenic (top) and Zinc (bottom) when updated 
using a multiple approach, standard deviation contours overlaid. Compare with 
Figures 4.7, 4.10 
matrix we compare with Equation 4.4 is 
1 -0.295 -0.558 0.12 -0.059 -0.048 
-0.295 1 -0.516 -0.069 0.035 0.035 
-0.558 -0.516 1 -0.056 0.04 0.014 
0.12 -0.069 -0.056 1 -0.579 -0.313 
-0.059 0.035 0.04 -0.579 1 -0.562 
-0.048 0.035 0.014 -0.313 -0.562 1 
and we see little between contaminant correlation remaining after the update. Also, 
Figure 4.19 shows the posterior predicted surface over the site, and we can compare 
this with the single update cases to see that there is little difference in the inference. 
Case Posterior a2 (and a) Posterior V 
Arsenic single 
Zinc single 
Multiple 
274.2 (16.56) 
39348.9 (198.37) 
281.6 (16.78) 40185.8 (200.5) 
V / 
\ 
164.105 -0.334 -0.458 
-0.334 0.003 -0.002 
-0.458 -0.002 0.005 
( 40872.12 -121.60 -70.50 \ 
-121.60 1.05 -0.54 
-70.50 -0.54 1.02 
169.492 -0.321 -0.513 312.89 -0.811 
-0.321 0.003 -0.002 -0.758 0.002 
-0.513 -0.002 0.005 -0.787 0.003 
312.89 -0.758 -0.787 39985.231 -122.016 
-0.811 0.002 0.003 -122.016 1.112 
-0.653 0.002 0.001 -65.346 -0.618 
/ 
-0.653 ^ 
0.002 
0.001 
-65.346 
-0.618 
1.088 
Table 4.15: Summary of results in single M C M C and multiple M C M C update for Arsenic and Zinc. 
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Three contaminants 
We also ran the three contaminant update for Arsenic, Lead and Zinc. We follow a 
similar methodology for the two contaminant case to determine a correlation set up 
of: 
1 0 0 0.25 0 0 0.75 0 0 
0 1 0 0 0.25 0 0 0.75 0 
0 0 1 0 0 0.25 0 0 0.75 
0.25 0 0 1 0 0 0.25 0 0 
0 0.25 0 0 1 0 0 0.25 0 
0 0 0.25 0 0 1 0 0 0.25 
0.75 0 0 0.25 0 0 1 0 0 
0 0.75 0 0 0.25 0 0 1 0 
0 0 0.75 0 0 0.25 0 0 1 
where the ordering is Arsenic, Lead, Zinc. 
Again we perform the multiple update, as before we use the same prior specifi-
cation as for the individual updates along wi th the correlation as just specified. The 
updated parameters show that we obtain very similar results for all three contam-
inants. Table 4.16 and Figure 4.20 give the parameters of interest and the visual 
description of the predicted surface. We can again compare these to earlier results 
to see that there is no marked reduction in uncertainty for this case study. 
Conclusions and recommendations 
We did not perform any multiple updates for PAH or BaP and one of the metals as 
the expert has already informed us that the PAH contamination should be analysed 
separately as the two types of contamination wi l l occur separately, and so we don't 
wish to learn about metals and organics together. 
After performing the multiple update for both two and three of the metals, in 
this case i t appears to be beneficial to use the single closed updates. This is because 
we yield similar results compared to the M C M C approach, and a multiple approach 
is deemed unneccessary as the secondary information does not substantially improve 
our ability to learn about the contaminant of interest. We also reduce the compu-
Case Posterior a2 (and a) Posterior V 
Arsenic single 
Zinc single 
Lead single 
Multiple 
274.2 
(16.56) 
39348.9 
(198.37) 
33648.2 
(183.43) 
278.5 (16.69) 
33782.2 (183.80) 
40158.6 (200.4) 
V 
40872.12 
-121.60 
-70.50 
31399.50 
-68.67 
-80.24 
167.81 -0.33 -0.49 61.48 
-0.33 0.00 -0.00 -0.04 
-0.49 -0.00 0.01 -0.28 
-0.04 -0.28 31112.6 -
0.00 -66.61 
0.00 -81.19 
V 
V 
61.48 
-0.17 0.00 
-0.14 0.00 
164.105 -0.334 -0.458 
-0.334 0.003 -0.002 
-0.458 -0.002 0.005 
-121.60 -70.50 
1.05 -0.54 
-0.54 1.02 
-68.67 -80.23 
0.62 -0.36 
-0.36 0.87 
-0.17 -0.14 319.67 
0.00 0.00 
0.00 0.00 
-66.61 -81.19 855.48 
0.61 -0.36 -2.37 
\ 
\ 
/ 
-0.75 
-0.76 
0.36 0.88 •1.97 
319.67 -0.75 
-0.93 0.00 
-0 .61 0.00 
-0.76 855.48 -2.37 -1.97 39085.7 
0.00 -3.07 0.00 0.01 -117.12 
0.00 -0.88 0.01 -0 .01 -66.53 
-0.93 
0.00 
0.00 
-3.07 
0.00 
0.01 
-117.12 
1.07 
-0.59 
-0 .61 \ 
0.00 
0.00 
-0.88 
0.01 
-0 .01 
-66.53 
-0.59 
1.06 
Table 4.16: Summary of results in single M C M C and multiple M C M C update for Arsenic. Lead and Zinc. 
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Figure 4.20: Prediction surfaces for Arsenic (top), Lead (middle) and Zinc (bottom), 
when jointly updated, with standard deviation contours overlaid. 
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tational time significantly by updating separately. I t became apparent, that wi th a 
detailed zonal specification, and contaminants which are f i t t ing the expected model 
well, i t is not beneficial to use the multiple approach as we do not learn enough to 
jus t i fy the added computational burden. 
Compari son to results from investigation 
No prediction was performed in the site investigation report, rather an assessment 
of risk present from the observed values and recommendations for further sampling. 
We shall look in detail at these recommendations when we have performed the 
sampling and decision analysis in Chapter 7. Also, site specific target levels were 
used in some cases to determine the existence of SPOSH, and so we may end up 
drawing different conclusions f rom the site report. 
As we have now seen how to model the site in practice, using ini t ial observations 
combined wi th expert information, we move on to the decision and sampling process. 
Chapter 5 
The expected value of a sampling 
design 
Now that we have introduced a suitable spatial model with which we can describe 
contamination over a site, and can update this model given sample data, we would 
like to make informed decisions regarding sampling strategies and terminal decisions; 
that is whether to continue sampling, and if so, where, or whether to stop and 
remediate (and if so, where and how), or to take no action. 
Our key objective is the development of a method with which we can measure 
the information gained from a candidate sampling design, in order to provide a 
procedure for the comparison and selection of optimal (or near optimal) designs. 
We need to consider how to measure "information gained", and also how we 
decide whether a design is good enough when we label it as near optimal. In theory, 
it should always be possible to find the optimal solution. However, in reality we are 
limited by computational constraints, through time or complexity of calculations. 
The next sections discuss the concept of expected loss, and introduce utility the-
ory as a way to compare designs. We will then consider the way in which we can 
implement a Bayesian decision analysis strategy for the problem of site investigation, 
and expand the problem to allow for the views of all potential stakeholders. Initially 
we shall look at the decision procedure when we have no further sampling to un-
dertake, and wish to plan a remediation strategy. We will then introduce candidate 
designs and consider the expected benefit associated with undertaking sampling at 
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the candidate locations. Finally we look at decision making for multiple contami-
nants. Throughout the chapter we will use the hypothetical dataset to demonstrate 
the methodology. In Chapter 7 we shall implement the theory given in this and the 
next chapter for the real case study. 
5.1 Selection of design criteria 
Several methods of selecting optimal sampling designs have been discussed in the 
literature, and the two key factors to combine are the criterion used for evaluating 
the value of the design and the method of searching for the optimal design. In this 
chapter, we shall deal with the first factor, that of determining a way to compare 
designs in a sensible way, and then we shall look at the selection of designs in the 
next chapter. Criteria discussed in the literature include variance minimization [87] 
and maximum entropy (one of the criteria used in [2]). Many of the methods used 
are aimed at learning about the covariance structure, although there are those that 
specifically consider the decisions to be made regarding contaminated land, [17,78]. 
After the introduction of a simple approach, we shall expand our methodology to 
include an approach similar to that of [78]. A series of papers by Freeze et al 
[45,46,63,79] consider the problem of decision analysis in the investigation of ground 
water, and several of the ideas discussed in these papers translate to the problem of 
soil investigation. The main idea of bringing together an uncertainty model for the 
spread of contamination with a decision framework is the way in which we proceed 
also. 
By using Bayesian decision theory, and considering the probability and the conse-
quences of each outcome, having implemented each candidate design we can compare 
designs in terms of the expected benefit, and select the best. We will introduce a 
way to measure the expected benefit. We now summarise the key ideas we will use 
in the development of our method. 
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Actions the 
decision 
maker 
can take 
Consequences [ Utilities 
Uncertain 
events which 
may occur 
Figure 5.1: The key elements involved in a decision analysis. 
5.2 Decision theory 
As we will never know the true state of a site at every point, we have to make 
decisions between remedial options with some uncertainty. As Lindley discusses 
in [59], we cannot eliminate the need for decision makers, only provide them with 
tools to help quantify their beliefs and aid rational decision making. If we can list the 
possible decisions and consequences, and assign probabilities to these consequences, 
then we can calculate the expected value of taking any particular decision. This 
is the reason we spent time building a detailed statistical model in Chapter 3, to 
incorporate as much information from the desk study and experts as possible. In 
order to make these decisions comparable we assign utility values to the possible 
outcomes. 
For a comprehensive overview of decision theory, [?,32] introduce and describe 
the key principles in detail. The structure of decision theory breaks down into the 
elements shown in Figure 5.1. We then search over all actions to maximise utility 
and so the decision function will map the probability space to an optimal action. 
Making one remediation decision for the whole site, based on one summary 
statistic, is an unrealistic set-up. In the current practice, if a small zone warrants 
further investigation, as determined by the results of the MVT or other test, then 
the investigator will go back to the site and attempt to delineate the extent of the 
contamination in order to determine the area which requires treatment. 
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We will need to decide at what scale we would like to make our decisions. There 
are several options which we can consider. We would like to make the correct 
decision for every single particle of soil on the site. While this is impossible, we can 
do our best within the computational constraints to achieve a version of this. If we 
place a grid over the site, we can consider making a decision regarding remediation 
at each of the grid points, and sum over these points to obtain an expected cost 
of remediation for the site. This grid can be as coarse or fine as necessary in the 
view of the decision maker (DM), within the computational and time constraints. 
Figure 5.3, gives an example of such a map. 
Each inference grid point s is the centre of the "remediation unit" (or spatial 
unit as defined in [78]), and the decision selected will be for that whole remediation 
unit. We will sum over the n/ inference points to obtain the total expected loss 
for the site. The probability we calculate for each point s will be treated as being 
representative of the related remediation unit. 
In general we shall use a regular grid for this, so the remediation units are all 
the same size, and we can determine the losses for each remediation unit with ease. 
Therefore the losses per grid square will change if a different density of grid is se-
lected. We could integrate over each remediation unit to obtain an exact probability 
for the area. However, our approximation will be computationally much faster. 
An alternative could be to make a decision for each averaging area as defined 
in [21], or to make a decision within each of the zones chosen by the expert in the 
prior specification. 
The placement of the inference points may lead to undesirable features. For 
example, in Figure 5.3, the outermost inference points are on the site boundary, and 
so the remediation units around these points extend beyond the boundary. That 
is, having inference points on the site boundary leads to uneven remediation units 
within the site area. This is not a huge problem as the results obtained will not 
form a strict plan for remediation which must be followed. Rather, an indication 
of what decision is taken at each point will guide the DM in creating an effective 
remediation plan. 
We will have to consider all possible consequences of the potential decisions, in 
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order to determine how we rank them in preference. We will have to ensure that the 
outcomes we specify are measurable by an available criterion. We could use the value 
of the predictive mean, expected maximum value or some other value of interest. As 
long as we always use the same criterion, the expected values will be comparable. In 
our set up, the outcomes are determined by the posterior probability of exceeding 
the relevant critical value, where we may have a number of critical values depending 
on the number of possible decisions. We will discuss such decision problems in more 
detail in the example of Section 5.5. 
5.2.1 Decision alternatives 
Initially we are looking at the situation where we have completed sampling, and 
have to make an immediate decision for each inference point, from the alternatives 
which were discussed in Section 2.3.1: 
• No remediation or MNA. This method may be implemented in several ways, 
as no remediation does not necessarily mean no action is taken. Monitoring 
of the site may be one option, or a change in the way the site is used may 
decrease the risk to human health. The cost of this option may be non-zero. 
• In-situ remediation. There are several different types of in-situ remediation, 
and, as well as the cost and efficacy of each method, other factors may be 
relevant in judging how desirable the option is, such as time to implement, long 
term capacity for preventing further contamination or potential for transfer of 
SPOSH to other receptors associated with a remediation technology. 
• Ex-situ remediation. The same factors must be considered as for in-situ reme-
diation. 
• A combination of these may be required, as we shall see when we extend 
the decision analysis to cover multiple contaminants. For example, if we have 
remedial options for the treatment of organics and metals, the optimal decision 
may be to implement two types of remediation at a location to deal with both 
contaminants. If we can find a remedial alternative which is cheaper, and can 
5.2. Decision theory 141 
effectively treat both contaminants of interest, this should be included in the 
decision analysis. 
Outcomes 
In order to consider whether the implementation of a decision will be beneficial, and 
to compare decisions, we must be able to describe and quantify the consequences of 
these actions. At the most basic level, any decision we take can be assumed to be a 
success, or a failure. Once we have decided how we shall measure the success of an 
option, we also need to attach a cost (not necessarily financial) to describe the effect 
and impact of this outcome. The next sections will introduce a coherent framework 
for the quantitative description, and comparison of, these outcomes. 
5.2.2 Loss and Utility 
The actual loss associated with taking a particular action will depend on the true 
state of the site, although we do not know this (or we would be making decisions 
under certainty), and so we consider the expected loss for each decision d. 
I t is important to present the output of the decision analysis in a form that 
is interpretable for DMs, and it should be straightforward to compare different 
decisions or sampling locations. This can be achieved by measuring the performance 
of a design in terms of its expected utility. Lindley [59] describes utility as: "Utility 
is a number measuring the attractiveness of a consequence - the higher the utility, 
the more desirable the consequence . . . " . 
The analysis of the problem at each point now takes the following steps, as given 
by Lindley [59] 
• List possible decisions {d\, &i, • •. dn) 
• List the uncertain outcomes (Oi. O2, • • • Om) 
• Assign probabilities p(0 [), p(02),. .. p(Om) 
• Assign utilities u(di, Oj) 
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• Choose decision d* to maximise expected utility, by calculating • u(di, Oj)p(Oj) 
for each dj 
This is constructed in terms of a discrete situation. However, the idea extends to 
the continuous case in a natural way as we shall see in later sections. 
We would like to choose the decision which maximises expected utility, or equiv-
alently to minimise expected loss, provided that loss is measured on a utility scale. 
We may for example, convert all losses to money equivalents and then money can 
be converted to the utility scale [59]. From here on we will use loss, and so we aim 
to minimise loss. 
The expected loss at a single inference point 5, incurred by taking decision d, 
given initial observed data1 y is 
E[L{Os,d)\v\ = L ( 0 l i S , d ) p { O l > a I y)+L{02,s,d)p(02,a \ y)+. • - + L ( O m , s , d ) p ( O m , s \ y) 
(5.1) 
where the expectation is taken over all possible outcomes Oi S, i = 1 . . . m for each 
inference point, s. The optimal decision d*s(y) for each point is the decision which 
incurs the minimum expected loss, 
mm E \L(Os, d)\y] = E\L(Os,d's(y))\y) = M s { y ) (5.2) 
d 
where we minimise over the set of possible decisions d € T> 
We calculate this for each inference point, and sum over the inference grid to 
give the total expected loss for the site C(y) = -Ms(y)- When assigning a loss 
value for remediation or failure, we must bear in mind that for this set up it will 
refer to a single remediation unit as determined by the inference grid. 
The specification of loss functions is again subjective, and will depend on the 
beliefs and attitude towards risks of the DM. Some aspects of the consequences will 
be treated as fixed, such as the financial cost of remediation, and an estimate of the 
cost of failure. 
' t he notat ion y w i l l be used throughout this chapter to refer t o the in i t i a l data i/(x) for notat ional 
convenience. 
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These loss functions can be made as basic or complex as the DM wishes, as 
long as they are on a valid utility scale for the DM. We may specify loss functions 
which are a function of the "actual" contamination level at a point. For example, 
a failure cost may be an increasing function of the contamination level over the 
critical value, bounded at some point beyond which the impact of failure is judged 
to be the maximum possible. It may also be judged that different locations can 
have different consequences, and therefore different losses. This would be a way to 
account for the existence of complete S-P-R chains on the site, by assigning a higher 
failure cost in zones where a receptor is more likely or able to come into contact with 
contaminants. We will look in detail at more complex loss functions as we introduce 
further examples in this chapter. 
5.2.3 Construction of utility functions 
Utility functions may be used to demonstrate an individual's attitude to financial 
gain, that is whether they are risk averse or risk prone [32], or possibly risk neutral. 
The utility for money is usually decreasing and bounded. It is intuitive that a 
decision resulting in a higher financial return will have a higher utility than a decision 
offering a lower return. However, this relationship is not linear. As more money is 
obtained the attitude to financial gain will change, and an individual will become 
increasingly indifferent between two returns which are both very large compared to 
the current wealth and needs of the individual [4]. 
Utility theory also enables a DM to consider non-financial factors. This is useful 
in the case of contaminated land investigation as we have many potential positive 
and negative consequences to weigh up. The construction of a utility function in 
reality will involve a number of factors, known as the attributes or dimensions of 
the utility. These are determined subjectively through discussion with all relevant 
stakeholders, and the different factors can be weighted by importance accordingly. 
For example, in the previous section, the utilities could be divided into utility for 
money, and utility for time. 
Two attributes are defined as utility independent if the following holds. X is 
utility independent of Y if preferences between all gambles with varying X and fixed 
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Y do not depend on the fixed value of Y. If X is utility independent of Y. and Y is 
utility independent of X, then X and Y are said to be mutually utility independent. 
This extends to many attributes, and is a feature which allows us to combine utility 
functions. Multiattribute utility theory is covered in detail in [56]. 
Mutually utility independent utility functions may be combined using either an 
additive or multiplicative form. In our work we choose to use the additive form, 
and standardise the partial utility functions to a [0,1] scale. For example, for the 
attributes money m, and time t, we construct U(m, t) — aU(m)+bU(t). As discussed 
later, we will weight partial utilities according to importance, as judged by the 
decision makers, where the weights sum to 1. As we are working with negative 
utility in the form of loss, we will now consider partial loss functions specified on 
a [0,1] scale, where 1 is the worst, and 0 is the best. This [0,1] scaling allows for 
comparision between attributes. 
Some of the possible factors which could be included for the case of soil remedi-
ation are discussed in [78], and include: 
Possible attributes for multiattribute loss functions 
• Human health. Depending on the associated decision, this could be a fixed 
loss of zero independent of contamination levels, if for example a remediation 
method is successful for any amount of contamination. It could be a value 
increasing above some threshold with the amount of "actual" contamination 
in the ground if the decision does not adequately deal with levels above said 
threshold. Or, if the associated decision is to take no action it would be a 
function increasing to a predetermined upper bound of 1, above which all 
levels of contamination are deemed equally damaging to human health. Some 
methods will deal with contamination more effectively than others, which will 
be reflected in this factor. 
• Ecological receptors also require consideration during a site investigation, and 
we may wish to include a separate loss function for the negative effects in 
cases of particular ecological interest, i.e. a designated site of special scientific 
interest (SSSI). 
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• Remediation and failure costs (financial). This factor takes into account ac-
tual monetary losses, associated with implementing a remediation method, or 
alternatively the cost of dealing with contamination when a "failure" is en-
countered. For the no-action decision, this will be a loss of 0 when the actual 
contamination levels are below the relevant critical value. However it will in-
crease markedly with contamination over the critical value. Some methods 
will be cheaper than others, which is reflected in this factor. 
• Other factors may include time (until land can satisfactorily be deemed "clean"), 
productivity of land and future market value of land, health and safety risk 
to site workers (in investigation and remediation period). The cost of failure 
may further be broken down into factors such as lost business through damage 
to reputation, or legal costs arising from receptors who have been exposed. 
This may be useful in helping the expert build a realistic cost structure, by 
thinking about all the ways a loss can be incurred. 
5.3 Bayesian Decision Analysis 
We combine the updated contamination model with a decision theoretic approach, 
in order to make effective decisions when the state of the land is not fully known. 
We require the posterior predictive distributions for contamination levels, which is 
where we use the updated probability distributions described in Chapter 3. This 
process will now comprise of the following steps, as outlined in [17]. 
• Assume prior model for the spatial distribution of contaminants. 
• Collect data, update beliefs, and perform diagnostic checks on the model spec-
ification to ensure we will obtain sensible results. 
• Choose decision to minimise expected loss (expectation taken with respect to 
current posterior). 
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5.3.1 Losses associated with contaminated land investiga-
tion 
In order to calculate the total expected loss associated with a sampling design, we 
must first divide the loss into the three separate factors. First we have the loss 
incurred by collecting the samples from the site. This value will be influential in 
deciding how many samples we can take. If the cost of sampling is prohibitively high, 
then it may never be beneficial to collect any samples. Equivalently, if remediation 
is free and always successful then we will always remediate. But these are trivial 
decisions, and we will not usually encounter such simple cases. We can split the 
sampling cost further into an initial setup cost, Linit (i.e. the hiring of equipment 
and the cost of staff), and then an incremental cost, LincT per individual sampling 
location. We will label the sampling cost Ls = Linu + n p x Lincr, for a sampling 
design with nc locations. 
We will also have a loss, L^, associated with implementing each remedial option 
(potentially zero if we decide to take no remedial action), and an loss, Lj?, from 
failing to remediate when it is required. We may include a remedial option which 
can potentially fail. For example, suppose that method A can deal with all levels of 
contamination, but method B can only deal with "medium" contamination levels. So 
if we were to decide on method B when the contamination levels were in fact "high", 
we would incur both the cost of the remediation method LRB1 and a failure cost LFG. 
However, when a method is deemed to be suitable for a certain contaminant range, 
we will assume it is always successful, i.e. we do not perform any faulty remediation. 
(This is not always the case in practice. As seen in our case study, a previous 
remediation attempt was deemed to have failed. However, this may be due to an 
incorrect decision, whereby an inadequate level of remediation was undertaken given 
the true contaminant levels on site). 
These losses may not be strictly financial, and also may depend on the actual 
value of the contamination level rather than simply whether the contamination ex-
ceeds a critical value. Initially, we will consider a simple problem with fixed losses, 
and only two decisions. 
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5.3.2 Set up of the contamination decision problem 
We begin with a very simple example to demonstrate the approach. We will assume 
a location on a site can be classified as "contaminated" or "clean" only, and that 
we allow only two decisions, "remediate" or "no action". so there are four possible 
decision-outcome pairs. Then we have the set up of Table 5.1. The values given in 
the table are losses. Therefore we prefer smaller values. If we can assign probabilities 
to the outcomes as in the process outlined in Section 5.2.2. then we can describe 
the information from the table in a decision tree as shown in Figure 5.2, and we can 
solve the problem exactly. 
Contaminated Clean 
Remediate LR LR 
No action LF 0 
Table 5.1: Simple decision table with four possible consequences 
d ate R 
Q 
1 
p L to* R 
0 
P 
L 
Figure 5.2: Decision tree for two decision, two outcome problem with costs and 
probabilities attached 
For this set up, the most desirable situation would be when we do not undertake 
any remedial action and the site is clean. This is the most beneficial option as we 
do not have to spend any money (except possibly the cost of sample collection in 
order to make this decision), and there is no risk to human health. If the site is 
contaminated and we take no action there will be a cost incurred, Lp. which is the 
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most undesirable situation as we would have to remediate the land having discovered 
we made an erroneous decision. If Lf < LR then there is no problem to solve as 
the decision to take no action dominates the decision to remediate, so there is no 
outcome we could observe that would make remediation a preferable choice. 
While the decision to remediate when the land is actually clean is an unneccessary 
one, it will still cost the same as remediating when the land is contaminated, and 
so has the same loss value attached to it. 
In order to select the decision that minimises expected loss, we calculate the 
expected loss of each decision individually. Therefore, before looking at different 
candidate designs, we can identify the optimal decision strategy to implement im-
mediately, when no further sampling is to be undertaken. 
5.4 Expected loss for an immediate decision 
If we wish to make a decision with no further sampling, we can use the current 
posterior probability of exceeding the relevant critical value to determine the optimal 
decision. We have used the initial observations y and updated our beliefs. Following 
the steps outlined in Section 5.3, we have: 
• Listed the possible decisions, remediate or d,2, take no action 
• Listed the uncertain outcomes, that the site is contaminated (above the critical 
value) 0 i , or clean (below the critical value), 02 
• We can assign probabilities to these events using the posterior predictive dis-
tribution, p(Oi | y) and p(02 | y) 
• Assign loss values by looking at Table 5.1. 
• The final step is to choose the Bayes decision d*(y) for each inference point 
and sum over these points to give the total expected loss. 
To select the Bayes decision (the decision which minimises the expected loss) we 
compare the two possible decisions and decide either to remediate or leave a unit 
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dependent on min{£ [L(0S, d x ) | y], E [L(0S, d 2 ) \ y]} 
E[L{Os.d,) | y\ = L ( 0 M , d , ) p ( 0 l i S | y) + L ( 0 2 , s , ^ ( C ^ , I y) (5.3) 
= L ^ O M l ^ + M l - p ^ l y ) ) (5.4) 
= LR 
E [L(Os, da) I V\ = L(Ohs, d2)p(Ohs | y) + L ( 0 2 , 5 ) d2)p(02,s | y) 
= L F p ( 0 l i S | y ) (5.5) 
M s { y ) = min { L R , L F p ( O h s | y)} 
So the optimal decision is to remediate when the probability of the contamination 
exceeding the critical value at the point of interest is above the remediation cost 
divided by the failure cost. 
< ? ( » ) = I " ' i f p ( 0 ' < « ' ^ ,5.6) 
I d2 otherwise 
We make this assessment of an optimal decision and M.s{y) at each point on the 
inference grid and then sum to give the total expected loss C(y) = -Ms(y). We 
will also have a decision vector, giving the optimal decision at each location on the 
inference grid, which is used to plot the "remediation map", as shown in Figure 5.3. 
5.4.1 Example 
We will now consider the optimal decision procedure for the hypothetical site, for 
the data set A2, as in Section 3.6.2. We will use the same prior specification as in 
the example of Section 3.6.2, and use a regular square grid over the unit site as an 
inference grid. We will assign losses as shown in Table 5.2. 
Below CV Above CV 
Remediate 10 10 
Leave 0 50 
Table 5.2: Loss table for the simple hypothetical example 
So, from Equation (5.6), we see that at each inference point, the decision to 
remediate or take no action will depend on whether the posterior probability of 
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exceeding the critical value (CV) is above or below ^ = rj.2. We will assign a CV of 
10 in this example. We follow the procedure as outlined above, using code written 
in R. The result of the expected utility calculation gives a total expected loss C(y) 
of 156.35 for the whole site. The losses breakdown into 130 assigned to remediation 
costs, and the remaining 26.35 is the expected loss associated with failure when we 
decide not to remediate. Figure 5.3 shows the optimal decision at each inference 
location, and also the observation locations and values. As an example of how the 
procedure works, we also performed the calculation using a CV of 5, and separately 
a changed cost structure, to LR = 10, Lp = 20. The outcome of each of these 
calculations is depicted in Figure 5.4. The expected total losses in these cases were 
214.25 and 127.87 respectively. 
H Remedia te 
B Leave 
• Inference grid 
o Observat ions 
Figure 5.3: Remediation map for dataset A2, using regular 25 point inference grid, 
and CV of 10. with data and belief specification as in Section 3.6.1 
Now that we have considered the expected loss when we make a decision with 
no further sampling, we require the expected value of implementing a sampling 
scheme and then making a decision. We can compare the two resulting losses and 
determine whether sampling is beneficial, i.e. will it reduce expected losses or change 
the decision. 
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H R a m a d i a t . 
• I L a a v a 
i. infaramt and 
• Observations 
Figure 5.4: Demonstration of how altering values affects the decisions made at each 
inference point. Image on the left shows decision with lowered CV, and image on 
the right shows altered cost structure. 
5.5 Expected loss for a candidate design 
We will now consider the expected loss associated with the implementation of a 
particular candidate sampling design. There are an infinite number of potential 
grids we could place over a site, in order to take further samples and update beliefs 
regarding contaminant levels. Once we can assign a value to the worth of any 
one of these, we can search over a grid and compare expected losses to determine 
which points within the grid we should sample at in order to minimise the expected 
loss. We shall label a single design as 8, which is a specified set of new sampling 
locations, 5 = { x u , x 2 S , . . . , x n s S ) . Every design does not need to have the same 
number of points, and so rig will not necessarily be the same for every design. We 
label the set of all candidate designs as 0, where we start with a full grid, and 0. 
contains all possible subgrids of this. We will follow a similar procedure to that of 
calculating the expected loss when no further sampling is required. However, we nowT 
have to consider what we may see at the candidate locations, and how influential 
we believe the new data will be in helping us to make a decision. We will use the 
current posterior predictive distribution given any previously observed data in order 
to determine the probability distribution of the outcome at each inference point. 
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We can then look at the expected loss at that point having "observed" data at the 
candidate grid points and compare to the current decision and associated loss. 
Again, the optimal decision strategy wil l be the one that minimises expected 
loss. We must now take into account the cost of taking the samples, but also that 
we do not have the actual observations at the candidate points, only probabilistic 
statements regarding what we may expect to see. To perform the ful l expected loss 
calculation, we would need to solve a large decision tree using backward induction. 
Figure 5.5 demonstrates the form of the tree. The dashed steps indicate that there 
are many branches, dependent on the number of decisions, outcomes and sampling 
designs. Also, for this set up, at the blue decision node we assume that after 
implementing a candidate design we make a decision. In reality we could carry 
on wi th any number of stages of sampling until we have enough information to 
make a "reliable" decision. The backward induction step required to solve this 
tree is computationally very expensive. Therefore, we wil l describe a simulation 
based approach to the fu l l calculation. We use our updated beliefs, which were 
obtained using the init ial dataset, to draw repeatedly f rom the posterior predictive 
distribution for the candidate sampling locations. We update our beliefs wi th each 
set of simulated values as if they were actual observations, and consider the resulting 
optimal decisions over the inference grid. 
To calculate the expected loss at each inference point, for a candidate design 8, we 
now have two sets of data: y are the observed initial observations, ys are the obser-
vations for the candidate design. We take n s i m draws, y j , y f , • • •, y ^ s i m , f rom the cur-
rent posterior predictive distribution for ys to obtain values y\ ={y}l,y}2y • • • iVlng) 
for each simulation. For each draw i, we calculate, at each location s, 
MSii(y,yls) = m i n E [L{Os,d)\y,y\] , i = 1 . . . n s i m (5.7) 
a 
To determine the total expected loss for each inference point 5 we record the optimal 
decision and associated loss for each set of simulated observations, and average this 
loss. For a large number of simulations, this average wil l approximate the expected 
loss f rom observing sample ys and then choosing the optimal decision, namely 
j "ft-$ int 
M~,(y,ys) = (Ms,i(y,yi)) *E[M3(y,ys) \ y] (5.8) 
i=l 
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V ysi 
i i i 
Figure 5.5: Form of the ful l decision problem, demonstrating the infeasibility of 
performing backward induction. The solid line shows a single path through the 
tree. The dotted lines show one of the set of alternative paths, those that do not 
terminate at end nodes would continue as demonstrated by the relevant ful l path. 
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The sample variance of this sum may be used as a guide as to how many simulations 
are required so that the approximation in Equation (5.8) is good enough for practical 
purposes. Having done this calculation at each inference point we can sum over the 
grid to obtain the total expected loss for candidate design S. 
We can compare C(y, ys) + Ls wi th the expected cost of making a decision 
wi th no further sampling, C(y), to determine whether i t wi l l be beneficial to imple-
ment the sampling design or not. We can find the sampling variance of C(y, ys) = 
Var(A4 s (y , ys)) + 2 J2 Cov (Ms(y, ys),Mt(y, ys)) directly, and therefore ensure we 
have taken enough draws f rom the posterior predictive distribution for ys. That is, 
we judge that our estimate of C(y,ys) is good enough when the value of double 
the standard error 2SE(C(y, ys)) = 2 S E ^ £ i ^ ^ - is much smaller than the estimated 
difference between C{y,ys) + Ls and C(y) (the expected loss associated with an im-
mediate decision). In particular, we can consider for which zones on the site we are 
likely to change our decision; or that we may conclude that the difference between 
CiVil/s) + Ls and C(y) and is sufficiently small that there is no practical difference 
between the two values. 
The expected loss for the candidate design must include the sampling cost Ls 
(as introduced in Section 5.3.1), dependent on ns, the number of locations inspected 
in the candidate grid: 
Let d*(ys) represent the Bayes decision function over the inference grid, where we 
choose a decision from the set of all decisions d G V having observed the additional 
sample ys- In our hypothetical example, d*(ys) is a 25 vector for each ys, listing the 
optimal decision at each location for the simulated observations ys. The output of 
the calculation wil l also give the percentage of times each decision is chosen as a 
result of the update using simulated values. 
E x p e c t e d loss calculation for design 5 - procedure 
1. Update beliefs using init ial prior specification and original dataset. 
n, 7 7 / 
C{y, ys) = V] M.s{y, 2A5) ~ 2J E [M,{y, ys) \ y) (5.9) 
E [L(6)\ = C{y, ys) + LmU + nsLinCr 
Ls 
(5.10) 
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• initial observations 
+ Candidate grid 
O Inference grid 
Figure 5.6: Locations used in the calculation of the expected u t i l i ty of a specific 
candidate design. See Section 5.5.1 for further explanation 
2. Calculate the u t i l i ty of making a decision now by summing over each point in 
the "inference grid" as in Section 5.4. 
3. Simulate values yls of the candidate locations, using the current posterior pre-
dictive distribution. 
4. Use the simulated values, along wi th the original data to update the original 
beliefs. 
5. Use updated beliefs for simulated values to calculate Mi!S(y,y6i) and d*(ysi) 
for the i t h simulation and for each inference location s 
6. Repeat steps 3 to 5 many ( n s i m ) times, and check sample standard deviation 
to determine when the number of simulations taken is adequate. 
7. Evaluate the final expected loss using Equations (5.9) and (5.10). 
8. Compare the results of step 2 and 7 to determine whether i t would be beneficial 
to implement this candidate design. 
5.5. Expected loss for a candidate design 156 
5.5.1 Example 
We wil l now consider the simple set up for the hypothetical example in order to i l -
lustrate the methodology. We extend the problem to include three decisions in order 
to show how the analysis naturally extends to any number of decisions. Table 5.3 
shows the loss structure, and gives three outcomes. We have assigned losses in this 
example on a [0,1] scale, giving a loss of 1 to the worst outcome, and 0 to the best. 
In this case we have specified a set up whereby: 
• Remediation method 1 is more expensive than method 2, but always successful 
• Remediation method 2 is successful if the actual contaminant level is below 
CV2, and cheaper than method 1. However, i f the contaminant levels are above 
CV2 then the method fails and we have to pay the cost of the remediation 
as well as a failure cost which will be the loss associated with implementing 
remediation method 1. 
• The failure cost is somewhat unrealistic in this example, and tells us that 
if the actual contaminant level is between CV1 and CV2 then a loss of 0.6 
is incurred, and above this level a loss of 1 is incurred (the cost of dealing 
wi th the contamination as well as legal/social/health implications). While 
i t is reasonable to suggest that the cost of failure increases with the level 
of contamination, a discrete cut off as given should be viewed as a simple 
approximation to the aggregate effect of contamination levels on loss. 
Below CV1 C V l < V a l u e < C V 2 Above CV2 
Rem method 1 0.5 0.5 0.5 
Rem method 2 0.25 0.25 0.75 
Leave 0 0.6 1 
Table 5.3: Cost tables for the simple decision approach with 3 decisions 
The bold entries in Table 5.3 indicate the optimal decision for each potential out-
come, showing that each decision is preferable at some level of contamination. 
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Figure 5.7: Posterior predictive standard deviation following initial update to 
demonstrate where the areas of high uncertainty are, to guide selection of candi-
date designs for the next stage of sampling. 
Using the same prior information and observation set as in Section 5.4, now with 
a CV1 of 7 and a CV2 of 10. we calculate the total expected loss when we take 
no more sampling, and for the 25 point candidate herringbone grid depicted by the 
crosses in Figure 5.6. As well as the loss values, we require a sampling cost in order 
to account for the loss incurred by actually implementing the candidate design. We 
assign Linit = 0 and Lincr = 0.01. 
As well as the fu l l herringbone grid, we consider four possible candidate grids, 
each of 5 locations. These were chosen for a number of reasons. The posterior pre-
dictive uncertainty was considered, as was the spacing of points, both in relation to 
each other and to the init ial observations. Figure 5.7 shows the posterior predictive 
uncertainty over the grid following the init ial update, with the candidate points 
overlaid. The four grids compared are shown in Figure 5.8. 
In order to consider the amount of information obtained by implementing a " fu l l " 
expert prior specification wi th zonal parameters, we wi l l also calculate the expected 
loss for a "basic" prior structure. That is we wil l use the prior as specified by the 
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expert in Section 3.7.3, (Tables 3.15 and 3.17), which gives a fu l l zonal specification 
and a detailed weighted correlation structure. We wi l l also perform the calculation 
using a fixed value of 0 for the whole site, and only the specification of a, d, m and 
V , rather than mean and variance values that vary over the site. However, the basic 
structure wi l l allow for a linear trend on the mean. Finally, as we obtain considerable 
information from the ten init ial observations, we shall also perform the calculations 
for a subset of these values, the four locations shown in Figure 5.9. 
Table 5.4 details the options used for each case, and gives the expected loss for 
an immediate decision, along wi th the expected loss associated with the candidate 
design. We also see the number of simulations which were "required" for each de-
sign. This is the number of simulations that ran before the sampler was deemed 
"good enough", as determined by comparing the value of 2SEC(y,ys) wi th the dif-
ference between the immediate decision loss and the expected value of the candidate 
design. Figure 5.11 shows a plot of the standard error against the number of simu-
lations for each of the cases in Table 5.4. The code ran for up to 300 simulations, 
wi th a minimum of 50 before the stopping criterion was considered. This choice 
is for demonstration purposes, in practice more simulations would be run so that 
2SE(C(y, ys)) is not just below the difference we are comparing wi th but can further 
decrease to a minimum, and improve the inference and decision making process. 
Table 5.4 shows that in most cases approximately 50 simulations were sufficient. 
However, in cases 4 and 9 the calculation used all 300 simulations, and was still not 
"good enough". The calculated values for each case show a difference of 1~ 4 and 
0.05 respectively between an immediate decision and implementation of the design, 
meaning the standard error would effectively have to reach 0 to decide between the 
two alternatives wi th confidence. Running case 4 for 1000 simulations stil l gave a 
standard error of just over 0.005. However, wi th a difference of l - 4 in the expected 
values, it is likely that that particular sampling design would not be deemed worth-
while and so i t would not be neccessary to make a large number of simulations. 
The results of Table 5.4 tell us several things: 
• For cases 11-15, w i th the subset of four init ial observations as shown in Fig-
Case Type of prior Ini t obs Cand grid Imm dec loss Value of Cand design Improvement Num sims "required" 
Case 1 Full A l l Full her 7.36 6.65 0.71 51 
Case 2 Full A l l Grid 1 7.36 7.01 0.35 51 
Case 3 Full A l l Grid 2 7.36 7.19 0.17 51 
Case 4 Full A l l Grid 3 7.36 7.36 0.00 300 
Case 5 Full A l l Grid 4 7.36 6.80 0.56 51 
Case 6 Basic A l l Full her 7.88 7.39 0.49 51 
Case 7 Basic A l l Grid 1 7.88 7.56 0.32 51 
Case 8 Basic A l l Grid 2 7.88 7.59 0.29 51 
Case 9 Basic A l l Grid 3 7.88 7.83 0.05 300 
Case 10 Basic A l l Grid 4 7.88 7.45 0.43 51 
Case 11 Basic Subset Full her 10.11 8.81 1.30 51 
Case 12 Basic Subset Grid 1 10.11 9.34 0.77 51 
Case 13 Basic Subset Grid 2 10.11 9.05 1.06 51 
Case 14 Basic Subset Grid 3 10.11 9.58 0.53 51 
Case 15 Basic Subset Grid 4 10.11 8.96 1.15 51 
Case 16 Full Subset Full her 6.91 6.49 0.42 51 
Case 17 Full Subset Grid 1 6.91 6.63 0.28 51 
Case 18 Full Subset Grid 2 6.91 6.71 0.20 51 
Case 19 Full Subset Grid 3 6.91 6.63 0.28 51 
Case 20 Full Subset Grid 4 6.91 6.49 0.42 51 
Table 5.4: Expected losses for immediate decision and candidate designs in a number of alternative set ups 
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Figure 5.8: The locations of the four candidate grids as used in Example 5.5.1 
ure 5.9, we see a larger improvement than for the equivalent cases wi th the 
ful l initial observation set. This reflects the fact that we have less informa-
tion to begin wi th when we use the basic prior, and so we can learn more by 
taking samples. There wi l l come a point at which we cannot obtain any extra 
information by continuing to add sample points. 
• W i t h all the init ial observations included, grid 3 offers a very small improve-
ment on the immediate decision loss compared wi th the alternative candidates. 
This is likely to be due to the fact that the five candidate points are in the 
blue, low uncertainty zone (as shown in Figure 5.7), and so we cannot learn a 
great deal more by sampling in these zones. 
• When the points are spread out from each other and from the initial observa-
tions, and are in higher uncertainty zones (such as in grid 4), we see a better 
improvement. 
• The fu l l design beats or matches the other four grids for each set up. showing 
that there is still a considerable amount of information available in the site. 
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Figure 5.9: Locations of the initial dataset used for the example, wi th fewer obser-
vations example circled in green 
However, sampling is quite cheap, if we were to increase the sampling cost 
then the four 5 point grids would become a better option. For example, if the 
sampling cost increased from 0.01 to 0.03 per sample in cases 1-5, then the 
improvement for case 1 is reduced to 0.21. and the improvement for case 2 is 
reduced to 0.25, thus becoming preferable. 
We can report the proportion of times we change the decision from that of the 
immediate decision calculation as a result of the simulated values in order to assess 
where the decision is changing most frequently. This is depicted by Figure 5.10, 
for Case 1 of Table 5.4. We see that for 10 of the 25 inference locations, we have a 
decision which is frequently changing as a result of the simulated values we "observe1'. 
This shows the zones where we are most uncertain about the contamination status, 
intuitively these points are all on the boundary between "decision areas". We also 
give a breakdown of the decisions taken, in table form in the computer output, to 
allow for a detailed depiction of the results. For the D M to judge the actual benefit, 
these standardised loss values can be translated back into monetary terms (we shall 
consider this for the real case study of Chapter 7, when we have real figures). 
If factors such as the correlation lengths, or prior beliefs were altered, then the 
expected losses calculated would be affected, showing that the careful consideration 
of model parameters is not only important at the predictive stage, but is carried 
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Location Imm dec Prop d\ Prop do Prop d3 
1 d3 0 0.059 0.941 
2 d3 0 0 1 
3 d3 0 0 1 
4 d3 0 0 1 
5 d. 0 0 1 
6 d3 0 0.137 0.863 
7 d3 0 0.039 0.961 
8 d3 0 0 1 
9 d3 0 0 1 
10 d 3 0 0 1 
11 d2 0.432 0.529 0.039 
12 d2 0.217 0.667 0.118 
13 d2 0.078 0.667 0.255 
14 d3 0.020 0.255 0.725 
15 d3 0 0.235 0.765 
16 dl 1 0 0 
17 di 1 0 0 
18 di 1 0 0 
19 di 0.412 0.588 0 
20 d2 0.216 0.510 0.274 
21 di 1 0 0 
22 di 1 0 0 
23 di 1 0 0 
24 d 2 0.353 0.647 0 
25 d2 0.314 0.490 0.196 
Table 5.5: Immediate decision, compared with the proportion of time each decision 
was made in the simulation calculation for Case 1 
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Immediate decis ion Most frequent decision taken alter candidate design 
I Rem 1 
| Rem 2 
I Leave 
0 Frequently changing 
Figure 5.10: Depiction of the decisions taken for Case 1. Left image shows the 
decision chosen at each inference point for an immediate decision. The image on 
the right shows the most frequently taken decision when the candidate design is 
implemented. The blue locations represent those that take an alternative decision 
to the most frequently selected for more than 10% of the simulations 
through to the decision and sample selection stages. Also if the cost of sampling 
were to increase, i t would quickly become less beneficial to take more samples. For 
example, i f we double the incremental cost of a sample in terms of our loss set up 
from 0.01 to 0.02, then for the 25 point herringbone grid the expected loss for the 
design increases by 0.25, and then the loss associated wi th taking an immediate 
decision is smaller for many of the cases in Table 5.4. This would lead to fewer 
samples being taken, as shall be demonstrated in the next chapter. 
Possible approximate evaulation of expected loss 
A fast alternative to the simulation approach is to use the current posterior pre-
dictive mean values only. That is, we update our beliefs wi th the init ial data, and 
then use the posterior predictive mean for each candidate location as if i t were the 
actual observation. This does not allow for extreme values which may arise when 
taking repeated draws from the posterior, but it wall give an indication of the lo-
cations where uncertainty may be reduced, perhaps in order to select a small set 
of candidate designs for a fu l l simulation calculation from a much larger original 
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Figure 5.11: Value of twice the sample standard error for the expected loss calculation for each case covered in Example 5.5.1 
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Case Cand des value, fu l l method Approx method value 
1 6.65 5.67 
2 7.01 6.48 
3 7.19 6.66 
4 7.36 6.79 
5 6.80 6.41 
6 7.39 5.52 
7 7.56 6.71 
8 7.59 6.71 
9 7.83 6.95 
10 7.45 6.52 
11 8.81 6.23 
12 9.34 7.93 
13 9.05 7.42 
14 9.58 7.88 
15 8.96 7.37 
16 6.49 6.00 
17 6.63 6.14 
18 6.71 6.24 
19 6.63 6.16 
20 6.49 6.09 
Table 5.6: Candidate design value using the approximate method 
number of candidates. Table 5.6 gives the results for the approximate calculation, 
in comparison to the values obtained in Table 5.4 using the fu l l simulation method. 
While the approximation gives consistently lower values, the ordering of designs by 
lowest expected loss remains much the same, and could be used as a quick screening 
to remove poor candidates. However, this should be done wi th caution as it does 
not fu l ly take into account the uncertainty levels at each location. The method is 
much faster tha,n the fu l l expected loss calculation as no simulations are required, 
it is simply assumed that the predictive mean at a location is the actual observed 
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value. 
5.6 Expanding the basic set up 
Now that we have considered a simple set up for any number of decisions, we ex-
pand the methodology to include more realistic loss functions. We also require an 
approach to deal wi th decision making when multiple contaminants are involved, 
whether they be independent or related. 
5.6.1 More complex loss functions 
I f the expert would prefer to describe the loss as a function of the contaminant level, 
the problem becomes more complicated. We can no longer f ind the probability of 
a particular outcome and mult iply i t by the associated loss. Rather we are in a 
continuous situation where we wi l l have to integrate over the range of contamination 
in order to find the expected loss associated wi th each decision d^. 
We can approximate this integral, using Monte Carlo integration methods [50]. We 
now simulate from the current posterior predictive distribution for the inference 
grid given the sample values on the candidate grid, as we require an estimation 
of what wi l l occur at the inference points given the update using the candidate 
"observations". 
The overall calculation of the expected loss for a design wi l l follow the same 
procedure outlined in Section 5.5. However, at step 5 the calculation wil l require 
an approximation to determine the expected loss for decisions when the loss is a 
function of the contamination. The steps required for the approximation are: 
1. Take K draws from the posterior predictive distribution for the inference grid 
2. For each inference point, select only the k draws which lie in the boundaries of 
the integral we are approximating, i.e. between CV1 and CV2 for the integral 
shown below (Equation (5.12)). 
C O 
[L(0,di)\y]= f 
Jo 
p(y(xp)\y)L(y(xp),d1)dy(xp) (5.11) 
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3. For these draws, calculate the value of the loss function for each of the k values 
4. Sum these k values and divide by the total number of simulations K to obtain 
an estimator of the integral. 
This procedure wi l l very quickly become time consuming, as for each set of simula-
tions for the candidate grid, we must draw a number of simulations from the inference 
grid in order to approximate these integrals. We can consider the efficiency of the 
method by monitoring the behaviour of the expected value and standard deviation of 
the approximation in order to ascertain when the approximation is "good enough". 
We further explain the method wi th the use of an example in the next subsection. 
5.6.2 Example for multiattribute set up 
I f we wish to consider many factors for the decision analysis, then we can use a mul-
t iat tr ibute approach as introduced in Section 5.2.2. For the hypothetical example, 
we shall look at a combination of two ut i l i ty attributes, cost and human health im-
pact; and three decisions, ex-situ (r i i ) , in-situ {do), or no action (di). There are two 
critical values in this case, as in the example of Section 5.5.1, although, as we are 
not using fixed losses, we require a th i rd value, which we call the upper bound, UB. 
A l l loss functions must be bounded which is why we require the upper bound value 
to be specified as well as the relevant critical values. For the cost case we assume 
a discrete set up whereby there is a particular cost dependent on the classification 
of the contamination as low, medium or high. The highest loss value for the cost 
attribute is assigned to do. when the actual contamination level is above CV2. This 
is a worse scenario than if we take no action and the y ( x p ) is above CV2 because 
we have to pay for two sets of remediation (the init ial , unsuccessful method, and 
the alternative method to deal wi th the actual levels of contamination). The loss 
function for human health is given as a continuous function of the contamination 
level, this is why we require the approximation method described in the previous 
section. 
L{y{x!>)k,dx). 
cv 
cvi 
2 i 
p(y(2?) | y)L(y(xn,dt)dy(xp) ~ JT J2 Livi^ d< (5.12) 
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Cost Human Health 
0.6 0 
d2 
J 0.4 if y(xp) < CV2 
1 1 otherwise 
< 
0 if y{xf) < CV2 
0.5 otherwise 
[ 0 if y{xP) < CVl 
I 0.4 if CVl < y(xP) < CV2 
1 0.6 otherwise 
ifv{x')<CV2 
1 1 otherwise 
Table 5.7: Loss table for three decision, two attribute set up 
We have specified these partial loss functions on a [0,1] scale in order to ensure 
that we can combine them in a sensible way. We require a weighting on the impor-
tance of the two factors. The weights we assign for this example are cost | , and 
health | . These weights tell us that the D M considers the cost factor to be twice as 
important as health. This is likely to be the view of a site investigator who is keen 
to save as much money as possible, but at offers a compromise to the interests of the 
end users of the site and the EA by including a non-financial factor into the analysis. 
These loss values are assigned by giving a value of 1 to the worst consequence, 0 to 
the best, and scaling the values in-between to be representative of the desirability 
of the outcome. 
Figure 5.12 shows the overall loss function when we combine the information 
given in Table 5.7 wi th the weights | and | . We see that each decision is the optimal 
choice at some value of contamination. We could combine the loss attributes in any 
number of different ways. For example, Figure 5.13 shows how the loss function 
changes as the importance shifts f rom cost to health. We perform the calculation 
for the same 20 cases used in the example of Section 5.5.1 (using 500 simulations 
for the integration approximation), obtaining the results shown in Table 5.8. 
We can also run the analysis for the alternative weights as shown in Figure 5.13, 
the results are shown in Table 5.9 for case 1. This shows the importance of carefully 
considering the assignment of loss functions, as the values obtained are very varied. 
The result for the second option, where only the health loss is taken into account, 
Case Type of prior In i t obs Cand grid Imm dec loss Value od Cand design Improvement Num sims "required" 
Case 1 Full A l l Full her 5.69 5.53 0.16 51 
Case 2 Full A l l Grid 1 5.69 5.67 0.02 300 
Case 3 Full A l l Grid 2 5.69 5.75 -0.06 51 
Case 4 Full A l l Grid 3 5.69 5.78 -0.09 51 
Case 5 Full A l l Grid 4 5.69 5.59 0.10 51 
Case 6 Basic A l l Full her 5.54 5.51 0.03 226 
Case 7 Basic A l l Grid 1 5.54 5.51 0.03 300 
Case 8 Basic A l l Grid 2 5.54 5.62 -0.08 186 
Case 9 Basic A l l Grid 3 5.54 5.56 -0.02 258 
Case 10 Basic A l l Grid 4 5.54 5.42 0.12 105 
Case 11 Basic Subset Full her 6.29 6.13 0.09 300 
Case 12 Basic Subset Grid 1 6.29 6.02 0.27 51 
Case 13 Basic Subset Grid 2 6.29 6.35 -0.06 300 
Case 14 Basic Subset Grid 3 6.29 6.28 0.01 300 
Case 15 Basic Subset Grid 4 6.29 6.20 0.09 65 
Case 16 Full Subset Full her 5.63 5.61 0.02 59 
Case 17 Full Subset Grid 1 5.63 5.57 0.06 53 
Case 18 Full Subset Grid 2 5.63 5.64 -0.01 300 
Case 19 Full Subset Grid 3 5.63 5.60 0.03 63 
Case 20 Full Subset Grid 4 5.63 5.55 0.08 51 
Table 5.8: Expected losses for immediate decision and candidate designs in a number of alternative set ups for the multiattr ibute 
loss set up 
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Cost weight Health weight Immediate dec. Cand design 
1 0 6.65 6.81 
0 1 0 0.25 
0.25 0.75 2.76 2.82 
0.85 0.15 6.290 6.49 
Table 5.9: Expected loss values for case 1, using different weightings of the two loss 
attributes 
is intuitive and would not require a decision analysis. I f there is no cost element we 
would always make the decision that gave no detrimental health impact regardless 
of the contamination levels. 
3 
_ - — "* 
L(d1) 
L(d2) 
L(d3) 
0 tO » SO 40 
Figure 5.12: Combined loss functions for each of the three decision alternatives. 
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Figure 5.13: Effect of altering the weightings for the overall loss function 
5.7 Decisions when multiple contaminants are in-
volved 
We have covered a number of loss set-ups when making remediation decisions for a 
single contaminant, but as in Chapter 3, i t is likely that we wil l have more than one 
contaminant of interest on a site. We now consider an approach for the evaluation 
of the expected loss when multiple contaminants are to be considered. 
5.7.1 Simple set up w i t h numerical example 
Initially, we wil l briefly consider the simplest possible set up with a numerical ex-
ample. The simplest multiple contaminant decision is the two contaminant, two 
decision case. As in the set up of Section 5.3.2 we shall assume that each contami-
nant can be deemed "clean" or "contaminated" at each inference location, and that 
at each point we can choose to remediate or take no action. As we have two con-
taminants, and a discrete loss set up, we have a loss table as shown in Table 5.10. 
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A represents contaminant A exceeding the critical value (contaminated), and A de-
notes that contaminant A is below the critical value (clean). Figure 5.14 gives a 
depiction of the possible consequences, wi th losses and probabilities attached. We 
see from the decision tree how quickly branches wil l be added, increasing the com-
putational load as decisions or contaminants are added. This demonstrates why a 
discrete approach wi l l become quickly complicated. Even if we assume only two 
possible outcomes, contaminated or clean, then we must consider 2n consequences 
for each decision, when we have n contaminants. For now, we wi l l assume indepen-
dence of contaminants, which allows us to calculate probabilities of outcomes as the 
product of the relevant probabilities for each contaminant. 
AnC AnC AnC AnC 
Rem 10 10 10 10 
Leave 45 30 15 0 
Table 5.10: Simple two contaminant, two decision loss table 
The two contaminants we wi l l use for this example are A (dataset A2) and C, as 
used in the modelling examples of Chapter 3. We shall use the prior specifications 
of Section 3.7.3. 
We choose to assign a single remediation cost for this example, so remediation 
is always successful and doesn't depend on the actual state of the site and how 
contaminated i t is. The choice of failure costs wi l l be dependent on the particular 
contaminants and the views of the expert. In this case we assign a failure cost of 45 
if both contaminants are above the critical value and we do not remediate. This is 
the sum of the individual failure costs (30 and 15), and the validity of such a set up 
which wil l have to be considered in some detail by the expert. The applicability of 
an additive loss criterion wi l l depend on the cumulative effects of multiple failures. 
This wil l be determined both by the expert and the available guidance. 
In this set up we assume that contaminant A has higher adverse effects at levels 
over its critical value than contaminant C does, and therefore a greater failure cost. 
This is a complex issue and would be determined subjectively by the expert based on 
the scientific information available for each contaminant of interest. We wil l consider 
5.7. Decisions when multiple contaminants are involved 173 
10 
G 
10 C 
V 
10 
^y 6 
10 
45 
4i 0 o 
o 
30 
C 
H4) He) 15 
-v. 
y 
o 
Figure 5.14: Decision tree for simple two contaminant problem, wi th costs and 
probabilities attached 
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a more detailed cost analysis when dealing wi th the real set up of Chapter 7. 
We now perform the same steps as outlined in Section 5.5, but now wi th four 
outcomes to consider. Figure 5.15 shows the results of the calculation, for contami-
nant A only, contaminant C only, and the multiple decision calculation. We use the 
25 point regular inference grid, and the 25 point herringbone grid as the candidate 
design. We see that the multiple contaminant calculation has picked the locations 
where we expect remediation to be necessary for either contaminant, or both. This 
is an intuitive outcome wi th an equally weighted loss set up. We wil l consider loss 
specifications which lead to different decisions for the three contaminant example 
of the next section. Table 5.11 gives the expected losses, for both the immediate 
decision, and the expected loss from implementing the 25 point candidate grid. The 
third row of the table shows the effect obtained f rom running the multiple decision 
analysis. For comparison, the fourth row shows the effect of performing the calcula-
tions individually and then combining the results, where we have taken into account 
the costs of remediation which are duplicated. That is, for the immediate decision 
value, the four th row is the sum of row one and two, minus the cost of remediating 
the seven locations for C which are also remediated for contaminant A. The blue 
circles again show the zones where we changed our decision for more than 10% of 
the simulations. 
Essentially the multiple contaminant set up is no more complicated than for 
a single contaminant, just more computationally intensive as we have to calculate 
more probabilities and losses, and combine them. The difficult part of a multiple 
contaminant analysis is at the modelling stage, and in Chapter 3 we found that 
in most cases i t is computationally faster to perform individual single updates and 
combine the results. I f we prefer to use the joint update and run the M C M C 
sampler, we can use the samples to calculate the losses and simulate for the candidate 
locations, and then use the closed update as a quick way to evaluate the value of 
the design. We wish to retain as much computational efficiency as possible in order 
to quickly search between designs in the next chapter. 
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Figure 5.15: Results of the multiple contaminant expected loss calculation. The 
two left figures show the decision taken when we analyse for contaminant A only. 
The middle figures show contaminant C only, and the right figures show the result 
for the multiple calculation for both contaminants. The black area is where the 
optimal decision is remediation, and red is to leave. The bottom three figures 
display the decision that was selected most frequently at each location as a result 
of the simulations. The blue dots show those locations where a different decision to 
the displayed colour was taken for more than 10% of the simulations. 
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Case Imm dec Cand design 
A 172.68 126.73 
C 162.11 129.32 
M u l t i 208.38 176.65 
AnC 274.79 209.05 
Table 5.11: Expected loss values for the three calculations depicted in Figure 5.15. 
The AnC values sum the expected loss obtained using the individual calculations 
for contaminant A and C, where we subtract the cost of remediation which is du-
plicated. This demonstrates the difference between a multiple contaminant decision 
calculation, and the summing of individual decision analyses. 
5.7.2 Extension to more complicated loss functions 
The discrete set up of the previous section wi l l quickly become complicated as we 
increase the number of contaminants and decisions, and so we always prefer to work 
wi th continuous loss functions. While the use of continuous loss functions requires 
some more thought from the expert, i t allows a much richer description of the 
consequences and so is preferred to a discrete set-up. We use a three contaminant 
set-up, as this can be extended to any number of contaminants as necessary. We 
wil l assume the three contaminants we consider are all metals or all organics, and 
so we may consider the cumulative effect of high contamination levels. We wil l 
consider a set up wi th three decisions. In this case we assume an additive, possibly 
weighted approach. In effect we are working in a similar way to the multiattr ibute 
approach, where the contaminants form the attributes of loss. An alternative method 
is maximum loss, whereby rather than adding the expected losses due to failure we 
select the largest of the three losses per location. We demonstrate both of these 
methods in an example. 
Rather than using the approach of Section 5.7.1, we wil l consider an alternative 
method of building up the loss functions for each contaminant. As in Section 5.6 we 
use continuous loss functions, now for each contaminant. We have two relevant cut 
off points per contaminant, the critical value and the upper bound. 
When we treat the contaminants as independent, as we wil l in order to obtain 
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probability calculations wi th computational ease, the evaluation of M.s{y) now in-
volves the following, shown for a three contaminant, three decision example: 
M s ( y ) = mm[E{L{A,B,C,dx) \ y), 
E[L(A,B,C,d2)\y}, 
E[L(A,B,C,d3)\y}} 
= wA J L{A: di)p{A | y)dA 
+ wB J L(B,di)p(B\y)dB 
+ wc J L{C, dMC | y)dC 
E\L{A,B,C,dl)\y] 
+ Lid,) (5.13) 
where L(d j ) is the fixed cost of decision i, i.e. the remediation cost, and L(A,di) is 
the loss associated wi th failure for contaminant A when decision d, is taken, wj is 
a weight which may give higher influence to a particular contaminant. This weight 
specification may not be neccessary if the relative importance of each contaminant 
is described within the individual specification of loss functions for each contam-
inant, which is why working on a standardised loss scale is preferable, to allow 
comparibility. 
W i t h i n this set up, we may still have loss specifications which have fixed values, 
or a combination of fixed values and functions. Table 5.12 gives an example of the 
form of the loss specifications required for a three contaminant, three decision set 
up. 
A B c Fixed cost of decision 
FA1(A) FBI(B) Fcx{C) Lid,) 
d2 F A 2 ( A ) FB2(B) FC-2(C) L(d2) 
d3 FAS(A) FBS(B) F C I ( C ) L{di) 
Table 5.12: Form of the loss table for multiple contaminant case wi th continuous 
failure loss functions and an overall implementation cost per decision 
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Example 
We now carry out a numerical example for the extended multiple contaminant deci-
sion analysis. We use the three hypothetical datasets as analysed in the examples of 
the modelling chapter, Sections 3.6 and 3.7.3. We have three separate loss specifica-
tions. We use the loss set up of Table 5.13, wi th critical values CVA — 10, UBA = 20, 
CVB = 150, UBB = 250 and CVC = 3, UBC = 16. The specification of the loss func-
tions in the multiple case are particularly important here. We must consider the 
combination of the loss functions and weightings carefully. The candidate design 
is the fu l l 25 point herringbone grid, and the inference grid is the 25 point regular 
grid. 
L (A) L(B) L(C) Fixed cost of decision 
di 0 0 0 0.5 
d2 F A 2 { A ) FB2(B) FC2(C) 0.25 
d3 F A 3 ( A ) FB3(B) F C 3 ( C ) 0 
Table 5.13: Three contaminant, three decision loss set up, wi th failure costs per 
contaminant and the overall loss associated wi th implementing the decision 
The loss functions are given in Equations (5.14-5.19). For contaminant A we are 
assuming that both remediation methods 1 and 2 are successful for levels below the 
upper bound. For all three contaminants we give a failure cost of 0 for remediation 
method 1, which tells us that i t is successful at any level of contamination, even 
above the upper bounds. The remaining loss functions incorporate a loss which 
increases wi th "actual" contamination levels, unti l the upper bound is surpassed, 
when a fixed value is assigned. The upper bound represents the point at which the 
contamination is deemed to be equally harmful at levels in excess of the UB. The 
failure costs also involve a cost of having to remediate when the wrong decision was 
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taken. 
FA2{A) = { 
FAM) = 
0 if (A < 10) 
0 if (10 < A < 20) 
0.75 otherwise 
0 if (A < 10) 
^ + 0.25 if (10 < A < 20) 
FB2(B) = 
0.75 
0 
B 
1000 
0.75 
FBz{B) = 
otherwise 
if (B < 150) 
if (150 < B < 250) 
otherwise 
if (B < 150) 
j ^ + 0.25 if (150 < B < 250) 
0.75 otherwise 
(5.14) 
(5.15) 
(5.16) 
(5.17) 
if (C < 3) 
if (3 < C < 16) 
otherwise 
if [C < 3) 
Fc:i{C) = I g + 0.25 if (3 < C < 16) 
FC2(C) = { g 
0.75 
0.75 otherwise 
(5.18) 
(5.19) 
I m m dec Candidate 
A 2.769 2.476 
B 1.446 1.740 
C 6 5.217 
Multiple add 5.873 4.704 
Multiple max 6.578 6.270 
Table 5.14: Results for the multiple example 
We calculate the expected loss using the same method as described by Method ??, 
and expanded upon in Section 5.5, where we now construct the loss elements in a 
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slightly different way. We individually calculate at the expected loss for each con-
taminant, as in Equation (5.13), and then perform one of two calculations. I f we 
have decided on an additive method, then each expected loss wil l be the sum of 
the individuals, as shown in Equation (5.13). Alternatively if the maximum loss 
criterion is used we have 
/ 
/ 
E [L(A, B, C, di) | y] = max j J L(A, di)p(A \ y)dA, 
L(B,dl)p(B\y)dB, 
L{C,di)p(C | y)dc\ + L{di) 
The results show that the choice of an additive or maximum loss choice makes a 
clear difference for the decision analysis. W i t h the additive loss set up we effectively 
get an averaging of the failure losses and can therefore remediate in fewer locations 
overall. When we consider the real case study in Chapter 7 we wil l need to carefully 
consider the implications of adding the losses, to ensure a poor choice of combined 
loss function doesn't lead to erroneous decisions being made. For the maximum 
loss criterion the multiple decision analysis generally takes the worst case scenario 
at each location. As we are using simulations, this is not the case all the time, 
and those locations wi th a blue dot show locations where the most frequently taken 
decision is chosen less than 90% of the time. We wi l l look at more detailed multiple 
analyses, considering the effects of altering observation values, locations and loss 
functions in the next two chapters. 
We see from Table 5.14 that the candidate grid gives a reduction in expected loss 
except for the case of Contaminant B. After a detailed inspection of the proportion 
of times decisions were taken for this case, for two of the frequently changing points 
of Figure 5.16 the decision taken as a result of the simulated values is do for half the 
simulations and d^ for the other half. This suggests that these points wi l l be good 
candidates for investigation in the sample search algorithm. We wil l verify this once 
we have introduced the sample search methodology in the next chapter. Looking at 
the multiple results and the locations of frequently changing decisions, we see that 
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particularly in the additive case we should expect to see sampling points throughout 
the site being considering in a multiple sample search. 
Computational time 
We shall consider the computational burden of these decision calculations in the next 
chapter, as this wil l allow us to take account of the repeatability of the calculations. 
When we calculate the expected loss for a single candidate design we have to create 
several large objects which wi l l be stored and used again and again for the required 
calculations. So when we consider the time taken for one calculation, i t wil l not 
be reflective of how long several expected loss calculations wil l take, as we may be 
able to reuse some of the created objects. In the next chapter we wil l look for an 
algorithm to search over a number of potential designs and select the "best", so we 
wi l l have to run the calculation once for each candidate design. I t wi l l be beneficial 
at the modelling stage to exclude contaminants which are very unlikely to pose a 
SPOSH to potential receptors in order to improve the computational efficiency of 
the decision and sampling stage of the analysis. 
Conclusions 
We have considered a number of ways in which we can set up a loss structure with 
which we may analyse the contamination levels and remedial options. Now we have 
introduced the decision set up, and described a way to calculate the expected uti l i ty 
of a particular candidate sampling design, we require a computationally tractable 
method of searching between candidate designs in order to select the most efficient 
and informative sampling locations given the current data and beliefs. 
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Figure 5.16: Multiple contaminant decision results. Top figures show the immediate decision to be taken for no further sampling in 
each case, and the lower images show the most frequently taken decision after implementing the candidate design, wi th frequently 
changing decisions in blue 
Chapter 6 
Selection of informative sampling 
designs 
The final aspect to consider in our development of a decision tool for contaminated 
land investigation is that of selecting sample designs. We consider an approach 
for the selection of designs that are optimal or near optimal, based on the loss 
set up introduced in the decision theoretic approach of Chapter 5. In Chapters 3 
and 5 we developed methodologies to allow for the inclusion of a great deal of 
subjective and quantitative information for the problem of site investigation. In 
principle (and in a world wi th no computational restraints), we would carry all this 
information through to this final stage, sample selection. In reality, the sample 
search algorithm we propose wi l l not be feasible if all features are included. For 
example, to perform a f u l l M C M C update at each step of a search algorithm would 
be very slow computationally. We wi l l look at the elements we can retain whilst 
ensuring the algorithm remains practically viable. 
First we look at potential methods of searching for optimal spatial sampling 
designs, before going on to describe the approach we have decided to implement in 
this thesis. We wil l consider this for single and multiple contaminants, and will look 
at several examples for the hypothetical datasets before going on to consider the 
case study in Chapter 7. 
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6.1 Current methods and computational limita-
tions 
Popular methods used to search for sampling schemes include simulated spatial 
annealing and sequential point selection, as discussed in [2], where these methods 
are compared to systematic and random sampling to demonstrate their benefit. A 
space fil l ing design is developed in [77], while [16] gives an overview of the available 
options and recent developments. Cox [17], specifically considers sampling choice 
for contaminated land investigation, and considers a method of sequential addition 
of points based on delineating the high areas of contamination. Each of the methods 
in the literature has attractive features, depending on the complexity of the model, 
the loss criteria and computational capabilities. 
Searching over a grid for the best possible configuration of points wil l always 
be a computationally intensive method, particularly when the modelling approach 
used for the calculation of probabilities is complex. The approach we suggest here 
attempts to balance the detail carried through from the modelling method and 
computational feasibility. 
Clearly we cannot use a method whereby the expected value of every possible 
grid choice is calculated, as for n candidate locations this involves 2" expected loss 
calculations. A possible alternative could be to use a quick method to determine a 
small number of candidate designs and search among these. Methods used for the 
selection of these designs could be a variance minimization criterion, or a method 
by which we search for points furthest away from existing observation locations in 
order to ensure coverage. A n alternative to searching over designs of any number 
of points could be to fix the sampling budget, thereby determining the number of 
points we can afford to sample, and then search among all grids of this size. However, 
i t is possible that this may also result in a large computational burden if the fu l l 
candidate grid has many locations in relation to the number of points we can afford 
to investigate. 
The method we have decided to implement is that of stepwise selection, with 
a carefully selected init ial search grid. In principle this is akin to the ideas of 
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variable selection in regression analysis, as described by [53] and [42]. We wil l use 
the methods described in the previous chapter to evaluate the expected loss for a 
particular candidate design, where we prefer designs wi th a smaller expected loss 
value. The balance between the expected reduction in loss and the cost of each 
potential sampling point wi l l drive the sample search algorithm. 
6.2 Stepwise search algorithm 
The use of a stepwise search algorithm reduces the number of expected losses we must 
evaluate f rom 2" to at most X^=2^ w n e r e n is the number of candidate locations. 
The method is a simple procedure, wi th three potential search options. We may 
sequentially add points to a design one point at a time, at each step selecting the 
point which gives the largest improvement. The second option is to delete points 
f rom the fu l l design grid one at a time. Improvement wi l l be measured by the 
decrease in expected loss. We continue wi th this stepwise algorithm unti l a stopping 
point is reached. This can happen in two ways. Either we have reached a design 
f rom which we can gain no further improvement, or a sampling budget has been 
reached. 
While both methods mentioned, stepwise addition and deletion of points, give a 
reasonable method which w i l l lead to effective designs, we discuss their limitations 
and then describe a combination of the two methods which w i l l help overcome these 
limitations. This th i rd option of search wil l add more points to a design than 
necessary, and delete back to some stopping point. The loss criterion developed in 
the previous chapter should lead us to select points which both resolve uncertainty, 
and help us make the correct decisions most often. 
6.2.1 Stepwise add 
In this case, we start w i th an empty grid and determine which point to add at 
each step. Extending the notation from the previous chapter, we are searching 
for 5*jin G f i , the "optimal" design. A t each stage we wi l l call <5* the best design 
containing i locations. The final, "optimal" design wi l l be denoted by 5*. We use 
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the methods described in the previous chapter, specifically Section 5.5 which gives 
the method for calculating the expected value of a candidate design. We need to 
consider efficient ways of simulating from the relevant conditional distribution, as we 
are performing this calculation many times, rather than just once as in the previous 
chapter. The algorithm takes the following steps, assuming we have nc candidate 
locations { x j , . . . , xnc }. 
1. Find the init ial best point to add to the design by calculating the expected 
loss for each one point design 5\ = {x_j} ,5{ = { x ^ } . . . . ,<5"c = { z 7 l c } , a n d 
choosing that wi th the minimum value oiC(y,ysj), and add this to the current 
best grid, <5j\ We make draws from the conditional distribution of (ys{ \ y), 
and for each draw update the beliefs as if this was the actual observation set. 
So the init ial location chosen wil l be that which minimises the total expected 
loss, i.e. so that 
C(y,ys<) = m i n ( C ( y , ^ j ) , C ( y ) y ( 5 2 ) , . . . ,C(y ,y 5 »c) ) 
2. Compare this value to the expected loss associated wi th an immediate decision 
and if C(y) < C(y,ys*x) + Ls5] then we stop and do not add the point. Otherwise 
add the point x^. to the design 5*, and continue to step 3. 
3. A t step t, f rom the remaining unsampled candidate locations, { x j , . . . , xnc \ 6*_x}, 
we add each location one at a time to the current best sampling design 
and evaluate the expected loss for each. Then select the location to add to the 
current design which gives the minimum expected loss, i.e. so that 
C(y,ys') = mm{C{y,ysi),C{y,y&2),... ,C(y ,y 4 «c) ) 
where ysj are the observations for the previously selected points plus the jih 
remaining candidate point. 
4. I f 
C(y,ys-) + LSs. < C(y,y«-_ 1) + LSlx_l 
add the point x^. to the design, go to step 3 and repeat, else stop with final 
design 5)in = 8*^ 
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So, at each step, we add one point to the design, such that the new i point design 
is that which yields the minimum expected loss. Step 4 says that if the expected 
loss for the best i point design is smaller than the best i — l point design we should 
continue. However, if, due to the increasing cost of sampling, we can no gain f rom 
the addition of points, we stop and report the final design wi th expected loss value. 
This method of stepwise search vastly reduces the number of designs that we 
must search over. While i t is possible that we miss the true optimal design, the 
method presents a computationally viable way to obtain a sampling design which 
should perform well in terms of reducing uncertainty and aiding decision making. 
As we add each point to the design, we have one fewer candidate point to search 
over, which leads us to the figure of at most 5Z™52 i calculations. 
Making conditional draws in an efficient way 
A t step 3 of this algorithm, we need to make a draw for the currently selected 
locations, and the next candidate location. We can make these draws in several 
ways, some more computationally efficient than others. The simplest way would be 
to work out the joint distribution of each new candidate grid given the init ial data 
at each step and update wi th simulations f rom this distribution. This would be time 
consuming and inefficient if we have a very fine candidate grid. 
Alternatively, we generate f rom successive conditional distributions in order to 
reduce computational time. Having selected the best point to add at step i we have 
a set of observations for this location and so there is no need to make draws for this 
location again. For example, having selected the first point to add, we search for the 
second point to add to the design. Instead of generating the pair of observations for 
y 5 j directly, we can exploit the fact that we already have simulations for the point 
j/a,. To do this we require the conditional distribution of {ys2V \ y&^y)- W i t h this 
distribution we then only need make a draw of the second value, as we already have 
the init ial candidate point simulation. This may seem like unneccessary extra work, 
but if we have a large number of points to search over i t wil l save time. 
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6.2.2 Stepwise delete 
The stepwise delete procedure works in much the same way as the stepwise add 
procedure, but we start from the ful l nc point design, and delete the points one by 
one such that the remaining points give the minimum expected loss. 
1. Calculate the expected loss associated wi th the fu l l design, C(y, ysnc) + LsSnc • 
2. Find the ini t ial best point to delete f rom the ful l design by calculating the 
expected loss for each nc — 1 point design <5* ! = { x 2 , . . . , x n c ) ,5„c_l = 
{ ^ i . • • •, , , • • •, } . • • • , Kc-i = { * i > • • •. S n c - i } . a n d choose the de-
sign which gives the minimum value of C{y,y.j ). We delete the point for 
"c - 1 
which we obtain this minimum, and have a new candidate grid, 5* j ; i.e. we 
require the design: 
C(y,ys'„.)= rain (C(y,ySi ),C(y,y6* ) , . . . ,C(y, ys*c )) 
&nc-1 C C C 
3. Compare this value to the expected loss associated wi th the fu l l design grid 
and if C ( y , y S n c ) + L S s n c < C(y,yS;c_}) + Ls6nc_l then we stop and do not 
delete any points. Otherwise delete the "best" point X i . f rom the design 
n c - l 
5*, and continue to step 4. 
4. A t step i, f rom the remaining candidate locations 5*_1} we delete each point in 
turn and evaluate the expected loss in each case. Then we select the location 
Xj. to delete f rom the current design such that the expected loss is minimised: 
C(y,ysr) = mm{C(y,ys: \ysi )1C(y,y&:\y52 ) , . . . ,C(y,ys; \Vsnc )) 
5. I f 
C{y, Vs;) + LSSt < C(y, ys;^) + LSs^ 
go to step 3 and repeat, else stop wi th final design 5}in = 5*_x 
6.2.3 Combination of the add and delete algorithms 
I f we use the stepwise add search, we are not able to ful ly address the relationship 
between all of the locations, as this is dealt wi th in the stepwise delete method. 
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However, in practice the use of the stepwise delete scheme may be infeasible if we 
wish to start f rom a very dense candidate grid. We can combine the two methods to 
account for this, by using the stepwise add, adding more points than necessary and 
then deleting back to find an optimal grid. This allows for fewer calculations than 
deleting f rom a coarse grid, and wi l l also help consider the joint effect of groups of 
points. 
Another alternative could be to place a coarse grid over the site and select the 
areas of interest, then we can place finer grids over these areas and determine more 
specific locations of interest. As previously mentioned, in practice site investigators 
often work on an ad hoc basis, placing samples where accessible, and so we should 
not worry about placing arbitrarily fine grids. 
When implementing the combined stepwise search, we have two options for a 
stopping point. We can add extra points and then delete back to the same number 
of points at which we found no further benefit. Alternatively, we could continue 
deleting points unt i l i t is no longer efficient to do so. This raises some questions 
about the point at which we stop. For example, we may have added points, and 
then deleted but stopped before we reach the number of points contained in the 
"optimal" grid as found by the stepwise add. The discrepancy may be due to the 
fact that we are using simulations, or that a better grid can be found by taking into 
account the joint distribution, and so we do not need to delete back to as few points 
as chosen by the original stepwise add search. 
6.2.4 Calculation in practice 
While we could theoretically run these algorithms for all the modelling set ups 
of Chapter 3, i.e. the closed update, the conditional conjugate approach and the 
multiple joint update, in the remainder of this work we stick to the use of individual 
closed updates. In the future we would like to consider ways of making the algorithm 
and M C M C samplers quick enough such that we could perform a fu l l search using the 
fu l l conditional approach. We feel that, given the "current" practice, using the fu l l 
closed model w i th all the expert zonal information gives a viable methodology and 
considerable improvement whilst remaining practical. The procedure is no different 
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for multiple contaminants, as we just use the multiple decision analyses developed 
in the previous chapter when evaluating the expected losses. 
The init ial and final steps of the algorithm could involve a fu l l M C M C update, 
for a single or multiple approach as required. We then use these updated param-
eters wi th in the closed update to enable a computationally viable search, finishing 
with an M C M C run to show the final results. I t should be remembered when us-
ing this method that the closed update uses different modelling assumptions (i.e. 
dependent 0 and cr2 parameters), and so the results wi l l be different to those if we 
ran the M C M C sampler at every iteration of the search algorithm. In Chapter 4 
we compared the closed update wi th the M C M C approach and found that both 
methods yielded similar results, both for the hypothetical example and the real case 
study. We also looked at cross validation to assess the predictive performance of the 
methods, and found that the differences between the analyses were not considerable 
enough to warrant the extra computational load associated with the M C M C steps 
within the search algorithm. 
6.3 Selection of starting grid 
This algorithm performs well in terms of searching over the grid effectively to deter-
mine the best points to add to or delete f rom a design. However, if we start wi th a 
very fine candidate grid i t may take a long time, computationally, before an optimal 
grid is found. We can look at ways to select a sensible starting grid for the search. 
Sensible points wi l l be those where we have high uncertainty and the potential to 
change our decision due to the observation at that point. I f we consider hypothetical 
contaminant A f rom the example of Section 3.6.2 (with dataset A2), then we can 
update using the init ial data and consider the posterior predictive distribution in 
order to select points of interest. Table 6.1 shows the predictive mean values at each 
of the candidate grid points (the ful l 25 point herringbone design), along wi th plus 
and minus two predictive standard deviations. Where the values cross a decision 
boundary (in this case CV=10, UB=20, highlighted in red), there is a potential 
decision change and therefore direct information to be gained by investigating these 
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points. These 10 locations are shown as the purple points in Figure 6.1. The re-
maining 15 points are far enough from a decision boundary, or have low enough 
uncertainty (or both), that we can discard them as not giving enough information 
to warrant taking the sample. We then need to decide which of these purple points 
are the "best" to add to a candidate grid for full exploration. Initially, we select the 
point which has the potential to cross the decision boundary the furthest. That is 
the location where the predictive distribution suggests that the "true" contamina-
tion levels could lead to a change of decision, and by the largest margin. We sum 
the distance by which the points exceed the boundaries. Figure 6.2 gives a visual 
depiction of this. It shows in red the values which we sum to determine the best 
point to add, as plus and minus two standard deviations gives an indicator of the 
range of values that the true contamination value is likely to take. We could use 
any number of standard deviations that the DM wishes. 
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Figure 6.1: Demonstration of the initial grid search. Shown in purple are those 
points which have a potential decision change given the current beliefs. Then the 
best six points as chosen by the quick search are in green. The black points show 
those that were chosen by the full stepwise add, showing that these are a subset of 
the points chosen by the initial quick search. 
We can improve this search method further by considering the impact of crossing 
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Figure 6.2: '"Distance" method for determining points to include in candidate design 
each decision boundary. For example, if we have two locations, at one the actual 
contamination value potentially exceeds the upper bound, and at the other loca-
tion the predictive mean and variance gives a potential value range which contains 
the critical value. Which of these potential decision boundary crossovers is more 
important depends on the losses associated with the erroneous classification. The 
effect of crossing each boundary can be weighted in order to ensure that erroneous 
decisions with a "worse" consequence have more influence in the selection of points 
to be investigated. This idea drives the selection of points in the actual stepwise 
search, as we calculate the expected loss and select those points which minimise this 
value. 
Using the simple criterion of considering the value of the predictive mean plus 
or minus two predictive standard deviations, we add the "best" of these points to 
a candidate grid, and then use a quicker stepwise search method by updating the 
predictive variance only and identifying further potentially informative points. As 
this method will use a very simple variance calculation, the ordinary kriging variance 
(for which we only need the locations not observations, removing the necessity of 
full updates and simulations, see Section 3.3.3), we can use a much finer grid for an 
initial "sweep". When we have identified the number of points we wish to investigate 
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Location Mean Plus 2sd Minus 2sd 
1 3.57 8.1 0 
2 3.59 7.2 0 
3 2.62 5.92 0 
4 2.18 5.75 0 
5 0.57 4.77 0 
6 5.42 8.39 2.46 
7 5.12 7.1 3.15 
8 4.44 7.12 1.77 
9 4.18 7.27 1.08 
10 2.95 5.82 0.08 
11 8.9 12.75 5.06 
12 9.4 13.28 5.52 
13 7.49 11.01 3.98 
14 7.25 10.73 3.77 
15 5.44 8.75 2.13 
16 13.38 17 9.75 
17 14.09 15.38 12.79 
18 11.97 13.33 10.61 
19 11.1 14.68 7.52 
20 8.75 12.88 4.63 
21 16.18 20.47 11.9 
22 14.5 17.18 . 11.81 
23 13.56 15.75 11.37 
24 9.63 12.1 7.16 
25 9.7 14.59 4.8 
Table 6.1: Comparison of predictive mean using contaminant A, described in Sec-
tion 6.3. with predictive standard deviations. Locations where there is a potential 
crossing of a decision boundary are highlighted in red. 
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fully, we run the careful stepwise search using our fu l l modelling assumptions and 
this reduced grid. The steps taken in the init ial search are: 
1. Perform a fu l l update wi th the ini t ial dataset and calculate the predictive 
mean and variance, (see Equations 3.33-3.36), at all candidate locations on 
the fu l l grid. 
2. For each point, determine the absolute difference between the predictive mean 
and the decision boundaries (i.e. the critical value and upper bound). We 
then subtract these values from two times the predictive standard deviation 
to calculate a "distance". 
dish = 2v / Var(y(x") | y±(x))- \ X* — UB \ 
dist2 = 2v/Var(y(xP) | ? / A ( X ) ) - | A* - CV | 
3. Sum these "distances" (wi th weighting for importance if necessary), to obtain a 
measure of the potential to change our decision at a point, decpot = w\disti + 
U)2dist2-
4. Add the point w i th the maximum potential to change our decision to the final 
candidate grid and remove this point f rom the candidate grid we are searching 
over. 
5. We then update the predictive variance at the remaining search points using 
the kriging variance as in Equation (3.39). 
6. Repeat steps 2 to 5 using the kriging variance rather than the predictive vari-
ance as in Equation 3.36 unt i l enough points have been selected for the careful 
search. 
As points are selected, the predictive variance is updated at the remaining candi-
date locations. Then new points may become "important" in terms of their relative 
information value. In many cases, the points wi l l be close on the grid, as these will 
remain the regions of highest uncertainty. From Table 6.1, points wi th no red val-
ues are least likely to be added to the sample, as the predictive standard deviation 
6.3. Selection of starting grid 195 
at remaining points cannot increase using this approach, so these points wi l l not 
suddenly become interesting. I f any of the values minus two standard deviations 
fall below zero, we can truncate to zero. We discussed in the modelling chapter 
(Chapter 3) ways of dealing wi th negative predictions, by using scaling factors on 
the variance parameter. 
The points chosen as the best to use for a careful search are the green locations 
in Figure 6.1. The points actually chosen in the stepwise add search using the fu l l 25 
point grid are shown in black. We see that the points which were chosen by the ful l 
stepwise add search are a subset of those chosen by the init ial search to determine 
a good starting grid, showing that the method has chosen sensible points. 
The points selected were the same when the candidate grid used was the 25 
point herringbone, and the green points of Figure 6.1. The time saved by discarding 
points using the quick search method is considerable. For this example i t was about 
4.5 times faster to run the quick search and the stepwise add on the chosen 6 points 
than i t was to perform the stepwise add search over the 25 points. This makes sense, 
as the 25 point grid has 4 times as many points to investigate. 
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6.4 Examples 
Before considering the loss set-up and sample search for the real case study, we 
demonstrate the methodology for the hypothetical datasets. We wi l l look at all 
three approaches, add, delete and the combined method. We wi l l do this for a single 
contaminant (hypothetical contaminant A, wi th dataset A2) , and then for three 
contaminants (A,B and C). 
6.4.1 Single contaminant search 
First we consider contaminant A only and use the dataset A2, wi th prior beliefs used 
in Sections 3.6 and 3.7.3. The loss set up used is from Table 5.13 and Equations (5.14-
5.15). We give a CV of 10 and a UB of 20. The sampling cost for this example was 
0 init ial cost and 0.02 for each incremental sampling point added. 
In order to account for the uncertainty which occurs at the edges of the site 
boundary, due to the lack of samples there, we decided to expand the herringbone 
starting grid. We now have a 33 point grid as shown in Figure 6.3. We used the 
ini t ial search algorithm to remove | of these points, and searched carefully over the 
remaining 11. The points selected are all in the north of the site, which is where 
the values are higher, and closer to decision boundaries, and the init ial uncertainty 
is relatively high in the NE of the site. These points are close together, but in this 
example that should be expected due to the correlation structure. The fact that the 
uncertainty levels and critical levels combine to result in the optimal decision in the 
south of the site being very unlikely to change also directs sampling to the north. 
Figures 6.4-6.6 show the results of implementing the add, delete and combined 
search algorithms respectively, for the same prior and loss structures in each case. 
The expected losses we obtain are shown in Table 6.2, where the candidate design 
value in the combined case is for the final grid after further addition and deletion 
of points f rom the initially selected stopping point. When we perform the combined 
search, we should check that the final design has a lower expected loss than the 
init ial point at which we stopped adding, otherwise we would stick wi th the first 
result. In this case we have chosen to add 50% more points and then delete back 
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Figure 6.3: Larger, 33 point herringbone grid, with 11 points used for careful search 
highlighted 
Imm dec Cand design 
Add 
Delete 
Combined 
2.978 2.713 
2.978 2.708 
2.978 2.682 
Table 6.2: Results of the stepwise search algorithms for contaminant A, where we 
see the expected loss associated with implementing an immediate decision, and the 
expected loss for each of the "best" designs using the three methods. 
to the same number at which we stopped adding. We could also have continued 
to delete until it was no longer worthwhile. In this case we see that the stepwise 
combined search results in the best expected loss, all the designs select five points. 
It is not unexpected that we see different results for each search method, for the 
reasons of joint relationships mentioned in Section 6.2.3. We should make checks on 
the standard error of the expected loss calculations, and ensure the value is small 
enough to allow us to make sampling choices with a reasonable level of confidence. 
Here we need to run in the region of 3000 simulations to obtain acceptable results. 
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Figure 6.4: Results for the single contaminant stepwise add search routine, con-
taminant A. The top left image shows the predictive standard deviation after the 
initial data is observed, the top right shows the immediate decision taken. The 
bottom left image shows the final locations selected by the stepwise search, and the 
resulting uncertainty if this design were to be implemented. The bottom right image 
shows the proportion of times the decision taken using simulations differed from the 
immediate decision in the final design. 
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Figure 6.5: Results for the single contaminant stepwise delete search, contaminant 
A. The top left image shows the predictive standard deviation after the initial data 
is observed, the top right shows the immediate decision taken. The bottom left 
image shows the final locations selected by the stepwise search, and the resulting 
uncertainty if this design were to be implemented. The bottom right image shows the 
proportion of times the decision taken using simulations differed from the immediate 
decision in the final design. 
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Figure 6.6: Results for the single contaminant stepwise combined search routine, 
contaminant A. The top left image shows the predictive standard deviation after 
the initial data is observed, the top right shows the immediate decision taken. The 
bottom left image shows the final locations selected by the stepwise search, and the 
resulting uncertainty if this design were to be implemented. The bottom right image 
shows the proportion of times the decision taken using simulations differed from the 
immediate decision in the final design. 
6.4. Examples 201 
In Appendix B.2 we also consider single contaminant searches for hypothetical 
contaminants B and C. 
6.4.2 Multiple contaminant search 
Selection of search grid 
In order to combine the quick search for multiple contaminants, we run the algorithm 
for each contaminant, select the required number of locations and then merge these 
grids to find a "good" starting grid. This is where using the ini t ia l search algorithm 
may benefit f rom a more detailed criterion, as when contaminants are distributed 
very differently through the site we are likely to retain a large number of init ial 
points, leading to heavier computational loads. 
When looking for sampling locations in practice, i t is likely that the site in-
vestigator wi l l want one sampling scheme where all contaminants are tested for, 
regardless of the different distributions of contaminants across the site. I t would be 
inefficient and unrealistic to go to different locations and only test for the particular 
contaminant of interest. In reality, every sample taken is analysed for a fu l l suite 
of contaminants, and so i t is pointless to have a sampling scheme for each separate 
contaminant. This could lead to new contaminants becoming interesting to the in-
vestigator in terms of SPOSH. I f this is the case a prior belief elicitation could be 
carried out for the new contaminant and added to the analysis. We can combine 
unrelated contaminants in this set up to determine the best overall sampling scheme. 
However, we may decide that we wish to keep the two search schemes completely 
separate. For this example we wi l l consider A ,B and C together, but firstly look 
at the pair of contaminants A and B, as these appear to be distributed similarly 
through the site. 
Contaminants A and B joint search 
For this example we use the additive multiple decision calculation (rather than the 
maximum, as discussed in Section 5.7.2). Table 6.3 shows the resulting expected 
losses. In this example the minimal expected loss is obtained using the combined 
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search, where four points were selected, as in the other cases which performed sim-
ilarly. However, i t is difficult to ascertain the difference between results when using 
scaled utilities, in the next chapter we wil l work in terms of financial loss as ut i l i ty 
to demonstrate how communication with the D M can be made as simple as possible. 
We wil l look at the effect of weightings in the next example. The search scheme 
again concentrates on the north of the site, where we saw sampling locations selected 
for contaminant A. The decision in the north east region of the site has changed 
f rom the single search for contaminant A only to include an extra point requiring 
remediation, even though no remediation was required for contaminant B (as seen in 
Appendix B.2). This effect is due to the cumulative expected failure cost of taking 
no action for two contaminants becoming higher than the cost of remedial action, 
which is now one cost which deals wi th both contaminants. 
While the proportion of time the decision changes, as shown in each figure, is 
generally low. this should not be a sign of uninformative sampling. As we use 
the predictive distributions to draw samples, we wi l l not regularly observe extreme 
values in the simulation exercise. I f we were to actually implement the sampling as 
a stepwise routine in practice, we would obtain real data and possible changes of 
decision. This algorithm uses all the current information to determine a best course 
of action using simulated values. 
Imm dec Cand design 
Add 
Delete 
Combined 
3.590 3.400 
3.590 3.440 
3.590 3.361 
Table 6.3: Multiple contaminant search results, in this case for contaminant A and B. 
Again we see i t is worth implementing a sampling design, in this case the combined 
search finds the sampling scheme wi th minimum expected loss. 
All three hypothetical contaminants 
Finally we consider sample selection for all three contaminants A,B and C to de-
termine the best course of action in the hypothetical case. We perform the analysis 
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Figure 6.7: Search results for joint stepwise search, contaminants A and B. From 
top to bottom the figures show the results of the add, delete and combined searches 
respectively. Figures on the left showing the proportion of time the decision is 
changing as a result of the simulation draws, and the figures on the right show the 
immediate decision with no further sampling, along with the locations selected by 
the search algorithm. 
with two different loss weightings. First we use equal weights of 1, and then ( | , | , 2). 
It may be deemed that for "similar" contaminants (in terms of effects and dealing 
with failure), that an averaging of losses incurred would be more reasonable. This 
does not affect the cost of implementing each remediation method. 
In Figure 6.8 we see the results of the search algorithms, and Table 6.4 gives the 
expected losses in each case. We see similar sampling results for all three cases, with 
an extra point added in the delete search. We have demonstrated here that all three 
designs perform similarly, and the combined search is effectively a computational 
compromise between the add and delete methods. It allows us to add points and 
then take account of relationships between points by adding extra and then deleting 
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Figure 6.8: Results of the three contaminant search routines. From top to bottom: 
add, delete, combined. Left hand figures display proportion of time decision chang-
ing from immediate decision, right hand images show the immediate decision and 
locations selected by the search algorithm. 
back. However, the most efficient method will depend on the final number of points 
selected and the density of the starting grid. For example, if we start with 100 
candidate points and the final designs have 10 points, then it will be faster to use 
the stepwise add routine. 
To compare the times taken for the multiple example, even when three individual 
searches are performed and then combined to find an initial grid, the method of 
performing an initial sweep then careful search is almost twice as fast as performing 
a careful search on the full grid. 
For the alternative weights we do not see a great difference, except again in 
the north east of the site where the reduced weighting of the contaminants A and B 
allows us to remediate two fewer locations. This highlights the need to be as realistic 
and clear as possible when assigning loss functions. We will further consider the 
effect of altering loss structures in the next chapter. 
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Imm dec Cand des 
Add 
Delete 
Combined 
4.880 4.700 
4.880 4.782 
4.880 4.759 
Table 6.4: Results for the multiple, three contaminant example, wi th weights (1,1,1) 
and the additive form used for the combination of losses. 
Imm dec Cand des 
Add 
Delete 
Combined 
4.746 4.662 
4.746 4.683 
4.746 4.627 
Table 6.5: Results for the multiple example, weights {A = \,B = \,C = 2) 
We have introduced and demonstrated a sample search algorithm, which we wil l 
implement for the real case study in the next chapter. We have used a method 
which is computationally faster than a fu l l search over all possible grids, and which 
offers several options as well as an init ial sweep through of points to determine those 
which are of most interest in terms of uncertainty reduction and decision changing 
potential. 
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Figure 6.9: Results of the three contaminant stepwise searches with alternative 
weightings. From top to bottom we see the results of the add, delete and combined 
stepwise searches. 
Chapter 7 
Decision and sampling analysis for 
a real site 
In order to demonstrate the practical application of the methods introduced in this 
thesis, we w i l l now carry out a decision analysis and sampling search for the real 
case study. We have considered the prior elicitation and modelling for the site in 
Chapter 4. I t now remains to select a set of optimal sampling locations for a second 
stage investigation. 
We wil l first set up a realistic cost structure, and consider the decisions we 
can make, and then we wi l l implement the methods of the previous two chapters. 
Throughout this example we wi l l treat money as uti l i ty. This tends to be common 
practice in practical applications, i t allows for a clearer description of results to 
DMs. Much of the hard work required was dealt w i th in the modelling presented 
in Chapter 4, reminding us of the importance of a thorough elicitation and model 
diagnostics. 
7.1 Cost set up 
We assign costs in the way described in the previous chapters. We require sampling 
costs, remediation costs and failure costs. These are chosen through discussion with 
the relevant experts. We bear in mind that the values we specify are directly related 
to the size of the area that each inference point represents. For this purpose, a 
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square regular inference grid is preferable, as i t allows ease of calculation. 
The dimensions of the site are approximately 300?n x 120?n, and we have chosen 
to divide the inference grid into 25m x 25m regular squares. So, using an approxi-
mate value of tonne~l??73, we wi l l have 390.625 tonnes of soil to deal wi th per 
remediation unit. These remediation units are quite large, in that we wi l l be making 
a decision for each 625?T?,3 of soil. However, they show how the methodology can be 
used to guide the D M by showing the preferred course of action for smaller sections 
of the site. The ideal scenario would be to determine a course of action at every 
single location, but this is not computationally feasible. 
7.1.1 Remediation options and costs 
For this example we consider that there are three options per type of contaminant. 
That is, we look at remedial options for the metals, Arsenic, Lead and Zinc, and 
then for BaP separately. The metal remediation method need only be paid for 
once and deals wi th all three of the contaminants. In many cases a different set of 
remedial options wi l l be required for this contaminant. In a similar manner to the 
hypothetical loss structure, we wil l assume that there are three possible remedial 
actions. 
• The first remediation method d\ can be assumed to be successful for any 
level of contamination. This wi l l be an ex-situ method, that of hazardous 
landfill . This method wil l be suitable for the metals and the BaP, as the soil is 
being taken away from the site, dealing wi th both types of contaminant. On 
discussion wi th site investigation experts, we assign a cost of £250 per tonne 
to this method. 
• The second remediation method d2 wil l be less expensive, but also potentially 
less effective at high levels of contamination. This wil l be an in-situ method, 
such as windrowing 1 for the BaP, and stabilisation 2 for the metals. The cost 
1 Windrowing uses aeration and mixing of soil, addition of nutrients and control of moisture 
content to reduce contaminant levels 
•^Stabilisation methods reduce the solubility, mobility and toxicity of metals. 
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wi l l be £ 7 5 per tonne for each method, which is a considerable reduction on 
landfil l , but also a more time consuming method. We wil l assume in this loss 
set up that di is appropriate unt i l the contamination levels pass the upper 
bound. I f i t was deemed that both the metals and the BaP required in-situ 
remediation, we use both methods and one tonne would cost £150 . 
• The final decision d 3 is monitored natural attenuation. This wi l l cost £ 1 5 per 
tonne, which is cheap compared to the other two methods, but we wil l have 
higher failure costs to deal wi th for this option. 
Table 7.1 shows the cost of each possible decision, at several scales. I t shows the cost 
of implementing each option for the whole site, and each inference unit , showing that 
we can make improvements on cost even by taking 60 separate inference location 
decisions instead of making a site-wide decision. 
Remediation method Cost per m 3 Cost per inf "point" Whole site cost 
d\ Hazardous landfill 
do In-situ metal/organic 
d-i No action ( M N A ) 
156.25 97,656.25 5,625,000 
46.875 29,296.88 1,687,500 
9.375 5,859.38 337,500 
Table 7.1: Costs of possible remediation options, per m 3 , per inference location and 
for the whole site 
7.1.2 Failure costs 
Attaching realistic failure costs is more difficult than a remediation cost, as there are 
many ways in which loss can be incurred, as discussed in Section 5.2.2. We assume 
that having "failed" at a location, we have to spend the relevant amount to rectify 
the decision, as well as an extra penalty, which represents losses incurred through 
factors such as: damage to human health, damage to reputation, legal costs, loss of 
land value, time wasted. We alter these costs to see the effect of different failure 
losses. We require upper bound levels to determine the failure losses. While these 
don't exist in the current guidance, we use 3x the relevant critical value, and for 
BaP 10 x . These are used in this example to determine the point at which failure 
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becomes "worst" when we take no action (represented here by M N A ) , and also to 
determine the levels above which d2 is no longer effective. This is not the only way in 
which such figures may be used. Our framework is such that the D M can implement 
loss functions as they see f i t for any particular site. 
As well as using the SGVs, we briefly consider site specific target levels (SSTLs), 
which were used in the original site report. This allows for more meaningful com-
parisons to be made. Table 7.2 gives the loss set up, and Equations 7.1-7.8 give the 
L(As) L(Pb) L(Zn) L(BaP) Cost of method, £ 
di 0 0 0 0 97,656.25 
d2 metal FAS2 Fpb2 Fzn2 FBaPA 29,296.88 
d2 organic Fpbz Fz-nZ FBUP2 29,296.88 
FAS3 Fpbz Fzrii FBO.P3 5,859.38 
Sampling - - - - 1500 
Table 7.2: Loss table for real case study, where the cost of the method is per square 
on the inference grid 
functions. We vary the values of the c costs in these equations in order to observe 
the impact on the decision of different failure costs. This value is the most difficult 
to judge, and is a topic that requires further investigation in the future to allow for 
effective decision analyses. We give a smoothly increasing function for each failure 
cost, increasing from 0 up to the "maximum" cost. We see a similar structure for 
each loss function, as we assume an increasing loss wi th contamination, up to our 
"worst case scenario" at the upper bound. 
The rows of the table relating to the d2 loss show that the failure loss for the 
metals when using the organic method are the same as taking no action and vice 
versa. This is because the two methods are not appropriate for the other type of 
contamination. We combine these decisions when we analyse the multiple example. 
FAa2(As) = 
0 if (As < 60) 
97, 656.25 + CAS2 otherwise 
(7-1) 
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29,296.88 + ^ 2 
0 if (As < 20) 
exp ( i n 2 x - 1 if (20 < As < 60) 
FPb2(Pb) 
FPb3(Pb) = 
97, 656.25 + c A s i otherwise 
0 if (Pb < 1350) 
97,656.25 + cpb2 otherwise 
0 
(7.2) 
(7.3) 
29, 296.88 + cPb2 
i f (Pb < 450) 
exp ( i n 2 x - l ] if (450 < Pb < 1350) 
FZn2(Zn) = 
97,656.25 + cpbi otherwise 
0 if (Zn < 1944) 
97,656.25 + c Z n 2 otherwise 
(7.4) 
(7.5) 
FZnz{Zn) = < 
0 if (Zn < 648) 
29, 296.88 + c Z n 2 exp ( i n 2 x (Z" 6^48)) - l ] if (648 < Zn < 1944) 
FBaP2(BaP) = 
97,656.25 + czn>, otherwise 
0 if (BaP < 10.4) 
97, 656.25 + c B a P 2 
0 
otherwise 
(7.6) 
(7.7) 
FBaPs{BaP) = 29,296.88 + c B a P 2 [exp ( i n 2 x ( B f l ^ 6 l 0 4 ) ) - 1 
97,656.25+ c B a p 3 
if (BaP < 1.04) 
if (1.04 < BaP < 10. 
otherwise 
(7.8) 
Sampling costs 
For this study we wil l assign a zero ini t ia l sampling cost, and only have an incre-
mental cost per borehole drilled. When we take a sample we assume i t wil l be taken 
at the centre of the grid location. The cost per borehole is £1500, which includes 
analyses for all contaminants of interest, as having taken a sample, we suppose that 
it would be analysed for everything, which is why searching for all contaminants 
together is beneficial. 
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The sampling cost of £1500 is small in relation to the costs associated wi th 
the remediation methods. As such we may have computational issues; if the code 
cannot be run unti l the standard error of the loss calculation is small enough, we 
can add a "tolerance" level to our calculation. This tolerance level would be a 
number multiplied by the sampling cost. I f we find a very small difference between 
the current and previous "best" minimum expected loss, we may force the sampler 
to look ahead a step to see if the addition or deletion of a point may improve the 
expected loss and potentially save us money. For example the joint learning ability 
of two points may be significantly more than adding one. However, i t may not be 
worth adding one, but by looking ahead we see that i t is worth adding the two 
points using this tolerance level. This could be particularly useful in the case of the 
stepwise delete, as in reality the site investigator would like to go to as few locations 
as possible simply for convenience. Of course if we see a very small difference between 
two candidate designs, then we should probably choose to go to that w i t h the larger 
number of points, as this wi l l allow us to obtain as much real data as possible, 
and therefore an increased learning potential. By using the look ahead, we increase 
the chances of selecting a "good" sampling configuration without having to run the 
algorithm for a huge number of simulations. 
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Figure 7.1: Init ial herringbone grid placed over the site 
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Figure 7.2: Points selected by the search algorithm as "good" starting grids for the 
careful search. Top left, Arsenic, top right, Lead, bottom left, Zinc, bottom right 
BaP. 
7.1.3 Selection of initial grid 
We will first place a fine herringbone grid over the site, as shown in Figure 7.1, 
and use the initial quick selection method to determine those points which will be 
informative in order to run the sampling search algorithm. We bear in mind that 
points that are "close" to each other on the grid may not be close in terms of the 
specified correlation length, and as such we may select points next to each other on 
the grid if they are in a region where the decision is expected to change. 
For this example we will use the method outlined in Section 6.3, with a slight 
change. In the methodology described, we allowed for a weighting to account for 
the relative "importance" of crossing each decision boundary. In this example, each 
time a point is added in the quick search, the weighting associated with crossing 
the two decision boundaries is switched from (0,1) to (1,0), and then back again for 
the next point. By doing this we can consider those points which may cross one 
boundary or the other, rather than considering the cumulative effect, which may not 
pick up the most informative points as effectively as summing the losses. So, every 
other point selected by the quick search algorithm will consider a different change 
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Figure 7.3: Combined points from initial search algorithm for all four contaminants, 
showing whether the points were initially selected for metals, BaP, or both. 
of decision, as both of these costs are important as they may save us money. 
We run the search algorithm for each of the contaminants in turn. We decided 
to select the 30 most informative points, the resulting grids are shown in Figure 7.2 
as the best points to investigate. These are points where the decision may change. 
When we merge these grids to find the overall search grid for the multiple search we 
get points as shown in Figure 7.3. 
7.2 Single contaminant analyses 
For the single contaminant analyses we consider at a number of failure cost structures 
for the stepwise add searches to determine the effect of altering this very uncertain 
cost. We will look at a stepwise add and delete search for the four contaminants 
and then go onto the multiple contaminant search. 
7.2.1 Decision analysis and sample search for Arsenic 
For Arsenic we give a fixed loss when the upper bound is crossed and d\ has not 
been implemented, as this is the point where failure becomes the "worst". Up until 
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Figure 7.4: Results of the stepwise add and delete search for Arsenic, where the 
top images show the sampling design for add, along with the proportion of time the 
decision is changing, and also the immediate decision if no more sampling were to 
be undertaken. The same is shown at the bottom for the delete algorithm. 
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Figure 7.5: Results of the stepwise add search for Arsenic with the initial grid shown 
in Figure 7.2. From top to bottom, case 1, 2, 3 from Table 7.3, with left hand figures 
showing selected locations and proportion of simulations where decision changed 
from immediate decision, which is shown in the right figures. 
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Case C-As2 CAs3 Imra dec Final add 
1 20,000 40,000 1,705,753 1,672,114 
2 60,000 120,000 1,792,245 1,736,967 
3 400,000 600,000 2,309,214 2,072,121 
Table 7.3: Effect of varying failure costs on the expected loss for Arsenic contami-
nation in the stepwise add algorithm. All values are in £ . 
this point we will have failure increasing as a function of actual contamination levels, 
from the critical value to the upper bound. 
In this case the optimum number of points is 20 when using a 30 point starting 
grid as selected in Section 7.1.3. Table 7.3 gives the results of the stepwise add, and 
for comparison in Case 1 we obtain a expected loss of £1,663,597 for the stepwise 
delete search. This gives a slightly lower expected loss, this is to be expected in 
general as the stepwise delete takes into account joint relationships and so potentially 
gives us more information. Figure 7.4 shows the sampling designs chosen by the add 
and delete schemes respectively, with the cost structure of Case 1. The top image in 
Figure 7.6 shows the points chosen by the add search using the full initial grid, and 
so we see that using the initial sweep through followed by the careful search gives 
good results while saving on computational effort. We require approximately 5000 
simulations in order to ensure the standard error of our expected loss calculation 
is at an acceptable level. In practice the algorithm should be run for as long as 
is possible to ensure the best results (for a few days in an ideal world). It took 
some time to obtain results with 5000 simulations, and it may not be feasible to 
run the search for this long in routine use. This is where the tolerance level may 
come in useful, as it allows us to continue searching even when the standard error 
is not smaller than the difference between the expected loss values that are being 
calculated. We may wish to run the search several times, but for fewer simulations 
each run in order to obtain an idea of whether a stepwise add or delete will reach a 
stopping point first (e.g. if we have a candidate grid of 50 and 7 points are selected 
then we would prefer the stepwise add). Then we can run the search algorithm 
longer to obtain better results. In Table 7.3 we see the increasing costs when we 
7.2. Single contaminant analyses 218 
1 u 
in 0 ? cm 
!J 6 o 
li in 400 ;? JO .'•00 100 200 SOU 
1.0 
0 3 
U 6 •-• 
0 4 
0 2 
i 
400 ' 00 200 100 200 .:! 0i 
1 c c*3 
•~-i 
0 4 
J 0 o -1 
100 200 300 400 0 100 200 300 400 
Figure 7.6: Results of the stepwise add search for Arsenic, for full search grid without 
initial sweep through, again for cases 1,2 and 3 from Table 7.3 
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Case Cpb2 Cpbi Imm dec Final add 
1 20,000 40,000 1,351,502 1,294,402 
2 60,000 120,000 1,374,196 1,316,119 
3 400,000 600,000 1,429,916 1,392,725 
Table 7.4: Effect of varying failure costs on the expected loss for Lead contamination 
increase the failure cost for the case of the stepwise add search. This is intuitive, as 
the failure cost increases we will incur higher costs, whether through changing our 
decision in order to avoid the higher failure cost, or the increase in potential loss 
from taking no remedial action (i.e. d3). Figure 7.5 shows the changing immediate 
decision with the increasing failure costs, where the area in the north east of the site 
is turning to red (rf 2) from green (d3) as the expected loss associated with failure 
becomes greater than the cost of d.2-
To compare the results of our modelling with the recommendations of the site 
report we note that SSTLs are used, and using these values we found that it is not 
worthwhile to take any more sampling for Arsenic as no remediation is required. This 
shows that in reality our model backs up the findings of the site report. However, 
we chose to use the SGVs to demonstrate the potential of the search algorithm. We 
will see for BaP that further sampling is required in the site report, and so it is 
useful to see the results for that case. 
7.2.2 Decision analysis and sample search for Lead and Zinc 
The search strategy and set up for Lead and Zinc are very similar to that for Arsenic, 
we briefly give the results of the search for the stepwise add and delete methods in 
the original cost set ups, and then the stepwise add method for two further failure 
costs. 
In this case (Table 7.4), the stepwise add performs slightly better than the step-
wise delete, for Case 1 we get £ 1303506 for the delete search. A difference of .£9000 
between the two methods is not too large, the cost of six samples. We would ex-
pect differences in these results, and in comparison to the overall expected loss this 
is not considerable. Again, the losses increase as expected with increasing failure 
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Figure 7.7: Result of the stepwise add and delete search routine for Lead contami-
nation. Top shows add, bottom shows delete. 
Case CZn2 CZn3 Imm dec Final add 
1 20,000 40,000 1,494,521 1,389,413 
2 60,000 120,000 1,563,937 1,430,543 
3 400,000 600,000 1,870,132 1,527,136 
Table 7.5: Effect of varying failure costs on the expected loss for Zinc contamination 
cost. Figure 7.7 shows the chosen sampling designs for the stepwise add and delete 
methods respectively. For Zinc, Table 7.5 shows the results of the stepwise add, and 
for comparison we obtain £1389219 for the Case 1 delete. These values are very 
close, suggesting that in practice we should use the method which is fastest compu-
tationally as both perform similarly. The points selected by the algorithm do differ, 
this may be due to several factors. If the points are close in terms of the correla-
tion length then there will be similar information to be gained from two locations 
not very far apart, so either could be chosen. Again we note that this algorithm 
uses a simulation method, and so if we are obtaining marked changes we would 
suggest further investigating the standard error of the expected loss calculation as 
a performance indicator. 
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Figure 7.8: Result of the stepwise add search routine for Lead contamination, from 
top to bottom for Cases 1,2,3 in Table 7.4 
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Figure 7.9: Results of the stepwise search for Zinc, stepwise add at the top and 
stepwise delete at the bottom. 
7.2.3 Decision analysis and sample search for BaP 
For the analysis of BaP, the only real difference in the set up was the value of the UB 
used. For the metals we gave a value of 3 times the critical value, and here we give 
10 times. As seen in the earlier chapter, and also the site report, BaP is a difficult 
contaminant to work with. The critical value suggested by the EA is so low that 
often the natural underlying levels in soil exceed the critical value, causing problems 
for site investigators, in that the whole site may be determined as contaminated 
when in fact the soil is healthy and has naturally occuring levels present. However, 
in this site there were clear physical signs of organic contamination present at the 
riverside and also seeping from the soil. We see here a more clear cut difference 
between the decision made, in that the decision was either ex situ remediation, or 
no action. This is because of the given critical values, and the very small range 
of contamination values which would suggest the in-situ remediation method. The 
expert may wish to further consider the extreme value observed by the riverside. 
This is where the removal of a point may be a reasonable option, as the high BaP 
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Figure 7.10: Result of the stepwise add search routine for Zinc contamination, for 
Cases 1,2,3 in Table 7.5 
7.3. Multiple decision analysis 224 
Imm dec Final add Final del 
BaP 4,680,523 4,514,396 4,490,041 
Table 7.6: BaP results, stepwise add and delete 
is influencing a large area of the site. 
We see a much higher expected loss associated with the BaP contamination. 
This is to be expected, and reflects the findings of the site report. We see quite a 
difference between the expected losses associated with the stepwise add and delete 
methods. However, the same number of points are chosen, all be it at different 
locations. This occurs due to the different simulations and possibly from the joint 
relationships of candidate points which is taken to account in the delete method. As 
there was more uncertainty in the BaP analysis, we require more simulations than 
for the Arsenic. We can combine a smaller number of simulations with the tolerance 
level mentioned previously in order to obtain a faster result if necessary. In reality, 
the time between stages of sampling in a site investigation can be anything from a 
week to six months, so while we would like the sample search algorithm to be as 
fast as possible for convenience, it does not present an immediate stumbling block 
for real life implementation if the search takes a day or two. 
7.3 Multiple decision analysis 
After considering the exploratory findings of the elicitation and modelling under-
taken in Chapter 4, we perform a multiple decision set up for all four contaminants 
of interest together. However, we will use individual updates as this is computa-
tionally more efficient and we do not improve our learning ability enough to justify 
the increased computational time associated with a joint update. This increase in 
computational time is associated with the updating part of the analysis, and we 
showed in Chapter 4 the time saved by performing individual updates. While we 
see a considerably different distribution of BaP to the metals, in reality the site in-
vestigator aims to delineate the two types of contamination in one set of sampling. 
This will allow them to determine the overall remediation strategy required in the 
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Figure 7.11: Result of the stepwise add and delete search routines for BaP contam-
ination. 
most cost effective manner. While some technologies can be used to deal with a 
wide range of contamination (such as barrier methods, or removal of the affected 
soil), we envision in this case study that different remediation methods would be 
required for the in-situ treatment of metals and organics. 
When we analyse all four contaminants together we must consider the method 
of remediation selected. We now effectively have five possible decisions at each 
inference point: Ex situ remediation (deals with both metals and BaP), in-situ re-
mediation (for metals only), in-situ remediation (for BaP only), in-situ remediation 
(for both types of contaminant), or the "no remediation" option (MNA). This is 
not more complicated than a set-up with fewer decisions, it simply involves more 
decisions to be entered in the algorithm. In general we will need to run the algo-
rithm for longer in this case as we expect the standard error of the expected loss 
calculation to increase with the number of contaminants. This is where analysing 
the contaminants using a joint multiple approach could be beneficial, in allowing 
us to run fewer simulations to achieve the desired accuracy. However, the compu-
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tational time associated with an MCMC run at each stage of the search algorithm 
would still be far longer than running a closed update per contaminant. This is a 
key issue when considering the practical implementation of this methodology, and a 
limitation at present. Further work would involve the investigation of a compromise 
between the methods, or further tweaking of the sample search code to speed the 
process up for day to day use. 
The results of the stepwise add and delete methods are shown in Table 7.7 and 
Figure 7.12. We see that the immediate decisions taken after updating with the 
initial data are either the expensive remediation method d\, or "no remediation" 
(MNA), d-j. Comparing this image with the figures for the single contaminants 
shows that this effectively combines the results seen there. The areas where the 
decisions are changing, as shown on the left images of Figure 7.12, generally cover 
the regions of uncertainty in the single cases. The sampling locations chosen, from 
a starting grid of 57 (Figure 7.3), cover much of the site, as we see if we combine 
the results of the four individual searches. The locations chosen cover the decision 
boundaries and areas of high combined uncertainty. The combined effect of failure 
and the cost of implementing two in-situ remediation options leads us to make 
only the two "extreme" decisions d\ and The savings made by the 25 point 
designs suggested compared to the immediate decision are considerable, £ 180,464 
and ,£208,110 in the add and delete case respectively. We bear in mind that while 
we specified remediation costs carefully chosen by an expert, the failure costs were 
less set in stone, and these figures take into account non-financial factors which 
have been given a financial cost for representation in this loss set up. These figures 
are not directly comparable with the single cases, as we used weights of ^ on each 
metal contaminant, and so have a smaller additive contribution. However, as a 
rough guide, adding the results of the individual stepwise add calculations, using 
weights of | on the metals, we obtain a value of £6,246,937. This suggests that it 
is beneficial to perform the multiple search algorithm, even with the computational 
worries associated with it. 
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Imm dec Final design 
Add 
Delete 
4,975,425 
4,975,425 
4,794,961 
4,767,315 
Table 7.7: Results of the add and delete search for all four contaminants 
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Figure 7.12: Results of the stepwise add and delete search for all four contaminants. 
7.4 Comparison to recommendations f rom origi-
nal study 
The original study does not consider depth or location, just how many values are 
above the guideline or SSTL. At the time of writing this thesis the actual situation 
at the site was unresolved. The local authority was undertaking further sampling in 
order to determine the extent of the contamination at this site, and the neighbouring 
site to the west, particularly for the Lead levels. The conclusions and recommenda-
tions from the site report were: 
• Additional desk study will be required, along with further sampling to deter-
mine the extent of the contamination. 
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• All four contaminants of interest failed the MVT in certain regions of the site, 
and were determined to require further investigation. SSTLs were derived 
and passed except in the case of Lead and BaP. The Lead contamination was 
deemed to consist of localised hotspots. 
• It is envisaged that remediation will be required to deal with a range of identi-
fied SPR linkages. The remediation will likely comprise a number of elements, 
dependent on the contaminant and location of the contamination. The po-
tential remediation methods discussed included excavation, capping, barrier 
methods and natural attenuation. 
The analyses made in this thesis result in some different conclusions drawn by 
the site investigation. This is for several reasons. Clearly we are implementing a 
detailed probabilistic model with which we make statements regarding contamina-
tion, whereas the site investigation looks at the suggested statistical tests of [21]. 
Also, we use the relevant SGV or available critical value as an indicator that reme-
diation is required, while the actual report calculates SSTLs. If we run our analyses 
with these values, the recommendations regarding immediate decisions become much 
closer. The SSTLs tend to be less conservative than the SGVs and take into account 
further site specific aspects about SPR chains. Clearly we can change the critical 
values and costs in the model with ease, and so this model will have no problem 
dealing with changing legal definitions in the future. We chose to use the SGVs in 
this example in order to demonstrate the potential of the methods described. Our 
analysis offers a second stage sampling design for the investigation of all four con-
taminants, or just for BaP if the investigators stuck with the SSTL values for the 
metals. We also give a recommendation for an immediate remediation strategy if 
no more sampling were to be undertaken, and would aid the DMs in the next stage 
of the site investigation. Unfortunately, the site in question has been put on hold 
and so it was not possible to implement this sampling scheme to look at the real 
outcome. 
Some of the main issues arising from this example were the small sampling costs 
in comparison to the remediation costs and ensuring the standard error was small 
enough to be confident about the sampling designs selected by the algorithm. If we 
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could improve the computational speed of the search algorithm in order to allow for 
a greater number of simulations to be feasible then we could be even more confident 
about the results. 
As we have seen, it is beneficial to learn about the contaminants together in 
terms of sampling and decision making as it allows us to allocate the budget for the 
remediation method in one go. The BaP contamination is somewhat dominant in 
terms of driving the remediation, due to the completely different distribution, and 
higher occurence of the contaminant compared to the critical value. I t would be up 
to the needs and views of the expert to decide on a site specific basis to determine 
which contaminants to group together. Given the large amounts of money which are 
being considered in this example (which were all obtained from discussion with the 
relevant experts, excluding the largely unknown failure penalties), there is a clear 
need for a methodology, such as that described within this thesis, which is able to 
improve the quantification of risk and therefore improve decision making. 
Chapter 8 
Conclusions 
The aim of this thesis was to provide a Bayesian decision framework, in which site 
investigation experts and decision makers can be included at all relevant stages of 
the process, in order to guide sampling selection and decision making for remediation 
options. 
The process of site investigation is complex and comprises several, often overlap-
ping, elements. As well as the understanding of several geochemical and engineering 
processes, along with the collection of detailed information required to build a re-
alistic model accurately representing the spread of contamination through a site, 
there are several legal and moral issues to deal with. The EA and DEFRA are 
currently moving through a period of change in terms of the definition and classifi-
cation of contaminated land, therefore any methodology presented for the problem 
of site investigation must be flexible and site specific in nature. Also, there is often 
disagreement and uncertainty in practice regarding who is responsible for the clean 
up of sites which are deemed contaminated. 
We must be sure when specifying loss functions that all consequences are taken 
into account. As we have mentioned, the site investigator and land owner are clearly 
looking to spend as little as possible in order to get the land into a safe state 
for development or resale, whereas the EA and HPA place primary importance on 
protection of human and environmental health. We have stressed the importance 
of a balanced approach when determining the loss functions, and feel that this is a 
key area for development in the future. 
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We wanted three key features to include in the methodology which would build 
towards the ultimate aim of efficient sample selection. These are modelling, a deci-
sion set up and a sampling search. The methodology developed in this thesis could 
in theory be applied to a variety of practical problems whereby decisions and further 
stages of sampling are likely to be required in a spatial setting. It offers a general 
spatial decision making framework, which we have geared towards site investigation. 
It has been developed with the analysis of very specific cases in mind, and may be 
made as complex or basic as desired. 
8.1 Modelling for site investigation 
The initial stage of the framework involved the development of a probabilistic model 
for the description of contamination levels over a site. We implemented a full 
Bayesian approach which allowed for a detailed description of the qualitative and 
quantitative prior information available, through the expert information, desk study 
and preliminary sampling. We used a closed model for ease of computation, but also 
offered a conditional conjugate approach to allow for independence of the mean and 
variance parameters, as well as multiple contaminant analyses. The multiple anal-
yses proved to be very similar to the individual updates in the cases we considered. 
This may in part be due to the fact that the data observed matched the prior beliefs 
well, or that we were obtaining "enough" information from the main contaminant 
of interest, and the secondary contaminants were not required in the update. 
To make the best use of the information we required an effective elicitation 
procedure. On discussion with the site investigation experts we decided to use 
a method whereby we asked as few complex questions as possible. The method 
of colouring maps to gain a depiction of the expert's opinions helped follow the 
thought process, in order to drive the questioning to further delineate boundaries 
and obtain detailed correlation structures. This process became further complicated 
when considering interrelationships between contaminants, although again the use 
of simple questioning helped the expert. This process is something to be further 
developed in the future, if the methodology were to be implemented in practice, the 
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experiences of several elicitation sessions would give further insight into the areas 
for improvement. 
After considering hypothetical examples we looked at a real case study, for which 
we investigated the distribution of Arsenic. Lead, Zinc, total PAH and BaP. This 
allowed us to consider the effect of multiple contaminants by analysing the metals 
together, as well as modelling for an organic contaminant. We considered BaP, as 
it is a particular contaminant of concern, and it is very different from the metals. 
As such, it would be expected to occur independently from the metals, as well as 
spreading in a different way through the site. 
Looking at two types of contaminants allowed us to assess the ability of the mod-
elling approach to deal with different contaminant transport methods. To further 
improve this model, we would envisage two elements of immediate interest. First, 
to deal with the negative predictions which may arise when we have a small pre-
dicted mean and a relatively large standard deviation, we could use a log normal 
transformation on the data. This could easily be performed in the analysis if the 
expert believed it would be a more effective way of modelling the contamination at 
a site. We suggested in the thesis a possible weighting on the variance in order to 
remove these negative predictions. As an example, the weighting could be based on 
the value of the predicted mean at a particular location, scaling the variance down 
to a reasonable level. The model will often include regions of high contamination 
(and high uncertainty), next to regions where contamination values are much lower, 
as such it becomes difficult to fully resolve uncertainty even when low values are 
predicted. 
Another improvement would be to find a way to account for hotspots of con-
tamination which we see arising in the case of BaP for example. We could consider 
adding an extreme value distribution to the model, as a way to include hotspots, 
and give a more realistic description of the uncertainty. We could have a completely 
separate hotspot model, and hope that the hotspots are picked up in the main by 
the initial site walkover and investigation. However, the modelling of hotspots is a 
complex topic of its own and would require further discussion with experts. 
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8.2 Decision and sampling for site investigation 
The next two, closely linked, stages of the thesis used the model developed in Chap-
ter 3 in order to combine a loss structure and decision theoretic approach to drive 
a sample selection algorithm. The decision set up allows us to calculate the ex-
pected loss associated with a particular sampling design, as well as the loss from 
implementing an immediate decision where no further sampling is to be undertaken. 
We decided to use a stepwise search algorithm to select the "best" set of locations 
at which to take the next stage of sampling. We looked at stepwise add, delete and 
combined search algorithms to account for relationships between locations. We 
developed a quick screening method to determine which locations are likely to be 
the most informative, so that the stepwise search would be more effective. Removing 
points that have little or no informative value can be screened out as early as possible, 
meaning that more computational time can be spent deciding between locations 
likely to have suggest a change of decision. 
We have offered a framework which will assist effective decision making and guide 
sampling selection. However, at present the methodology presented requires further 
refinement and development to be realistically fetisible for routine use, and to be 
fully accessible to non-specialists. 
8.3 Further work 
The spatial distribution of a site is extremely complex, and modelling it raises 
many issues. In this thesis we have offered a considerable improvement on the 
previous statistical tests offered by [21], with a model which allows for spatially 
related observations. However, we would also envisage the inclusion of depth in the 
model in the future, to further investigate the contamination levels on the site. We 
could do this with the current model by considering "slices" of the site at depth 
and considering a number of models concurrently. The inclusion of groundwater 
modelling would further inform us about the potential spread of contamination. This 
is currently taken into account implicitly by the expert when specifying the expected 
directions of trends. We could build on this by including detailed descriptions of the 
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groundwater flow and inclusion of other geological information. 
For this methodology to be useful in everyday site investigations, it has to be 
offered as a user-friendly piece of software. This could comprise an elicitation tool 
for the non-specialist to input their beliefs without requiring a statistician on hand 
for every site investigation. 
We have demonstrated the key features of a methodology for the investigation 
of potentially contaminated land. However, this model is still computationally 
slow, and quick alternatives need to be implemented to allow a realistically fea-
sible methodology. Ideally a method would allow for the inclusion of an MCMC run 
at each stage of the iteration, to allow the fullest description of the site and param-
eters of interest, although as shown this may not be necessary given the similarity 
of the results obtained. Even the improvement of the computational burden for the 
closed case would allow for far more simulations to be run, improving the accuracy 
of results. Also, we could look at extending the functionality of the code, to allow 
for missing data or observations at different locations for each contaminant. 
A key aspect would be to further investigate the actual allocation of loss func-
tions. The loss set-up described within this thesis is extremely flexible and would 
allow for the specification of loss functions as complex or simple as desired. However, 
the practicalities of assigning such numbers is a detailed topic which needs further 
exploration to allow this methodology to be implementable in a meaningful way. As 
the goalposts move in the subject of contaminated land, and the consequences of 
making bad decisions change, the allocation of realistic loss functions will further 
become the key element to determining a best course of action. 
Notation 
Modelling 
X Single location p37 
Location co-ordinates, in east and north direction p62 
X Several locations p39 
Observation at a location p37 
D Correlation matrix of sampling locations, basic model p39 
Error term p37 
X Matrix of observation locations p37 
Correlation length (in direction i) p37 
K, Correlation power p37 
E[y(x)l Expert judgement, expected value p46 
yfe) Adjusted observations, expert expected value subtracted p46 
G(x) Expert judgement, function of relative uncertainty p46 
D G Correlation structure, modified for expert uncertainty judgement p52 
"0(x, X_', #, ft) Correlation structure p38 
Zone weighting for correlation p48 
IZ Parameter set p51 
b Correlation between prediction and sampling locations p55 
(As a superscript) referring to predictive locations p39 
A (As a subscript) referring to observed values, i.e. actual data p39 
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y(x) =Xp + e(x) Model p37 
p Model mean parameter p38 
^ Mean value for direction i 
E Between contaminant variance 
matrix for multiple contaminant set up p77 
a- Model variance p37 
a Inverse Gamma scale p53 
d Inverse Gamma shape p53 
m Normal mean parameter p53 
V Normal variance parameter p53 
e(x) Model nugget variance p44 
r 2 Model nugget variance parameter p44 
v Relative nugget variance p45 
A Predictive mean p55 
A Predictive variance p55 
( D Q + u\) Prior correlation matrix for the prediction locations p55 
Decision and sampling 
Decision i pl41 
V Set of all decisions pl42 
5 Sampling design pl51 
n Set of all designs pl51 
ys Simulated observations for design pi52 
ok Outcome k of a decision pl41 
u Utility pl41 
L Loss p?? 
LR Cost of remediation method pl46 
LF Failure loss pi46 
Li nit Initial sampling cost pi46 
Incremental sampling cost pl46 
111 Number of inference locations pi39 
nc Number of candidate locations pl46 
Tasini Number of simulations pi52 
M Expected loss associated with optimal decision pl42 
C Total expected loss over inference locations pl42 
CV Critical contaminant value pl50 
UB Upper bound pi67 
Glossary of technical terms and 
abbreviations 
EA Environment Agency 
DEFRA Department for Environment Food and Rural Affairs 
HPA Health Protection Agency 
SPOSH significant possibility of significant harm 
MNA Monitored Natural Attenuation 
LPA Local Planning Authority 
SGV Soil Guideline Values 
SSTL Site specific target level 
SSSI Site of Special Scientific Interest 
1CRCL Interdepartmental Committee on the 
Redevelopment of Contaminated Land 
CLEA Contaminated Land Exposure Assessment (model) 
CLR Contaminated Land Report 
CL:AIRE Contaminated Land: Applications in Real Environments 
CIEH Chartered Institute of Environmental Health 
US EPA United States Environmental Protection Agency 
WFD (EU) Water Framework Directive 
IG Inverse Gamma distribution 
NIG Normal Inverse Gamma distribution 
DM Decision Maker 
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Appendix A 
Basic and Auxiliary Results 
A . l Standard Results 
A. 1.1 Bayes Theorem 
The underlying statement which forms the basis for the probabilistic modelling and 
updating of beliefs is the statement of Bayes Theorem. 
P { A , B , . m^m (A„ 
where 
• p(A) is the prior probability for A, i.e the quantification of the experts prior 
beliefs. 
• p(B | A) is the likelihood, i.e. the probability of observing B given the distri-
bution for A. 
• p(A | B) is the posterior probability for A, conditioned on the value of B that 
was observed. 
• p{B) is the marginal probability for B 
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A . l . Standard Resul ts 248 
A.1.2 Closed Update 
Conjugate analysis of the normal linear model wi th generalized error variance, from 
[69], Normal Inverse Gamma (a ,d ,m , V ) joint prior specification 
V * = ( V - 1 + X ' X ) " 1 
m * = ( V " 1 + X ' X ) - 1 ( V - 1 m + X'y) 
a* = a + m ' V ^ m + y ' j / - ( m * ) ' ^ * ) - 1 ! ! ! * 
d* — d + m 
Adjust ing to allow for the extra notation and the correlated error structure, 
/ 
Posterior oc (cr2) 
/ 
V 
2\-{d+m+q+2)/2 
exp 
V 
1 
2^2 
X (^A(X) - X / ? ) ' ( D G + ul)-\UU) ~ + (P- m)'V~\P - m) + a 
Q 
Let R = ( D G + ul) 
Then Q = ^ C x / R ^ l x ) - / T X ' R - ^ x ) - y ^ ' R ^ X p + (?X'R-lXp 
+ ^ V - ^ - m ' V - V - ^ ' V ^ m + m ' V ^ m + a 
= 0 ( X ' R - J X + V - 1 ) (3 - 0 ( X ' R - ^ A C X ) + V - ] m ) 
- (yA{x)'R-lX + m'V'1) P + m'V-'m + ^ ( x / R r ^ t x ) + a 
= ( ^ - m ' n v r ' ^ - m V a * 
A. 1.3 Standard results for the multivariate normal distri-
bution 
I f we have x ~ N(// , S) and we parti t ion x into two pieces x = ( x i , x 2 ) then 
E = 
Marginalisation 
E n E l 2 
^21 ^22 
N(Mi 
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Conditioning 
x 2 | x i ~ N ( f i 2 + E 2 1 E 1 1 ' ( x 1 - / / , i ) ,E 2 2 - S o i S j / E ^ ) (A.2) 
A.2 Calculation of D 
We give an explicit calculation for the D matrix presented in Equation (3.20). As 
we have three regions specified, we require the calculation of three intermediate " D " 
matrices. This are found using Equations (3.4, 3.5) as 
D x = 
D , = 
D , 
( 1 0.486 0.493 ^ 
0.486 1 0.729 
v 0.493 0.729 1 y 
( 1 0.236 0.243 ^ 
0.236 1 0.531 
0.243 0.531 1 
1 0.001 0.001 \ 
0.001 1 0.042 
0.001 0.042 1 
We combine these to give D using Equation (3.18). We show the calculation for the 
[ l , 2 ] t / l element of the matrix here, where the weights come from Table 3.1 
3 
D [ l , 2 ] = ^ a r , ( x > r t ( x 2 ) D r , [ l , 2 ] 
= a r i ( x 1 ) a J . 1 ( x 2 ) D n [ l , 2 ] 
+ ar2(x1)ar2(x2)~Dr2[l,2} 
+ a r 3 ( x 1 ) a r 3 ( x 2 ) D r 3 [ l , 2 ] 
= 0.975 x 0.15 x 0.486 + 0.2 x 0.15 x 0.236 + 0.1 x 0.977 x 0.0007 = 0.0782 
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A.3 Conditional distributions for the M C M C al-
gorithm 
A.3.1 Single contaminant 
Independent prior specifications, and likelihood 
p(p) ~ N ( m , V ) 
~ .o(f , | ) 
p(v) ~ IG(a„ ,d„) 
P(VAU)\P,C72,U) ~ N ( X £ , a 2 ( D G + */I)) 
We combine these to give the form of the posterior, and then individually condition 
on one parameter at a time, assuming all other parameters are known: 
p f c o V l f c f c ) ) « | y ^ ) e x p ( 5 ) ^ - - e x p ( ^ ) 
x i - | v r U x p ( - i ( ^ - m ) / V - 1 ( ^ - m ) ) 
x ( ^ l - 2 ( D c + - I ) | -
x exp ( y A ( x ) - X £ ) V ' - ^ D G + v\yl ( y A ( x ) - X £ ) ) 
| a 2 , ^ , y A ( x ) ) cx 
x 
e x p ^ - i ^ - m j ' V - 1 ( £ - m ) ) 
exp ( ~ ( ( y A ( x ) - X ^ V ^ ( D G + / / I ) " 1 ( y A ( x ) -
exp ( - | ( ^ ' V - ^ + ^ X ' ^ ^ ' x g - m ' V ^ 
a- — —• 
— CT- - - — 
N ( m * , V * ) 
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where 
= iv- ' + r ( D G + : i r ' x a2 
m* = V * ( V - ' m + X ' ^ y A ( x ) 
o-
p{&2 I P, 'A 2/A(X)) OC a2{ ^ 2 ) e x p ( - ^ ) 
x a 2 ( - T ) exp ( - ± ( y A ( x ) - X £ ) ' ( D G + ^ I ) " 1 ( y A ( x ) - X £ ) ) 
- i f 4 
where 
a* = a+{yA(x)-XP)'(DG+ { y A ( x ) - X p ) 
d* - d + m. 
Finally we require the conditional distribution for v given the other parameters. 
Here we find that we cannot express this as a closed form distribution and so the 
Metropolis step is required. 
p(v\P,a2,yA(x)) oc U~V»+V exp (^ ) | D G + vl\~* 
x exp (-± ( y A ( x ) - X £ ) V ' - 1 ' ( D G + ( y A ( x ) - X £ ) ) 
A.3.2 Multiple contaminants 
In Equation (3.48) we gave the form of the prior distribution for the multiple contam-
inant case. Here, we look at the j3 specification and give the form of the conditional 
which is required in order to calculate the posterior (3 distributions. We use the 
results of A.1.3. 
/ \ - i r / \ / 
« i i i ^33 ^3k 
to. = m » + ( s l f c / _ 
~^>kj ^kk 
—3 
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We then derive the forms of each conditional posterior distribution as shown in the 
previous section. However, where we see m and V on page 250, we use p.* and W* 
respectively. This leads us to the conditional posterior shown on page 79. 
We may generalise this to any number of contaminants by partitioning the vector 
P2,..., j3 and the associated variance matrix as follows (where 2 < i < p — 1) 
V 4 J 
where we define 
2 v = m v = 
/ m , N 
n i j - i 
V mP J 
E = 
E j i £ i \ i 
£ \ u £ \ i \ t 
' W i — £ « — E ^ E ^ ^ E ^ 
£ i i — E 
~~ ( S i i E ; 2 • • • £ t ( i + l ) . . . E j p ) 
£ \ i i — 
E 2 i 
E ( i _ i ) i 
£ ( i + l ) t 
^ E n E 1 2 
E 2 i E 2 2 
S ( 7 ; - i ) j E ( j _ ! ) 2 
E ( , + j ) i E ( i + 1 ) 2 
E 2 ( , - i ) £2(1+1) 
£ ( i - l ) ( i - l ) £ ( i - l ) ( i + l ) 
E ( i + i ) ( 2 - i ) E ( i + i ) ( t + i ) 
-pi Jp2 £ p ( i - l ) 
Sip ^ 
E 2 p 
y, 
Jp(z+1) 
(f-i)p 
J(i+1)/' 
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and the posterior conditional p. distribution becomes 
P ( £ I 2 V . » 2 . " ) ~ N ( m * , V ' ) 
m , = v , f x ' ( D G + ^ ) - w * ) + w - l m i 
+ wr 1 
v* = X ' ( D G + ^ I ) -
l X 
- W r 1 [^vE-^mv]) 
1 
+ wr 1 x 
Appendix B 
Additional examples 
B . l Lead contamination 
The elicitation and update demonstration for Lead is included in this appendix as 
the methods are very similar to the Zinc case included in the main text, Section 4.2.3. 
We wil l use this information when considering the design of sampling schemes in 
Chapter 7. 
B . l . l Prior specification 
Due to the presence of the leadworks previously to the left of the site, the expert was 
fairly confident that Lead would be present in elevated quantities to the west. How-
ever, unlike the Arsenic, she didn't think there would be any to the east, so the site 
was only divided into four regions. After further discussion about her uncertainty 
regarding the blue section, the expert stated that she expected a soft boundary be-
tween the blue and green regions. We describe this by adding a transitional region, 
as discused in Section 3.4.2 wi th expected value ranging from the mean for the blue 
region in the west, through to the green mean in the east. After discussion with 
the expert, we opt for a region approximately equal in width to the blue region as 
shown in Figure B . l . 
Based on the uncertainty the expert expressed we assigned a prior variance of 
a2 = 2002 and a zero prior linear /? as we have a detailed regional specification, so 
13 learns about the departures from this description. Tables B . l and B.2 gives the 
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a d m V 
f 0 1 5 0 0 \ 
Closed prior 40000 3 0 0 5 0 
286.01 ( 0.906 
I 0 0 5 
-0.002 
) 
-0.002 ^ 
Closed posterior 428199.1 17 -0.35 -0.002 0.000 -0.000 
V -1.8C 
M 
) v 0.002 
( 200000 
-0.000 
0 
0.000 j 
0 \ 
Cond conj prior 40000 3 0 0 200000 0 
/ 
1° I 
300.9' / 
\ 0 
' 31399.50 
0 
-68.67 
200000 j 
-80.23 N \ 
Cond conj posterior 504723.1 17 
\ 
-0.39 
-1 .84 J \ 
-68.67 
-80.24 
0.62 
-0.36 
-0.36 
0.87 / 
Table B . l : Prior and posterior hyperparameters in the closed and conditional con-
jugate case for Lead 
means, uncertainties and correlation lengths and weights used in the update, where 
Region E(y(x)) G 9 K x e 1 2 3 4 5 
1 45000 5 2 5 ai(x) 0.975 0.220 0 0 0 
2 4500 3 2 100 a2(x) 0 222 0.95 0.192 0.055 0 
3 smooth 2 2 100 a-3(x) 0 0222 0.975 0.153 0.222 
4 300 0.5 2 5 04 {x) 0 0 0.05 0.975 0.220 
5 450 1 2 20 0 0 0.1 0.153 0.95 
Table B.2: Prior specification for Lead contamination at Site R 
smooth is a function decreasing linearly from left to right, f rom 4500 to 450. 
f x _ 75 \ 
smooth = 4500 - 4500 ( e J ( B . l ) 
Updat ing , cross validation and diagnostics 
We carry out the same procedure as for the Arsenic example to determine how the 
model is performing. Figure B.3 shows the predicted values and standard devia-
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\ 
Figure B . l : Extent of transitional region to account for expert uncertainty regarding 
possible spread of Lead contamination 
tions for the same herringbone grid as previously. Also included in Figure B.2 is a 
depiction of the contamination levels wi th the large values cut off so the predicted 
behaviour throughout the rest of the site is clearer. In the closed case a2 was reduced 
from 40000 to 28546, (standard deviation from 200 to 169) and to 33648 (standard 
deviation of 183) in the M C M C update. The cross validation results in Table B.3 
and Figure B.4 shows that most the predicted values are within two standard devia-
tions, and many within one. While not as close as the Arsenic cross validated values, 
there is no indicator of the prior being unreasonable. The values that do poorest 
again have few influential locations around them, or are close to boundary regions, 
which suggests that we are uncertain in these regions, the sampler should choose to 
look here for further investigation given a suitable decision criterion. Again there is 
no discernable difference between the closed and M C M C approach, except the time 
taken to perform the updates. 
The problem of large uncertainty and small means is more noticeable in this case 
due to the larger numbers being considered. However, we feel the model accurately 
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describes the contamination in the site as a whole 
7, 
• 
• 1 
o -I 1 1 1 1 1 " T — I 
50 100 150 200 280 SOO 3 M 400 
Figure B.2: Prediction for Lead contamination with all values over 1000 cut off at 
1000 to better depict the prediction levels in the rest of the site. 
Figure B.3: Lead posterior predictive distributions, comparison of methods. Closed update, mean with standard deviation overlaid 
in top left image, top right image shows standard deviation. Single MCMC approach, mean with standard deviation overlaid in 
bottom left image, bottom right image shows standard deviation. 
to 
01 
oc 
Closed Cond conj 
Location Value Pred mean Pred sd Standardised Pred mean Pred sd Standardised 
(160,60) 770 523.0 197.7 1.25 525.67 185.34 1.32 
(230,112) 390 484.5 192.6 -0.49 483.69 191.52 -0.49 
(275,125) 525 381.7 198.8 0.72 384.83 191.83 0.73 
(365,180) 67.5 440.1 212.2 -1.76 437.82 178.48 -2.07 
(112,110) 1600 1184.7 227.7 1.82 1197.15 247.23 1.63 
(140,160) 51 329.6 122.8 -2.27 338.5 112.8 -2.55 
(180,103) 370 549.0 181.9 -0.98 542.93 185.68 -0.93 
(275,215) 210 268.9 184.4 -0.32 270.35 194.1 -0.31 
(155,185) 150 226.8 141.3 -0.54 226.78 136.17 -0.56 
(175,180) 300 193.0 133.0 0.80 193.49 135.96 0.78 
(210,185) 270 175.5 130.2 0.73 177.23 136.81 0.68 
(235,23) 35 98.7 141.1 -0.45 98.01 138.09 -0.46 
(250,210) 290 95.3 124.7 1.56 94.66 126.96 1.54 
(280,255) 43 22.4 152.3 0.14 17.79 137.67 0.18 
Table B.3: Cross validation for Lead observations 
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Figure B.4: Cross validation results: Standardised prediction values for Lead at 
observation locations, for closed update in green and M C M C in red 
• 
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Figure B.5: Expert belief elicitation maps, Lead 
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l e v 
T O 
Figure B.6: Expert belief elicitation maps, Zinc 
^0 
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Figure B.7: Expert belief elicitation maps, PAH 
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Figure B.8: Stepwise add results, contaminant B where we see no sampling required 
and therefore no changes to the immediate decision or posterior standard deviation 
B.2 Single contaminant stepwise search examples 
In addition to the single contaminant example of Section 6.4.1, we look at the 
remaining two hypothetical contaminants. 
Contaminant B 
The analysis of contaminant B uses prior beliefs used in Sections 3.6 and 3.7.3. We 
give a CV of 150 and a UB of 250. The ini t ial herringbone grid was the 33 point 
grid introduced in Section 6.4.1. We used the init ial search to discard | of these 
points, and left 11 for the careful search. In this case i t was deemed that no further 
sampling was necessary, and the decision is to take no action throughout the site, 
as shown in Figure B.8. This is because of the high upper bound of 250. There are 
only three values observed which exceed the critical value of 150, and none above 
the UB. The expected loss associated with an immediate decision was 1.480. 
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Imm dec Cand design 
Add 
Delete 
Combined 
2.802 2.707 
2.802 2.702 
2.802 2.718 
Table B.4: Results for the single contaminant stepwise search routines, add, delete 
and combined, contaminant C 
Contaminant C 
For contaminant C we use the prior beliefs of Sections 3.6 and 3.7.3. We use a CV 
of 3 and a UB of 16. 
Figures B.9-B.11 show the results of implementing the add, delete and combined 
search algorithms respectively, for the same prior and loss structures. The results 
we obtain are shown in Table B.4. We see different results for each case due to the 
fact that we are simulating, but also because we look at joint relationships in the 
delete case. 
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Figure B.9: Stepwise add results, contaminant C 
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Figure B.10: Stepwise delete results, contaminant C 
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Figure B . l l : Stepwise combined results, contaminant C 
