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Abstract
Our goal in this paper is to discuss various issues we have encountered in trying to ,nd and implement
e-cient solvers for a boundary integral equation (BIE) formulation of an iterative method for solving a
reconstruction problem. We survey some methods from numerical linear algebra, which are relevant for the
solution of this class of inverse problems. We motivate the use of our constructing algorithm, discuss its
implementation and mention the use of preconditioned Krylov methods.
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1. Introduction
There are some practical applications in bioelectric ,eld and mechanical engineering which cannot
be framed in classical boundary value theory. In these problems, the known boundary conditions
are insu-cient for solving the problem. This can, for example, be because it is impossible to mea-
sure all the boundary conditions required. In order to balance the unknowns, one possibility is the
measurement of some e<ects, in a suitable number of boundary or internal points.
For example, in investigations of a gravitational (electric, magnetic) ,eld it is often necessary
to determine the potential of the ,eld in a domain outside the mass (charge, current) creating the
,eld, from the values of the potential in a part of this domain. Such problems play a role, e.g., in
the construction of magnetohydrostatic equilibria. The solution of this problem is equivalent to the
solution of a Cauchy problem for the Laplace equation.
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Another example of an engineering problem of this type is that of electrical prospecting data. The
known term of this problem is given from the measurement of the magnitude of the potential and
the intensity of the potential at the accessible part of the surface of the Earth.
A further example concerns some inverse problems in electrocardiography. In fact, The bioelectric
sources in the heart region which is bounded by epicardial surface produce an electric current in
the surrounding conductive region thereby giving rise to the potentials that can be detected on the
body surface and are commonly recorded at various sites as time-varying electrocardiograms. When
electrocardiograms are recorded simultaneously at many body-surface sites (a technique known as
body-surface potential mapping [1]) they can be used to construct a sequence of potential distributions
for each cycle of cardiac electrical activity. It is of practical diagnostic interest to determine how one
can best use such distributions of observed body surface potentials to estimate the cardiac electric
sources that produced them. One particular formulation of this problem, see [20], estimates the
potentials over the epicardial surface from body-surface potentials.
The applications brieFy sketched above lie within the class of the so-called reconstruction in-
verse problems. The discrete form of the reconstruction problem is held by an algebraic system
of equations. This system, besides being generally rectangular, is ill-conditioned and so requires a
specialized technique to solve it. A further complication is the noise present in the known term of
the system of equations deriving from the errors produced both by the discretization process and by
the inevitable measure device errors.
The main way to tackle an ill-conditioned system of equations, such as that above, is known
as the Tikhonov regularization method [23]. Roughly speaking, the regularization method instead of
tackling the ill-conditioned system of equations solves a class of well-conditioned systems depending
on a regularization parameter. Within this class of solutions, the optimal parameter is selected by
means of an heuristic criterion which plays the role of a ,lter able to denoise the errors contained
in the data. Naturally, in this approach the choice of the regularization parameter becomes the real
problem to solve.
Reconstruction problems have been tackled in recent years using both ,nite elements and boundary
elements. In [4,19] ,nite elements along with the standard Tikhonov method were used. Conversely,
in [14] and in [17] boundary elements were employed in conjunction with the Tikhonov approach
and the truncated singular value decomposition [9], respectively. All the above cited papers are
centered on the formulation and the discretization of the reconstruction problem and do not pay
enough attention to the computational cost of the reconstruction algorithm, or to the criterion used
to automatically select the optimal solution.
If the reconstruction problem is considered from the point of view of the discretization process
the boundary element method appears more advantageous than the ,nite element approach. The
advantages are related to the reduction in the dimensions of the discrete model and to the mixed
nature of this approach which makes it more accurate for evaluating both potentials and their normal
gradients [3]. An additional advantage is the separation between the evaluation of the boundary
solution and the successive computation of the solution inside the domain. This property can be
used advantageously since it permits the computation of potentials and electrical ,eld at the points
of interest only.
Below, a complete algorithm for reconstructing boundary conditions introduced in [12] is presented.
This method consists in obtaining successive solution of well posed mixed boundary value problems
for the elliptic equation and overcomes the di-culties of the parameter selection choice required by
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the regularization methods. Boundary elements are used to discretize the auxiliary problems along
with an appropriate strategy for dynamical selection of a relaxation parameter in order to speed up
the convergence and to make the solution process entirely automatic.
The boundary elements gives rise to systems of algebraic equations whose matrices are dense,
nonsymmetric and ill conditioned. For systems of moderate dimension direct methods like Gauss
elimination are the ,rst choice in spite of O(n3) Foating point operations as they assure an exact
solution except for roundo< errors. However, when the dimension of the underlying problem becomes
very large these methods loose e-ciency and restoring to iterative methods seems unavoidable,
despite the fact that they can deliver only an approximate solution.
In the following sections the statement of the reconstruction problem, its discretization by means
of a boundary elements and its solution by using the iterative algorithm outlined immediately above
will be discussed. We present a comparison of the performances of an e-cient method based on LU
factorization and the exploitation of the nature of reconstructing algorithm and some iterative tech-
niques based on conjugate gradient solvers as generalized conjugate gradient (GCR) and bi-conjugate
gradient stabilized (Bi-CGStab) that seem to have the potential to be e-cient and competitive for
BEM algebraic systems of equations, specially when used with an appropriate preconditioner. A
comparison with the direct application of the conjugate gradient method to the normalized systems
of equations (CGNE and CGNR) is also presented. Numerical results which prove the computational
convenience of the proposed algorithm precede the concluding remarks.
2. Inverse problems for potential elds
For a given direct or primary problem, di<erent inverse problems can be consider. In all cases,
part of the data which is known for a well-posed direct problem is not known. In order to ,nd this
unknown data, supplementary information have to be provided. Therefore, many di<erent inverse
problems can be posed, although only some of them may be of interest in practical applications. In
this section, the problem statement for the so-called reconstruction case is presented.
2.1. Direct problem statement
The direct problem is very well known and can be stated as follows:
Ju(x) = f; x∈ (2.1)
with essential and/or natural boundary conditions,
u(x) = Lu; x∈u; (2.2)
q(x) = Lq; x∈q; (2.3)
where u(x) is the potential at a point x of the domain ; q(x) = 9u=9 is the Fux at a point x on
the boundary  whose outward normal is ; f is a given source function: in the sequel f = 0 is
considered, without lost of generality (see [12]). Finally, Lu and Lq represent known values of the
potential and Fux on u and q, respectively, where u ∪ q =  and u ∩ q = ∅.
150 A. Nachaoui / Journal of Computational and Applied Mathematics 162 (2004) 147–164
2.2. Reconstruction inverse problem
In the reconstruction inverse problem, the geometry of the problem is determined, but the boundary
conditions are not completely known. This problem arises in cases where a portion of the boundary
is exposed to environmental conditions which cannot be assessed due to physical di-culties or
geometrical inaccessibility. The aim in the reconstruction inverse problem is to ,nd the unknown
boundary conditions based on the supplementary data provided on the boundary and/or the domain.
For example, consider a problem where the value of the potential at a part 0 of u is not known,
and assume that experimental measurements are available at a set of points on 2, a portion of q,
u(x) = Lu; x ∈2; (2.4)
where = 1; : : : ; Mu and therefore, Mu supplementary values are known.
2.3. Boundary integral equation for the potential problem
The potential problem stated in di<erential form in Eq. (2.1) can be written in terms of boundary
integral equation (BIE) [3] by the equation,
c(x)u(x) =
∫

{u(y)9y ln|x − y|} dsy − 9yu(y) ln |x − y| dsy; (2.5)
where c(x), called the free term, is 0 if x 
∈ ∪, 1 if x∈ and !=2 if x∈, where ! is the interior
angle between the left and right tangents to the boundary at the point x. u∗(x; y) = (1=2) ln(1=r) is
the fundamental solution for the Laplace equation; r= |y−x| is the distance between the collocation
point x and the integration or observation point y; and q∗ = −(1=2)(9r=9) is the Fux associated
to the potential u∗(x; y).
2.3.1. Discretization of the boundary
The subdivision of the boundary can be done using di<erent types of elements. In the present
investigation, constant elements are considered. Assuming that over each boundary element 9i the
functions u and q= 9u are constant and take their values ui and qi at the centroid xi, the resulted
discretized boundary integral equation at node k has the following form
m∑
l=1
Hklul =
m∑
l=1
Gklql; (2.6)
where m is the number of boundary elements 9i such that  =
⋃m
i=19i. The components of the
coe-cient matrices H and G are given by
LHkl =
∫
9l
q∗k ; (2.7)
Hkl = LHkl + 12 kl; (2.8)
Gkl =
∫
9l
u∗k : (2.9)
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A four-point Gaussian quadrature rule is employed for numerical integration of the components of
the coe-cient matrices H and G. However, for calculating the diagonal components, special care
must be taken. The diagonal terms LHkk vanish due to the orthogonality of the element coordinate
and the normal. The terms Gkk can be calculated analytically and it is given by the following
equation
Gkk =
Le
2
[
ln
(
2
Le
)
+ 1
]
; (2.10)
where Le is the element length. The values of the o<-diagonal coe-cients of H and G can be written
as [3]
Hkl =
4∑
i=1
−
(
1
d2s
)
Lws
√
(R1 − R2)2 + (S1 − S2)2
2
; (2.11)
Gkl =
4∑
i=1
ln
(
1
ds
)
ws
√
(R1 − R2)2 + (S1 − S2)2
2
; (2.12)
where R1; R2; S1 and S2 are the coordinates of the extreme points of each element, ws are the
weighting for each point, L is the distance from the collocation point to the line element tangent
to the element and d is the distance from collocation point to the Gauss integration points on the
boundary element.
3. Inverse problem analysis
Let N0 (resp Mu) be the number of boundary elements of 0 (resp. 2). Suppose that both u
and q are unknown on 0, then the system of equations (2.6) resulting from (2.1)–(2.3) contains
m equations and M = m + N0 unknowns. In order to complete the system of equations, one must
add further information represented by the experimental measurements (2.4). Then, using (2.5) we
obtain
m∑
l=1
Hklul =
m∑
l=1
Gklql; k = 1; : : : ; Mu: (3.1)
This system of equations provides Mu equations which when combined with the system of equations
(2.6), resulting from (2.1)–(2.3), gives a new system of N =m+Mu linear equations in M unknown
variables. This system can easily be rearranged and written in a generic form
AU = b: (3.2)
Its right-hand side is obtained by multiplication of the appropriate columns of the inFuence matrices
H and G by values known from boundary conditions. Components of the vector of the unknowns
U as well as components of the main matrix A depend on the boundary condition at the considered
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node. We obtain
Aij =
{−Gij for Dirichlet’s boundary condition;
Hij for Neuman’s boundary condition;
(3.3)
Uj =
{
qj for Dirichlet’s boundary condition;
uj for Neuman’s boundary condition:
(3.4)
So far, the application of the BEM and the boundary conditions (2.2)–(2.4) has reduced the recon-
struction inverse problem to the linear system of algebraic equations (3.2). A necessary condition in
order for a solution to be found is that Mu¿N0.
Consider the algebraic aspects of the solution of the ,nite dimensional problem (3.2) resulting
from a discretization of the ill posed continuous Cauchy problem for Laplace equation. In general
the matrix A in (3.2) is an N ×M matrix, and if M and N are large enough the ill-posedness of the
continuous problem underlying (3.2) carries over the ,nite dimensional problem so that the number
&(A) = ‖A‖2‖A˜‖2
is extremely large (A˜ denotes the pseudo-inverse of A). Therefore any attempt to solve (3.2), or
when N ¿M the least squares problem
min
x
‖Ax − b‖2; (3.5)
or when N ¡M the minimum norm problem
min
x
‖x‖2; subject to Ax − b= 0 (3.6)
will give inappropriate results; a perturbation of the right side, introduced, e.g., by round o<, will
in general be blown up and usually cause the solution to oscillate widely.
The numerical solution of the linear system (3.2) can be completely analyzed in terms of the
singular value decomposition (SVD) of the matrix A. For convenience we assume here that A is
N ×M; N¿M (i.e. Mu¿N0). The thin SVD of a matrix A, N ×M; N¿M is a decomposition
of the form
A= U)V T =
M∑
i=1
+iuivTi ; (3.7)
where U = (u1; : : : ; uM )∈RN;M and V = (v1; : : : ; vN )∈RM;M are matrices with orthonormal columns.
The matrix ) = diag(+1; : : : ; +M ) is a diagonal matrix with elements +i ordered non-increasing.
If N ¡M the SVD is found by decomposing AT followed by an interchange of U and V . The
pseudo-inverse A˜ is then de,ned as
A˜=
∑
+i =0
+−1i viu
T
i :
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Notice that the inverse and pseudo-inverse are equal if A is square and nonsingular. Furthermore the
pseudo-inverse applied to a vector results in the least square solution:
xLS = (ATA)−1ATb= A˜b:
Thus in terms of the decomposition (3.7) the pseudo-inverse solution of (3.2) can be expressed as
xLS =
∑
+i =0
-i
+i
vi; -i = uTi b:
Due to the ill-posedness of the underlying problem (2.1)–(2.4), the +i will tend to zero rapidly for
increasing i. It can immediately be seen that small perturbations to the vector b will cause large
changes in the solution xLS .
In many methods for ill-posed problems A in (3.2)–(3.6) is replaced by a modi,ed matrix Aˆ such
that ‖A − Aˆ‖2 is “small” and the condition number of Aˆ is of moderate size. Such methods are
called regularization methods. This term was originally used by Tikhonov [23] in connection with
one such method.
The regularization or Tikhonov approach consists, essentially, in a modi,cation of the ill-
conditioned system of equations which leads to a solvable problem. The reconstruction problem
can be tackled starting from the least square formulation (3.5) of the reconstruction problem equiv-
alent, when the minimum condition is imposed, to solving the normal system of equations
ATAx = ATb:
In order to regularize this ill-conditioned system, all the eigenvalues of the symmetric matrix ATA
have to be perturbed by the positive coe-cient .2, named regularization parameter. So, using the
identity matrix I , the system becomes
(ATA+ .2I)x = ATb
or, equivalently, returning to the variational form
min
x
(‖Ax − b‖22 + .2‖x‖22)
which represents the standard form of the Tikhonov approach.
As can be seen the initial ill-conditioned problem is transformed into a well-conditioned problem
by modifying, shifting them by .2, the eigenvalues of the matrix which holds the associated normal
form in the least square sense.
The crucial point of the method is the choice of the regularization parameter . since the mod-
i,cation simply moves the ill conditioning of the system of equations to the selection of .. This
parameter can be chosen interactively by the user or determined from the data or from some a priori
information about the solution. In either case it is important to be able to e-ciently compute the
solution for several values of the parameter. This method has two other drawbacks. First, computing
the matrix of normal equations unnecessarily squares the condition number of the problem. Second,
in this approach O(N 3) multiplication are needed to compute x. for each new value of ., which is
a disadvantage since . is not usually known a priori.
On the other hand, a computationally feasible approach, introduced in [12], to the Cauchy problem
for elliptic equations which overcome the di-culties mentioned above can be used to estimate the
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applied surface potential u(x) on 0 from potential measurements Lu on 2. This method has many
advantages, which include the simplicity of computational schemes, the similarity of the schemes to
problems with linear and nonlinear operators [6].
3.1. The alternating method
Let 1 and 3 be the parts of  such that 0 ∪ 1 = u and 2 ∪ 3 = q. We shall construct
our approximation as follows: we shall specify, v0, the initial approximation of the solution on 0
which satis,es the compatibility condition with the data on 1. Then, for n¿ 0, u(2n) is obtained as
the solution of
−Ju(2n) = 0 in ; u(2n)|0 = v
(n); u(2n)|1 = v1; 9u
(2n)
|2 = g2; 9u
(2n)
|3 = g3; (3.8)
with v(0) = v0 and
v(n) = 1u(2n−1)|0 + (1− 1)v
(n−1) for n¿ 1: (3.9)
Having constructed u(2n), we can obtain u(2n+1) by solving the problem:
−Ju(2n+1) = f in ; 9u(2n+1)|0 = 9u
(2n)
|0 ; u
(2n+1)
|1 = v1; u
(2n+1)
|2 = v2; 9u
(2n+1)
|3 = g3: (3.10)
In (3.9), 1¿ 0 is a parameter that will be determined in order to ensure and possibly accelerate
the convergence of the iterative scheme. Thus, we have to solve only the two direct problems (3.8)
and (3.10) at each iteration. The convergence of this algorithm was established in [12] where a
,nite element approximation was undertaken. The parameter 1 can vary with the iteration in order
to accelerate the convergence. A criterion which can be used to automatically select the optimal 1 n
is to minimize
2(1) = ‖v(n+1) − v(n)‖L2(0):
This gives the following dynamical selection of 1.
1(n+1)d =
〈e(2n); e(2n) − e(2n+1)〉
‖e(2n+1) − e(2n)‖2L2(0)
; ∀n¿ 1: (3.11)
where e(2n) =u(2n)|0 −u
(2(n−1))
|0 , e
(2n+1) =u(2n+1)|0 −u
(2n−1)
|0 , and 〈·; ·〉 denotes the inner product in L2(0).
The boundary element method is a very apt tool to solve the auxiliary problems (3.8) and (3.10),
since the boundary is the main unknown of the problem and the statement of these problems in
term of boundary integral equation reduces the modeling e<ort to a minimum. Moreover, the BEM
determines simultaneously the boundary potential u and its normal derivative 9u, this allows us to
solve problem (3.10) without the need of further ,nite di<erence, as one would employ if using the
,nite element or the ,nite di<erence method.
The main di-culty with integral formulations is that the solution time may be unacceptable.
To make the proposed method more appealing, e<ort must be devoted to the implementation of
algorithm (3.8)–(3.10) and in particular to solving large dense linear systems e-ciently. In general,
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the following factors are considered in choosing an implementation technique:
(1) the accuracy of the calculation, or the quality of the approximation;
(2) the computational e<ort involved, or the e-ciency of the method; and
(3) the ease-of-implementation.
We have tested iterative Krylov methods, and an e-cient method based on LU factorization and
the exploitation of the nature of algorithm (3.8)–(3.10).
4. Computational implementation
Most of the papers which deal with a kind of system such as (2.6) (see for example [10,13])
propose the well known direct method Gaussian elimination. The downside to direct methods be-
comes apparent when the problems get large. A factorization of a large matrix is generally very
expensive in term of computing time and memory consumption. If only multiplication and division
are considered, the total operation counts would be (m3=3+m2−m=3), where 1=3(m3−m) are used
in the factorization and m2 in the backward and forward substitutions.
On the other hand, large dimension systems of equations can be advantageously tackled using
iterative solvers. In fact they are only ones able to solve very large systems such as those deriving
from real problems. It is, therefore, opportune to try to solve the system deriving from the recon-
structing algorithm (3.8)–(3.10) using such methods. Iterative methods are characterized by using
repeated steps in order to ,nd the solution. At each step a new solution is generated which hopefully
converges. Furthermore one iteration is normally cheap in terms of computing time compared to a
direct method. If the iterations converge fast it possible to stop after just a few iterations and still
have a good approximation to the solution. The Iterative solution of a dense nonsymmetric linear
system such as (2.6) is a kO(m2) process, where k is the number of iterations. If k is much less than
m, iterative solver can be signi,cantly faster than direct methods. Classical iterative methods like Ja-
cobi and Gauss-Seidel, even with relaxation, either do not converge or present very low convergence
rates to be competitive [5].
The conjugate gradient method for symmetric positive de,nite matrices was generalized to non-
symmetric matrices leading to several methods: conjugate gradient squared (CGS) [22], bi-conjugate
gradient (Bi-CG) [7], bi-conjugate gradient stabilized (Bi-CGStab) [25] and generalized minimal
residual (GMRES) [21]. All these methods can be framed as Krylov subspace methods, they are
applicable to a wide range of problems.
4.1. Krylov subspace methods
A good overview of Krylov subspace methods is proposed by Barett et al. [2]. At iteration s a
Krylov method produces an approximation xs for (2.6) of the form xs ∈ x0+Ks(r0; B). Here, x0 is any
initial guess for (2.6), r0=b−Ax0, and Ks(r0; B)=span{r0; Br0; : : : ; Bs−1r0} is the sth Krylov subspace
generated by r0 and B. The idea is to ,nd an approximation xs such that (b− Axs) is perpendicular
to Ls, where Ls is another subspace of dimension s. Di<erent Krylov methods arise from di<erent
choices of the subspaces Ks and Ls and from the ways in which the system is preconditioned.
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In the following, we used the bi-conjugate gradient stabilized (Bi-CGSTAB) [25], which was
developed to have the same convergence rate as the conjugate gradient squared (CGS) [22] at
its best, without having the same di-culties (irregular convergence behavior). An advantage of
Bi-CGSTAB over other Krylov method such as the generalized minimal residual method (GMRES)
[21] is that it has limited computation and storage requirement in each iteration step. Comparison
of these methods can be found in [26,18].
The simplest methods for solving the non symmetric system (2.6) is the direct application of the
conjugate gradient method to the one of two form of the normalized system of algebraic equations
ATAx = ATb or AATy = b with x = ATy: (4.1)
Since the coe-cient matrix A is nonsymmetric and nonsingular, the normal equations matrices ATA
and AAT are symmetric and positive de,nite and hence applying the Conjugate Gradient method is
attractive for coding simplicity. The algorithms based on Eq. (4.1) are known by CGNR and CGNE
[8]. The explicit formulation of ATA and AAT as well as the approximations yk to y can be avoided
by careful programming.
As the condition number of the matrix ATA is the square of the condition number of A, that is,
&(ATA)=&2(A), this procedure entails a usually slower convergence. It is also important to note that
the approximate solution xs of the corresponding system (4.1) now veri,es xs ∈ x0 + Ks(ATr0; ATA)
and one must be aware that it is more di-cult to obtain an orthogonal base for this Krylov subspace
than for Ks(r0; A). The performance of these conjugate gradient type methods will be also analysed.
4.2. Preconditioning
To improve the convergence properties of the iterative methods the preconditioning technique,
which acts on the original system in order to transform it into one with more convenient convergence
properties, can be employed.
To precondition system (2.6) means to premultiply both sides by an invertible matrix M such that
the preconditioned system
M−1Ax =M−1b (4.2)
has a better condition number than the original system (2.6).
Finding a good preconditioner is often di-cult. It should be easy to form and the solution u of
Mu= v (4.3)
should be easy to compute (Vector v depends on the iterative solver in use). Also to accelerate
convergence, the matrix M−1A must be close to I , in the sense that spectral radius of I − M−1A
must be small. In the limit the uninteresting choice M = A−1 would lead to a direct method (one
iteration).
The list below contains a brief description of ,ve preconditioners.
(1) Diagonal: M = diag(A).
(2) Block Diagonal: M is formed by taking q equal-sized diagonal blocks from A. System (4.3) is
solved by using complete LU factorization for each block, Miui = vi, (i = 1; 2; : : : ; q).
(3) Band: M is formed by taking from A a band whose bandwidth is b.
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Table 1
Additional storage needed for preconditioners
Preconditioner Additional storage
Diagonal 0
Block Diagonal m2=q
Band b ∗ m
SILU m
Sparse z
(4) Standard incomplete LU: The SILU preconditioner [24] is M (Ls+D˜)D˜−1(D˜+Us), where Ls and
Us are strictly lower and upper triangular parts of A. D˜ is found by requiring diag(M)=diag(A).
(5) Spars: The nonzeros of M are those of A satisfying |aij|¿ 8min(|aii|; |aij|), where 8 is the
dropping coe-cient. The number of nonzeros in M is z.
The e-ciency of an iterative solver depends strongly on the preconditioner. Since the system matrix is
dense and requires signi,cant memory to store, the additional storage needed for the preconditioner
must be considered when comparing e-ciency. The additional storage requirements are given in
Table 1. In generic terms, the choice of preconditioner can favor a high number of cheap iterations
or, alternatively, few iterations but ones demanding a great computational e<ort per iteration.
Note that the simplest form of preconditioning is the scaling of the matrix, by rows or columns
with the intention of obtaining a unit diagonal matrix. Representing by D the diagonal part of A
the row scaling corresponds to D−1A and is, in some respects, optimal in relation to all diagonal
scalings since it approximately minimizes the condition number of D−1A among all other diagonal
scalings.
Considering this fact and that the preconditioner M =D requires no additional storage, this tech-
nique was applied in the numerical examples. This choice was based also on the fact that integral
equation formulations typically lead to diagonally dominants matrices. Other preconditioners are
discussed in [15,24,26].
4.3. Implementation of the reconstructing algorithm using direct method
The resulting systems of equations, when the boundary element discretization is applied to the
reconstructing algorithm (3.8)–(3.10), will be of the form:
A(k)1 U
(2k) = b(k)1 ; (4.4)
A(k)2 U
(2k+1) = b(k)2 ; (4.5)
where A(k)i and b
(k)
i i = 1; 2 are constructed from the discrete form of (3.8) and (3.10). Before
giving our implementation of the reconstructing algorithm, note that other iterative methods for
solving reconstruction inverse problems, such as the conjugate gradient method, transform also the
inverse problem to the solution of a sequence of direct problems (three problems at each iteration for
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the conjugate gradient method) [11,16]. These auxiliary problems are solved by Gaussian elimination
without exploitation of the nature of these problems see [10,11,13,16].
Now, Note that the matrices A(k)1 and A
(k)
2 are assembled as follows: ,rst, the coe-cients of H
and G, which are geometry dependent matrices, are computed from Eqs. (2.7)–(2.12). Then the
coe-cients of A(k)i i = 1; 2 are computed from (3.3) using the type of the boundary conditions
speci,ed in (3.8) and (3.10). The values of these boundary conditions are only used to compute the
corresponding right-hand side b(k)i . Since only the values of the boundary conditions are changed
during the iterative process but not their type we conclude that A(k)1 = A
(0)
1 and A
(k)
2 = A
(0)
2 , ∀k ¿ 0.
These matrices can have the factored form: A(0)1 =L1R1, A
(0)
2 =L2R2 where L1, L2 are lower triangular
matrices and R1, R2 are upper triangular matrices. The total operation counts would be (m3 − m)=3
for each factorization. Now from (4.4) and (4.5), U (2k) and U (2k+1) can be obtained by backward
followed by forward substitutions requiring only m2 operation. This gives arise to the following
algorithm:
Algorithm 1.
(1) Set k = 0 and choose the initial estimate v(0)
(2) compute H and G
(3) compute A(0)1 , b
(0)
1 , A
(0)
2 and b
(0)
2
(4) compute L1, L2 , R1 and R2
(5) solve systems (4.4) and (4.5) replacing A(0)1 and A
(0)
2 by their factorized forms
(6) until convergence do
(7) k = k + 1, compute v(k) and b(k)1
(8) replace A(k)1 by L1R1 and solve (4.4)
(9) compute b(k)2 , replace A
(k)
2 by L2R2 and solve (4.5)
(10) End do.
If the convergence is obtained after k iterations, this algorithm requires 23(m
3 + 3m2−m) operations
to solve the linear systems in the ,rst step and 2(k − 1)m2 operations for the (k − 1) other steps.
The e-ciency of the proposed method is illustrated for di<erent orders of system.
4.4. Implementation of the reconstructing algorithm using iterative solvers
An alternative to Algorithm 1 is an implementation of the reconstructing algorithm (3.8)–(3.10)
where all the linear systems are solved by an iterative solver at each iteration. This is summarized
in the following algorithm.
Algorithm 2.
(1) Set k = 0 and choose v(0)and a tolerance  for the iterative solver
(2) compute H and G
(3) compute A(0)1 , b
(0)
1 , A
(0)
2 and b
(0)
2
(4) solve systems (4.4) and (4.5) using an iterative solver
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(5) k = k + 1
(6) compute v(k) and b(k)1
(7) solve A(0)1 U
(2k) = b(k)1 using an iterative solver
(8) compute b(k)2 and solve A
(0)
2 U
(2k+1) = b(k)2 using an iterative solver
(9) repeat steps 5–8 until convergence
The following stopping criterion can be used for the iterative solvers of linear systems
‖b− Ax‖2
‖b‖2 ¡: (4.6)
Note that to compare Algorithm 2 with Algorithm 1 we take the same tolerance  for all k but this
is not necessary for the convergence of Algorithm 2. Note also that Algorithm 2 converges when 
is not very small.
Let m2 be the average number of iterative solver iterations and k the number of iteration required
for the convergence of Algorithm 2. Then Algorithm 2 is an 2km2 O(m2) process. If 2km2 is less
than m Algorithm 2 can be signi,cantly faster than Algorithm 1.
5. Numerical results
The problem is concerned with electric potential distribution in the unit square described by the
following Cauchy problem: ,nd a harmonic function u such that
u(x; 0) = v1 = cos(x);
u(1; y) = v2 = cos(1)cosh(y) + sin(1)sinh(y);
9u(1; y) = g2 = cos(1)sinh(y)− sin(1)cosh(y)
9u(x; 1) = g3 = cos(x) sinh(1) + sin(x)cosh(1);
so that the exact solution is uex(x; y) = cos(x)cosh(y) + sin(x)sinh(y). The unknown data on the
under-speci,ed boundary data 0 is given by uex(0; y)=cosh(y). Clearly we have considered in this
example the case when 0 = {0}× (0; 1), 1 = (0; 1)×{0}, 2 = {1}× (0; 1), and 3 = (0; 1)×{1}.
This test is used to analyse the behavior with respect to accuracy and e-ciency of the techniques
considered in this work when applied to the approximate solution of BEM systems of algebraic
equations. The experiments have been carried out in double precision Foating point arithmetic and
the programs written in FORTRAN 77. The code is based on the TEMPLATES book [2] for the
Krylov methods. In our implementation, no machine-optimized version of the basic linear algebra
subprograms was used. The problems were run on a DEC Alpha XP1000 workstation.
Table 2 presents results obtained based on Algorithm 1. The numbers of boundary elements used
are 160, 320, 640 and 1280. The elements are uniformly distributed on 0, 1, 2 and 3. We
denote by k1 (resp. k2) the number of iterations required to achieve the convergence using 1 = 1
(resp. 1 computed from (3.11)) in Algorithm 1.
We observe from Table 2 that the reconstructing algorithm is very e-cient when used with the
automatic selection of 1 given by (3.11).
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Table 2
CPU time for 1 = 1 and 1 given by (3.11)
m CPU1 CPU2 k1 k2
160 1.019920 6.2439995E-02 509 8
320 7.797264 0.708 556 8
640 49.65107 10.390 605 8
1280 365.9648 118.371 665 8
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Fig. 1. Analytical and computed solutions on 0.
As can be seen from Fig. 1, the proposed constructing algorithm (3.8)–(3.10) is very accurate.
For example, the solution corresponding to a number of boundary elements equal 80, is in good
agreement with the analytical solution. Also, it can be seen from Fig. 2, that the implementation
of the reconstructing algorithm based on Algorithm 1, combined with the automatic selection of 1
given by (3.11), delivers convergent solutions very fast.
For comparison of the e-ciency for the di<erent iterative solvers, we considered the case where
the exact data correspond to the analytical solution given by uex(x; y)=2+x2−y2, i.e. v1=uex(x; 0),
g2 = 9uex(1; y), and g3 = 9uex(x; 1). This means that the unknown data on 0 is given by u|0 =
uex(0; y). Four di<erent computational meshes are used to generate four systems of 160; 320; 640; 1280
linear equations. The iterative solvers are then used to solve these systems. The LU and three iter-
ative solvers, BI-CGSTAB, GCR and CGNE, are compared. For the iterative methods, the diagonal
preconditioner was used.
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Fig. 2. Convergence for di<erent 1, m= 80.
Table 3
CPU time for di<erent solvers (,rst iteration)
m LU Bi-CGSTAB GCR CGNE
160 4.19E-02 8.79E-03(23) 3.22E-02(101) 0.11(287)
320 0.632448 9.76E-02(33) 0.29(150) 1.19(535)
640 6.107808 0.91(41) 3.01(237) 14.9(1046)
1280 72.10102 9.1(60) 27.2(313) 196.1(2060)
Table 3 summarizes the results for this example. The times shown are the average time in
CPU-seconds. The average number of iterative solver iterations is given in brackets. We used =10−8
as convergence tolerance in (4.6). All the Krylov methods worked well, some (Bi-CGSTAB and
GCR) performed very well, yielding the solution in a small number of iterations, CGNE revealed
some di-culty in achieving a good convergence. The results show that Bi-CGSTAB and GCR are
more e-cient than LU decomposition procedure, but Bi-CGSTAB is by far the fastest solver. The
normalization technique corresponding to the CGNE method is penalized due to the worsening of
the condition number of their matrix relative to the condition number of the matrix of the original
linear system.
Based on the above remarks, we compared the e-ciency of Algorithm 1 and Algorithm 2 where
all the systems for each iteration are solved by Bi-CGStab. Both the case where 1=1 and 1 computed
using (3.11) are considered.
The e-ciency of the two methods is illustrated in Tables 4 and 5. It can be seen from these
tables that Algorithm 1 is very e-cient, compared to Algorithm 2 when the reconstructing algorithm
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Table 4
CPU time: constructing algorithm with 1 = 1
m 160 320 640 1280
Algorithm 1 0.33 2.46 17.49 167.17
Algorithm 2 0.41 4.42 37.90 440.80
Table 5
CPU time: constructing algorithm with 1 computed using (3.11)
m 160 320 640 1280
Algorithm 1 0.132 1.46 13.11 147.11
Algorithm 2 0:130 1.03 8.27 74.84
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Fig. 3. Analytical and computed solutions on 0, m= 80.
(3.8)–(3.10) requires a large number of iterations to attain convergence. But it becomes not com-
petitive when the automatic selection given by (3.11) is used.
From Fig. 3, again the accuracy of the proposed method is veri,ed.
All the results shown in this section lead to the following conclusions:
• the accuracy of the proposed iterative approach is very good,
• the numerical results indicate that the proposed constructing algorithm could be improved by the
use of Krylov methods as linear solvers;
• the computational cost of the iterative approach is very low.
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6. Conclusion
An e<ective numerical procedure able to reconstruct boundary conditions on a part of the bound-
ary from overspeci,ed data was discussed in this paper. This iterative method has several advantages
over previous methods. It requires only two direct solutions at every iteration. A parameter, accel-
erating the convergence, can be automatically selected. This automatic determination of acceleration
parameter is a very desirable property in iterative methods for inverse problems.
The constructing method was discretized through the boundary element method. Once the discrete
form of the reconstruction problem was obtained, it was solved by means of an iterative algorithm
based on LU decomposition and the exploitation of the nature of the linear systems obtained from
the BEM.
An other strategy based on the use of preconditioned Krylov methods to solve each linear system
at every iteration was used. This iterative strategy furnishes results similar in accuracy to those
obtained by the algorithm based on LU decomposition method.
The methods are both accurate and e-cient. From the numerical results, we conclude that when
the constructing algorithm is combined with the automatic selection of the accelerating parameter,
Bi-CGSTAB is to be preferred as a solver of the linear systems appearing in iterative process.
Otherwise the implementation based on the LU decomposition can be used.
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