Abstract. We consider a nonlinear nonhomogeneous Robin equation driven by the sum of a p-Laplacian and of a q-Laplacian ((p, q)-equation) plus an indefinite potential term and a parametric reaction of logistic type (superdiffusive case). We prove a bifurcation-type result describing the changes in the set of positive solutions as the parameter λ > 0 varies. Also, we show that for every admissible parameter λ > 0, the problem admits a smallest positive solution.
INTRODUCTION
Let Ω ⊆ R N be a bounded domain with a C 2 -boundary ∂Ω. In this paper we study the following parametric (p, q)-equation with Robin boundary condition:
Here for any r ∈ (1, +∞) by ∆ r we denote the r-Laplace differential operator defined by ∆ r u = div(|∇u| r−2 ∇u) for all u ∈ W 1,r
(Ω).
So, in problem (P λ ) in the left hand side we have the sum of two differential operators of different nature. Such situations arise in the mathematical models of many physical processes. We mention the works of Cherfils-Il'yasov [5] (reaction-diffusion systems) and of Zhikov [32] (homogenization of composites consisting of two different 228 Nikolaos S. Papageorgiou, Calogero Vetro, and Francesca Vetro materials with distinct hardening exponents, double phase problems). The differential operator of problem (P λ ) is nonhomogeneous and this is a source of difficulties in the analysis of problem (P λ ). Many of the arguments in the study of superdiffusive logistic equations driven by the Laplacian or p-Laplacian depend heavily on the homogeneity of the operator (see, for example [8, 18, 19, 22, 24] ). So, in the present setting they have to be modified. Another, new feature in the problem (P λ ) is the presence of the potential term ξ(z)u p−1 . The potential function ξ(·) is sign-changing. This adds to the difficulties of problem (P λ ) since the left hand side of (P λ ) is not coercive and so various estimations and bounds are more difficult to produce. The reaction (right hand side) is a generalization of the classical superdiffusive reaction is replaced by a Carathéodory function (that is, for all x ∈ R, z → f (z, x) is measurable and for a.a. z ∈ Ω, x → f (z, x) is continuous) which is (θ − 1)-superlinear in the x ∈ R variable. However, we do not impose any positivity requirement on f (z, ·) which may be sign-changing. Logistic equations are important in mathematical biology in the description of the steady state of the dynamics of a biological population, whose mobility is state-dependent (see ). Other physical phenomena also lead to logistic type equations (see Dong [6] ).
In the boundary condition ∂u ∂n pq denotes the conormal derivative of u defined by extension of the map
with n(·) being the outward unit normal on ∂Ω. The boundary coefficient β ∈ C 0,α (∂Ω) with 0 < α < 1 and β(z) ≥ 0 for all z ∈ ∂Ω. When β ≡ 0, we recover the Neumann problem.
In the past almost all the works on logistic type equations, examined Dirichlet problems driven by the Laplacian or p-Laplacian. To the best of our knowledge this is the first work dealing with Robin (p, q)-logistic equations. Our aim is to describe the changes in the set of positive solutions of problem (P λ ) as the parameter λ > 0 varies. In this direction, we prove a bifurcation-type theorem, which produces a critical parameter value λ * > 0 such that -for all λ > λ * problem (P λ ) has at least two positive solutions; -for λ = λ * problem (P λ ) has at least one positive solution; -for all λ ∈ (0, λ * ) problem (P λ ) has no positive solutions.
Moreover, we show that for all λ ∈ L = [λ * , +∞) problem (P λ ) admits a smallest positive solution u λ . 
MATHEMATICAL BACKGROUND -HYPOTHESES
Let X be a Banach space and X * its topological dual. By ·, · we denote the duality brackets for the pair (X * , X). Given ϕ ∈ C 1 (X, R), we say that ϕ satisfies the "Cerami condition" (the "C-condition" for short), if the following property holds:
as n → +∞, admits a strongly convergent subsequence". This compactness-type condition on ϕ leads to minimax theorems for the critical values of ϕ. We formulate one of them, the so-called "mountain pass theorem" which we will use in the sequel.
The analysis of problem (P λ ) involves the Sobolev space W 1,p (Ω), the Banach space This cone has a nonempty interior given by
In fact D + is also the interior of C + , when C 1 (Ω) is endowed with the relative
Also we will use the order cone
On ∂Ω we consider the (N − 1)-dimensional Hausdorff (surface) measure σ(·). Using this measure, we can define in the usual way the "boundary" Lebesgue spaces
The theory of Sobolev spaces says that there exists a unique continuous linear map
, known as the "trace map", such that
So, the trace map gives meaning to the notion of "boundary values" for all Sobolev functions. The trace map is not surjective and ker
In the sequel, to simplify our notation, we drop the use of the trace map γ 0 . All restrictions of the Sobolev functions on ∂Ω are understood in the sense of traces.
Our hypotheses on the potential function ξ(·) and the boundary coefficient β(·) are the following:
(∂Ω) with 0 < α < 1 and β(z) ≥ 0 for all z ∈ ∂Ω.
Remark 2.2. If β ≡ 0, then we recover the Neumann problem.
In what follows by γ : 
Proposition 2.3. If hypotheses H(ξ), H(β) hold and u
The next result is a strong comparison principle for (p, q)-equations which will be helpful in producing multiple positive solutions for problem (P λ ). The result is a special case of a more general result of Papageorgiou-Rǎdulescu [25] (see also Gasiński-Papageorgiou [11] ).
(Ω) * be the nonlinear map defined by
The next proposition summarizes the main properties of this map (see Gasiński-Papageorgiou [ 
We set x ± = max{±x, 0} and for u ∈ W 1,r
(Ω) we define u
Given ϕ ∈ C 1 (X, R) by K ϕ we denote the critical set of ϕ, that is,
Consider the following nonlinear eigenvalue problem
Let σ(p) denote the spectrum of this eigenvalue problem. From Fragnelli-Mugnai--Papageorgiou [9] and Papageorgiou-Rǎdulescu [20] , we know that σ(p) ⊆ R is closed and there exists a smallest eigenvalue λ 1 
where
The infimum in (2.1) is realized on the corresponding one dimensional eigenspace. Note that if ξ ∈ L ∞ (Ω), ξ(z) ≥ 0 for a.a z ∈ Ω and ξ ≡ 0, then λ 1 (p) > 0. Now we introduce the hypotheses on the perturbation function f (z, x): H(f ) f : Ω × R → R is a Carathéodory function such that for a.a. z ∈ Ω f (z, 0) = 0 and
x θ−1 = +∞ uniformly for a.a. z ∈ Ω; (iii) there exist δ ∈ (0, 1) and η 0 , η 0 > 0 such that
(iv) for every ρ > 0, there exist ξ ρ > 0 and
Remark 2.6. Since we are looking for positive solutions and the above hypotheses concern the positive semiaxis R + = [0, +∞), without any loss of generality we assume that
Example 2.7. The following functions satisfy hypotheses H(f ). For the sake of simplicity we drop the z-dependence:
POSITIVE SOLUTIONS
We introduce the following two sets Let ρ = u ∞ and let ξ ρ > 0 be as postulated by hypothesis H(f )(iv). We have
pp. 111 and 120]).
Therefore we can say that
Proposition 3.1. If hypotheses H(ξ), H(β), H(
Hypotheses H(f ) (i), (ii) imply that given any η > 0, we can find c η > 0 such that
Using (3.2) in (3.1), we obtain
(see hypotheses H(ξ), H(β) and recall that µ > ξ ∞ ).
We choose η > λ. Since θ > p, we can find c 4 > 0 such that
Therefore ϕ λ (·) is coercive. Also, from the Sobolev embedding theorem and the compactness of the trace map, we have that ϕ λ (·) is sequentially weakly lower semicontinuous.
Then by the Weierstrass-Tonelli theorem we can find u λ ∈ W 1,p
(Ω) such that
Evidently choosing λ > 0 big we can guarantee that ϕ λ (u λ ) < 0 = ϕ λ (0), so u λ = 0 for all λ > 0 big. From (3.3) we have ϕ λ (u λ ) = 0, so
(see hypothesis H(β) and (2.2)).
Hence c 6 u
Then from (3.4) we have
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Next we show that the admissible set L is an unbounded interval.
Proposition 3.2. If hypotheses H(ξ), H(β), H(f
Proof. Since λ ∈ L, we can find u λ ∈ S λ ⊆ D + (see (3.1)). As before, let µ > ξ ∞ . We introduce the Carathéodory function k η (z, x) defined by
Note that
(see (3.5) and hypothesis H(f ) (iii)). Therefore, given any τ > 0, we can find c τ > 0 such that
This implies that ψ η is coercive (recall µ > ξ ∞ ). Also ψ η (·) is sequentially weakly lower semicontinuous. So, we can find u η ∈ W 1,p
Hence ψ η (u η ) = 0, and consequently
Therefore, u λ ≤ u η (see Proposition 2.5 and recall that µ > ξ ∞ ). Then from (3.5) and (3.6) it follows that u η ∈ S η ⊆ D + and η ∈ L.
Let λ * = inf L.
Proposition 3.3. If hypotheses H(ξ), H(β), H(f
2)). Then using hypothesis H(f )(ii), we see that we can find λ * 0 > 0 small such that
If λ 1 (p) > 0, then on account of hypothesis H(f )(iii), we have
Since δ ∈ (0, 1) and q < p < θ, we can find λ 0 ∈ (0, λ * 0 ] such that
Therefore,
Hypothesis H(f ) (ii) implies that we can find M > 0 such that
Finally, for the interval [δ, M ], we choose λ ∈ (0, λ 0 ] small such that
Then on account of hypothesis H(f ) (iv) we have
From (3.7), (3.8), (3.9) we see that for some 0 < λ ≤ λ 0 ≤ λ * 0 small, we have
Now let λ ∈ (0, λ) and assume that λ ∈ L. Then we can find u λ ∈ S λ ⊆ D + (see (2.2)) and we have
It follows that
(see (3.10) ).
This contradicts (2.1). Therefore, λ ∈ L and so 0 < λ ≤ λ * .
Proposition 3.4. If hypotheses H(ξ), H(β), H(f ) hold and λ > λ * , then problem
2)). Let µ > ξ ∞ and consider the Carathéodory function e λ (z, x) defined by
We set E λ (z, x) =
x 0 e λ (z, s)ds and consider the C
As in the proof of Proposition 3.2, via the direct method of the calculus of variations, we obtain u 0 ∈ W 1,p (Ω) such that
This implies that u 0 ∈ K ψ λ .
Then using (3.12) we conclude that
Let ρ = u 0 ∞ and let ξ ρ > 0 be as postulated by hypothesis H(f )(iv). We have
(see (3.13) , hypothesis H(f )(iv) and recall η < λ)
Since u η ∈ D + , we see that
So, from (3.14) and Proposition 2.4, we infer that u 0 − u η ∈ int C + . This proves the Claim.
Recall that
(Ω)) is the energy functional of problem (P λ ) (see the proof of Proposition 3.1). Let
From (3.12) it is clear that (Ω) with
From (3.17) it follows that by choosing δ ∈ (0, 1) even smaller, we can have
We assume that K ϕ λ is finite or otherwise we already have an infinity of positive solutions for problem (P λ ). Without any loss of generality we assume that
The argument is similar if the opposite inequality holds (using (3.18) instead of (3.16)).
On account of (3.16), we can find ρ ∈ (0, 1) small such that Then from (3.19) , (3.20) , (3.21) we see that we can apply Theorem 2.1 (the mountain pass theorem) and find u ∈ W
We show that the critical parameter value λ * > 0 is admissible.
Proposition 3.5. If hypotheses H(ξ), H(β), H(f
Hypotheses H(f ), (i), (ii) imply that given η > λ n , we can find c η > 0 such that
Then the nonlinear regularity theory of Lieberman [15] , implies that we can find α ∈ (0, 1) and c 13 > 0 such that
From (3.25), (3.27 ) and the compact embedding of C 1,α (Ω) into C
1
(Ω), we infer that
(Ω)-norm and set y n = u n u n 1,q n ∈ N. Then y n 1,q = 1, y n ≥ 0 for all n ∈ N. So, we may assume that
From (3.22) we have
(Ω), all n ∈ N. In (3.29), we set h = y n − y, pass to the limit as n → +∞ and use (3.26), (3.30) . Then 
MINIMAL POSITIVE SOLUTIONS
In this section, we show that for every λ ∈ L = [λ * , +∞) problem (P λ ) has a smallest positive solution. (Ω), all n ∈ N. (4.2)
