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Abstract
One reports the integral transform that determines the particle size
distribution of a given sample from the small-angle scattering intensity
under the assumption that the particle correlation function is a poly-
nomial of degree M . The Fedorova-Schmidt solution [J. Appl. Cryst.
11, 405, (1978)] corresponds to the case M = 3. The procedure for
obtaining a polynomial approximation to a particle correlation func-
tion is discussed and applied to the cases of polidisperse particles of
tetrahedral or octahedral or cubical shape.
Synopsis: It is reported the integral transform that determines the
particle size distribution from the small angle scattering intensity un-
der the assumption that the particle correlation function is a polyno-
mial.
Keywords: polidisperse samples, size distribution determination,
small-angle scattering, polyhedral particles.
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1 Introduction
Colloidal suspensions, demixing alloys, porous glasses, carbons are classical
examples of materials that have a particulate structure on a length scale
of 1-103nm. For these samples scattering data can successfully be used to
determine the particle size distribution in the favorable cases where: a) the
constituting particles and the surrounding medium are fairly homogeneous
on a spatial resolution of 1nm, b) the sample particles have the same geo-
metrical shape and are isotropically distributed, and c) interference effects
among different particles are negligible. The application of this procedure
to small-angle scattering (SAS) intensities traces back to the contributions
of Roess(1946) and Roess & Shull (1947). In particular, Roess & Shull de-
vised an early scheme whereby the particle size distribution could be found
by comparing the observed SAS intensity with plots of theoretical intensities
numerically evaluated by considering reasonable particle shape and appro-
priate size-distribution functions. Besides, Roess (1946) also showed that
the size distribution can be expressed as an integral transform of the ob-
served intensity in the case of spherical shape. This interesting result was
improved and successfully applied by Letcher & Schmidt(1966) to get the
particle size distributions of three Ludox samples by the analysis of their
small-angle x-ray (SAXS) intensities. Some years later Fedorova & Schmidt
(1978) generalized the previous result showing that the size distribution can
be expressed as an integral transform of the SAS intensity for all the particle
shapes characterized by an isotropic form factor of the following form
[v ℓαJν(q ℓ)]
2
(q ℓ)β
(1)
where q = (4π/λ) sin(θ/2) is the scattering vector ( λ denoting the particle
beam wave-length and θ the scattering angle), ℓ denotes the maximal chord
of the particle, v ℓα its volume, ν, α and β depend on the particle shape
and dimensionality, and Jν(·) is the Bessel function of the 1st kind. The
shapes allowed by this more general formulation include hollow spheres, disks
of negligible thickness and uniform or hollow cylinders of infinite length.
Besides, in all these cases, Fedorova and Schmidt worked out the integral
transform that yields the size distribution from the SAS intensity collected
with the pin hole or the infinite slit geometry.
The main aim of this paper is to get a generalization of this result.
In fact, it will be shown that the size distribution can be written as an
integral transform of the collected intensity in all the cases where the particle
correlation function is an M degree polynomial PM(r) continuous, together
with its first m(< M) derivatives, throughout [0, ∞]. Consider a particle of
maximal chord ℓ. The correlation function (CF) of this particle identically
vanishes once r exceeds ℓ. Hence, the above assumption of continuity is
equivalent to state that the CF and its first m derivatives vanish at r = ℓ.
The plan of the paper is as follows. For completeness, section 2 reports the
expression of the correlation function (CF) in terms of the so-called stick
probability functions (Debye et al. 1957; Goodisman & Brumberger, 1971)
while § 3 expresses the observed scattering intensity in terms of the particle
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CF, the particle size distribution and a further contribution related to the
overlapping of different particles. The Fourier transform of this contribution,
on the average, negatively contributes to the observed scattering intensity
and vanishes in the infinite dilution limit. Hence, as firstly pointed out by
Guinier and Fournet (1955), the relation exploited by polidisperse analysis is
physically consistent only for highly diluted samples. Sections 4 and section
5 respectively report the generalization of the Fedorova-Schmidt result in
direct and in reciprocal space. Section 6 first discusses how to construct a
polynomial approximation of a particle CF, and then, in §6.1, 6.2.1 and 6.2.2,
analyzes the cases of the sphere, the cube/octahedron and the tetrahedron.
The final conclusions are reported in § 7.
2 Stick probability functions and correlation
function
The scattering intensity I(q) is the square modulus of the Fourier transform
(FT) of n(r), the scattering density of the sample. In the SAS domain, n(r)
is fairly approximated by a two value function that can therefore be written
as
n(r) = n1ρ1(r) + n2ρ2(r) (2)
where n1 (n2) denotes the scattering density of phase 1 (2) and ρ1(r) defines
the full geometry of phase 1 since it is equal to 1 or 0 depending on whether
the tip of r falls inside or outside phase 1. (The definition of ρ2(r) is quite
similar.) The spatial region occupied by the ith phase will be denoted as Vi
and its volume by Vi. The volume of the sample is V = V1+V2 and the ratio
ϕi ≡ Vi/V is the volume fraction of the ith phase. According to Debye et
al.(1957) the stick probability function relevant to the ith and jth phase is
defined as
Pi,j(r) =
1
4πV
∫
dωˆ
∫
ρi(r1)ρj(r1 + rωˆ)dv1, i, j = 1, 2. (3)
Here ωˆ is a unit vector that spans all possible directions. Function Pi,j(r) is
the angular average of the volume fraction of the overlapping region between
phases i and j, once the latter has been translated by −rωˆ. It also represents
the probability that a stick of length r, after having been randomly tossed a
very large number of times, falls with one end inside phase i and the other
end within phase j. The Pi,j(r)s have the following properties [ Goodisman
& Brumberger (1971), Ciccariello et al.(1981), Ciccariello (1984)]
Pi,j(r) = Pj,i(r), Pi,1(r) + Pi,2(r) = ϕi, (4)
Pi,j(0) = ϕiδi,j , Pi,j(∞) = ϕiϕj, P ′i,j(0) = (−1)i+jS/4V, (5)
P
′′
i,j(0) = (−1)i+j
∑
j
Lj
3πV
(1 + (π − βj) cot βj) , (6)
3
P
′′′
i,j(0) = (−1)i+j
1
16V
∫
S
(
3H2(r)−KG(r)
)
dS +
Si,j
4V
. (7)
Here the prime denotes the derivative, S the area of the interphase surface,
Lj the length of the jth edge present on the interface, βj the associated di-
hedral angle. Further, in (7), H(r) and KG(r) respectively denote the mean
and the Gaussian curvature of the interface at the point r and Si,j a fur-
ther contribution that is only present when the interphase surface presents
edges meeting at some vertices. We defer to Kirste and Porod (1962) for the
derivation of the integral contribution and to Ciccariello & Sobry (1995) for
the explicit expression of Si,j.
For a statistically isotropic sample one finds that [Debye et al.(1957), Good-
isman & Brumberger (1971), Ciccariello et al.(1981)] the scattering intensity
I(q) is
I(q) =
4π
q
〈η2〉V
∫ ∞
0
r sin(qr)Γ(r)dr (8)
with
Γ(r) ≡ 1− (n1 − n2)2P1,2(r)/〈η2〉, (9)
where 〈η2〉 is the mean square scattering density fluctuation, i.e.
〈η2〉 ≡
2∑
i=1
(ni − n¯)2ϕi = (n1 − n2)2ϕ1ϕ2 (10)
with n¯ ≡ (n1ϕ1 + n2ϕ2). Function Γ(r) is commonly referred to as the
correlation function of the sample. By equation. (4b) it takes the form
Γ(r) =
P1,1(r)− φ21
φ1φ2
, (11)
more useful in our later analysis. From (5) and (11) immediately follows that
Γ(0) = 1, Γ(∞) = 0, Γ′(0) = −S/(4V ϕ1ϕ2). (12)
Similarly, the expressions of Γ
′′
(0) and Γ
′′′
(0) are also known by Equation.s
(6) and (7).
Multiplying I(q) by 4π q2, integrating over all the positive qs and using Equa-
tion. (8) and (12a), one finds the so-called Porod invariant relation
QP ≡
∫ ∞
0
q2I(q) dq = 2 π2 V 〈η2〉. (13)
3 The scattering intensity in the polidisperse
approximation
Consider now the case of a particulate sample where the particles have the
same shape and different sizes. The distribution of the particles in the space
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is assumed to be statistically isotropic. The phase formed by the particles
will be named phase 1. Hence ρ1(r) becomes equal to
ρ1(r) =
∑
J
ρJ (r), (14)
where the sum runs over all the particles, labelled by index J and ρJ(r)
denotes now the characteristic function of the Jth particle. The substitution
of (14) into the P1,1(r) definition [see equation (3)] yields
P1,1(r) =
∑
J
VJγJ(r)
V
+R(r), (15)
with
R(r) ≡
∑
J 6=L
1
4πV
∫
dωˆ
∫
ρJ(r1)ρL(r1 + rωˆ)dv1, (16)
γJ(r) ≡ 1
4πVj
∫
dωˆ
∫
ρJ(r1)ρJ(r1 + rωˆ)dv1, (17)
and VJ denoting the volume of the Jth particle. The sum on the right hand
side (rhs) of (15) and function R(r) respectively are the intraparticle and
the interparticle contributions to P1,1(r). The last contribution is poorly
known. One knows that it and its first derivative vanish as r → 0 (because
the overlapping between two different particles is possible only if r is greater
than the lowest of the particle maximal chord values) and that it approaches
ϕ21 as r becomes very large (because the probability that the stick of length
r has its ends within phase 1 is equal to ϕ21).
We elaborate now the intraparticle contribution. To this aim one observes
that function γJ(r) is independent on the actual position and orientation
of the particle and only depends on the shape (fixed by assumption) and
the size of the particle. It is the (isotropic) correlation function of the Jth
particle. It is equal to zero as r exceeds ℓJ , the largest chord of the particle,
and is equal to one at r = 0. Comparing γJ(r) with γL(r), it results that
γJ(r) = γL(ℓL r/ℓJ). Then, denoting by γ(r) the CF of the unit particle,
namely the particle having its largest chord equal to the unit length, one has
γJ(r) = γ(r/ℓJ). (18)
The volume of the Jth particle is VJ = v ℓ
3
J and the first sum on the rhs of
(15) becomes
∑
J
VJγJ(r)
V
= v
∑
j
Nj ℓ
3
j
V
γ(r/ℓj) =
v Nt
V
∑
j
Nj
Nt
ℓj
3 γ(r/ℓj), (19)
where the sum runs now over the particles’ different sizes labelled by j.
Moreover, we have denoted by Nj the number of particles with the jth size,
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and by Nt the total number of the particles present in the sample. As V
becomes infinitely large, Nt/V becomes equal to n, the particle number mean
density of the sample and, what is more important, since j runs over a
very large number, Nj/Nt can be approximated by the infinitesimal quantity
p(ℓ)dℓ where p(ℓ) represents the probability density of finding a particle of
size ℓ within the interval [ℓ, ℓ + dℓ]. Then, the first sum on the rhs of (15)
converts into an integral, i.e.
∑
J
VJγJ(r)
V
→ v n
∫ ∞
0
ℓ3 p(ℓ) γ(r/ℓ) dℓ = v n
∫ ∞
r
ℓ3 p(ℓ) γ(r/ℓ) dℓ. (20)
From equations (11)) and (15) one finds that the sample CF is the sum of
two terms
Γ(r) = Γp(r) + Γi(r), (21)
with
Γp(r) ≡ v n
ϕ1ϕ2
∫ ∞
0
ℓ3 p(ℓ) γ(r/ℓ) dℓ (22)
and
Γi(r) ≡ R(r)− ϕ
2
1
ϕ1ϕ2
. (23)
The CF’s definition requires that Γ(0) = 1. Setting r = 0 into (22) and
observing that the particle mean volume v¯p is given by
vp = v
∫ ∞
0
ℓ3p(ℓ)dℓ (24)
so that ϕ1 = n vp, one finds that
Γp(0) =
v n
ϕ1 ϕ2
∫ ∞
0
ℓ3 p(ℓ) d ℓ =
nv¯p
ϕ1 ϕ2
=
1
ϕ2
. (25)
Since R(0) = 0, one also finds that
Γi(0) = −ϕ1/ϕ2. (26)
From (25) and (26) one concludes that neither Γp(r) nor Γi(r) are CFs and
that the only Γ(r) shares this property because Γ(0) = 1. By Fourier trans-
forming relation (21), multiplied by 〈η2〉V , and putting
C ≡ (n1 − n2)2 v n V, (27)
one finds that the scattering intensity, given by (8), separates into two con-
tributions, i.e.
I(q) = Ip(q) + Ii(q) (28)
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with
Ip(q) ≡ 4πC
q
∫ ∞
0
ℓ3p(ℓ)dℓ
∫ ∞
0
r sin(qr)γ(r/ℓ)dr, (29)
and
Ii(q) ≡ 4 π C
q
∫ ∞
0
r sin(q r)
(
R(r)− ϕ21
ϕ1 ϕ2
)
dr. (30)
Ip(q) and Ii(q) respectively represent the intraparticle and the interparticle
contribution to the scattering intensity. It is noted that Guinier & Four-
net (1955) first discussed the importance of the contribution Ii(q), which
was mainly analyzed in the molecular approximation. Apply now the basic
relation
1
2π2
∫ ∞
0
q2 d q
(
4π
q
∫ ∞
0
r sin(q r)f(r)dr
)
= f(0), (31)
to Ip(q) and Ii(q). One respectively finds
Qp,P ≡
∫ ∞
0
q2 Ip(q) d q = 2 π
2〈η2〉V Γp(0) = (32)
2 π2 〈η2〉V
ϕ2
= 2 π2 (n1 − n2)2Ntvp
and
Qi,P ≡
∫ ∞
0
q2 Ii(q) d q = 2 π
2〈η2〉V Γi(0) = (33)
−2 π
2 〈η2〉V ϕ1
ϕ2
= −2 π2 (n1 − n2)2Nt n vp2 < 0.
The negativeness of Qi,P implies that Ii(q) is negative in some q-ranges so
that Ii(q) is not a scattering intensity but only a FT. Owing to the fact that
R′(r) also tends to zero as r → 0, it follows that Ii(q) decreases faster than
q−4 as q →∞. One concludes that the asymptotic behaviour of I(q) is equal
to that of Ip(q). The last one immediately follows from (29) and from the
fact that γ
′
(0) = −s/4v, where s denotes the surface area of the unit particle.
One finds that Porod’s law (Porod, 1951) takes the form
I(q) ≈ Ip(q) ≈ 2π(n1 − n2)
2 sNt
q4
∫ ∞
0
ℓ2p(ℓ)dℓ =
2π(n1 − n2)2Nt s¯p
q4
=
Prd
q4
,
(34)
with
s¯p ≡ s
∫ ∞
0
ℓ2p(ℓ)dℓ (35)
denoting the particle mean surface area, S¯ ≡ Nt sp and Prd ≡ 2π(n1−n2)2 S¯.
Moreover, the only sum of (32) and (33) yields the correct Porod invariant
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[i.e. (13)].
The polidisperse approximation consists in setting Ip(q) ≈ I(q) and neglect-
ing Ii(q) (Guinier & Fournet, 1955; Feigin & Svergun, ; Gille, 2013). The
approximation is certainly correct at large qs for the behaviour of Ii(q). The
last contribution is only appreciable at small qs where the approximation
Ip(q) ≈ I(q) consequently fails unless the sample is very dilute, because Ii(q)
vanishes as ϕ1 → 01. Only in this case Ip(q) fairly fulfills the Porod invariant
relation because the rhs of (32) closely approaches 2π2〈η2〉V .
Finally, it is observed that the knowledge of Qp,P , Prd and p(r) only deter-
mines (n1 − n2)2Nt since one has (n1 − n2)2Nt = Qp,P2π2v¯p = Prd2π2s¯p . From the
last equality one obtains that s¯p
v¯p
= Prd
Qp,P
which tests the accuracy of p(r).
4 Generalization of the Fedorova-Schmidt
method
Hereafter it will be assumed that the approximation Ip(q) ≈ I(q) holds true
and the problem of obtaining an integral transform that directly determines
p(ℓ) from the scattering intensity I(q) will now be tackled. In principle, if
I(q) is known throughout the full q-range, function G(r), defined as
G(r) ≡ 1
2π2 C
∫ ∞
0
q sin(qr)I(q)dq, (36)
also is fully known. On the other hand, by equation (29) one finds that
1
2π2 C
∫ ∞
0
q sin(qr)I(q)dq =
∫ ∞
0
ℓ3p(ℓ)γ(r/ℓ)dℓ. (37)
Combining (36) and (37) and putting, for notational simplicity,
P(ℓ) ≡ ℓ3p(ℓ), (38)
one gets the integral equation
∫ ∞
0
P(ℓ)γ(r/ℓ)dℓ = G(r), (39)
1A heuristic way for overcoming the high dilution assumption consists in assuming that
R(r) has a known parameterized form, for instance R(r) = ϕ2
1
(1− (1+µ r)e−µr cos(ν r)),
which vanishes together with its derivative as r → 0 and tends to ϕ2
1
as r → ∞. Then
Γi(r) is obtained by (23), Ii(q) by (30) and Ip(q) is known (in terms of µ and ν) by the
relation Ip(q) = I(q)−Ii(q). Finally the four relations (13), (32), (33) and (34) in principle
determine, (n1 − n2)2, Nt, µ and ν.
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which, once solved, determines P(ℓ), and hence p(ℓ) via (38), in terms of
G(r), and hence of I(q) via (36). Using the property that γ(r) identically
vanishes if r > 1, equation (39) converts into
G(r) =
∫ ∞
r
P(ℓ)γ(r/ℓ)dℓ. (40)
Our task now is that of showing that the (integral) transform that expresses
P(ℓ) in terms γ(r) and G(r) can be explicitly written down if one assumes
that:
• i) γ(r) is an Mth degree polynomial, i.e.
γ(r) =
M∑
i=0
ai r
i, M ≥ 3, (41)
with a0 = 1 and a1 = −s/4v,
• ii) γ(r) and its first m derivatives (with 1 ≤ m < M) vanish at r = 1,
i.e. after putting
gm ≡ γ(m)(1) for m = 0, 1, . . . ,M, (42)
one assumes that
g0 = g1 = . . . = gm = 0, (43)
• iii) P(ℓ) exponentially decreases as ℓ → ∞ and, as ℓ → 0, it goes to
zero sufficiently fast for the later considered integrals to exist.
Owing to assumption ii), from (40) follows that
G(k)(r) =
∫ ∞
r
ℓ−kP(ℓ)γ(k)(r/ℓ)dℓ if 0 ≤ k ≤ m+ 1. (44)
For the (m+ 2)th derivative one can no longer use (43) and one finds that
G(m+2)(r) = −gm+1 P(r)/rm+1 +
∫ ∞
r
ℓ−m−2P(ℓ) γ(m+2)(r/ℓ) dℓ. (45)
Up to theMth order, the successive derivatives have a similar structure. The
(M + 1)th derivative however will involve no integral contribution because
the integrand vanishes owing to assumption i). In this way one finds that
P(r) must obey the following linear inhomogeneous differential equation
(M−m−1)∑
k=0
gM−k
dk
drk
(P(r)/rM−k) = −G(M+1)(r). (46)
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If m = (M − 1) the sum on the left hand side reduces to a single term so
that P(r) is simply determined by
P(r) = −rm+1G(M+1)(r)/gm+1. (47)
If m < (M − 1), Equation. (46) is a genuine differential equation of order
M
P
≡ (M −m− 1) yielding P(r) as one of its solutions.
To get P(r) one must first determine the general integral of the associated
homogeneous differential equation
M
P∑
k=0
gM−k
dk
drk
(P(r)/rM−k) = 0, (48)
then find a particular integral of (46) and, finally, impose the appropriate
boundary conditions.
Looking for a solution of (48) of the form rα one finds
M
P∑
k=0
gM−k
dkrα+k−M
drk
= rα−M × (49)
M
P∑
k=0
gM−k(α + k −M)(α + k − 1−M) . . . (α + 1−M) = 0.
Using the descending Pochhammer symbol (x)n, defined as (x)n ≡ x(x −
1)(x−2) . . . (x−n+1) if n ≥ 1 and (x)n ≡ 1 if n = 0, equality (49) becomes
M
P∑
k=0
gM−k(α + k −M)k = 0. (50)
It is a polynomial equation of degree M
P
in unknown α. For simplicity one
assumes that the roots α1, . . . , αM
P
are distinct. (The case where some roots
coincide will be discussed later.) The general integral of Equation. (48) is
Y (r, c1, . . . , cM
P
) ≡
M
P∑
k=1
ck r
αk (51)
where c1, . . . , cM
P
are arbitrary constants.
A particular integral of the non-homogeneous differential equation (46) is
easily obtained by the Cauchy method [see §39 of Goursat (1959)]. It reads
X(r) = −
∫ r
r0
Y
(
r, C1(y), . . . , CM
P
(y)
)(ym+1G(M+1)(y)
gm+1
)
dy (52)
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where r0 is an arbitrarily chosen value and functions C1(y), . . . , CM
P
(y) are
the solutions of the following system of M
P
linear equations
Y (y, C1, . . . , CM
P
) = 0,
∂Y (y, C1, . . . , CM
P
)
∂y
= 0,
. . . = 0, (53)
∂MP−2Y (y, C1, . . . , CM
P
)
∂yMP−2
= 0,
∂MP−1Y (y, C1, . . . , CM
P
)
∂yMP−1
= 1,
that reduces to Y (y, C1, . . . , CM
P
) = 1 if M
P
= 1. The Ci(y)s solutions of
this system are
Ci(y) =
yMP−1−αi∏
j 6=i(αi − αj)
, i = 1, . . . ,M
P
, (54)
and function Y
(
r, C1(y), . . . , CM
P
(y)
)
reads
Y
(
r, C1(y), . . . , CM
P
(y)
)
=
M
P∑
i=1
yMP−αi−1 rαi
Ai(α)
, (55)
where it has been put
Ai(α) ≡
M
P∏
j 6=i, j=1
(αi − αj) if MP > 1, (56)
and Ai(α) ≡ 1 ifMP = 1. The proof that functionX(r), defined by Equation.
(52), is a solution of differential equation (46) and that (55) is a solution of
(53) is reported in appendix A.
The general integral of Equation. (46) is X(r) + Y (r, c1, . . . , cM
P
) and the
sought for particle probability density has the form
p(ℓ) = ℓ−3
(
Y (ℓ, c1, . . . , cM
P
) +X(ℓ)
)
.
Condition iii) is fulfilled if one chooses r0 =∞ and c1 = c2 =, . . . ,= cM
P
= 0.
In this way the sought for integral transform that allows one to obtain the
particle size probability density from G(r) is fully determined and reads
p(ℓ) =
M
P∑
i=1
ℓαi−3
gm+1Ai(α)
∫ ∞
ℓ
yM−αi−1G(M+1)(y)dy. (57)
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Finally, the case of degenerate roots can rigorously be dealt with by the
procedure described in §3.3 and 3.4 of Bender & Orszag (1978). In practice
one can also proceeds, more simply, as follows. Let α1 = α2 = . . . = αr =
α be a group of r coinciding roots. One removes the degeneracy by the
substitutions αi → (α + (i − 1)ǫ) with i = 1, . . . , r and ǫ equal to a very
small number and then apply the described procedure for determining p(r).
By continuity the resulting error will be small with ǫ because all the above
reported expressions continuously depend on the αjs. Hereafter one will
confine himself to the non degenerate case.
5 The resolvent kernel in reciprocal space
The integral transform that determines p(r) by the observed scattering in-
tensity I(q) is immediately obtained by taking the (M + 1) derivative of the
rhs of (36) and substituting the result into (57). The result is
p(r) =
M
P∑
i=1
rαi−3
2π2Cgm+1Ai(α)
∫ ∞
r
yM−αi−1
[
Dy
M+1
∫ ∞
0
q sin(qy)I(q)dq
]
dy,
(58)
where Dy denotes the derivative operator with respect to y. This result
generalizes the Fedorova Schmidt formula because it applies to any CF that
has a polynomial form as it happens in the case of spheres. It is noted that
the reconstruction of p(r) from the observed intensity, under the assumption
of a polynomial CF, holds also true in the case of the slit collimation thanks to
Guinier’s integral transform (Guinier, 1946) that converts J(q), the intensity
collected with the slit geometry, into the pin-hole I(q).
Our task now is that of rewriting (58) in a more compact form that is more
convenient for numerical evaluation. To this aim one formally exchanges the
integration order in (58) and, after putting
K(r, q, α,M) ≡
∫ ∞
r
yM−α−1
[
Dy
M+1 sin(qy)
y
]
dy, (59)
one gets
p(r) =
M
P∑
i=1
rαi−3
2π2 C gm+1Ai(α)
∫ ∞
0
q I(q)K(r, q, αi,M) dq. (60)
It is noted that definition (59) does not always lead to an existing
K(r, q, α,M) because, according to Riemann’s theorem (Bender & Orszag,
1978), the integral exists only if M − 2 − α < 0, a condition that is not a
priori ensured. However each integral contributing to equation (57) exists
owing to assumption iii). Consequently the convergence difficulty of (59) is
related to the fact that the integration order cannot be exchanged for the
αis such that αi < (M − 2). Hence one must handle the case αi > (M − 2)
differently from that where αi < (M − 2). This will be respectively done in
the following two subsections.
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5.1 The case αi > (M − 2)
Assume, for simplicity, that all the αis are greater than (M − 2). In
this case the order of integration is not important and the corresponding
K(r, q, αi,M)s do exist. These can be expressed in terms of some known
transcendental functions proceeding as follows. Perform the integration vari-
able change y → rt in (59) and momentarily omit index i for notational
simplicity. One gets
K(r, q, α,M) = r−α−2
∫ ∞
1
tM−α−1
dM+1
dtM+1
(
sin(q r t)
t
)
dt. (61)
Putting Qr ≡ q r, using the identity [Luke, § 2.9, (1969)]
dm (sin(qy)/y)
dym
=
qm+1
ym+1
dm (sin(qy)/q)
dqm
, m = 0, 1, 2, . . . , (62)
and denoting the derivation operator with respect to Qr by DQr , the previous
integral becomes
r−α−2Qr
M+2DM+1Qr
∫ ∞
1
t−α−3
sin(Qrt)
Qr
dt.
Recalling the definition of S(x, a), the generalized Fresnel sine integral (equa-
tion (6.5.8) of Abramowitz & Stegun, 1970), one finds that
κA(Qr, α) ≡
∫ ∞
1
t−α−3
sin(Qrt)
Qr
dt = Qα+1r S(Qr,−2− α), (63)
which can also be expressed in terms of the hypergeometric function
1F2(a; b, c; x) (Luke, 1969) as
κA(Qr, α) = Qr
1+αΓ(−2−α) sin πα
2
+
1
1 + α
1F2
(
−1 + α
2
;
3
2
,
1− α
2
;−Q
2
r
4
)
.
(64)
Combining equations (60), (61), (62) and (63) one finds
p(r) =
r−5
2π2 C gm+1
∫ ∞
0
q I(q)KA(q r)dq (65)
with
KA(Qr) ≡ QrM+2DM+1Qr
M
P∑
i=1
1
Ai(α)
κA(Qr, αi). (66)
For later convenience it is also mentioned that the leading asymptotic ex-
pansion of κA(q, α) at large Qrs is
κA(Qr, α) ≈ cosQr
Qr
2
(
1− 12 + 7α
Qr
2 + . . .
)
+
sinQr
Qr
3
(
3 + α− α47 + 12α + α
2
Qr
2 + . . .
)
. (67)
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5.2 The case αi < (M − 2)
One assumes that all the αis are smaller than (M−2). In this case, as it was
already said, the convergence at∞ of each integral present in (57) is ensured
by the sufficiently fast decrease of G(M+1)(y). Hence, one writes∫ ∞
r
yM−αi−1G(M+1)(y)dy = Gˆi −
∫ r
0
yM−αi−1G(M+1)(y)dy (68)
with
Gˆi ≡ lim
r→0
∫ ∞
r
yM−αi−1G(M+1)(y)dy. (69)
Owing to condition iii), the limit of p(r) as r → 0 cannot be divergent. Then,
from equation (57), it follows that Gˆi = 0 whatever i. Expressing G(M+1)(y)
in terms of its FT and omitting index i for simplicity, one finds
−
∫ r
0
yM−α−1G(M+1)(y)dy = −
∫ r
0
dy
∫ ∞
0
q dq yM−α−1
Dy
(M+1)
2π2q C
(
sin(qy)
y
)
I(q).
The order of integration can now be exchanged. Using again identity (62)
the last integral becomes
1
2π2q C
∫ ∞
0
q I(q) dq
(
−
∫ r
0
dy y−α−3qM+2Dq
(M+1)
(
sin(qy)
q
))
. (70)
A further change of the integration variable converts the above y-integral
into
r−α−2Qr
M+2DQr
(M+1)
(
−
∫ 1
0
t−α−3
(
sin(Qry)
Qr
)
dt
)
. (71)
This integral also can be expressed in terms of an 1F2(.) hypergeometric
function, since
κB(Qr, α) ≡ −
∫ 1
0
t−α−3
(
sin(Qry)
Qr
)
dt = (72)
1
1 + α
1F2
(
−1 + α
2
;
3
2
,
1− α
2
;−Q
2
r
4
)
,
i.e. the opposite of the hypergeometric contribution present in the rhs of
(64). It follows that, at large Qr, the leading asymptotic term of κB(Qr, α)
is the opposite of that of κA(Qr, α) [see (67)] plus Qr
1+αΓ(−2− α) sin πα
2
.
Combining equations (68)-(72) and substituting the result in (58) one finds
that
p(r) =
r−5
2π2 C gm+1
∫ ∞
0
q I(q)KB(q r)dq (73)
with
KB(Qr) ≡ QrM+2DM+1Qr
M
P∑
i=1
1
Ai(α)
κB(Qr, αi). (74)
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5.3 The general case of some αis smaller and the others
greater than M − 2
The expression of the integral transform that determines the particle size dis-
tribution from the scattering intensity, whatever the αi values, immediately
follows from (66) and (74). It is
p(r) =
r−5
2π2 C gm+1
∫ ∞
0
q I(q)KG(q r)dq (75)
with
KG(Qr) ≡ QrM+2DM+1Qr
[MP∑
i=1
′ 1
Ai(α)
κA(Qr, αi) +
M
P∑
i=1
′′ 1
Ai(α)
κB(Qr, αi)
]
,
(76)
where the ′ and the ′′ respectively denote that the corresponding sums are
restricted to αis greater and smaller than (M − 2), and Qr = q r.
Owing to assumption iii) the behaviour of the general resolvent kernel
KG(q r) is such as to ensure the convergence of (75) even though the property
does not apply to each term of the sums. Further, the convergence is rather
weak as it will appear clear from the discussions reported in the following
section.
6 Polynomial approximation of the CF
At this point one wonders: besides the spherical shape, do exist other particle
shapes that have a polynomial CF? As yet the answer is unknown. But this
does not imply that one cannot use the above finding to approximate the
CF of particles with a given shape by a polynomial. To construct such
approximations one first recalls that γ(r), the CF of a unit particle with a
given shape, obeys some general constraints. The simplest of these are:
• a) γ(0) = 1,
• b) γ ′(0) = σ with σ ≡ −s/4v (σ will be hereafter referred to as specific
surface),
• c) γ(1) = 0,
• d) γ ′(1) = 0,
• e) 4π ∫∞
0
r2γ(r)dr = V ,
• f) 4π ∫∞
0
r4γ(r)dr = 2V RG
2 where RG denotes the Guinier gyration
radius of the particle,
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• g) γ ′′(0) = A where A is the particle angularity defined by equation
(6) (Porod, 1967; Me´ring and Tchoubar, 1968; Ciccariello et al.; 1981),
and
• h) γ ′′′(0) = K where K, defined by equation (7), is the particle curvosity
(Kirste & Porod. 1962; Ciccariello & Sobry, 1995).
Besides the listed constraints one might consider other ones. For instance,
if the particle shape is such that one does not have a parallelism condition
between finite area subsets of the particle surface at a relative distance equal
to the particle maximal chord, one also has γ
′′
(1) = 0. Similarly, e) and f)
are particular cases of the general relation
G2m ≡ 4π
∫ ∞
0
r2m r2γ(r)dr = V
∑
′
0≤h,k,l≤m
m!al
h!k!l!
× (77)
〈R2h+l〉〈R2k+l〉, m = 0, 1, 2, . . .
that connects the 2mth moment of the particle CF to the higher order gy-
ration radii of the particle (see Appendix B for the proof of (77) and for the
explanation of the symbols there involved).
According to Shannon’s theorem the information content of any SAS inten-
sity is not particularly rich so that a ten of parameters only can be determined
(Moore, 1980; and Taupin & Luzzati, 1982). Thus, in performing a polidis-
perse analysis of the SAS intensity of a given sample, it appears sensible to
approximate the particle CF by a polynomial that fulfills some of the above
constraints.
In this paper the simplest cases of the third [P3(r)] and fourth [P4(r)] de-
gree polynomial approximations will be considered. In particular, it will be
required that the polynomial approximation obeys a), b), c) and d) that
explicitly accounts for the support properties of the CF, the normalization
at r = 0 and a single geometrical feature of the particle, namely its specific
surface σ. For the 3rd degree case one finds that
γ(r) ≈ P3(r) = 1 + σ r − (3 + 2σ)r2 + (2 + σ)r3. (78)
The associated angularity, curvosity, volume and Guinier gyration radius
respectively are
A = −(3 + 2s), K = 6(2 + σ), (79)
V = π(4 + σ)/15, RG
2 = (18 + 5σ)/(28(4 + σ)).
From (78) follows that the gm coefficients, defined by (42), are
g0 = g1 = 0, g2 = g2(σ) = 2(3 + σ), g3 = g3(σ) = 6(2 + σ). (80)
One clearly has M = 3, m = 1, M
P
= 1 and the solution of polynomial
equation (50) is
α = α(σ) = −σ/(3 + σ). (81)
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Figure 1: Behaviour of the root of Equation. (50) in terms of the specific
surface parameter σ when one considers the 3rd degree polynomial approxi-
mation of the particle CF.
Figure 1 plots α(σ) vs. σ. It is recalled that σ must be such that σ < −3/2
because, at fixed volume, the sphere is the geometric solid that has the
smallest surface. Thus, α varies between −∞ and ∞ and the variation is
very sharp around σ = −3.
In the following subsections we shall analyze the case of the sphere, that of
the cube and the octahedron, that of the tetrahedron and, finally, that of the
4th degree approximation.
6.1 The sphere case
This case, already fully exploited, is mainly reported in order to make fully
evident that equations (75) and (76) coincide with those of Fedorova and
Schmidt. As it was just said the specific surface of the sphere is σ = −3/2.
The substitution of this value in (78) reproduces the exact CF of the unit
sphere, i.e.
γsph(r) = 1− 3r/2 + r2/4. (82)
This nice property implies that the constraints relevant to the angularity,
the curvosity and all the Guinier higher order gyration radii [see (79)] are
exactly obeyed.
As already anticipated it is now shown that integral transform (57) coincides
with Fedorova and Schmidt’s one in the case of spherical particles. From
Eqs. (80) and (81) it follows that g2 = 3 and α = 1. Hence Equation. (57)
reads
p(r) =
1
3r2
∫ ∞
r
yG(4)(y)dy. (83)
Integrating twice by parts, one obtains
p(r) =
1
3r2
(−rG(3)(r) +G(2)(r)) = −1
3
d
dr
(
G(2)(r)
r
)
, (84)
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that coincides with the result of Letcher and Schmidt (1966) and Fedorova
& Schmidt (1978).
It is instructive to check equations (57) and (58) choosing as size probability
density the (n, λ) Poisson one, namely
p(n.λ, r) ≡ rn e−λr/n!, (85)
with n = 4 and λ = 1. In the sphere case, the explicit evaluation of (37)
yields
G(r) = e−r
(
1680 + 1320r + 480r2 + 104r3 + 14r4 + r5
)
/8. (86)
Substituting this expression in the rhs of (84) one straightforwardly verifies
that the result coincides with p(4, 1, r).
The check of (58) is more interesting. Since α = 1, the size distribution is
determined by (65) and (66). The resolvent kernel KA(q r), now denoted asKsph(q r), is
Ksph(q r) = (q r)3κsph(q r), (87)
with
κsph(q r) ≡ cos(q r)
[
1− 8
(q r)2
]− 4 sin(q r)
q r
[
1− 2
(q r)2
]
(88)
and (65) becomes
p(r) =
1
6 π2 C r2
∫ ∞
0
q4I(q) κsph(q r) dq. (89)
Function κsph(q r) is such that the integral
∫ QM
0
κsph(q r)dq can be set equal
to zero as Qm →∞ because at large QM it behaves as sin(QM r)/r that, it
being wildly oscillating if r 6= 0, averages to zero. Hence, equation (89) can
be written in the well known form
p(r) =
1
6 π2 C r2
∫ ∞
0
(
q4I(q)− Prd) κsph(q r) dq, (90)
which converges faster than (89) at q =∞. Its correctness can explicitly be
checked in the case of a (4,1) Poisson distributed spherical particles. The
explicit form Ip,sph(q) of I(q) is obtained by (29) and reads
Ip,sph(q) = 24 C 1050 + 420q
2 + 567q4 + 329q6 + 107q8 + 15q10
(1 + q2)7
. (91)
From this expression one finds that Prd = 360 C. Substituting these expres-
sions in the rhs of (90) and evaluating the integral one correctly finds function
p(4, 1, r). It is stressed that (90) numerically is much more convenient than
(58) to get p(r) from the observed scattering intensity. [A more convenient
form has been recently discussed by Botet & Cabane (2012).] Finally, figure
2 shows the size distribution obtained by the numerical evaluation of (90)
using as I(q) the values resulting from the numerical integration of (29) in
the sphere case (with C = 1).
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Figure 2: The thin curve plots the (4,1) Poisson distribution. The magenta
full squares are the values obtained by Equation. (90) and a numerical evalu-
ation of (29) performed as explained at the end of § 6.2. The blue full circles
and the golden diamonds respectively are the values of p(r) reconstructed in
the octahedron/cube by (99) and in the tetrahedron case by (102) (see the
end of § 6.2).
6.2 The 3rd degree polynomial approximation of the
cube’s, octahedron’s and tetrahedron’s CFs
Ciccariello and Sobry (1995) showed that the CF of any polyhedral particle
is a 3rd degree polynomial in the innermost r-range. This condition clearly
is obeyed by the known CFs of the regular tetrahedron, octahedron (Cic-
cariello, 2014) and cube (Goodisman, 1980). In these cases the innermost
r-range is larger than half the total r-range where the CFs differ from zero.
For this reason it is tempting to approximate the known CFs by a 3rd degree
polynomial, vanishing together with its first derivative at the outermost r
value and subsequently perform a polidisperse analysis along the lines ex-
pounded in 6.1. The results of this approximation will now be illustrated.
One knows that the specific surface values of the unit cube, the unit octahe-
dron and the unit tetrahedron are respectively equal to
σC = −3
√
3/2, σO = −3
√
3/2, and σT = −3
√
3/2. (92)
The 3rd degree polynomial approximations of the three CF immediately re-
sult from the substitution of the above σ values into (78). Since the σ values
of the cube and the octahedron coincide the resulting 3rd degree approxima-
tion of the cube CF is equal to that of the octahedron.
Figure 3 plots the exact CFs and their 3rd degree approximations as well as
the FTs of the exact and the polynomial approximated CFs. In direct space
the agreement is relatively good for the tetrahedron, reasonable for the cube
and not bad for the octahedron since small discrepancies are only present
in the outermost r/range. These discrepancies are responsible for those ob-
served at small q’s in reciprocal space. They can be reduced requiring that
the polynomial approximations also obey constraint e) because the fulfill-
ment of this constraint implies that the FTs of the exact and the polynomial
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Figure 3: Left: Comparison of the exact CFs with those obtained by the
3rd degree polynomial approximations described in the text. The continuous
and broken blue curves refer to the exact and the polynomial approximation
of the tetrahedron CF. The continuous red and green ones to the exact CFs
of the octahedron and the cube while the dotted magenta curve plots their
3rd degree approximation. Right: Behaviour of the FTs of the CFs shown
in the left panel. The symbols are the same.
approximated CFs coincide at q = 0. To do that one must consider a 4th
degree polynomial approximation, a case discussed in §6.3.
We shall go on with the discussion of the 3rd degree polynomial approxi-
mation in the cases of the (4,1) Poisson distributions of cubes, octahedra or
tetrahedra. in order to make clear all the point of the analysis.
By Equation. (78) one finds that function G(r), defined by Equation. (40),
becomes
G3(r, σ) = e
−r
[
210 + 30r(7 + σ) + 10 r2(9 + 2σ) + (93)
2r3 (11 + 3σ) + r4 (13 + 4σ)/4 + r5(3 + σ)/12
]
.
Its 3D FT, multiplied by C, yields the polidisperse scattering intensity, i.e.
I3(q, σ) =
48π C
(1 + q2)7
[
210(4 + σ)− 60q2(1 + 3σ) + (94)
7q4(12− 19σ) + 7q6(4− 13σ) + q8(4− 13σ)− 5q10σ)].
Substituting in the above two relations the σ values reported in Equation.(92)
one obtains the CFs as well as the scattering intensities relevant to the three
collections of p(4, 1, d) Poisson polidisperse tetrahedrons, octahedrons and
cubes. The corresponding exact values are obtained, using the exact particle
CFs, by a numerical evaluation of integrals (40) and (29), which can more
conveniently be evaluated by
Ip(q) =
∫ ∞
1
y3 γ(1/y) p˜(4, 1, q, y)dy, (95)
20
with
p˜(4, 1, q, y) ≡ 4π
q
∫ ∞
0
r5 sin(q r)p(4, 1, r y)dr = (96)
3 π(8!) q y5 (5 q4 − 10 q2 y2 + y4)(q4 − 10 q2y2 + 5 y4)
(q2 + y2)10
.
The results are shown in Figure. 4. The left panel shows the G(r)’s and
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Figure 4: Using the same conventions of Fig. 3, the left panel shows the exact
(continuous curves) and the approximated (broken curves) CFs relevant to
the (4,1) Poisson polidisperse samples of tetrahedra, octahedra and cubes.
The right panel shows the intensities as well as their Porod plots.
the right one the intensities and their Porod plots. For the intensities, the
quality of the agreement is similar to that shown in Fig. 3. However, the
Porod plots show that the intensity discrepancies observed near the origin
are washed out by the factor q4. Some discrepancies are still observed around
q = 1 in the only cubic and octahedral cases, while the agreement is quite
satisfactory in the tetrahedron case.
6.2.1 Determination of the size distribution from the scattering
intensity in the cube/octahedron case
The root of the resolvent equation relevant to the 3rd degree polynomial
approximation of a particle CF is given by equation (81). Since the specific
surfaces of the unit octahedron and the unit cube coincide it follows that α
is the same in the two case. It will be denoted by αo/c. Recalling that σ is
equal to σo/c ≡ −33/2/2 [see (92)], one finds
αo/c ≡ α(σo/c) = 3 + 2
√
3 ≈ 6.46. (97)
21
The resolvent kernel (66) takes now the form Ko/c(q r) = (q r)3κo/c(q r), with
κc/o(Qr) ≡
(
1− 12− 5αo/c + α
2
o/c
Qr
2
)
cosQr +
(
αo/c − 5 + (98)
12− 7αo/c + 4α2o/c − α3o/c
Q2r
)sinQr
Qr
+ α3o/c sin
π αo/c
2
×
(
αo/c − 2
)
Γ(−2− αo/c) +
αo/c
Qr
2 (2− 3αo/c + α2o/c)×
1F2
(
−1 + αo/c
2
;
3
2
,
1− αo/c
2
;−Q
2
r
4
)
,
and Qr = q r. Also in this case one finds that
∫∞
0
κc/o(q r)dq = 0 in the sense
reported just below (89), so that (65) can be written as
p(r) =
1
2π2 C g2 r2
∫ ∞
0
(q4 I(q)− Prd) κo/c(q r)dq (99)
that is more convenient for numerical computation because the integrand
behaves as const× sin(q r)/q at large qs.
The result (99) has been analytically checked substituting, in its rhs, I(q)
with I3(q, so/c) given by expression (94) and setting Prd = limq→∞ I3(q, so/c).
The result is the outset Poisson (4,1) size distribution.
6.2.2 Determination of the size distribution from the scattering
intensity in the tetrahedron case
The specific surface of the tetrahedron is given by (92c). Then the root of the
resolvent equation associated to the polidisperse polynomial approximation
of tetrahedrons is given by (81) and reads
αt ≡ α(σT ) = −3−
√
6 ≈ −5.45. (100)
It is smaller than one and therefore one must apply the results of §5.2. The
resolvent kernel, defined by (74), is Kt(q r) = (q r)3κt(q r) with
κt(q r) ≡ cos(q r)
(
1− 12− 5αt + αt
2
q2r2
)
− (101)
sin(q r)
q r
(
5− αt − 12− 7αt + 4αt
2 − αt3
q2r2
)
+
+
αt (2− 3αt + αt2)
q2r2
1F2
(
−1 + αt
2
;
3
2
,
1− αt
2
;−q
2r2
4
)
.
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κt(q r) also is such that
∫∞
0
κr(q r)dq = 0 in the weak sense. One concludes
that the particle size distribution in the tetrahedron polynomial approxima-
tion is given by
p(r) =
1
2π2 C g2 r2
∫ ∞
0
(q4 I(q)− Prd) κt(q r)dq. (102)
The analytic check of this relation is fully satisfactory as for the case of
equation (99) .
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Figure 5: Plots of the resolvent kernels relevant to the sphere case [equation
(88), green curve], to the cube/octahedron case [equation (98), blue curve]
and to tetrahedron case [equation (101), red curve].
As in the case of Fig. 2, equations (99) and (102) have also been numeri-
cally checked as follows. First one evaluates the scattering intensity, given
by equation (94), for the octahedron/cube and the tetrahedron cases on a
grid of 1000 points uniformly covering the interval 0 < q < 50. Then one
evaluates integrals (98) and (101) using an r-grid of 40 values uniformly dis-
tributed over the interval [0, 20]. The resolvent kernels (including the sphere
case) are plotted in figure 5 and the resulting size distributions are shown in
Fig. 2. The agreement is quite satisfactory since the discrepancies observed
at small rs are related to the q truncation. For a general discussion of this
point see Pedersen (1994).
The p(r)s have also been reconstructed, along the lines just reported, using
as scattering intensities those obtained by the exact particle CFs, i.e. using
equations (95) and (96). The results are shown in figure 6, where the blue
full circles, the magenta full squares and the golden full diamonds respec-
tively refer to the polidisperse octahedra, cubes and tetrahedra. The figure
represents a first test on the reliability of approximating an exact CF by a
polynomial one to perform a polidisperse analysis. It shows that the resulting
p(r) is reliable if the particle exact scattering intensity is reasonably approx-
imated by the polynomial polidisperse one. It is noted that the agreement
must be observed in the Porod plot of the intensities because the inversion
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Figure 6: Reconstruction of p(r) by (99) using the ’exact’ scattering inten-
sities of the polidisperse octahedrons (blue full circles), cubes (magenta full
squares) and tetrahedrons (golden full diamonds). The continuos curve is
the outset (4,1) Poisson distribution.
formulae involve quantity q4I(q) in their integrands. This appears to be the
case of tetrahedral particles, while the 3rd degree polynomial approximation
is not equally satisfactory in the case of cubes and octahedra. In fact, one
sees that the resulting p(r)s are satisfactory in the only outer r-range. In
the small/medium r-range they are not satisfactory because the polynomial
polidisperse intensities do not accurately approximate the polidisperse exact
ones in the region q < 2 (see figure 5B).
6.3 The 4th degree polynomial approximation
For greater completeness we shall now briefly report the reasults that are
obtained in the cases of (4.1) Poisson distributions of tetrahedrons, octa-
hedrons or cubes when the relevant CFs are approximated by a 4rh degree
polynomial P4(r). On requires that P4(r) obeys constraints a), b), c), d) and
e). Then one finds that
P4(r) = 1 + rσ − 5r
2(8π + 3πσ − 21v)
4π
− r
3(−32π − 9πσ + 105v)
2π
−
7r4(4π + πσ − 15v)
4π
, (103)
where v and σ respectively denote the volume and the specific surface of
the considered unit polyhedron. The substitution of the σ and v relevant
to the unit regular tetrahedron, octahedron and cube yields the 4th degree
polynomial approximations of the respective CFs. The left panel of Figure
7 compares the exact CFs to their 4th degree approximations, while the
right panel shows the exact and the approximated form factors of the three
particle shapes. It is evident that the agreement is far better than in Fig. 3.
The functions G(r), relevant to the (4,1) Poisson polidisperse collections of
tetrahedrons, octahedrons and cubes, can algebraically be evaluated by (40),
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Figure 7: Left panel: The continuous and the broken curves shows the exact
and the 4th degree polynomially approximated CFs of the tetrahedron (blue),
octahedron (red) and cube (magenta) of unit maximal chord. Right panel:
The FTs of the previous quantities are shown with the same symbols.
(38) and (103). They can also be Fourier transformed in a closed algebraic
form. The results are shown in Figure 8. The comparison with the results
reported in Fig. 4 shows that the 4th degree approximation is more accurate
than the 3rd degree one even though some discrepancies still survive in the
range 1 < q < 3 for the octahedron and cube cases. We proceed now to
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Figure 8: Left panel: The continuous and the broken curves refer to the G(r)s
obtained with the exact CFs and their 4th degree approximations. The blue,
red and magenta curves respectively refer to the tetrahedron, octahedron and
cube (4,1) Poisson collections. Right panel: behaviour of the corresponding
intensities and their Porod plots.
apply the generalized Fedorova-Schmidt method. One has M = 4 and m = 1
so that M
P
= 2. The resolvent equation (50) is a 2nd degree one that can
immediately be written down because the coefficients g3(σ, v), g4(σ, v) and
25
g5(σ, v) are obtained from (103) according to definition (42). The roots are
α1(σ, v) =
−π(64 + 15σ) + 105v +∆4(σ, v)
π(32 + 6σ)− 210v , (104)
α2(σ, v) =
π(64 + 15σ)− 105v −∆4(σ, v)
π(32 + 6σ)− 210v (105)
with
∆4(σ, v) ≡
√
π2(64 + 9σ)2 + 210π(−64 + 9σ)v + 11025v2. (106)
Using the σ and v values of the considered three solids one finds
α1,t ≈ 4.55566, α1,o ≈ 1.35395, α1,c ≈ 1.47030, (107)
α2,t ≈ −9.32024, α2,o ≈ −8.73758, α2,c ≈ −11.9556. (108)
For the three cases, the resolvent kernels are immediately obtained from (76)
recalling that A1(α) = (α2 − α1) = −A2(α). They have the general form
Qr
3κ4(Qr) and κ4(Qr) is a function such that its integral over the range
0 < q < QM becomes weakly equal to zero as QM → ∞. Then the integral
transforms that determine the size distributions from the observed intensities
have the form of equations (90), (76), (102). Figure 9 shows the results in the
cases where the scattering intensities are equal to the FTs of equation (40)
with γ(r) equal to P4,t(r), P4,o(r) and P4,c(r) and P(r) = r3 p(4, 1, r). The
agreement is as satisfactory as in the case of the 3rd degree approximation
(see figure 2).
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Figure 9: The continuous curve represents the (4,1) Poisson size distribution
and the symbols the size distributions obtained by the generalized Fedorova-
Schmidt integral equation for the 4th degree polynomial approximations of
the CF of the octahedron (blue full circles), the cube (red full squares) and
tetrahedron (golden full diamonds). The intensities are the (4,1) polidisperse
ones evaluated with the 4th degree polynomial approximations.
Figure 10 shows the resulting size distributions in the cases where the scat-
tering intensities are the FTs of (40) with γ(r) equal to the exact CFs of the
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considered three platonic solids. These intensities are the observable ones.
Thus Figure 10 shows the accuracy that can be achieved by the 4th degree
approximation of the CFs. The comparison of Fig. 10 with Fig. 6 shows
the greater accuracy of the 4th degree approximation. The surviving dis-
crepancies are not large enough to make meaningless the application of the
generalized Fedorova-Schmidt method to dilute polidisperse real samples of
particles with the above considered polyhedral shapes.
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Figure 10: Reconstruction of p(r) using the ’exact’ scattering intensities of
the polidisperse octahedrons (blue full circles), cubes (magenta full squares)
and tetrahedrons (golden full diamonds) and the resolvent kernels relevant
to the 4th degree polynomial approximations. The continuos curve is the
outset (4,1) Poisson distribution.
7 Conclusions
The main results of this paper are: a) a reformulation of polidisperse anal-
ysis based on the stick probability functions. This presentation should have
made more clear the fact that if the system is not very dilute, the polidis-
perse analysis is applied to an intensity that, on the average, is somewhat
smaller than the exact Ip(q); b) the derivation of the integral transform that
determines the particle size distribution from the scattering intensity under
the assumption that the particles have a polynomial CFs; c) the procedure
for determining anMth degree polynomial approximation to a given CF and
finally d) the application of this procedure to (4,1) Poisson distributions of
cubes, octahedrons and tetrahedrons using the lowest significant polynomial
approximations, i.e. the 3rd and the 4th degree ones. For the polynomial
approximation to yield accurate results it is required that q4Ipol(q) be fairly
close to q4Iexc(q), where Iexc(q) denotes the polidisperse intensity evaluated
with the particle’s exact form factor and Ipol(q) the FT of the considered
polidisperse polynomial approximation.
Overall the reported results indicate that polidisperse analyses of real scatter-
ing data might be satisfactorily carried through with non spherical particles
treated in the appropriate polynomial approximation.
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A Derivation of equation (52)
It is now proved that function X(r), defined by Equation. (52), is a solution
of differential equation (46).
To this aim it is first observed that equation (46) can be written as
P(MP )(r) + A1(r)P(MP−1)(r)+ . . . +AM
P
(r)P(r) = (109)
−r
m+1G(M+1)(r)gm+1
gm+1
,
where functions A1(r), . . . , AM
P
(r) result from the explicit evaluation of
the derivatives present in (46) and, after regrouping the terms, mul-
tiplying the results by −rm+1/gm+1. Functions Y (r, c1, . . . , cM
P
) and
Y
(
r, C1(y), . . . , CM
P
(y)
)
also are the general integral and a particular so-
lution of the homogenous differential equation associated to (109) because
this differs from (48) by a factor.
The first derivative of X(r) is easily obtained from Equation. (52) and reads
X
′
(r) = −Y (r, C1(r), . . . , CM
P
(r))
(
rm+1G(M+1)(r)
gm+1
)
− (110)
∫ r
r0
Y
′
(
r, C1(y), . . . , CM
P
(y)
)(ym+1G(M+1)(y)
gm+1
)
dy,
where the prime denotes the derivative with respect to r. Using the first of
Equation.s (53) one gets
X
′
(r) = −
∫ r
r0
Y
′
(
r, C1(y), . . . , CM
P
(y)
)(ym+1G(M+1)(y)
gm+1
)
dy. (111)
In a similar way, for k = 1, . . . , (M
P
− 1), one finds that
X(k)(r) = −
∫ r
r0
Y (k)
(
r, C1(y), . . . , CM
P
(y)
)(ym+1G(M+1)(y)
gm+1
)
dy. (112)
The M
P
th derivative is
X(MP )(r) = −
(
rm+1G(M+1)(r)
gm+1
)
− (113)
∫ r
r0
Y (MP )
(
r, C1(y), . . . , CM
P
(y)
)(ym+1G(M+1)(y)
gm+1
)
dy.
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Thus one finds that
M
P∑
k=0
Ak(r)X
(k)(r) = −
(
rm+1G(M+1)(r)
gm+1
)
− (114)
∫ r
r0
[ MP∑
k=0
Ak(r)Y
(k)
(
r, C1(y), . . . , CM
P
(y)
) ](ym+1G(M+1)(y)
gm+1
)
dy.
The expression within the square brackets is equal to zero because
Y
(
r, C1(y), . . . , CM
P
(y)
)
is a solution of the homogeneous differential equa-
tion. In this way one finds that
M
P∑
k=0
Ak(r)X
(k)(r) = −
(
rm+1G(M+1)(r)
gm+1
)
, (115)
and the proof thatX(r) is a particular integral of Equation. (A.1) is achieved.
It is now proved that (55) are the solution of Equation.s (53). To this
aim one puts fi(r) = r
αi for i, . . . ,M
P
and one writes Y (y, C1, . . . , CM
P
)
as
∑M
P
i=1 Ci fi(y). Equation.s (53) become
M
P∑
i=1
Ci fi(y) = 0,
M
P∑
i=1
Ci fi
′
(y) = 0
. . . = . . . (116)
M
P∑
i=1
Ci fi
(M
P
)(y) = 1.
The M
P
× (M
P
+ 1) matrix associated to this system of linear equations is

f1 f2 . . . fM
P
0
f1
′
f2
′
. . . fM
P
′ 0
...
...
. . .
...
...
f1
(M
P
−1) f2
(M
P
−1) . . . fM
P
(M
P
−1) 1


that, using the fi expressions, becomes

yα1 yα2 . . . yαMP 0
α1 y
α1−1 α2 y
α2−1 . . . αM
P
yαMP−1 0
...
...
. . .
...
...
(α1)(M
P
−1) y
α1−MP+1 (α2)(M
P
−1) y
α2−MP+1 . . . (αM
P
)(M
P
−1) y
αM
P
−M
P
+1 1

 .
(117)
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The determinant ∆ of the (M
P
×M
P
) matrix, formed by the firstM
P
columns
of (117), is the determinant of the coefficients. It is simply evaluated observ-
ing that if one multiplies the terms of the kth row by yk−1 for k = 1, . . . ,M
P
,
the jth column terms have yαj as common factor. After extracting these
factors, determinant ∆ reduces to to the Vendermonde determinant
∆ =

MP∏
k=1
y1−k+αk

 det
∣∣∣∣∣∣∣∣∣
1 1 . . . 1
α11 α21 . . . αM
P
...
...
. . .
...
(α1)
(M
P
−1) (α2)
(M
P
−1) . . . (αM
P
)(MP−1)
∣∣∣∣∣∣∣∣∣
whose value is
∆ = y(MP(MP−1)/2+
∑M
P
i=1 αi)
∏
1≤ i<j≤M
P
(αi − αj). (118)
To get the expression of coefficient Ck one must evaluate the determinant of
the (M
P
×M
P
) matrix obtained omitting the kth column in equation (117)
and multiply the result by 1/∆. The value of determinant is evaluated by
the same procedure expounded above. Its value is
(−1)k−1y((MP−1)(MP−2)/2+
∑′MP
i=1αi)
∏
1≤ i<j≤M
P
′
(αi − αj), (119)
where the primes on the sum and product symbols denote that the sum and
the product indices cannot be equal to k. Dividing this result by ∆ and
simplifying one gets
Ck =
yMP−1−αk∏′
j (αk − αj)
(120)
that is Equation.(54).
B Derivation of equation. (77)
First of all the definition of the symbols present in Equation. (??) are as
follows. The prime on the sum denotes that index l ranges over the even
numbers and that h, k, l obey the constraint h+ k + l = m;
〈R2h〉 ≡ 1
V
∫
r2hρp(r)dv, h = 0, 1, 2, . . . (121)
where ρp(r) is the characteristic function of the particle that has its gravity
center set at the origin of the Cartesian frame and its maximal chord equal
to one and,finally,
al ≡ 2
l
l + 1
. (122)
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The 2mth moment of γ(r), using the CF definition, can be written as
G2m =
∫
r2mγ(r) dv =
1
V
∫
r2mdv
∫
ρp(r2)ρp(r2 + r)dv2 = (123)
1
V
∫
dv1
∫
ρp(r2)ρp(r1)(r1 − r2)2mdv2.
One has
(r1−r2)2m = (r21−2r1 ·r2+r22)m =
∑
0≤h,k,l≤m
m! (−2)l
h! k! l!
r2h1 r
2k
2 (r1 ·r2)l (124)
with the further constraint h+ k + l = m, and (123) becomes
G2m =
∑
0≤h,k,l≤m
m! (−2)l
h! k! l!V
I2h,la1,...,alI2k,la1,...,al (125)
where it has been put
I2h,la1,...,al ≡
∫
r2h1 r1,a1 . . . r1,alρp(r1)dv1 (126)
and the convention of summing over repeated indices has been adopted.
Quantity I2h,la1,...,al is a fully symmetric tensor of rank l that must behave
as a scalar quantity. Hence it has the form
I2h,la1,...,al = I02h,lS la1,...,al (127)
where the I02h,l expressions must be determined and S la1,...,al is a fully
symmetric tensor resulting from the sum of terms having the form
δa1,ai2δai3 ,ai4 . . . δail−1 ,ail where δa,b is the (3 × 3) Kronecker symbol and
i2, i3, . . . , il is a permutation of {2, 3, . . . , l} such that i3 < i4, i5 < i6, . . . ,
and il−1 < il. Clearly the existence of S la1,...,al requires that l be even. If one
saturates two indices of I2h,la1,...,al, from definition (126) one gets
I2h,la,a,a3...,al = I2h+2,l−2a3...,al (128)
and by (127) that
I02h,lS la,a,a3,...,al = I02h+2, l−2S l−2a3,...,al. (129)
Quantity S la,a,a3,...,al can be explicitly related to S l−2a3,...,al. In fact from the
S l... definition follows
S la1,a2,a3,...,al = δa1,a2S l−2a3,...,al +
∑
3≤k≤l
δa1,akS l−2a2,...,al,kˆ, (130)
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where symbol kˆ means that index ak is not present. Saturating a1 with a2
in (130), one obtains that
S la,a,a3,...,al = (3 + l − 2)S l−2a3,...,al. (131)
By iteration of this relation one gets
S2La1,a1,a3,a3,a5...,a2L = (2L+ 1)(2(L− 1) + 1)S2(L−2)a5...,a2L ,
and, since S2a,a = 3, one finds that
S2La1,a1,a3,a3,...,a2L−1,a2L−1 =
∏
1≤j≤L
(2j + 1) =
2L+1Γ(L+ 3/2)√
π
, (132)
and, by (126) and (127),
I2h,2La1,...,a2L = I02h+2L,0S2La1,...,a2L
/
D(L) (133)
with
D(L) ≡ 2
L+1Γ(L+ 3/2)√
π
. (134)
To fully simplify the rhs of (125) one must saturate I2h,la,a,a3...,al with it-
self. By relation (133), this amounts to evaluate S2La1,...,a2LS2La1,...,a2L. This
quantity by (130) becomes equal to (it is recalled that l = 2L)
3S l−2a3,...,alS l−2a3,...,al + 2δa1,a2S l−2a3,...,al
∑
3≤k≤l
δa1,akS l−2a2,...,al,kˆ +
∑
3≤k,j≤l
δa1,akS l−2a2,...,al,kˆδa1,ajS l−2a2,...,al,jˆ . (135)
The second term is equal to 2 × 2(L − 1)S2(L−1)a3,...,a2(L−1)S l−2a3,...,a2L , while
the third term can be written as∑
3≤j≤l
δaj ,ajS2(L−1)a2,...,a2L,jˆS2(L−1)a2,...,al,jˆ +
∑
3≤j 6=k≤l
δaj ,akS2(L−1)a2,...,a2L,kˆS2(L−1)a2,...,a2L,jˆ =
[3× 2(L− 1) + (2L− 3)(2L− 4)]S2(L−1)a3,...,a2(L−1)S l−2a3,...,a2L
Collecting the above results one finds that
S2La1,...,a2LS2La1,...,a2L = (4L2 − 1)S2(L−1)a3,...,a2LS2L−2a3,...,a2L .
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Iterating one gets
S2La1,...,a2LS2La1,...,a2L =
∏
1≤j≤L
(4j2 − 1) = 2
L+ 1
2Γ(L+ 1
2
)Γ(L+ 3
2
)
π
. (136)
Finally, one finds that
G2m =
∑
′
0≤h,k,l≤m
m!(2)2L
h! k! l! (l + 1) V
I2h+2L,0I2k+2L,0. (137)
Recalling definitions (121) and (122) the proof of (77) is completed.
The relation can easily be checked in the case of a spherical unit particle
since by direct evaluation one finds, from Equation. (82), that
G2m = 12π
72 + 108m+ 52m2 + 8m3
(138)
and from (121) that
〈R2h〉 = 3× 2
−2m
3 + 2m
. (139)
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