Abstr act. Human facial expression is a complex process characterized of dynamic, subtle and regional emotional features. State-of-the-art approaches on facial expression recognition (FER) have not fully utilized this kind of features to improve the recognition performance. This paper proposes an approach to overcome this limitation using patch-based 'salient' Gabor features. A set of 3D patches are extracted to represent the subtle and regional features, and then inputted into patch matching operations for capturing the dynamic features. Experimental results show a significant performance improvement of the proposed approach due to the use of the dynamic features. Performance comparison with pervious work also confirms that the proposed approach achieves the highest CRR reported to date on the JAFFE database and a toplevel performance on the Cohn-Kanade (CK) database.
Intr oduction
Facial expression recognition (FER) is becoming an increasingly active research field in recent years due to its potential to be applied in many areas. FER supports many practical applications, such as human-computer interaction, patient and driver state detection. However, robust FER is still a challenging task as facial expression is a complex process, which is characteristic of different dynamic, subtle and regional facial changes (e.g. wrinkles) and is easy to be influenced by various environmental changes (e.g. illumination and occlusions). Therefore, an important step for FER is to accurately extract the useful dynamic, subtle and regional emotional features.
Current FER approaches can be classified into 4 categories based on the used feature types: motion-based, feature-based, model-based and appearance-based.
Appearance-based approach can analyze facial images using multi-resolution information and has shown a significant advantage over other approaches in terms of capturing subtle features. The features used include Gabor feature [1] , local binary patterns (LBP) [2] , Haar [3] , discrete Fourier transform (DFT) [4] etc. However, Current appearance-based approaches suffer from the drawback of using point-based Gabor or DFT features, which lack the ability to capture regional features. At the same time, the LBP and Haar are essentially based on statistics and cannot capture the subtle features with pixel accuracy. In addition, appearance-based approaches in static images have yet to consider the dynamic information of feature position, scale and shape changes, which also represent useful information for FER.
This paper proposes an FER approach to improve the recognition performance based on patch-based 'salient' Gabor features. The novelty of our approach lies in the adoption of patch-based Gabor features and the definition of patch matching to solve point-based Gabor features' limitation in capturing the dynamic, subtle and regional features. The experimental results demonstrate big performance improvements as well as the state-of-the-art performances of the proposed approach on both the JAFFE and the Cohn-Kanade (CK) databases. The rest of the paper is organized as follows. Section 2 presents the proposed approach. Section 3 gives the experimental results. The conclusions are drawn in Section 4.
2 Pr oposed Appr oach Fig. 1 illustrates the proposed approach, which is composed of the pre-processing, training and test stages. At the pre-processing stage, facial regions are manually cropped to imitate rough face detection and scaled to a resolution of 48*48 pixels. Then multi-resolution Gabor images are attained by convolving Gabor filters with these scaled facial regions. 2D Gabor filter with 8-scale (5:2:19 pixels) and 4-orientation (-45°, 90°, 45°, 0°) is used, and the other parameters are set based on [5] . During the training stage, a set of 3D patches are extracted from the Gabor images to represent the subtle and regional features. Patch matching operations are then performed to convert all extracted patches to distances for capturing the dynamic features of position, scale and shape changes. At the test stage, the distance features in a new image are attained by performing the same patch matching operations, and fed into support vector machine (SVM) to recognize 6 emotions: anger (AN), disgust (DI), fear (FE), happiness (HA), sadness (SA) and surprise (SU). The use of Gabor filter and SVM is due to their excellent performance reported in previous work [1] . Two SVMs with linear and radial basis function (RBF) kernels are used. 
Patch-based Featur e Extr action
Feature extraction generates a set of discriminating 3D patches, which have an advantage over point-based Gabor features to represent the subtle and regional emotional features. As shown in Fig. 2 , the algorithm can be described as follows: (1) all training images are classified into 10 sets. For each emotion, each Gabor scale, and each patch size, one Gabor image is randomly selected from all images of the given emotion E k . (2) Given one patch with the size of P j *P j *O num , move this patch across the row and column pixels of this Gabor image, a set of patches can be extracted (the To reduce the feature dimension and increase the processing speed, we only extract part of all patches by moving the patch P a with a step (i.e. Move_step in Fig.2 ). The patch sizes (width*height*orientation) and the corresponding moving steps are set to be 2*2*4, 4*4*4, 6*6*4, 8*8*4, and to be 1, 2, 3, 4 pixels respectively. Given 48*48 images and 8-scale, 4-orientation Gabor filters, the final set contains 148,032 patches. 
Patch Matching Oper ation
Given the patch set obtained in feature extraction, the patch matching operation tends to convert it into distance features, which can capture the dynamic information of feature position, scale and shape changes. As shown in Fig. 3 , the patch matching operation comprises of 4 steps for each patch and each training image: (1) matching area and matching scale are defined to provide a bigger matching space (Fig. 3 (c) ). Based on this space, the emotional feature, which varies its position, scale and shape in different images, still can be captured provided that it is located within the space. (2) The distances are obtained by matching this patch with all patches within its matching space in the training image. This step takes two patches as inputs and yields one distance value based on a distance metric (Fig. 3 (b,d,e) ). (3) The minimum distance is chosen as the distance feature for this patch and this training image (the black block in Fig. 3 (f) ). (4) The distance features of all patches are combined into the final set with 148,032 elements ( Fig. 3 (f) ). The definition of matching area and matching scale plays a key role in capturing the dynamic features of position, scale and shape changes. The idea of them stems from the observation that position and scale of one feature do not have big changes in different facial images once these images are roughly located by a face detector. Thus, the invariance to position and scale changes can be accomplished by defining one such matching space for each feature. In this paper, given a patch P a with size P j *P j *O num , its matching area is set 2 times of P a in width and height, but with the same orientation number and centre point. That is Area = (2*P j )*(2*P j )*O num . While the matching scale is the same scale as patch P a because most cropped facial regions belong to the same scale. There are 4 distance metrics used: dense L 1 (DL 1 ), dense L 2 (DL 2 ), sparse L 1 (SL 1 ) and sparse L 2 (SL 2 ). Sparse distance uses the maximum value of all orientations, while dense distance uses all values of all orientations.
Salient' Patch Selection
The feature extraction step produces a patch set that contains a big number of features and redundant information; therefore, this paper adopts the widely used and efficiency proved Adaboost for discriminative (called 'salient' here) patch selection. Since Adaboost was designed to solve two-class problems, in this research, the one-againstrest strategy is used to solve the six-emotion-class problem. The training process stops when the empirical error is below 0.0001 with an initial error of 1. This setting is inspired by the stopping condition in [1] that the generalization error becomes flat. Regarding the training set, the JAFFE database includes all selected images, whereas the CK database is only composed of the peak frames.
To explore the relationship between the CRR and the number of features, a group of error thresholds as listed in Table 1 are used to control the number of 'salient' patches. These thresholds are set based on our experimental observation that the empirical errors of Adaboost decrease with a factor of 10 and its numbers are evenly distributed between decimal intervals (e.g. 0.01 to 0.02). Accordingly, 38 numbers of features with 38 CRRs can be obtained by selecting patches with empirical errors bigger than the corresponding error thresholds. Note that "0" accepts all features. 
Databases
The JAFFE database [6] contains 213 gray images of 7 expressions posed by 10 Japanese females. Each object has 3 or 4 frontal face images for each expression and their faces are approximately located in the middle of the images. All images have been rated on 6 emotion adjectives by 60 subjects. The released portion of the CohnKanade (CK) database [7] includes 2105 digitized image sequences from 182 subjects ranged in age from 18 to 30 years. The 6 basic expressions were based on descriptions of prototypic emotions. Image sequences are shown from neutral to target emotion. In this paper, all the images of 6 expressions from JAFFE are used. For CK, 1,184 images that represent one of the 6 expressions are selected, 4 images for each expression of totally 92 subjects. The images are chosen from the last image (peak) of each sequence, then one every two images. The face regions of all selected images are cropped by taking the nose as a center point, and scaled to 48*48 pixels. The resulting regions contain features with different positions, scales and shapes.
3.2
Per for mance on the J AFFE Database Fig. 4 shows the relationship between the CRR and the number of features on the JAFFE database. The CRR is the average performance of 10-set cross-validation. As can be seen, the proposed approach achieves the highest CRR of 93.48% using DL 2 and linear SVM when the error threshold equals to 0.0001 and the number of features equals to 185. The overall performances of 4 distances grow up rapidly at the starting stage, however, the performances begin to level off when the number of features exceeds 150 for linear and 80 for RBF. For the performances of SVMs, linear performs better than RBF for all distances. Regarding the overall performances of distances, for both linear and RBF, the best performances are achieved by DL 2 , which is followed by SL 2 . On the other hand, SL 1 and DL 1 rank the last two. Fig. 4 . Relationship between the CRR and the number of features on JAFFE.
3.3
Per for mance on the CK Database Fig. 5 illustrates the relationship between the CRR and the number of features on the CK database. Seen from this figure, the proposed approach obtains the highest CRR of 94.48% using DL 2 and RBF SVM when the error threshold is 0 and the number of features is 180. This may imply that a performance improvement can be achieved once using a larger number of features. The relationship is similar to that of JAFFE in that the CRR grows up rapidly at starting stage and L 2 distances outperform L 1 distances for both linear and RBF. On the other hand, the CRR reaches a plateau with a speed quicker than that of JAFFE and DL 1 performs better than SL 1 . Moreover, the performance difference between linear and RBF is smaller than that of JAFFE. 
Per for mance with and without Matching Ar ea
To evaluate the performance improvement rising from the use of the dynamic features, we compare the performances obtained with and without matching area. Note that the features obtained without matching area are supposed to not include dynamic information of position, scale and shape changes. Fig. 6 shows the comparison results when the error threshold equals to 0. The results of JAFFE (left) and CK (right) are obtained using linear and RBF SVMs respectively. As can be seen, for JAFFE, the performances of 4 distance metrics are greatly boosted due to the use of matching area. There is a CRR increase of 11.41% using DL 2 . For CK, the CRRs of DL 1 and DL 2 are improved about 2.5% due to the use of matching area, while the CRRs of SL 1 and SL 2 does not benefit from using matching area. Considering the highest CRR of 4 metrics, we can see that dynamic features help to improve the performance. 
Compar ison with State-of-the-Ar t Per for mance
To evaluate the effectiveness of using dynamic, subtle and regional features, we also compare with previous approaches, which produce the state-of-the-art performances using the same databases and similar test strategies to our approach. As shown in Table 2 , the proposed approach outperforms all 7 benchmarked approaches on JAFFE, and 2 out of the 4 benchmarked approaches on CK. The result using CK is 0.62% lower than the result obtained in [2] . However, the approach in [2] normalizes facial images based on manually-labeled eye locations, while the proposed approach is only based on rough face location. The result using CK is 1.39% lower than the result in [8] . But the approach in [8] obtains the result based on 5-fold cross validation and 5 emotions, therefore, it uses more training images to classify less emotions compared to our approach. 
