Abstract-In this paper, an offline approximate dynamic programming approach using neural networks is proposed for solving a class of finite horizon stochastic optimal control problems. There are two approaches available in the literature, one based on stochastic maximum principle (SMP) formalism and the other based on solving the stochastic Hamilton-JacobiBellman (HJB) equation. However, in the presence of noise, the SMP formalism becomes complex and results in having to solve a couple of backward stochastic differential equations. Hence, current solution methodologies typically ignore the noise effect. On the other hand, the inclusion of noise in the HJB framework is very straightforward. Furthermore, the stochastic HJB equation of a control-affine nonlinear stochastic system with a quadratic control cost function and an arbitrary state cost function can be formulated as a path integral (PI) problem. However, due to curse of dimensionality, it might not be possible to utilize the PI formulation for obtaining comprehensive solutions over the entire operating domain. A neural network structure called the adaptive critic design paradigm is used to effectively handle this difficulty. In this paper, a novel adaptive critic approach using the PI formulation is proposed for solving stochastic optimal control problems. The potential of the algorithm is demonstrated through simulation results from a couple of benchmark problems.
optimal decisions for systems modeled by SDEs. The two most commonly used approaches for solving the stochastic optimal control problems are Pontryagin's maximum principle and Bellman's dynamic programming framework. For deterministic optimal control problems, Pontryagin's maximum principle [3] leads to a set of the first-order differential equations (state and adjoint equations) as necessary conditions for computing the optimal pair (state trajectory and control input). If the final time is fixed, then the optimal control problem is reduced to a two-point boundary value problem. The boundary conditions are specified by the state vector at the initial time and the adjoint vector at the final time. However, in the case of stochastic optimal control, stochastic maximum principle leads to a set of SDEs [1] . The above set of SDEs is difficult to solve.
Another approach called Bellman's dynamic programming establishes relationships among a family of optimal control problems with different initial states and time via a partial differential equation (PDE) called the Hamilton-JacobiBellman (HJB) equation. The solution of this PDE is the optimal cost function. This nonlinear PDE is of the first order in deterministic cases and the second order in stochastic cases. For nonlinear dynamical systems and even for some linear systems, obtaining analytical solutions for the controller with any of the above two approaches is practically impossible. Hence, one has to resort to numerical techniques to solve optimal control problems. However, the associated computational cost is very high for higher dimensional systems.
Approximate dynamic programming (ADP) [4] [5] [6] [7] [8] [9] provides a way out of the above bottlenecks using reinforcement learning (RL) for identifying the optimal value function and the optimal controller. In this approach, the value function is incrementally updated as new information becomes available. Most RL techniques that are employed for solving optimal control problems are based on value iteration [8] , policy iteration [8] , or Q-learning [10] . Policy iteration algorithms require an initial stabilizing control policy for convergence; however, value iteration algorithms have no such requirement. Q-learning algorithms are model-free learning algorithms that do not require an explicit system model for solving the optimal control problem. There are several ADP approaches available in the literature to find approximate optimal solutions for both discrete-time systems [5] [6] [7] , [11] , [12] and continuous-time systems [13] [14] [15] [16] [17] [18] . For discrete-time systems, Werbos [5] , [6] developed a family of ADP algorithms that effectively uses the actor-critic architecture for solving the optimal control problem. These algorithms consist of an actor that provides 2162-237X © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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optimal action (control input) information and a critic that criticizes the actions taken by the actor. In general, neural networks are used to approximate both the control function and the cost function. The training of the respective networks takes place alternatively. The advantage of the above approach, called the adaptive critic, is that no information regarding the optimal trajectory or the control action needs to be known beforehand. Many variants of adaptive critic designs (ACDs) are now available [11] . The most common adaptive critic architectures are heuristic dynamic programming (HDP) and dual heuristic programming (DHP). In the HDP design, the critic network maps the control and state function to the optimal cost function, and the action network maps the state function to the optimal control function. In the DHP design, the critic network directly maps the gradient of the cost function to the system states and thus provides better performance.
To alleviate the computational burden of two network ACDs, single network adaptive critic (SNAC) architectures [12] have been proposed. In SNAC, the dual network acts both as an actor and a critic. All the above mentioned approaches require a discrete model of the system in some form or other to train their critic networks. The success of ACDs can be measured by the number of current literature available on this topic, and its simplicity of implementation has been exploited in a wide variety of applications [19] [20] [21] [22] . However, the potential of ACDs in solving stochastic optimal control problems has not been fully explored, and this paper focuses on a stochastic optimal control design with ACDs. In [23] , a successive approximation method that solves the generalized stochastic HJB equation at every step is suggested to find suboptimal control solutions for nonlinear stochastic systems. However, this method requires the optimal cost function be approximated using an analytical expression that eases the process of solving the generalized stochastic HJB equation. In [24] , an iterative linear quadratic Gaussian approach is derived to solve nonlinear stochastic control problems. This Gaussian approach finds a locally optimal solution using a quadratic approximation of the optimal value function. In [25] , a probabilistic control design method is proposed for a class of discrete-time nonlinear stochastic systems. This probabilistic method uses the DHP adaptive critic algorithm to design a randomized controller, such that the joint probability density function of the closed loop system is as close as possible to a predetermined ideal joint probability density function. In this paper, a continuous-time SNAC architecture is proposed to directly solve the second-order stochastic HJB equation. In the presence of Weiner noise, the HJB equation characterizing optimal value functions becomes the second order and embeds the information about process noise variance. The proposed algorithm uses the above information to solve for the stochastic optimal controller.
Recently, Kappen [26] and van den Broek et al. [27] proposed the idea of using the logarithmic transformations of the cost function to convert the nonlinear stochastic HJB equation into a linear HJB equation. The above linear transformation is feasible for control-affine nonlinear dynamical systems with a quadratic control cost function and an arbitrary state cost function. The Feynman-Kac Lemma [28] connects the solution of the above linear PDE to a forward diffusion process. Hence, the transformed cost function can be computed as an expected value under a forward diffusion process. For numerical computation, this expected value is represented in terms of path integrals (PIs). The above formulation of stochastic optimal control theory is called the PI control. An iterative version of the PI approach is also presented in [29] . In this iterative version, the transformed cost function is incrementally updated by generating new sample trajectories using the estimated cost function of the previous iteration. One of the major drawbacks of the PI control framework is the requirement of a large number of trajectory samples to accurately estimate optimal control. Generating comprehensive solutions for the entire operating domain of a system will be computationally very expensive. However, adaptive critic formulations can effectively handle the curse of dimensionality problems. In this paper, an offline continuous-time adaptive critic algorithm that effectively uses the PI framework is proposed. The main contributions of this paper are summarized below.
1) The powerful adaptive critic paradigm is extended to solve a class of stochastic HJB equations. As a result, comprehensive optimal control solutions can be synthesized for a class of control-affine stochastic systems.
2) The second contribution of this paper is to analytically demonstrate the convergence of the proposed adaptive critic scheme to optimal control solution for a class of linear stochastic systems. The rest of this paper is organized as follows. In Section II, the theory behind stochastic optimal control is reviewed. In Section III, the PI formulation of stochastic optimal control theory is presented. Furthermore, a novel adaptive critic algorithm that uses the PI framework is proposed. In Section IV, a convergence analysis of the PI-based adaptive critic iterative procedure is performed. In Section V, the implementation of the proposed methodology using neural networks is discussed. In Section VI, simulation results are presented, and in Section VII, conclusions of this paper are provided.
II. PROBLEM FORMULATION
Consider a system described by an SDE of the following form:
where x ∈ is the state vector of dimension n with ⊂ R n being a compact subset; u ∈ R m is the control vector of dimension m, f : R n → R n and B(x) ∈ R n×m represent known system dynamics, ξ ∈ R m is the Weiner process with mean zero and variance t, and σ ∈ R m×m is the noise variance of the system dynamics. The objective of the control problem is to find optimal control u * (x, t), t ≤ t f that minimizes the following cost function:
where φ(.) is the terminal cost at the final time t f , Q(.) is the instantaneous state cost, and R ∈ R m×m > 0 is the control weighting matrix. The notation . x,t denotes the average taken over all the trajectories from x at time t. The optimal cost-to-go is defined as
From stochastic optimal control theory [1] , [2] , the optimal cost-to-go function is the solution of the stochastic HJB equation
with the boundary condition
Here, L u is the infinitesimal generator of the stochastic process specified in (1) . It is defined as
Since the cost function is quadratic in u, the minimization of (4) yields
Then, (4) becomes
The stochastic HJB equation given in (7) is nonlinear and does not lend itself to analytical solutions. Hence, numerical techniques are needed to find solutions. In this paper, a continuous-time adaptive critic learning scheme is proposed to solve the above stochastic HJB equation.
III. ADAPTIVE CRITIC SCHEME FOR STOCHASTIC SYSTEMS For stochastic systems, the recursive expression for cost function involves the expectation operator as shown below
Here, g(x(t → t + τ ), u * ) is the path cost and τ > 0. Note that the computation of J (x, t) requires a set of sample paths. In adaptive dynamic programming literature, noise effect is typically ignored. However, to accurately estimate the cost function, the sufficient number of sample trajectories is needed. For multidimensional problems, this might result in a high computational cost. One way of reducing the computational cost is to use importance sampling [30] .
PI control approach associates with each sample path a probability value. The optimal cost function can then be expressed as a weighted sum of individual path costs. The adaptive critic approach proposed in this paper uses the PI formulation to adaptively sample trajectories of importance. The theory behind the PI control approach is explained in Section III-A. The information presented here closely follows the results presented in [26] , [27] , and [29] .
A. Path Integral Formulation
Assume that the noise variance of the stochastic system given in (1) can be related to a constant parameter λ by the relation
Then, the PI formulation [26] , [27] allows us to convert the nonlinear stochastic HJB equation into a linear form by using a logarithmic transformation J (x, t) = −λ log ψ(x, t), which results in
The linear stochastic HJB is given by
with the boundary constraint ψ(
The above linear PDE is called the Chapman-Kolmorgov backward equation [2] . The Feynman-Kac Lemma [28] , [29] connects the solution of the above PDE to a forward diffusion process. Propagation is performed using an uncontrolled forward diffusion process given below
withȳ(t) = x. Then, the solution of the PDE given in (11) can be computed as an expected value using the Feynman-Kac formula
The expectation value is the sum over all possible sample paths originating from x at time t and propagated until time reaches t + τ . For writing (13) as a PI, the time interval [t, t + τ ] is split into N intervals of equal length t with t = t 1 < t 2 < t 3 · · · < t N+1 = t + τ . The corresponding states at these time intervals are represented by
The resulting PI equation is given by
where
is the transition probability of the uncontrolled dynamics given in (12) to propagate from (
In most systems, the dimension of the control vector is usually less than that of the state vector. In [29] , a generalized version of PI control approach is proposed that extends it to above systems. Since it is assumed that both the noise and the control input act on the same subspace, the states that are not-directly actuated will behave deterministically. Thus, the transition probability will depend only on the directly actuated states. Hence, the state vector is partitioned into directly actuated and not-directly actuated states. Equation (12) is rewritten in the following form:
The transition probability of the forward diffusion process is given by
By using (16) and the assumption given in (9), (14) is rewritten in the following PI form as:
Optimal control u * (x, t) is computed by the relation
From (18), the probability of a sample path contributing to the computation of the optimum cost-to-go function is given by
The proposed adaptive critic scheme uses (20) to adaptively sample the trajectories and is described next.
B. Adaptive Critic Algorithm
Let J i (x, t) be the cost function estimate at the end of iteration i ≥ 0. Then, the iterative procedure is mathematically represented by the following set of equations.
1) Generate trajectories using the forward diffusion process given in (15) . Sample the generated trajectories according to the following probability distribution:
where ψ i (x, t) = exp(−J i (x, t)/λ). Letȳ(t) represent one of the sampled trajectories. 2) Compute ψ i+1 (x, t) using the following relation:
3) Compute u i+1 fromψ i+1 (x, t) using the optimal control relation given in (19). 4) Compute the cost function J i+1 (x, t) using the following relation:
For the next iteration, the paths are sampled using the updated cost function J i+1 (x, t). Convergence analysis of this iterative procedure is presented in Section IV.
IV. CONVERGENCE ANALYSIS OF THE PROPOSED ADAPTIVE CRITIC SCHEME
To perform the convergence analysis, as a first step, a PDE describing the iterative evolution of the computed cost function J i+1 (x, t) is derived. Then, the derived PDE is utilized to analyze the adaptive critic scheme when applied to a class of linear stochastic systems, for which analytical optimal solutions already exist. This analysis shows that for linear stochastic systems, the implementation of the proposed adaptive critic scheme is equivalent to a policy iterative procedure employed to solve the Ricatti equation.
A. Relation Between J i+1 (x, t) and J i (x, t) Theorem 1: Assume an arbitrary function
, and it satisfies the condition
where γ is a suitable constant. Then, the cost function (J i+1 ) computed using (21)- (24) satisfies the following condition:
Proof: Equation (23) can be rewritten as
Applying Ito's integration [2] formula to J i (x N+1 , t + τ ) along the trajectoryȳ(θ ), we get
Note that the pathȳ(θ ) generated during the sampling process is equivalent to propagating the following stochastic process:
Substituting (29) in (28) results in
Taking expectation on both the sides of (30) leads to
Define
With this definition and substituting (31), (27) becomes
By using the definition of (5), (32) is simplified as
Equation (33) is claimed as the solution of the following PDE:
with boundary condition
Integrating (35) from θ = t to θ = t +τ and taking expectation result in
Since (33) can be construed as the solution of the PDE defined in (34) . Expanding the terms of the PDE results in
with the boundary condition J i+1 (x, t f ) = φ(x(t f )). Hence, Theorem 1 is proved. The above equation describes the relationship between J i+1 (x, t) and J i (x, t). Note that u i+1 depends on J i .
B. Vector Diffusion Problem
Convergence analysis of the adaptive critic scheme described in Section III is performed in this section for a class of linear systems. The governing equations of motion of the linear system are given by
The objective of the controller design is to minimize the following objective function:
For the adaptive critic scheme, the optimum cost function at iteration i is approximated as follows:
where a i (t) > 0, T i (t) ∈ R n×n is a positive symmetric matrix. The iteration process can be started with any T 0 (t) ≥ 0. For the purpose of convergence analysis N = 1, t = τ and x N+1 = y. The state transition probability for the uncontrolled dynamics of the linear stochastic system is given by
. The transformed cost function ψ i+1 (x, t) can now be computed as
After some algebraic manipulation, (42) can be written in the following form:
with
Evaluation of the integral term in (43) results in
Using the expression for optimal control, u i+1 is computed as
Evaluation of the partial derivative in (46) using (45) leads to
The expression for control given in (47) can be further simplified as follows:
By using the matrix inversion lemma [31] for (R + 2τ T i (t + τ )) −1 , it can be shown that
Applying the matrix inversion lemma for (R + 2τ T i (t + τ )) −1 once again results in
Hence
To interpret the above control expression, consider the deterministic discrete dynamics of the stochastic system defined in (38)
with s = 0, 1, 2 . . . f . The discretized cost function is defined as
The dynamics of the cost function parameter T ds is described by the discrete Riccati equation
By comparing (52) and (55), it can be observed that the expressions for F i+1 and T ds are very similar. Thus, the sampling process (45) results in a controller expression that depends on the discrete-time Riccati equation solution.
Let the parameter a i+1 (t) be updated, such that
Substituting (57) in (56) results iṅ
Equation (58) is just the continuous-time Riccati equation with the boundary condition
Substituting (59) in (58) results in
Equation (60) is rewritten as
Equation (61) is a Sylvester equation, and a unique solution T i+1 (t) exists as long as A syl and −B syl do not have any common eigenvalues. The adaptive critic iterative procedure can be summarized as follows.
3) Compute T i+1 (t) using
4) Repeat steps 2) and 3) until convergence is achieved. The convergence of the above iterative procedure to the optimal solution when started with an initial stabilizing controller F 0 (t) is shown in [23] and [32] [33] [34] . Thus, for linear systems, the proposed adaptive critic scheme is equivalent to a value iterative scheme employed to solve Ricatti equations. Note that although the above iterative steps for linear systems can be solved online, the general PI solution procedure for nonlinear systems cannot be implemented online, since it requires analytical solution ofψ(x, t).
C. Numerical Illustration
For numerical illustration of the above iterative procedure, the cost function parameters are assumed as
In Fig. 1(a)-(d) , the iterative evolution of the elements of matrix T (t) is compared with the Ricatti equation solution. It can be observed that the adaptive critic algorithm converged to the optimal solution by the end of the sixth iteration. The dotted lines represent the Ricatti equation solution.
V. IMPLEMENTATION OF THE ADAPTIVE CRITIC SCHEME USING NEURAL NETWORKS For nonlinear systems, the adaptive critic schemes are typically implemented using neural network models. In this paper, the cost function J i (x, t) is approximated using a multilayer neural network model. Since the optimum cost function depends both on the current state and the time-to-go, it is approximated as
Analytical evaluation ofψ(x, t) using the multidimensional PI expression given in (22) is very difficult. However, Monte Carlo techniques can be employed to evaluate the PI. In this paper, the Metropolis-Hastings sampling scheme [35] , [36] is employed to sample trajectories as per the probability distribution given in (21) . Details of the sampling scheme are given in Table I . In numerical implementation, the path cost g(ȳ(t → t + τ ), u i+1 (t → t + τ)) is approximated by S t path . The neural network training procedure is given as follows.
Step 1: Generate M samples of the state vector x ∈ randomly. For each sample of state vector, randomly choose a time step t ∈ [t i , t f ]. Then, execute the following steps.
Step 2: Generate the initial trajectoryȳ = (x 1 , x 2 , . . ., x N+1 ) by propagating the state vector x 1 = x from time t 1 = t upto time t N+1 = t + τ using the following deterministic dynamics: where
x k or computed using a separate neural network with k = 1, 2, . . . , N.
Step 3: Generate N 2 sample trajectories using the Metropolis-Hastings sampling scheme explained in Table I .
2, 3, . . . N 2 using the critic network.
Step 5: Compute S t path ( n x 1 , n x 2 , . . . , n x N+1 ) for all the sample paths.
Step 6: Compute the average cost
Step 7: Repeat steps 2-6 for the next sample.
Step 8: Train the critic network to minimize the following error:
Step 9: Repeat steps 1-8 until the error E reaches the desired level. Remark 1: The proposed adaptive critic scheme belongs to the class of RL schemes called the value iteration. The initial weights of the neural network can be chosen randomly.
However, the convergence of the proposed adaptive critic to the optimal solution heavily depends on the sampling procedure. To minimize the search space, it is recommended to start the training process with a stabilizing controller.
Remark 2: Instead of computing u k using the gradient of the cost function network, a separate neural network can be employed to approximate the control function. In that case, this neural network should also be trained at the end of step 8, in the above iterative procedure. For training the control neural network, the output data are computed for each sample state using the following equation:
VI. SIMULATION RESULTS The adaptive critic controller design methodology was applied to two benchmark problems.
A. Scalar Example
The first problem considered is a diffusion problem for which analytical solution for optimal controller exists. The governing equation of the diffusion problem is given by where σ = 0.1. Objective of the controller design is to minimize the following cost function:
In this paper, the cost function parameters are selected as Q f = 5, P = 5, R = 1, and t f = 5 s. The cost function is approximated using a single-hidden-layer neural network with 12 neurons. The neurons are constructed using tan-sigmoid basis functions. The input to the neural network is the vector
The training of the critic network was done using the MATLAB R2014a neural network toolbox [37] . The first iteration of the critic network training was carried out with an arbitrarily chosen stabilizing controller u init = −20x. The critic network was trained for a range where
Initially, the performance of the adaptive critic controller is evaluated with zero noise input. Fig. 2 shows the performance of the adaptive critic controller for different initial conditions. The synthesized controller is validated with an analytical optimal control solution. For the scalar case, the optimal control is given by
where γ = e √ P/R(t f −t ) . Fig. 3 shows how the training process iteratively improves the adaptive critic controller performance. It can be observed that as the number of iteration steps increases, the adaptive critic solution tends toward the analytical solution. Fig. 4 shows the performance of the adaptive critic controller in the presence of noise. It can be observed that even in the presence of noise, its performance is very similar to that of the optimal control solution.
B. Nonlinear Vector Example
The proposed adaptive critic controller is now applied to a missile autopilot problem [38] . Typically, acceleration equations contain unmodeled dynamics and uncertainty so it is assumed that the noise is present in the pitch rate evolution (pitch acceleration equation). The governing equations of motion of the short period dynamics of a missile are given by
where α is the angle of attack, q is the pitch rate, and δ is the fin position. The constants are selected as follows: 
The above set of equations is in the form given in ( The simulation test was performed by generating a reference signal for angle of attack, such that α s = 10°for 0 ≤ t < 10, α s = 0°for 10 ≤ t < 20, and α s = −5°for 20 ≤ t ≤ 30. Fig. 5 shows the history of the angle of attack. It can be observed that the controller was able to track the desired angle of attack with a minimal steady state error. The PI controller was also able to closely track the desired pitch rate, as shown in Fig. 6 . The fluctuations in pitch rate due to input noise were <8%. However, the effect of this fluctuation is not similarly observed in the angle of attack history (though it exists). This is due to the fact that the pitch rate directly affects only the rate of change in angle of attack, and whatever the fluctuation inα is filtered during the integration process to obtain the angle of attack. Fig. 7 shows the history of the fin position and even with time varying reference signal; the PI controller was able to obtain the desired performance. To demonstrate the robustness of the synthesized controller, the noise level was increased by selecting σ as 0.001, and this can cause upto 14% fluctuation in the pitch rate. Figs. 8 and 9 show the performance obtained. The PI controller was able to achieve the desired performance even with the increased noise level.
VII. CONCLUSION
A novel offline adaptive critic framework-based stochastic optimal controller design methodology using PI was proposed in this paper. This design paradigm combines the recently developed PI control approach with the powerful ACD methodology and provides a robust iterative algorithm for solving stochastic optimal control problems. The novelty of the proposed adaptive critic algorithm is in using the stochastic model for state propagation and directly solving for the second-order stochastic HJB equation. The adaptive critic controller was tested on a scalar diffusion problem for which analytical solution already exists. The resulting performance matches the analytical solution very closely. The methodology was also applied on a difficult missile autopilot problem. The adaptive critic algorithm was able to come up with stabilizing solutions for all the test cases. Since, lot of practical problems are modeled by the class of control-affine stochastic equations considered in this paper, it may be concluded that the PI-based adaptive critic controller may have a good potential for use in such applications.
