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New Approach on Robust Delay-DependentH∞
Control for Uncertain T–S Fuzzy Systems
With Interval Time-Varying Delay
Chen Peng, Dong Yue, and Yu-Chu Tian, Member, IEEE
Abstract—This paper investigates the robust H∞ control for
Takagi–Sugeno (T–S) fuzzy systems with interval time-varying
delay. By employing a new and tighter integral inequality and
constructing an appropriate type of Lyapunov functional, delay-
dependent stability criteria are derived for the control problem.
Because neither any model transformation nor free weighting ma-
trices are employed in our theoretical derivation, the developed
stability criteria significantly improve and simplify the existing sta-
bility conditions. Also, the maximum allowable upper delay bound
and controller feedback gains can be obtained simultaneously from
the developed approach by solving a constrained convex optimiza-
tion problem. Numerical examples are given to demonstrate the
effectiveness of the proposed methods.
Index Terms—H∞ control, interval time-varying delay, linear
matrix inequalities (LMIs), Takagi–Sugeno (T–S) fuzzy systems,
time-delay systems.
I. INTRODUCTION
S TABILITY analysis and stabilization are important issuesin analysis and design of nonlinear control systems. To
simplify control systems with complex dynamics, various fuzzy
logic control methods, such as fuzzy proportional-integral-
derivative (PID) control, neurofuzzy control, fuzzy sliding-
mode control, adaptive fuzzy control, and Takagi–Sugeno (T–S)
model-based fuzzy control, have been developed [1]. Among
these methods, the T–S model-based approach has shown its
advantages by using a small number of rules to model higher
order nonlinear systems [2]. It combines the flexible fuzzy logic
theory and fruitful linear system theory into a unified framework
to approximate a wide range of complex nonlinear systems, es-
pecially those with incomplete information.
Time delay, which is one of the instability sources in dynam-
ical systems, is a common and complex phenomenon in many
industrial and engineering systems, e.g., many chemical pro-
cesses, long transmission lines in pneumatic, hydraulic, rolling
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mill systems, and communication networks [3], [4]. Much effort
has been made in the analysis and synthesis of fuzzy systems
with time delay during the last two decades. For recent progress,
refer to [3] and [5]–[9] and the references therein. Recently, a
special type of time delay, i.e., interval time-varying delay, has
been identified from practical engineering systems [10]–[15].
Interval time-varying delay is a time delay that varies in an
interval in which the lower bound is not restricted to be zero.
A typical example of dynamical systems with interval time-
varying delay is networked control systems (NCSs) [10], [16].
Great progress has been made in analysis and synthesis
of T–S fuzzy systems with general time delay [3], [5]–[9],
[15], [17]–[20]. Two basic approaches have been developed
for the stability analysis using the direct Lyapunov method: the
Lyapunov–Krasovskii approach and the Lyapunov–Razumikhin
approach. For example, Cao and Frank [3] and Wang et al. [21]
applied the Lyapunov–Razumikhin functional approach to ana-
lyze the stability and stabilization of T–S fuzzy systems, while
Guan and Chen [6], Chen and Liu [5], and Yoneyama [23]
employed the Lyapunov–Krasovskii functional approach to in-
vestigate delay-dependent guaranteed cost controller design,
robust H∞ control, and robust stability and stabilization for
T–S fuzzy systems with delay, respectively. The Lyapunov–
Krasovskii approach usually gives less-conservative results than
the Lyapunov–Razumikhin approach [12] and will be adopted
in this paper.
Many existing methods for T–S fuzzy systems, e.g., [3], [6],
and [21]–[23], have employed the model transformation tech-
nique or Moon’s inequality [24] for bounding cross terms. Such
treatment of cross terms is a potential source of conservative-
ness [4]. Therefore, much effort has been devoted more re-
cently to the development of the free weighting matrices method,
e.g., [5], [7]–[9], [13], [15], and [25]. The free weighting ma-
trices method has been shown to be less conservative than pre-
vious methods [8], [9], [26], such as the model transforma-
tion technique and Park’s inequality methods applied in [6]
and [22]. However, it has been noticed that using too many
free weighting matrix variables will complicate system syn-
thesis and, consequently, lead to significant computational de-
mand [14], [27]–[29]. Discarding both the model transformation
technique and the free weighting method, this paper will develop
a new approach to improve system stability performance and in-
crease computation efficiency simultaneously.
Considering interval time-varying delay, limited work has
been reported in the open literature on delay-dependent analysis
and synthesis for T–S fuzzy systems. Among the limited work
1063-6706/$26.00 © 2009 IEEE
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are Tian and Peng [7] on robust stability analysis, Lien et al. [13],
who improved the work of Tian and Peng [7], and Jiang and Han
[15] on robust H∞ control. The original work of Tian and Peng
[7] and the recent work by Lien et al. [13] and Jiang and Han
[15] have employed superfluous free weighting matrices in their
derivation, resulting in high computational demand, especially
when a large number of fuzzy rules are used. Also, with the need
to tune many parameters, these methods only give suboptimal
and parameter-dependent solutions for system synthesis. For
example, in [15], two parameters ε2 and ε3 must be predescribed
in order to guarantee N1 = N0 , N2 = ε2N0 , and N3 = ε3N0 ,
where N1 , N2 , and N3 are free weighting matrices, and N0
must be a nonsingular matrix. This procedure introduces some
conservativeness because it cannot find controller gains K when
N1 , N2 , and N3 are not scalar multiples of N0 , and it depends on
the prescribed constants ε2 and ε3 . How to tune ε2 and ε3 is still
a difficult task since the searching scopes of ε2 and ε3 are infinite
[14], [28], [29]. Similar problems can be found in [7]–[9].
This paper will develop a new approach for robust H∞ control
of uncertain T–S fuzzy systems with interval time-varying delay.
By employing an innovative integral inequality and constructing
an appropriate Lyapunov functional, delay-dependent stability
conditions will be derived for the robust H∞ control problem.
The main contributions of this paper are highlighted as follows:
1) An innovative integral inequality is developed to deal with
cross-product items; 2) less-conservative stability conditions are
derived that use the least number of unknown linear matrix in-
equality (LMI) variables compared with existing stability crite-
ria in the open literature, implying simultaneous improvement
in stability performance and computational efficiency [30]; and
3) the presented H∞ controller design problem is formulated as
a constrained convex optimization problem based on a standard
cone complementary algorithm [24], [31], which is parameter-
independent. The obtained results are optimal solutions com-
pared with suboptimal ones from existing methods.
The rest of the paper is organized as follows. Section II de-
scribes the system and problems to be investigated and presents
an innovative integral inequality to deal with cross-product
terms. Section III analyzes robust H∞ performance based on
an appropriately constructed Lyapunov functional for uncertain
T–S fuzzy systems with interval time-varying delay. Section IV
develops an H∞ controller design approach through a standard
cone complementary algorithm. Numerical examples are given
in Section V to demonstrate the effectiveness of our method.
Finally, Section VI concludes the paper.
Notation: Throughout the paper, N stands for positive inte-
gers, Rn denotes the n-dimensional Euclidean space, Rn×m is
the set of n×m real matrices, and I is the identity matrix of
appropriate dimensions. For X ∈ Rn×n , the notation X > 0
(respectively, X ≥ 0) means that the matrix X is a real sym-
metric positive definite (respectively, positive semidefinite). For
an arbitrary matrix B and two symmetric matrices A and C[
A B
∗ C
]
denotes a symmetric matrix, where ∗ denotes the entries implied
by symmetry.
II. SYSTEM AND PROBLEM DESCRIPTIONS
Consider an uncertain T–S fuzzy system with time-varying
delay. The ith rule of the system is expressed in the following
If–Then form:
Ri : If θ1(t) is Wi1 and, · · · , and θg (t) is Wig
Then


x˙(t) = A¯ix(t) + A¯dix(t− τ(t))
+B¯iu(t) + Bi(t)
z(t) = Cix(t) + Diu(t), x(t)
= φ(t), t ∈ [−τ2 ,−τ1 ]
(1)
where i = 1, 2, . . . , r, r is the number of If–Then rules, x(t) ∈
R
n andu(t) ∈ Rm are state vector and input vector, respectively,
Wij (i = 1, 2, . . . , r; j = 1, 2, . . . , g) are fuzzy sets, and θj (t)
(j = 1, 2, . . . , g) represent premise variables. Denote θ(t) =
[θ1(t), . . . , θg (t)]T , and assume the following:
1) θ(t) is either given or a function of x(t).
2) θ(t) does not depend on u(t).
The input (t) ∈ L2 [0,∞) denotes exogenous disturbance
signal, z(t) ∈ Rp represents system output, φ(t) is the ini-
tial condition of the system state, τ2 and τ1 are upper and
lower bounds of state time delay τ(t), respectively, A¯i =
Ai + ∆Ai(t), A¯di = Adi + ∆Adi(t), and B¯i = Bi + ∆Bi(t),
Ai , Adi , and Bi(i = 1, 2, . . . , r) are constant matrices with
compatible dimensions ∆Ai(t),∆Adi(t), and ∆Bi(t) are time-
varying matrices with appropriate dimensions and are defined
as
[∆Ai(t),∆Adi(t),∆Bi(t)] = HiFi(t)[Eai, Edi, Ebi ]
i = 1, 2, . . . , r (2)
whereHi andEai ,Edi , andEbi are known constant real matrices
with appropriate dimensions, andFi(t) is an unknown real-time-
varying matrix with Lebesgue measurable elements bounded by
FTi (t)Fi(t) ≤ I. (3)
By using a center-average defuzzifier, product inference, and
singleton fuzzifier, the global dynamics of T–S fuzzy system (1)
can be inferred as

x˙(t) =
∑r
i=1 µi(θ(t))[A¯ix(t) + A¯dix(t− τ(t))
+B¯iu(t) + Bi(t)]
z(t) =
∑r
i=1 µi(θ(t))[Cix(t) + Diu(t)], x(t)
= φ(t), t ∈ [−τ2 ,−τ1 ]
(4)
where
µi(θ(t)) =
hi(θ(t))
r∑
i=1
hi(θ(t))
, hi(θ(t)) = Π
g
j=1W
i
j (θj (t))
(5)
and Wij (θj (t)) is the membership value of θj (t) in Wij . It is
seen from (5) that ∀i ∈ {1, 2, . . . , r}, µi(θ(t)) has the following
properties:
µi(θ(t)) ≥ 0,
r∑
i=1
µi(θ(t)) = 1. (6)
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In this paper, a T–S fuzzy-model-based controller will be de-
signed via parallel distributed compensation (PDC) to stabilize
T–S fuzzy system (4). The ith controller rule is
Ri : If θ1(t) is Wi1 and · · · and θg (t) is Wig
Then u(t) = Kix(t). (7)
The defuzzified output of controller rule (7) is designed as
u(t) =
r∑
j=1
µj (θ(t))Kjx(t) (8)
where {Kj}(j = 1, 2, . . . , r) are controller gains to be
determined.
Substituting (8) into (4) leads to the following closed-loop
fuzzy system:{
x˙(t) = Aij x(t) +Aidx(t− τ(t)) + Bi(t)
z(t) = Cij x(t), x(t) = φ(t), t ∈ [−τ2 ,−τ1 ]
(9)
where
Aij =
r∑
i=1
r∑
j=1
µi(θ(t))µj (θ(t))(A¯i + B¯iKj )
Aid =
r∑
i=1
µi(θ(t))A¯di
Bi =
r∑
i=1
µi(θ(t))Bi
Cij =
r∑
i=1
r∑
j=1
µi(θ(t))µj (θ(t))(Ci + DiKj ). (10)
Throughout this paper, we will analyze the following two
scenarios of the interval time-varying delay τ(t).
Case 1: τ(t) is a differentiable function satisfying
τ1 ≤ τ(t) ≤ τ2 , 0 ≤ τ˙(t) ≤ µ ∀t ≥ 0. (11)
Case 2: τ(t) is a continuous function satisfying
τ1 ≤ τ(t) ≤ τ2 ∀t ≥ 0 (12)
where τ1 and τ2 are the lower and upper delay bounds, respec-
tively, and τ1 , τ2 , and µ are constants.
Remark 1: Both cases 1 and 2 consider the upper and nonzero
lower bounds of the interval time-varying delay. Case 1 is a
special case of case 2. If the time-varying delay is differentiable
and µ < 1, one can obtain less-conservative results using case
1 than those using case 2. However, if the time-varying delay is
not differentiable, such as in NCSs, only case 2 can be used to
handle the situation.
The purpose of this paper is to design a robust H∞ controller
(8) for T–S fuzzy system (1) under cases 1 and 2 such that for
all admissible uncertainties satisfying (2), the following hold.
1) System (9) with (t) ∆= 0 is robustly asymptotically sta-
ble.
2) The H∞ performance ‖z(t)‖2 ≤ γ ‖(t)‖2 is guaranteed
for any nonzero (t) ∈ L2 [0,∞) and a prescribed γ > 0
under the zero initial condition x(t) = 0 ∀t ∈ [−τ2 , 0].
The following improved lemma is derived from Jensen’s
integral inequality [4]. It prevents a tighter bound
to deal with cross-terms without ignoring any useful
items.
Lemma 1: For any constant matrix R ∈ Rn×n , R = RT >
0, scalars τ1 ≤ τ(t) ≤ τ2 , δ = (τ1 + τ2)/2 and vector function
x˙ : [−τ2 ,−τ1 ] → Rn such that the following integration is well
defined, it holds that
−(h2 − h1)
∫ t−h1
t−h2
x˙T (v)Rx˙(v)dv ≤ ζT (t)Ωζ(t) (13)


when δ ≤ τ(t) ≤ τ2 , h2 = τ2 , h1 = δ
when δ > τ(t) ≥ τ1 , h2 = δ, h1 = τ1
when δ unknown, h2 = τ2 , h1 = τ1
(14)
where
ζ(t) =

 x(t− h1)x(t− τ(t))
x(t− h2)

 , Ω =

−R R 0∗ −2R R
∗ ∗ −R

 .
Proof: When δ ≤ τ(t) ≤ τ2 , from Jensen’s integral inequality
[4] and Leibnitz–Newton formula, it follows that
− (τ2 − δ)
∫ t−δ
t−τ2
x˙T (v)Rx˙(v)dv (15)
= −(τ2 − δ)
[∫ t−δ
t−τ (t)
x˙T (v)Rx˙(v)dv
+
∫ t−τ (t)
t−τ2
x˙T (v)Rx˙(v)dv
]
(16)
≤ −(τ(t)− δ)
∫ t−δ
t−τ (t)
x˙T (v)Rx˙(v)dv
− (τ2 − τ(t))
∫ t−τ (t)
t−τ2
x˙T (v)Rx˙(v)dv (17)
≤ −
∫ t−δ
t−τ (t)
x˙T (v)dvR
∫ t−δ
t−τ (t)
x˙(v)dv
−
∫ t−τ (t)
t−τ2
x˙T (v)dvR
∫ t−τ (t)
t−τ2
x˙(v)dv (18)
=


−[x(t− δ)− x(t− τ(t))]T R[x(t− δ)
−x(t− τ(t))]
−[x(t− τ(t))− x(t− τ2)]T R[x(t− τ(t))
−x(t− τ2)].
(19)
Rearranging some terms of (19) yields the result for the first
condition in (14). Similarly, we can obtain the result for the
second condition in (14) when δ > τ(t) ≥ τ1 . Furthermore, for
h2 = τ2 and h1 = τ1 , this is a special case of δ ≤ τ(t) ≤ τ2
with δ = τ1 . This completes the proof. 
Remark 2: Without ignoring any useful terms, e.g.,∫ t−τ (t)
t−τ2 x˙
T (v)Rx˙(v)dv in (16), Lemma 1 plays an important
role in the derivation of less-conservative criteria for robust
delay-dependent stability analysis in this paper. Compared with
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the results in [8] and [15] in which free weighting matrices are
introduced to deal with cross-product terms, the approach to be
developed in this paper based on Lemma 1 does not employ any
free weighting matrices and, thus, can be expected to give better
results.
Remark 3: Compared with existing methods that directly em-
ploy lower and upper delay bounds as in the third condition in
(14), the approach to be developed in this paper employs the
average of the bounds as a parameter δ = (τ1 + τ2)/2 when
deriving stability conditions. As a result, considerably less-
conservative results can be obtained. This will be shown later
through numerical examples.
III. H∞ PERFORMANCE ANALYSIS
This section aims to develop an innovative approach for robust
stability analysis of fuzzy system (9). For stability analysis, it
is assumed that the feedback gain matrices Ki have been well
designed. This is a common assumption in the open literature
for stability analysis.
A. Stability Analysis Without Parameter Uncertainties
First, let us consider a simple case without system parame-
ter uncertainties ∆Ai(t), ∆Adi(t), and ∆Bi(t). The stability
results are summarized in the following theorem.
Theorem 1: For some given constants 0 ≤ τ1 ≤ τ2 , γ > 0,
µ, and matrices Kj , the equilibrium of system (9) is robustly
asymptotically stable with an H∞ norm bound γ for any τ(t)
satisfying (11) if there exist real matrices P , Ql , Rl > 0(l =
1, 2, 3) with appropriate dimensions, such that the following
LMIs hold for i, j = 1, 2, . . . , r and 1 ≤ i < j ≤ r:[
Πii11 Π
ii
12
∗ Π22
]
< 0 (20)


Πij11 + Π
j i
11 Π
ij
12 Π
j i
12
∗ Π22 0
∗ ∗ Π22

 < 0 (21)
where
Πij11=


Γ11 PAdi + R1 0 R2 PBi
∗ Γ22 R1 + R3 R3 0
∗ ∗ Γ33 0 0
∗ ∗ ∗ Γ44 0
∗ ∗ ∗ ∗ −γ2I


Πij12=


(Ai+BiKj )T R1 (Ai+BiKj )T R2 (Ai+BiKj )T R3
ATdiR1 δA
T
diR2 A
T
diR3
0 0 0
0 0 0
BTiR1 B
T
iR2 B
T
iR3


Π22 = diag{−τ−12 R1 ,−δ−1R2 ,−(τ2 − δ)−1R3}
δ =
τ1 + τ2
2
and
Γ11 = P (Ai + BiKj ) + (Ai + BiKj )T P + Q1 + Q2
+ Q3 −R2 −R1 + (Ci + DiKj )T (Ci + DiKj )
Γ22 = −(1− µ)Q2 − 2R1 − 2R3
Γ33 = −Q3 −R1 −R3
Γ44 = −Q1 −R2 −R3 .
Proof: We prove the theorem in two steps. First, we prove that
the results shown in the theorem hold for δ ≤ τ(t) ≤ τ2 , and
second, we prove that the results also hold for τ1 ≤ τ(t) < δ,
where δ = (τ1 + τ2)/2. Then, we can infer that the theorem is
true.
1) When δ ≤ τ(t) ≤ τ2 .
Construct a Lyapunov–Krasovskii functional candidate as
V (xt) = xT (t)Px(t) +
∫ t
t−δ
xT (t)Q1x(t)dt
+
∫ t
t−τ (t)
xT (t)Q2x(t)dt
+ τ2
∫ 0
−τ2
∫ t
t+s
x˙T (v)R1 x˙(v)dvds
+
∫ t
t−τ2
xT (t)Q3x(t)dt
+ δ
∫ 0
−δ
∫ t
t+s
x˙T (v)R2 x˙(v)dv ds
+ (τ2 − δ)
∫ −δ
−τ2
∫ t
t+s
x˙T (v)R3 x˙(v)dv ds (22)
where P , Qi , Ri > 0 (i = 1, 2, 3) are to be determined. Taking
the time derivative of V (xt) with respect to t along the trajectory
of (9) yields
V˙ (xt) = 2xT (t)P x˙(t) + xT (t)[Q1 + Q2 + Q3 ]x(t)
− xT (t− δ)Q1x(t− δ)
− (1− µ)xT (t− τ(t))Q2x(t− τ(t))
− xT (t− τ2)Q3x(t− τ2)
+ x˙T (t)[τ 22 + δ
2R2 + (τ2 − δ)2R3 ]R1 x˙(t)
− τ2
∫ t
t−τ2
x˙T (v)R1 x˙(v)dv
− δ
∫ t
t−δ
x˙T (v)R2 x˙(v)dv
− (τ2 − δ)
∫ t−δ
t−τ2
x˙T (v)R3 x˙(v)dv
+ zT (t)z(t)− γ2T (t)(t)
− zT (t)z(t) + γ2T (t)(t). (23)
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Applying Lemma 1 of this paper and Jessen’s inequality [4]
to deal with the cross-product items in (23), we have
− δ
∫ t
t−δ
x˙T (v)R2 x˙(v)dv
≤
[
x(t)
x(t− δ)
]T [−R2 R2
∗ −R2
] [
x(t)
x(t− δ)
]
(24)
− τ2
∫ t
t−τ2
x˙T (v)R1 x˙(v)dv ≤

 x(t)x(t− τ(t))
x(t− τ2)


T
×

−R1 R1 0∗ −2R1 R1
∗ ∗ −R1



 x(t)x(t− τ(t))
x(t− τ2)

 (25)
− (τ2 − δ)
∫ t−δ
t−τ2
x˙T (v)R3 x˙(v)dv ≤

 x(t− δ)x(t− τ(t))
x(t− τ2)


T
×

−R3 R3 0∗ −2R3 R3
∗ ∗ −R3



 x(t− δ)x(t− τ(t))
x(t− τ2)

 . (26)
Considering (23)–(26) together, we have
V˙ (xt) ≤
r∑
i=1
r∑
j=1
µi(z˜(t))µj (z˜(t))ξT (t)
× [Πij11 −Πij12Π−122 (Πij12)T ]ξ(t)− zT (t)z(t)
+ γ2T (t)(t)
=
r∑
i=1
µi(z˜(t))2ξT (t)[Πii11 −Πii12Π−122 (Πii12)T ]ξ(t)
− zT (t)z(t) + γ2T (t)(t)
+
r−1∑
i=1
r∑
j>i
µi(z˜(t))µj (z˜(t))ξT (t)[Π
ij
11 + Π
j i
11
−Πij12Π−122 (Πij12)T −Πj i12Π−122 (Πj i12)T ]ξ(t) (27)
where ξT (t) is set to be
ξT (t) = [xT (t), xT (t− τ(t))
xT (t− τ2), xT (t− δ),T (t)] (28)
and Πij11 , Π
ij
12 , and Π22(i, j = 1, . . . , r) are defined in
Theorem 1.
Using Schur complements, we can see that (20) is equiv-
alent to Πii11 −Πii12Π−122 (Πii12)T < 0 and that (21) is equiv-
alent to Πij11 + Π
j i
11 −Πij12Π−122 (Πij12)T −Πj i12Π−122 (Πj i12)T < 0,
respectively. Therefore, it follows from (27) that
V˙ (xt) ≤ −zT (t)z(t) + γ2T (t)(t). (29)
Under zero initial condition, integrating both sides of (29)
from t0 to t and letting t →∞, we have∫ ∞
t0
z(s)T z(s)ds ≤
∫ ∞
t0
γ2w(s)T w(s)ds (30)
implying that ‖z(t)‖2 ≤ γ ‖w(t)‖2 .
Next, we can prove the asymptotic stability of system (9).
Combining (20), (21), and using Schur complement, when
(t) ≡ 0, we have V˙ (xt) < 0. This means that V˙ (xt) <
−ρ ‖x(t)‖2 for a sufficiently small ρ > 0 and ensures the
asymptotic stability of system (9) for any delay satisfying
δ ≤ τ(t) ≤ τ2 .
2) When τ1 ≤ τ(t) < δ.
For this case, the following Lyapunov–Krasovskii functional
candidate is constructed:
V (xt) = xT (t)Px(t) +
∫ t
t−δ
xT (t)Q1x(t)dt
+
∫ t
t−τ (t)
xT (t)Q2x(t)dt
+ τ2
∫ 0
−τ2
∫ t
t+s
x˙T (v)R1 x˙(v)dv ds
+
∫ t
t−τ1
xT (t)Q3x(t)dt
+ δ
∫ 0
−δ
∫ t
t+s
x˙T (v)R2 x˙(v)dv ds
+ (δ − τ1)
∫ −τ1
−δ
∫ t
t+s
x˙T (v)R3 x˙(v)dv ds (31)
where P , Qi , Ri > 0 (i = 1, 2, 3). Then, the proof process is
similar to that for the case of δ ≤ τ(t) ≤ τ2 , except that ξT (t)
is chosen to be
ξT (t)
= [xT (t), xT (t−τ(t)), xT (t−τ1), xT (t−δ),T (t)]. (32)
Hence, conditions (20) and (21) can be obtained. This completes
the proof. 
Remark 4: Jiang and Han have recently derived useful re-
sults for robust H∞ control of T–S fuzzy systems with un-
certainties and interval time-varying delay [15]. It is no-
ticed that in the proof of Proposition 1 of their work, when
τ(t) ≥ τav , the cross term −
∫ t−τa v +δ
t−τav−δ x˙
T (v)Sx˙(v)dv is di-
rectly magnified as − ∫ t−τavt−τ (t) x˙T (v)Sx˙(v)dv, and the cross-
term − ∫ t−τ (t)t−τav−δ x˙T (v)Sx˙(v)dv is completely ignored; when
τ(t) ≤ τav , the cross term −
∫ t−τa v +δ
t−τa v −δ x˙
T (v)Sx˙(v)dv is di-
rectly magnified as − ∫ t−τ (t)t−τav x˙T (v)Sx˙(v)dv, and the cross
term − ∫ t−τav +δt−τ (t) x˙T (v)Sx˙(v)dv is completely ignored. Such
a treatment of cross terms may lead to significant conservative-
ness [32]. It is also noticed that free weighting matrices are em-
ployed in the derivation of their stability conditions. Employing
free weighting matrices may increase mathematical complexity
and computational demand [14], [28], [30].
Remark 5: From the proof of Theorem 1, the basic procedure
of our new approach can be generalized as follows: 1) Construct
a new type of Lyapunov functional, including the integrated
lower and upper delay bounds, e.g., δ = (τ1 + τ2)/2 in (22); 2)
construct an uncorrelated augmented matrix ξT (t), as in (28)
and (32), in which none of the terms are a linear combination of
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other terms in ξT (t), and thus, free weighting matrices become
unnecessary; and 3) employ Lemma 1 to deal with cross-product
items, e.g., (25) and (26). A key feature of the approach is that
neither model transformation nor free weighting matrices are
employed for dealing with cross terms. Therefore, the stability
results derived in this paper are expected to be less conserva-
tive than those in the open literature (e.g., [15]). Furthermore,
the approach proposed in this paper employs fewer LMI vari-
ables, implying higher computational efficiency [30]. This will
be demonstrated later through numerical examples.
B. Stablity Analysis With Parameter Uncertainties
Theorem 1 does not consider any system parameter uncer-
tainties. Using a routine method to handle norm-bounded un-
certainties, we can obtain the following results in Theorem 2.
The proof of this theorem is similar to that of Theorem 1 and,
thus, is omitted here.
Theorem 2: For some given constants 0 ≤ τ1 ≤ τ2 , γ > 0,
µ, and matrices Kj , the equilibrium of system (9) is robustly
asymptotically stable with an H∞ norm bound γ for any τ(t)
satisfying (11) if there exist real matrices P,Ql,Rl > 0 (l =
1, 2, 3) with appropriate dimensions and scalars εi > 0 such
that the following LMIs hold for i, j = 1, 2, . . . , r and 1 ≤ i <
j ≤ r: 
 Π˜ii11 Π˜ii12 Π˜ii13∗ Π22 0
∗ ∗ −εiI

 < 0 (33)


Π˜ij11 + Π˜
j i
11 Π˜
ij
12 Π˜
j i
12 Π˜
ij
13 Π˜
j i
13
∗ Π22 0 0 0
∗ ∗ Π22 0 0
∗ ∗ ∗ −εiI 0
∗ ∗ ∗ ∗ −εiI

 < 0 (34)
where
Π˜ij11 =
[
Πij11 Σ
ij
12
∗ −εiI
]
, Π˜ij12 =
[
Πij12
Σij22
]
Π˜ij13 =

 εiETai + εiKTj ETbiεiETdi
01×4

 , Σij12 =
[
PHi
01×4
]
Σij22 = [H
T
i R1 H
T
i R2 H
T
i R3 ]
and Πij11 , Π
ij
12 , and Π22 (i, j = 1, . . . , r) are defined in
Theorem 1.
C. Stability Analysis With Unknown Derivative of Delay
When there is no information about the derivative of the inter-
val time-varying delay, condition (11) cannot be used. Instead,
condition (12) has to be employed for stability analysis. Set-
ting Q2 ≡ 0 in Theorem 2, we have the following results in
Corollary 1.
Corollary 1: For some given constants τ1 ≥ 0, τ2 ≥ τ1 ≥ 0,
and γ, the equilibrium of system (9) is robustly asymptotically
stable with an H∞ norm bound γ for any τ(t) satisfying (12)
if there exist real matrices P , Q1 , Q3 ,Rl > 0 (l = 1, 2, 3) with
appropriate dimensions and scalars εi > 0 such that the LMIs
(33) and (34) hold for Q2 ≡ 0 and i, j = 1, 2, . . . , r, 1 ≤ i
< j ≤ r.
IV. ROBUST H∞ CONTROLLER DESIGN
This section will consider robust H∞ controller design for
T–S fuzzy system (9).
A. Controller Design Under Condition (11)
From Theorem 2, we have the following results in
Theorem 3.
Theorem 3: For some given constants τ1 ≥ 0, τ2 ≥ τ1 ≥
0, γ > 0, and µ, the equilibrium of T–S fuzzy system (9) is
robustly asymptotically stable with feedback gains {Kj} =
{YjX−T }(j = 1, 2, . . . , r) and an H∞ norm bound γ for
any τ(t) satisfying (11), if there exist real matrices X , Q˜l ,
R˜l > 0 (l = 1, 2, 3) with appropriate dimensions and scalars
εi > 0 such that the following matrix inequalities hold for
i, j = 1, 2, . . . , r and 1 ≤ i < j ≤ r:


Ωii11 Ω
ii
12 Ω
ii
13 Ω
ii
14
∗ Ω22 0 0
∗ ∗ −ε−1i I 0
∗ ∗ ∗ −I

 < 0 (35)


Ωij11 + Ω
j i
11 Ω
ij
12 Ω
j i
12 Ω
ij
13 Ω
j i
13 Ω
ij
14 Ω
j i
14
∗ Ω22 0 0 0 0 0
∗ ∗ Ω22 0 0 0 0
∗ ∗ ∗ −ε−1i I 0 0 0
∗ ∗ ∗ ∗ −ε−1i I 0 0
∗ ∗ ∗ ∗ ∗ −I 0
∗ ∗ ∗ ∗ ∗ ∗ −I


<0
(36)
where Ωij11
=


Γ˜11 AdiXT + R˜1 0 R˜2 Bi Hi
∗ Γ˜22 R˜1 + R˜3 R˜3 0 0
∗ ∗ Γ˜33 0 0 0
∗ ∗ ∗ Γ˜44 0 0
∗ ∗ ∗ ∗ −γ2I 0
∗ ∗ ∗ ∗ ∗ −εiI


Ωij12
=


XATi + Y
T
j Bi
T XATi + Y
T
j Bi
T XATi + Y
T
j Bi
T
XATdi δXA
T
di XA
T
di
0 0 0
0 0 0
BTi B
T
i B
T
i
HTi H
T
i H
T
i


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Ωij13 =


XETai + Y
T
j E
T
bi
XETdi
0
0
0
0


Ω22 = diag{−τ−12 XT R˜−11 X,−δ−1XT R˜−12 X
− (τ2 − δ)−1XT R˜−13 X}, δ =
τ1 + τ2
2
Ωij14 = (CiX
T + DiYj )T
and
Γ˜11 = AiXT + BiYj + XATi + Y
T
j B
T
i
+ Q˜1 + Q˜2 + Q˜3 − R˜2 − R˜1
Γ˜22 = −(1− µ)Q˜2 − 2R˜1 − 2R˜3
Γ˜33 = −Q˜3 − R˜1 − R˜3
Γ˜44 = −Q˜1 − R˜2 − R˜3
and Πij11 , Π
ij
12 , and Π22 (i, j = 1, . . . , r) are defined in Theorem
1.
Proof: Pre- and postmultiply both sides of (33) with
diag(X,X,X,X, I1×6) and its transpose, and (34) with
diag(X,X,X,X, I1×12) and its transpose, respectively. Define
X = P−1 , XRiXT = R˜i , XQiXT = Q˜i (i = 1, 2, 3), and Yj
= KjXT . Then, using Schur complement, we have (35) and
(36). This completes the proof. 
B. Controller Design Under Condition (12)
Similar to the derivation of Corollary 1 from Theorem 2, the
derivation of the following corollary is carried out from Theorem
3 by setting Q˜2 ≡ 0 under condition (12).
Corollary 2: For some given constants τ1 ≥ 0, τ2 ≥ τ1 ≥ 0,
and γ, the equilibrium of system (9) is robustly asymptoti-
cally stable with an H∞ norm bound γ for any τ(t) satis-
fying (12), if there exist real matrices X , Q˜1 , Q˜3 , R˜l > 0
(l = 1, 2, 3) with appropriate dimensions and scalars εi > 0
such that matrix inequalities (35) and (36) hold for Q˜2 ≡ 0 and
i, j = 1, 2, . . . , r, 1 ≤ i < j ≤ r.
C. Computational Method
If the problem of (35) and (36) has a solution, it is said that
there exist feedback gains {Kj} = {YjX−T } that guarantee the
asymptotical stability of T–S fuzzy system (9) with the given
performance γ. However, the nonlinear equality matrix condi-
tions, e.g., XR˜−1i X , in (35) and (36) result in difficulties in
obtaining such a solution. In the following, a computational
method is developed to overcome the difficulties.
Define variables Nj = ε−1j , j = 1, 2, and Mi, i = 1, 2, 3,
such thatXR˜−1i X≥ Mi . Also, defineSi = M−1i andUi = R˜−1i .
Express (35) and (36) in the following equivalent equations:
(35) and (36) (Ω22 and ε−1j are replaced by
Ω˜22 and Nj , respectively) (37)[
Si P
P Ui
]
≥ 0, i = 1, 2, 3 (38)
where Ω˜22 = diag{−τ−12 M1 ,−δ−1M1 ,−(τ2 − δ)−1M1}. Us-
ing the standard cone complementarity numerical approach [24],
[31], we formulate the following nonlinear minimization prob-
lem with considerations of LMI conditions instead of the origi-
nal nonconvex feasibility problem
Minimize: Trace{XP + N1ε1 + N2ε2
+
3∑
i=1
(SiMi + UiR˜i)}
Subject to (37), (38), and[
P I
∗ X
]
> 0,
[
Mi I
∗ Si
]
> 0
[
R˜i I
∗ Ui
]
> 0,
[
Nj I
∗ εj
]
> 0. (39)
For this optimization problem, the following algorithm is
developed to obtain optimal upper delay bound τ2 for given τ1
and γ. The convergence of this algorithm is guaranteed in terms
of similar results to Ghaoui et al. [31] and Moon et al. [24].
Algorithm 1: Finding optimal upper delay bound τ2 with
respect to γ and τ1 .
1) Choose a sufficiently small initial τ2 > 0 such that there
exists a feasible solution to LMIs in (39). Set τ02 = τ2 .
2) Search a feasible set {X0 , P0 , M0i , U0i , R˜0i , S0i(i =
1, 2, 3), N0j , ε0j (j = 1, 2)} satisfying LMIs in (39). Set
k = 0.
3) Solve the following LMIs problem for variables {X , P ,
Mi , Ui , R˜i , Si(i = 1, 2, 3), Nj , ε1 , ε2}
Min: tr(XkP + PkX +
3∑
i=1
(SkiMi + MkiSi
+ UkiR˜i + R˜kiUi) +
2∑
j=1
(Nkjεj + εkjNj ))
St: LMIs in (39).
Set Xk+1 = X,Pk+1 = P, R˜(k+1)i = R˜ki , S(k+1)i =
Ski,M(k+1)i = Mki, U(k+1)i = Uki,N(k+1)j=Nkj , and
ε(k+1)j = εkj .
4) If (35) and (36) are satisfied, then return to step 2) after
increasing τ2 to some extent; if (35) and (36) are not
satisfied within a specified number of iterations, then exit.
Otherwise, set k = k + 1, and go to step 3).
Remark 6: It is worth mentioning that [15, Prop. 1] searches
for suboptimal and parameter-dependent solutions. By solving
a constrained convex optimization problem using Algorithm 1,
the computational method developed in this paper can calcu-
late the maximum allowable upper delay bound and feedback
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TABLE I
EXAMPLE 1: THE MAXIMUM ALLOWABLE DELAY BOUNDS τ2 UNDER DIFFERENT VALUES OF τ1 AND UNKNOWN µ
gains of the robust H∞ controller simultaneously. As indicated
previously, free weighting matrices are not employed in our
derivation, implying that the approach developed in this paper
can be expected to give an optimal solution.
V. NUMERICAL EXAMPLES
This section gives some numerical examples to demonstrate
the effectiveness of the proposed approach. For comparisons
with existing results, we study the T–S fuzzy system (9) with
fuzzy rules investigated in recent publications [7], [13], [15].
Example 1: This example is taken from the work of Tian [7,
Ex. 1] and Lien [13]. Consider the T–S fuzzy system (9) with
the following rules.
Rule i : If xi(t) is Wi(i = 1, 2), then
x˙(t) = Aix(t) + Adix(t− τ(t)). (40)
The membership functions for rules 1 and 2 are
µ1(x1(t)) =
1
1 + exp(−2x1(t))
µ2(x1(t)) = 1− µ1(x1(t)) (41)
where Ai and Adi (i = 1, 2) are, respectively, given as
A1 =
[−2 0
0 −0.9
]
, A2 =
[−1 0.5
0 −1
]
Ad1 =
[−1 0
−1 −1
]
, Ad2 =
[−1 0
0.1 −1
]
.
The calculated maximum allowable delay bounds are tabu-
lated in Table I under different values of τ1 .
The second column of Table I shows the case of constant
delay and τ1 = τ2 = τ . It is seen that except for Li et al. [33],
most recent methods, including those proposed in this paper,
give the same result of τ = 1.5974.
When considering interval time-varying delay, the methods
developed by Li et al. [33], Wu and Li [8], and Chen et al. [5] fail
to work as they are proposed for constant delay or time-varying
delay. Without any information about the derivative of the time
delay, the third through sixth columns of Table I list the upper
delay bounds derived from Tian et al. [7], Lien et al. [13], and
the methods proposed in this paper under different values of τ1 .
It is seen from Table I that the results obtained from Corollary
1 of this paper are significantly better than those obtained from
the other methods.
The last column of Table I also shows that the methods pro-
posed in this paper use the least number of variables for stability
computation and, thus, are more computationally efficient than
other methods. Wu and Li et al. [8] and Chen et al. [5] require
nine and eight variables, respectively; Lien et al. [13] needs
seven variables; and Tian et al. [7] uses 8 + 8r variables, where
r is the number of fuzzy rules. In comparison, the methods
proposed in this paper require only six variables.
Example 2: This example is taken from Jiang and Han [15].
Consider the following uncertain nonlinear time-delay system:


x˙1(t) = −x1(t)(2 + sin2 x2(t)) + x2(t)
+0.1(1 + c(t))x1(t− τ(t))
+c(t)x2(t) sin2 x2(t)
+0.2x2(t− τ(t)) cos2 x2(t)
+c(t)x1(t) cos2 x2(t) + u1(t)
+(1 + sin2 x2(t))(t)
x˙2(t) = x1(t)− x2(t)(1− cos2 x2(t))
+0.2x1(t− τ(t)) sin2 x2(t)
+0.1c(t)x2(t)− 0.5x2(t− τ(t))
+0.5(1 + c(t))u2(t)
z(t) =
[
0.1 0
0 0.1
] [
x1(t)
x2(t)
]
+
[
u1(t)
u2(t)
]
(42)
where c(t) is an uncertain parameter satisfying c(t) ∈
[−0.2, 0.2].
The membership functions are chosen as
W1(x2(t)) = sin2 x2(t) and W2(x2(t)) = cos2 x2(t).
Then, system (42) can be described by the following uncertain
time-delay T–S model:
Ri : Ifx2(t) is Wi
Then

x˙(t) = [Ai + ∆Ai(t)]x(t)
+[Adi + ∆Adi(t)]x(t− τ(t))
+[Bi + ∆Bi(t)]u(t) + Bi(t)
z(t) = Cix(t) + Diu(t), i = 1, 2
(43)
where
A1 =
[−3 1
1 −1
]
, Ad1 =
[
0.1 0
0.2 −0.5
]
B 1 =
[
2
0
]
, Bi =
[
1 0
0 0.5
]
, Di = I
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TABLE II
EXAMPLE 2: UPPER DELAY BOUNDS τ2 AND CONTROLLER FEEDBACK GAINS
FOR γ = 1.2, τ1 = 0.5309, AND UNKNOWN µ
TABLE III
EXAMPLE 2: UPPER DELAY BOUNDS τ2 AND CONTROLLER FEEDBACK GAINS
FOR γ = 1.2, DIFFERENT VALUES OF τ1 , AND UNKNOWN µ
A2 =
[−2 1
1 0
]
, Ad2 =
[
0.1 0.2
0 −0.5
]
B 2 =
[
1
0
]
, Ci =
[
0.1 0
0 0.1
]
and ∆Ai(t),∆Adi(t), and ∆Bi(t) can be represented in the
form of (2) and (3) with
Hi =
[−0.3 0
0 0.3
]
Ea1 =
[
0 0.2
0 0
]
, Edi =
[
0.02 0
0 0
]
Ebi =
[
0 0
0 0.1
]
, Ea2 =
[
0.2 0
0 0
]
, i = 1, 2.
For comparison, we choose the same prescribed H∞ per-
formance level γ = 1.2, lower delay bound τ1 = 0.5309, and
unknown µ as those in Jiang and Han [15]. Use MATLAB LMI
Toolbox and Algorithm 1 to calculate the upper delay bound and
controller feedback gains. The results are listed in Table II. It is
seen from Table II that the allowable delay upper bounds τ2 ob-
tained from our method are less conservative than that obtained
from Jiang and Han [15].
More computation results of upper delay bounds and con-
troller feedback gains are shown in Table III for γ = 1.2, differ-
ent levels of τ1 , and unknown µ. It is seen from Table III that τ2
increases slightly as τ1 increases.
The results in [15] are suboptimal and parameter-dependent.
However, the results derived from this paper depend only on the
proposed cone complementary algorithm, and no free weighting
matrices have been employed in our derivation. This implies that
the results obtained from this paper are optimal solutions.
Example 3: Consider the backing-up control of a computer-
simulated truck-trailer [3]. The following modified truck-trailer
model with time delay [34] is investigated in this example:
x˙1(t) = −a vt¯(L + ∆L(t))t0 x1(t)
− (1− a) vt¯
(L + ∆L(t))t0
x1(t− τ(t))
+
vt¯
(l + ∆l(t))t0
u(t) + (t)
x˙2(t) = a
vt¯
(L + ∆L(t))t0
x1(t)
+ (1− a) vt¯
(L + ∆L(t))t0
x1(t− τ(t))
x˙3(t) =
vt¯
t0
sin
[
x2(t) + a
vt¯
2(L + ∆L(t))
x1(t)
+ (1− a) vt¯
2(L + ∆L(t))
x1(t− τ)
]
(44)
where a = 0.7, v = −1.0, t¯ = 2.0, t0 = 0.5, L = 5.5, l = 2.8,
−0.2619 ≤ ∆L(t) ≤ 0.2895, and−0.1333 ≤ ∆l(t) ≤ 0.1474.
When there are no uncertainties and disturbance input, and τ(t)
is time-invariant, the system will be simplified to the form given
in [3].
The following fuzzy models are used for fuzzy controller
design:
R1 : If θ(t) = x2(t) + a
vt¯
2L
x1(t)
+ (1− a) vt¯
2L
x1(t− τ(t)) is 0
Then x˙(t) = (A1 + ∆A1)x1(t)
+ (Ad1 + ∆Ad1)x1(t− τ(t))
+ B1u(t) + B 1(t)
R2 : If θ(t) = x2(t) + a
vt¯
2L
x1(t)
+ (1− a) vt¯
2L
x1(t− τ(t)) is π or − π
Then x˙(t) = (A2 + ∆A2)x1(t)
+ (Ad2 + ∆Ad2)x1(t− τ(t))
+ B2u(t) + B 2(t) (45)
where
A1 =


−a vt¯
Lt0
0 0
a
vt¯
Lt0
0 0
−a v
2 t¯2
2Lt0
vt¯
t0
0


Ad1 =


−(1− a) vt¯
Lt0
0 0
(1− a) vt¯
Lt0
0 0
(1− a) v
2 t¯2
2Lt0
0 0


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TABLE IV
EXAMPLE 3: UPPER DELAY BOUNDS τ2 AND CONTROLLER FEEDBACK GAINS
FOR γ = 1, DIFFERENT VALUES OF τ1 , AND UNKNOWN µ
Fig. 1. Example 3: State responses of system (44) under initial state conditions
[0.2 −0.4 −1.2] and 0.3 ≤ τ (t) ≤ 2.4633.
A2 =


−a vt¯
Lt0
0 0
a
vt¯
Lt0
0 0
ad
v2 t¯2
2Lt0
dvt¯
t0
0


Ad2 =


−(1− a) vt¯
Lt0
0 0
(1− a) vt¯
Lt0
0 0
(1− a)dv
2 t¯2
2Lt0
0 0


B1 = B2 =
[
vt¯
lt0
, 0, 0
]T
, B 1 = B 2 = [ 1, 0, 0 ]
T
∆A1 = ∆Ad1 = ∆A1 = ∆A1 = HF (t)E
with
H = [0.255 0.255 0.255]T , E = [0.1 0 0], F (t) = sin(t).
As in [3], set d = 10t0/π, and employ the following mem-
bership function:
µ1(θ(t)) =
(
1− 1
1 + exp(−3(θ(t)− 0.5π))
)
×
(
1
1 + exp(−3(θ(t) + 0.5π))
)
µ2(θ(t)) = 1− µ1(θ(t)). (46)
The controller output is chosen as z1(t) = z2(t) =
[0 1 0]x(t), and the disturbance input is assumed to be (t) =
sin(2t) exp(−0.05t).
Under different levels of lower delay bound τ1 , Table IV
lists the results of some feasible solutions K1 and K2 and the
corresponding maximum allowable upper delay bounds τ2 that
guarantee asymptotic stability of system (44) with H∞ perfor-
mance level γ = 1.
With initial state conditions of [0.2, −0.4, −1.2], Fig. 1 de-
picts the state responses of the nonlinear system under the earlier
designed fuzzy control with 0.3 ≤ τ(t) ≤ 2.4633. It shows that
the system with time-varying delay has been effectively con-
trolled using the fuzzy controller.
VI. CONCLUSION
The problems of delay-dependent robust stabilization and
H∞ controller design for uncertain T–S fuzzy systems with
time-varying interval delay have been investigated in this paper.
Simplified and improved delay-dependent robust H∞ control
has been established by using new Lyapunov–Krasovskii func-
tionals and an innovative integral inequality. By solving a con-
strained convex optimization problem based on a standard cone
complementary algorithm, the maximum allowable upper delay
bound and feedback controller gains can be obtained simultane-
ously. Because neither model transformation nor free weighting
matrices have been employed to deal with cross terms in the
derivation of our stability criteria, the results obtained from this
paper are naturally less conservative and more computationally
efficient than those derived from existing methods. Numerical
examples have also been given to demonstrate the effectiveness
of the developed approach.
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