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NON-EXISTENCE OF COMMON HYPERCYCLIC ENTIRE
FUNCTIONS FOR CERTAIN FAMILIES OF TRANSLATION
OPERATORS
GEORGE COSTAKIS, NIKOS TSIRIVAS, AND VAGIA VLACHOU
Abstract. Let H(C) be the set of entire functions endowed with the topology
of local uniform convergence. Fix a sequence of non-zero complex numbers (λn)
with lim infn
|λn+1|
|λn|
> 2. We prove that there exists no entire function f such
that for every b ∈ C \ {0} the set {f(z + λnb) : n = 1, 2, . . .} is dense in H(C).
This, on one hand gives a negative answer to Question 2 in [19] and on the
other hand shows that certain results from [32], [33] are sharp.
1. Introduction
Let H(C) be the set of entire functions endowed with the topology of local
uniform convergence. For every b ∈ Cr{0}, let Tb : H(C)→H(C) be the transla-
tion operator defined by the formula Tb(f)(z) = f(z + b) for f ∈ H(C), z ∈ C.
An old result due to Birkhoff [12] says, in non-technical terms, that the op-
erator T1, although linear, exhibits quite complicated dynamical behavior. To
be more precise, there exists an entire function f so that its iterates under T1,
{T n1 (f) : n = 1, 2, . . .} (the symbol T
n
1 is understood as composing T1 with itself n-
times), form a dense set inH(C). This means that the set {f(z+n) : n = 1, 2, . . .}
is dense in H(C).
In modern terminology, this type of behavior is a particular instance of a gen-
eral phenomenon in (functional) analysis, so called hypercyclicity, which appears
frequently in any “reasonable” topological vector space. To recall, briefly, let X
be a real or complex separable topological vector space. A sequence (Sn) of linear
and continuous operators on X is called hypercyclic provided there exists x ∈ X
so that the set {Sn(x) : n = 1, 2, . . .} is dense in X . Then x is called hypercyclic
for (Sn) and HC({Sn}) denotes the set of all hypercyclic vectors for (Sn). If
in the previous definition the sequence (Sn) comes from the iterates of a single
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operator S then we simply say that S is hypercyclic, x is hypercyclic for S and
HC(S) are the hypercyclic vectors for S. For a detailed study on this subject we
refer to the recent books [8], [26].
In this work we focus on translation operators on H(C) and in particular we
contribute to the problem of common hypercyclic functions for such operators.
Let us fix a sequence of non-zero complex numbers (λn) with |λn| → +∞. It is
well known that for every b ∈ C \ {0} the sequence (Tλnb) is hypercyclic in H(C)
and the set HC({Tλnb}) is Gδ, i.e. countable intersection of open sets, and dense
in H(C), see for instance [24], [25] (of course, this is an extension of Birkhoff’s
result mentioned above). Therefore, an appeal of Baire’s category theorem shows
that the intersection
⋂
b∈B HC({Tλnb}) is always non-empty, in fact Gδ and dense
in H(C), whenever B is a countable subset of Cr{0}. However, whether the
above intersection remains non-empty whenever B is uncountable is already a
non-trivial problem! Indeed, our point of departure is the following question,
which was raised by the first author in [19].
Question [19]. Let (λn) be a sequence of non-zero complex numbers such that
lim
n→+∞
|λn| = +∞. Is it true that
⋂
b∈Cr{0}
HC({Tλnb}) 6= ∅?
In many cases the above Question admits a positive answer, as for instance in
the cases: λn = n [22], λn = n log(n + 1) ([19], [33]), λn = n
2, λn = n
3 etc. [32].
The main result of this work is the following
Theorem 1.1. Let (λn) be a sequence of non-zero complex numbers such that
lim inf
n→+∞
|λn+1|
|λn|
> 2.
Then for every non-degenerate line segment I ⊆ Cr{0} the set
⋂
b∈I
HC({Tλnb})
is empty. In particular,
⋂
b∈Cr{0}
HC({Tλnb}) = ∅.
Theorem 1.1 has two main consequences. On one hand, it gives a negative
answer to the above Question. On the other hand, it sharpens certain recent
results of the second author; for instance, the main result in [32] implies the
following: ⋂
b∈C\{0}
HC({Tencb}) 6= ∅ for every 0 < c < 1.
Now, we stress that the allowed growth en
c
, 0 < c < 1 in the previously mentioned
result is optimal, as far as the highest power c concerns us, since⋂
b∈C\{0}
HC({Tenb}) = ∅,
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by Theorem 1.1. Observe that in order to conclude the lack of common hyper-
cyclic functions for families of translation operators as above, it is necessary to
impose some kind of geometrical growth on the sequence (λn) in view of the
following: for a sequence of non-zero complex numbers (λn) with |λn| → +∞,
if lim
n→+∞
|λn+1|
|λn|
= 1 then
⋂
b∈Cr{0}
HC({Tλnb}) 6= ∅,
which is a particular case of the main result in [32]. To complete the picture, it
remains to deal with the case 1 < lim infn
|λn+1|
|λn|
≤ 2, which for us, at least up to
now, is a “grey zone” and perhaps reflects the limitations of our method.
One can find in the literature several results supporting the existence of com-
mon hypercyclic vectors for many kinds of operators, besides translations, such as
weighted shifts, adjoints of multiplication operators, differentiation and composi-
tion operators; see for instance, [1]-[11], [13]-[23], [26]-[31]. For results showing the
lack of common hypercyclic vectors for certain families of hypercyclic operators,
we refer to [5], [7], [31].
2. Some combinatorial lemmas for intervals
For the proof of Theorem 1.1 we establish a series of lemmas which, we believe,
are of independent interest. Let us introduce some standard notation. For an
interval I, either in R or in C, we denote its length by |I|. Let V be a subset of
R or C. The symbol diamV stands for the diameter of V .
2.1. Intervals in R.
Lemma 2.1. Let I ⊆ R be a compact interval and V ⊆ I be open (in the usual
topology of R). Suppose, in addition, that there exist two positive numbers a, A
such that 2a ≤ A and for every x, x˜ ∈ V either |x− x˜| < a or |x− x˜| > A. Then
at least one of the following is true :
(i) diamV ≤ a.
(ii) IrV contains a closed interval of length A.
Proof. Consider the relation D j V × V defined by the following rule:
(x, x˜) ∈ D if and only if |x− x˜| < a.
Obviously, the relation D is reflexive and symmetric. We shall prove that it is
also transitive. Let x1, x2, x3 ∈ V such that (x1, x2) ∈ D and (x2, x3) ∈ D. Then
|x1 − x2| < a, |x2 − x3| < a and
|x1 − x3| ≤ |x1 − x2|+ |x2 − x3| < 2a ≤ A.
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Since x1, x3 ∈ V , our hypothesis implies that either |x1−x3| < a or |x1−x3| > A.
In view of the above we conclude that |x1−x3| < a, which shows that the relation
D is transitive. Thus, D is an equivalence relation. Therefore we may consider
Vj, j ∈ G the classes of equivalence, where G is a set of indices.
Then the following hold:
(i) The set Vi is open in R, for every i ∈ G.
(ii) dist(Vi, Vj) ≥ A for every i, j ∈ G with i 6= j.
(iii) The set G is finite.
To prove (i) we fix i ∈ G and it remains to prove that the set Vi is open in
R. Let x ∈ Vi. Clearly, x ∈ V . Since V is open in R, there exists ε > 0 such
that (x − ε, x + ε) ⊆ V . Because the interval (x − ε, x + ε) is connected and
the function f(y) = |x − y|, y ∈ (x − ε, x + ε) is continuous, the image of f is
connected. Thus, ε ≤ a
2
. Therefore (x− ε, x+ ε) is actually contained in Vi.
We proceed with the proof of item (ii). Obviously, for every x ∈ Vi and y ∈ Vj
we have |x− y| > A and the result follows.
We are left with the proof of item (iii). Arguing by contradiction, suppose
that the set G is denumerable (we can not have an uncountable family of disjoint
open sets in R). Let V1, V2, . . . be the classes of equivalence and for every positive
integer n choose xn ∈ Vn. Since Vn ⊂ I for every n = 1, 2, . . . and I is compact
the sequence (xn) has a limit point. The last gives that |xk1 − xk2| < a, for some
k1, k2 ∈ N with k1 6= k2 and so xk1 , xk2 belong to the same equivalence class. This
is clearly a contradiction. Therefore G is a finite set.
Case I: G contains only one element. Then obviously diamV ≤ a.
Case II: G contains more than one element. Let us assume that V1, . . . , Vn
are the classes of equivalence, for some positive integer n ≥ 2 .
Without loss of generality (changing the enumeration if necessary), we may as-
sume that inf V1 = min
i=1,2,...,n
inf Vi and inf V2 = min
i=2,...,n
inf Vi .
Then the closed interval [supV1, supV1+A] is contained in IrV . Let us see why:
• Since V1, V2 are open, sup V1 /∈ V1 and inf V2 /∈ V2.
• Since I is closed, sup V1, inf V2 ∈ I.
• | inf V2 − sup V1| ≥ A (because of (ii)).
• inf V2− sup V1 = (inf V2− inf V1)− (sup V1− inf V1) ≥ A− a ≥ 2a− a = a > 0.
• Since I is an interval, [sup V1, inf V2] ⊂ I.
• It is easy to see that V does not intersect the interval [sup V1, inf V2].
The proof is complete in view of [sup V1, supV1 + A] ⊂ [supV1, inf V2]. 
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The above lemma does not hold if we remove the assumption A ≥ 2a. Let us
give a counterexample. Assume that a ≤ A < 2a, then set ε = 2a−A
3
> 0 and
consider I = [0, 2a] and V = (0, ε) ∪ (a − ε, a) ∪ (2a − 2ε, 2a − ε). If A < a
every open set satisfies the assumptions of the lemma, but not necessarily the
conclusion.
The following corollary is actually the result we need for the proof of our main
result.
Corollary 2.1. Let a, A be two positive numbers such that 2a ≤ A. Let, in
addition, I be a compact interval in R and V ⊂ I be an open set. Assume that
the following conditions hold:
(i) |I| ≥ 2A+ a.
(ii) For every x, y ∈ V , either |x− y| < a or |x− y| > A.
Then the set I \ V contains a closed interval of length A.
Proof. In view of the previous lemma, we only have to deal with the case
diamV ≤ a. It suffices to prove that I \ (inf V, supV ) has at least one connected
component of length at least A (note that this set has at most 2 connected com-
ponents). If this is not the case, then |I| < 2A + supV − inf V and we have a
contradiction. 
2.2. Intervals in C. The next corollary is nothing but the complex version of
Corollary 2.1.
Corollary 2.2. Let a, A be two positive numbers, such that 2a ≤ A. Let, in
addition, I ⊂ C be a line segment and V ⊂ C be an open set (in the usual
topology of C). Assume that the following conditions hold:
(i) |I| ≥ 2A+ a.
(ii) For every z, w ∈ V , either |z − w| < a or |z − w| > A.
Then the set I \ V contains a line segment of length A.
Proof. Case I: If I is contained in R and I ∩ V is open in R then the result
follows from Corollary 2.1.
Case II: If I is contained in R and I ∩ V is not open in R, set V ∗ = (I ∩ V ) \
{endpoints of I} and apply Corollary 2.1 to V ∗. The result follows.
Case III: In the general case where I ⊂ C but I is not contained in R, we use
an isometry φ : C→C, composing a translation with a rotation so that I ′ := φ(I)
is a closed interval in R and |I ′| = |I|. By this, we transfer our problem to the
previous cases and everything works nicely, since the isometry φ preserves closed,
open sets and lengths. 
6 GEORGE COSTAKIS, NIKOS TSIRIVAS, AND VAGIA VLACHOU
3. Two elementary lemmas
We prove two elementary lemmas, which will connect the above results with
our main result.
Let k be a positive number, λ ∈ Cr{0} and f : C→C, g : {z : |z| ≤ k}→C be
complex functions. We will use the following notations:
Vλ(f, g, k) :=
{
b ∈ C : sup
|z|≤k
|f(z + λb)− g(z)| <
1
k
}
,
Vλ(f, k) :=
{
b ∈ C : sup
|z|≤k
|f(z + λb)− z| <
1
k
}
.
For z ∈ C and r > 0, D(z, r), D(z, r) denote the open and closed disk with
center z and radius r, respectively.
Lemma 3.1. Let k be a positive number, λ ∈ Cr{0} and f : C→C a complex
function. If b1, b2 ∈ Vλ(f, k) we have:
either |b1 − b2| <
2
k|λ|
or |b1 − b2| >
2k
|λ|
.
Proof. Let b1, b2 ∈ Vλ(f, k).
Case 1. D(λb1, k) ∩D(λb2, k) 6= ∅.
Then there exist complex numbers z1, z2 with |z1|, |z2| ≤ k such that w :=
z1 + λb1 = z2 + λb2. Since |f(w) − z1| < 1/k, |f(w) − z2| < 1/k we have
|z1 − z2| < 2/k. Therefore, |b1 − b2| < 2/(k|λ|).
Case 2. D(λb1, k) ∩D(λb2, k) = ∅.
Then |λb1 − λb2| > 2k. This completes the proof of the lemma. 
Lemma 3.2. Let k be a positive number, λ ∈ C and f : C→C be a continuous
function. Fix any function g : {z : |z| ≤ k}→C. Then the set Vλ(f, g, k) is an
open subset of C.
Proof. Let b ∈ Vλ(f, g, k). Since f is continuous, there exists δ with 0 < δ < 1
such that whenever z, w ∈ D(λb, k + 1) and |z − w| < δ the distance between
f(z) and f(w) is less than (1/k)− sup|z|≤k |f(z + λb)− g(z)|. Using the last and
the triangle inequality it is straightforward to check that the open disk D(b, δ
|λ|
)
is contained in Vλ(f, g, k). This completes the proof. 
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4. Proof of Theorem 1.1
We fix a compact, non-degenerate interval I ⊆ Cr{0}. Arguing by contradic-
tion, assume that there exists a function f ∈
⋂
b∈I
HC({Tλnb}). Let some ℓ > 2
with
2 < ℓ < lim inf
n→+∞
∣∣∣∣λn+1λn
∣∣∣∣.
Without loss of generality we may assume that
∣∣∣λn+1
λn
∣∣∣ > ℓ for every n = 1, 2, . . ..
Fix a positive number k satisfying:
(4.1) k2 ≥ 2,
(4.2) k2 ≥
1
ℓ− 2
.
Since lim
n→+∞
|λn| =∞, there exists a positive integer m such that
(4.3)
4k
|λn|
+
2
k|λn|
< |I|, for every n = m,m+ 1, . . . .
For every n ∈ N with n ≥ m we consider the set
Vn := Vλn(f, k) =
{
b ∈ C : sup
|z|≤k
|f(z + λnb)− z| <
1
k
}
.
Since f ∈
⋂
b∈I
HC({Tλn+mb}), keep in mind that m is fixed, the inclusion
I ⊂
+∞⋃
n=m
Vn
is straightforward. Moreover, in view of Lemma 3.2, the sets Vn, n = 1, 2, . . . are
open in C. Therefore, since I is compact we have:
I =
N⋃
n=m
(Vn ∩ I),
for some positive integer N ≥ m. Let us define
n1 := min{n ∈ N : m ≤ n ≤ N and I ∩ Vn 6= ∅}.
By Lemma 3.1, if b1, b2 ∈ Vn1 then either |b1 − b2| < 2/(k|λn1|) or |b1 − b2| >
2k/|λn1| and
2k
|λn1 |
2
k|λn1 |
= k2 ≥ 2.
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In view of (4.3) we conclude that I, Vn1 and a :=
2
k|λn1 |
, A := 2k
|λn1 |
satisfy the
hypothesis of Corollary 2.2. Hence, there exists a line segment In1 such that:
In1 ⊂ I,
In1 ∩ Vn1 = ∅,
|In1| = A =
2k
|λn1|
.
Thus, necessarily,
In1 ⊂
N⋃
n=n1+1
Vn.
We iterate this argument. Let us define
n2 := min{n ∈ N : n1 + 1 ≤ n ≤ N and In1 ∩ Vn 6= ∅}.
Moreover, by (4.2) we get
k2 ≥
1
ℓ− 2
⇔ (ℓ− 2)k ≥
1
k
⇔ ℓk ≥ 2k +
1
k
⇔
2ℓk
|λn2|
≥
4k
|λn2|
+
2
k|λn2 |
.
Therefore,
(4.4) |In1 | =
∣∣∣∣ 2kλn1
∣∣∣∣ > 2ℓk|λn2| ≥ 4k|λn2| + 2k|λn2| .
Using (4.4) and arguing as above we see that all the hypothesis of Corollary 2.2
are fulfilled for I := In1, V := Vn2, a :=
2
k|λn2 |
and A := 2k
|λn2 |
. Hence, there exists
a line segment In2, such that:
In2 ⊂ In1 ,
In2 ∩ Vn2 = ∅,
|In2| =
2k
|λn2|
.
The above imply that
In2 ∩ Vn2 = ∅ and In2 ⊂
N⋃
n=n2+1
Vn.
Continuing this process, after a finite number of steps (at most N −m + 1) we
will end up with a subsegment of I disjoint from all Vn for n ∈ {m, . . ., N} and
this is obviously a contradiction. 
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