Photon Scattering in Semiconductor Nanostructures by Hurst, David
Photon Scattering in Semiconductor Nanostructures
David L. Hurst
MPhys
Submitted for the Degree of
Doctor of Philosophy
July 2019
Department of Physics and Astronomy
The University of Sheffield

theoretical physics
How do I definehistory? It’s just one f*cking thing after another.
-Alan Bennett, The History Boys
i

Abstract
Quantum technologies promise to revolutionise the world we live in, with improvements in
computing, metrology and secure communication all promised in the future. However, despite
decades of developmental work, these technologies are not yet ubiquitous in even industrial set-
tings and this is because of the inherent difficulties in physically realising a scalable, high-fidelity
qubit. Solid-state qubits have a number of advantages over their trapped ion and photonic coun-
terparts in terms of potential scalability but several challenges remain unaddressed. These qubits,
primarily in the form of the semiconductor quantum dot, are the subject of this thesis.
We begin by reviewing the mathematical foundations of quantum mechanics and discuss
the key feature of ‘entanglement,’ which we show forms a resource for communication proto-
cols. We then discuss the broad field of quantum optics and show how the master equation and
Input-Output formalism can be used to model various simple quantum systems. For quantum
information applications however, neither of these techniques is ideal and this motivates us to
find a novel technique for calculating 𝑆-matrices in waveguide QED.This is important because of
the advantages associated with integrating quantum dots into waveguide structures, such as the
ability to enhance the light-matter interaction. We derive the single and two-photon 𝑆-matrices
for both two-level and Λ-system emitters.
We then move on to describe how a solid-state quantum emitter can be coupled to a wave-
guide in a non-reciprocal manner and study experimental results obtained for such a system. We
produce a theoretical model to describe the system and determine that the dynamics are domi-
nated by noise processes, which we are able to quantify. We conclude by studying a second ex-
periment and use a transfer-matrix technique to reproduce the observed asymmetric lineshapes
in the transmission geometry experiments.
Finally, we note that onemajor disadvantage of solid-state qubits is that their spectral proper-
ties can vary considerably even between emitters of the same species. We show how a protocol
for entangling such emitters can fail when we input only a single photon into the system but
succeed if we are able to engineer a suitable two-photon state. We study a wide section of the
total emitter parameter space and are able to specify whether a given pair of emitters will be
more strongly entangled by the one or two-photon protocol. Our work indicates that the tech-
nical challenge of locating spectrally identical emitters may be relaxed in favour of optical state
optimisation.
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Chapter 1
Introduction
1.1 Motivation—Quantum Technologies
The world we live in today is the product of decades of relentless technological advancement. In
particular, our ability to engineer ever more powerful micro-processors has rendered tasks with
massive computational complexity almost trivial. This increase in processing power is captured
phenomenologically by Moore’s Law, which predicts a doubling in the transistor count of a typi-
cal micro-processor over a period of eighteen to twenty-four months [1]. We see in Fig. 1.1a that
Moore’s Law has proven wonderfully prescient over the past half century but we must also be
mindful that this cannot continue indefinitely. At the time of writing, state of the art computer
chips have transistors with physical dimensions on the nanometre scale [2]. We are entering the
regime where a processor’s transistors cannot be made smaller—being constrained from below
by the size of a single atom.
In order to solve problems of increasing complexity, a new approach to computing is nec-
essary and fortunately a promising avenue presents itself to us. It has been known for many
years that algorithms exist, which can drastically reduce the number of steps a given calculation
requires to complete. Arguably the most famous example of such a protocol is Shor’s Algorithm
for finding the prime factors of an integer [3]. We see in Fig. 1.1b that Shor’s algorithm, running
at a million operations per second, could factor a thousand bit number in a few hours. In contrast,
current algorithms running on modern supercomputers could take hundreds of millions of years.
The difficulty of prime factorisation forms the basis for many current security protocols and such
a dramatic speed-up would prove massively disruptive to our current communication paradigms.
Shor’s Algorithm is just one example of a wider class of protocols, which achieve similar dra-
matic results. Algorithms for e.g. database searching [4], simulation of physical systems [5] and
the solution of algebraic problems [6] are all known to exist.
Thesemassively efficient algorithms are distinct from those employed in amodern “classical”1
computer in that they rely on a new computing architecture; that of the quantum computer [9].
This is a device designed to utilise the features of quantum mechanics for advantage and is just
one instance of a broader class of quantum technologies, with quantum-enhanced measurement
devices [10] and cryptography systems [11] being two notable others. The first quantum devices
were proposed many decades ago [12] and quantum theory was developed nearly a century
before even that. The fact that these devices are not yet commonplace is testament to the huge
challengeswe face in their creation and overcoming these hurdles is one of the over-arching goals
of modern physics. Progress towards this has accelerated in recent years and we are entering
what is sometimes termed the “Second Quantum Revolution.”
1Here and throughout this thesis we use “classical” to simply mean “not quantum.”
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Figure 1.1: (a) Typical transistor count for a micro-processor manufactured in a given year.
(b) Time to factor an 𝑛-bit prime number using either a classical computer or Shor’s algorithm at
a given clock speed. Data for Fig. 1.1a can be found in Ref. [7] and the expressions used to create
Fig. 1.1b in Ref. [8].
1.2 Qubits and Entanglement
In classical technologies the fundamental unit of information is the “bit” and takes one of two
distinct values, conventionally labelled as 0 and 1. These values can be physically represented by
e.g. the absence or presence of an electrical pulse (as in a computer processor) and combinations
built up to form large data structures. In quantum technologies the base unit of information
is fundamentally different and takes into account our understanding of the world in terms of
quantum theory. Here the quantum bit or “qubit” can take the 0 and 1 values of the classical bit
but also any combination of these. Conventionally we represent the state of a qubit by the vector
|𝜓 ⟩ = 𝛼 |0⟩+𝛽 |1⟩, where 𝛼 and 𝛽 are complex numbers and |0⟩ and |1⟩ form an orthonormal basis.
When normalised to unit length, this vector can conveniently be represented as a point on the
“Bloch Sphere” as shown in Fig. 1.2a.
As quantum technologies develop, it seems likely that different physical implementations
of the qubit will be used in conjunction with one another. This is because no implementation
considered so far is free from disadvantages, which preclude its use for a given purpose. For
example, qubits formed from the orthogonal polarisation states of a photon have large velocities
and coherence times, which makes them ideal for long-distance communication. The photon-
photon interaction strength is extremely low however and this makes two photon logic gates and
subsequent photonic quantum computation challenging. By contrast, qubits formed from super-
conducting circuits interact with control photons strongly but lose their quantum information or
‘decohere’ in a matter of microseconds. Potential qubit candidates that have been experimentally
realised to date include: NV colour centres in diamond [13], semiconductor quantum dots [14],
trapped ions [15], optical photons [16] and superconducting circuits [17].
Systems of multiple qubits can exhibit so-called entanglement, a property with no classical
analogy. Entanglement is a fundamental feature of quantum theory and the one which Einstein
famously objected to, terming it “spooky action at a distance” [18]. Essentially quantum theory
allows two physically distinct and spatially separated systems to share a common state and,
crucially, the state of one sub-system can be instantaneously changed via a measurement on
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Figure 1.2: (a) Any possible pure qubit state can be mapped to a point on the Bloch Sphere and
any location on the sphere mapped to a qubit state. The states |0⟩ and |1⟩ are represented by the
blue and red markers respectively and the purple arrow shows some arbitrary state |𝜓 ⟩. (b) QD
energy level diagram. The host material is characterised by some band-gap 𝐸m, with the QD
having a smaller gap 𝐸QD. The size of the QD, 𝐿 is small such that energy levels are discrete,
similar to the infinite potential well model.
the other. This property can actually be thought of as a resource for quantum technologies [19],
with technologies employingmore highly entangled states of qubits enjoying a greater advantage
over their classical counterparts. In recent years entanglement has been experimentally observed
between qubits embedded in diamonds physically separated by more than a kilometre [20].
1.3 Semiconductor Nanostructures andQuantum Dots
Quantum technologies cannot out-perform their classical counterpartswith arbitrarily few qubits.
The protocol shown in Fig. 1.1b would require 𝒪(𝑛) qubits to factor an 𝑛 bit number for example
and we therefore require a scalable implementation of the qubit. Furthermore, for the reasons
discussed in Sec. 1.2, we would like to use light as the medium for inter-qubit communication—
in analogy to our use of electrical pulses for inter-bit communication in a computer chip. We
need then to confine a large number of qubits to a small area and have photons routed between
them. This is where our interest in semiconductor technology arises and in particular we note the
recent and rapid developments in the area of nanostructure fabrication. These sub-wavelength
scale structures, constructed from high-refractive index semiconductor, both guide light and en-
hance the interaction between the light and an object or ‘emitter’ embedded inside the mate-
rial [21]. Emitters in these structures would then form an extremely convenient qubit, having
both scalability and strong interactions with control photons.
There has been success in coupling many types of emitters to semiconductor nanostructures,
including cold atoms [22] and silicon colour centres [23] but the emitter we will discuss through-
out most of this thesis is the semiconductor quantum dot (QD). These objects are sometimes re-
ferred to as ‘solid-state atoms’ and are islands of one semiconductor species located inside a large
matrix of a different species. An electron can then be confined to the host island and, assuming
the confinement volume is sufficiently small, will exhibit atomic properties with well-defined
energy states. In addition to the fundamental physics and quantum information applications
discussed in this thesis, QDs are of interest to physicists working in a diverse range of fields.
For example QD lasers operate at much lower threshold currents than traditional devices [24],
QD solar cells can be more efficient than those made from bulk semiconductors [25] and QD
photodetectors have the potential to operate at high, previously inaccessible, temperatures [26].
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1.4 Outline of the Thesis
We have determined that quantum technologies could revolutionise the world but that they re-
quire many physical qubits, which are hard to implement. Photons form the ideal carriers of
quantum information, can be guided in small scale semiconductor structures and made to in-
teract with embedded emitters. These considerations motivate this thesis, which is concerned
primarily with the creation of entanglement between solid-state qubits, embedded in nanopho-
tonic structures. We begin with a summary of the key concepts in quantum mechanics and
in Chapter 2 describe the postulates upon which it is based. We explain how these postulates
develop into predictions for experimental results and show how to calculate the dynamics of
a system evolving over time. From these foundations, we move into more advanced topics in
Chapter 3 and review some useful tools in quantum optics. In particular we discuss the master
equation, input-output and scattering matrix treatments of quantum optical systems. A strong
understanding of these techniques informs and guides the rest of our endeavour.
We turn to original work in Chapter 4 and develop a theory to describe few-photon scattering
from emitters embedded in nanophotonic waveguides. We calculate the transition amplitudes for
one and two photon states scattering from two-level and Λ-type emitters and compare the pole
structures of these quantities. In Chapter 5 we move on to the analysis of realistic systems and
produce models that capture the physics of two recent QD photon scattering experiments. Hav-
ing determined that experimental systems are dominated by noise and imperfections, we move
on to a final project in Chapter 6 and construct an entanglement generation protocol, which is ro-
bust to some of these defects. In particular we find that we can overcome spectral mismatch and
perfectly entangle two distinct emitters using multi-photon probe states. Chapter 7 is reserved
for a summary, discussion and some suggestions for further research.
Chapter 2
Quantum Mechanics
In this Chapter we review briefly some basic concepts in quantum mechanics in order to prepare
ourselves for the more advanced topics we describe in Chapter 3. Firstly, in Sec. 2.1, we detail the
axioms upon which quantum mechanics is based and in Sec. 2.2 we examine the consequences
of these in terms of calculating physical quantities. In Sec. 2.3 we discuss general strategies
for computing the time evolution of quantum systems and treat the specific example of angular
momentum in Sec. 2.5. We conclude in Sec. 2.6 with a description of ‘entanglement’ and explain
how we can quantify the amount of this property that a system of two qubits exhibits.
2.1 Postulates
Quantum mechanics is the jewel in the crown of modern physics and, along with relativity, one
of the most rigorously experimentally verified theories in history. Quantummechanics was born
out of the fact that irreconcilable divergences between experimental results and the predictions
of classical physics became more pronounced in the early 1900s. Specifically, physicists lacked
convincing explanations for phenomena including: the spectrum of radiation emitted by a black-
body, the photo-electric effect and the structure of the atom [27]. Quantum theory emerged as a
unified framework in which these, andmany other, observations could be consistently explained.
Quantum mechanics is the most rigorously probed scientific theory in history and evidence for
the requirement for an alternative description of reality is thus far lacking [28].
The postulates of quantummechanics are the axioms upon which the theory is built and form
the minimum set of statements required to give us a set of tools with predictive power. These
postulates cannot be mathematically derived and we instead infer their validity from the pre-
dictions made by quantum theory. Quantum mechanics correctly predicts experimental results
with extraordinary accuracy and we therefore assume that the axioms used in its derivation are
correct. The minimum five postulates required to construct quantum theory are as follows [29].
I The state of any physical system at time 𝑡 is given by the vector |𝜓 (𝑡)⟩, which inhabits an𝑁 -
dimensional Hilbert space. A Hilbert space is a complex, multi-dimensional generalisation
of the familiar three-dimensional Euclidean space and the vector |𝜓 (𝑡)⟩ contains all the
information required to predict an arbitrary system property.
II Any observable property of the system, 𝐴 is represented by the Hermitian operator ?̂?1
and the eigenvectors of this operator form a complete, orthonormal basis. An operator is
an object that acts on a state vector, |𝜓 ⟩ and in general returns a new vector |𝜙⟩ such that
?̂? |𝜓 ⟩ = |𝜙⟩. If the equation ?̂? |𝜓 ⟩ = 𝑎 |𝜓⟩, where 𝑎 is some complex number, is satisfied
then we say that |𝜓 ⟩ is an ‘eigenvector’ of 𝐴 with the corresponding ‘eigenvalue’ 𝑎.
1In non-relativistic quantum mechanics, operators are differentiated from complex numbers via the addition of
a ̂ or ‘hat.’ This is not the convention in quantum field theory, with the context providing enough information to
determine the class of object and throughout this thesis we generally do not endow operators with hats.
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III The eigenvalues of ?̂? are labelled as {𝑎1, 𝑎2…𝑎𝑛} and represent possible outcomes of an
experiment measuring the property 𝐴. We can calculate the probability of these outcomes
via
Pr𝑎𝑖 (𝑡) = |⟨𝑎𝑖 |𝜓 (𝑡)⟩|
2 , (2.1)
where |𝑎𝑖⟩ is the eigenvector corresponding to the 𝑎𝑖 eigenvalue and ⟨𝑥|𝑦⟩ is the notation
we adopt to describe the inner product between the vectors |𝑥⟩ and |𝑦⟩.
IV Quantum systems evolve in time via unitary transformations satisfying 𝑈(𝑡)†𝑈(𝑡) = 1. I.e.
the state of a quantum system at some time 𝑡 is related to its state at the earlier time 𝑡0 by
|𝜓 (𝑡)⟩ = 𝑈 (𝑡, 𝑡0) |𝜓 (𝑡0)⟩ . (2.2)
V Following a measurement on a system described by |𝜓 (𝑡)⟩, the state of the system imme-
diately collapses to the eigenstate corresponding to the measurement outcome. This is
referred to as the ‘projection postulate’ and has been the cause of much debate over the
years, famously leading to the ‘Schrödinger’s Cat’ thought experiment [30].
Researchers continue to debate the necessity of each of these postulates [31] but they are gen-
erally agreed upon and certainly suffice for the purposes of this thesis. The precise nature of
the quantum state and how it relates to any kind of deeper physical ‘reality’ is an active area of
research [32].
2.2 States and Density Matrices
Postulate I tells us that the state of a physical system is represented by a vector in some 𝑁 -
dimensional Hilbert space and it’s therefore important to understand the properties of these
vectors. The first point we note is that operators in quantum mechanics are linear [33] and
therefore if |𝜓1⟩ and |𝜓2⟩ describe quantum states then the superposition
|𝜓 ⟩ = 𝑐1 |𝜓1⟩ + 𝑐2 |𝜓2⟩ , (2.3)
where 𝑐1 and 𝑐2 represent complex numbers, is also a valid state. Conventionally the |𝜓 ⟩ vector
or ‘ket’ refers to an 𝑁 -entry column vector and the ‘bra,’ ⟨𝜓 | is the corresponding Hermitian
conjugate row vector. This means that the inner product ⟨𝜓 |𝜙⟩ is a scalar by the rules of ma-
trix multiplication. Note that the Hermitian conjugate operation both transposes and complex-
conjugates a vector, which ensures that the inner-product ⟨𝜓 |𝜓⟩ is real. If ⟨𝜓 |𝜓⟩ = 1 then we say
that the vector |𝜓 ⟩ is ‘normalised.’
In the vast majority of cases we want to choose the quantum states from which we construct
a superposition to be ‘orthonormal.’ For an 𝑁 -dimensional system the total state is given by
|𝜓 ⟩ =
𝑁
∑
𝑖=0
𝑐𝑖 |𝜓𝑖⟩ (2.4)
and the orthonormality condition is that ⟨𝜓𝑖 |𝜓𝑗⟩ = 𝛿𝑖𝑗 , where 𝑐𝑖 gives some complex number and
𝛿𝑖𝑗 is the Kronecker delta function [34]. The reason we do this is because, by Postulate III, the
inner product ⟨𝜓𝑖 |𝜓 ⟩ = 𝑐𝑖 gives the probability amplitude for a measurement on the system to
reveal the state |𝜓𝑖⟩. Strictly this only holds if the state |𝜓 ⟩ is normalised such that ∑𝑖 |𝑐𝑖 |2 = 1but a state can always be normalised through division of the constituent probability amplitudes
by √⟨𝜓 |𝜓⟩.
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There is a fundamental randomness associated with quantum mechanics and, unlike in clas-
sical physics, we cannot deterministically predict the result of a given measurement. We can
however find the average or ‘expectation’ value that a measurement would tend to if performed
an infinite number of times. Suppose we measure the observable associated with the operator 𝐴;
it is clear that the expectation is simply the probability of each outcome, multiplied by the value
associated with said outcome. This can be compactly written
⟨𝐴⟩ = ⟨𝜓 | 𝐴 |𝜓⟩ = Tr [𝐴 |𝜓⟩⟨𝜓 |] , (2.5)
where the ‘trace’ operator, Tr [𝑀] of a matrix 𝑀 sums diagonal elements in any orthonormal
basis, Tr [𝑀] ≡ ∑𝑛 ⟨𝜆𝑛 | 𝑀 |𝜆𝑛⟩. The trace operation is basis independent [35] but the statementin Eq. (2.5) is most easily seen in the orthonormal basis associated with the operator 𝐴.
We have to be careful not to confuse the fundamental quantum randomness of ameasurement
with any classical uncertainty associated with a system. Suppose somebody prepares a quantum
state dependant on the result of a coin flip. If the coin lands on heads then they prepare the state
|𝜓 ⟩ and on tails they prepare |𝜙⟩; there is no requirement for |𝜓 ⟩ and |𝜙⟩ to be orthonormal. Con-
sider the case where one state corresponds to an atom in its ground state, |𝜓 ⟩ = |𝑔⟩ and the other
to an atom prepared in an equal superposition of ground and excited states, |𝜙⟩ = 1/√2 (|𝑔⟩ + |𝑒⟩).
By simple probability theory we must have a 25% chance of finding the atom excited but this is
not captured by our state vector formalism. If we proceed in the naive manner of simply adding
the state vectors we have
|𝜓total⟩ =
1
√2 (|𝜓 ⟩ + |𝜙⟩) =
1
2 [(√2 + 1) |𝑔⟩ + |𝑒⟩] . (2.6)
Ignoring the fact that this state is not normalised, we nevertheless find that the probability of
finding the atom excited is ∼ 15%, which is clearly incorrect.
To rectify this problem we start from the requirement that expectation values must obey the
principles of probability. Namely we have that
⟨𝐴⟩ = 12 (⟨𝐴⟩|𝜓 ⟩ + ⟨𝐴⟩|𝜙⟩) , (2.7)
i.e. that the expectation of some operator 𝐴 has to be the weighted sum of the expectations for
the states |𝜓 ⟩ and |𝜙⟩. We can use the fact that the trace operator is linear to determine
⟨𝐴⟩ = 12 (Tr [𝐴 |𝜓⟩⟨𝜓 |] + Tr [𝐴 |𝜙⟩⟨𝜙|]) = Tr [𝐴
1
2 (|𝜓 ⟩⟨𝜓 | + |𝜙⟩⟨𝜙|)] ≡ Tr [𝐴𝜌] , (2.8)
where we defined the ‘density matrix,’ 𝜌 = 1/2 (|𝜓 ⟩⟨𝜓 | + |𝜙⟩⟨𝜙|). This is the fundamental object
in quantum mechanics when classical probability is incorporated. In the general case where we
have 𝑁 possible states, |𝜙𝑖⟩ in our preparation, each with an associated classical probability 𝑃𝑖 ,
the density matrix is given by
𝜌 =
𝑁
∑
𝑖=0
𝑃𝑖 |𝜙𝑖⟩⟨𝜙𝑖 | , (2.9)
where there is no requirement for the |𝜙𝑖⟩ vectors to be orthonormal.
It is important to understand the fundamental difference between classical mixtures and
quantum superposition states. We consider again the two-level atom, with states
|𝑔⟩ ≡ (01) and |𝑒⟩ ≡ (
1
0) (2.10)
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and prepare the atomic state according to a classical probability distribution as in the coin flip
example above, realising the density matrix
𝜌 = 12 (|𝑔⟩⟨𝑔| + |𝑒⟩⟨𝑒|) =
1
2 (
1 0
0 1) . (2.11)
If we measure the excitation of an atom prepared in this state, we would expect to find it excited
50% of the time, as if it were prepared in the superposition state |𝜓 ⟩ = 1/√2 (|𝑔⟩ + |𝑒⟩). However
in this case the associated density matrix is given by
𝜌 = |𝜓⟩⟨𝜓 | = 12 (|𝑔⟩⟨𝑔| + |𝑔⟩⟨𝑒| + |𝑒⟩⟨𝑔| + |𝑒⟩⟨𝑒|) =
1
2 (
1 1
1 1) , (2.12)
which is clearly different to that in Eq. 2.11. The expectation value of one particular measurement
on a single system does not tell us anything about the ‘quantumness’ of a given state. We note
that in Eq. (2.12) the resulting density matrix has non-zero off-diagonal elements and these are
sometimes referred to as the coherences of a system. A state that can be written as a vector,
without any classical probability distribution, is referred to as ‘pure’ and one that cannot is called
‘mixed.’
A final point to note is that the examples featured in this section for the purposes of illus-
tration have concerned single quantum systems. This is not generally the case and the Hilbert
space ℋ , on which the state vectors lie is most often a product of smaller sub-spaces ℋ𝑖 . For a
total system of 𝑛 sub-systems, the Hilbert space is given by
ℋ = ℋ1 ⊗ ℋ2 ⊗ ℋ3 ⊗ … ⊗ℋ𝑛, (2.13)
where 𝐴 ⊗ 𝐵 gives the tensor product between 𝐴 and 𝐵 [36]. The action of the tensor product
means that the dimension of ℋ is given by the product of the dimensions of the constituent
spaces. It is not generally the case that vectors on the space ℋ are products of vectors on the
smaller spaces (see Sec. 2.6) but it is true that the vectors |𝜓𝑖⟩ lying on the spacesℋ𝑖 combine as
|Ψ⟩ = |𝜓1⟩ ⊗ |𝜓2⟩ ⊗ |𝜓3⟩ ⊗ … ⊗ |𝜓𝑛⟩ ≡ |𝜓1, 𝜓2, 𝜓3…𝜓𝑛⟩ . (2.14)
Operators may act on any combination of the sub-spaces but commonly correspond to a single
Hilbert space and subsequently obey
(𝐴1 ⊗ 𝐴2 ⊗ … ⊗ 𝐴𝑛) |𝜓1⟩ ⊗ |𝜓2⟩ ⊗ … ⊗ |𝜓𝑛⟩ = 𝐴1 |𝜓1⟩ ⊗ 𝐴2 |𝜓2⟩ ⊗ … ⊗ 𝐴𝑛 |𝜓𝑛⟩ . (2.15)
As a concrete example, consider a composite system of two two-level-atoms prepared in the
product state |Ψ⟩ = |𝑔, 𝑒⟩, such that the first atom is in the ground state and the second is excited.
We show in the next section that the excitation of the atom corresponds to the Hermitian 𝜎𝑧
operator and that 𝜎𝑧 |𝑔⟩ = − |𝑔⟩ and 𝜎𝑧 |𝑒⟩ = |𝑒⟩. We can calculate the expectation of this operator
on either of the two atoms, e.g. for the first
⟨𝜎𝑧 ⊗ 𝐼 ⟩ = ⟨𝑔, 𝑒| (𝜎𝑧 ⊗ 𝐼 ) |𝑔, 𝑒⟩ = − ⟨𝑔, 𝑒|𝑔, 𝑒⟩ = −1 (2.16)
and for the second
⟨𝐼 ⊗ 𝜎𝑧⟩ = ⟨𝑔, 𝑒| (𝐼 ⊗ 𝜎𝑧) |𝑔, 𝑒⟩ = ⟨𝑔, 𝑒|𝑔, 𝑒⟩ = 1, (2.17)
as expected. We have used 𝐼 to represent the identity operator, which maps any state |𝜓 ⟩ to itself
such that 𝐼 |𝜓 ⟩ = |𝜓⟩.
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2.3 Time Evolution
2.3.1 The Hamiltonian
We discussed how Postulate IV demands that the time evolution of quantum systems is unitary
but we have not yet specified a form for the operator 𝑈(𝑡, 𝑡0). We are guided here by the ‘cor-
respondence principle,’ which demands that in the macroscopic limit, the predictions of quan-
tum mechanics must be consistent with those of classical physics [37]. In classical mechanics,
time evolution is generated by the Hamiltonian operator, and we therefore contend that the
same should be true in our quantum theory. The Hamiltonian operator is formally the Legendre
transformation of the Lagrangian and in many situations represents the total energy of a given
system [38].
From these considerations we can derive the famous Schrödinger equation, which gives the
time evolution of a system’s state vector |𝜓 (𝑡)⟩ when evolving under the Hamiltonian 𝐻(𝑡). We
have for a state evolving from time 𝑡 to 𝑡 + 𝛿𝑡 that
|𝜓 (𝑡 + 𝛿𝑡)⟩ = 𝑈 (𝑡 + 𝛿𝑡, 𝑡) |𝜓 (𝑡)⟩ = 𝑒−𝑖
𝐻(𝑡)
ℏ 𝛿𝑡 |𝜓 (𝑡)⟩ , (2.18)
where we introduced the reduced Planck constant ℏ to ensure that the generator of the evolution
remains dimensionless. Expanding Eq. 2.18 to first-order in 𝛿𝑡 we find that
|𝜓 (𝑡)⟩ + 𝛿𝑡 dd𝑡 |𝜓 (𝑡)⟩ + … = |𝜓(𝑡)⟩ − 𝑖
𝐻(𝑡)
ℏ 𝛿𝑡 |𝜓 (𝑡)⟩ + … (2.19)
so in the limit 𝛿𝑡 → 0
𝑖ℏ dd𝑡 |𝜓 (𝑡)⟩ = 𝐻(𝑡) |𝜓 (𝑡)⟩ , (2.20)
which is the time-dependent Schrödinger equation. The Schrödinger equation is employed ex-
tensively in non-relativistic quantum mechanics and can be used to find e.g. the energy spectra
of the hydrogen atom with great accuracy.
It is helpful at this point to define the ‘Pauli operators,’ which are used extensively throughout
this thesis. The matrix representations of the three basis operators are given by
𝜎𝑥 = (0 11 0) , 𝜎𝑦 = (
0 −𝑖
𝑖 0 ) , 𝜎𝑧 = (
1 0
0 −1) (2.21)
and we additionally define
𝜎+ ≡
1
2 (𝜎𝑥 + 𝑖𝜎𝑦) = (
0 1
0 0) and 𝜎− ≡
1
2 (𝜎𝑥 − 𝑖𝜎𝑦) = (
0 0
1 0) . (2.22)
The Pauli operators are important and useful for a number of reasons but in this case they are
helpful in understanding the dynamics of a two-level-system. We can show that 𝜎𝑧 |𝑔⟩ = − |𝑔⟩
and 𝜎𝑧 |𝑒⟩ = |𝑒⟩ so that the expectation value of this operator tells us about the populations of
the two energy levels. Furthermore we find that 𝜎+ |𝑔⟩ = |𝑒⟩ and 𝜎− |𝑒⟩ = |𝑔⟩, which means that
population altering operations can be represented by application of these operators.
We introduced the abstract concept of the qubit in Sec. 1.2 but we can use the Schrödinger
equation to describe a concrete example. Suppose we form a qubit from the ground and excited
states of a two-level-atom such that |0⟩ ≡ |𝑔⟩ and |1⟩ ≡ |𝑒⟩. We deduce the Hamiltonian for a two-
level-atom qubit in the absence of external forces and write down the corresponding Schrödinger
equation for the state vector |𝜓 (𝑡)⟩
−𝑖ℏ dd𝑡 |𝜓 (𝑡)⟩ =
1
2ℏΩ𝜎𝑧 |𝜓 (𝑡)⟩ (2.23)
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where Ω gives the frequency of the atomic transition. The solution is readily arrived upon and
we find
|𝜓 (𝑡)⟩ = 𝛼(0)𝑒−𝑖𝑡Ω/2 |𝑔⟩ + 𝛽(0)𝑒𝑖𝑡Ω/2 |𝑒⟩ , (2.24)
where the probability amplitudes 𝛼(0) and 𝛽(0) describe the configuration of the system at time,
𝑡 = 0. We can use this solution to find the expectation value for an observable operator and find
e.g.
⟨𝜎𝑥 ⟩ = 𝛼 ∗(0)𝛽(0)𝑒𝑖𝑡Ω + 𝛼(0)𝛽∗(0)𝑒−𝑖𝑡Ω, (2.25)
which we note is zero when the system is not prepared in a superposition state. Intuitively this
tells us that ⟨𝜎𝑥 ⟩ is related to the electric dipole moment of the system, as we do not expect states
of well defined parity to couple to external fields.
2.3.2 Dynamical Pictures
The method of calculating time evolution as presented above appeals to us intuitively. We take
some system, associate with it a quantum state and solve a differential equation for the state
vector. This may not be the most convenient representation for the dynamics however and there
are other ‘pictures’ of quantum mechanics, which reproduce the same results. Consider the
expression for the expectation value of 𝐴 as in Eq. (2.5)
⟨𝐴(𝑡)⟩ =Tr [𝐴 |𝜓(𝑡)⟩⟨𝜓(𝑡)|] = Tr [𝐴𝑈 (𝑡, 0) |𝜓 (0)⟩⟨𝜓(0)| 𝑈 †(𝑡, 0)]
=Tr [𝑈 †(𝑡, 0)𝐴𝑈 (𝑡, 0) |𝜓 (0)⟩⟨𝜓(0)|] ≡ Tr [𝐴H(𝑡) |𝜓H⟩⟨𝜓H|] , (2.26)
where we used the cyclic property of the trace [39]. We thus define the ‘Heisenberg picture,’
where time-dependent operators are related to their ‘Schrödinger picture’ counterparts by the
transformation𝐴H(𝑡) = 𝑈 †(𝑡, 0)𝐴𝑈 (𝑡, 0) and states satisfy |𝜓H⟩ = |𝜓 (0)⟩. We see that expectation
values, the things we can actually measure, don’t change if we view quantum states as stationary
and instead employ time-dependent observable operators.
There exists a Heisenberg picture equivalent of Eq. (2.20), which we can deduce by differen-
tiation of the operator,
d
d𝑡 𝐴H(𝑡) =
d
d𝑡 𝑈
†(𝑡, 0)𝐴𝑈 (𝑡, 0) = ̇𝑈 †(𝑡, 0)𝐴𝑈 (𝑡, 0) + 𝑈 †(𝑡, 0)𝐴 ̇𝑈 (𝑡, 0) = 𝑖ℏ [𝐻 , 𝐴H(𝑡)] , (2.27)
wherewe have assumed the Schrödinger picture operator to be free from explicit time-dependence
and recalled the definition of the commutator, [𝐴, 𝐵] ≡ 𝐴𝐵 − 𝐵𝐴. We can treat the isolated two-
level-system example of the previous section within this new framework and find an equation
for the Heisenberg picture Pauli operator
?̇?H𝑥 (𝑡) = −
𝑖
ℏ [𝜎
H𝑥 (𝑡), 𝐻] = −
𝑖Ω
2 [𝜎
H𝑥 (𝑡), 𝜎𝑧] = −
𝑖Ω
2 𝑈
†(𝑡, 0) [𝜎𝑥 , 𝜎𝑧] 𝑈 (𝑡, 0) = −Ω𝜎H𝑦 (𝑡), (2.28)
which we see is dependent upon the Heisenberg picture 𝜎𝑦 operator. We similarly derive an
equation for the motion of this operator and find that ?̇?H𝑦 = Ω𝜎H𝑥 (𝑡). The coupled differential
equations can be solved with relative ease and we find that
⟨𝜎H𝑥 (𝑡)⟩ = 𝐶𝑒𝑖𝑡Ω + 𝐷𝑒−𝑖𝑡Ω = 𝛼 ∗(0)𝛽(0)𝑒𝑖𝑡Ω + 𝛼(0)𝛽∗(0)𝑒−𝑖𝑡Ω, (2.29)
where we deduced the constants 𝐶 and 𝐷 from the requirement that dynamic pictures are equiv-
alent at 𝑡 = 0. We note that as expected, the expectation values calculated in Eqs. (2.25) and (2.29)
agree exactly.
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In the simple qubit example the Hamiltonian produced exactly solvable dynamics but there
are very few interesting situations inwhich this is the case. Often, when the dynamics of a system
are complicated, neither the Heisenberg nor Schrödinger pictures are the most convenient to
work in and we choose instead a hybrid frame. Suppose that the total Hamiltonian for a system
is given by 𝐻 = 𝐻0 + 𝐻int, where 𝐻0 is the ‘free’ Hamiltonian, which is exactly soluble and
𝐻int is the ‘interaction’ Hamiltonian, which generates non-trivial evolution. It turns out that
the ‘interaction picture,’ where operators evolve according to 𝐻0 and states 𝐻int, is the most
convenient frame for this purpose. To see why, we derive the interaction picture equivalent to
the Schrödinger equation, which begins from the definition of an interaction picture operator
𝐴I(𝑡) ≡ 𝑒𝑖𝐻0𝑡/ℏ𝐴𝑒−𝑖𝐻0𝑡/ℏ. From the requirement that expectation values agree in all frames we
have then that states obey |𝜓I(𝑡)⟩ = 𝑒𝑖𝐻0𝑡/ℏ |𝜓 (𝑡)⟩ and we can differentiate this with respect to
time to obtain
𝑖ℏ dd𝑡 |𝜓I(𝑡)⟩ = −𝑒
𝑖𝐻0𝑡/ℏ𝐻0 |𝜓 (𝑡)⟩ + 𝑒𝑖𝐻0𝑡/ℏ𝑖ℏ
d
d𝑡 |𝜓 (𝑡)⟩ = 𝐻I(𝑡) |𝜓I(𝑡)⟩ , (2.30)
where we defined the ‘interaction Hamiltonian’ by 𝐻I(𝑡) ≡ 𝑒𝑖𝐻0𝑡/ℏ𝐻int𝑒−𝑖𝐻0𝑡/ℏ. Eq. (2.30) is exact
andwe see then that, if𝐻int is zero, the state vector in the interaction picture does not evolve with
time and that the magnitude of the evolution is directly related to the strength of the interaction.
This lends itself to a perturbative treatment and is particularly employed in e.g. quantum elec-
trodynamics where the coupling between light and matter is weak compared to their respective
free energies.
2.4 Light as a Harmonic Oscillator
2.4.1 Ladder Operators
We will see shortly that a quantum description of light is best formulated in terms of ‘ladder
operators’ and we therefore briefly introduce these operators and the algebra that they obey.
Our starting point is the harmonic oscillator and, more specifically, the Hamiltonian describing
the quantum analogy of this system. We deduce that this is given by
𝐻 = 12𝑚𝑝
2 + 12𝑚𝜔
2𝑥2 = ℏ𝜔 (𝑎†𝑎 + 12) , (2.31)
where 𝑚 gives the oscillating mass, 𝜔 the resonance frequency and 𝑥 and 𝑝 are the position and
momentum operators respectively. We simplified the Hamiltonian in Eq. (2.31) by defining the
ladder operator
𝑎 ≡ √
𝑚𝜔
2ℏ (𝑥 +
𝑖
𝑚𝜔𝑝) (2.32)
along with its Hermitian conjugate. The canonical commutation relation is [𝑥, 𝑝] = 𝑖ℏ and im-
poses the condition [𝑎, 𝑎†] = 1 on the ladder operators [40]. The crucial thing to note is that if
the operator 𝑎†𝑎 has some set of eigenstates |𝑛⟩, then the Hamiltonian 𝐻 shares this eigenbasis,
with each vector corresponding to the eigenvalue ℏ𝜔(𝑛 + 1/2).
The algebra imposed on the ladder operators by the commutator imbues them with some
interesting properties. We first apply 𝑎 to some eigenvector |𝑛⟩ of 𝑎†𝑎 and note that
𝑎†𝑎𝑎 |𝑛⟩ = (𝑎𝑎†𝑎 − 𝑎) |𝑛⟩ = (𝑛 − 1)𝑎 |𝑛⟩ , (2.33)
meaning 𝑎 |𝑛⟩ is also an eigenvector of theHamiltonian. From the normalisation conditionwe can
deduce that 𝑎 |𝑛⟩ = √𝑛 |𝑛 − 1⟩ and find in the samemanner that 𝑎† |𝑛⟩ = √𝑛 + 1 |𝑛 + 1⟩. This means
that the operators 𝑎 and 𝑎† remove and add ℏ𝜔 units of energy to eigenstates of 𝐻 respectively
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and we therefore term them the ‘annihilation’ and ‘creation’ operators for the system. The next
items to note are that 𝑛 = ⟨𝑛| 𝑎†𝑎 |𝑛⟩ = |𝑎 |𝑛⟩ |2 ≥ 0 and that it can be shown that the ground state
wavefunction of 𝐻 has ℏ𝜔/2 units of energy. Therefore 𝑛 takes positive integer values and the
operators 𝑎 and 𝑎† correspond to operations where we remove and add one quantum of energy
to the oscillator.
2.4.2 Quantising the Electromagnetic Field
What is the physical significance of the ladder operators? There are a number of possible ways to
answer this question and we might for example note that the photonic nature of light has been
demonstrated experimentally. The composition of the electromagnetic field, from indivisible
photons of energy, intuitively suggests that a description of the field in terms of the ladder oper-
ators should be possible [41]. We could equally consider a specific system and solve Maxwell’s
equations for the electromagnetic field inside an optical cavity [42]. We would find that the co-
efficients for each mode of the field satisfy a classical Hamiltonian, which following canonical
quantisation, takes the form of Eq. (2.31). We adopt a different approach however and consider
the case of a wave propagating in free-space.
In the Coulomb gauge, where the scalar potential Φ(r, 𝑡) = 0, and in the absence of free
charges and currents we can show that the vector potential of the electromagnetic field, A(r, 𝑡)
obeys the wave equation
∇2A(r, 𝑡) = 1𝑐2
𝜕2A(r, 𝑡)
𝜕𝑡2 , (2.34)
where 𝑐 is the speed of light. The general solution to this equation in free-space is given as an
integral over Fourier components and we find that [43]
A(r, 𝑡) = ∑
𝜆
∫ dk 𝑎𝜆(k)u𝜆(r)𝑒𝑖(r⋅k−𝜔𝑘 𝑡) + H.c., (2.35)
where 𝜆 = 1, 2 labels the two orthogonal polarisations, k the wave-vector, 𝜔𝑘 = 𝑐𝑘 is the disper-
sion relation and H.c. represents the Hermitian conjugate. The vector u𝜆(k) is the function for
the mode of the field with polarisation 𝜆 and wave-vector k. The corresponding Fourier coeffi-
cient is 𝑎𝜆(k) and this gives the amplitude of these modes of the vector field. We next note that
the Hamiltonian for the field over the volume 𝑉 is given by
𝐻 = ∫𝑉
d𝑉 (𝜖02 𝐸(r, 𝑡)
2 + 12𝜇0
𝐵(r, 𝑡)2, ) (2.36)
where E(r, 𝑡) and B(r, 𝑡) are the electric and magnetic fields respectively. The Lagrangian from
which the Hamiltonian Eq. (2.36) is derived is a function of the scalar and vector potentials and
subsequently the Hamiltonian is a function of these fields and their corresponding canonical
momenta. For example we can express the electric and magnetic fields in terms of the vector
potential with E(r, 𝑡) = −𝜕𝑡A(r, 𝑡) and B(r, 𝑡) = ∇ × A(r, 𝑡).
To quantise a field theory, we promote the expressions for field position and momentum
to operators and impose the canonical commutation relation upon these operators. It can be
shown that when one performs this procedure, the Fourier coefficients in Eq. (2.35) must also be
promoted to operators and obey the algebra [44]
[𝑎𝜆(k), 𝑎†𝜆′(k′)] = 𝛿𝜆𝜆′𝛿 (3)(k − k′), (2.37)
where 𝛿 (3)(k − k′) is the three-dimensional Dirac delta function.2 The ladder operators in this
context then have a clear interpretation in terms of creation and destruction of excitations of
2Actually the situation is slightly more complicated than this and the delta function must be subtly modified for
consistency with Gauss’s Law [45]. In the one-dimensional case this is completely correct however.
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the electromagnetic field. In particular, the ‘number operator,’ 𝑛 ≡ ∑𝜆 ∫ dk 𝑎𝜆(k)†𝑎𝜆(k) countsthe total number of photons in the system. In general, through the remainder of this thesis,
we will neglect polarisation and assume propagation in a single spatial dimension. In this case
the commutation relation for ladder operators takes the form [𝑎(𝑘), 𝑎†(𝑘′)] = 𝛿(𝑘 − 𝑘′) and the
associated free Hamiltonian is
𝐻 = ∫ d𝑘 ℏ𝜔(𝑘)𝑎†𝑘 𝑎𝑘 , (2.38)
where the dispersion relation, 𝜔(𝑘) may not be linear if the wave propagates in a finite region.
We can derive the Hamiltonian Eq. (2.38) by algebraic substitution of the field quadratures into
Eq. (2.36), replacement of these quadratures with ladder operators as in Eq. (2.32) and subtraction
of the infinite zero-point-energy [46].
2.4.3 Coherent States
A final important point to note about the quantum description of light relates to the fact that,
in the macroscopic world, we don’t experience light on the individual energy quanta level. We
might expect that the limit 𝑛 → ∞ somehow reproduces the expected behaviour but we note
that ⟨𝑛| 𝑎 |𝑛⟩ = 0 for all 𝑛. This means that states of light with one photon subtracted are always
orthogonal to the original state and therefore should be distinguishable for even large 𝑛. This
motivates our search for a ‘classical’ state of light |𝛼⟩ that, restricting ourselves to a single mode,
is an eigenstate of the annihilation operator 𝑎 so that 𝑎 |𝛼⟩ = 𝛼 |𝛼⟩. We expand |𝛼⟩ in the basis of
number states, |𝛼⟩ = ∑𝑛 𝐶𝑛 |𝑛⟩ and determine the recursion relation 𝛼𝐶𝑛−1 = √𝑛𝐶𝑛, which means
that 𝐶𝑛 = 𝐶0𝛼𝑛/√𝑛!. We then find the constant 𝐶0 by normalising the total state and arrive upon
|𝛼⟩ = 𝑒−|𝛼|2/2
∞
∑
𝑛=0
𝛼𝑛
√𝑛! |𝑛⟩ , (2.39)
which is referred to as the ‘coherent’ state. Using the fact that ⟨𝛼| 𝑎† = ⟨𝛼| 𝛼 ∗, we note that
⟨𝑛⟩ = |𝛼|2 and deduce that 𝛼 represents the amplitude of a coherent state. We also derive the
variance of the photon number operator
Δ𝑛 = √⟨𝑛2⟩ − ⟨𝑛⟩2 = √⟨𝑎†𝑎𝑎†𝑎⟩ − ⟨𝑎†𝑎⟩2 = |𝛼|, (2.40)
and see that for high intensity fields the uncertainty increases as expected. We note finally
that coherent states often allow us to reduce the dimensionality of the Hilbert space in which
we work. Suppose we have some combined light-matter state |𝛼, 𝜓 ⟩, where 𝜓 gives the matter
wavefunction. If we act on this state with the annihilation operator, we know that the only
consequence is the replacement 𝑎 → 𝛼 and we can therefore do this for all operators, including
the total system Hamiltonian. If we assume that all optical system states are at all times coherent
and make such a replacement then we say we have made the ‘semiclassical’ approximation.
2.5 Angular Momentum
Whenwe come to describe semiconductor quantum dots in Chapter 5 wemake predictions about
the expected physics based on conservation of angular momentum arguments. We therefore
briefly detail the quantummechanical treatment of angular momentum for the sake of complete-
ness. We begin by recalling that, in classical mechanics, the orbital angularmomentum of a single
particle is given by L = r × p. The vector describing the motion is the cross product between the
particle’s position and momentum vectors in some fixed coordinate system. We can use Einstein
summation notation to compactly express each component and find that 𝐿𝑖 = 𝜖𝑖𝑗𝑘𝑟𝑗𝑝𝑘 , where 𝜖𝑖𝑗𝑘
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is the Levi-Civita symbol. Following standard canonical quantisation protocol, we take the posi-
tion and momentum variables, promote them to operators and impose the commutation relation
[𝑟𝑖 , 𝑝𝑗] = 𝑖𝛿𝑖𝑗ℏ. This leads to the following algebra for angular momentum operators
[𝐿𝑖 , 𝐿𝑗] = 𝑖ℏ𝜖𝑖𝑗𝑘𝐿𝑘 , (2.41)
which we see do not commute.
Operators that do not commute do not share an eigenbasis and this means that if a state is
an eigenstate of any one of the angular momentum operators, it is necessarily not an eigenstate
of the remaining two [47]. There is another operator however, which does commute with all
components of angular momentum and this is defined by 𝐿2 ≡ 𝐿2𝑥 + 𝐿2𝑦 + 𝐿2𝑧 . We can therefore
simultaneously know two pieces of information about a given state: a) the component of angular
momentum in one direction, conventionally 𝐿𝑧 and b) themagnitude of the system’s total angular
momentum, 𝐿2. We search for a basis of states |𝑙, 𝑚⟩, which are eigenvectors of 𝐿2 and 𝐿𝑧 and
describe the structure of the allowed values of angular momentum.
We begin by demanding 𝐿𝑧 |𝑙, 𝑚⟩ = ℏ𝑚 |𝑙, 𝑚⟩ so that 𝑚 is the eigenvalue of 𝐿𝑧 but rendered
dimensionless by the factor of ℏ. We go on to define raising and lowering operators in much the
same manner as for the harmonic oscillator of the previous section and setting 𝐿± ≡ 𝐿𝑥 ± 𝑖𝐿𝑦 , we
deduce the commutation relation [𝐿𝑧 , 𝐿±] = ±ℏ𝐿±. This allows us to prove that 𝐿+ |𝑚, 𝑙⟩ is also
an eigenstate of 𝐿𝑧 with eigenvalue 𝑚′ = 𝑚 + 1, i.e. that 𝐿+ |𝑙, 𝑚⟩ ∝ |𝑙, 𝑚 + 1⟩ and we can repeat
the same procedure for 𝐿−. Now, we know that any one component of the angular momentum
cannot be greater than the total and so if we define 𝑙ℏ as the total angular momentum, we have
that −𝑙 ≤ 𝑚 ≤ 𝑙, or
𝐿− |𝑙, −𝑙⟩ = 𝐿+ |𝑙, 𝑙⟩ = 0. (2.42)
This immediately tells us that 𝑚 takes on 2𝑙 + 1 potential values; or that 𝑙 is either an integer or
half-integer. We can use the fact that 𝐿−𝐿+ |𝑙, 𝑙⟩ = 0 to further show that 𝐿2 |𝑙, 𝑚⟩ = ℏ2𝑙(𝑙+1) |𝑙, 𝑚⟩.
We do not repeat the procedure here and refer to e.g. Ref. [48] for details but at this point we
could take the known operators for position and momentum and substitute them into the eigen-
value equations for the state |𝑙, 𝑚⟩. We would then be able to deduce that, from the requirement
that physics is unchanged under rotations of 2𝜋 radians, that 𝑚 (and subsequently 𝑙) must be
integers. However, we have seen that the angular momentum algebra is obeyed by a set of oper-
ators {𝑆𝑥 , 𝑆𝑦 , 𝑆𝑧}, which behave in the same way as {𝐿𝑥 , 𝐿𝑦 , 𝐿𝑧} but with 𝑙 = 𝑠 = 1/2, 3/2, 5/2… and
𝑚 = 𝑚𝑠 = … − 5/2, −3/2, −1/2, 1/2, 3/2, 5/2…. It turns out that this type of ‘angular momentum’
is just as physically real as the integer variety [49], though it cannot correspond to any classical
analogies we may wish to draw. We term this ‘intrinsic’ angular momentum ‘spin’ and note
that it is an internal property of any sub-atomic particle, which must be accounted for when e.g.
generalising the Schrödinger equation to a relativistic regime [50].
This means that even for a single particle system, we have to consider two contributions to
the total angular momentum, which we label 𝑗. It is clear that |𝑙 − 𝑠| ≤ 𝑗 ≤ 𝑙 + 𝑠 and we can also
show that if we define 𝐽 = 𝐿⊗𝐼 +𝐼 ⊗𝑆 then [𝐽𝑖 , 𝐽𝑗] = 𝑖ℏ𝜖𝑖𝑗𝑘𝐽𝑘 . In other words, that the total angular
momentum operator obeys the same algebra as the spin and orbital angularmomentum operators
do individually. The important point to note here for our purposes is that there are a variety of
possible spectra resulting from the addition of orbital and spin angular momenta. For example,
if we have an electron, which has 𝑠 = 1/2 orbiting a nuclei with 𝑙 = 2 then the possible values
of 𝑗 are 5/2 and 3/2, with associated projections onto 𝐽𝑧 of 𝑚𝐽 = −5/2, −3/2, −1/2, 1/2, 3/2, 5/2 and
𝑚𝐽 = −3/2, −1/2, 1/2, 3/2 respectively. We know that circularly polarised light carries one unit of
angular momentum and so we can say that optical transitions from 𝐽 = 0 states to such orbitals
are forbidden.
2.6 Entanglement
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2.6.1 Emergence of Entanglement
Suppose we have a quantum system composed of two sub-systems such that the total Hilbert
spaceℋ is given byℋ = ℋ1 ⊗ℋ2. Further suppose that the set of vectors |𝜓𝑖⟩ forms a complete
basis on ℋ1 and |𝜙𝑖⟩ does the same on ℋ2. This means that an arbitrary total system state |Ψ⟩
can be written as
|Ψ⟩ =
𝑛
∑
𝑖=0
𝑚
∑
𝑗=0
𝑐𝑖,𝑗 |𝜓𝑖 , 𝜙𝑗⟩ , (2.43)
where the dimension of ℋ1 is assumed to be 𝑛, that of ℋ2 is 𝑚 and the 𝑐𝑖,𝑗s are to be specified.
Now suppose there are two observers, Alice and Bob, who each have access to only one portion
of the total state, on ℋ1 for Alice and ℋ2 for Bob. How do they each describe the system? We
know that each observer has access to a reduced density matrix on their respective sub-space so
that Alice has 𝜌A and Bob 𝜌B. If the total density matrix is 𝜌 ≡ |Ψ⟩⟨Ψ| we find e.g. Alice’s state
by taking the ‘partial trace’ over Bob’s states
𝜌A = TrB [𝜌] ≡
𝑚
∑
𝑘=0
⟨𝜙𝑘 | 𝜌 |𝜙𝑘⟩ . (2.44)
The partial trace operationmakes intuitive sense in that Alice has the set of densitymatrices, each
corresponding to a state of Bob’s system, weighted by the probabilities of these states. It can be
shown however that the partial trace is the unique operation that preserves the expectation value
of an arbitrary operator [51].
A concrete example of this occurs when Alice and Bob share a state composed of e.g. two
atomic spins. We can prepare the spins in an arbitrary state [52] and choose |Ψ⟩ = 1√2 (|↑↓⟩ + |↓↑⟩),where the first label in the ket corresponds to Alice’s spin and the second to Bob’s. We use the
↑ arrow to indicate a spin in one direction and ↓ to denote the anti-parallel version such that
⟨↑ | ↓⟩ = 0. This state in density matrix form is
𝜌 = 12 (|↑↓⟩⟨↑↓| + |↑↓⟩⟨↓↑| + |↓↑⟩⟨↑↓| + |↓↑⟩⟨↓↑|) (2.45)
and we can easily find the reduced density matrices for the systems held by Alice and Bob
𝜌A =12 (|↑⟩⟨↑| + |↓⟩⟨↓|) (2.46)
𝜌B =12 (|↓⟩⟨↓| + |↑⟩⟨↑|) . (2.47)
We can try to reconstruct the original density matrix in Eq. (2.45) and find that
𝜌reconstructed = 𝜌A ⊗ 𝜌B =
1
4 (|↑↓⟩⟨↑↓| + |↑↑⟩⟨↑↑| + |↓↓⟩⟨↓↓| + |↓↑⟩⟨↓↑|) ≠ 𝜌, (2.48)
which we see is clearly not equivalent to the original state. This means that somehow, in reduc-
ing the density matrices, we have lost information contained in the original state. States that
behave in this way, with quantum correlations between systems on different sub-spaces, are
called ‘entangled.’
In fact there are a number of ways we could have pre-judged the outcome 𝜌reconstructed ≠ 𝜌.
For a start we note that both 𝜌A and 𝜌B are mixed states, while the original density matrix
was constructed from the pure state |Ψ⟩. This means that both Alice and Bob inherited classical
uncertainty from their lack of access to the whole state. We further note that both Alice and Bob
have the power to deterministically predict the measurement outcomes of the other observer
through an experiment on their own sub-system. Bob could measure his spin before Alice made
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a measurement and, from the collapse Postulate V, be sure that Alice would measure her spin in
the anti-parallel direction. Finally, and crucially, we see that the state |Ψ⟩ cannot be written as a
tensor product of pure states |𝜓 ⟩ ⊗ |𝜙⟩ on Alice and Bob’s sub-spaces. This means that they each
hold a state that is somehow conditional on the state held by their partner.
2.6.2 Teleportation
Entanglement can be thought of as a resource for quantum technologies and we illustrate this
through the example of ‘teleportation,’ the protocol for which was created by Bennett et al. in
1993 [53]. The aim of the procedure is for Alice to send the qubit state |𝜓 ⟩ = 𝛼 |0⟩ + 𝛽 |1⟩ to Bob
without physically transferring a quantum system to him.3 It turns out that this can be achieved
if Alice and Bob share a quantum system in a ‘maximally entangled’ state and are allowed to
communicate classically. A maximally entangled, bi-partite, pure state is one in which the re-
duced density matrix 𝜌 for either observer is diagonal in some measurement basis, possessing
only classical correlations. The state we choose for this protocol is the Bell state
|Φ+⟩ = 1√2 (|00⟩ + |11⟩) , (2.49)
where the first label corresponds to Alice’s qubit and the second to Bob’s. Note that this choice
is somewhat arbitrary and the procedure can be modified to use any of the four maximally en-
tangled Bell pairs. The total state for the entire system is
|Ψ⟩ = |𝜓⟩ ⊗ |Φ+⟩ = 1√2 (𝛼 |000⟩ + 𝛼 |011⟩ + 𝛽 |100⟩ + 𝛽 |111⟩) (2.50)
and the task is to somehow transfer the state of qubit one (the first label in the ket), which is held
by Alice to the state of qubit three (the third label), which is held by Bob.
Alice is free to operate on the first two qubits in the state Eq. (2.50) and performs a joint
measurement in the Bell basis such that her system is projected onto one of the states |Φ+⟩, |Φ−⟩,
|Ψ+⟩ or |Ψ−⟩, where
|Φ±⟩ = 1√2 (|00⟩ ± |11⟩) and |Ψ
±⟩ = 1√2 (|01⟩ ± |10⟩) . (2.51)
This change of basis would e.g. in the spin example previously, correspond to measuring the
magnitude of the spin along a different axis and is a legitimate choice of basis because Bell states
are orthogonal to one another. We can rewrite the state in Eq. (2.50) in the Bell basis and find
that
|Ψ⟩ = 12 [|Φ
+⟩ (𝛼 |0⟩ + 𝛽 |1⟩) + |Φ−⟩ (𝛼 |0⟩ − 𝛽 |1⟩) + |Ψ+⟩ (𝛼 |1⟩ + 𝛽 |0⟩) + |Ψ−⟩ (𝛼 |1⟩ − 𝛽 |0⟩)] ,
(2.52)
which means that if Alice measures e.g. |Φ+⟩ she knows that Bob’s qubit is in the state |𝜓 ⟩ as
desired and can communicate this to him. In fact, once Alice has a measurement outcome and
communicates with Bob, Bob can deterministically create the state |𝜓 ⟩ using only local operations
on his single qubit. If Alice measures |Ψ+⟩ then Bob knows to apply a spin-rotation operation
such that |0⟩ → |1⟩ and |1⟩ → |0⟩ to his qubit to recover the state |𝜓 ⟩.
In teleportation we really do transmit the quantum state |𝜓 ⟩ from one location to another
without any transfer of matter. Classically we can only imagine this being possible if we had 𝑁
copies of the initial state and were allowed to interrogate it an arbitrary number of times. We
could in this case estimate the parameters 𝛼 and 𝛽 and transmit them classically to Bob in order
3Note that we have now adopted a bit-like notation of 0 and 1 to refer to orthogonal qubit states but this could
easily be replaced by the arrows of the previous section.
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to achieve the same result, though Bob’s state would only be an exact copy of the original in
the limit 𝑁 → ∞. In the teleportation protocol neither Alice nor Bob gained any knowledge
about the parameters 𝛼 and 𝛽 and this gives us some sense as to why quantum cryptography is
expected to be such a powerful technology in the near future. We finally note that, even though at
first glance it might appear that super-luminal communication is achieved here, it most certainly
is not. This is ensured by the probabilistic nature of Alice’s measurement outcomes and the
subsequent necessity to communicate via a classical channel.
2.6.3 Entanglement Measures
We have demonstrated that quantum entanglement can be used as a resource for quantum tech-
nologies and we therefore want to quantify the ‘amount’ of entanglement exhibited by a given
state. This is important for several reasons and we first note that e.g. the state
|Φ⟩ = 110 (|↑↓⟩ + 3√11 |↓↑⟩) (2.53)
is entangled in the same way as the state |Ψ⟩ in Eq. (2.45) is. We cannot write either as a product
of states on the individual sub-spaces and yet |Φ⟩ is somehow less entangled than |Ψ⟩ is. The
separable product state |𝜒 ⟩ = |↓↑⟩ is very close to |Φ⟩ and they only behave differently ∼ 1% of
the time. Furthermore, in more complex situations, it is not always obvious how to check for
separability and this is especially true when we allow the states to be mixed. Confirming that
𝜌 ≠ ∑
𝑖
𝑃𝑖(𝜌A𝑖 ⊗ 𝜌B𝑖 ) (2.54)
for all 𝜌A𝑖 and 𝜌B𝑖 in any measurement basis is not a trivial exercise. We therefore search for
an algorithm capable of: a) discriminating between entangled and separable states and b) in-
creasing monotonically as the difference between an entangled state and the ‘closest’ separable
state increases. This problem is difficult for ‘multipartite’ entanglement, where the number of
sub-systems is greater than two, and we therefore consider from now on only systems of two
qubits.
We’re searching for a ‘measure’ of entanglement, which quantifies the ability of a state to
perform a certain task. In particular, we suppose that two parties are given 𝑛 copies of the pure
state |Ψ⟩, which is partly entangled, and asked to use local operations and classical communica-
tion to produce the maximum number𝑚 of maximally entangled states. It was shown by Bennett
et al. [54] that this can be achieved and that the ratio𝑚/𝑛 is given by the ‘von Neumann entropy’
𝐸(|Ψ⟩) = −Tr [𝜌A log2 𝜌A] = −Tr [𝜌B log2 𝜌B] . (2.55)
The matrices 𝜌A and 𝜌B are the reduced density matrices describing the systems held by the first
and second parties, which are defined by Eq. (2.44). The von Neumann entropy measures the
amount of classical uncertainty in a state [55] and we therefore understand that it tells us how
much information was contained in the quantum correlations between the two sub-systems. It
has been further shown that we can extend this idea to the mixed state
𝜌 = ∑
𝑖
𝑃𝑖 |Ψ𝑖⟩⟨Ψ𝑖 | (2.56)
by defining
𝐸(𝜌) = min∑
𝑖
𝑃𝑖𝐸(|Ψ𝑖⟩), (2.57)
where the minimisation is taken over all possible decompositions of 𝜌 [56]. This means that we
have to find every single pure state decomposition of 𝜌, i.e. all the possible combinations of 𝑃𝑖 and
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Figure 2.1: Concurrence as a function of the parameter 𝛼 for three states defined in terms of
the pure state |Ψ(𝛼)⟩ ≡ 1/√1 + 𝛼2 (|00⟩ + 𝛼 |11⟩). The red curve shows the concurrence when
this state is in equal mixture with a separable partner state and the purple when the partner is
maximally entangled.
|Ψ𝑖⟩ that reproduce the state, calculate the average entanglement in each decomposition and take
the minimum value. This ‘entanglement of formation’ is a faithful measure of entanglement but
the minimisation step in the algorithm renders it extremely costly to compute for the majority
of two qubit states.
The measure of entanglement that we adopt throughout the remainder of this thesis is the
‘concurrence,’ 𝒞(𝜌), first introduced by Hill andWootters in 1997 [57]. The concurrence is not so
intuitive to understand as an entanglement measure and we note instead that it is bounded from
below by 0, from above by 1 and scales monotonically with the entanglement of formation; if
we find the entanglement of formation for an arbitrary pair of states and discover 𝐸(𝜌2) > 𝐸(𝜌1),
we will always find that 𝒞(𝜌2) > 𝒞 (𝜌1). We will discuss the mixed case momentarily but it
is instructive to note that in the pure state case the concurrence takes a simple form. For the
arbitrary two-qubit state
|Ψ⟩ = 𝑎 |00⟩ + 𝑏 |01⟩ + 𝑐 |10⟩ + 𝑑 |11⟩ , (2.58)
where 𝑎, 𝑏, 𝑐 and 𝑑 are complex numbers, the concurrence is 𝒞(|Ψ⟩) = | ⟨Ψ|Ψ̃⟩ |, where |Ψ̃⟩ is the
‘spin-flipped’ version of |Ψ⟩, defined by |Ψ̃⟩ ≡ (𝜎𝑦 ⊗ 𝜎𝑦) |Ψ∗⟩. This means that
𝒞(|Ψ⟩) = | ⟨Ψ| (𝜎𝑦 ⊗ 𝜎𝑦) |Ψ∗⟩ | = 2 |𝑎𝑑 − 𝑏𝑐| , (2.59)
which is extremely simple to evaluate. Note that this formula makes good intuitive sense because
we can easily show that |Ψ⟩ is only separable in the case where 𝑎𝑑 = 𝑏𝑐 and so the concurrence
in some sense measures the distance to separability.
For mixed states, the concurrence is more difficult to calculate but does not rely on the min-
imisation algorithm employed by the entanglement of formation. The procedure for arbitrary
two qubit states was derived by Wootters in 1998 and we refer to Ref. [58] for the mathematical
details. The protocol is as follows; for the density matrix 𝜌, we calculate the new matrix
𝑅(𝜌) = √√𝜌(𝜎𝑦 ⊗ 𝜎𝑦)𝜌∗(𝜎𝑦 ⊗ 𝜎𝑦)√𝜌 (2.60)
and find its four eigenvalues 𝜆𝑖 . We arrange these eigenvalues in decreasing order such that
𝜆1 ≥ 𝜆2 ≥ 𝜆3 ≥ 𝜆4 and the concurrence is subsequently found as
𝒞(𝜌) = max(0, 𝜆1 − 𝜆2 − 𝜆3 − 𝜆4), (2.61)
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which is hard to interpret intuitively. We do not prove this result here but it does seem prudent
to show how the concurrence behaves for some prototypical states and check that it gives the
expected behaviour. We take the state
|Ψ(𝛼)⟩ = 1
√1 + 𝛼2
(|00⟩ + 𝛼 |11⟩) , (2.62)
which is separable for 𝛼 = 0 and maximally entangled for 𝛼 = 1 and plot its concurrence as
a function of 𝛼 in Fig. 2.1. We see that, as expected, the concurrence increases monotonically
as 𝛼 is increased. We also take equal mixtures of this state with both maximally entangled and
separable states and find that the concurrence does indeed behave exactly as we would expect.
In the case of a mixture with a separable state, the concurrence does not become greater than 0.5
and, in the situation where both states in the mixture are maximally entangled, the concurrence
becomes unity as 𝛼 → 1.
2.7 Summary
In summary, we have described the postulates of quantum mechanics and seen how these trans-
late into descriptions of experiments in terms of states and operators. We showed how to com-
pute the time-evolution of these objects in the Schrödinger, Heisenberg and interaction pictures.
We then saw that quantisation of the electromagnetic field naturally leads to a description of
light in terms of photons and that states of the field are conveniently described in terms of lad-
der operators. Finally, we discussed the strange prediction of entanglement, showed how it can
form a resource for quantum technologies and introduced the concurrence, which measures the
amount of this resource in a given state.
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Chapter 3
Quantum Optics
In this chapter we expand upon the fundamental principles of quantum mechanics discussed
in Chapter 2 with a particular focus on systems involving light-matter interactions—the field of
‘quantum optics.’ We first discuss the Hamiltonian we will commonly employ to describe such
systems and justify the often utilised ‘rotating-wave-approximation.’ We go on to discuss the
master equation approach to analysing a system’s dynamics and use some example calculations
to show how the Lindblad form of the time evolution generator can be used to model dissipative
processes. An alternative treatment of some quantum optical set-ups is then given in Sec. 3.3
and we focus on the Input-Output Formalism developed in the 1980s. We conclude this chapter
by describing the 𝑆-matrix object and show how it can be calculated using the input-output
equations.
3.1 A Light-Matter Hamiltonian
We saw in Sec. 2.3.1 that, in order to find how a system evolves over time, we need to find the
Hamiltonian operator for the system. As we are ultimately interested in coupling solid-state
qubits to optical waveguides, it seems prudent to find the Hamiltonian for such a setup. The
point here is that the Hamiltonian comprises three parts 𝐻 = 𝐻atomic +𝐻optical +𝐻coupling, where
the first two components are Hamiltonians for the free emitter and waveguide respectively and
the third component describes the coupling. It is generally relatively easy to find the first two
Hamiltonians but unsurprisingly the interesting dynamics are found in 𝐻coupling. In general we
make a simplifying assumption about the form of this Hamiltonian in order to model the total
system dynamics and this is the subject of the following section.
3.1.1 Rotating Wave Approximation
Throughout this thesis we refer to the ‘rotating-wave-approximation.’ This is a widely made
assumption, famously applied in the derivation of the Jaynes-Cummings Hamiltonian [59] and
now ubiquitous in the literature. In order to understand the approximation we first consider the
classical term for the energy coupling an electric dipole to an external field [60]
𝐸dipole ∝ −E ⋅ x, (3.1)
where E is the field vector and x indicates the dipole direction. In the ‘dipole approximation’
this term can be used to describe the coupling of an emitter to a propagating optical wave, as the
electric field associated with the wave excites the dipole formed by creating e.g. an electron-hole
pair.
We consider the electric field associated with a monochromatic, coherent light source with
amplitude 𝛼 and frequency 𝜔0 and the dipole generated by the two-level-atom with ground state
|𝑔⟩ and excited state |𝑒⟩. By recalling the selection rules for optical transitions [61], we can
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deduce that diagonal elements of the dipole operator are zero and therefore the semi-classical
Hamiltonian corresponding to the energy in Eq. (3.1) is
𝐻dipole ∝ − (𝜎− + 𝜎+) (𝑒−𝑖𝜔0𝑡𝛼 + 𝑒𝑖𝜔0𝑡𝛼 ∗). (3.2)
We leave the proportionality constant undefined, referring to e.g. Ref. [62] for a more detailed
derivation and the Pauli operators 𝜎+ and 𝜎− are defined as in Chapter 2. We can transform the
Hamiltonian Eq. (3.2) into the interaction picture with respect to the free atomic Hamiltonian
𝐻0 = ℏ𝜔0𝜎𝑧/2 and find that
𝐻dipole:int ∝ (𝑒−𝑖𝜔0𝑡𝜎− + 𝑒𝑖𝜔0𝑡𝜎+) (𝑒−𝑖𝜔0𝑡𝑎 + 𝑒𝑖𝜔0𝑡𝑎†) . (3.3)
We immediately identify four terms in 𝐻dipole:int, two of which oscillate rapidly at the frequency
2𝜔0. For processes occurring on relatively long time-scales it is justified to neglect these rapidly
oscillating terms as they will have undergone many rotations and averaged to zero over the
course of the interaction. This is the rotating wave approximation and leaves
𝐻coupling ∝ 𝑒𝑖𝜔0𝑡𝜎−𝛼 ∗ + 𝑒−𝑖𝜔0𝑡𝛼𝜎+ (3.4)
in the non-rotating frame. Generalising this Hamiltonian to the situation where the light is non-
classical we find that
𝐻rwa = 𝑔𝑎𝜎+ + 𝑔∗𝑎†𝜎−, (3.5)
where we set the coupling constant as 𝑔 and 𝑎 is the annihilation operator for the optical field.
This assumes a single mode field but readily generalises to a set of modes with wave-number 𝑘
𝐻rwa = ∑
𝑘
𝑔𝑘𝑎𝑘𝜎+ + 𝑔∗𝑘𝑎†𝑘𝜎−, (3.6)
where the coupling between the optical field and atom, 𝑔𝑘 , is generally wavelength-dependent.
An important and useful property to notice about the Hamiltonian (3.5) is the fact that it is
excitation number conserving. The field annihilation operator is paired with the spin up Pauli
matrix and vice-versa. This makes a good deal of physical sense and in many ways justifies our
liberal application of the rotating-wave-approximation. That is not to say that the approximation
is universally applicable however [63] and the ‘ultra-strong coupling’ regime [64], where quickly
oscillating terms cannot be ignored, has already been realised experimentally [65].
3.1.2 Two-Level-System Coupled to an Optical Waveguide
We follow Ref. [66] and use the rotating-wave-approximation to deduce an interaction Hamilto-
nian describing a two-level-system coupled to an optical waveguide. We begin by dividing the to-
tal Hamiltonian into free and interacting parts, 𝐻0 and 𝐻int respectively. The dynamics of an iso-
lated emitter and bare waveguide are described by 𝐻0, while the coupling between them, which
we assume is of dipole form, is specified by 𝐻int. We take a limit where the waveguide supports
a continuum of optical modes with wavenumber 𝑘 and apply the rotating-wave-approximation.
This leads to
𝐻 = 𝐻0 + 𝐻int =
1
2ℏΩ𝜎𝑧 + ∫0
d𝑘 ℏ𝜔(𝑘)?̃?†𝑘 ?̃?𝑘 + ℏ ̃𝛾 ∫0
d𝑘 (𝜎+?̃?𝑘 + ?̃?†𝑘𝜎−) , (3.7)
where 𝜔(𝑘) gives the waveguide dispersion relation and the operator ?̃?𝑘 destroys a photon of
wavenumber 𝑘 while obeying [?̃?𝑘 , ?̃?†𝑘′] = 𝛿 (𝑘 − 𝑘′). We have assumed the fixed coupling rate ̃𝛾
between optical modes of wavenumber 𝑘 and the atomic transition and adopted the convention
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that unspecified lower and upper integration limits imply negative and positive infinity respec-
tively.
It is shown by e.g, Maier [67] that the dispersion relation for waveguide confined optical
modes is surface-plasmonic. We linearise this about some central wavenumber 𝑘0 so that, when
the photon group velocity is 𝑣𝑔 , ?̃?(𝑘) ≈ 𝜔0 + 𝑣𝑔(𝑘 − 𝑘0). This means that
𝐻 = 12ℏΩ𝜎𝑧 + ∫ d𝑘 ℏ𝜔0?̃?
†
𝑘 ?̃?𝑘 + ℏ𝑣𝑔(𝑘 − 𝑘0)?̃?†𝑘 ?̃?𝑘 + ℏ ̃𝛾 ∫ d𝑘 (𝜎+?̃?𝑘 + ?̃?†𝑘𝜎−) , (3.8)
where we have also extended the limits of integration to cover the entirety of reciprocal space—
an appropriate approximation when the band of populated modes is narrow. We next introduce
the variable: 𝜖 ≡ 𝑣𝑔(𝑘 − 𝑘0), which we use to re-write the Hamiltonian
𝐻 = 12ℏΩ𝜎𝑧 + ∫ d𝜖 ℏ(𝜔0 + 𝜖)𝑎
†𝜖 𝑎𝜖 + ℏ𝛾 ∫ d𝜖 (𝜎+𝑎𝜖 + 𝜎−𝑎†𝜖 ) (3.9)
where we have defined 𝛾 ≡ 1/√𝑣𝑔 ̃𝛾 and 𝑎𝜖 ≡ 1/√𝑣𝑔 ?̃?𝑘0+𝑣−1𝑔 𝜖 . It can be easily shown that the
commutation relation [𝑎𝜖 , 𝑎†𝜖′] = 𝛿(𝜖 − 𝜖′) is preserved.
At this point we can simply use the definition of the interaction Hamiltonian (see Sec. 2.3)
and equation (3.9) to deduce that
𝐻I(𝑡) = ℏ𝛾 ∫ d𝜖 (𝑒−𝑖Δ𝜖 𝑡𝜎+𝑎𝜖 + 𝑒𝑖Δ𝜖 𝑡𝜎−𝑎†𝜖 ), (3.10)
which is the desired result, with the detuning defined by Δ𝜖 ≡ 𝜔0 + 𝜖 − Ω. Eq. (3.10) has the
expected structure of an interaction Hamiltonian, with phases on the operators given by the
energy mis-match between photons and emitter.
3.2 Master Equations
We saw in Sec. 2.6 that a pure quantum state can becomemixed if it is coupled to a second system
that we cannot monitor. This has consequences for the evolution of quantum systems in non-
ideal or ‘real-world’ conditions, as the system of interest will almost inevitably be coupled to a
large, noisy environment. Suppose we have the state |𝜓 (𝑡0)⟩, which evolves under the unitary
transformation 𝑈(𝑡, 𝑡0) to |𝜓 (𝑡)⟩. The associated density matrix evolves to 𝜌(𝑡) = |𝜓 (𝑡)⟩⟨𝜓(𝑡)|
and continues, for all 𝑡 , to describe a quantum system in a pure state. This means that quantum
systems coupled to unmonitored environments or ‘open quantum systems’ cannot have their
dynamics described by unitary transformations.
Formally, the density matrix associated with the system of interest, 𝜌(𝑡) can be found by
unitarily evolving the combined system-environment densitymatrix 𝜌tot(𝑡0) from the initial time,
𝑡0 to 𝑡 and then tracing out the environmental degrees of freedom [68]. This is in general too
complicated to be feasible however and instead we want to find a ‘dynamical map,’ which will
necessarily be non-unitary but act only on the system sub-space. This map should describe both
the isolated evolution of the system and the dissipative dynamics associated with the system-
environment coupling. Furthermore, we must take care to map valid density matrices to new
valid density matrices, which obey the conditions:
I The density matrix is Hermitian, 𝜌(𝑡) = 𝜌†(𝑡).
II All probabilities sum to unity, Tr[𝜌(𝑡)] = 1.
III The density matrix is positive, ⟨𝑥| 𝜌(𝑡) |𝑥⟩ ≥ 0 ∀𝑥 .
A generalmap, constrained only by these conditions, does not especially simplify our calculations
and additional approximations are therefore required. We now discuss how, with two additional
approximations, the map can be re-cast into a particular form of ‘master equation’ for the density
matrix 𝜌(𝑡).
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Figure 3.1: (a) Some quantum system, which we can measure, exchanges energy with an unmon-
itored environment. The system-bath entanglement means that the evolution of the system is no
longer unitary. (b) Time dynamics of the population inversion of a classically, resonantly driven
two-level-system with Rabi frequency Ω for a variety of radiative damping rates Γ.
3.2.1 The Lindblad Form
It was determined by Lindblad in 1976 that, with two additional approximations, the form of the
dynamical map can be reduced to the master equation [69]
̇𝜌(𝑡) = ℒ𝜌(𝑡), (3.11)
whereℒ is the Liouvillian super-operator, which acts on the density operator as
ℒ𝜌(𝑡) ≡ − 𝑖ℏ [𝐻 , 𝜌(𝑡)] +∑𝑘
𝐿𝑘𝜌(𝑡)𝐿†𝑘 −
1
2 (𝐿
†
𝑘𝐿𝑘𝜌(𝑡) + 𝜌(𝑡)𝐿†𝑘𝐿𝑘) . (3.12)
In Eq. (3.12) the Hamiltonian 𝐻 is the system Hamiltonian and, like the Lindblad operators 𝐿𝑘 ,
acts only on the system sub-space. The Lindblad operators corresponding to a given system-
environment interaction process can be deduced from microscopic models [70] but it is often
preferable to judiciously choose these operators by requiring that the solution to the resulting
master equation (3.11) reproduces the expected behaviour.
We do not explicitly derive Eq. (3.12) in this thesis, instead discussing some illustrative exam-
ples, and refer to e.g. Ref. [71] for mathematical details. It is however important to understand
the approximations underlying the form of the Liouvillian super-operator and subsequent limi-
tations to the validity of the Lindblad form of the master equation. The approximations we make
about the evolution of the system are:
IV. Linearity; that elements of the density matrix for the system at some time 𝑡 > 𝑡0 can be
written as a linear combination of elements in the matrix at an earlier time 𝑡0
𝜌𝑖𝑗(𝑡) = ∑
𝑘,𝑙
𝑐𝑖𝑗;𝑘𝑙𝜌𝑘𝑙(𝑡0). (3.13)
V. Markovian evolution; that the density matrix at time 𝑡 depends only on the values of the
density matrix at some earlier time 𝑡0 and not the set of earlier times {𝑡0, 𝑡1, 𝑡2… 𝑡𝑁 }. This
is sometimes referred to as the ‘memoryless’ approximation.
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The Lindblad form is the most general master equation assuming that the evolution of the system
is well approximated as linear and Markovian. We will go on to see in the next section that,
under these approximations, many interesting phenomena can be predicted but this is not to
say that these approximations hold generally. In particular the observation of non-Markovian
dynamics has been reported in a wide variety of systems such as in Ref. [72], where the bath
of phonons comprising the environment of a semiconductor quantum dot cannot be thought of
as memoryless. Alternative techniques, which dispense with the Markovian approximation are
available [73].
3.2.2 Examples
Radiative and Non-Radiative Damping
One canonical example of a situation in which we can employ a Lindblad-type master equation
is that of a simple, two-level atom coupled to free space [74]. When the system of interest is
the isolated atom, with ground state |𝑔⟩ and excited state |𝑒⟩, we already understand the unitary
dynamics and so set the Hamiltonian 𝐻 = 0 for simplicity. It is only through the environment
that the states can couple and we postulate that the Lindblad operator associated with decay of
the atom (though e.g. photon emission) is 𝐿 = √Γ |𝑔⟩⟨𝑒|. Assuming this is the sole dissipation
channel, the Lindblad equation reads
( ̇𝜌11(𝑡) ̇𝜌12(𝑡)̇𝜌21(𝑡) ̇𝜌22(𝑡)) = Γ (
−𝜌11(𝑡) −𝜌12(𝑡)/2
−𝜌21(𝑡)/2 𝜌11(𝑡) ) , (3.14)
which can be solved to give
(𝜌11(𝑡) 𝜌12(𝑡)𝜌21(𝑡) 𝜌22(𝑡)) = (
𝜌11(0)𝑒−Γ𝑡 𝜌12(0)𝑒−Γ𝑡/2
𝜌21(0)𝑒−Γ𝑡/2 1 − 𝜌11(0)𝑒−Γ𝑡) . (3.15)
Note that we have explicitly written the density matrix according to the convention of Eq. (2.10),
such that 𝜌11(𝑡) represents the excited state population and 𝜌22(𝑡) the ground. This is the expected
form of the density matrix as we see that a system starting in the excited state |𝑒⟩ such that
𝜌11(0) = 1 will decay to the ground state at a rate Γ. In the infinite time limit, the system will
have entirely relaxed to the ground state |𝑔⟩.
It should be noted that in Eq. (3.15) the off-diagonal matrix elements decay in addition to
the diagonal ones. These off-diagonal matrix elements are often called the ‘coherences’ of the
system and here they indicate whether the density matrix 𝜌 represents a quantum or classical
superposition of the |𝑔⟩ and |𝑒⟩ states. The off-diagonal elements decay to zero when the state can
be described by a purely classical probability distribution and it is intuitive that as the system de-
cays into the environment, the quantummechanical correlations should vanish. Processes where
both energy and correlations are lost to the environment are referred to as ‘radiative damping’
but there are also processes that can occur where quantum correlations are lost in a system with-
out a corresponding loss of energy. ‘Non-radiative damping’ is sometimes referred to as ‘pure
dephasing’ and can for example occur when systems couple to an environment through ‘vir-
tual’ transitions, in which the uncertainty in a system’s energy due to Heisenberg’s Uncertainty
Principle causes the coherent phase relationship between quantum states to break down [75].
Pure dephasing processes can also be modelled using a Lindblad type master equation with the
Lindblad operator 𝐿 = √Γd/2𝜎𝑧 . In this case the master equation becomes
( ̇𝜌11(𝑡) ̇𝜌12(𝑡)̇𝜌21(𝑡) ̇𝜌22(𝑡)) = Γd (
0 −𝜌12(𝑡)
−𝜌21(𝑡) 0 ) (3.16)
and can be solved to give
(𝜌11(𝑡) 𝜌12(𝑡)𝜌21(𝑡) 𝜌22(𝑡)) = (
𝜌11(0) 𝜌12(0)𝑒−Γd𝑡
𝜌21(0)𝑒−Γd𝑡 𝜌22(0) ) (3.17)
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as expected. Radiative and non-radiative dephasing processes become important when wemodel
experimental systems in Chapter 5.
A Coherently Driven Atom
We can also find Lindblad equations for systems where the evolution of even the isolated system
is non-trivial, i.e. where 𝐻 ≠ 0. A particular example of this is the coherently driven, radiatively
damped, two-level atom. In the interaction frame with respect to 𝐻0 = ℏ𝜔𝑙𝜎𝑧/2, the Hamiltonian
for the atom coupled to a monochromatic, classical laser field with amplitude 𝛼 and frequency
𝜔𝑙 is
𝐻 = 12ℏΔ𝜎𝑧 − ℏ𝑔𝛼 (𝜎+ + 𝜎−) , (3.18)
with Δ ≡ 𝜔𝑎 − 𝜔𝑙 giving the atom-laser detuning and 𝑔 the light-matter coupling strength. As-
suming a single decoherence process, of spontaneous emission from the excited atomic level, we
can employ the Lindblad operator of the previous section to describe the dissipative dynamics
and determine a master equation for the density operator. Following convention we rearrange
this equation to describe the evolution of the Bloch vector, defined by
(
𝑢(𝑡)
𝑣(𝑡)
𝑤(𝑡)
) ≡ (
𝜌12(𝑡) + 𝜌21(𝑡)
𝑖(𝜌12(𝑡) − 𝜌21(𝑡))
𝜌11(𝑡) − 𝜌22(𝑡)
) . (3.19)
Using the Hamiltonian in Eq. (3.18) and radiative damping Lindblad operator, we can find the
master equation for the density matrix and subsequently the coupled differential equations for
elements of the Bloch vector
̇𝑢(𝑡) = −Δ𝑣(𝑡) − Γ2𝑢(𝑡) (3.20a)
̇𝑣(𝑡) = Δ𝑢(𝑡) + Ω𝑤(𝑡) − Γ2𝑣(𝑡) (3.20b)
?̇?(𝑡) = −Ω𝑣(𝑡) − Γ𝑤(𝑡) − Γ (3.20c)
where Ω ≡ 2𝑔𝛼 . Assuming an initially de-excited atom, the boundary conditions can also be
easily determined as
𝑤(0) = −1, 𝑢(0) = 0 and 𝑣(0) = 0. (3.21)
These equations are sometimes referred to as the ‘Optical Bloch Equations’ [76].
In general the optical Bloch equations are not analytically solvable and, as with the vast ma-
jority of master equations we might derive, we would implement a numerical solution. There are
a number of dedicated software packages for just this purpose, notable among which is ‘QuTiP’
for the Python programming language [77]. For illustrative purposes we can however restrict
ourselves to a parameter range in which the equations are tractable and use a Laplace transfor-
mation technique (App. A.1) as in Ref. [78] to determine the exact solution. One such soluble case
exists when the laser is resonant with the atomic transition, Δ = 0, and we Laplace transform
Eqs. (3.20a)-(3.20c) to yield
(
𝑠 + Γ/2 0 0
0 𝑠 + Γ/2 −Ω
0 Ω 𝑠 + Γ
)(
̄𝑢(𝑠)
̄𝑣(𝑠)
?̄?(𝑠)
) = (
0
0
−Γ/𝑠 − 1
) , (3.22)
which we can solve via a standard matrix inversion method. We then implement an inverse
Laplace transformation in the Mathematica software package [79] and arrive upon
𝑤(𝑡) = −
Γ2 + 2Ω2𝑒−
3Γ𝑡
4 (3Γ sinh(
1
4 𝑡√Γ2−16Ω2)
√Γ2−16Ω2 + cosh (
1
4 𝑡√Γ2 − 16Ω2))
Γ2 + 2Ω2 . (3.23)
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Figure 3.2: (a) A one-sided optical cavity, with mode operator 𝑎 coupled to an external continuum
of bosonic modes 𝑏(𝜔) through a leaky mirror at a rate 𝜅(𝜔). (b) Two-sided optical cavity as in
(a), with the perfect mirror to the right replaced with a second partially reflecting element.
Now, via definition (3.19), we see that 𝑤(𝑡) represents the probability of finding an excited atom,
minus that of measuring the ground state and this is sometimes called the ‘inversion.’ We plot
this quantity in Figure 3.1b and observe a pattern of damped oscillations at the ‘Rabi frequency’
Ω, tending towards a mixed steady state.
3.3 Input-Output Formalism
Another important technique in the quantum optics toolbox is the so-called “Input-Output For-
malism,” developed by Collett and Gardiner in the 1980s [80, 81]. Originally devised to find the
response of an optical cavity to a driving field, the formalism is particularly applicable when the
input field to a system is coherent and a detailed description of the local system dynamics are
not required. For these reasons, it is often employed in the modelling of experimental systems
and in Chapter 5 we deploy the formalism for just such a purpose. To begin with however we
follow the approach of Walls and Milburn [82] and derive the equations of motion for the mode
operator of an optical cavity in an external bosonic bath. This allows us to identify input and
output field operators, from which we construct the formalism.
3.3.1 Derivation
Consider the system of Figure 3.2a; a one-sided, single-mode, optical cavity with annihilation
operator 𝑎, is coupled through a leaky mirror to a bath of oscillators 𝑏(𝜔) at a rate 𝜅(𝜔). The
mode 𝑎 couples only through the left-hand interface, as the cavity is defined by a perfect mirror
to the right. The Hamiltonian for this system is
𝐻 = 𝐻cavity + 𝐻bath + 𝐻cav-bath
= ℏ𝜔0𝑎†𝑎 + ∫ d𝜔 ℏ𝜔𝑏†(𝜔)𝑏(𝜔) + 𝑖ℏ∫ d𝜔 𝜅(𝜔) [𝑏(𝜔)𝑎† − 𝑏†(𝜔)𝑎] , (3.24)
where we have assumed that the cavity supports only a single mode of angular frequency 𝜔0
and couples to the external bath via a dipole interaction in the rotating wave approximation,
as discussed in Sec. 3.1.1. It is of course an approximation to extend the integration over all of
frequency-space but this is justified when the band of populated modes is narrow1.
1The logic here is discussed by Collett and Gardiner and is similar to the justification for the rotating-wave-
approximation. Essentially we can move to a frame rotating at a drive frequency Ω and this shifts the lower limit
of integration from 0 to −Ω. Provided that this is large compared to the bandwidth of populated modes, it is justified
to approximate Ω → −∞.
28 Photon Scattering in Semiconductor Nanostructures
From the Hamiltonian of Eq. (3.24) we can find Heisenberg equations for mode operators and
first determine that the bath operator 𝑏(𝜔) obeys
?̇?(𝜔) = 𝑖ℏ [𝐻 , 𝑏(𝜔)] = −𝑖𝜔𝑏(𝜔) − 𝜅(𝜔)𝑎. (3.25)
Suppose now that we know the state of the bath at some initial time 𝑡0 and we label this 𝑏0(𝜔).
We can then re-cast Eq. (3.25) as
𝑏(𝜔) = 𝑒−𝑖𝜔(𝑡−𝑡0)𝑏0(𝜔) − 𝜅(𝜔)∫
𝑡
𝑡0
d𝑡′ 𝑒−𝑖𝜔(𝑡−𝑡′)𝑎 (3.26)
and this procedure could be similarly applied to the casewherewe instead know the field operator
𝑏1(𝜔) at some final time 𝑡 = 𝑡1. We have then integral equations for the bosonic bath operator in
terms of either its value at some initial or final time and the cavity mode operator. This operator
also obeys a Heisenberg equation
̇𝑎 = 𝑖ℏ [𝐻 , 𝑎] = −𝑖𝜔0𝑎 + ∫ d𝜔 𝑏(𝜔)𝜅(𝜔) (3.27)
and, in theory, the dynamics of the system are now fully specified. It is somewhat unclear how-
ever how we should interpret these equations. If we were to drive the cavity mirror with a laser
for example, it is not obvious how this would correspond to a state for the bath of oscillators
𝑏(𝜔).
At this point we make the simplifying approximation that the coupling between bosonic
and cavity modes is frequency independent, 𝜅(𝜔) = √𝛾/2𝜋 , which is again justified when the
bandwidth of populated bosonic modes is narrow compared with the cavity linewidth.2 We
then substitute Eq. (3.26) into Eq. (3.27) and use a resolution of the Dirac delta function [83] to
determine
̇𝑎 = −𝑖𝜔0𝑎 −
𝛾
2 𝑎 +
√𝛾
√2𝜋 ∫ d𝜔 𝑒
−𝑖𝜔(𝑡−𝑡0)𝑏0(𝜔). (3.28)
It is the form of Eq. (3.28) that guides us here and motivates our definition of the input operator
𝑏in ≡
1
√2𝜋 ∫ d𝜔 𝑒
−𝑖𝜔(𝑡−𝑡0)𝑏0(𝜔), (3.29)
so that
̇𝑎 = −𝑖𝜔0𝑎 −
𝛾
2 𝑎 + √𝛾𝑏in. (3.30)
It is then clear why we identified the input operator as in Eq. (3.29), as we can draw analogy
between the form of Eq. (3.30) and the driven, damped harmonic oscillator. We see that Eq. (3.30)
consists of three terms representing; a harmonic oscillation at frequency 𝜔0, damping of this
oscillation at a rate 𝛾 and driving of the oscillation with a field 𝑏in respectively. Thinking about
the system sketched in Fig. 3.2a, this is exactly the form of equation we would expect to describe
the dynamics and we have identified clearly the operator describing the input to the system.
We have then an equation relating the evolution of the cavity mode operator 𝑎 to the operator
for an input optical mode and all that remains is to determine how this subsequently relates to a
similar output operator. There are several ways to arrive at this equation, we could for instance
repeat the procedure outlined above but use the final time, 𝑡1 boundary conditions to rewrite
2In fact this also turns out to be a necessary condition for the system to evolve in a Markovian manner, as in the
Lindblad master equation.
Quantum Optics 29
𝜅1(𝜔)
𝑏out
𝑏in
𝑏(𝜔)
𝑐in
𝑐out
𝜅2(𝜔)
system
Figure 3.3: Some local system coupled through two partially transmissive elements to a bath of
bosonic modes.
Eq. (3.26) and substitute this into Eq. (3.27) for the cavity mode operator. A more elegant solution
exists however and we can argue that, by time reversal of Eq. (3.30), we logically arrive upon
̇𝑎 = −𝑖𝜔0𝑎 +
𝛾
2 𝑎 − √𝛾𝑏out. (3.31)
This is because the time reversal transformation acts to reverse the direction of the coherent
evolution, turns input operators to outputs and sets 𝑡 → −𝑡 . Damping is an irreversible process
and this is the origin for the change of sign on the damping term compared with Eq. (3.30).
Combining equations for the input and output optical fields we finally arrive upon the input-
output relation
𝑏in + 𝑏out = √𝛾𝑎, (3.32)
which we might choose to interpret as a boundary condition on the optical field at the mirror
surface. This is because we have a condition relating field amplitudes at a surface and we can
draw analogy between this and the procedure for finding how the classical electromagnetic field
behaves at e.g. a dielectric boundary.
In some senses the one-sided optical cavity is the quintessential illustration of the Input-
Output Formalism, with one of themost simple systemswe could imagine, coupled to single input
and output bosonic modes. Fortunately the formalism is not limited to such idealised systems
and can readily be extended to describe a wider range of local systems, coupled to multiple input
and output modes. Consider first the two-sided optical cavity shown in Fig. 3.2b. It is relatively
simple to see how we extend the formalism to account for the second set of input modes and we
have now
̇𝑎 = −𝑖𝜔0𝑎 − (
𝛾1
2 +
𝛾2
2 ) 𝑎 + √𝛾1𝑏in + √𝛾2𝑐in, (3.33)
where 𝜅2(𝜔) = √𝛾2(𝜔)/2𝜋 . We arrived at Eq. (3.33) by allowing the mode operator to now decay
via an additional channel at the right-hand mirror and adding a coupling to a second driving field
at this interface. The input-output relations now read
𝑏in + 𝑏out = √𝛾1𝑎 and 𝑐in + 𝑐out = √𝛾2𝑎, (3.34)
which we argue are the obvious generalisations of the boundary condition given in Eq. (3.32).
This procedure can be continued for the case of multiple input and output optical modes but the
two interface example most commonly occurs in real-world systems.
As well as generalising the formalism to account for more input and output optical modes we
can replace the simple single mode cavity with more complex local systems. The key assumption
here is that the coupling between bosonic modes and this system retains the form given in the
Hamiltonian of Eq. (3.24), i.e. that the only allowed transformation is 𝐻cavity → 𝐻system, where
𝐻system describes some new local setup. The form of 𝐻cav-bath must be preserved and the new
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local system must have an excitation operator that couples linearly to the bath modes, 𝑏(𝜔)
in the same way as 𝑎 does in the cavity system. In this case it is clear that all of the logic
employed previously continues to hold, as the only term in e.g. Eq. (3.30) that originates from
this Hamiltonian is the coherent oscillation, −𝑖𝜔0𝑎. We therefore transform Eq. (3.33) to
̇𝑑 = 𝑖ℏ [𝐻system, 𝑑] − (
𝛾1
2 +
𝛾2
2 ) 𝑑 + √𝛾1𝑏in + √𝛾2𝑐in, (3.35)
where 𝑑 represents the local system operator now coupled to the driving fields. For example,
suppose that we take the two-sided optical cavity of Fig. 3.2b but couple to it a two-level atom
with a single optical transition of frequency Ω. In this case 𝑑 → 𝑎 and
𝐻system = 𝐻atom + 𝐻cavity + 𝐻coupling
= ℏΩ2 𝜎𝑧 + ℏ𝜔0𝑎
†𝑎 + 𝑖𝑔ℏ (𝑎𝜎+ − 𝑎†𝜎−) (3.36)
where the Pauli operators are defined as in Chapter 2 and we have assumed a Jaynes-Cummings
type coupling with an amplitude 𝑔. This is one of the two systems we analyse in the following
section.
3.3.2 Examples
Two-Sided Optical Cavity
We now employ the Input-Output formalism to treat two prototypical examples; the two-sided
optical cavity shown in Fig. 3.2b and the same cavity coupled to a two-level-system, as discussed
previously. It may seem something of a trivial exercise to examine the two-sided optical cavity
in any great detail, after all the classical description of such a system is extremely well-known,
with Maxwell’s equations predicting the emergence of ‘Fabry-Pérot’ interference fringes [84].
It turns out however that a quantum description of this phenomenon, where the cavity fully
reflects an incoming monochromatic laser except at sharp points corresponding to resonance
frequencies, is challenging. This is because a cavity is usually characterised by a set of standing-
wave modes, which once excited have no reason to preferentially decay into one direction or
the other. The problem is explained in detail by Barlow et al. [85] and they develop a master
equation approach to the problem, which complements the plethora of existing techniques based
on e.g. photon quasi-mode decompositions [86], modes of the universe theories [87] and the
input-output description presented here.
We first suppose that the optical cavity is driven from the left such that 𝑐in = 0 and also that
the mirrors are equally lossy so that 𝛾1 = 𝛾2 ≡ 𝛾 . If we have a coherent laser driving field then
we can replace the remaining input operator with a complex number 𝑏in → 𝛼𝑒−𝑖𝜔l𝑡 , where 𝜔l is
the laser frequency and 𝛼 its amplitude. The resulting differential equation is readily solved and
at steady-state we find that the expectation value of the cavity mode operator obeys
⟨𝑎⟩ = √𝛾𝑖(𝜔0 − 𝜔l) + 𝛾
𝛼𝑒−𝑖𝜔l𝑡 (3.37)
and this leads immediately to an equation for the transmissivity of the cavity
𝑇 ≡ |⟨𝑐out⟩|
2
|𝛼 |2 =
𝛾 2
𝛾 2 + (𝜔0 − 𝜔l)2
. (3.38)
We plot this this quantity in Fig. 3.4a for a variety ofmirror reflectivities and find that the expected
behaviour, where the bandwidth of filtered modes becomes more limited with increased mirror
reflectivity, is reproduced.
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(a) Transmissivity of a two-sided cavity.
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(b) Transmissivity of a two-sided cavity with emitter.
Figure 3.4: (a) Transmissivity of the two-sided optical cavity, with resonance frequency 𝜔0 and
coupled to an external laser at a rate 𝛾 , as a function of the laser driving frequency 𝜔l. (b) Plot
as in (a), with 𝛾 = 𝜔0 but with an atom coupled to the cavity at a rate 𝑔 = 𝛾/10. The atomic
transition energy is either degenerate with the cavity resonance or offset by 𝛿 = 𝛾/2.
Two-Sided Optical Cavity and Emitter
Let’s now consider the case where this same cavity is coupled via a Jaynes-Cummings type
Hamiltonian to a two-level atom. Retaining all previous assumptions, the equation for the cavity
mode operator reads
̇𝑎 = −𝑖𝜔0𝑎 − 𝛾𝑎 + √𝛾𝛼𝑒−𝑖𝜔l𝑡 − 𝑔𝜎−, (3.39)
where 𝑔 is the cavity-atom coupling rate. We take the ‘bad-cavity’ limit where the cavity is much
more strongly coupled to the incoming laser than the atom, 𝛾 ≫ 𝑔, and this means that ̇𝑎 = −𝑖𝜔l𝑎3 and therefore
𝑎 = √𝛾𝑏in − 𝑔𝜎−𝛾 − 𝑖(𝜔l − 𝜔0)
. (3.40)
We can substitute Eq. (3.40) into the Heisenberg equation for the 𝜎− Pauli operator, which under
the ‘weak-excitation’ approximation that ⟨𝜎𝑧⟩ ≈ −1, is
?̇?− = −𝑖Ω𝜎− + 𝑔𝑎. (3.41)
We substitute Eq. (3.40), into Eq. (3.41), make the approximation that ?̇?− = −𝑖𝜔l𝜎− and substitute
the result into the input-output relation Eq. (3.34) to find the transmissivity of the cavity
𝑇 = |||
𝛾
𝛾 − 𝑖(𝜔l − 𝜔0)
[1 − 𝑔
2
𝑔2 − 𝑖(𝜔l − Ω)(𝛾 − 𝑖(𝜔l − 𝜔0))
]|||
2
. (3.42)
In Fig. 3.4b we plot the transmissivity under these approximations for both the case where the
emitter is resonant with the cavity and detuned by some finite frequency 𝛿 . We see that in
both cases that the presence of the atom drastically changes the behaviour of the cavity, even
in this weak-coupling limit. The total loss of transmissivity on resonance with the emitter is
3At steady-state, in the Heisenberg picture, we would expect the cavity mode operator to evolve coherently at the
laser frequency so that 𝑎(𝑡) ≈ 𝑒−𝑖𝜔𝑙 𝑡𝐶 , where 𝐶 is a time-independent operator.
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an extremely interesting phenomenon, which we will go on to explain thoroughly in Chapter 5
and here we simply note that, working in the bad cavity regime, this effect persists under the
addition of leaky mirrors. When the atomic transition energy is offset from the cavity resonance
frequency, the convolution of the transmission drop with the Fabry-Pérot background leads to
an asymmetric line-shape or a ‘Fano-resonance’ [88].
3.4 The Scattering Matrix
In both the master equation and input-output approaches studied in the previous sections, we
considered classical, coherent optical input states. Both formalisms are highly suited to this sce-
nario and they are therefore widely employed in the modelling of experimental systems, where
the most convenient optical input is generally a continuous wave laser. It is clear however that
to optically manipulate qubits on short time-scales, continuous driving and measurement of a
system is not ideal and we need instead to move to a regime where we inject and detect discrete
optical states. This implies the transition to a new formalism and we borrow the ‘𝑆-matrix’ object
from relativistic quantum field theory, which is well suited to analysing exactly these situations.
3.4.1 Definition
We use the 𝑆-matrix to describe the results of scattering-type experiments, where two or more
quantum systems start spatially separated, interact for a time and then become spatially sep-
arated once more. In particular the object tells us how some quantum ‘in’ state, |Ψin⟩ at time
𝑡0 → −∞ evolves to an ‘out’ state, |Ψout⟩ at 𝑡1 → +∞. There are several good reasons to adopt
this description and one motivating factor is that, in an experiment, the asymptotic input and
output states are the ones we have control of and access to respectively. Secondly, from a theo-
retical point of view, the input and output states are easy to describe as they are eigenstates of the
free Hamiltonian 𝐻0, which governs the dynamics of the systems in the absence of interactions.
This is in contrast to the general case where the total Hamiltonian for the system is given by the
sum of free and interacting parts, 𝐻 = 𝐻0 + 𝐻int and the eigenstates are complex to determine.
The scattering matrix is implicitly defined by [89]
𝒜 = ⟨Ψout| 𝑆 |Ψin⟩ , (3.43)
where𝒜 is the probability amplitude for the process where |Ψin⟩ scatters to |Ψout⟩. Now, we can
use the facts that: a) at 𝑡 = 0 all the dynamical pictures of quantum mechanics align and b) that
the input and output states are stationary in the interaction picture at 𝑡 → ±∞ to deduce
𝒜 = ⟨Ψout(𝑡 = 0)|Ψin(𝑡 = 0)⟩ = lim𝑡→∞ ⟨Ψout| 𝑈I(𝑡, 0)𝑈I(0, −𝑡) |Ψin⟩ , (3.44)
where 𝑈I(𝑡′, 𝑡) is the time evolution operator evaluated in the interaction picture. This gives us
the useful fact that
𝑆 = lim𝑡→∞𝑈I(𝑡, 0)𝑈I(0, −𝑡) (3.45)
and subsequently a method to calculate the 𝑆-matrix. It turns out that our task is not complete
however because the time evolution operator in the interaction picture does not have as simple a
form as its equivalent in the Schrödinger picture and this is the subject for the following section.
3.4.2 Dyson Series
We want to find the time translation operator in the interaction picture, 𝑈I(𝑡′, 𝑡), which evolves
the interaction picture state |𝜓I(𝑡)⟩ from time 𝑡 to the later time 𝑡′. From the definition of an
interaction picture state we deduce that
𝑈I(𝑡′, 𝑡) = 𝑒𝑖𝐻0𝑡′/ℏ𝑒−𝑖𝐻(𝑡′−𝑡)/ℏ𝑒−𝑖𝐻0𝑡/ℏ, (3.46)
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where𝐻 is the total system Hamiltonian in the Schrödinger picture and 𝐻0 the free Hamiltonian,
with respect to which we defined the interaction picture. This means that, working now in units
where ℏ = 1, the operator obeys the differential equation
d
d𝑡′𝑈I(𝑡
′, 𝑡) = −𝑖𝐻I(𝑡′)𝑈I(𝑡′, 𝑡), (3.47)
where 𝐻I(𝑡′) is the interaction picture Hamiltonian as before. We do not derive the solution to
Eq. (3.47) here specifically and refer to e.g. Ref. [90] for a thorough explanation but we do note
that it is non-trivial. The problem occurs because the commutator [𝐻I(𝑡′), 𝐻I(𝑡)] is in general
non-zero for 𝑡 ≠ 𝑡′ and this means that solution via the usual exponentiation method is not
possible.
It was deduced by Dyson that time evolution in the interaction picture is generated by the
operator [91]
𝑈I(𝑡′, 𝑡) = 𝒯 𝑒−𝑖 ∫
𝑡′
𝑡 d𝑠 𝐻I(𝑠) = 1 − 𝑖 ∫
𝑡′
𝑡
d𝑠1 𝐻I(𝑠1) + (−𝑖)2 ∫
𝑡′
𝑡
d𝑠1 ∫
𝑠1
𝑡
d𝑠2 𝐻I(𝑠1)𝐻I(𝑠2) + … , (3.48)
where 𝐻I(𝑡) is the interaction Hamiltonian and 𝒯 the ‘time-ordering’ operator, which acts on a
string of time-dependent operators and rearranges their order so those at earlier times act before
those at later ones. Although infinite, the series representation of the time evolution operator
and hence the 𝑆-matrix is used extensively in modern high-energy physics for the evaluation
of e.g. cross-sections in particle collisions [92]. There is a close relationship between terms in
the expansion of the 𝑆-matrix and the famous ‘Feynman diagrams,’ which give a more intuitive
understanding of sub-atomic particle dynamics.
3.4.3 Connection to the Input-Output Formalism
In general the 𝑆-matrix is calculated numerically via the perturbation expansion of Eq. (3.48) but
Fan et al. derived an important connection between the 𝑆-matrix and the Input-Output formalism
discussed in Sec. 3.3 [93]. They derive the 𝑆-matrices that describe the scattering of one and two
photon optical states from a single, two-level-system embedded inside an optical waveguide.
This is an extremely important result, as it connects the well-studied Input-Output Formalism to
the object which describes how discrete photon states are scattered and we therefore summarise
their results for the single photon case. These results will also be important when we come to
describe some experimental implementations of quantum optical systems in Chapter 5.
The situation is as follows; at time 𝑡 = 𝑡0 we have a single, monochromatic photon described
by the energy eigenstate |𝑘⟩, which impinges on a two-level-system and interacts before leaving
the system in the |𝑝⟩ eigenstate at time 𝑡 = 𝑡1. We assume that the waveguide is unidirectional
such that the only supported mode, with annihilation operator 𝑎𝑘 , travels from left-to-right and
we want to find the continuum of 𝑆-matrix elements 𝑆𝑝𝑘 . We first find the Hamiltonian for the
system
𝐻 = 𝐻0 + 𝐻int = ∫ d𝜔 𝜔𝑎†𝜔𝑎𝜔 +
1
2Ω𝜎𝑧 + 𝑔 ∫ d𝜔 (𝜎+𝑎𝜔 + 𝑎
†𝜔𝜎−) , (3.49)
as explained in Sec. 3.1, and this allows us to derive Heisenberg equations and an input-output re-
lation (by analogy with the one-sided cavity of Sec. 3.3). The system dynamics are fully specified
by
𝑎out = 𝑎in − 𝑖√
2
𝜏 𝜎−, (3.50)
d𝑁
d𝑡 = −𝑖√
2
𝜏 [𝜎+𝑎in − 𝑎
†
in𝜎−] −
2
𝜏 𝑁 and
d𝜎−
d𝑡 = −𝑖Ω𝜎− + 𝑖√
2
𝜏 𝜎𝑧𝑎in −
1
𝜏 𝜎−, (3.51)
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where 𝑁 ≡ (𝜎𝑧 + 1)/2 and the lifetime of the emitter is given by 𝜏/2 = (2𝜋𝑔2)−1. It is key to
remember how the input and output operators are defined
𝑎in =
1
√2𝜋 ∫ d𝑘 𝑒
−𝑖𝑘(𝑡−𝑡0)𝑎𝑘(𝑡0) and 𝑎out =
1
√2𝜋 ∫ d𝑘 𝑒
−𝑖𝑘(𝑡1−𝑡)𝑎𝑘(𝑡1) (3.52)
and it is these which Fan et al. connect to the system’s 𝑆-matrix.
Note first that by definition
𝑆𝑝𝑘 ≡ ⟨𝑝| 𝑆 |𝑘⟩ = ⟨𝑝0|𝑘0⟩ = ⟨0| 𝑎out(𝑝)𝑎†in(𝑘) |0⟩ (3.53)
where |𝑝0⟩ and |𝑘0⟩ are the photon energy eigenstates evaluated at time 𝑡 = 0 and |0⟩ is the multi-
mode vacuum. We have defined the operator 𝑎†in(𝑘) such that it creates a photon with energy
𝑘 at time 𝑡 = 0 and 𝑎†out(𝑝) does the same but with energy 𝑝. Fan et al. show that in the limits:
𝑡0 → −∞ and 𝑡1 → +∞, the operators 𝑎out(𝑝) and 𝑎in(𝑘) are nothing more than the spectral
representations of the input and output operators in Eq. (3.52), i.e. that
𝑎out =
1
√2𝜋 ∫ d𝑝 𝑒
−𝑖𝑝𝑡𝑎out(𝑝). (3.54)
In order for this result to hold, we have to integrate over the whole of frequency-space, 𝑝 and
in the strictest sense the Hamiltonian Eq. (4.2) should only be valid for positive values of 𝑝. We
are making the approximation here that the band of populated modes is sufficiently narrow so
that the extension of this Hamiltonian over negative values is allowed. The infinite time limit is
well justified and simply a restatement of the fact that the initial and final photonic states are
free. This means that, in order to calculate the single photon scattering amplitudes, we simply
need to compute the output operator expectation values using input-output theory and perform
an inverse Fourier transformation on the results. Explicitly we have that
𝑆𝑝𝑘 = ⟨0| 𝑎out(𝑝)𝑎†in(𝑘) |0⟩ =
1
√2𝜋 ∫ d𝑝 𝑒
𝑖𝑝𝑡 ⟨0| 𝑎out |𝑘0⟩ (3.55)
and ⟨0| 𝑎out |𝑘0⟩ can be determined by converting the operator differential equations in Eq. (3.51)
to those for an expectation value. After performing the inverse Fourier transform, the result is
that
𝑆𝑝𝑘 =
𝜏(𝑘 − Ω) − 𝑖
𝜏(𝑘 − Ω) + 𝑖 𝛿(𝑝 − 𝑘) ≡ 𝑡𝑘𝛿(𝑝 − 𝑘), (3.56)
which conserves energy as we would expect. We will return to this formula multiple times in
this thesis and here simply note here that |𝑡𝑘 | = 1, meaning that 𝑡𝑘 represents a phase shift on
the scattered photon. Furthermore we see that when the incident photon is resonant with the
emitter, this phase shift is maximised and equal to 𝜋 radians.
3.5 Summary
We have seen that, in the dipole and rotating-wave-approximations, light-matter coupling can
be described by a simple Hamiltonian, which preserves the excitation number of the combined
system. We went on to study dissipative behaviour and showed that, when a quantum system
is coupled to an unmonitored environment, a Lindblad-type master equation for the density
matrix can capture a variety of decoherence processes. We then studied the famous Input-Output
formalism and used it to predict the transmission spectra for both empty and atom-containing
coherently driven cavities. The input-output relations are useful in and of themselves but we
further showed how one can relate these to the 𝑆-matrix describing a few-photon scattering
event.
Chapter 4
Analytic Few-Photon Scattering
In this chapter, based on Ref. [94], we develop a technique for calculating scattering amplitudes
in waveguide QED via diagrammatic representation of the Dyson series. In Sec. 4.1 we review
the relevant literature and set this project in the context of previous work. We go on to explain a
general procedure for calculating the global dynamics of a waveguide QED system and in Sec. 4.3
we perform this procedure explicitly for a two-level-system scatterer. In Sec. 4.6 we repeat the
calculation for a Λ-system emitter and this allows us, in Sec. 4.7, to compare the pole structures
of the two scattering matrices. We discuss the rich relationship between the pole structure of
the scattering matrix and the underlying physics of the system. Our technique complements
the array of existing techniques for calculating 𝑆-matrices in waveguide QED and, in particular,
gives us new insight into the connection between the standard waveguide QED Hamiltonian
and virtual processes occurring during the light-matter interaction. Furthermore, the technique
should be possible to scale to higher photon number input states, as the technique makes explicit
the link between the photon combinatorics and 𝑆-matrix elements.
4.1 Background
The set-up analysed in this chapter consists of some general local system, coupled to the right-
propagating modes 𝑎𝜔 of an optical waveguide, as shown in Fig. 4.1a. The details of unidirec-
tional transport in quantum optics are discussed in detail in Sec. 5.1 and here we simply assume
that the waveguide supports only optical modes with positive group velocity. The local system
is in general complex and composed of multiple sub-systems; therefore the coupling is char-
acterised by the set of rates {Γ𝑖}. This is the prototypical waveguide QED system and it is no
surprise that it has been studied in great detail, with notable developments including the single
andmulti-photon scattering matrices [95] and generalisations of the input-output formalism [96]
and master equation [97] to similar systems. There has also been a substantial body of work fo-
cussed on applying techniques from relativistic quantum field theory to the problem, with the
LSZ reduction formula [98], cluster decomposition principle [99] and diagrammatic evaluation
of Green’s functions [100] all having also been studied. Theoretical tools have been developed
for the extension of these formalisms into the strong-coupling regime [101] and to multi-mode
optical inputs [102].
Schemes for engineering entanglement between matter qubits as in e.g. Refs. [103] require
the stationary qubit state conditional on that of the optical field. This is not a universal feature
of previously derived techniques, with e.g. the master equation description only specifying the
local system state and input-output treatments being often limited to emitters with degenerate
ground states [104]. Furthermore, those tools that do specify the total light-matter state, such
as those derived from relativistic field theories or stochastic calculus [105, 106], while extremely
powerful, often rely on advanced or computationally expensive mathematics. The aim of this
project therefore is to develop a technique that captures the combined emitter-optical state nec-
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system𝑎𝜔 𝑎𝜔
{Γ𝑖}
(a) Waveguide and chirally-coupled system.
|𝑒⟩
|𝑔⟩
ΓΩ
(b) Two level system.
Figure 4.1: (a) Some unspecified local system interacting with the continuum of optical bosonic
modes 𝑎𝜔 . The system may be composed of several sub-systems and thus the coupling is charac-
terised in general by the set of rates {Γ𝑖}. (b) Two-level-system with an excited level |𝑒⟩, coupled
to the ground state |𝑔⟩ at a rate Γ.
essary for the analysis of entanglement generation schemes, which remains transparent to the
user, with the maths and physics clearly and intimately connected.
4.2 Transition Amplitude
At some time 𝑡𝑖 → −∞ the state of the system shown in Fig. 4.1a is given by |𝜙in; 𝜓in⟩, where 𝜓in
represents the input optical wavefunction and |𝜙in⟩ is the state in which the emitter is prepared.
A scattering event then occurs, and the global system dynamics are in general complicated to
describe until a time 𝑡𝑓 → +∞, when the emitter has relaxed to some ground or meta-stable level
and the optical state |𝜓out⟩ is coupled out of the waveguide. Working in the interaction picture,
the input and output states are eigenstates of the free Hamiltonian𝐻0 that describes the dynamics
of an uncoupled waveguide-emitter system. This allows us to construct input and output optical
states from the usual creation and annihilation operators for photons. The transition amplitude
𝒜 ≡ ⟨𝜙out; 𝜓out| 𝒰 |𝜙in; 𝜓in⟩ gives the overlap between an output state |𝜙out; 𝜓out⟩ and an input
state evolved from 𝑡 → −∞ to 𝑡 → +∞ by the operator 𝒰 . With 𝒰 representing the time
evolution operator in the interaction picture, the transition amplitude 𝒜 completely specifies
the global system dynamics.
We expand the transition amplitude 𝒜 ≡ 𝒜 (0) +𝒜 (1) +𝒜 (2) +… in terms of the Dyson series
representation of 𝒰 = ∑∞𝑛=0𝒰 (𝑛) (see Sec. 3.4.2), so that 𝒜 (𝑛) ≡ ⟨𝜙out; 𝜓out| 𝒰 (𝑛) |𝜙in; 𝜓in⟩. Wethen use
𝒰 (𝑛) = (−𝑖)𝑛 ∫ d𝑡1 ∫
𝑡1
d𝑡2…∫
𝑡𝑛−1
d𝑡𝑛 𝐻I(𝑡1)𝐻I(𝑡2) …𝐻I(𝑡𝑛), (4.1)
to determine that the 𝑛th order term in the transition amplitude contains 𝑛 copies of the interac-
tion Hamiltonian. This is an important observation for cases where the interaction Hamiltonian
is of Jaynes-Cummings form and conserves excitation number.
4.3 Two Level System Scattering Matrix
We now explicitly calculate the transition amplitude 𝒜 for the scenario where the local system
is a single two-level-emitter (TLS) with states {|𝑔⟩ , |𝑒⟩}. We show a TLS schematically in Fig. 4.1b
and define the transition frequency as Ω and the strength of the emitter-optical coupling as 𝛾 . In
units where ℏ = 1 the interaction Hamiltonian for this system is given by (see Sec. 3.1)
𝐻I(𝑡) = 𝛾 ∫ d𝜖 (𝑒−𝑖Δ𝜖 𝑡𝜎+𝑎𝜖 + 𝑒𝑖Δ𝜖 𝑡𝜎−𝑎†𝜖 ), (4.2)
where we define the detuning Δ𝜖 ≡ 𝜔0 + 𝜖 − Ω, with 𝜔0 representing the waveguide’s central
frequency. We assume that the TLS is prepared in the ground state |𝑔⟩ and, as 𝑡𝑓 → ∞, it
naturally relaxes so that |𝜙out⟩ = |𝑔⟩.
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The form of Hamiltonian (4.2) and our assumption of an initially and finally relaxed emitter
means that the only non-zero contributions to 𝒜 (𝑛) are those where 𝑛 is even and the Pauli ma-
trices are ordered as 𝜎−𝜎+…𝜎−𝜎+. The general expression for the 𝑛th order term in the transition
amplitude is then
𝒜 (𝑛) = (−𝑖𝛾)𝑛 ∫ d ̃𝑡(𝑛) ∫ d ̄𝜖(𝑛) 𝑒𝑖(Δ𝜖1 𝑡1−Δ𝜖2 𝑡2+…−Δ𝜖𝑛 𝑡𝑛) ⟨𝜓out| 𝑎†𝜖1𝑎𝜖2𝑎
†𝜖3 …𝑎𝜖𝑛 |𝜓in⟩ , (4.3)
where ∫ d ̃𝑡(𝑛) ≡ ∫ d𝑡1 ∫𝑡1 d𝑡2…∫𝑡𝑛−1 d𝑡𝑛 and ∫ d ̄𝜖(𝑛) ≡ ∫ d𝜖1 ∫ d𝜖2…∫ d𝜖𝑛.
4.3.1 Single Photon
Wenow demonstrate how to calculate the transition amplitude in Eq. (4.3) for the situationwhere
a single incident photon with energy 𝜔0 + 𝑖 scatters to an output photon of energy 𝜔0 + 𝑓 . It is
simply a matter of applying the bosonic commutation relation to determine 𝒜 (0) = 𝛿(𝑓 − 𝑖).
Consider now the 𝑛th order term given by
𝒜 (𝑛) = (−𝑖𝛾)𝑛 ∫ d ̃𝑡(𝑛) ∫ d ̄𝜖(𝑛) 𝑒𝑖Δ𝜖1 𝑡1−𝑖Δ𝜖2 𝑡2…−𝑖Δ𝜖𝑛 𝑡𝑛 ⟨0| 𝑎𝑓 𝑎†𝜖1𝑎𝜖2 …𝑎𝜖𝑛𝑎
†
𝑖 |0⟩ , (4.4)
we can use the vacuum expectation value in Eq. (4.4) to eliminate the first, final and half of the
remaining frequency integrals
𝒜 (𝑛) = (−𝑖𝛾)𝑛 ∫ d ̃𝑡(𝑛) ∫ d𝜖3d𝜖5… d𝜖𝑛−1𝑒𝑖(Δ𝑓 𝑡1−Δ𝜖3 𝑡2+Δ𝜖3 𝑡3+…Δ𝑖𝑡𝑛). (4.5)
The integrand in (4.5) can be further decomposed into its constituent Dirac delta functions and
we have then
𝒜 (𝑛) = (−𝑖𝛾)𝑛 (2𝜋)(
𝑛
2 −1) ∫ d𝑡1 𝑒𝑖Δ𝑓 𝑡1 ∫
𝑡1
d𝑡2 ∫
𝑡2
d𝑡3 𝛿(𝑡3 − 𝑡2) …∫
𝑡𝑛−1
d𝑡𝑛 𝑒−𝑖Δ𝑖𝑡𝑛 . (4.6)
Successively performing time integrals using the technique found in e.g. Ref. [107] and repro-
duced here in App. A.2 we arrive upon
𝒜 (𝑛) = 2 (−𝑖𝛾)𝑛 𝛿(𝑓 − 𝑖) (𝜋𝑔(Δ𝑖))
𝑛
2 , (4.7)
where we defined 𝑔(Δ) ≡ [𝜋𝛿(Δ) + 𝑖Δ−1] for brevity. Summing over even 𝑛 and using the bino-
mial theorem, we find
𝒜 = 1 − 𝛾
2𝜋𝑔(Δ𝑖)
1 + 𝛾 2𝜋𝑔(Δ𝑖)
𝛿(𝑓 − 𝑖) ≡ 𝑡(𝑖) 𝛿(𝑓 − 𝑖), (4.8)
Eq. (4.8) is valid under the condition ||𝜋𝛾 2𝑔(Δ𝑖)|| < 1, which is required for application of the
binomial theorem. However in Sec. 4.4 we further use a Borel summation technique [108] to
demonstrate the validity of the result for arbitrary values of ||𝜋𝛾 2𝑔(Δ𝑖)||. Eq. (4.8) is the first key
result of this work and demonstrates that our method yields analytic expressions for the single-
photon transition amplitude.
Note that it is quite easy to understand the nature of the physical process described by Eq. (4.5)
and we have sketched it explicitly in Fig. 4.2. We see that the atom absorbs the original incident
photon and, before emitting the outgoing photon, emits and absorbs 𝑛2 −1 photons of frequencies{𝜖𝑛−1, 𝜖𝑛−3…𝜖3}. The energies of these ‘internal’ photons are uncertain and we integrate over a
continuum of possible values for each, which has the effect of reducing their duration to zero—a
‘point-like’ interaction.
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𝑖 𝑓
𝜖𝑛−1
𝜖𝑛−3
𝜖3
𝑡𝑛 𝑡𝑛−1 𝑡𝑛−3 𝑡3 𝑡1
𝑡
𝐸
Figure 4.2: Diagram for the 𝑛th order single photon scattering process. An incident photon of
energy 𝜔0 + 𝑖 is scattered to one of frequency 𝜔0 +𝑓 . This occurs via the emission and absorption
of 𝑛2 − 1 ‘internal’ photons.
4.3.2 Two Photon
We now calculate the transition amplitude 𝒜 for the two-photon scattering case and note first
that for input photons with energies 𝜔0 + 𝑖0 and 𝜔0 + 𝑖1 the 𝑛th order term in the transition
amplitude is
𝒜 (𝑛) = (−𝑖𝛾)𝑛 ∫ d ̃𝑡(𝑛) ∫ d ̄𝜖(𝑛) 𝑒𝑖(Δ𝜖1 𝑡1−Δ𝜖2 𝑡2…−Δ𝜖𝑛 𝑡𝑛) ⟨0| 𝑎𝑓0𝑎𝑓1𝑎
†𝜖1𝑎𝜖2 …𝑎𝜖𝑛𝑎
†
𝑖1𝑎
†
𝑖0 |0⟩ , (4.9)
where 𝑓0 and 𝑓1 label the scattered photon frequencies. Evaluation of the vacuum expectation
value in the integrand of Eq. (4.9) produces 2
𝑛
2 +1 terms [109] and it is not feasible to mechani-
cally calculate these. We instead use the physical interpretation of each term to provide further
guidance.
As an example, consider one of the sixteen terms contributing to 𝒜 (6)
𝒜 (6)(1) = −𝛾 6 ∫ d ̃𝑡(6) ∫ d𝜔 𝑒𝑖(Δ𝑓1 𝑡1−Δ𝜔(𝑡2−𝑡3)−Δ𝑖1 𝑡4+Δ𝑓0 𝑡5−Δ𝑖0 𝑡6), (4.10)
which, using exactly the same integration techniques as for the single-photon case, reduces to
𝒜 (6)(1) = −2𝜋2𝛾 6𝛿(𝑓0 + 𝑓1 − 𝑖0 − 𝑖1)𝑔(Δ𝑖0)𝑔(Δ𝑖0 − Δ𝑓0)𝑔(Δ𝑖0 + Δ𝑖1 − Δ𝑓0)2. (4.11)
By re-associating bosonic mode operators to their phases in the integrand of Eq. (4.10) we deduce
that this term describes absorption by the atom of a photon with energy 𝜔0+𝑖0, prior to emission
of a final 𝜔0+𝑓0 photon. Subsequently, the second incident photon is absorbed and emitted twice
via an intermediate step of energy 𝜔0+𝜔. Fig. 4.3a gives a pictorial representation of the process,
with time evolving from left-to-right and energies of the two populatedmodes relative to𝜔0 given
by the distance from the horizontal axis.
We can derive amplitudes in general from diagrams such as Fig. 4.3a. By drawing the di-
agrams corresponding to the possible emission/absorption processes we can calculate the total
transition amplitude. With each emission and absorption event in a diagramwe associate a num-
ber Δ representing the difference between the total amount of absorbed radiation by the atom
and the ground-excited energy gap. In Fig. 4.3a, the atom absorbs a photon of frequency 𝜔0 + 𝑖0
(yielding Δ𝑖0 ), and emits a photon with energy 𝜔0 + 𝑓0 yielding Δ𝑖0 − Δ𝑓0 corresponding to theresidual energy between the two photons. Absorbing the second incident photon produces the
factor Δ𝑖0 + Δ𝑖1 − Δ𝑓0 . These terms appear as arguments of the frequency dependent function𝑔(𝑥) in Eq. (4.11), which describes the amplitude of the process depicted in Fig. 4.3a. The ‘loop’
indicated by 𝜔 in Fig. 4.3a increases the power of 𝑔(Δ𝑖0 + Δ𝑖1 − Δ𝑓0) by one. Finally, we imposeenergy conservation via 𝛿(𝑓0 + 𝑓1 − 𝑖0 − 𝑖1).
Suppose that for a given 𝑛we have drawn all diagrams corresponding to 𝑛2 light-matter inter-action events. Four of these diagrams (the permutations over initial and final photon frequencies)
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𝑖0 𝑓0
𝑖1 𝜔 𝑓1
𝑡
𝐸1
𝐸2
𝑡6 𝑡5
𝑡4 𝑡3 𝑡2 𝑡1
𝑖0 − 𝑓0
(a) Allowed 𝑛 = 6 process.
𝑖0 𝑓0
𝑖1 𝜔
forbidden
𝑓1
𝑡
𝐸1
𝐸2
𝑡6 𝑡5
𝑡4 𝑡3
𝑡2 𝑡1
(b) Forbidden 𝑛 = 6 process.
Figure 4.3: Diagrams for one possible (a) and one impossible (b)) 𝑛 = 6 processes. Incident
photons of energy 𝜔0 + 𝑖0/1 are scattered to energies 𝜔0 + 𝑓0/1. An internal photon ‘loop’ of
energy 𝜔 occurs, and 𝜔 is integrated over.
will always have one photon interactingwith the emitter 𝑛2 times, with the second photon passingthrough unperturbed (i.e., non-frequency mixing terms). These diagrams contribute amplitudes
equivalent to the single photon case. Another class of diagrams we immediately discard is that
in which an ‘internal’ photon (such as 𝜔 in Fig. 4.3a) is emitted at time 𝑡𝑚 and not reabsorbed
at 𝑡 = 𝑡𝑚−1, since the interval [𝑡𝑚, 𝑡𝑚−1] → 0. We rigorously demonstrate this in Sec. 4.5. The
remaining diagrams are similar in structure to Fig. 4.3a, with initial absorption and final emission
separated by a number of internal photon loops. The structure of the integrals corresponding to
these diagrams is the same as in Eq. (4.10) with additional frequency and time integrals corre-
sponding to these internal loops.
The procedure for converting diagrams into 𝒜 (𝑛) is as follows:
(i) draw all possible diagrams with 𝑛2 total interactions;
(ii) identify the single photon (non-frequency mixing) terms;
(iii) discard the terms in which internal photons are emitted and not immediately reabsorbed;
(iv) the remaining terms get the constant pre-factor 2𝜋 (𝑖√𝜋𝛾)
𝑛;
(v) each absorption event gets a factor 𝑔(Δ), where Δ corresponds to the total absorbed radia-
tion, and each emission event gets 𝑔(Δres), where Δres is the amount of absorbed radiation
not re-emitted;
(vi) for each loop, multiply by an additional factor of 𝑔(Δ) with the same Δ as at the previous
absorption;
(vii) at the final emission, multiply by 𝛿(𝑓0 + 𝑓1 − 𝑖0 − 𝑖1).
The constant factor in step (iv) arises due to the (𝑖𝛾 )𝑛 that appears when we insert our interac-
tion Hamiltonian into the Dyson series. We then convert 𝑛/2 − 2 frequency integrals into delta
functions, which yields a factor of (2𝜋)𝑛/2−2 but, when the time integrals are performed, these
factors are halved. Multiplying by 2𝜋 then accounts for the final time integral, which produces
the energy-conserving delta function and the correct factor is recovered. The four species of
diagram for the 𝑛 = 8 case are shown in Fig. 4.4 and we can explicitly perform this procedure to
demonstrate equivalence between the diagrammatic and integral methods.
Firstly, the direct method; by definition we have that
𝒜 (8) = 𝛾 8 ∫ d ̃𝑡(8) ∫ d ̄𝜖(8) 𝑒𝑖(Δ𝜖1 𝑡1−Δ𝜖2 𝑡2+Δ𝜖3 𝑡3−Δ𝜖4 𝑡4+Δ𝜖5 𝑡5−Δ𝜖6 𝑡6+Δ𝜖7 𝑡7−Δ𝜖8 𝑡8)
× ⟨0| 𝑎𝑓0𝑎𝑓1𝑎
†𝜖1𝑎𝜖2𝑎
†𝜖3𝑎𝜖4𝑎
†𝜖5𝑎𝜖6𝑎
†𝜖7𝑎𝜖8𝑎
†
𝑖1𝑎
†
𝑖0 |0⟩. (4.12)
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The vacuum-expectation-value in this expression can be directly evaluated and we find expres-
sions for a total of thirty-two terms
𝒜 (8) = 𝛾 8 ∫ d ̃𝑡(8) ∫ d𝜖1 ∫ d𝜖2 [𝑒𝑖(Δ𝑓0 𝑡1−Δ𝜖1 𝑡2+Δ𝑓1 𝑡3−Δ𝜖2 𝑡4+Δ𝜖1 𝑡5−Δ𝑖1 𝑡6+Δ𝜖2 𝑡7−Δ𝑖0 𝑡8)
+𝑒𝑖(Δ𝑓1 𝑡1−Δ𝜖1 𝑡2+Δ𝑓0 𝑡3−Δ𝜖2 𝑡4+Δ𝜖1 𝑡5−Δ𝑖1 𝑡6+Δ𝜖2 𝑡7−Δ𝑖0 𝑡8)
+…
+𝑒𝑖(Δ𝑓1 𝑡1−Δ𝑖0 𝑡2+Δ𝑓0 𝑡3−Δ𝜖2 𝑡4+Δ𝜖2 𝑡5−Δ𝜖1 𝑡6+Δ𝜖1 𝑡7−Δ𝑖1 𝑡8)] (4.13)
where we have used the delta functions from the decomposed vacuum-expectation-value to elim-
inate six of the eight frequency integrals. We can then use the definition of the Dirac delta func-
tion to transform the remaining frequency integrals and integrands into delta functions in time.
Using the method outlined in App. 4.5, we can then eliminate any term with a delta function
connecting non-adjacent times (e.g. 𝛿(𝑡7 − 𝑡4), 𝛿(𝑡4 − 𝑡1) etc.) and sixteen terms remain. There
are however only four ‘categories’ of term—with each category containing four terms that are
permutations over initial and final photon energies. We find that
𝒜 (8) = (2𝜋)2𝛾 8 ∑
𝑠=0,1
∑
𝑠′=0,1
∫ d ̃𝑡(8)[2𝜋𝛿(𝑓𝑠′ − 𝑖𝑠)𝛿(𝑡7 − 𝑡6)𝛿(𝑡5 − 𝑡4)𝛿(𝑡3 − 𝑡2) 𝑒𝑖(Δ𝑓𝑠′⊕1 𝑡1−Δ𝑖𝑠⊕1 𝑡8)
+ 𝛿(𝑡7 − 𝑡6)𝛿(𝑡5 − 𝑡4)𝑒𝑖(Δ𝑓𝑠′ 𝑡1−Δ𝑖𝑠⊕1 𝑡2+Δ𝑓𝑠′⊕1 𝑡3−Δ𝑖𝑠 𝑡8)
+ 𝛿(𝑡3 − 𝑡2)𝛿(𝑡7 − 𝑡6)𝑒𝑖(Δ𝑓𝑠′ 𝑡1−Δ𝑖𝑠⊕1 𝑡4+Δ𝑓𝑠′⊕1 𝑡5−Δ𝑖𝑠 𝑡8)
+ 𝛿(𝑡5 − 𝑡4)𝛿(𝑡3 − 𝑡2)𝑒𝑖(Δ𝑓𝑠′ 𝑡1−Δ𝑖𝑠⊕1 𝑡6+Δ𝑓𝑠′⊕1 𝑡7−Δ𝑖𝑠 𝑡8 )]. (4.14)
The integrals in Eq. (4.14) can be evaluated directly, as in the main text for 𝑛 = 6 and we find
𝒜 (8) = 2𝜋3𝛾 8 ∑
𝑠=0,1
∑
𝑠′=0,1
[𝜋𝑔4(Δ𝑖𝑠 )𝛿(𝑓𝑠′ − 𝑖𝑠)𝛿(𝑓𝑠′⊕1 − 𝑖𝑠⊕1)
+𝑔3(Δ𝑖𝑠 )𝑔(Δ𝑖𝑠 − Δ𝑓𝑠′ )𝑔(Δ𝑓𝑠′⊕1)𝛿(𝑓0 + 𝑓1 − 𝑖0 − 𝑖1)
+𝑔2(Δ𝑖𝑠 )𝑔(Δ𝑖𝑠 − Δ𝑓𝑠′ )𝑔2(Δ𝑓𝑠′⊕1)𝛿(𝑓0 + 𝑓1 − 𝑖0 − 𝑖1)
+𝑔(Δ𝑖𝑠 )𝑔(Δ𝑖𝑠 − Δ𝑓𝑠′ )𝑔3(Δ𝑓𝑠′⊕1)𝛿(𝑓0 + 𝑓1 − 𝑖0 − 𝑖1)], (4.15)
which is the final result for the 𝑛 = 8 term in the two-photon transition amplitude.
We now calculate 𝒜 (8) diagrammatically; the diagrams corresponding to the four species of
term in Eqn. (4.14) are shown in Fig. 4.4. In the leftmost diagram a single photon is absorbed
and emitted by the atom four times, in the next a photon is absorbed and emitted three times,
before a second photon is absorbed and emitted once. The second from last diagram shows both
photons being absorbed and emitted twice and the final diagram has a single absorption/emis-
sion for the first photon, followed by three for the second. The first diagram represents the
non-frequency mixing component of the 𝑛 = 8 term and therefore contributes a factor given by
2𝜋4𝛾 8𝑔4(Δ𝑖𝑠 )𝛿(𝑓𝑠′ − 𝑖𝑠)𝛿(𝑓𝑠′⊕1 − 𝑖𝑠⊕1) to the amplitude—this being the single photon result mul-tiplied by an additional delta function to impose conservation of energy for the second photon.
The three frequency mixing diagrams require application of the rules supplied in sec. 4.3. For
example, consider the second from right diagram. We first associate the pre-factor 2𝜋3𝛾 8 to this
diagram’s term, substituting 𝑛 = 8 into the expression 2𝜋 (√𝜋𝛾)
𝑛 for the 𝑛th order case. The first
absorption event then yields a factor of 𝑔(Δ𝑖𝑠 ) as per the rules and we gain an additional factorof this term from the internal emission and absorption of the 𝜖1 photon. Emission of the photon
with frequency 𝑓𝑠′ then yields the factor 𝑔(Δ𝑖𝑠 −Δ𝑓𝑠′ ) before the next incident photon is absorbed,producing 𝑔(Δ𝑖𝑠⊕1+Δ𝑖𝑠 −Δ𝑓𝑠′ ). One additional copy of this factor is required, because of the second
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Figure 4.4: The four non-zero types of diagram for the 𝒜 (8) term in the expansion of the two
photon amplitude. The leftmost diagram represents the non-frequency mixing term.
internal photon emission/absorption process but its argument can be simplified, as the final emis-
sion event yields the factor 𝛿(𝑓0+𝑓1−𝑖0−𝑖1), meaning thatΔ𝑖𝑠⊕1+Δ𝑖𝑠−Δ𝑓𝑠′ = Δ𝑓𝑠′⊕1 . Multiplying in-
dividual factors together yields the expression 2𝜋3𝛾 8𝑔2(Δ𝑖𝑠 )𝑔(Δ𝑖𝑠−Δ𝑓𝑠′ )𝑔2(Δ𝑓𝑠′⊕1)𝛿(𝑓0+𝑓1−𝑖0−𝑖1),exactly as found in Eq. (4.15).
We can now use these rules to calculate the total transition amplitude; let the frequency
mixing term in𝒜 (𝑛) for the two-photon case be given by 𝛿(𝑓0 +𝑓1 − 𝑖0 − 𝑖1)ℳ(𝑛). From the above
procedure we deduce that the total photon frequency mixing term in the two-photon transition
amplitude is given by
ℳ(𝑛) = ∑
𝑠=0,1
∑
𝑠′=0,1
𝑔(Δ𝑖𝑠 )𝑔(Δ𝑖𝑠 − Δ𝑓𝑠′ )𝑔(Δ𝑓𝑠′⊕1)
2
𝜋 (−𝜋𝛾
2)𝑛
𝑛−2
∑
𝑘=0
𝑔(Δ𝑖𝑠 )𝑘𝑔(Δ𝑓𝑠′⊕1)𝑛−2−𝑘 (4.16)
The sum over 𝑘 can be evaluated using [110]
𝑛
∑
𝑘=0
𝑥𝑘𝑦𝑛−𝑘 = 𝑥
(1+𝑛) − 𝑦(1+𝑛)
𝑥 − 𝑦 (4.17)
and we sum over all 𝑛 to find ℳ. Adding this to the non-frequency mixing component yields a
final expression for the two-photon transition amplitude
𝒜 =[𝑡(𝑖0) + 𝑡(𝑖1) − 1][𝛿(𝑓0 − 𝑖0)𝛿(𝑓1 − 𝑖1) + 𝛿(𝑓0 − 𝑖1)𝛿(𝑓1 − 𝑖0)]
+ 2𝜋𝛾 4𝛿(𝑓0 + 𝑓1 − 𝑖0 − 𝑖1) ∑
𝑠=0,1
∑
𝑠′=0,1
𝑔(Δ𝑖𝑠 )𝑔(Δ𝑖𝑠 − Δ𝑓𝑠′ )𝑔(Δ𝑓𝑠′⊕1)
[1 + 𝜋𝛾 2𝑔(Δ𝑖𝑠 )][1 + 𝜋𝛾 2𝑔(Δ𝑓𝑠′⊕1)]
, (4.18)
where 𝑡(𝑖) is defined in Eq. (4.8). Eq. (4.18) is the secondmain result of this work and demonstrates
our formalism’s power to produce non-perturbative amplitudes for multi-photon processes. It is
in some ways quite pleasing that Eq. (4.18) has the form it does, with the sum of single photon
transmission coefficients, but it is not conventionally expressed in this way. The factors of 𝑔(Δ)
can be expanded out and algebra performed (App. B) to re-cast the expression into the more
familiar form,
𝒜 =𝑡(𝑖0)𝑡(𝑖1)[𝛿(𝑓0 − 𝑖0)𝛿(𝑓1 − 𝑖1) + 𝛿(𝑓0 − 𝑖1)𝛿(𝑓1 − 𝑖0)]
+ 4𝜋𝑖𝛾
4𝛿(𝑓0 + 𝑓1 − 𝑖0 − 𝑖1)
[Δ𝑓0 + 𝑖𝜋𝛾 2] [Δ𝑓1 + 𝑖𝜋𝛾 2]
( 1Δ𝑖0 + 𝑖𝜋𝛾 2
+ 1Δ𝑖1 + 𝑖𝜋𝛾 2
) . (4.19)
Other authors have previously found this quantity and Eq. (4.19) is precisely equivalent to the
result found in e.g. Ref. [111]. It could be argued however that having the coefficient of the
frequency preserving delta functions in the scattering matrix given by (𝑡(𝑖0) + 𝑡(𝑖1) − 1) is more
natural than the usual factor of 𝑡(𝑖0)𝑡(𝑖1). This comes down to a physical interpretation of the
dynamics, with the amplitude for the process given by the amplitudes of each individual photon
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scattering from the atom (minus unity to account for our double-counting of the process where
no photon-atom interaction occurs).
An interesting observation here is that for 𝑛 ≥ 6 the particular form of Eq. (4.2) caused
vanishing of the terms with internal photon emission not immediately followed by re-absorption
(step (iii) of the above outlined rules). This behaviour is due to the Hamiltonian’s instantaneous
coupling between the emitter and continuum of waveguide modes (without cut-off) at a constant
rate. It is interesting to note that this oft-employed model makes this prediction and still agrees
well with experimental data. General Hamiltonians with discretised waveguide modes would
not necessarily lead to these terms vanishing. We show one of these dis-allowed diagrams in
Fig. 4.3b.
4.4 Borel Summation
In order to find the single photon transition amplitude it was necessary to evaluate the sum
𝜎 =
∞
∑
𝑛=0
(−𝛾 2𝜋𝑔(Δ𝑖))𝑛 , (4.20)
which was rendered possible for the case of ||𝜋𝛾 2𝑔(Δ𝑖)|| < 1 via the binomial theorem. Terms in
the series are divergent when this condition is not satisfied and we therefore need to take a more
nuanced approach to assign a value to the sum outside of this regime. We first demand that
Δ𝑖 ≠ 0 and find
𝜎 =
∞
∑
𝑛=0
(−𝑖𝜋𝑧)𝑛 , (4.21)
where 𝑧 ≡ 𝛾 2/Δ𝑖 . Naturally the series to be summed in Eq. (4.21) is still divergent for a large
portion of the parameter space but there exists an often employed technique called “Borel sum-
mation,” which can be used to interpret such sums. We discuss the mathematical details of Borel
summation in App. A.3 and here simply state that the Borel summed form of Eq. (4.21) is
ℬ(𝜎) = ∫
∞
0
d𝑡 𝑒−𝑡
∞
∑
𝑛=0
(−𝑖𝜋𝑧𝑡)𝑛
𝑛! = ∫
∞
0
d𝑡 𝑒−𝑡(1+𝑖𝜋𝑧) = 11 + 𝑖𝜋𝑧 (4.22)
under the condition now that Im [𝜋𝛾 2/Δ𝑖] < 1. We know however that 𝛾 2 gives, up to some
constant factor, the spontaneous emission rate of the emitter1. This means that 𝜋𝛾 2/Δ𝑖 is a real
quantity and thus the condition is always satisfied. The Borel-summed transition amplitude is
then
𝒜 = 𝛿(𝑓 − 𝑖)Δ𝑖 − 𝑖𝜋𝛾
2
Δ𝑖 + 𝑖𝜋𝛾 2
, (4.23)
valid for all coupling strengths.
4.5 Vanishing Diagrams
Before evaluating the transition amplitude for a differentwaveguide embedded emitter, we briefly
digress and in this section show mathematically why diagrams with internal photon loops span-
ning multiple time integrals should be discarded. Consider the following; if we methodically
1This can be determined by deriving the Heisenberg equations for the number operator associated with the Hamil-
tonian in Eq. (4.2).
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Figure 4.5: (a) Integration region defined by the enclosed volume. We see that it intersects the
surface defined by 𝑡5 = 𝑡2 at only a single point. (b) A so-called Λ-system. Two ground levels
|𝑔1⟩ and |𝑔2⟩ are coupled with amplitudes 𝛾1 and 𝛾2 respectively to an excited state |𝑒⟩. We define
a zero-energy separated from |𝑒⟩ by Ω and denote the gap between |𝑔1⟩/|𝑔2⟩ and zero by Δ̃1/Δ̃2.
Without loss of generality we assume Ω > Δ̃2 > Δ̃1.
calculate 𝒜 (6) we arrive upon many terms, for example
𝒜 (6)example = −𝛾 6 ∫ d ̃𝑡(6) ∫ d𝜔 𝑒𝑖(Δ𝑓1 𝑡1−Δ𝜔(𝑡2−𝑡5)+Δ𝑓0 𝑡3−Δ𝑖0 𝑡4−Δ𝑖1 𝑡6). (4.24)
Evaluation of the frequency integral in this expression yields the Dirac delta function 𝛿(𝑡5 − 𝑡2)
and so we are evaluating an integral of the form
𝒜 (6)example ∝ ∫
𝑡2
d𝑡3 ∫
𝑡3
d𝑡4 ∫
𝑡4
d𝑡5 ℎ(𝑡5, 𝑡4, 𝑡3)𝛿(𝑡5 − 𝑡2), (4.25)
where ℎ(𝑡5, 𝑡4, 𝑡3) is some exponential function. The integral here is over a volume in time-space,
bounded by the surfaces 𝑡5 = 𝑡4 and 𝑡4 = 𝑡3. The delta function has the effect of converting
this volume integral into one over a surface—where the surface is defined by projection of the
original volume onto 𝑡5 = 𝑡2. A representation of this is depicted in Figure 4.5a and we see that
the resulting surface is given by a point. Therefore, under the assumption that the emitter starts
in and returns to the ground state, this term does not contribute to the transition amplitude.
4.6 Λ-System Scattering Matrix
In many cases the perfect TLS is hard to realise, or some additional control is required over the
system. This means that the emitter used in many light-matter interaction experiments has a
more complex internal structure, e.g. in Refs. [112, 113, 114] This motivates the extension of
our method to a second species of local system. Consider the Λ-system shown schematically in
Fig. 4.5b. Neglecting polarisation, the interaction Hamiltonian describing the dynamics of this
system is readily derived and given by
𝐻I(𝑡) =
2
∑
𝜆=1
𝛾𝜆 ∫ d𝜖 𝑒𝑖𝑡Δ𝜖,𝜆𝑎†𝜖 |𝑔𝜆⟩⟨𝑒| + 𝑒−𝑖𝑡Δ𝜖,𝜆𝑎𝜖 |𝑒⟩⟨𝑔𝜆 | (4.26)
where we have defined the detuning Δ𝜖,𝜆 = 𝜔0 + 𝜖 − Ω + Δ̃𝜆, again linearising the waveguide
dispersion relation about 𝜔0. In general, prior to and following a photon scattering event, a Λ-
system will be in some state described by |𝜙⟩ = 𝛼 |𝑔1⟩ + 𝛽 |𝑔2⟩, as radiative transitions to each
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of the ground states are allowed but the |𝑔1⟩ ↔ |𝑔2⟩ transitions are forbidden. In order to fully
specify the dynamics, we need to evaluate matrix elements of the form
𝒜𝜇𝜈 = ⟨𝜓out; 𝑔𝜇 | 𝒰 |𝜓in; 𝑔𝜈 ⟩ , (4.27)
where 𝜇/𝜈 = 1, 2. Inserting Hamiltonian (4.26) into this expression for the transition amplitude
then yields
𝒜 (𝑛)𝜇𝜈 = (−𝑖)𝑛
2
∑
{𝜆1,𝜆2…𝜆𝑛}=1
𝛾𝜆1𝛾𝜆2 …𝛾𝜆𝑛 ∫ d ̃𝑡(𝑛) ∫ d ̄𝜖(𝑛) ⟨𝜓out; 𝑔𝜇 | 𝑒𝑖𝑡1Δ𝜖1,𝜆1𝑎
†𝜖1 |𝑔𝜆1⟩
× ⟨𝑒| 𝑒−𝑖𝑡2Δ𝜖2,𝜆2𝑎𝜖2 |𝑒⟩⟨𝑔𝜆2 | … 𝑒−𝑖𝑡𝑛Δ𝜖𝑛,𝜆𝑛 𝑎𝜖𝑛 |𝑒⟩⟨𝑔𝜆𝑛 |𝜓in; 𝑔𝜈 ⟩ , (4.28)
where, at each time step, we inserted only the two terms from the Hamiltonian which either raise
a ground state or lower an excited one—the two terms corresponding to the opposite behaviour
necessarily vanishing. This means that again, Eq. (4.28) is non-zero only when 𝑛 is even. The final
simplification Eq. (4.28) permits, before requiring knowledge about the input and output optical
states, utilises the orthogonality of atomic states to eliminate 𝑛2 +1 of the sums over 𝜆 by replacinginner products between ground states with Kronecker Delta functions, e.g. ⟨𝑔𝜆2 |𝑔𝜆3⟩ = 𝛿𝜆2𝜆3 .
4.6.1 Single Photon
We can evaluate the amplitude of Eq. (4.28) for the case of single photon scattering as for the
TLS. We denote the input and output optical states by |𝜓in⟩ = |𝑖⟩ and |𝜓out⟩ = |𝑓 ⟩ respectively. It
is simple to deduce that
⟨0| 𝑎𝑓 𝑎†𝜖1𝑎𝜖2 …𝑎𝜖𝑛𝑎
†
𝑖 |0⟩ = 𝛿(𝑓 − 𝜖1)𝛿(𝜖2 − 𝜖3) … 𝛿(𝜖𝑛−2 − 𝜖𝑛−1)𝛿(𝜖𝑛 − 𝑖) (4.29)
and we can therefore eliminate 𝑛2 + 1 of the integrals over 𝜖 in Eq. (4.28), leaving
𝒜 (𝑛)𝜇𝜈 = (−𝑖)𝑛𝛾𝜇𝛾𝜈
2
∑
{𝜆2,𝜆4…𝜆𝑛−2}=1
𝛾 2𝜆2𝛾 2𝜆4 …𝛾 2𝜆𝑛−2 ∫ d ̃𝑡(𝑛) ∫ d𝜖2 ∫ d𝜖4…∫ d𝜖𝑛−2
𝑒𝑖𝑡1Δ𝑓 ,𝜇𝑒−𝑖𝑡2Δ𝜖2,𝜆2 𝑒𝑖𝑡3Δ𝜖2,𝜆2 …𝑒𝑖𝑡𝑛−1Δ𝜖𝑛−2,𝜆𝑛−2 𝑒−𝑖𝑡𝑛Δ𝑖,𝜈 . (4.30)
Successively evaluating the frequency integrals in Eq. (4.30) in the same manner as for the TLS
case, we find
𝒜 (𝑛)𝜇𝜈 = 2(−𝑖)𝑛[𝜋(𝛾 21 + 𝛾 22 )𝑔(Δ𝑖,𝜈 )]
𝑛
2
𝛾𝜇𝛾𝜈
𝛾 21 + 𝛾 22
𝛿(Δ𝑓 ,𝜇 − Δ𝑖,𝜈 ) (4.31)
and again apply the binomial theorem/Borel summation to determine
𝒜𝜇𝜈 = 𝛿(Δ𝑓 ,𝜇 − Δ𝑖,𝜈 ) (𝛿𝜇𝜈 −
2𝑖𝜋𝛾𝜇𝛾𝜈
Δ𝑖,𝜈 + 𝑖𝜋(𝛾 21 + 𝛾 22 )
) ≡ 𝛿(Δ𝑓 ,𝜇 − Δ𝑖,𝜈 ) [𝛿𝜇𝜈 + 𝑠𝜇𝜈 (Δ𝑖𝜈 )] . (4.32)
The predictions of Eq. (4.32) can be arrived upon via a variety of othermethods, e.g. Refs. [115,
116, 117, 118]. Specifically we see that Eqs. (23) of Ref. [117] are recovered under the transfor-
mation 𝜋𝛾 2𝑖 → Γ𝑖 . For a Λ-system with identical lifetimes into both ground states, i.e. 𝛾1 = 𝛾2,
the prediction that a single resonant photon, incident upon an emitter prepared in the state |𝑔1⟩
deterministically transfers the population to the state |𝑔2⟩ is reproduced. It is interesting to note
that this process is independent of any relative energy difference between the two ground states
and that the transfer occurs for arbitrary values of the energy gap Δ̃2 − Δ̃1.
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4.6.2 Two Photon
We now argue that is possible to extend the diagrammatic approach used to compute the two-
photon transition amplitude for the TLS to the Λ-system. In order to do this we need to demon-
strate that the rules enumerated in Sec. 4.3.2 continue to apply—with slight modifications speci-
fied by the added internal structure of the emitter. The first task therefore is to show that we can
continue to discard terms in which internal photons are emitted and not immediately reabsorbed.
These diagrams correspond to terms in the transition amplitude where an integral over the con-
tinuum of modes leads to a delta function connecting non-adjacent times. It is easy to determine
that this continues to be the case by inspection of Eq. (4.28). We see that the structure of the time
integral is not modified and so any delta function in the integrand of the form 𝛿(𝑡𝑖 − 𝑡𝑗), where
|𝑖 − 𝑗| > 1, will continue to integrate to zero by the logic of Sec. 4.5.
The non-frequency mixing diagrams for the Λ-system are again simple to analyse but yield
a subtly different term to that found in the TLS case. This is expected and related to the break-
ing of photon exchange symmetry, introduced by the non-unique ground states of the atomic
system [119]. Non-frequency mixing diagrams correspond to the four terms in the transition
amplitude where, when the vacuum expectation value in Eq. (4.28) is evaluated, one of the cre-
ation operators for an initial photon state is commuted through one of the operators for a final
state photon. This means that the structure of delta functions in the integrand of such terms is
𝛿(𝑓 ′ − 𝑖′)𝛿(𝑓 − 𝜖1)𝛿(𝜖2 − 𝜖3)𝛿(𝜖4 − 𝜖5) … 𝛿(𝜖𝑛 − 𝑖), (4.33)
where 𝑓 /𝑓 ′ and 𝑖/𝑖′ label the frequencies of final and initial state photons respectively. We can
therefore construct the frequency-preserving portion of the transition amplitude
𝒩𝜇𝜈 =𝛿𝜇𝜈 [𝛿(𝑓0 − 𝑖0)𝛿(𝑓1 − 𝑖1) + 𝛿(𝑓0 − 𝑖1)𝛿(𝑓1 − 𝑖0)]
+ ∑
𝑠=0,1
∑
𝑠′=0,1
𝛿(𝑓𝑠′⊕1 − 𝑖𝑠⊕1)𝛿(Δ𝑓𝑠′𝜇 − Δ𝑖𝑠𝜈 )𝑠𝜇𝜈 (Δ𝑖𝑠𝜈 ). (4.34)
Having evaluated the non-frequency mixing terms and also those which do not contribute
to the transition amplitude, the only species of terms remaining correspond to frequency mixing
processes. Applying the constraint that internal photons must be immediately reabsorbed fol-
lowing emission, we find that the structure of the vacuum expectation value in the integrand of
frequency mixing terms is
𝛿(𝜖𝑛 − 𝑖)𝛿(𝜖𝑛−1 − 𝜖𝑛−2) … 𝛿(𝑓 − 𝜖𝑚+1)𝛿(𝑖′ − 𝜖𝑚)𝛿(𝜖𝑚−1 − 𝜖𝑚−2) … 𝛿(𝑓 ′ − 𝜖1), (4.35)
where𝑚 labels some point along the time evolution where one photon ceases its interaction with
the emitter and the second one is absorbed. This completes our argument, as we see that again
in order to calculate the 𝑛th order term in the transition amplitude we have to sum all terms
with 𝑛/2 total interactions, varying the number of times each of the initial photons interacts.
Performing this procedure we calculate the 𝑛th order frequency mixing term
ℳ(𝑛)𝜇𝜈 =
2
𝜋 (−𝜋)
𝑛𝛾𝜇𝛾𝜈 (𝛾 21 + 𝛾 22 )𝑛−2 ∑
𝑠=0,1
∑
𝑠′=0,1
∑
𝜆=1,2
𝛾 2𝜆𝑔(Δ𝑖𝑠𝜈 )𝑔(Δ𝑖𝑠𝜈 − Δ𝑓𝑠′𝜆)𝑔(Δ𝑓𝑠′⊕1𝜇)
×
𝑛−2
∑
𝑘=0
𝑔(Δ𝑖𝑠𝜈 )𝑛−2−𝑚𝑔(Δ𝑓𝑠′⊕1𝜇)𝑚𝛿(Δ𝑓𝑠′⊕1𝜇 + Δ𝑓𝑠′ − Δ𝑖𝑠⊕1 − Δ𝑖𝑠𝜈 ), (4.36)
which we see is similar in structure to Eq. (4.16) with an additional sum over the two possible
mechanisms by which the two incident photons could now couple. After summing expression
Eq. (4.36) over all 𝑛, adding this to the frequency preserving term and algebraic rearrangement
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Figure 4.6: Location of poles in the photon mixing component of the total transition amplitude
on the complex energy plane of 𝑓—the energy of one of the scattered photons. The coupling
𝛾1 = 2 × 104 √rad/s corresponds to a lifetime of approximately 1 ns. In both cases we drive the
system with two single-frequency photons, one positively detuned from Ω by 𝛿 = 1 × 1014 rad/s
and one negatively detuned by the same amount. (a) TLS and special Λ-system configurations.
Central angular frequencies areΩ = 2×1015, 2.2×1015 and 2.4×1015 rads−1 for systems represented
by circles, triangles and crosses respectively. (b)Λ-system prepared initially in the state |𝑔1⟩, with
Ω = 2×1015 rad/s, Δ̃1 = 0 and Δ̃2 = Ω/10. We further set 𝛾1 = 2×104 √rad/s and 𝛾2 = 𝛾1/√2. Some
poles correspond specifically to the emitter scattering to a given state and others are present in
both cases.
we find the total transition amplitude
𝒜𝜇𝜈 =𝒩𝜇𝜈 +
1
2𝛾𝜇𝛾𝜈
∑
𝑠,𝑠′,𝜆
𝛾 2𝜆 𝑠𝜇𝜈 (Δ𝑖𝑠𝜈 )𝑠𝜇𝜈 (Δ𝑓𝑠′⊕1𝜇)𝛿(Δ𝑖𝑠⊕1𝜆 − Δ𝑓𝑠′⊕1𝜇)𝛿(Δ𝑖𝑠𝜈 − Δ𝑓𝑠′𝜆)
+ 𝑖2𝜋𝛾𝜇𝛾𝜈
∑
𝑠,𝑠′,𝜆
𝛾 2𝜆
1
Δ𝑖𝑠𝜈 − Δ𝑓𝑠′𝜆
𝑠𝜇𝜈 (Δ𝑖𝑠𝜈 )𝑠𝜇𝜈 (Δ𝑓𝑠′⊕1𝜇)𝛿(Δ𝑖𝑠𝜈 − Δ𝑓𝑠′⊕1𝜇 + Δ𝑖𝑠⊕1 − Δ𝑓𝑠′ ). (4.37)
The transition amplitude of Eq. (4.37) exactly specifies the combined emitter-optical state follow-
ing the scattering of two initial photons with frequencies 𝑖0 and 𝑖1 on the Λ-system depicted in
Fig. 4.5b. We can use this to investigate the properties of light-matter scattering experiments and
we do this in the following section.
Fewer reported techniques exist that capture the physics of Eq. (4.37), compared with the
single-photon case. However, methods derived from those of relativistic quantum field theory
do exist as in e.g. Ref. [120]. Here Pletyukhov and Gritsev derive an expression for the ‘𝑇 -matrix,’
𝑇 (2)(𝜔)when two photons scatter from a Λ-system. It can be demonstrated that Eq. (4.37) of this
thesis is equivalent to Eq. (46) of Ref. [120].
4.7 Pole Structure of the Scattering Matrices
In a scattering experiment it is known that many properties of the scattered state are determined
by the pole structure of the transition amplitude [121]. In particular, poles in the complex plane
of the scattered particle energy correspond to bound-states of the system [122]. Bound states
of massive particles such as electrons, neutrons and protons are extremely familiar to us and a
photonic bound state is the extension of this to massless particles. Two photons, which would
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usually not interact strongly, become entangled in the frequency domain and travel through
space as a single quasi-particle.
We might naively imagine that the pole structure of the amplitude is broadly similar whether
the two-photons scatter from a TLS or aΛ-system, with the added internal structure of the emitter
only slightly shifting their location for example. We can however demonstrate that this is not the
case and that the addition of a second emitter ground-state introduces a great deal of richness
to the system. In Fig. 4.6 we consider the frequency-mixing portion of the transition amplitude
of Eq. (4.37) and plot poles in the complex plane of 𝑓 , which gives the energy of one of the
scattered photons. Note that given 𝑓 , the energy of the second photon is completely specified by
the energy conserving delta function. In both Figs. 4.6a and 4.6b we drive the system with two
single-frequency photons, one detuned negatively from the transition energy Ω by 𝛿 = 1 × 1014
rad/s and one positively by the same amount.
In Fig. 4.6a we plot the location of the poles for three different systems. Blue circles illustrate
the locations of the poles for a simple TLS, with central frequencyΩ = 2×1015 rad/s and coupling
𝛾 = 2 × 104 √rad/s. This coupling strength would correspond to a lifetime of ∼ 1 ns, which is a
reasonable estimate for a TLS formed by e.g. a semiconductor quantum dot. We note the two
poles at 𝑓 = Ω ± 𝑖𝜋𝛾 2, this is the result found by many previous authors and corresponds to the
formation of a frequency-entangled pair of photons. It is interesting to ask under which circum-
stances the photons scattered from a Λ-system appear indistinguishable from those scattered by
a TLS. Obviously, we would expect that when 𝛾2 = 0, for arbitrary Δ̃2, the system should behave
as the TLS—photons have no access to the state |𝑔2⟩. As a validity check of Eq. (4.37) we plot the
poles of such as a system (with Ω = 2.4 × 1015 rad/s now) using purple crosses and find that this
is indeed the predicted behaviour. A more surprising result is indicated by the red triangles of
Fig. 4.6a. Here we set 𝛾2 = 𝛾1, with 𝛾1 the same as for the TLS.We find that, when Δ̃2 = 0, the pole
structure of the Λ-system is again the same as that of the TLS—though the poles are now located
at 𝑓 = Ω ± 𝑖𝜋(𝛾 21 + 𝛾 22 ). This is due to the degenerate ground states appearing indistinguishable
to incoming photons and thus their only effect is a strengthening of the light-matter interaction,
evidenced by shifting of the poles away from the real axis.
It is not generally true that the 𝑆-matrix associated with scattering from a Λ-system is well
approximated by the TLS version. In Fig. 4.6b we consider a more general Λ-system, setting
Ω = 2 × 1015 rad/s, Δ̃1 = 0 and Δ̃2 = Ω/10. We further assume the system is prepared initially
in the lower ground state |𝑔1⟩ and set the couplings asymmetrically so that 𝛾1 = 2 × 104 √rad/s
and 𝛾2 = 𝛾1/√2. Now, it is important to note that the frequency mixing component of Eq. (4.37)
corresponds to two distinct processes. In one the emitter returns to the state |𝑔1⟩ following the
scattering, while in the other it scatters to |𝑔2⟩. We plot both species of poles in Fig. 4.6b, using
blue circles and red triangles respectively and also use purple crosses to denote the location of
poles common to both parts of the transition amplitude.
The most striking feature of Fig. 4.6b compared to 4.6a is the emergence of poles on the
Im[𝑓 ] = 0 axis of the complex plane. This means that there are now singularities in the transition
amplitude corresponding to physical scattered photon energies—resonances. These occur at the
frequencies of the photons input to the system and the input frequencies minus the energy gap
Δ̃2. For the emitter state preserving portion of the amplitude there is an additional resonance at
Ω+Δ̃2+𝛿 , stemming from a process where one of the photons scatters the system to |𝑔2⟩, with the
second photon then picking up this excess energy. The final point to note is the emergence of a
second pair of imaginary poles at Ω− Δ̃2 ± 𝑖𝜋 (𝛾 21 + 𝛾 22 ) in the portion of the transition amplitude
in which the emitter is scattered to the state |𝑔2⟩. This has a simple physical interpretation; if
we were to post-select onto this state, the bound state of entangled photons would have lower
frequency in order to conserve overall energy.
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4.8 Summary
We have developed an intuitive, diagrammatic approach to the problem of light-matter coupling
in waveguide QED. In contrast to previously reported techniques, our method allows visualisa-
tion of the photon-atom dynamics. We have demonstrated analytical results for both single and
two photon input optical states for both the TLS and Λ-systems. The diagrammatic approach is
straight-forward to extend to higher photon number input states (though increasingly computa-
tionally expensive) and potentially more realistic Hamiltonians. Several open questions emerge
from this work. For instance, how does the choice of Hamiltonian in Eq. (4.2) impact the tran-
sition amplitude? In particular, a waveguide will have a range of supported frequency modes
defined largely by its dimensions. In theory this leads to observable consequences [123] and this
would seem to suggest that some of the processes associated with forbidden diagrams actually
contribute in physical systems. The limit on our method is ultimately a computational one, with
an 𝑁 -photon event requiring 𝑁 permutations over both initial and final frequencies.
Chapter 5
Experimental Realisations
In this chapter we look at some experimental implementations of the prototypical waveguide
system studied in Chapter 4. We begin by reviewing the topic of non-reciprocal transport in
quantum optics and explain why this phenomenon arises naturally in the illustrative system of
a QD coupled to a nanobeam waveguide. We go on, in Sec. 5.2, to make some predictions for the
behaviour we would expect to observe in experimental systems and explain why these dynamics
are not in fact reproduced in the laboratory. In Sec. 5.3 we perform a more detailed analysis
and use the Input-Output Formalism to model some recent experiments on a nanobeam-coupled
QD [124]. We perform a similar analysis on a related system [125] in Sec. 5.4 but pay particular
attention to the emergence of the Fano-type dispersive lineshapes that are observed.
5.1 Unidirectional Transport inQuantum Optics
We first briefly review the field of ‘unidirectional’ or ‘non-reciprocal’ transport in quantum op-
tics [126]. Suppose we have some nanostructure that supports optical modes propagating in
two anti-parallel directions (conventionally ±𝑧) and an embedded emitter. We would expect,
by symmetry, that the emitter will interact with photons travelling in either direction equally
strongly. Non-reciprocal systems are those in which this propagation direction degeneracy is
lifted and have been experimentally realised in e.g. photonic crystal coupled QDs [127] and
micro-resonator coupled atoms [128]. We adopt the convention that points in a structure where
an embedded emitter interacts unidirectionally are called ‘c-points.’ 1
In order to understand the concept of non-reciprocal transport in quantum optics, we fo-
cus on the illustrative example of a QD coupled to a nanobeam waveguide. These structures of
vacuum-clad, high refractive index semiconductor confine photons transversely to their propa-
gation direction via total internal reflection. In order to recognise the origin of unidirectional
coupling we need to scrutinise the nanobeam in greater detail than that presented in the sim-
ple model of e.g. Fig. 4.1a. We first note that quantum emitters have small physical dimensions
and so, in order to make the light-matter interaction strong, the transverse optical confinement
must be significant—on the order of a few nm. Consider next a general expression for the elec-
tric field amplitude of an electromagnetic wave, with angular frequency 𝜔 and wave-number 𝑘,
propagating in a waveguide (Fig. 5.1a)
E±(𝑧, 𝑡) = E0𝑒−𝑖(𝜔𝑡∓𝑘𝑧), (5.1)
where positive and negative 𝑘 values correspond to waves travelling in the positive and nega-
tive 𝑧-directions respectively. Assuming no free charges, Maxwell’s equations tell us that the
1It is important to note that the phenomena described here are often labelled as belonging to the field of ‘chiral’
quantum optics. However, as there are no non-trivial topologies involved, this is somewhat misleading and for the
avoidance of confusion we will endeavour to not use this terminology. It is however conventional to refer to emitters
coupled to waveguides in a unidirectional manner as being located at c-points and, for want of clearer nomenclature,
we do adopt this custom.
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Figure 5.1: (a) Optical waveguide, which is effectively infinitely long in the propagation direction
𝑧 but tightly confines light in the transverse 𝑥𝑦-plane. (b) 2D slice through the 𝑦 = 0 plane of the
waveguide, showing the electric field intensity and assuming 𝐸𝑦 = 0. Black and white arrows
show that the sense of rotation of the field is reversed at either side of waveguide centre. This
originates from the mirror symmetry of the system.
divergence of the electric field must vanish and in the limit where
𝜕𝐸𝑧
𝜕𝑧 ≪
𝜕𝐸𝑥
𝜕𝑥 ,
𝜕𝐸𝑦
𝜕𝑦 (5.2)
this leads to an equation for the 𝑧-component of the electric field in terms of the transverse
components
𝐸±,𝑧 = ∓
𝑖
𝑘 (
𝜕𝐸𝑥
𝜕𝑥 +
𝜕𝐸𝑦
𝜕𝑦 ) . (5.3)
We see that, in clear contrast to the case of free space propagation, an electromagnetic wave
propagating in a waveguide has a longitudinal component to its electric field vector. The size of
this component is strongly dependent upon the gradient in the transverse fields and its direc-
tion is reversed for light propagating in opposite directions. Moreover we see, assuming some
exponential decay function governing the behaviours of 𝐸𝑥 and 𝐸𝑦 , that 𝐸𝑧 is 𝜋/2 radians out of
phase with these transverse fields. This means that the electromagnetic field now carries orbital
angular momentum, with the vector lying in the transverse plane. The direction of this vector is
reversed when the propagation direction of the wave is reversed and this phenomenon is known
as ‘spin-momentum locking.’ In the ideal case, at c-points in the waveguide, the magnitude of
the longitudinal component of the electric field is sufficient to render the field circularly po-
larised, with the sense of rotation determined by the propagation direction, and we sketch this
in Fig. 5.1b. The phenomenon of spin-momentum locking occurs spontaneously in nanobeam
waveguides, as in Fig. 5.1, but can also be artificially engineered in photonic structures where
the light-matter interaction is also enhanced [129].
At c-points in a waveguide structure, the spin of an electromagnetic wave is coupled to its
propagation direction. For non-reciprocal transport it is then sufficient to have an emitter embed-
ded at such a point, which couples preferentially to one of the two spin directions. Fortunately,
this property is exhibited in one particular species of quantum emitter that is readily integrated
into semiconductor waveguide structures; namely QDs formed via Stranski-Krastanov growth
techniques. We do not discuss the details of epitaxial growth in this thesis but refer to e.g. the
review of Ref. [130] and simply note that the QDs formed this way are hemispherical in shape
but flattened in the growth axis, as illustrated in Fig. 5.2a. The strong confinement in all three
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Figure 5.2: (a) An epitaxially grown QD typically has a hemispherical profile, symmetric in the
growth axis 𝑦 . Typical dimensions in this axis are of the order of 1 nm, while lateral confinement
is usually closer to 10 nm. (b) Sketch of a nanobeam waveguide, which composed of GaAs (blue)
and vacuum-clad (white). Left and right out-couplers are labelled and either scatter photons out
of the sample to a detector or couple laser light into the nanobeam.
spatial dimensions leads to the emergence of discrete, atomic-like energy levels, which can be
understood in basic terms as being related to those of the infinite potential well model [131].
There are many possible energy level configurations for a semiconductor QD, which may
depend on its charge state. For example if a lone electron or hole is confined to the QD, then
moving to the first excited state involves the formation of a negatively or positively charged
‘trion.’ For simplicity we consider the case where the QD is initially neutral, which means that
the first excitation corresponds to the creation of a lone, bound electron-hole pair, a so called
‘exciton.’ A detailed description of the spin-properties of the neutral exciton can be found in e.g.
Ref. [132] and we first note that the symmetry (growth) axis of the QD defines a fixed vector for
one component of the total angular momentum. Furthermore, the lowest lying energy neutral
exciton consists of a hole with total angular momentum 𝐽 = 3/2 and electron with 𝐽 = 1/2 and
these combine to form ‘bright’ or ‘dark’ excitons with 𝐽 = 1 and 𝐽 = 2 respectively. The dark
exciton is not optically active and we therefore neglect it, while the 𝐽 = 1 exciton splits into the
states with angular momentum projections 𝑚𝐽 = ±1 onto the symmetry axis direction. In the
case of a fully symmetric QD, these projections are degenerate but the degeneracy can be lifted
via the application of a magnetic field along the growth axis—Zeeman splitting in the so-called
‘Faraday’ geometry. The splitting between these two states, which emit circularly polarised light
with opposite senses of rotation, increases linearly as the strength of the magnetic field B is
increased.
Supposing we have a QD located at a c-point in a waveguide and apply a Faraday geometry
magnetic field to split the 𝑚𝐽 = ±1 bright, neutral exciton states from one another, we have all
the required ingredients to realise a unidirectional system. Imagine that we excite the QD from
above, using a laser resonant with only one of the two spin states. The emitter will then be excited
with definite spin and, due to the spin-momentum locking, can couple to an optical waveguide
mode propagating only in one direction. Reversing the sign of the B field will change the spin
state to which the laser couples and this in turn will reverse the direction of light propagation.
This same experiment was realised by Coles et al. [133] and we go on to discuss an experimental
implementation of a similar system in Sec. 5.3.
5.2 Elementary Model of Photon Scattering Experiments
Thinking in terms of the overall context of quantum information processing, it is not terribly
useful to excite and collect the emission of a single QD from outside of the sample or ‘off-chip.’
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Figure 5.3: (a) Waves in phase are represented by red arrows and those in anti-phase are purple.
The right-propagating mode is a sum of even and odd decompositions. The even mode picks
up a 𝜋 phase rotation, while the odd mode is unaffected and this means that, after scattering,
the wave propagates to the left. (b) Transmission of a waveguide-coupled two-level-system as a
function of single photon detuning from resonance. Spectra for various emitter lifetimes and for
an emitter embedded at a c-point are shown.
We would ideally like a large network of sources, detectors and many QDs all connected within
the sample or ‘on-chip.’ This motivates the set of experiments, which are based on the geometry
of e.g. Fig. 4.1a, where a QD is probed indirectly by light injected into and detected from themode
of the waveguide to which it couples. It is important to understand, in the completely ideal case,
what behaviour we would expect to observe in such a system. We can predict, using the tools
detailed in Chapter 3, spectra for the light transmitted and reflected by waveguide-coupled QDs
and departures from these overly-idealised predictions inform us about the dominant processes
in real systems.
We already determined in Sec. 3.4.3 that if a single photon scatters from an emitter embed-
ded in a waveguide at a c-point, the total intensity of the transmitted light is preserved. It is
instructive to first understand why, even in a system free from experimental imperfection, a sin-
gle photon may be totally reflected by a nanobeam-embedded QD. This occurs when the emitter
is not embedded at a c-point in the waveguide and a very nice, intuitive explanation for this
phenomenon can be found in the PhD thesis of Nysteen [134]. The right-propagating waveguide
mode can be decomposed into a sum of ‘odd’ and ‘even’ bosonic modes. Consider the Hamilto-
nian of Eq. (3.49) that we used to derive the 𝑆-matrix for an emitter embedded at a c-point. In
the case where the emitter couples to both left and right propagating modes at equal rates, this
becomes
𝐻 = 12Ω𝜎𝑧 + ∫ d𝜔 𝜔(𝑟
†𝜔𝑟𝜔 + 𝑙†𝜔𝑙𝜔) + 𝑔 ∫ d𝜔 (𝜎+𝑟𝜔 + 𝑟†𝜔𝜎− + 𝜎+𝑙𝜔 + 𝑙†𝜔𝜎−)
= 12Ω𝜎𝑧 + ∫ d𝜔 𝜔(𝑎
†𝜔𝑎𝜔 + 𝑏†𝜔𝑏𝜔) + √2𝑔 ∫ d𝜔 (𝜎+𝑎𝜔 + 𝑎†𝜔𝜎−), (5.4)
where 𝑙𝜔 and 𝑟𝜔 describe the left and right propagating modes respectively and we defined even,
𝑎𝜔 and odd, 𝑏𝜔 mode operators by
𝑎𝜔 ≡
𝑟𝜔 + 𝑙𝜔
√2 and 𝑏𝜔 ≡
𝑟𝜔 − 𝑙𝜔
√2 . (5.5)
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Figure 5.4: (a) Photoluminescence spectrum collected at the right out-coupler for a QD not lo-
cated at a c-point in the nanobeam. Signals corresponding to both spin components are clearly
visible, with comparable magnitude. (b) Photoluminescence spectra collected at both left and
right out-couplers for a QD located at a c-point in the nanobeam. In both spectra we see a strong
signal from one of the two spin components but not the other.
We see that the Hamiltonian of Eq. (5.4) can be decomposed into a sum of Hamiltonians for even
and oddmode operators, with the odd operators not coupled to the emitter and the even operators
coupled as in the c-point case (with an additional factor of √2 on the coupling-constant). We
already determined that single photon states pick up a 𝜋 phase rotation in the ideal c-point case
and so the evolution of the mode operators under scattering is
𝑟𝜔 =
𝑎𝜔 + 𝑏𝜔
√2 →
𝑏𝜔 − 𝑎𝜔
√2 = −𝑙𝜔 , (5.6)
meaning that the emitter behaves as a mirror. We sketch this process schematically in Fig. 5.3a
and show some expected transmission spectra for ideal emitters in Fig. 5.3b.
5.3 Non-Reciprocal Transport of a Nanobeam-CoupledQuantum Dot
5.3.1 The Experiment
Armed with the expectations described in the previous section, we can begin to consider some
real data and a number of experiments have been performed in Sheffield University laboratories
on nanobeam-coupled QDs by C. Bentham, M.N. Makhonin and D.M. Price. Specifics regarding
the sample used can be found in Ref. [135] and we only briefly outline the experimental details
in this thesis. We sketch the sample in Fig. 5.2b and note that InGaAs QDs were grown via the
Stranski-Krastanov method onto a GaAs substrate. A nanobeam waveguide, with two in/out-
couplers, was etched onto this sample and it is through these that laser light was coupled into
and out of the nanobeam. A magnetic field of 1 T was applied over the sample in the Faraday
geometry, as discussed in Sec. 5.1, and additionally the sample was held in a bath cryostat at 4 K
to minimise thermal noise.
A number of experiments were performed on several QDs coupled to the nanobeam and first
it was necessary to locate a QD coupled at a c-point. This was done by exciting a QD from above
with laser light and collecting the emission from one of the two out-couplers—a ‘photolumines-
cence’ experiment. As discussed in Sec. 5.1, if the QD was at a c-point then only the emission
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from one of the spin components would arrive at each out-coupler. In the symmetric case, the
spin and momentum of the electromagnetic field are not coupled and both components of the QD
emission would be detected at both out-couplers. In Fig. 5.4a we show the photoluminescence
signal at the right out-coupler for a typical QD not at a c-point and we see clear signals from
both spin components, 𝜎+ and 𝜎−, which are split in energy by the applied B-field. This is in
strong contrast with the photoluminescence spectra of Fig. 5.4b, where at each out-coupler we
see signal for a different QD spin transition. The ‘contrast’ is defined by
𝐶 ≡ 𝐼
𝜎+ − 𝐼 𝜎−
𝐼 𝜎+ + 𝐼 𝜎− , (5.7)
where 𝐼 𝜎 represents the intensity of photoluminescence signal for a given spin component, mea-
sures how strong the unidirectionality of a given QD is. The contrast𝐶R = −0.91 at the right-hand
out-coupler and 𝐶L = 0.84 at the left observed for the QD probed in Fig. 5.4b indicated it was
located extremely close to a c-point in the nanobeam.
A weak laser was focussed onto one of the two out-couplers and the laser light collected from
either the same or opposite coupler. A ‘re-pump’ laser could be used to activate or deactivate the
QD and hence the changes in transmission and reflection that the presence of the QD introduced
could be measured. The ‘differential’ transmissions and reflections are defined by
Δ𝑇 ≡ 𝐼
𝑇on − 𝐼𝑇off
𝐼𝑇off
and Δ𝑅 ≡ 𝐼
𝑅on − 𝐼𝑅off
𝐼𝑇off
, (5.8)
where e.g. 𝐼𝑇on represents the transmitted laser intensity with the QD activated. We show the
results of these measurements in Fig. 5.5 and this is the data that we aim to understand using a
theoretical model of the system.
5.3.2 Analysis
Several contradictions between the predictions of the ideal model of Sec. 5.2 and the experimental
data in Fig. 5.5 are immediately apparent. Firstly, in the transmission geometry experiments, we
observe changes in the transmitted intensity of between 2% and 3% and not 0% as expected. We
might be tempted to attribute this to the location of the QD slightly away from a c-point because,
after all, 3% isn’t terribly different from 0%. Another problem becomes apparent however and
we see that the linewidths of the spectra are ∼ 10 µeV, which corresponds to a QD lifetime of
∼30 ps. This is two orders of magnitude below the expected value and we can only attribute this
to broadening mechanisms not captured by our simple model.
Maybe more troubling than the transmission results however is the data collected in the
reflection geometry. Consider a laser input to the right out-coupler and detected from the left
(R→L) and suppose it couples with relative efficiency of ∼95% to the 𝜎+ dipole, which is in
turn coupled with ∼5% efficiency to the L→R mode. By contrast, the 𝜎− dipole couples with
relative efficiency of 5% to the R→L mode but 95% efficiency to the L→R mode. As a first-order
approximation, the fraction of the laser reflected into the L→Rmode is then ∼ (95%×5%)2 ≈ 0.2%
in both cases. We therefore expect parity between the signals observed in reflection geometry
experiments for both spin components. This is also not the observed behaviour and motivates
our construction of a more sophisticated model.
Input-Output Relations
Our calculation starts from the Hamiltonian describing a two-level system coupled to the right
and left propagating modes of the waveguide
𝐻 = ∫ d𝜖 Δ𝜖 (𝑟†𝜖 𝑟𝜖 + 𝑙†𝜖 𝑙𝜖) +
1
2ΔΩ𝜎𝑧 + ∫ d𝜖 (𝑔𝑟 𝑟𝜖𝜎+ + 𝑔𝑙 𝑙𝜖𝜎+ + 𝑔𝑟 𝑟
†𝜖 𝜎− + 𝑔𝑙 𝑙†𝜖 𝜎−) . (5.9)
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Figure 5.5: Differential transmission and reflection spectra for the QD with photoluminescence
profile shown in Fig. 5.4b. Text on the plots refers to the propagation of the measured light and so
e.g. (a) represents the experiment where the laser couples to the left out-coupler and is measured
at the right and (b) gives the corresponding reflection experiment.
This is exactly the Hamiltonian described in Sec. 3.1 but we now take into account coupling
at different rates to the left and right propagating waveguide modes, 𝑔𝑙 ≠ 𝑔𝑟 . We also used
the excitation number conserving property of the Hamiltonian, namely that [𝐻 , 𝑁 ] = 0, where
𝑁 ≡ 𝜎𝑧/2 + ∫ d𝜔 𝑟†𝜔𝑟𝜔 + 𝑙†𝜔𝑙𝜔 to shift the zero energy by 𝜔0. The photon-drive detuning is given
by Δ𝜖 and the emitter-drive detuning by ΔΩ. From this Hamiltonian we can derive the coupled
Heisenberg-Langevin equations for the system, e.g.
?̇?− = −𝑖ΔΩ𝜎− + 𝑖𝜎𝑧 ∫ d𝜖 (𝑔𝑟 𝑟𝜖 + 𝑔𝑙 𝑙𝜖) and ̇𝑟𝜖 = −𝑖Δ𝜖𝑟𝜖 − 𝑖𝑔𝑟𝜎−, (5.10)
which we approach using the Input-Output formalism in the same manner as in Chapter 3 so
that
?̇?− = (−𝑖ΔΩ + 𝜋𝑔2𝑟 + 𝜋𝑔2𝑙 ) 𝜎− + 𝑖√2𝜋𝜎𝑧 (𝑔𝑟 𝑟in + 𝑔𝑙 𝑙in) , (5.11)
where 𝑟in (𝑙in) is the annihilation operator corresponding to the field propagating from the right
(left) out-coupler.
We now follow the method of Ref. [136] and include a finite pure dephasing rate 𝛾d in our
description and also emission into unguidedmodes at a rate 𝛾 . We note that thismethod produces
the expected effect on our lowering operator, as we could have deduced from our discussion of
radiative and non-radiative dephasing in Chapter 3,
?̇?− = (−𝑖ΔΩ + 𝜋𝑔2𝑟 + 𝜋𝑔2𝑙 + 𝛾d +
𝛾
2 ) 𝜎− + 𝑖√2𝜋𝜎𝑧 (𝑔𝑟 𝑟in + 𝑔𝑙 𝑙in) . (5.12)
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Making the notational contraction that ̃𝛾 ≡ 𝛾d + 𝛾/2 + 𝜋𝑔2𝑟 + 𝜋𝑔2𝑙 , we can write down the full set
of input-output relations for the system:
𝑟out = 𝑟in − 𝑖√
𝛽d𝛽
𝜏 𝜎−, 𝑙out = 𝑙in − 𝑖√
(1 − 𝛽d)𝛽
𝜏 𝜎−, (5.13)
?̇?− = − (𝑖ΔΩ + ̃𝛾 ) 𝜎− + 𝑖𝜎𝑧 (√
𝛽d𝛽
𝜏 𝑟in + √
(1 − 𝛽d)𝛽
𝜏 𝑙in) , (5.14)
?̇? = −1𝜏 𝑁 + 𝑖 [√
𝛽d𝛽
𝜏 (𝑟
†
in𝜎− − 𝑟in𝜎+) + √
(1 − 𝛽d)𝛽
𝜏 (𝑙
†
in𝜎− − 𝑙in𝜎+)] , (5.15)
where 𝜏 is the emitter lifetime. We characterised emission into unguided modes by the 𝛽-factor,
which is defined by the rate of emission into the waveguide divided by the total emission rate,
such that 𝛾 = (1 − 𝛽)/𝜏 . We additionally defined the directional factor 𝛽d, which captures the
strength of non-reciprocal coupling in our system and is defined as the ratio of emission into the
right photon modes to the total emission into all guided modes, 𝛽d ≡ 𝑔2𝑟 /(𝑔2𝑟 + 𝑔2𝑙 ).
In the steady state we can neglect time derivatives in the Heisenberg equations and therefore,
by simple algebraic substitution, we arrive upon
𝑟out = 𝑟in +
𝛽
𝜏 (𝑖ΔΩ + ̃𝛾 )
(𝛽d𝑟in + √𝛽d (1 − 𝛽d)𝑙in) 𝜎𝑧 (5.16)
𝑙out = 𝑙in +
𝛽
𝜏 (𝑖ΔΩ + ̃𝛾 )
(√𝛽d(1 − 𝛽d)𝑟in + (1 − 𝛽d) 𝑙in) 𝜎𝑧 , (5.17)
meaning that the field output from the system is fully specified by the input field and the emitter
population 𝑁 = (𝜎𝑧 +1)/2. At this point we adopt the semi-classical hypothesis [137] and assume
that the operators in the HL Eqs. (5.13)-(5.15) can be replaced by their expectation values. This
yields
𝑧 = −1 + 2𝑖𝜏√
𝛽d𝛽
𝜏 (𝛼
∗𝑠− − 𝛼𝑠∗−) , (5.18)
where we assumed that the emitter is driven from the right such that 𝑙in = 0 and we have substi-
tuted in the amplitude of the right input field 𝛼 . We furthermore defined 𝑠− ≡ ⟨𝜎−⟩ and 𝑧 ≡ ⟨𝜎𝑧⟩.
Eliminating 𝑠− from Eq. (5.18) we obtain
𝑧 = − (1 + 4𝛽𝛽d ̃𝛾 |𝛼|
2
Δ2Ω + ̃𝛾 2
)
−1
, (5.19)
and we can substitute this into Eqs. (5.16) and (5.17) to determine the left and right output field
amplitudes in terms of the incident power. We then arrive upon an expression for e.g. the field
transmitted by the system
⟨𝑟out⟩ = 𝛼 [1 −
𝛽𝛽d
𝜏 (𝑖ΔΩ + ̃𝛾 ) (1 + 4𝛽𝛽d ̃𝛾 |𝛼|
2
Δ2Ω+ ̃𝛾 2
)
] , (5.20)
and define the transmission spectrum—highlighting its dependence onΩ, theQD central frequency—
by
𝑇(Ω) ≡ |⟨𝑟out⟩|
2
|𝛼 |2 =
|||||
1 − 𝛽𝛽d
𝜏 (𝑖ΔΩ + ̃𝛾 ) (1 + 4𝛽𝛽d ̃𝛾 |𝛼|
2
Δ2Ω+ ̃𝛾 2
)
|||||
2
. (5.21)
Of course, the same procedure can be carried out to find the reflected intensity by solving for 𝑙out
instead and defining 𝑅(Ω) ≡ |⟨𝑙out⟩|2/|⟨𝛼⟩|2.
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Incoherent Emission
It is important to note that this description of the system is incomplete, as has been noted pre-
viously in e.g. Ref. [138]. This is a consequence of the increase in incoherent emission by the
QD that accompanies an increase in its excitation. This incoherently emitted power is not cap-
tured by the Input-Output formalism and has to be added to the description via a conservation
of energy argument
𝒫incoh = 𝒫in − 𝒫trans − 𝒫refl − 𝒫scat. (5.22)
The incoherently emitted power is the remainder, having subtracted the transmitted, reflected
and scattered powers from the input power. There are then additional photons contributing
to both the transmission and reflection spectra, with fluxes of 𝛽𝛽d𝒫incoh and 𝛽(1 − 𝛽d)𝒫incoh
respectively.
Spectral Wandering and Blinking
It turns out however that even this description of the system is not sufficient to capture all the
dynamics and, in particular, the observed linewidths cannot be accounted for by coupling of the
QD to external bosonicmodes and pure dephasing alone, the rate of which can bemeasured [139].
In fact another broadening mechanism contributes extensively to the spectrum of a QD. Termed
‘spectral wandering,’ this is the process where charge fluctuations in the environment cause the
central energy of the QD exciton to shift and is characterised by the long time-scales, relative to
the exciton lifetime, on which it occurs [140].
In order to find the true spectrum then, as measured in experiment, we need to convolve
Eq. (5.21) with a function characterising the charge noise around the QD and hence the spectral
wandering. This procedure has been described previously in e.g. Ref. [141]. Note that we perform
this procedure on the expression we derive for the transmitted intensity and not the amplitude.
As, by definition, spectral wandering occurs over time-scales longer than the emitter lifetime. If
we assume the charge noise profile causes the central frequency of the QD to fluctuate according
to a Gaussian distribution with variance 𝜎 we have that
𝑇(Ω, 𝜎) = 1
√2𝜋𝜎2 ∫
d𝜀 exp (− 𝜀
2
2𝜎2) 𝑇(Ω + 𝜖) (5.23)
and also an analogous expression for the reflected intensity.
Finally, we need to account for so-called ‘spectral blinking’. The semiconductor QDs we
analyse here are well-approximated as a two-level-system but this does not capture entirely their
relevant energy level structure. A photon arriving at the location of the QD therefore has a finite
probability 𝑃dark of finding the system in some optically inactive ‘dark state.’ This naturally
implies that
𝑇(Ω, 𝜎) → 𝑃dark + (1 − 𝑃dark)𝑇 (Ω, 𝜎). (5.24)
Note that an optically inactive QD would lead to zero reflected intensity and so we include blink-
ing instead via
𝑅(Ω, 𝜎) → (1 − 𝑃dark)𝑅(Ω, 𝜎). (5.25)
In order to model our system, we then simply have to integrate Eq. (5.21) according to Eq. (5.23)
and account for blinking via the prescription of Eq. (5.24).
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Parameter Symbol Value
𝛽-factor 𝛽 0.7
Directionality 𝛽d 0.95
Radiative lifetime 𝜏 1 ns
Dephasing time 𝜏d 0.8 ns
Spectral wandering variance 𝜎 4 µeV
Dark probability 𝑃dark 0.25
Table 5.1: Parameters used in the theoretical model.
5.3.3 Experimental Parameters
Our task is not complete however because we notice that our model has many free parameters
and we do not have a good way to extract them individually from the data. For example, the
widths of the observed spectra are determined by: the QD lifetime, the pure dephasing rate and
the spectral wandering variance. It is in theory possible to measure these quantities individually
but this was not done and therefore a first-principles fitting of the model to experiment is not
possible. Furthermore, for reasons that we will discuss in Sec. 5.4.2, even though we know the
origin of the asymmetric lineshapes observed (Sec. 3.3), it is difficult to model these quantitatively
for this system. Therefore we deduce any parameters we can from the available data and turn
to the extensive background literature for those that remain. This gives us an understanding for
the order of magnitude of the effects we should expect to observe and will allow us to explain
e.g. the asymmetric reflection profiles for anti-parallel dipoles.
We summarise the parameters that we arrive upon in Table. 5.1. The coupling between the
QD and a nanobeam waveguide is deduced from FDTD simulations [142] and the directionality,
𝛽d, from the contrast ratio, 𝐶 , defined in Eq. (5.7). The radiative lifetime of 1 ns is typical for
InGaAs self-assembled QDs [143], as is the 800 ps pure dephasing time [144, 145]2. The spectral
wandering is characterised by the parameter 𝜎 , the variance of the distribution, with 𝜎 = 4 µeV
giving a good fit to the measured 8 𝜇eV QD linewidth. It is not possible to obtain a direct ex-
perimental estimate of 𝑃dark but previously reported values (see Sec. 5.4.2) fall within the range
0 ≤ 𝑃dark ≤ 0.5 and so we use 𝑃dark = 0.25 as a reasonable estimate. A key final parameter,
which may appear pre-determined but is in fact not, is the amplitude of the optical field, 𝛼 . This
is because 𝛼 is the power within the waveguide after unknown coupling losses and is therefore
some unknown fraction of the laser power set experimentally. We will see that understand-
ing the power dependence of the system is crucial for understanding the asymmetric reflection
geometry results and therefore model the system for a range of input powers.
5.3.4 Results
The transmission spectra, calculated using the parameters of Table 5.1 are shown in Fig. 5.6a.
The central energy of the QD is set at 1.3 eV, and the splitting between the low and high energy
Zeeman components is 0.16 meV (as in the experimental data in Figs 5.4b), with the higher fre-
quency component having the stronger coupling. This is equivalent to the experimental L→R
and L→L geometries shown in Figs. 5.5(c) and 5.5(d). The transmission dips are asymmetric,
with a stronger dip for the component preferentially coupled to the QD, in agreement with the
experimental data. The depth of the dips are close to those observed in Fig. 5.5, a maximum of
4% experimentally and 5% in the model, showing that the parameters used in the model are a
reasonable approximation to the real system. We furthermore note that the size of the stronger
2The pure dephasing time is highly variable and dependent on many factors. It may be as low as ∼10 ps or as high
as ∼5 ns. Our value is expected to be on the upper end of this range, due to the resonant excitation employed in the
experiment. Specifically 𝜏d = 800 ps was measured exactly on a QD in a similar sample.
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Figure 5.6: (a) Calculated transmission and (b) reflection of the system for incident L→R laser
driving. Powers of 1, 10 and 100 pW are represented by blue, red and purple curves respectively,
with 1, 10 and 100 nW shown in green, orange and pink. The saturation data in the inset of
Fig. 5.7a indicates that the experimental conditions correspond to a power between 100 pW and
1 nW in the model.
dip is strongly dependent on the input power, which indicates that the system is saturated at
powers of the order of 1 nW impinging on the QD.
In order to obtain a more thorough comparison of experiment and theory, we need to relate
the power levels used in the model to those for the measured spectra. We can calibrate the exter-
nal power relative to that within the waveguide by analysing the predicted power dependence of
the stronger transmission dip and comparing with experiment. In the main part of Fig. 5.7a, we
plot the power saturation dependence predicted by the model and show as an inset the experi-
mentally determined power dependence. At low powers, below 10 pW, the main part of Fig. 5.7a
confirms that themagnitude of the transmission dip is independent of incident laser power; fewer
than one photon is interacting with the QD within its lifetime. As the power is increased up to
10 nW, the magnitude of the dip decreases as the QD can only interact with a certain fraction of
the input light. At powers above 10 nW, the QD scatters an insignificant fraction of the incident
photon flux and the fully saturated regime is entered. Experimentally we see very little reduction
in transmission dip between 5 and 20nW and a marked reduction in transmission dip thereafter.
By comparing points with the same 30% reduction in transmission dip and cross-correlating, we
are able to deduce that the power of 50 nW incident on the sample corresponds to a power of be-
tween 100 pW and 1 nWwithin the waveguide. Having semiquantitatively calibrated the power,
and returning to the theory curves of Fig. 5.6a, we see that in this power range (represented by
the purple and green curves), the low frequency component still dominates in transmission, but
the reflectivity has developed an asymmetry, with the higher frequency component being the
stronger.
What’s happening here is that the high powers used in the experiment are causing the QD
transition to saturate in a directionally dependent fashion. As an illustrative example, consider
the case discussed previously, where the R→L mode couples with relative efficiency of ∼95% to
the 𝜎+ dipole and ∼5% efficiency to the 𝜎− dipole. In the low power regime, we would expect
the reflection signal from both spin components to be equally strong and this is the behaviour
shown in Fig. 5.6b. However, as we increase the power incident on the QD, the well coupled
transition saturates more quickly, cannot absorb more photons from the laser field and its re-
flection signal subsequently decays. By contrast, the 𝜎− dipole has its poor coupling to the laser
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Figure 5.7: (a) Theoretical power dependence of the main transmission dip on resonance for the
preferentially coupled component. Inset: the experimentally measured dependence. The power
employed for the resonant transmission and reflection experiments shown in Fig. 5.5 is indicated
by the grey star marker. (b) Sketch of the sample as in Fig. 5.2b but where the blue, hatched
region indicates a photonic-crystal section. The red dot shows the approximate location of the
QD.
field compensated for by the increasing photon flux and its relative signal increases in strength,
again shown in Fig. 5.6b. This behaviour continues until, at higher powers still, the fraction of
incident photons interacting with the QD becomes negligible.
5.4 A Photonic Crystal-CoupledQuantum Dot
In the previous experiment it was hard to obtain a good comparison between theory and exper-
iment, with the model only qualitatively reproducing the experimental data. There are several
reasons for this, including: a) the number of free parameters not known to us, b) the inability of
our model to capture asymmetric lineshapes and c) the modest magnitudes of the transmission
and reflection features. This motivates our analysis of a second experiment, in which some of
these difficulties are overcome. In particular, we now analyse a similar system where the QD
is coupled to a waveguide but not at a c-point. This means that the magnitude of the observed
features is larger and lower powers are employed in performing the experiments. In turn, this
means that we can treat the effect that the QD has on the input field as linear and we will show
that this leads to a simple way to recover the asymmetric lineshapes.
5.4.1 The Experiment
The experiments were performed by A. Foster and D. Hallett on a sample not dissimilar to that of
the nanobeam in the previous section, with the key difference being that the QD was located in
a region of ‘photonic crystal’ [146]. In these structures, holes are etched around the waveguide,
which have the effect of lowering the group velocity of light in the waveguide and increasing
the effective light-matter interaction. We sketch the sample in Fig. 5.7b and note that, as the QD
was not located at a c-point, no B-field was applied. The entire sample was embedded inside
a diode structure, allowing a controllable electric field to be placed over the QD. This field was
used to alter the energy of the QD, via the Stark effect [147] and this provided a convenient way
to change the laser-emitter detuning, while keeping the laser frequency fixed.
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Figure 5.8: Dynamics of the combined waveguide, photonic crystal and QD system. Annihila-
tion operators for the fields input to the left and right sides of the waveguide are given by 𝑎in
and 𝑏in respectively and we have also indicated partially reflecting elements by their amplitude
reflectivities √𝑅.
5.4.2 Analysis
Our starting point is once again the input-output relations in Eqs. (5.13)-(5.15) but, as the powers
used in the experiment are much smaller, we can make an approximation and solve them in a
different way. Specifically, we know that no saturation of the QD transition was observed in
experiment, with the magnitude of the measured features independent of laser power in the
range of utilised powers. This means that we can make the ‘weak-excitation’ approximation and
set 𝜎𝑧 = −1. In this case we find that
𝜎− = −
𝑖
(𝑖ΔΩ + ̃𝛾 )
(√
𝛽d𝛽
𝜏 𝑟in + √
(1 − 𝛽d)𝛽
𝜏 𝑙in) (5.26)
and substitute this directly into the expressions for the output fields, finding
𝑟out = 𝑟in −
1
(𝑖ΔΩ + ̃𝛾 )
(𝛽d𝛽𝜏 𝑟in +
𝛽
𝜏 √(1 − 𝛽d)𝛽d𝑙in) . (5.27)
The key observation here is that the output field in Eq. (5.27) depends only linearly upon the input
fields and this means that we can apply the transfer matrix technique, developed in Ref. [148],
to analyse the combined waveguide-QD system. Incorporating the reflections that take place
at interfaces between surfaces of different refractive index, we would expect to reproduce the
observed asymmetric lineshapes.
We sketch the system in Fig. 5.8 and have a section of nanobeam waveguide of length 𝑑1 that
takes light from an input coupler, with reflectivity 𝑅1, to the boundary of a photonic crystal. A
distance 𝑑′1 from this boundary resides the QD and a further section of crystal with length 𝑑′2
separates this from a second section of waveguide. This waveguide has length 𝑑2 and joins an
output coupler of reflectivity 𝑅2. It is important to note that a refractive index mismatch means
that reflections occur at the boundaries between the first section of nanobeam waveguide and
photonic crystal and also where the crystal rejoins the waveguide, we denote these reflectivities
by 𝑅′1 and 𝑅′2 respectively.
When the transformation between input and output fields is linear, we can describe it in
terms of a transfer matrix. Specifically this matrix relates the fields on one side of an optical
element to those on the other and is therefore often used for the purposes of imposing boundary
conditions [149]. In the case of Fig. 5.8 we have for instance that
( 𝑎
′in
𝑎′out) = 𝑇refl(𝑅1) (
𝑎in
𝑎out) , (5.28)
62 Photon Scattering in Semiconductor Nanostructures
892.96 892.97 892.98 892.99휆 (nm)0.6
0.70.8
0.91.0
1.1
Tr
an
sm
iss
io
n
Figure 5.9: Transmission spectra for the photonic-crystal-coupled QD. Data is shown as blue
points and the fitted model with a red line.
where 𝑇refl(𝑅) is the transfer matrix associated with a partially reflecting mirror of reflectivity 𝑅.
These matrices combine in sequence so that
(𝑏out𝑏in ) = 𝑇total (
𝑎in
𝑎out) , (5.29)
𝑇total ≡ 𝑇refl(𝑅2)𝑇phase(𝑑2)𝑇refl(𝑅′2)𝑇phase(𝑑′2)𝑇QD𝑇phase(𝑑′1)𝑇refl(𝑅′1)𝑇phase(𝑑1)𝑇refl(𝑅1), (5.30)
with 𝑇QD and 𝑇phase(𝑑) representing transfer matrices associated with the QD and phase shifting
elements of length 𝑑 respectively. Thematrices for reflecting and phase-shifting elements arewell
known
𝑇phase = (𝑒
𝑖𝛿 0
0 𝑒−𝑖𝛿) , 𝑇refl =
1
𝑖√1 − 𝑟2
(−1 −𝑟𝑟 1 ) (5.31)
and we can find 𝑇QD from Eq. (5.27) and its reflected field counterpart. We then have, courtesy
of Eq. (5.29), an expression relating the fields input to and output from the combined waveguide
emitter system and we implement a solution in the Mathematica software package.
We account for spectral wandering and blinking of the QD in exactly the same manner as for
the experiment in Sec. 5.3 but there is one additional factor to consider before our problem is to-
tally solved. We find that including partially reflecting elements in the model causes it to predict
a strong dependence of the transmission spectrum on the exact position of the QD within the
photonic crystal. We therefore need to account for the fact that the specific position of the exci-
ton within the QD is not well defined. Wemodel this using a rectangular probability distribution,
in which we might find the exciton responsible for the |𝑔⟩ → |𝑒⟩ transition. The probability of
finding the exciton at some position 𝑥 is then described by the probability distribution function
𝑝(𝑥) = {
1
𝐿 𝑥cent −
𝐿
2 ≤ 𝑥 ≤ 𝑥cent +
𝐿
2
0 otherwise , (5.32)
where the length of the QD centered at position 𝑥cent is given by 𝐿. We then simply average the
field amplitude over the continuum of possible exciton locations before computing the transmit-
ted intensity.
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Parameter Symbol Value Notes
𝛽-factor 𝛽 0.9 Typical value in literature, e.g. [150].
Directionality 𝛽d 0.5 C-points weak in photonic crystals [151].
Radiative lifetime 𝜏 440 ± 3 ps Measured directly, pulsed excitation.
Dephasing time 𝜏d 2.8 ± 0.7 ns Measured using Michelson interferometry.
Spectral wandering 𝜎 1.2 ± 0.12 µeV Inferred from spectral line width.
Dark probability 𝑃dark 0.09 ± 0.01 Fit parameter.
QD size 𝐿 10 nm Typical value, e.g. [152].
Reflectivity 𝑅1/𝑅2 20% From FDTD simulation.
Reflectivity 𝑅′1/𝑅′2 10% From FDTD simulation.
Nanobeam length 𝑑1 & 𝑑2 5 & 17.9 µm By sample design, electron lithography.
QD position 𝑑′1 5.11 ± 0.01 µm Fit parameter. Note 𝑑′1 + 𝑑′2 = 7.6 µm.
Table 5.2: Parameters used in the theoretical model for the photonic-crystal-coupled QD.
5.4.3 Results
In this experiment, many more the parameters were measured and this made a fit of the model
to the data possible. We summarise the parameters used in Table. 5.2 and note that the lifetimes
and spectral wandering of the QD were directly measured. The beta factors and reflectivities
of the boundaries were deduced via FDTD simulation and the lengths of nanobeam waveguide
were found from scanning-electron-microscopy images of the sample. Andrew Foster then used
a least-squares method to fit the Fano-lineshape of the model to that of the data by varying the
location of the QD in the photonic crystal and the overall magnitude of the transmission dip
by varying 𝑃dark. The model with these parameters inserted is shown in Fig. 5.9 along with the
experimental data.
This result is state-of-the-art and one of the highest magnitude transmission dips to have
been observed experimentally but it is still many orders of magnitude away from ideal. Even
employing error-correcting codes, a quantum computer still requires a physical qubit with an
error-rate of ∼ 1% or better [153]. We might note also that, even neglecting spectral wandering,
the maximum phase shift we could hope to observe for a photon transported in the system de-
scribed in Sec. 5.3 can be calculated and is ∼ 0.4 rads, again far from the ideal case of 𝜋 rads. The
predominance of decoherence processes is characteristic of solid-state systems, where the qubit
is embedded inside an environment that is hard to control. Alternative solid-state systems, such
as SiV [154] or GeV [155] centres suffer from slightly weakened decoherence and this can be
attributed, at least in part, to the lower number of nuclear spins in the environment of the qubit.
5.5 Summary
In summary we have explained the origin of non-reciprocal transport in one particular quantum
optics system and applied the Input-Output Formalism in order to understand why the behaviour
in experimental systems deviates from that in our idealised models. We have found that, even
in state of the art experiments, the features we observe in real spectra are only half as strong
as we would predict in the absence of noise processes. This means that current experimental
implementations are dominated by imperfections and subsequent decoherence processes. At the
present time, semiconductor QDs would appear to not be a good physical qubit candidate. In the
next chapter we will start to probe this more deeply and look at how we might overcome one
particular imperfection for the purposes of quantum information processing.
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Chapter 6
Entangling Imperfect Emitters
In this final chapter we aim to relate the work of the previous two chapters to the grand goal of
quantum technologies discussed at the outset of this thesis. We want to combine the theoretical
understanding we have gained of on-chip light-matter interactions with what we now know
about the realities of experimental systems. Entanglement, as a uniquely quantum phenomenon
and resource for quantum technologies [156], forms an ideal platform for such an investigation.
We want to determine the effect that imperfections in solid-state emitters have on our ability to
entangle them. In particular we are going to derive strategies for overcoming spectral mismatch
between emitters in an entanglement generation protocol.
6.1 Introduction
There are many potential architectures for quantum technologies but none are free from draw-
backs. For example, superconducting circuit implementations enjoy excellent coherence proper-
ties but operate slowly [157], while trapped ion qubits can be prepared with almost unit fidelity
but are difficult to scale [158]. In the previous chapter we saw that solid-state systems can operate
quickly, at the GHz rate, but also suffer from charge-noise and phonon-induced dephasing pro-
cesses. Another major drawback to solid-state emitters is that the central energies and lifetimes
of their transitions are highly dependent on the fabrication process and vary significantly both
across and within samples [159]. Known methods for deterministically entangling solid-state
qubits require emitters with identical energies to facilitate path-erasure techniques [160]. This
adds a practically insurmountable overhead to the process of matchingmultiple solid-state qubits
for creating large entangled states. Stark shifting and strain tuning the emitter transitions has
been employed to tune solid-state emitters onto resonance [161] but this adds a substantial tech-
nical difficulty and arbitrary emitters in a sample cannot in general be tuned onto resonance. We
can overcome this difficulty if we are prepared to generate entanglement probabilistically [162,
163] and wait for a given detector signature. Here however, we propose a process for gener-
ating entanglement deterministically that is robust against spectral variations in the emitters’
transition energies and line-widths.
Our setup is shown in Fig. 6.1a. Two solid-state emitters each have an 𝐿-type level structure
with stable low-lying spin states, |↑⟩ and |↓⟩, and a dipole transition that couples one spin state
(nominally |↑⟩) to an excited level |𝑒⟩1. The emitters are coupled to the waveguides at c-points
1Such a set-up can be realised using semiconductor QDs charged with single electrons. The spin of this electron
forms the qubit states |↑⟩ and |↓⟩, with excited states corresponding to the trions |↑↓⇑⟩ and |↓↑⇓⟩ respectively. Single
arrows represent electron spin directions, which we determined via the Pauli exclusion principle [164], and the double
arrows represent hole spins, which carry 3/2 units of angular momentum as opposed to the 1/2 unit for electrons [165].
Each transition then involves the transfer of either +1 or −1 unit of angular momentum and therefore, provided the
QDs are embedded at c-points as discussed in Chapter 5, light propagating in one direction will only interact with
one of the two transitions.
66 Photon Scattering in Semiconductor Nanostructures
1 Γ1
2
|𝑛⟩
|𝑚⟩
𝐷1(𝑝)
𝐷2(𝑞)
|↑⟩ |↓⟩
|𝑒⟩
𝐸1
(a) Mach-Zehnder interferometer.
−3 −2 −1 0 1 2 3 4ℏ휔 − 퐸1 (µeV)0.0
0.20.4
0.60.8
1.0
In
te
ns
ity
(a
.u
.)
(b) Emitter spectra.
Figure 6.1: (a) Waveguide Mach-Zehnder interferometer with emitters embedded at positions 1
and 2, having 𝐿-type level structures. The excited state |𝑒⟩ is coupled to the spin qubit state |↑⟩
with transition energy 𝐸𝛼 (𝛼 = 1, 2) and line-width Γ𝛼 . The emitters are placed off-axis in the
waveguide at c-points, such that circularly polarised light scatters only in the forward direction.
The loss rate from the guided mode is 𝛾𝛼 . Fock states |𝑛, 𝑚⟩ are injected into the interferometer,
and photon number detectors 𝐷1 and 𝐷2 record the signature (𝑝, 𝑞). (b) Lorentzian spectra for
emitters with energies 𝐸1 (solid), 𝐸2 (dashed), and emitter line-widths 0.66 µeV (blue), 1.0 µeV
(red), and 2.0 µeV (purple). 𝐸2 = 𝐸1 + 𝛿 , where 𝛿 = 1 µeV.
and initially prepared in the product state
|𝜙inat ⟩ = |𝜙in1 ⟩ ⊗ |𝜙in2 ⟩ =
1
2(|↑⟩ + |↓⟩) ⊗ (|↑⟩ + |↓⟩) ≡
1
2 (|↑↑⟩ + |↑↓⟩ + |↓↑⟩ + |↓↓⟩) . (6.1)
The transition energies and linewidths for emitters 𝛼 = 1, 2 are labelled as 𝐸𝛼 and Γ𝛼 respectively.
We input the two-mode Fock state |𝑛, 𝑚⟩ to the interferometer and the detectors 𝐷1 and 𝐷2
produce the classical signature (𝑝, 𝑞), indicating the presence of 𝑝 and 𝑞 photons at each location.
It is relatively easy, in the ideal case, to understand how we might create entanglement in
this system. Assuming the emitters are identical, a single monochromatic resonant photon can be
injected into one of the input arms, |𝑛, 𝑚⟩ = |1, 0⟩, and will evolve through the first beam-splitter
to [166]
|1, 0⟩ → 1√2 (|1, 0⟩ + |0, 1⟩) ≡ |𝜓opt⟩ , (6.2)
where the state |1, 0⟩ has one photon in the upper interferometer arm, vacuum in the lower and
the |0, 1⟩ state has the opposite. The photon then scatters from the embedded emitters, induces
a 𝜋 radian phase shift as discussed in Chapter 4, and the total system state evolves to become
light-matter entangled
|𝜓opt⟩ |𝜙inat ⟩ →
1
2√2 [|1, 0⟩ (− |↑↑⟩ − |↑↓⟩ + |↓↑⟩ + |↓↓⟩) + |0, 1⟩ (− |↑↑⟩ + |↑↓⟩ − |↓↑⟩ + |↓↓⟩)] . (6.3)
The second beam-splitter then erases the ‘which-path’ information for the photon and the state
prior to detection is
|Ψ⟩ = 12 [|1, 0⟩ (|↓↑⟩ − |↑↓⟩) + |0, 1⟩ (|↓↓⟩ − |↑↑⟩)] (6.4)
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so that at a signal or ‘click’ at 𝐷1 or 𝐷2 projects the atomic state onto
|Ψ−⟩ = 1√2 (|↓↑⟩ − |↑↓⟩) or |Φ
−⟩ = 1√2 (|↓↓⟩ − |↑↑⟩) (6.5)
respectively. Note that |Ψ−⟩ and |Φ−⟩ are actually ‘Bell States,’ which are maximally entan-
gled [167]. Mahmoodian et al. showed that, for sufficiently identical emitters, this procedure
can be made robust to photon loss and potentially used to generate cluster states [168] for quan-
tum information processing [169].
6.2 Single Photon Performance
In practice, both the line-widths and transition energies vary significantly between solid-state
emitters and it is also hard to couple emitters perfectly to optical waveguides. In this case the
single-photon transmission coefficient derived in Chapter 4 must be modified according to the
prescription of Ref. [170] so that
𝑡𝛼 (𝜔) =
ℏ𝜔 − 𝐸𝛼 − 𝑖ℏ(Γ𝛼 − 𝛾𝛼 )/2
ℏ𝜔 − 𝐸𝛼 + 𝑖ℏ(Γ𝛼 + 𝛾𝛼 )/2
. (6.6)
In Eq. (6.6) ℏ𝜔 gives the single-photon energy, 𝛾𝛼 the coupling between emitter 𝛼 and non-
guided optical modes. We characterise this emitter loss by the beta-factor, 𝛽𝛼 ≡ Γ𝛼 /(Γ𝛼 + 𝛾𝛼 ).
For non-zero emitter detuning, 𝛿 ≡ 𝐸2 − 𝐸1, a photon cannot be resonant with both emitters
simultaneously and the phase shift induced is not 𝜋 radians in both cases. The setup then does
not create maximally entangled states deterministically.
In order to understand the impact of emitter detuning and loss on the protocol, we need to
quantify the effect they have on the entanglement generated. To this end we use the concur-
rence, 𝒞(𝜌) for a two-qubit state 𝜌 as described in Chapter 2. Specifically we define the average
concurrence as
𝒞avg ≡ ∑
(𝑝,𝑞)
Pr(𝑝, 𝑞) 𝒞 (𝜌(𝑝,𝑞)) , (6.7)
where each possible detector signature (𝑝, 𝑞) occurs with probability Pr(𝑝, 𝑞) and results in an
emitter state 𝜌(𝑝,𝑞). This is an appropriate figure of merit, since it provides a lower bound for the
amount of entanglement expected from a given experimentwithout post-selection. The entangle-
ment in the two-qubit state can be increased by discardingmeasurement outcomes corresponding
to below-average concurrences, which comes at the expense of entanglement generation rate.
6.2.1 Monochromatic
We first quantify the impact of finite emitter detuning 𝛿 on the monochromatic single photon
protocol outlined in the previous section. In this case we replace the 𝜋 phase shifts used to find
the evolution in Eq. (6.3) with the transmission coefficients from Eq. (6.6) and this means that the
pre-detector state becomes
|Ψ⟩ = 14[ |1, 0⟩ ((𝑡1(𝜔) − 𝑡2(𝜔)) |↑↑⟩ + (𝑡1(𝜔) − 1) |↑↓⟩ + (1 − 𝑡2(𝜔)) |↓↑⟩)
+ |0, 1⟩ ((𝑡1(𝜔) + 𝑡2(𝜔)) |↑↑⟩ + (𝑡1(𝜔) + 1) |↑↓⟩ + (1 + 𝑡2(𝜔)) |↓↑⟩ + 2 |↓↓⟩) ], (6.8)
where 𝜔 gives the frequency of the photon we inject. We note that the state in Eq. (6.8) is not
normalised because some photons are lost to the environment. We can determine the proba-
bility of each detector clicking by projecting onto the relevant optical sub-state and finding the
magnitude of the resulting atomic state. The corresponding concurrence is then determined by
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Figure 6.2: Single-photon, |𝑛, 𝑚⟩ = |1, 0⟩, entanglement generation for a pair of detuned L-type
emitters with equal linewidth Γ and energies 𝐸1 and 𝐸2 = 𝐸1 + 𝛿 , where 𝛿 = 1.0 µeV. (a) 𝒞avg
versus monochromatic single-photon energy without loss (𝛽 = 𝛽1 = 𝛽2 = 1, solid) and with
loss (𝛽 = 0.9, dashed). (b) Location of optimal input photon frequency for maximum 𝒞avg as a
function of emitter linewidth.
normalising the atomic state and using the formula of Eq. (2.59), where we have noted that the
atomic state is in this case pure. As an illustrative example we take the two emitters with spectra
shown in Fig. 6.1b and calculate the average amount of entanglement we generate using a single,
monochromatic, probe photon of a given frequency. We plot this in Fig. 6.2a and, as expected,
for spectrally distinct emitters the average concurrence does not reach its maximal value.
The amount of entanglement is determined by two competing processes. On the one hand,
which-path information for the probe photon must be erased, while at the same time the phase
shift induced by the photon scattering event must be maximised. Tuning closer to either emitter
increases the relative phase shift but also imparts a degree of path information onto the probe, as
the light-matter interaction is now stronger for one of the emitters. For emitters with finite de-
tuning and line-width it is not obvious which photon energymaximises the average concurrence.
Three emitter line-widths are shown in Fig. 6.1b, and Fig. 6.2a shows the corresponding𝒞avg. The
linewidths shown correspond to emitters with 1, 0.66 and 0.33 ns lifetimes, typical of semicon-
ductor QDs benefiting frommodest Purcell enhancements [171]. Increasing the line-width of the
emitters leads to a larger spectral overlap, thereby erasing some of the which-path information
and increasing 𝒞avg. For narrow line-widths it is preferable to tune the photon energy away
from the mean emitter energy (ℏ𝜔 − 𝐸1 = 0.5 µeV for 𝛿 = 1.0 µeV), and towards resonance with
one of the emitters (Fig. 6.2b). Though this reduces the concurrence in the state heralded by a
click at detector 𝐷2, it does increase the probability of a successful scattering event.
6.2.2 Broadband
Onemay expect that a photon with a wide frequency bandwidth that overlaps with both emitters
will improve the entanglement generation and we therefore analyse a modified version of the
protocol. Herewe inject a single photonwith a finitewavepacket, centred between the emitters at
ℏ𝜔 = (𝐸1 +𝐸2)/2 and with a full-width-at-half-maximum (FWHM) of 𝜎 . The finite spectral width
of the photon complicates our analysis somewhat and we proceed in the following manner [172].
Entangling Imperfect Emitters 69
The input optical state is now
|𝜓 inopt⟩ = ∫ d𝜔 𝜉(𝜔)𝑎†(𝜔) |0⟩ , (6.9)
where 𝑎†(𝜔) creates a photon of frequency 𝜔 in the upper interferometer arm, |0⟩ represents
the multi-mode vacuum and 𝜉 (𝜔) gives the spectrum of the pulse. This evolves through the
beam-splitter to
|𝜓 inopt⟩ →
1
√2 ∫ d𝜔 𝜉(𝜔) (𝑎
†(𝜔) + 𝑏†(𝜔)) |0⟩ , (6.10)
where 𝑏†(𝜔) creates a photon of frequency𝜔 in the lower interferometer arm, and after scattering
the combined light-matter state becomes
|Φ⟩ = 12√2 ∫ d𝜔 𝜉(𝜔)[ (𝑡1(𝜔) |↑↑⟩ + 𝑡1(𝜔) |↑↓⟩ + |↓↑⟩ + |↓↓⟩) 𝑎
†(𝜔)
+ (𝑡2(𝜔) |↑↑⟩ + |↑↓⟩ + 𝑡2(𝜔) |↓↑⟩ + |↓↓⟩) 𝑏†(𝜔)] |0⟩ , (6.11)
which evolves through the second beam-splitter to the pre-detector state
|Ψ⟩ = 14 ∫d𝜔 𝜉(𝜔)[ ((𝑡1(𝜔) − 𝑡2(𝜔)) |↑↑⟩ + (𝑡1(𝜔) − 1)(𝜔) |↑↓⟩ + (1 − 𝑡2(𝜔)) |↓↑⟩) 𝑎
†(𝜔)
+ ((𝑡1(𝜔) + 𝑡2(𝜔)) |↑↑⟩ + (𝑡1(𝜔) + 1) |↑↓⟩ + (1 + 𝑡2(𝜔)) |↓↑⟩ + 2 |↓↓⟩) 𝑏†(𝜔)] |0⟩ . (6.12)
For the sake of clarity we re-cast the state in Eq. (6.12) so as to clearly denote the optical and
emitter portions
|Ψ⟩ = 1√2 ∫ d𝜔 𝜉(𝜔) (𝑎
†(𝜔) |𝜓 𝑎at(𝜔)⟩ |0⟩ + 𝑏†(𝜔) |𝜓 𝑏at(𝜔)⟩ |0⟩) , (6.13)
where |𝜓 𝑎at⟩ and |𝜓 𝑏at⟩ are the atomic states heralded by clicks on detectors 𝐷1 and 𝐷2 respectively.
Now, assuming our detectors are unable to resolve photon frequency, a click on the detector 𝐷1
corresponds to the projective measurement
𝑃𝐷1 = ∫ d𝜔 𝑎†(𝜔) |0⟩⟨0| 𝑎(𝜔). (6.14)
so that the un-normalised, post-detection state is
|Ψ𝐷1⟩ =
1
√2 ∫ d𝜔 𝜉(𝜔)𝑎
†(𝜔) |𝜓 𝑎at(𝜔)⟩ |0⟩ . (6.15)
We can then deduce the probability of a 𝐷1 detection event via
Pr(𝐷1) =
1
2 ∫ d𝜔 |𝜉 (𝜔)|
2 ⟨𝜓 𝑎at(𝜔)|𝜓 𝑎at(𝜔)⟩ (6.16)
and this allows us to construct the normalised atomic state, by tracing over photonic modes
𝜌𝐷1 =
1
2Pr(𝐷1) ∫
d𝜔 |𝜉 (𝜔)|2 |𝜓 𝑎at(𝜔)⟩⟨𝜓 𝑎at(𝜔)| . (6.17)
We note that this is now a mixed state, meaning that we have to use the concurrence formula of
Eq. (2.61), as opposed to the simple expression employed in the monochromatic case. The reason
that the state is mixed is that we assume our detector is unable to resolve photon frequency
and this means that we have lost information about the precise phase shifts that the emitters
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underwent—classical uncertainty leads to mixing of quantum states. We can repeat the outlined
procedure for a click at detector 𝐷2 and the combined probabilities and density matrices for both
events allow us to calculate 𝒞avg.
Fig. 6.3a shows the average concurrence for a single probe photon with Lorentzian, Gaus-
sian and square spectral profiles as a function of the photon bandwidth. The spectral functions
corresponding to these wavepackets are [173]
𝜉Lor(𝜔) = √
2𝜎
𝜋
1
𝜎 − 2𝑖(𝜔 − 𝜔0)
, 𝜉Gau(𝜔) = (
4 ln(2)
𝜋𝜎2 )
1
4
𝑒−2 ln(2)(𝜔−𝜔0)2/𝜎2
and 𝜉squ(𝜔) =
1
√𝜎 𝜃(𝜎/2 − |𝜔 − 𝜔0|), (6.18)
where in all cases𝜔0 gives the central frequency of the pulse and 𝜎 the full-width-half-maximum.
We find that increasing the bandwidth of the input photon only degrades the average concur-
rence, and a narrow-band probe is preferable. We attribute this to the reduced temporal extent
of the photon at larger bandwidths, which increases the probability of exciting the emitter, and
thus the fraction of light emitted incoherently through spontaneous emission. This reduction
is particularly noticeable for a Lorentzian wave-packet, where a close spectral match with the
emitter increases the excitation probability.
6.3 Two Photon Performance
We have seen then that for a given pair of spectrally distinct emitters, the amount of entangle-
ment we can generate between them using a single probe photon in the Mach-Zehnder geometry
is fundamentally limited. In the monochromatic case it is clear that the fact a single photon can-
not be resonant with both emitters limits the protocol and we demonstrated that the increase in
spontaneous emission, which accompanies a broadening of the optical pulse, destroys any poten-
tial associated advantage. The most natural question to ask next is then whether an alternative
optical input state can improve matters and we consider the case of two input photons so that
𝑁 ≡ 𝑛 + 𝑚 = 2. We will go on to see that having access to an additional photon and subsequent
emitter phase-shift can greatly improve our ability to entangle emitters that are not spectrally
co-located. This is an important result as it means that it may not be necessary for future quan-
tum technologies to have spectrally perfect emitters, provided we could instead engineer more
complex 𝑁 -photon Fock states.
6.3.1 Monochromatic
Consider an input state of two identical monochromatic photons |𝑛, 𝑚⟩ = |1, 1⟩ entering the
interferometer. They will evolve into a two-photon noon state [174] (|2, 0⟩ − |0, 2⟩)/√2 via Hong-
Ou-Mandel interference on the first beam splitter [175]. Assuming the system is lossless (we
will discuss the effects of loss in Sec. 6.4), entanglement is heralded by three possible detector
signatures: two photons at 𝐷1, two photons at 𝐷2, or a coincidence count. Before we detect the
photons, they interact with the emitters and we saw in Chapter 4 that the two-photon 𝑆-matrix
is given by a sum of two components, where one preserves individual photon frequency and one
does not. This means that for an emitter 𝛼
𝑆𝛼 (𝜈0, 𝜈1, 𝜔0, 𝜔1) =𝑡𝛼 (𝜔0)𝑡𝛼 (𝜔1)[𝛿(𝜈0 − 𝜔0)𝛿(𝜈1 − 𝜔1) + 𝛿(𝜈0 − 𝜔1)𝛿(𝜈1 − 𝜔0)]
+ 𝑖𝑇 (𝜈0, 𝜈1, 𝜔0, 𝜔1)𝛿(𝜈0 + 𝜈1 − 𝜔0 − 𝜔1) (6.19)
where the incident photons have frequencies𝜔0 and𝜔1 and the scattered photons 𝜈0 and 𝜈1. Here
𝑡𝛼 (𝜔) is defined as in Eq. (6.6) and 𝑇(𝜈0, 𝜈1, 𝜔0, 𝜔1) describes the non-linear processes occurring
during the scattering event. We derived the precise expression for 𝑇(𝜈0, 𝜈1, 𝜔0, 𝜔1) in Chapter 4
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Figure 6.3: (a) 𝒞avg for Lorentzian, Gaussian, and square single-photon envelopes as a function
of FWHM pulse-width 𝜎 . Here, ℏ𝜔 = (𝐸1 + 𝐸2)/2 and Γ = 1.0 µeV, with other parameters as in
Fig. 6.2a. (b) Two-photon, |𝑛, 𝑚⟩ = |1, 1⟩, entanglement generation for a pair of detuned L-type
emitters with equal linewidth Γ and energies 𝐸1 and 𝐸2 = 𝐸1 + 𝛿 , where 𝛿 = 1.0 µeV. 𝒞avg versus
monochromatic single-photon energy without loss, 𝛽 = 𝛽1 = 𝛽2 = 1.
of this thesis and specifically refer to Eq. 4.19 for the details. It turns out that, in the case of
monochromatic photonswe can neglect the non-linear term in the 𝑆-matrix [176]. This is because
two photons which have infinitesimal width in frequency space have infinite extents in time-
space and subsequently a vanishing probability of interacting with the emitter concurrently. Our
ability to simplify the 𝑆-matrix in the monochromatic limit makes analysis of the protocol simple
and we proceed in exactly the same manner as for the single-photon case, noting that light-
matter interaction events now lead to coefficients of 𝑡2𝛼 (𝜔), originating from the linear portion
of Eq. (6.19). We find that the pre-detector state is
|Ψ⟩ = 14√2{√2 |1, 1⟩ [(𝑡
21 (𝜔) − 𝑡22 (𝜔)) |↑↑⟩ + (𝑡21 (𝜔) − 1) |↑↓⟩ + (1 − 𝑡22 (𝜔)) |↓↑⟩]
+ |0, 2⟩ [(𝑡21 (𝜔) + 𝑡22 (𝜔)) |↑↑⟩ + (𝑡21 (𝜔) + 1) |↑↓⟩ + (1 + 𝑡22 (𝜔)) |↓↑⟩ + 2 |↓↓⟩]
+ |2, 0⟩ [(𝑡21 (𝜔) + 𝑡22 (𝜔)) |↑↑⟩ + (𝑡21 (𝜔) + 1) |↑↓⟩ + (1 + 𝑡22 (𝜔)) |↓↑⟩ + 2 |↓↓⟩] } (6.20)
and we can calculate the probabilities and concurrences associated with each post-detection
atomic state in the same manner as for the single photon case.
We plot the 𝒞avg for the monochromatic two-photon protocol in Fig. 6.3b and see that using
two probe photons leads to a rich structure in the average concurrence. It is now possible to
reach deterministic maximal entanglement for spectrally distinct emitters with finite line-width.
The reason for the two-photon advantage can be determined via inspection of Fig. 6.3b, where
𝒞avg is shown as a function of the detuning between the photon energy and the transition energy
of the first emitter. In the current example where 𝛿 = 1.0 µeV, maximum entanglement fidelity
occurs for emitters with line-widths of 1.0 µeV and input photons with energy ℏ𝜔 = 𝐸1 + 𝛿/2.
Comparing this value to Fig. 6.1b, this input energy corresponds to the point where the emitter
spectra are at half of their maximum intensity. For monchromatic input states, the imparted
phase shift is additive in photon number, i.e., for the two-photon case, each photon imparts a 𝜋/2
phase shift to the emitter and therefore achieves the required 𝜋 phase shift.
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6.3.2 Broadband
As in the single-photon case we consider the effect of finite pulse width on the two-photon
protocol and note that we cannot any longer discard the non-linear component of the 𝑆-matrix in
Eq. (6.19). We also expect the dependence of𝒞avg on pulse width, 𝜎 to be significantly different in
the two-photon case. This is because there now exists the possibility that one photon can interact
with an already excited emitter and induce stimulated emission. In this process the coherence of
the emitted photon is maintained [177] and this effect couldmitigate against the loss of coherence
we observe due to spontaneous emission in the single-photon case.
Calculating𝒞avg in the broadband, two-photon case can be done in a broadly similar manner
to that employed for either the monochromatic-two or broadband single-photon cases, though
there are a number of subtleties to note. First we see that the input optical state
|𝜓 inopt⟩ =∫ d𝜔 ∫ d𝜔′ 𝜉 (𝜔, 𝜔′)𝑎†(𝜔)𝑏†(𝜔′) |0⟩
→12 ∫ d𝜔 ∫ d𝜔
′ 𝜉 (𝜔, 𝜔′)(𝑏†(𝜔)𝑏†(𝜔′) + 𝑎†(𝜔)𝑏†(𝜔′)
− 𝑎†(𝜔)𝑎†(𝜔′) − 𝑏†(𝜔)𝑎†(𝜔′)) |0⟩ (6.21)
now does not evolve perfectly through the first beam-splitter to a pair of two-photon states.
The size of the |1, 1⟩ contribution to the overall state is dependent on how closely the individual
photon pulses match one another and its presence means we have to account for both single and
two-photon scattering processes. This means that the post-scattering state
|Φ⟩ =14 ∫ d𝜔 ∫ d𝜔
′ [𝑏†(𝜔)𝑏†(𝜔′) ( ̃𝜉2(𝜔, 𝜔′) |↑↑⟩ + |↑↓⟩ + ̃𝜉2(𝜔, 𝜔′) |↓↑⟩ + |↓↓⟩)
+ 𝑎†(𝜔)𝑏†(𝜔′) (𝑡1(𝜔)𝑡2(𝜔′)𝜉 (𝜔, 𝜔′) |↑↑⟩ + 𝑡1(𝜔)𝜉 (𝜔, 𝜔′) |↑↓⟩ + 𝑡2(𝜔′)𝜉 (𝜔, 𝜔′) |↓↑⟩ + |↓↓⟩)
− 𝑏†(𝜔)𝑎†(𝜔′) (𝑡2(𝜔)𝑡1(𝜔′)𝜉 (𝜔, 𝜔′) |↑↑⟩ + 𝑡1(𝜔′)𝜉 (𝜔, 𝜔′) |↑↓⟩ + 𝑡2(𝜔)𝜉 (𝜔, 𝜔′) |↓↑⟩ + |↓↓⟩)
− 𝑎†(𝜔)𝑎†(𝜔′) ( ̃𝜉1(𝜔, 𝜔′) |↑↑⟩ + ̃𝜉1(𝜔, 𝜔′) |↑↓⟩ + |↓↑⟩ + |↓↓⟩) ] |0⟩ (6.22)
contains both wavepackets that are simple phase shifts of the input packets and also the non-
linear terms
̃𝜉𝛼 (𝜔, 𝜔′) ≡ 𝑡𝛼 (𝜔)𝑡𝛼 (𝜔′) (𝜉 (𝜔, 𝜔′) + 𝜉 (𝜔′, 𝜔)) + 𝑖 ∫ d𝜈 𝑇 (𝜈, 𝜔 + 𝜔′ − 𝜈)𝜉 (𝜈, 𝜔 + 𝜔′ − 𝜈), (6.23)
which arise because of the frequency-mixing terms in the 𝑆-matrix.
We have to also take care in choosing projectors associated with given detection events.
Projectors are constructed from normalised states and therefore the projector corresponding to
a measurement of two photons at detector 𝐷1 is
𝑃𝐷1 =
1
2 ∫ d𝜔 ∫ d𝜔
′ 𝑎†(𝜔)𝑎†(𝜔′) |0⟩⟨0| 𝑎(𝜔)𝑎(𝜔′), (6.24)
while
𝑃both = ∫ d𝜔 ∫ d𝜔′ 𝑎†(𝜔)𝑏†(𝜔′) |0⟩⟨0| 𝑎(𝜔)𝑏(𝜔′), (6.25)
which corresponds to a coincidence click, does not inherit the constant pre-factor. In order to
calculate𝒞avg in the two-photon casewe then simply have to evolve the state in Eq. (6.22) through
the second beam-splitter, |Φ⟩ → |Ψ⟩, calculate the probabilities associated with each possible
outcome, e.g.
Pr(𝐷1) = ⟨Ψ| 𝑃𝐷1 |Ψ⟩ (6.26)
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Figure 6.4: (a) 𝒞avg for Lorentzian, Gaussian, and square spectral envelopes as a function of
FWHM pulse-width 𝜎 . Here, ℏ𝜔 = (𝐸1 + 𝐸2)/2 and Γ = 1.0 µeV, with other parameters as in
Fig. 6.3b. (b) Average concurrence as a function of 𝛽 = 𝛽1 = 𝛽2 for a monochromatic two-photon
pulse (red) and monochromatic single-photon pulse (blue); both emitters have line-widths of
1.0 µeV and 𝐸2 = 𝐸1 + 𝛿 , where 𝛿 = 1.0 µeV.
and use these to find the normalised atomic density matrices, e.g.
𝜌𝐷1 =
1
Pr(𝐷1)
Troptical [𝑃𝐷1 |Ψ⟩⟨Ψ| 𝑃𝐷1] . (6.27)
The average concurrence can then be readily determined as in the single-photon case, though
with added computational complexity due to the non-linear scattering terms.
Competition between spontaneous and stimulated emission processes leads to non-monotonic
behaviour of 𝒞avg versus pulse width, which we plot in Fig. 6.4a. Although an increased band-
width generally reduces 𝒞avg, a local maximum appears close to the emitter line-width. We can
attribute this to the stimulated emission process, which is maximised for photons that are closely
matched to the emitters’ spectral profile. Further evidence for this conjecture is presented in e.g.
Ref. [178], where it is noted that the two-photon interaction strength increases when the opti-
cal pulse width is broadened to the scale of the emitter line-width, where we observe our local
maxima.
6.4 Loss and Detector Resolution
In the two-photon case loss is not as trivial to deal with as in the single-photon system. This
is because, for single photons, loss implies no detection and simply acts to lower our success
probability. In the two-photon protocol loss may not be heralded and therefore requires a more
nuanced treatment. A key observation is that if the emitters are lossless, our protocol is the same
regardless of the detectors’ ability to resolve states of different photon number; if one detector
clicks we can be sure that both photons arrived there. This logic does not apply when the emitters
can scatter photons out of the waveguide because a simple ‘on/off’ click can now correspond to
either two or single-photon states. Even with number-resolving detectors we remain ignorant
of precisely where the photon was lost from and we need to account for this in our calculations.
We add two baths of optical modes, with annihilation operators 𝑐(𝜔) and 𝑑(𝜔), to our de-
scription of the system and couple emitters 1 and 2 to the 𝑐(𝜔) and 𝑑(𝜔)modes respectively. This
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means that the pre-beam-splitter state in Eq. (6.22) is modified
|Φ⟩ = 12 ∫ d𝜔 ∫ d𝜔
′ [𝑎†(𝜔)𝑎†(𝜔′) |𝜓 𝑎𝑎at (𝜔, 𝜔′)⟩ + 𝑏†(𝜔)𝑏†(𝜔′) |𝜓 𝑏𝑏at (𝜔, 𝜔′)⟩
+𝑎†(𝜔)𝑏†(𝜔′) |𝜓 𝑎𝑏at (𝜔, 𝜔′)⟩ + 𝑎†(𝜔)𝑐†(𝜔′) |𝜓 𝑎𝑐at (𝜔, 𝜔′)⟩
+𝑎†(𝜔)𝑑†(𝜔′) |𝜓 𝑎𝑑at (𝜔, 𝜔′)⟩ + 𝑏†(𝜔)𝑐†(𝜔′) |𝜓 𝑏𝑐at (𝜔, 𝜔′)⟩
+𝑏†(𝜔)𝑑†(𝜔′) |𝜓 𝑏𝑑at (𝜔, 𝜔′)⟩ + 𝑐†(𝜔)𝑐†(𝜔′) |𝜓 𝑐𝑐at (𝜔, 𝜔′)⟩
+𝑑†(𝜔)𝑑†(𝜔′) |𝜓 𝑑𝑑at (𝜔, 𝜔′)⟩ + 𝑐†(𝜔)𝑑†(𝜔′) |𝜓 𝑐𝑑at (𝜔, 𝜔′)⟩ ] |0⟩ , (6.28)
where e.g. the state |𝜓 𝑏𝑐at (𝜔, 𝜔′)⟩ is the atomic state that corresponds to the optical state with
one photon in the lower interferometer arm and one lost to the environmental 𝑐(𝜔) mode. We
calculate these states explicitly and find e.g.
|𝜓 𝑏𝑐at (𝜔, 𝜔′)⟩ = 𝑡 loss1 (𝜔)𝑡2(𝜔′)𝜉 (𝜔, 𝜔′) |↑↑⟩ + 𝑡 loss1 (𝜔)𝜉 (𝜔, 𝜔′) |↑↓⟩ , (6.29)
where
𝑡 loss𝛼 (𝜔) ≡
−𝑖√Γ𝛼𝛾𝛼
ℏ𝜔 − 𝐸𝛼 + 𝑖ℏ(Γ𝛼 + 𝛾𝛼 )/2
(6.30)
is the probability amplitude for the process where emitter 𝛼 scatters a photon of frequency 𝜔
into the environment. The second beam-splitter transforms the 𝑎(𝜔) and 𝑏(𝜔) mode operators
as before and we can determine an expression for the final light-matter state |Ψ⟩, which contains
information about the whole system, including the lost photons.
In the case where our detectors resolve states of differing photon number, measurement cor-
responds to a set of projectors, which include those for the lossless case e.g. Eq. 6.24 and also
𝑃𝐷1,loss =∫ d𝜔 ∫ d𝜔′ 𝑎†(𝜔)𝑐†(𝜔′) |0⟩⟨0| 𝑎(𝜔)𝑐(𝜔′) + 𝑎†(𝜔)𝑑†(𝜔′) |0⟩⟨0| 𝑎(𝜔)𝑑(𝜔′) (6.31)
𝑃𝐷2,loss =∫ d𝜔 ∫ d𝜔′ 𝑏†(𝜔)𝑐†(𝜔′) |0⟩⟨0| 𝑏(𝜔)𝑐(𝜔′) + 𝑏†(𝜔)𝑑†(𝜔′) |0⟩⟨0| 𝑏(𝜔)𝑑(𝜔′). (6.32)
We use these projectors to find the probabilities of given detection outcomes and corresponding
atomic density matrices in the same manner as before. It is important to note that although we
know whether we lost a photon or not we do not know specifically which emitter scattered it
from thewaveguide. In other words themodes 𝑐(𝜔) and 𝑑(𝜔) are unmonitored and the projectors
do not differentiate between either of the two possible loss mechanisms. When the detectors do
not differentiate between photon number states we do not have new projectors but must modify
𝑃𝐷1 from the version presented in Eq. (6.24) to
𝑃𝐷1 = ∫ d𝜔 ∫ d𝜔′
1
2𝑎
†(𝜔)𝑎†(𝜔′) |0⟩⟨0| 𝑎(𝜔)𝑎(𝜔′) + 𝑎†(𝜔)𝑐†(𝜔′) |0⟩⟨0| 𝑎(𝜔)𝑐(𝜔′)
+ 𝑎†(𝜔)𝑑†(𝜔′) |0⟩⟨0| 𝑎(𝜔)𝑑(𝜔′), (6.33)
which we see projects onto any sub-state with photons in the 𝑎(𝜔) mode. The same logic can
be used to construct 𝑃𝐷2 . We note at this juncture that in the presence of photon loss and non-number resolving detection schemes, it might be judicious to repeat our protocol until a coin-
cidence count occurs. In this case the projector remains the same as in Eq. (6.25) and our final
state is of high fidelity.
Fig. 6.4b shows the dependence of 𝒞avg on the loss rate 𝛽 . We find in practice that the differ-
ence between number resolving and non-number resolving detectors is negligible. As expected,
number-resolving detectors do offer a small advantage but this does not change the dependence
of 𝒞avg on 𝛽 in any noticeable way. This is because we find that the states where a single photon
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(a) One-photon, |𝑛, 𝑚⟩ = |1, 0⟩. (b) Two-photons, |𝑛, 𝑚⟩ = |1, 1⟩.
Figure 6.5: Maximum average concurrence for different photon number input states injected into
the interferometer. The emitter detuning 𝛿 and the line-width Γ2 are both normalised to Γ1 and
we consider lossless waveguides, 𝛽 = 1. The input photons are identical and monochromatic in
the configurations (a) |1, 0⟩ and (b) |1, 1⟩.
loss is heralded are low in entanglement and so contribute very little to𝒞avg. In the non-resolving
case the average entanglement is lowered because the states heralded by detector clicks aremixed
and of lower entanglement. It is of course preferable to have number-resolving detectors because
in this case we can discard the lost-photon states and the fidelity of the atomic states that result
from the protocol is thus higher. Finally, we note that for larger values of 𝛽 the two-photon
protocol does not scale as favourably with loss as the single-photon version. When we increase
the number of photons input to the system the chance of loss increases.
6.5 General Behaviour
We have seen then that in certain regimes the two-photon protocol can be used to generate max-
imal entanglement deterministically between emitters where the single-photon protocol fails. It
seems natural to ask whether this effect stems from some judicious choice of parameters that we
made earlier, e.g. the 1 µeV detuning, or persists more generally. We answer this question in
Figs. 6.5a and 6.5b, where we plot 𝒞avg for both the single, |𝑛, 𝑚⟩ = |1, 0⟩ and two, |𝑛, 𝑚⟩ = |1, 1⟩
photon protocols over a segment of the total parameter space. We fix the linewidth of one of the
emitters, Γ1 and then vary the detuning between emitters, 𝛿 and lifetime of the second emitter,
Γ2. Regardless of linewidth, the single-photon protocol outperforms the two-photon version if
the emitters are spectrally collocated. As expected, it can also be used to generate maximal en-
tanglement deterministically if the linewidth of one emitter is sufficient to completely overlap
the other. Crucially, however, by exploiting the multi-photon additivity of the phase shift, a two-
photon process can efficiently generate entanglement for any finite detuning without requiring
arbitrarily small emitter lifetimes. The reverse of this is also true and, for emitters with arbitrar-
ily different lifetimes, there exists some finite detuning for which the two-photon protocol can
maximally entangle the pair. In practice, this means a much greater freedom in matching solid-
state emitters for entanglement generation in a Mach-Zehnder interferometer than previously
thought.
We have then demonstrated that for a given pair of emitters it may be advantageous to utilise
a two-photon input state in order to generate maximal entanglement deterministically. We note
however that in moving from the single-photon protocol to the two-photon the complexity of
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Figure 6.6: Plots of the average concurrence as a function of the coupling Γ2 and emitter detuning
𝛿 for various input photon states |𝑛, 𝑚⟩.
the analysis massively increased. We had to track not only the combinatorics of the optical state
evolving through the beam-splitter but also both linear and non-linear interactions, where pho-
ton frequencies were not preserved. If loss and non-number resolving detectors are included in
the analysis then we also have to track all the possible loss mechanisms and this adds a further
complexity, which scales as 𝑁!. Kristoffer Joanesarson noticed however that in the monochro-
matic, lossless case the combinatorics are in fact tractable and he extended the analysis presented
here to the general |𝑛, 𝑚⟩ case. We don’t reproduce this calculation here and refer instead to
Ref. [179] for details but the essential point is that the input optical state evolves through the
beam-splitter as
|𝜓 inopt⟩ =
1
√𝑛!𝑚! (𝑎
†)𝑛 (𝑏†)𝑚 |0⟩ →
𝑁
∑
𝑘=0
𝐶𝑘,𝑁 (𝑎†)
𝑘 (𝑏†)𝑁−𝑘 |0⟩ , (6.34)
where 𝐶𝑘,𝑁 are the coefficients to be determined. The phase shift on each emitter is then pro-
portional to the number of photons in the respective arm so, for the term with 𝑘 photons in the
upper arm and 𝑁 − 𝑘 in the lower, the emitter in the upper arm accumulates a phase-shift given
by 𝑡𝑘(𝜔) and the one in the lower gains 𝑡𝑁−𝑘(𝜔). The state can then be evolved through the
second beam-splitter and we determine the sub-states corresponding to 𝑝 and 𝑞 photons being
detected by detectors 𝐷1 and 𝐷2 respectively.
In Fig. 6.5 we show 𝒞avg as a function of the emitter detuning and the emitter line-width
ratio for various optical input states |𝑛, 𝑚⟩. As we increase the total photon number, 𝑁 ≡ 𝑛 + 𝑚
we notice that there is a marked improvement in our entanglement generation ability. Larger
areas of parameter space achieve a near-unity𝒞avg and this provides evidence for our contention
that imperfections in the fabrication of two identical emitters can be overcome by optical state
optimisation. We note also the interesting fact that e.g. the |2, 1⟩ case inherits features from both
the |1, 1⟩ and |1, 0⟩ processes and therefore performs well for both spectrally collocated emitters
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and those with finite detuning. The complex structures emerging in all the plots are interesting
to study and the result of multi-photon interference effects at the beam-splitters.
6.6 Summary
In conclusion, we have developed a method to entangle solid-state emitters embedded in a Mach-
Zehnder interferometer, which is robust to spectral mismatch of the emitters. Entangling tech-
niques that use solid-state emitters are well-known to place very stringent requirements on the
spectral identity of the emitters and our approach overcomes these restrictions by tailoringmulti-
photon input states. Maximal, deterministic, entanglement between increasingly distinct emit-
ters is possible using higher photon number input states andwe have seen a rich structure emerge
in the maps of 𝒞avg over the potential emitter parameter space. This work indicates a possible
new methodology for solid-state entanglement generation, where the requirement for perfectly
matched emitters can be relaxed in favour of optical state optimisation.
There are of course practical challenges to be overcome before we can morph this entan-
glement generation protocol into a useful quantum technology. Firstly, a reduced coupling be-
tween the emitter and waveguide mode will reduce the phase shift imparted on the photons
and therefore lower the average concurrence. Secondly, spectral wandering of the emitter may
lead to classical uncertainty in the obtained phase shift, though the use of fast, high-efficiency
detectors could mitigate against this [180]. Third, the photons must be created in identical quasi-
monochromatic modes. This can be achieved using e.g., spontaneous parametric downconver-
sion [181]. The higher-order photon pair generation in this process may also be beneficial to our
entanglement generation process. Finally, dephasing will have an impact on the entanglement
generation process. The dominant dephasing mechanisms for spin-doped solid-state emitters
are nuclear spin interactions [182] and phonon scattering. While nuclear interactions naturally
lead to random precession of the spin ground-state, there are a number of strategies based on
dynamical decoupling that may be used to suppress its impact [183]. Phonon scattering leads to
sidebands [184] that can be removed through frequency filtering or by placing the emitter in an
optical cavity [185].
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Chapter 7
Conclusions
7.1 Summary
In this thesis we broadly discussed the area of light-matter interactions, with a particular focus
on integrated semiconductor nanostructure systems. We can loosely group the work into four
areas:
1. The first two chapters of this thesis are concerned with foundations and outline the the-
ories upon which the original work is based. In Chapter 2 we examine the mathematical
formulation of quantum theory and thoroughly investigate the strange prediction of entan-
glement. We show how this uniquely quantum phenomenon can be used as a resource for
communication protocols and discuss some of the methods used to overcome the inherent
difficulties in quantifying its presence in a state.
In Chapter 3 we discuss the area of quantum optics and the well-known treatments of light-
matter interactions. We begin by justifying our use of the so-called Jaynes-Cummings
Hamiltonian throughout this thesis and explain the rotating-wave-approximation from
which it arises. Themaster equation approach is then discussed andwe showhowLindblad-
type super-operators can be used tomodel both elastic and inelastic dephasing processes in
two-level-systems. We go on to derive the ‘Input-Output’ formalism from first-principles
and demonstrate its great utility in the analysis of coherently driven quantum systems. To
conclude, we explain why the more ‘modern’ scattering approach to the analysis of wave-
guide QED systems is appropriate and then show how the 𝑆-matrix may be connected to
input-output theory.
2. Our first piece of original work is detailed in Chapter 4 and we develop a novel technique
for calculation of 𝑆-matrices in waveguide QED systems. We explain generally how the
dynamics can be calculated via summation of the Dyson series for the system, which is
developed in terms of the interaction Hamiltonian. We calculate the 𝑆-matrices corre-
sponding to four distinct situations:
(a) Single-photon optical states scattering from single two-level-systems.
(b) Two-photon optical states scattering from single two-level-systems.
(c) Single-photon optical states scattering from single Λ-systems.
(d) Two-photon optical states scattering from single Λ-systems.
We are able to fully specify the evolutions of both the optical and emitter states in these
scenarios. The series solutions we develop have closed forms only for some fraction of the
total parameter space but we employ a summation technique, borrowed from relativistic
quantum-field-theory, in order to extend the range of validity. It is interesting to note that
the terms in the series we develop correspond to physical processes and that the choice of
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Hamiltonian we made initially means that the majority of these terms are vanishing. We
conclude by briefly studying the pole structures of the 𝑆-matrices we derive and map these
onto the expected physical behaviour.
3. Wemove away from the idealised systems considered in Chapter 4 and, in Chapter 5, apply
some of the quantum optics techniques discussed previously to real experimental systems.
We begin by explaining the origins of non-reciprocal coupling in optical waveguides and
show how QDs can be used to realise unidirectional transport. We go on to outline a
recent experimental implementation of such a unidirectional system and demonstrate that
it is not well described by a naive two-level-system model. In order to understand the
system dynamics we adapt the input-output relations to include the effects of pure and
radiative dephasing, as well as imperfect unidirectionality. We further consider the effects
of charge noise on the system and show that, in the experimentally studied regime, power
saturation effects play a major role in determining the measured spectra. It proves difficult
to capture the observed asymmetric line-shapes in the high-power regime but we study a
related experimental system and use a transfer matrix technique to predict these shapes.
As expected, we determine that their origin lies in the convolution between the effects of
a weak Fabry-Pérot cavity and the probed system.
4. Our final project is detailed in Chapter 6 and concerns the creation of matter-matter en-
tanglement in a waveguide QED system. We note that entangling solid-state emitters is
experimentally challenging, owing to the variation in spectra between emitters of even
the same species. We show that, for a given pair of emitters, the single-photon entangling
protocol is fundamentally limited and cannot necessarily be improved by modifying the
pulse-width of the optical state. We go on to show that a two-photon protocol can, in cer-
tain regimes, massively out-perform the single-photon version and that the sensitivity to
optical pulse-width is not, as in the single-photon case, monotonically decreasing. We ex-
plore a large parameter space of possible pairs of emitter spectra and determine the criteria
for each protocol to be favourable. Finally, we study the results obtained for higher photon
number input optical states and conjecture that an arbitrary degree of emitter mismatch
can be overcome if we have the ability to engineer arbitrary |𝑛, 𝑚⟩ Fock states.
In summary, we study a prototypical waveguide QED system from a theoretical point of view
and attempt to use this model to understand experimental results. We find that this fails and
go on to quantify the dominant noise sources in two state-of-the-art experiments. We consider
one specific imperfection, emitter spectral mismatch, and develop an entanglement generation
protocol that is robust against this.
7.2 Conclusions
Each of the projects described in this thesis has associated conclusions and we say specifically
that:
1. Analysis in general of photon scattering events in waveguide QED is difficult and, even in
the case of a single coupled emitter, the dynamics are complex. There are both inherent
difficulties of dealing with what are, in essence, interacting quantum field theories and also
the intricacies associated with the combinatorics of 𝑁 input and output photons. While
the method we develop goes some way to addressing the first point, the combinatorics are
essentially unavoidable and mean that the number of terms in a given 𝑆-matrix scales as
𝑁! [186].
2. Full quantum control of semiconductor QDs is not yet possible and order of magnitude
improvements in e.g. the lifetimes of these emitters are required before we can envisage
their use as a stable, solid-state, qubit. We demonstrated that, even supposing we could
Conclusions 81
overcome charge noise limitations, a resonant photon would only acquire a 0.4 radian
phase shift in scattering from the unidirectionally coupled QD sample studied. Given that
the realisation of e.g. a single photon switch would require a 𝜋 radian shift [187] and
that proposals for fault-tolerant quantum computers require our qubit control accuracy
to exceed 99%, we see that a lot of progress is required. We note though that this is an
extremely active research area and new technologies are emerging on a regular basis [188].
3. Our ability to generate entanglement between solid-state emitters is limited for not only
the reasons given in Chapter 5 but also because the spectra of two emitters in general do
not perfectly overlap. We find however that various degrees of emitter mismatch can be
overcome by engineering the optical state used to probe the system. We conclude that
the inherent difficulties in fabrication of identical emitters could be surmounted by careful
tailoring of the optical state. Of course, this is a difficult problem in itself but one which
may ultimately prove more tractable [189].
These conclusions all have consequences in terms of the over-arching goal of on-chip quantum
technologies. In particular they crystallise our understanding of where current limitations in
both theoretical insight and experimental realisation lie.
7.3 Future Work
Thework presented here is undoubtedly not definitive, not representing the last word on any one
of the subjects discussed, and we therefore suggest some potential avenues for further investi-
gation. We note that throughout this thesis we have only considered systems of single emitters
coupled to optical waveguides. This assumption will have to be relaxed as experiments become
more sophisticated and we are able to design more complex devices. Tools are being actively
developed for the analysis of quantum networks where the input to one node is the output from
another and notable among these is the ‘SLH framework’ [190]. However, it remains challenging
to use such a formalism to describe systems suffering from experimental imperfections and this
should be a key feature of any future theoretical techniques we develop.
We note also that the 𝑆-matrices we find in this thesis are, for the reasons discussed, limited
to only single or two-photon input states. Previous authors have derived the 𝑁 -photon general-
isations of these for the two-level-system but finding expressions for the case where the emitter
is arbitrary remains a difficult problem. A nice feature of the diagrammatic method we employ
is that it is obvious how to extend the analysis to states of higher photon number, though the
combinatorics will as ever render the task challenging. It would be interesting to perform this ex-
tension however, and to find the set of 𝑆-matrices for states of photon number up to, say, 𝑁 = 10.
This would make the analysis of systems where the optical input is squeezed light possible within
the framework and these states have the benefit of being more experimentally accessible.
As far as experimental projects are concerned, the direction for future work is quite clear.
We obviously require samples with fewer imperfections and either longer pure dephasing times
or shorter radiative recombination times. It is not the magnitude of the pure dephasing rate that
determines its effect on the spectrum but rather the ratio between this and the emitter lifetime.
This is intuitive because an emitter only imparts phase uncertainty on a photon during their
interaction time. In Fig. 7.1 we show the model used to produce the experimental fit in Fig. 5.9
with some adjusted parameters. Of all the noise processes, we find that spectral wandering is the
dominant one but, even if we could eliminate this from our samples, we see that the waveguide-
emitter coupling still has to be increased to see total extinction of the transmitted photon signal.
Recently, experimentalists have focussed on reducing spectral wandering by increasing the size
of the nanobeam waveguides. This has the effect of isolating the emitter from surfaces where
charge noise can build up but at the expense of 𝛽-factor. We see that this approach is not going
to be sustainable in the long-term.
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Figure 7.1: Calculated transmission spectra for the photonic crystal coupled QD experiment
(Fig. 5.9) with modified parameters. The blue line shows the spectrum in the absence of spectral
wandering, the red shows the version where the QD is Purcell enhanced by a factor of five and
the purple shows the combined effect of both modifications.
We showed that the entanglement generation scheme discussed in Chapter 6 can be improved
in certain parameter regimeswhen the number of input photons is increased. We did not however
consider whether Fock states themselves are optimal for the protocol or whether e.g. a two-
mode-squeezed input, which has the form [191]
|𝜁 𝑒𝑖𝜃 ⟩ = 1cosh 𝜁
∞
∑
𝑛=0
𝑒𝑖𝑛𝜃 tanh𝑛 𝜁 |𝑛, 𝑛⟩ , (7.1)
where 𝜁 is the ‘squeezing parameter,’ could perform equally well. In fact a more thorough anal-
ysis of the range of possible optical inputs would seem prudent as arbitrary Fock states are gen-
erally more difficult to generate than squeezed states [192]. We could also consider the effects
of not just photon number resolving or non-resolving detectors on the protocol but also imag-
ine employing e.g. homodyne detectors. We would expect that, in the regime of non-negligible
photon loss, these detectors could outperform the simple photon counters [193].
Appendix A
Useful Mathematics
A.1 The Laplace Transformation
We define the one-sided Laplace Transformation of a function 𝑓 (𝑡) by [194]
𝐿 [𝑓 (𝑡)] ≡ ̄𝑓 (𝑠) ≡ ∫0
d𝑡 𝑒−𝑠𝑡𝑓 (𝑡), (A.1)
where 𝑠 = 𝜎 + 𝑖𝜔 is in general a complex number. The utility of the Laplace Transformation
becomes clear when we consider
𝐿 [d𝑓 (𝑡)d𝑡 ] = ∫0
d𝑡 𝑒−𝑠𝑡 d𝑓 (𝑡)d𝑡 = 𝑠
̄𝑓 (𝑠) − 𝑓 (0), (A.2)
which is the result of integration by parts and the assumption that lim𝑡→∞ 𝑓 (𝑡)𝑒
−𝑠𝑡 → 0. This means
that a system of 𝑁 linear differential equations in time-space can be transformed into 𝑁 coupled
algebraic expressions in Laplace space. Solution of this problem is generally possible analytically
and we are then left having to invert 𝑁 Laplace transformed functions ̄𝑓 (𝑠) → 𝑓 (𝑡). In general
such an inverse Laplace transformation is not well-defined but there exist many specific cases
where inversion is possible.
A.2 An Integration Technique
For completeness we describe here the integration technique used to evaluate the explicit integral
expressions for the single and two photon transition amplitudes. We define the integral ℐ and
begin by changing variables so as to shift the limits of integration
ℐ ≡ ∫
𝑡1
−∞
d𝑡2 𝑒−𝑖Δ𝑖𝑡2 = ∫
∞
0
d𝑡2 𝑒−𝑖Δ𝑖(𝑡1−𝑡2).
This can be decomposed and multiplied by unity to give
ℐ = 𝑒−𝑖Δ𝑖𝑡1 lim𝛼→0∫
∞
0
d𝑡2 𝑒−𝛼𝑡2 [cos (Δ𝑖𝑡2) + 𝑖 sin (Δ𝑖𝑡2)] (A.3)
and we then make use of standard results [195], for example noting
𝛿(𝑥) = 1𝜋 lim𝑎→0
𝑎
𝑎2 + 𝑥2 (A.4)
to find that
ℐ = 𝑒−𝑖Δ𝑖𝑡1 lim𝛼→0 (
𝛼
𝛼2 + Δ2𝑖
+ 𝑖 Δ𝑖𝛼2 + Δ2𝑖
) = 𝑒−𝑖Δ𝑖𝑡1 (𝜋𝛿(Δ𝑖) +
𝑖
Δ𝑖
) , (A.5)
which is the desired formula.
84 Photon Scattering in Semiconductor Nanostructures
A.3 Borel Summation
In many areas of physics [196], notably quantum electrodynamics (QED) [197], calculations are
performed via summation of terms in a perturbation expansion. It turns out however that these
series are often divergent, meaning that terms grow larger and tend to infinity as higher order
corrections are included. It is often possible to assign a finite value to these divergent sums and
there are a number of potential techniques. Here we describe the Borel summation method,
which can be used to interpret series with an 𝑛th term divergent up to a factor of 𝑛! [198].
To perform the Borel summation technique we take the divergent series
𝑆 =
∞
∑
𝑛=0
𝑎𝑛, (A.6)
where the terms 𝑎𝑛 do not vanish sufficiently quickly as 𝑛 → ∞ and multiply each term by the
identity
1 = ∫
∞
0 d𝑡 𝑡𝑛𝑒−𝑡
𝑛! . (A.7)
The Borel sum ℬ is then defined as the quantity that results from interchanging the orders of
summation and integration
ℬ(𝑆) ≡ ∫
∞
0
d𝑡 𝑒−𝑡
∞
∑
𝑛=0
𝑎𝑛𝑡𝑛
𝑛! . (A.8)
We can use this technique to interpret an otherwise divergent series. Consider the sum of alter-
nating positive and negative unity
𝑆 = 1 − 1 + 1 − 1 + … =
∞
∑
𝑛=0
(−1)𝑛. (A.9)
The Borel sum of this series is given by
ℬ(𝑆) = ∫
∞
0
d𝑡 𝑒−𝑡
∞
∑
𝑛=0
(−𝑡)𝑛
𝑛! = ∫
∞
0
d𝑡 𝑒−2𝑡 = 12 , (A.10)
which is in some sense the only sensible answer.
It may seem false to claim the the Borel sum tells us anything about physical reality at all. We
could argue that any theory we develop that leads to a divergent perturbation series is simply in-
valid. This is not the prevailing opinion in the scientific community however and infinities often
arise and must be similarly interpreted in e.g. high energy QED perturbation series. The results
of these calculations are among the most rigorously experimentally tested in all of physics [199].
We say instead that an infinite series forms some representation of the quantity we want to cal-
culate but one that is only valid for some subset of our parameter space. We increase the range
of validity by introducing a new representation of the quantity and deduce that it was our choice
of representation and not the quantity itself, which presented the problem.
Appendix B
Transition Amplitude Rearrangement
In this appendix we demonstrate the equivalence between our results for the one and two-photon
transition amplitudes for a TLS and those found by Fan et al. As our transition amplitudes are
evaluated in the limit 𝑡 → ∞ and the single final atomic state |𝑔⟩ is assumed, then the scattering
matrix is in fact the quantity given by these amplitudes. For the single photon case we find that
𝒜 = 1 − 𝜋𝛾
2𝑔(Δ𝑖)
1 + 𝜋𝛾 2𝑔(Δ𝑖)
𝛿(𝑓 − 𝑖). (B.1)
We can substitute our definition of 𝑔(Δ) into Eq. (B.1) to determine
𝒜 = Δ𝑖 − 𝑖𝜋𝛾
2 − 𝜋2𝛾 2Δ𝑖𝛿(Δ𝑖)
Δ𝑖 + 𝑖𝜋𝛾 2 + 𝜋2𝛾 2Δ𝑖𝛿(Δ𝑖)
𝛿(𝑓 − 𝑖), (B.2)
which is naturally equal to that found by Fan et al.
𝒜 = Δ𝑖 − 𝑖𝜋𝛾
2
Δ𝑖 + 𝑖𝜋𝛾 2
𝛿(𝑓 − 𝑖) (B.3)
as required.
The two-photon result requires a little more effort, our result is that
𝒜 =[𝑡(𝑖0) + 𝑡(𝑖1) − 1][𝛿(𝑓0 − 𝑖0)𝛿(𝑓1 − 𝑖1) + 𝛿(𝑓0 − 𝑖1)𝛿(𝑓1 − 𝑖0)]
+ 2𝜋𝛾 4𝛿(𝑓0 + 𝑓1 − 𝑖0 − 𝑖1) ∑
𝑠=0,1
∑
𝑠′=0,1
𝑔(Δ𝑖𝑠 )𝑔(Δ𝑖𝑠 − Δ𝑓𝑠′ )𝑔(Δ𝑓𝑠′⊕1)
[1 + 𝜋𝛾 2𝑔(Δ𝑖𝑠 )][1 + 𝜋𝛾 2𝑔(Δ𝑓𝑠′⊕1)]
. (B.4)
Now, if we expand out the factor 𝑔(Δ𝑖𝑠 − Δ𝑓𝑠′ ) so that
𝑔(Δ𝑖𝑠 )𝑔(Δ𝑖𝑠 − Δ𝑓𝑠′ )𝑔(Δ𝑓𝑠′⊕1)
[1 + 𝜋𝛾 2𝑔(Δ𝑖𝑠 )][1 + 𝜋𝛾 2𝑔(Δ𝑓𝑠′⊕1)]
= 𝜋𝑔(Δ𝑖𝑠 )𝛿(Δ𝑖𝑠 − Δ𝑓𝑠′ )𝑔(Δ𝑓𝑠′⊕1)[1 + 𝜋𝛾 2𝑔(Δ𝑖𝑠 )][1 + 𝜋𝛾 2𝑔(Δ𝑓𝑠′⊕1)]
+ 𝑖𝑔(Δ𝑖𝑠 )𝑔(Δ𝑓𝑠′⊕1)(Δ𝑖𝑠 − Δ𝑓𝑠′ )[1 + 𝜋𝛾 2𝑔(Δ𝑖𝑠 )][1 + 𝜋𝛾 2𝑔(Δ𝑓𝑠′⊕1)]
, (B.5)
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it is then true that
𝒜 =[𝑡(𝑖0) + 𝑡(𝑖1) − 1][𝛿(𝑓0 − 𝑖0)𝛿(𝑓1 − 𝑖1) + 𝛿(𝑓0 − 𝑖1)𝛿(𝑓1 − 𝑖0)]
+ 4𝜋2𝛾 4 [𝛿(𝑓0 − 𝑖0)𝛿(𝑓1 − 𝑖1) + 𝛿(𝑓0 − 𝑖1)𝛿(𝑓1 − 𝑖0)]
𝑔(Δ𝑖0)𝑔(Δ𝑖1)
[1 + 𝜋𝛾 2𝑔(Δ𝑖0)] [1 + 𝜋𝛾 2𝑔(Δ𝑖1)]
+ 2𝜋𝑖𝛾 4𝛿(𝑓0 + 𝑓1 − 𝑖0 − 𝑖1) [
𝑔(Δ𝑖0)𝑔(Δ𝑓0)
(Δ𝑖0 − Δ𝑓1) [1 + 𝜋𝛾 2𝑔(Δ𝑖0)] [1 + 𝜋𝛾 2𝑔(Δ𝑓0)]
+ 𝑔(Δ𝑖0)𝑔(Δ𝑓1)(Δ𝑖0 − Δ𝑓0) [1 + 𝜋𝛾 2𝑔(Δ𝑖0)] [1 + 𝜋𝛾 2𝑔(Δ𝑓1)]
+ 𝑔(Δ𝑖0)𝑔(Δ𝑓1)(Δ𝑖1 − Δ𝑓0) [1 + 𝜋𝛾 2𝑔(Δ𝑖1)] [1 + 𝜋𝛾 2𝑔(Δ𝑓1)]
+ 𝑔(Δ𝑖1)𝑔(Δ𝑓0)(Δ𝑖1 − Δ𝑓1) [1 + 𝜋𝛾 2𝑔(Δ𝑖1)] [1 + 𝜋𝛾 2𝑔(Δ𝑓0)]
] . (B.6)
We can rearrange the frequency-conserving terms and again substitute the definition of 𝑔(Δ)
into the frequency-mixing term to determine
𝒜 = 𝑡(𝑖0)𝑡(𝑖1)[𝛿(𝑓0 − 𝑖0)𝛿(𝑓1 − 𝑖1) + 𝛿(𝑓0 − 𝑖1)𝛿(𝑓1 − 𝑖0)] +
2𝜋𝑖𝛾 4𝛿(𝑓0 + 𝑓1 − 𝑖0 − 𝑖1)
[Δ𝑓0 + 𝑖𝜋𝛾 2] [Δ𝑓1 + 𝑖𝜋𝛾 2]
× [ Δ𝑓1 + 𝑖𝜋𝛾
2
(Δ𝑓1 − Δ𝑖0) [Δ𝑖0 + 𝑖𝜋𝛾 2]
+ Δ𝑓0 + 𝑖𝜋𝛾
2
(Δ𝑓0 − Δ𝑖0) [Δ𝑖0 + 𝑖𝜋𝛾 2]
+ Δ𝑓0 + 𝑖𝜋𝛾
2
(Δ𝑓0 − Δ𝑖1) [Δ𝑖1 + 𝑖𝜋𝛾 2]
+ Δ𝑓1 + 𝑖𝜋𝛾
2
(Δ𝑓1 − Δ𝑖1) [Δ𝑖1 + 𝑖𝜋𝛾 2]
] . (B.7)
Straight-forward algebraic manipulation of Eq. (B.7) then leads us to
𝒜 =𝑡(𝑖0)𝑡(𝑖1)[𝛿(𝑓0 − 𝑖0)𝛿(𝑓1 − 𝑖1) + 𝛿(𝑓0 − 𝑖1)𝛿(𝑓1 − 𝑖0)]
+ 4𝜋𝑖𝛾
4𝛿(𝑓0 + 𝑓1 − 𝑖0 − 𝑖1)
[Δ𝑓0 + 𝑖𝜋𝛾 2] [Δ𝑓1 + 𝑖𝜋𝛾 2]
( 1Δ𝑖0 + 𝑖𝜋𝛾 2
+ 1Δ𝑖1 + 𝑖𝜋𝛾 2
) , (B.8)
which is the result by Fan et al.
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