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Abstract
In partitioned fluid-structure interaction simulations, the flow equations and the
structural equations are solved separately. As a result, a coupling algorithm is
needed to enforce the equilibrium on the fluid-structure interface in cases with
strong interaction. This coupling algorithm performs coupling iterations between
the solver of the flow equations and the solver of the structural equations. Cur-
rent coupling algorithms couple one flow solver with one structural solver. Here,
a new class of multi-solver quasi-Newton coupling algorithms for unsteady fluid-
structure interaction simulations is presented. More than one flow solver and more
than one structural solver are used for a single simulation. The numerical exper-
iments demonstrate that the duration of a simulation decreases as the number of
solvers is increased.
Keywords: fluid-structure interaction, partitioned, coupling algorithm,
quasi-Newton, tube, cluster
1. Introduction
The mutual interaction between a fluid flow and a deformable structure is re-
ferred to as fluid-structure interaction (FSI). Life-saving examples are the opening
of a parachute [1] or an air bag [2]. Undesired occurrances of fluid-structure in-
teraction are collapses of bridges [3] and cooling towers due to wind [4], as well
as flutter of aircraft wings [5] and turbine blades [6]. In the biomedical field, the
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interaction between an elastic artery [7, 8] or a heart chamber [9] and the blood
that flows through them is of interest. Also for the design of artificial heart valves
[10–12], fluid-structure interaction needs to be taken into account. As a result of
these numerous applications and the increase in computational power, the numer-
ical simulation of fluid-structure interaction has gained interest.
For the simulation of fluid-structure interaction, there are two approaches.
Monolithic simulation techniques solve the governing equations of the fluid flow
and of the structural deformation simultaneously [13–16]. Conversely, partitioned
techniques solve the flow equations and the structural equations separately. An
advantage of the partitioned approach to simulating this coupled problem is that
the flow equations and the structural equations can be solved with a different so-
lution technique. Moreover, the partitioned approach allows to reuse existing flow
solvers and structural solvers.
In this article, the focus lies on partitioned simulation techniques which couple
the flow solver and the structural solver as ‘black boxes’, which means that the
discretization and solution techniques of the solvers do not have to be known. The
partitioned techniques can be categorized as explicit or implicit. Several explicit
(also known as loosely or weakly coupled) partitioned techniques exist [5, 17–
20], which are suitable for aeroelastic simulations [21]. These techniques solve
the flow equations and the structural equations separately and only once (or a fixed
number of times) in each time step. Therefore, these techniques do not enforce
the equilibrium of the stress and velocity (or displacement) on the fluid-structure
interface, which results in restrictions on the time step for stability reasons [21–
23].
Implicit (or strongly coupled) partitioned techniques enforce the equilibrium
of the stress and velocity (or displacement) on the fluid-structure interface in
each time step. This can be achieved by, for example, Gauss-Seidel iterations
or Newton-Raphson iterations. During Gauss-Seidel iterations in a time step, the
flow equations and the structural equations are solved successively until the user-
defined convergence tolerance is reached. After the solution of the flow equa-
tions, the boundary condition on the solid side of the interface is updated and
vice versa. Once these coupling iterations within the time step have converged,
the solution is the same (up to the convergence tolerance) as would have been
found with a monolithic solver. Several strongly coupled partitioned techniques
are able to couple black-box solvers, for example Gauss-Seidel iterations with
Aitken relaxation [24, 25], the Interface Generalized Minimal Residual method
(Interface-GMRES) [26], the Interface Quasi-Newton technique with an approx-
imation for the Inverse of the Jacobian from a Least-Squares model (IQN-ILS)
2
[27] and the Interface Block Quasi-Newton technique with an approximation for
the Jacobians from Least-Squares models (IBQN-LS) [28]. Also Robin boundary
conditions can accelerate the convergence of the coupling iterations [29].
Nowadays, fluid-structure interaction simulations are often performed on clus-
ters for high-performance computing (HPC). These computers consist of a large
number of cluster nodes, each containing a small number of multi-core processors
and an amount of memory. Although fast interconnects between the cluster nodes
exist, they are still slower than the communication lines inside the cluster nodes.
By running the flow solver and the structural solver in parallel, i.e. on more than
one core of the cluster, a fluid-structure interaction calculation can generally be
accelerated. Optimally, the speed-up from parallelization would be linear: dou-
bling the number of cores should halve the calculation’s duration, and doubling it
a second time should again halve the duration. However, very few parallelization
algorithms achieve optimal speed-up. Most of them have a near-linear speed-up
for small numbers of cores, which flattens out into a constant value or even de-
creases for large numbers of cores. The end of the near-linear speed-up depends
on several factors, such as the number of degrees of freedom, the interconnect, the
solvers, etc.
Fluid-structure interaction simulations are often unsteady calculations with a
large number of time steps that have to be calculated consecutively and with a
modest number of degrees of freedom to current standards. Due to this modest
number of degrees of freedom, the near-linear speed-up can end at a relatively
low number of cores. At that point, increasing the number of cores per solver
no longer leads to a significant reduction of the calculation time. However, this
article demonstrates that the calculation time can also be reduced by increasing
the number of flow solvers and structural solvers, while keeping the number of
cores per solver constant. Figure 1 illustrates this novel multi-solver approach to
partitioned fluid-structure interaction simulations.
In this article, the new multi-solver approach is explained in detail and applied
to the IQN-ILS [27] and IBQN-LS [28] coupling algorithms. These quasi-Newton
algorithms construct least-squares models for the flow solver and structural solver,
which are treated as black boxes. The least-squares models are built in each time
step using the stress and displacement on the fluid-structure interface during the
coupling iterations, as will be explained below. If consecutive time steps are suf-
ficiently similar, data from previous time steps can be reused in the least-squares
model of the current time step [30]. However, this reuse has to be applied with
caution as the data from previous time steps is only approximately correct at the
current time level [26, 31]. Therefore, the multi-solver quasi-Newton coupling al-
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gorithms presented in this article first recalculate the data from the previous time
steps at the current time level, before including that data in a least-squares model.
The remainder of this article is organized as follows. First, Section 2 gives a
brief description of the governing equations and the notations. Then, Section 3
summarizes the IQN-ILS and IBQN-LS algorithms, as well as the construction
of a least-squares model and the reuse of data from previous time steps. Subse-
quently, the detailed explanation of the new multi-solver algorithms is given in
Section 4. The numerical results in Section 5 illustrate the performance of the
multi-solver coupling algorithms. Finally, Section 6 offers the conclusions.
2. Governing equations
Figure 2 depicts an abstract fluid-structure interaction problem, with the sub-
scripts f and s respectively denoting fluid and structure. The subdomains are
indicated as Ωf and Ωs and their boundaries as Γf and Γs. The fluid-structure
interface Γi = Γf ∩ Γs is the common boundary of these subdomains. ~ex, ~ey
and ~ez are the unit vectors in the horizontal, vertical and out-of-plane direction,
respectively.
2.1. Flow equations
The unsteady flow of a fluid is governed by the conservation of mass and the
Navier-Stokes equations, given by
∂ρf
∂t
+∇ · (ρf~v) = 0 (1a)
∂ρf~v
∂t
+∇ · (ρf~v~v)−∇ · σ¯f = ~ff (1b)
for each point ~x ∈ Ωf . In these equations, ρf is the fluid density, ~v the flow
velocity and t the time. ~ff represents the body forces per unit of volume on the
fluid. For incompressible, Newtonian fluids with dynamic viscosity µf , the stress
tensor σ¯f is defined as
σ¯f = −pI¯ + 2µf ¯f (2a)
with p the pressure and I¯ the unit tensor. The rate of strain tensor ¯f is given by
¯f =
1
2
[
∇~v + (∇~v)T
]
. (2b)
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2.2. Structural equations
The deformation ~u of the structure is determined by the conservation of mo-
mentum
ρs
d2~u
dt2
−∇ · σ¯s = ~fs (3)
for each point ~x ∈ Ωs with ρs the structural density, σ¯s the Cauchy stress tensor
and ~fs the body forces per unit volume on the structure. In large displacement
calculations, the relation between the second Piola-Kirchhoff stress tensor S¯s and
the Green-Lagrange strain tensor E¯s is imposed by the constitutive equation of the
material. The second Piola-Kirchhoff stress tensor combines forces in the refer-
ence configuration with areas in the reference configuration, whereas the Cauchy
stress tensor combines forces in the deformed configuration with areas in the de-
formed configuration. The relation between these tensors is given by
S¯ = JF¯−1σ¯sF¯
−T (4)
with F¯ the deformation gradient tensor and J = det(F¯ ). The Green-Lagrange
strain tensor for large displacements is given by
E¯s =
1
2
[
∇~u+ (∇~u)T + (∇~u)T∇~u
]
. (5)
All displacements are relative to the initial (reference) geometry.
2.3. Equilibrium conditions
The equilibrium conditions on the fluid-structure interface (~x ∈ Γi) are the
kinematic condition
~v =
d~u
dt
(6)
and the dynamic condition
σ¯f · ~nf = −σ¯s · ~ns, (7)
which stipulate that the velocity and the stress have to be the same on both sides
of the interface. The vector ~nf,s is the unit normal that points outwards from the
domain Ωf,s. Appropriate boundary conditions are imposed on Γf \ Γi and on
Γs \ Γi, depending on the problem at hand. A Dirichlet-Neumann decomposition
of the fluid-structure interaction problem is applied, so the flow equations are
solved with a given velocity (or displacement) of the fluid-structure interface and
the structural equations are solved with a given stress on the interface.
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2.4. Discrete equations
The flow equations and the structural equations are discretized in space and
time with a method of choice, which results in two coupled systems of discrete
equations with the flow variables and the structural variables as unknowns. As
the solvers are coupled as black boxes, the details of the discretization techniques
do not have to be known. The discrete flow equations are represented by F and
the discrete structural equations by S. The vector v groups all flow variables
(velocity, pressure, etc.) in Ωf ; the vector u groups all structural variables (dis-
placement, stress, etc.) in Ωs. The displacement of the interface Γi is represented
by the vector d and the stress on the interface by the vector s. In the case of
a Dirichlet-Neumann decomposition, the displacement of the interface is consid-
ered as a function of the structural degrees of freedom (d = d(u)) and the stress
on the interface as a function of the flow degrees of freedom (s = s(v)). Hence,
the coupled problem can be written as{
F (v,d(u)) = 0
S(u, s(v)) = 0
(8)
in which all variables are at the new time level tn+1; the dependence of the solution
on the variables at tn, tn−1, . . . is hidden.
The flow solver calculates the flow variables v that satisfy F (v,d(u)) = 0 for
a given interface diplacement d. From the flow field v, the stress on the interface
s is extracted. Therefore, the flow solver is represented by the function
s = F(d). (9)
Similarly, the structural solver calculates the structural variables u that satisfy
S(u, s(v)) = 0 for a given stress on the interface s. The displacement of the
interface d is subsequently extracted from u, so the structural solver is represented
by
d = S(s). (10)
The flow solver and the structural solver defined above are considered as black-
box functions, which can be evaluated for a given value of their argument but
whose Jacobian matrix is inaccessible. The argument and the return value of
these functions are also referred to as input and output, respectively. The only re-
quirements for the black-box flow solver are that it should be possible to impose a
displacement of the interface and to extract the resulting stress distribution on the
interface (vice-versa for the structural solver). If a solver does not satisfy these
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requirements, it is not suitable for partitioned fluid-structure interaction calcula-
tions, regardless of the coupling algorithm.
With the above definitions, the equilibrium on the fluid-structure interface is
given by
d = S ◦F(d). (11)
If the flow equations and the structural equations are not discretized in the same
way on the fluid-structure interface, there has to be an interpolation between the
solvers. In this article, it is tacitly assumed that this interpolation is included in
either the function F or the function S if necessary. An overview of interpolation
techniques can be found in [32].
3. Quasi-Newton coupling algorithms
In the explanation of the qausi-Newton coupling algorithms, a prime denotes
the Jacobian matrix of a function and a hat refers to an approximation. The output
of a solver is indicated with a tilde as this value is not always directly given as
input to another solver. All coupling algorithms begin a new time step with an
extrapolation of the interface’s displacement
dn+1,0 =
5
2
dn − 2dn−1 +
1
2
dn−2, (12)
based on the previous time steps. This extrapolation is third-order accurate if the
time step is constant; lower-order extrapolations are used for the first two time
steps. In the notation dn+1,0, the first superscript refers to the time step. This
superscript is further omitted if it is equal to n + 1 as almost all variables are
at this time level. The second superscript k (equal to 0 in this case) denotes the
coupling iteration within time step n + 1. Superscripts that are a number instead
of a letter refer to a coupling iteration within time step n + 1.
3.1. IQN-ILS
This section summarizes the IQN-ILS coupling algorithm with a matrix-free
implementation of the least-squares model [27]. The fluid-structure interaction
problem in Eq. (11) can be reformulated as a set of equations in the interface’s
displacement
R(d) = 0, (13)
with R being the residual operator
R(d) = S ◦F(d)− d. (14)
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This generally nonlinear set of equations can be solved by means of Newton-
Raphson iterations
solve R′k∆dk = −rk (15a)
dk+1 = dk +∆dk (15b)
with the residual calculated as
rk = R(dk) = S ◦F(dk)− dk = d˜k − dk. (16)
In Eq. (15a), R′k denotes the Jacobian of R, evaluated at dk. The Newton-
Raphson iterations in the time step have converged when ||rk||2 ≤ εo with εo
the convergence tolerance. However, the exact Jacobian of R is unknown as the
Jacobians of F and S are unavailable. Moreover, the linear system in Eq. (15a)
with as dimension the number of degrees of freedom in the displacement of the
fluid-structure interface has to be solved in each Newton-Raphson iteration.
If the Jacobian R′ is approximated by applying the least-squares technique
introduced by Vierendeels et al. [28], then quasi-Newton iterations are performed
and black-box solvers can be used. However, the linear system in Eq. (15a) still
needs to be solved. Therefore, it is more advantageous to approximate the in-
verse of the Jacobian. The quasi-Newton iterations with the approximation for the
inverse of the Jacobian can be written as
dk+1 = dk +
̂
(R′k)
−1
(
−rk
)
. (17)
The complete IQN-ILS technique with reuse of data from q time steps is shown
in Algorithm 1.
It can be seen from Eq. (17) that the approximation for the inverse of the Ja-
cobian does not have to be created explicitly; a procedure to calculate the product
of this matrix with the vector −rk is sufficient. The vector −rk is the difference
between the desired residual, i.e. 0, and the current residual rk and it is further
denoted as ∆r = 0 − rk = −rk. The matrix-vector product is calculated from
data obtained during the previous quasi-Newton iterations. Line 12 shows that the
flow equations and structural equations are solved in quasi-Newton iteration k, re-
sulting in d˜k+1 = S ◦F(dk+1) and the corresponding residual rk+1. The counter
k is then increased on line 13. So, at the beginning of quasi-Newton iteration
k + 1, a set of known residual vectors
rk, rk−1, . . . , r1, r0 (18a)
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Algorithm 1 The interface quasi-Newton algorithm with an approximation for
the inverse of the Jacobian from a least-squares model (IQN-ILS) [27].
1: k = 0
2: r0 = d˜0 − d0 = S ◦F(d0)− d0
3: while ||rk||2 > εo do
4: if k = 0 and (q = 0 or n = 0) then
5: dk+1 = dk + ωrk
6: else
7: construct V k and W k as in Eqs. (19), Eqs. (21) and Eqs. (22)
8: calculate QR-decomposition V k = QkRk
9: solve Rkck = −QkTrk
10: dk+1 = dk + W kck + rk
11: end if
12: rk+1 = d˜k+1 − dk+1 = S ◦F(dk+1)− dk+1
13: k = k + 1
14: end while
and the corresponding set of vectors d˜
d˜k, d˜k−1, . . . , d˜1, d˜0 (18b)
are available. The differences between the vectors r and d˜ from the last coupling
iteration and those from the first coupling iteration is calculated
∆rk−1 = rk − r0 (19a)
∆d˜k−1 = d˜k − d˜0. (19b)
This yields a set of differences ∆ri
∆rk−1, ∆rk−2, . . . , ∆r1, ∆r0 (20a)
as well as the corresponding set of differences ∆d˜i
∆d˜k−1, ∆d˜k−2, . . . , ∆d˜1, ∆d˜0, (20b)
which both grow with one vector in each coupling iteration.
The vectors ∆ri and the corresponding vectors ∆d˜i are stored as the columns
of the matrices
Ak =
[
∆rk−1 ∆rk−2 . . . ∆r1 ∆r0
] (21a)
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and
Bk =
[
∆d˜k−1 ∆d˜k−2 . . . ∆d˜1 ∆d˜0
]
, (21b)
respectively. If the behaviour of the problem is sufficiently similar in consecutive
time steps, the data from the previous time steps can be reused. The matrices Ak
and Bk are then combined with those from q previous time steps (if at least q time
steps have already been performed), giving
V k =
[
Ak An . . . An−q+2 An−q+1
] (22a)
and
W k =
[
Bk Bn . . . Bn−q+2 Bn−q+1
]
. (22b)
The number of columns in V k and W k is indicated with b which is generally
much smaller than the number of rows a. However, the data from previous time
steps are only approximately correct for the current time step, even though the
reuse of data from previous time steps results in faster convergence of the coupling
iterations in several numerical experiments [30]. Cases with large differences
between the time steps, for example, do not benefit from this reuse. To select the
best value for q, the authors generally simulate the first 10 or 15 time steps with
different values of the reuse parameter q, ranging from 0 to 10. The value q that
results in the lowest number of coupling iterations is then used for the complete
simulation.
The vector ∆r = 0−rk is approximated as a linear combination of the known
∆ri
∆r ≈ V kck (23)
with ck ∈ Rb×1 the coefficients of the decomposition. Because b ≤ a, Eq. (23)
is an overdetermined set of equations for the elements of ck and hence the least-
squares solution to this linear system is calculated. In simulations with a low
number of degrees of freedom on the interface, the number of columns in V k has
to be limited to a by discarding the rightmost columns. To solve the least-squares
problem, the so-called economy-size QR-decomposition of V k is calculated using
Householder transformations [33]
V k = QkRk, (24)
with Qk ∈ Ra×b an orthogonal matrix and Rk ∈ Rb×b an upper triangular matrix.
The coefficient vector ck is then determined by solving the triangular system
Rkck = Qk
T
∆r (25)
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using back substitution. If a ∆ri vector is (almost) a linear combination of other
∆rj vectors, one of the diagonal elements of Rk will (almost) be zero. Therefore,
the equation corresponding to that row of Rk cannot be solved during the back
substitution. If a small diagonal element is detected, the corresponding columns
in V k and W k are removed. Subsequently, the QR-decomposition (Eq. (24)) is
performed again. This procedure is repeated until none of the diagonal elements
is too small.
The tolerance εr for the detection of small diagonal elements depends on how
accurately the flow equations and structural equations are solved. An appropriate
value for εr can be determined by analyzing the change of the vector d˜ due to a
small perturbation of the vector d. If the perturbation is too small, the resulting
change will be numerical noise. The value of εr should be chosen so that the
change of d˜ has a physical meaning (i.e. it is no numerical noise) if the perturba-
tion of d has an L2-norm larger than εr. If the solution of the flow equations and
the structural equations is calculated with more significant digits, for example by
using stricter convergence criteria inside the solvers, then a smaller value of εr can
be used. Especially for cases with small changes of the interface variables dur-
ing the coupling iterations, it is important to set εr using the procedure described
above.
The ∆d˜ that corresponds to ∆r is subsequently calculated as a linear combi-
nation of the previous ∆d˜i, analogous to Eq. (23), giving
∆d˜ = W kck. (26)
From Eq. (16), it follows that
∆r = ∆d˜−∆d (27)
and substitution of Eq. (26) in Eq. (27) results in
∆d = W kck −∆r. (28)
Because the coefficients ck are a function of ∆r, Eq. (28) shows how ∆d can
be approximated for a given ∆r. Hence, Eq. (28) can be seen as a procedure to
calculate the product of the approximation for the inverse of the Jacobian and a
vector ∆r = −rk
∆d =
̂
(R′k)
−1
∆r = W kck + rk. (29)
It can be proven that the procedure above corresponds to Newton iterations for
the part of ∆r in the span of the columns of V k while Gauss-Seidel iterations are
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performed for the part of ∆r orthogonal to the span of the columns of V k. For
the flow in a straight, flexible tube, these quasi-Newton iterations with a low-rank
least-squares approximation for the inverse of the Jacobian converge quickly as
only a fraction of the Fourier modes in the error on the fluid-structure interface is
unstable during Gauss-Seidel iterations [34, 35].
Because the matrices V k and W k have to contain at least one column to per-
form the above computations, a relaxation with a fixed factor ω (line 5) is per-
formed in the second coupling iteration of the first time step if data from the
previous time steps is reused (q > 0) and in the second coupling iteration of each
time step without reuse (q = 0). The value of ω can vary over a wide range with
only a small influence on the number of coupling iterations. The lower bound for
ω is determined by the finite accuracy and the solution tolerance of the solvers
while the upper bound has to avoid divergence of the solvers or grid distortion.
3.2. IBQN-LS
The IBQN-LS coupling algorithm solves the fluid-structure interaction prob-
lem (Eq. (11)) written as {
F(d)− s = 0
S(s)− d = 0
(30)
with block Newton-Raphson iterations of the Gauss-Seidel type. The linearized
system [
F̂
′ −I
−I Ŝ ′
] [
∆d
∆s
]
= −
[
F(d)− s
S(s)− d
]
(31)
is thus first solved for ∆d, followed by an update of d, the right-hand side and
the approximate Jacobian of the flow solver. Subsequently, the modified system
is solved for ∆s and afterwards s is updated. As a consequence, the IBQN-
LS method modifies the stress distribution that is calculated by the flow solver
before transferring it to the structural solver. In agreement with the notation for
intermediate values, the input and output of the flow solver are denoted as dk+1
and s˜k+1 and the input and output of the structural solver as sk+1 and d˜k+1. The
complete IBQN-LS coupling algorithm is shown in Algorithm 2.
Starting from the displacement dk that was given as input to the flow solver in
the previous coupling iteration, the displacement dk+1 = dk +∆dk is calculated
by solving the system(
I − Ŝ ′kF̂ ′k
)
∆dk = d˜k − dk + Ŝ ′k(s˜k − sk) (32)
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Algorithm 2 The interface block quasi-Newton algorithm with approximate Ja-
cobians from least-squares models (IBQN-LS) [28].
1: k = 0
2: s˜0 = F(d0)
3: s0 = s˜0
4: d˜0 = S(s0)
5: r0 = d˜0 − d0
6: while ||rk||2 > εo do
7: if k = 0 and (q = 0 or n = 0) then
8: dk+1 = dk + ωrk
9: else
10: construct V ks and W ks
11: calculate QR-decomposition V ks = QksRks
12: solve Eq. (32) for ∆dk
13: dk+1 = dk +∆dk
14: end if
15: s˜k+1 = F(dk+1)
16: if k = 0 and (q = 0 or n = 0) then
17: sk+1 = s˜k+1
18: else
19: construct V k+1f and W k+1f
20: calculate QR-decomposition V k+1f = Qk+1f Rk+1f
21: solve Eq. (37) for ∆sk
22: sk+1 = sk +∆sk
23: end if
24: rk+1 = d˜k+1 − dk+1 = S(sk+1)− dk+1
25: k = k + 1
26: end while
13
for ∆dk. This linear system is solved in a matrix-free way with an iterative
Krylov solver like the generalized minimal residual (GMRES) method [36]. Con-
sequently, the matrix on the left-hand side of Eq. (32) and thus the approximate
Jacobians F̂ ′k and Ŝ ′k do not have to be calculated explicitly; a procedure to cal-
culate the product of these matrices with a vector is sufficient. This procedure is
similar to the procedure described in Section 3.1. The matrix-vector product with
F̂
′k at the beginning of iteration k + 1 is calculated from the previous inputs
dk, dk−1, . . . , d1, d0 (33a)
and the corresponding outputs
s˜k = F(dk), s˜k−1 = F(dk−1), . . . , s˜1 = F(d1), s˜0 = F(d0) (33b)
of the flow solver. The difference between the vectors d and s˜ from the last
coupling iteration and those from the first coupling iteration is calculated
∆dk−1 = dk − d0 (34a)
∆s˜k−1 = s˜k − s˜0. (34b)
All ∆di and ∆s˜i (i = 0, . . . , k − 1) from the current time step (and possibly
from previous time steps) are stored as columns of the matrices V kf and W kf , with
the subscript f referring to the flow solver. Subsequently, the economy-size QR-
decomposition of V kf is calculated. To determine the product of F̂ ′k with a vector
∆d, the triangular system
Rkfc
k
f = Q
k
f
T
∆d (35)
is solved for ckf , after which the matrix-vector product is calculated as
F̂
′k∆d = W kfc
k
f . (36)
The product of Ŝ ′k with a vector is calculated analogously, based on the inputs
and outputs of the structural solver.
Once dk+1 has been obtained, the corresponding stress distribution s˜k+1 =
F(dk+1) is calculated and the matrices V k+1f , W k+1f , Qk+1f and Rk+1f are con-
structed. To calculate the stress distribution sk+1 = sk + ∆sk that has to be
applied on the structure, the system(
I − F̂ ′k+1Ŝ ′k
)
∆sk = s˜k+1 − sk + F̂ ′k+1(d˜k − dk+1) (37)
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is solved, again with the matrix-free iterative solver. Each time the solution to ei-
ther the flow problem or the structural problem has been calculated, the procedure
for the product of the corresponding solver’s approximate Jacobian with a vector
is improved by means of that solver’s latest input and output.
Analogous to the IQN-ILS technique, the matrices V kf,s and W kf,s have to
contain at least one column to calculate the quasi-Newton update; otherwise a re-
laxation with a fixed factor ω is used for the interface’s displacement (line 8 in Al-
gorithm 2) and the stress distribution is passed on without modification (line 17).
4. Multi-solver quasi-Newton coupling algorithms
In the IQN-ILS and IBQN-LS algorithms, the columns of a matrix V are
differences of an input while the columns of the corresponding matrix W are the
differences of the corresponding output. The relation between the columns of An
and Bn is only approximate at tn+1. Nevertheless, the columns of An can be
used during the coupling iterations at tn+1. In most cases, it is not feasible to
perturb each degree-of-freedom on the fluid-structure interface consecutively to
obtain a finite difference approximation for the Jacobian. However, the columns
of the matrix An contain specific combinations of the degrees-of-freedom on the
interface that accelerated the convergence of the coupling iterations in the previous
time step. Hence, it is expected that knowing the difference of the output at tn+1
due to the same difference of the input as used at time level tn will improve the
least-squares model for the approximate Jacobian.
The difference of output at tn+1 due to a difference of input from tn can be
calculated exactly by applying this difference again at tn+1. Moreover, the re-
calculation of differences from previous time steps can be done in parallel with
normal coupling iterations if g > 1 flow solvers and h > 1 structural solvers
are used. In the following sections, a subscript i or j distinguishes the different
solvers and their respective input and output.
4.1. MS-IQN-ILS
Algorithm 3 describes the Multi-Solver IQN-ILS (MS-IQN-ILS) algorithm
with parallel recalculation of differences from the previous time step. Solvers
F1 and S1 calculate the solution of the coupled problem, while solvers F i (i =
2, . . . , g) and Sj (j = 2, . . . , h) recalculate differences from previous time steps.
Lines 5 to 14 describe the standard IQN-ILS algorithm, with the exception of
the ‘start’ that has been added on line 13. This command means that the calcu-
lation has to be started, without waiting for the result to continue the execution
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of the coupling algorithm. On line 4, the coupling algorithm checks whether F1
and S1 have completed the previous calculation, i.e. whether they are ‘ready’,
before starting the following calculation. The check of the convergence tolerance
on line 3 evaluates to false while the calculation of rk1 is ongoing.
Because the coupling code is not waiting on line 13 until F1 and S1 are ready,
it can control the other solvers in the meantime. On line 16, the coupling algo-
rithm loops over the additional solvers F i (i = 2, . . . , g) and on line 23, it loops
over the additional solvers Sj (j = 2, . . . , h). In a first step of the recalculation
of differences by solver F i and Sj, a column ∆r of An and the corresponding
column ∆d˜ of Bn are selected. In this case, the newest columns are selected first.
As a result, the leftmost columns of An and Bn are selected first for F2, followed
by the second leftmost columns for F3, etc. Other selection procedures are also
possible: oldest first, largest ||∆r||2 first, largest ||∆d˜||2/||∆r||2 first, etc.
Subsequently, the selected ∆r and ∆d˜ from tn have to be recalculated at tn+1.
These vectors are differences with respect to the reference vectors rn,01 and d˜
n,0
1
which originate from the first coupling iteration at tn. To be recalculated at tn+1,
the vectors ∆r and ∆d˜ have to be added to a value of r and d˜ at tn+1, namely r0i
and d˜0i . Here, extrapolated values r0i = 0 and d˜0i = d01 (as calculated in Eq. (12))
are used. As a result, the recalculation of differences from the previous time step
can begin immediately at the start of the new time step, simultaneously with the
first coupling iteration between F1 and S1. If the result of the first calculation of
F1 and S1, i.e. r01 and d˜01, were used as r0i and d˜0i , the recalculation would have
to wait until these values have been calculated.
So, the difference ∆r is added to the extrapolated value of r in the current
time step, being r0i = 0.
ri = r
0
i +∆r (38)
Similarly, ∆d˜ is added to d˜0i , the extrapolated interface displacement.
d˜i = d˜
0
i +∆d˜ (39)
Using r = d˜− d, the input for F i is then calculated as
di = d˜i − ri. (40)
The calculation of solver F i with the di from Eq. (40) as input is started
on line 20. Again, the coupling algorithm does not wait until this calculation is
complete. Instead, it checks on line 17 whether F i has completed its calculation.
When this is the case, di and the corresponding s˜i are added to an intermediate
first in, first out (FIFO) queue.
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Algorithm 3 The multi-solver IQN-ILS (MS-IQN-ILS) algorithm.
1: k = 0
2: start r01 = d˜
0
1 − d
0
1 = S1 ◦F 1(d
0
1)− d
0
1
3: while ||rk1||2 > εo do
4: if F 1 and S1 are ready then
5: if k = 0 and (q = 0 or n = 0) then
6: dk+11 = d
k
1 + ωr
k
1
7: else
8: construct V k and W k
9: calculate QR-decomposition V k = QkRk
10: solve Rkck = −QkTrk1
11: dk+11 = d
k
1 + W
kck + rk1
12: end if
13: start rk+11 = d˜
k+1
1 − d
k+1
1 = S1 ◦F1(d
k+1
1 )− d
k+1
1
14: k = k + 1
15: end if
16: for i = 2 to g do
17: if F i is ready then
18: select ∆r and ∆d˜
19: di = (d
0
i +∆d˜)− (r
0
i +∆r)
20: start s˜i = F i(di)
21: end if
22: end for
23: for j = 2 to h do
24: if Sj is ready then
25: get dj and s˜j from the intermediate FIFO queue
26: start rj = d˜j − dj = Sj(s˜j)− dj
27: end if
28: end for
29: end while
30: for i = 2 to g do
31: start synchronizing F i with F1
32: end for
33: for j = 2 to h do
34: start synchronizing Sj with S1
35: end for
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If a structural solver Sj is ready (line 24), it takes the oldest dj and the corre-
sponding s˜j from the intermediate FIFO queue. The structural solver then starts
to calculate the interface displacement d˜j = Sj(s˜j) and the corresponding resid-
ual rj = d˜j − dj . This intermediate FIFO queue thus decouples the flow solvers
F i (i = 2, . . . , g) from the structural solvers Sj (j = 2, . . . , h) and enables a
different number of flow solvers and structural solvers (g 6= h). If, for example, a
flow calculation takes significantly longer than a structural calculation, then more
flow solvers than structural solvers can be used as the additional flow solvers and
additional structural solvers have to recalculate the same number of modes.
When the calculation of Sj has completed, both the residual rj and the output
d˜j are known. By subtracting the references for differences at tn+1, respectively
r01 and d˜01, a new mode in the current time step becomes available.
∆r = rj − r
0
1 (41a)
∆d˜ = d˜j − d˜
0
1 (41b)
The vectors r01 and d˜01 are the first residual and the first output of F1 and S1. As
long as these vectors are unknown because the first calculation of F1 and S1 at
tn+1 is ongoing, the data calculated by F i (i = 2, . . . , g) and Sj (i = j, . . . , h)
are stored in a second queue. Once the reference values have been calculated, the
differences corresponding to the data in this second queue are calculated. These
differences have to be calculated with respect to vectors r and d˜ that have actu-
ally been calculated, such as the first residual and output of F1 and S1. If these
differences were calculated with respect to the extrapolation, they would not char-
acterize the system because the extrapolation is only an approximation for the
residual and output at tn+1 and not a calculated value.
All differences from the previous time step that have been recalculated are
stored as columns of the matrices Cn and Dn. These matrices are then combined
with Ak and Bk to form V k and W k as
V k =
[
Ak Cn
] (42a)
and
W k =
[
Bk Dn
]
. (42b)
The columns of Ak and Bk contain the differences calculated by F1 and S1 in
the current time step. Differences from previous time steps that have not been
recalculated (yet) can be included in the matrices V k and W k as well, but this is
not done in this work. In that case, the old difference should be removed once it
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has been recalculated so that the same difference is not present twice. Because no
differences from previous time steps that have not been recalculated at tn+1 are
included in V k and W k, these matrices are empty at the beginning of each time
step.
All differences calculated by F1 and S1 in the current time step and all differ-
ences that have been recalculated by F i (i = 2, . . . , g) and Sj (j = 2, . . . , h) in
the current time step are candidates to be recalculated in the following time step.
Two mechanisms avoid an ever increasing number of differences. The first one
is that once F 1 and S1 have found the correct solution, the coupling discards old
differences that have not been recalculated at tn+1. However, before discarding
these differences, the coupling waits until all solvers that are recalculating differ-
ences have completed their current calculation as it is practically difficult to stop
the solvers during their calculation. It is of course possible to select a wider win-
dow for the differences that can be recalculated, for example differences that have
been calculated in the last two or three time steps. The second mechanism is the
tolerance εr for the detection of small diagonal elements in Rk. If a small diago-
nal element is detected, the corresponding columns in V k and W k are removed,
which means that they cannot be recalculated in the following time step.
When the convergence criterion has been satisfied, the current implementation
of the coupling algorithm waits until all calculations of the additional solvers are
ready, as it is difficult to stop the solvers during a calculation. The differences
that have been recalculated in these calculations are no longer required for the
coupling iterations in the current time step, but they are nonetheless added to Cn
and Dn so that the can be recalculated once more in the following time step.
A last important aspect of the MS-IQN-ILS algorithm is the synchronization
of the solvers F i (i = 2, . . . , g) and Sj (j = 2, . . . , h) with F1 and S1, as
mentioned on lines 30 to 35 of Algorithm 3. At the end of each time step, the
values of the degrees of freedom inside the fluid and solid domain have to be
the same in all solvers. Otherwise, unphysical results will be obtained in the
following time step. For example, without synchronization, the stress distribution
on the interface for a given displacement would depend on which flow solver is
used (F i(d) 6= F j(d) if i 6= j) because the solution at tn, tn−1, . . . influences
the solution at tn+1. These difficulties can be avoided by copying the degrees of
freedom in the entire fluid and solid domain from F1 and S1 to all other flow
solvers and structural solvers, once the coupling iterations have converged. If the
implementation does not allow to copy the degrees of freedom from one solver to
another one or to read a file with all values from another solver, the same result
can be obtained by solving the equations once more in F i (i = 2, . . . , g) and
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Sj (j = 2, . . . , h) with dlast1 and slast1 as input. This implementation will of
course reduce the gain of the parallel recalculation of differences as one additional
calculation (equivalent with one coupling iteration) would have to be performed
in each time step. The synchronization of the different solvers can of course be
done in parallel. The coupling code does not have to wait until one solver has
completed the synchronization to start synchronizing the following solver.
4.2. MS-IBQN-LS
Algorithm 4 describes the Multi-Solver IBQN-LS (MS-IBQN-LS) algorithm
with parallel recalculation of differences from the previous time step. Also in this
coupling algorithm, solvers F1 and S1 calculate the solution of the coupled prob-
lem, while solvers F i (i = 2, . . . , g) and Sj (j = 2, . . . , h) recalculate differences
from the previous time step.
Lines 8 to 16 and lines 19 to 27 describe the standard IBQN-LS algorithm,
with the exception of the ‘start’ on line 16 and line 27. On line 5, the coupling
algorithm checks whether F1 and S1 are ready, i.e. whether F1 has completed
its previous calculation and S1 can begin the following calculation or vice versa.
The variable ` alternates between 0 and 1 to ensure that F1 and S1 take turns.
The check of the convergence tolerance on line 4 again evaluates to false while
the calculation of rk1 is ongoing.
To obtain the difference that has to be recalculated by solver F i, a column
∆d of Anf is selected in the same way as explained in the previous section. This
difference is added to the vector d0i , the extrapolated interface displacement (as
calculated in Eq. (12)).
di = d
0
i +∆d (43)
As a result, the recalculation of differences can start immediatialy at the beginning
of the time step. The coupling code checks on line 32 whether F i has completed
its calculation. When this is the case, both the displacement di and the correspond-
ing stress distribution s˜i are known. By subtracting the first input and output of
F1, respectively d01 and s˜01, a new difference of the flow solver in the current time
step becomes available.
∆d = di − d
0
1 (44a)
∆s˜ = s˜i − s˜
0
1 (44b)
The data calculated by the additional flow solvers F i (i = 2, . . . , g) are stored in
a queue as long as the vectors d01 and s˜01 are unknown because the first calculation
of F1 is ongoing. The corresponding differences are calculated as soon as d01
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Algorithm 4 The multi-solver IBQN-LS (MS-IBQN-LS) algorithm (Part 1).
1: k = 0
2: ` = 0
3: r01 = d˜
1
1 − d
0
1 = S1 ◦F1(d
0
1)− d
0
1
4: while ||rk1||2 > εo do
5: if F 1 and S1 are ready then
6: if ` = 0 then
7: ` = 1
8: if k = 0 and (q = 0 or n = 0) then
9: dk+11 = d
k
1 + ωr
k
1
10: else
11: construct V ks and W ks
12: calculate QR-decomposition V ks = QksRks
13: solve Eq. (32) for ∆dk
14: dk+11 = d
k
1 +∆d
k
15: end if
16: start s˜k+11 = F1(d
k+1
1 )
17: else
18: ` = 0
19: if k = 0 and (q = 0 or n = 0) then
20: sk+11 = s˜
k+1
1
21: else
22: construct V k+1f and W k+1f
23: calculate QR-decomposition V k+1f = Qk+1f Rk+1f
24: solve Eq. (37) for ∆sk
25: sk+11 = s
k
1 +∆s
k
26: end if
27: start rk+11 = d˜
k+1
1 − d
k+1
1 = S1(s
k+1
1 )− d
k+1
1
28: k = k + 1
29: end if
30: end if
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Algorithm 4 The multi-solver IBQN-LS (MS-IBQN-LS) algorithm (Part 2).
31: for i = 2 to g do
32: if F i is ready then
33: select ∆d
34: di = d
0
i +∆d
35: start s˜i = F i(di)
36: end if
37: end for
38: for j = 2 to h do
39: if Sj is ready then
40: select ∆s
41: sj = s0j +∆s
42: start d˜j = Sj(sj)
43: end if
44: end for
45: end while
46: for i = 2 to g do
47: start synchronizing F i with F1
48: end for
49: for j = 2 to h do
50: start synchronizing Sj with Sj
51: end for
and s˜01 are known. Again, the differences have to be calculated with respect to an
input and output that actually comes from a flow solver and not with respect to the
extrapolation.
All differences from the previous time step that have been recalculated are
stored as columns of the matrices Cnf and Dnf . These matrices are then combined
with Akf and Bkf , which contain the differences calculated by F1, to form V kf and
W kf as
V kf =
[
Akf C
n
f
] (45a)
and
W kf =
[
Bkf D
n
f
]
. (45b)
An analogous procedure is followed for the additional structural solvers. There-
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fore, an extrapolation of the stress on the interface is used, namely
s0i =
5
2
sn − 2sn−1 +
1
2
sn−2, (46)
similar to Eq. (12). The data calculated by the additional structural solvers Sj
(j = 2, . . . , h) are stored in a second queue as long as the vectors s01 and d˜01 are
unknown because the first calculation of S1 is ongoing. Once the vectors s01 and
d˜01 are known, the corresponding differences are calculated and added to V ks and
W ks .
Like in the MS-IQN-ILS algorithm, it is important to synchronize the solvers
F i (i = 2, . . . , g) and Sj (j = 2, . . . , h) with F 1 and S1, as mentioned on lines 46
to 51. Also for this coupling algorithm, the synchronization of all flow solvers and
structural solvers can be performed in parallel.
5. Numerical results
All numerical results have been obtained using dedicated cluster nodes with
two quad-core Intel Xeon X5355 processors and 16GB of working memory.
5.1. Flow in a one-dimensional flexible tube
The first example is the unsteady, incompressible flow in a straight, flexible
tube with a circular cross-section and length L, depicted in Figure 3. This example
is straightforward to implement and yet it is a representative test for a coupling
technique [34]. The numerical model is one-dimensional and gravity and viscosity
are not taken into account. Eqs. (1) are reformulated in conservative form for a
deforming control volume, giving
∂a
∂t
+
∂av
∂z
= 0 (47a)
∂av
∂t
+
∂av2
∂z
+
1
ρf
(
∂ap
∂z
− p
∂a
∂z
)
= 0 (47b)
with z the coordinate along the axis of the tube, a = pir2 the cross-sectional area
of the tube and r the inner radius. t is the time and v the velocity along the axis of
the tube.
The behaviour of the elastic tube wall is described with a Hookean constitutive
relation. The structure contains no mass, as the inertia of the tube wall is neglected
with regard to that of the fluid. An axisymmetric model is used in the coordinate
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system (r,ϕ,z), with ϕ the angle in the cross-sectional plane as indicated in Fig-
ure 3. The stress in the tube wall in circumferential direction σϕϕ is approximated
as
σϕϕ = E
r − ro
ro
+ σϕϕo (48)
with E the Young’s modulus and ro the radius for which σϕϕ = σϕϕo. As other
stress components are neglected, this model only allows for radial motion of the
tube wall. The force balance on the fluid-structure interface is
rp = σϕϕh (49)
with h the thickness of the tube wall. By substituting the constitutive equation
(Eq. (48)), ropo = σϕϕoh and a = pir2 in Eq. (49), the following relation holds
a = ao
( po
2ρf
− c2MK
p
2ρf
− c2MK
)2
(50)
with the Moens-Korteweg wave speed given by
cMK =
√
Eh
2ρfro
. (51)
The resulting wave speed c is
c2 =
a
ρf
da
dp
= c2MK −
p
2ρf
, (52)
which is used to impose a non-reflecting boundary
dv
dt
=
1
cρf
dp
dt
(53)
at the outlet.
The tube is discretized using a one-dimensional grid with N = 100 cells of
length ∆z, as indicated in Figure 3. As the fluid and the structure are discretized
in the same way, no interpolation on the fluid-structure interface is required. The
fluid velocity and pressure are stored in the cell centres. Central discretization
is used for all terms in the continuity and momentum equation, except for the
convective term in the momentum equation which is discretized with a first-order
upwind scheme. The time discretization scheme is backward Euler and the time
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step is indicated with ∆t. The conservation of mass and momentum in a control
volume around cell centre i is expressed by the following system of equations
∆z
∆t
(ai − a
n
i ) + vi+1/2ai+1/2 − vi−1/2ai−1/2 −
α
ρf
(pi+1 − 2pi + pi−1) = 0 (54a)
∆z
∆t
(viai − v
n
i a
n
i ) + vivi+1/2ai+1/2 − vi−1vi−1/2ai−1/2
+
1
2ρf
(
ai+1/2 (pi+1 − pi) + ai−1/2 (pi − pi−1)
)
= 0 (54b)
for vi ≥ 0. The subscripts i, i+1 and i−1 indicate the cell centres (i = 1, . . . , N)
and the subscript i ± 1/2 signifies the values calculated at the cell interfaces,
vi−1/2 = (vi−1 + vi)/2 and vi+1/2 = (vi + vi+1)/2. A pressure stabilization term
[37] with coefficient α = ao/ (vo +∆z/∆t) has been added in the continuity
equation to prohibit pressure wiggles due to central discretization of the pressure
in the momentum equation, with vo the reference flow velocity.
The equation for the structure (Eq. (50)) does not require further discretization
as it can directly be used to calculate the cross-sectional area of a segment for
a given pressure in that segment. The pressure-outlet condition in Eq. (53) is
discretized as
pout = 2ρf
c2MK −
(√
c2MK −
pnout
2ρf
−
vout − v
n
out
4
)2 , (55)
which takes into account the dependence of c on p (Eq. (52)) in the integration
from time level n to n+ 1. At the inlet, the velocity is imposed as
vin = vo +
vo
10
sin2(pinτ) (56)
with τ the dimensionless time step (defined in Eq. (58)). The pressure at the inlet
and the velocity at the outlet are linearly extrapolated
pin = 2p1 − p2 (57a)
vout = 2vN − vN−1. (57b)
The parameters of this case are grouped in two dimensionless numbers, namely
κ =
co
vo
=
√
Eh
2ρf ro
− po
2ρf
vo
and τ =
vo∆t
L
. (58)
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In all simulations presented in this section, the dimensionless stiffness is κ = 10
and the dimensionless time step is τ = 0.0025. One period of the inlet boundary
condition, i.e. 400 time steps, is simulated. The initial conditions are a dimen-
sionless velocity of v/co = vo/co = 0.1 (compatible with the inlet boundary
condition), a dimensionless cross-sectional area of a/ao = 1 and a dimensionless
pressure of p/(ρfc2o) = 0.
As opposed to existing coupling algorithms like IQN-ILS, IBQN-LS, Aitken
relaxation and Interface-GMRES, the multi-solver algorithms will need a slightly
different number of coupling iterations each time the same simulation is per-
formed. The parallel recalculation involves ‘start’ and ‘ready’ commands, so the
order of the various calculations can change. Depending on whether a recalculated
difference becomes available before or after F 1 and S1 start a new calculation,
the convergence will be slightly faster or slower. Therefore, all simulations have
been performed 25 times. The number of coupling iterations per time step has
been averaged over all time steps in a simulation with a given number of solvers
and over all 25 runs of that simulation. The difference between the average num-
ber of coupling iterations per time step in two different runs with the same number
of solvers was never more than one iteration per time step. Compared to the re-
duction of the average number of coupling iterations per time step as the number
of solvers increases, the difference between the 25 runs of a simulation with the
same number of solvers is thus small.
The speed-up of a simulation as a result of the multi-solver approach can be
observed in the average number of coupling iterations between F1 and S1 per
time step. The additional solvers F i (i = 2, . . . , g) and Sj (j = 2, . . . , h) help F1
and S1 to find the solution of the coupled problem more quickly. Figure 4 depicts
the average number of coupling iterations between F1 and S1 per time step for
the MS-IQN-ILS and MS-IBQN-LS algorithm. The convergence criterion for the
coupling iterations is ||rk1||2 < 10−3||r01||2. As the number of solvers increases
from g = h = 1 to g = h = 8, the average number of coupling iterations per
time step decreases from 8 to 3 for MS-IQN-ILS and from 7 to 3 or 4 for MS-
IBQN-LS. With a negligible duration of the communication and synchronization
compared to the duration of the calculation, this will result in a reduction of the
run time by at least 50 %. Not more than eight solvers of each type have been used
because the curves flatten out as the number of solvers increases.
Figure 5 shows that the average number of coupling iterations per time step
is almost constant for ω in the range 10−6 to 10−2. In all other simulations for
this first test case, ω is set to 10−2. The influence of the tolerance r for the
detection of small diagonal elements is depicted in Figure 6 for MS-IQN-ILS. As
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can be observed from this figure, the sensitivity of the algorithm’s performance
to the value of r is small. MS-IBQN-LS has a similar sensitivity to r in the
approximations for the Jacobians of the flow solver and structural solver. In all
other simulations for this first test case, r is set to 10−10.
Figure 7 shows the convergence of the normalized residual and the increase
of the number of columns in V k and W k during the coupling iterations in a rep-
resentative time step with IQN-ILS and MS-IQN-ILS. A representative time step
is defined as a time step which requires approximately the average number of
coupling iterations per time step. Figure 8 depicts the same for IBQN-LS and
MS-IBQN-LS. Figure 7a and Figure 8a clearly illustrate that the data recalculated
by the additional solvers accelerates the convergence of the coupling iterations be-
tween F1 and S1. In Figure 7a, it can be seen that the normalized residual is the
same in the first and second coupling iteration of this particular time step for IQN-
ILS and MS-IQN-ILS with g = h = 3. Of course, this is not always the case. The
reason is that no differences from the previous time step had been recalculated by
the additional solvers in the MS-IQN-ILS algorithm when F 1 and S1 completed
their first calculation. As a result V k and W k were empty at the beginning of the
second coupling iteration and a relaxation step had to be performed, like in IQN-
ILS. Figure 7b and Figure 8b show that the number of columns increases faster if
more solvers are used; for the standard algorithms with one solver of each type, it
is equal to the number of coupling iterations minus one.
5.2. Rolling tank
The second example is a rolling tank case, presented by Idelsohn et al. [38].
This case consists of a rectangular tank, filled with oil and air. An electric motor
imposes a harmonic rolling motion of the tank around the midpoint of its bottom.
Both fluids interact with the flexible beam which is clamped to bottom of the tank.
The oil and the air are both considered incompressible and mutually immisci-
ble. This multi-phase flow is modelled with the volume-of-fluid (VOF) technique,
which introduces a scalar volume fraction αf throughout the fluid domain to dis-
tinguish the liquid from the gas [39, 40]. A region is filled with liquid only if
the volume fraction is one and with gas only if the volume fraction is zero. The
fluid properties such as the fluid density ρf are written as a function of the volume
fraction
ρf = αfρl + (1− αf )ρg (59)
with ρl and ρg the density of the liquid and the gas, respectively. A similar in-
terpolation is used for the fluid viscosity µf . Gravity is the only body force so
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~ff = −ρfg~ey with g = 9.81m/s2 the gravitational acceleration and ~ey the unit
vector in the vertical direction as indicated in Figure 2. For two incompressible
fluid phases, the mass conservation of the phases results in an equation for the
volume fraction, namely
∂αf
∂t
+∇ · (αf~v) = 0. (60)
Neither mass transfer nor surface tension is taken into account between the liquid
and the gas.
The flow equations are discretized in space on a grid with triangular and rect-
angular cells using the finite volume method. Scalars are stored in the cell centres
and a power law is used to obtain momentum variables at the faces. Gradients at
the cell centres are calculated from the face values using the Green-Gauss theo-
rem. The face values for the gradient calculations are the arithmetic average of
the node values, which are in turn the weighted average of the values in the cells
around the node. The pressure interpolation at the faces is performed with a stag-
gered grid approach similar to the one described by Patankar [41]. Eqs. (1) are
solved using the pressure-implicit with splitting of operators (PISO) scheme with
skewness and neighbour correction. Algebraic multi-grid (AMG) is employed to
accelerate the convergence.
The grid of the fluid domain is deforming, driven by the deformation of the
fluid-structure interface. Smoothing with fictitious springs between the grid nodes
is applied for deformations during the time step. Cells which have either become
too skewed or which fall outside the range of desired cell sizes are eliminated once
in each time step. The implicit finite difference time discretization of Eqs. (1) in
ALE formulation is first-order accurate on a moving grid. For the first calculation
in a time step, the iterations in the flow solver begin from the flow field obtained
in the previous time step. For all subsequent calculations in that same time step,
the iterations in the flow solver begin from the flow field at the end of the previous
calculation, which is often closer to the solution. As a result, fewer iterations
inside the flow solver are required per calculation after the first calculation in each
time step.
Eq. (60) for the volume fraction is solved with first-order explicit time dis-
cretization but the time step for this equation is only a fraction of the time step
of the FSI calculation such that the Courant number does not exceed 0.25 near
the liquid-gas interface. However, the volume fraction is recalculated after each
solver iteration and the convective flux coefficients are updated based on the new
volume fractions. The liquid-gas interface is reconstructed with a piecewise-linear
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approach to obtain an accurate calculation of the fluxes through the faces near the
liquid-gas interface [42].
The structure is discretized with rectangular 8-node continuum finite elements
using reduced integration. Geometric nonlinearity is taken into account during the
solution process and the stress on the fluid-structure interface follows the rotation
of the structure in the time step. Unconditionally stable implicit Hilber-Hughes-
Taylor time integration [43] is used with a small numerical damping parameter
αs = −0.05. The constitutive equation of the isotropic beam material is a linear-
elastic law with a plane stress approximation.
For this rolling tank, data from experiments (see Figure 9) and two-dimensional
monolithic PFEM calculations are available [38]. The experiments have been per-
formed with a transparent tank to be able to take images. The displacement of
the tip of the beam in the rotating reference frame of the tank has been calculated
from these images with a computer programme. Special attention has been paid
to the gaps between the flexible beam and the front and back of the tank such that
the experiments can be considered two-dimensional.
The tank is 0.609 m wide and 0.3445 m high; the oil level is 0.1148 m. The
elastic beam is 0.004 m thick and its tip coincides with the still liquid-gas inter-
face. The top of the tank is a constant pressure boundary while all other boundaries
are no-slip walls. Figure 10 depicts the grid, which has 97840 degrees of freedom
for the fluid and 1141 for the structure. Due to remeshing, the number of degrees
of freedom in the fluid domain changes slightly during the simulations.
The angular frequency of the rolling motion that is imposed by the electric
motor corresponds to the fundamental frequency of gravitational waves in a liquid
of limited depth [44], given by
Ω =
√
pig
L
tanh
piH
L
(61)
with H the height of the liquid and L the width of the tank. The period of the
rolling motion is thus 1.21 s and its amplitude is 4◦. However, when the motor is
started there is a transition from the initial rest state to the harmonic motion due
to inertia and therefore the true time-angle curves [38] have been employed. The
time step has been varied from 0.01 s to 0.0025 s. The finest time step corresponds
to approximately 500 time steps in one period of the rolling motion. The proper-
ties of the liquid, gas and solid can be found in Table 1. The relaxation parameter
ω is set to 10−2 and the tolerance for the detection of small diagonal elements r
is equal to 10−11 for all simulations of this second test case.
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The shape of the deformed beam and the position of the liquid-gas interface
using the smallest time step are compared with experimental data in Figure 9. For
a more quantitative comparison, Figure 11 depicts the displacement of the tip of
the beam parallel to the bottom of the tank (in the rotating reference frame). Good
agreement can be observed between the experiments and the numerical results.
Table 2 lists the average number of coupling iterations between F1 and S1 per
time step for the different coupling algorithms and different time step sizes. The
multi-solver algorithms use either 4 solvers of each type (g = h = 4) or 4 flow
solvers and 2 structural solvers (g = 4, h = 2). The average number of coupling
iterations decreases with 3 per time step by using the multi-solver version of both
IQN-ILS and IBQN-LS. Table 2 also shows that the influence of the time step size
on the performance of the presented algorithms is small for this case. For this
more time-consuming case, the simulation is performed only once. In [31], it has
been stated that this case cannot be simulated robustly with simple reuse (i.e. no
recalculation) of data from previous time steps in the least-squares model. Here,
it is shown that recalculating the differences from the previous time step at the
current time level does accelerate the simulation.
Figure 12 depicts the normalized residual and the number of columns in V k
and W k during the coupling iterations in a representative time step. For MS-IQN-
ILS with g = h = 4 (Figure 12a), the number of columns increases from 2 to 15 in
only 4 coupling iterations. This suggests that each flow solver and structural solver
does 4 calculations in this time step. However, for this rolling tank simulation, a
flow calculation is significantly slower than a structural calculation. So, whenever
a flow solver completes its calculation and puts the corresponding data in the
intermediate queue, then one of the structural solvers quickly gets this data. While
all flow solvers perform 4 calculations in this time step, significant differences
are present between the structural solvers. S1 performs 4 calculations, S2 10
calculations, S3 2 calculations and S4 no calculations at all. As a flow calculation
takes longer than a structural calculation, S2 generally completes its calculation
before new data are added to the intermediate FIFO queue by the flow solvers.
Hence, S2 is the first candidate to get the new data in the intermediate queue,
except for 2 cases in which S3 gets the new data from the intermediate queue
because S2 is still calculating. As can be seen in Table 2, a calculation with
only 2 structural solvers results in approximately the same number of coupling
iterations per time step.
The convergence of the residual is similar for MS-IBQN-LS as for MS-IQN-
ILS, as can be seen in Figure 12b. However, there is a significant distinction in the
number of columns in V k and W k. In the MS-IBQN-LS algorithm, the model
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for the Jacobian of the flow solver and for the Jacobian of the structural model
are completely independent, so they do not have to contain the same number of
columns. If g = h = 4, the additional structural solvers recalculate all differences
from the previous time step during the first calculation between F1 and S1. As a
result, the number of columns in the model for the structural solver jumps to 24 in
the first coupling iteration. In each following coupling iteration, one difference,
coming from S1, is added to the structural model, while all other structural solvers
wait.
5.3. Propagation of a pressure wave in a three-dimensional flexible tube
The third example is the propagation of a pressure wave in a three-dimensional
flexible tube with radius 0.005 m and length 0.05 m, as described by Fernandez
and Moubachir [45], Formaggia et al. [46], Gerbeau and Vidrascu [47]. This tube
is a simplified model for a large artery. The same discretization and solution tech-
niques as for the previous example are used, without the volume-of-fluid model.
The fluid domain is divided into hexahedral cells and the structure is discretized
using shell elements with 8 nodes. The grid contains 61440 degrees of freedom
for the fluid and 1824 degrees of freedom for the structure.
The tube’s wall is a linear elastic material with density 1200 kg/m3, Young’s
modulus 3×105 N/m2, Poisson’s ratio 0.3 and thickness 0.001 m. The structure
is clamped in all directions at the inlet and outlet. The fluid is incompressible
and has a density of 1000 kg/m3 and a viscosity of 0.003 Pas. Both the fluid and
the structure are initially at rest. During the first 3×10−3 s, an overpressure of
1333.2 N/m2 is applied at the inlet. The wave propagates through the entire tube
during 10−2 s, simulated with 100 time steps. Pressure contours on the fluid-
structure interface are shown in Figure 13 and they correspond well with those in
[45–47].
The relaxation parameter ω is set to 10−2 and the tolerance for the detection
of small diagonal elements r is equal to 10−11 for all simulations of this example.
The convergence criterion for the coupling iterations is ||rk1||2 < 10−3||r01||2.
Table 3 lists the number of coupling iterations per time step, averaged over
the entire simulation. The multi-solver algorithms use 4 solvers of each type
(g = h = 4) as the duration of a flow calculation and a structural calculation is ap-
proximately the same. The average number of coupling iterations approximately
halves by using MS-IQN-ILS instead of IQN-ILS. The MS-IBQN-LS results in a
reduction of more than 40 % compared to IBQN-LS.
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6. Conclusions
A new class of multi-solver quasi-Newton coupling techniques for partitioned
simulation of unsteady fluid-structure interaction has been developed. These cou-
pling techniques use more than one flow solver and more than one structural solver
to solve a single coupled problem. Both the Multi-Solver IQN-ILS (MS-IQN-ILS)
and the Multi-Solver IBQN-LS (MS-IBQN-LS) technique have been described
in detail, starting from the existing coupling algorithms with one flow solver and
one structural solver. These multi-solver techniques calculate the coupled solution
with one flow solver and one structural solver and use the additional solvers to re-
calculate differences in the least-squares models from the previous time step. The
numerical results show that these multi-solver algorithms can reduce the duration
of an unsteady partitioned fluid-structure interaction simulation. The speed-up is
independent of the speed-up due to parallellization of the solvers themselves and
the algorithms can also be applied to accelerate solvers without parallellization.
However, as the cost of the additional solvers is large, the multi-solver algorithms
should only be used when the simulation cannot be accelerated further by increas-
ing the number of cores per solver. Although the presented algorithms can be
used to couple any pair of solvers, they are most suitable for black-box commer-
cial codes.
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7. Figures
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Figure 1: In (a), the flow solver F1 and structural solver S1 each run on two
cores. With twice as many cores, either (b) the number of cores per solver can be
increased to four or (c) an additional flow solver F2 and structural solver S2 can
be started.
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Figure 2: The abstract representation of the fluid subdomain Ωf , the structure
subdomain Ωs, their boundaries Γf and Γs and the fluid-structure interface Γi.
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Figure 3: The model for flexible tube with details of the cross-section and a
control volume used in the discretization of the governing equations.
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Figure 4: The average number of coupling iterations per time step as a function
of the number of solvers (g = h) for the flexible tube.
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Figure 5: The average number of coupling iterations per time step as a function
of ω for the flexible tube (g = h = 1).
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Figure 6: The average number of coupling iterations per time step as a function
of the number of solvers (g = h) for the flexible tube using MS-IQN-ILS and
different values of r.
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Figure 7: (a) The normalized residual (||rk1||2/||r01||2) and (b) the number of
columns in V k and W k during the coupling iterations in a representative time
step for the flexible tube, using IQN-ILS and MS-IQN-ILS with 3 and 8 solvers
of each type.
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Figure 8: (a) The normalized residual (||rk1||2/||r01||2) and (b) the number of
columns in V k and W k during the coupling iterations in a representative time
step for the flexible tube, using IBQN-LS and MS-IBQN-LS with 3 and 8 solvers
of each type.
45
Figure 9: The comparison between the experimental data and the numerical re-
sults for the rolling tank after 1.84 s, 2.12 s, 2.32 s and 2.56 s with ∆t = 0.0025 s.
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Figure 10: The grid for the simulation of the rolling tank. A constant pressure
is imposed on the red boundary, green is the fluid domain and black represents a
no-slip wall or the structural domain.
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Figure 11: The displacement of the tip of the beam parallel to the bottom of the
tank (in the rotating reference frame) for the simulation of the rolling tank with
∆t = 0.0025 s.
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Figure 12: The normalized residual (||rk1||2/||r01||2) and the number of columns
in V k and W k during the coupling iterations in a representative time step for the
rolling tank, using (a) MS-IQN-ILS and (b) MS-IBQN-LS, both with 4 solvers of
each type (g = h = 4) and ∆t = 0.0025 s.
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Figure 13: The pressure contours (in Pa) on the fluid-structure interface for the
propagation of a pressure wave in a three-dimensional flexible tube after 10−3 s
(left), 5×10−3 s (centre) and 9×10−3 s (right).
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8. Tables
ρ 917 kg/m3Liquid
µ 0.04585 Pas
ρ 1.225 kg/m3Gas
µ 1.79×10−5 Pas
ρ 1100 kg/m3
E 6×106 N/m2Solid
ν 0.49
Table 1: The parameter values that are used to model the rolling tank.
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Algorithm g h ∆t [s] Iterations
IQN-ILS 1 1 0.0025 7.8
IQN-ILS 1 1 0.005 7.9
IQN-ILS 1 1 0.01 7.8
MS-IQN-ILS 4 2 0.0025 5.0
MS-IQN-ILS 4 4 0.0025 4.8
MS-IQN-ILS 4 4 0.005 4.5
MS-IQN-ILS 4 4 0.01 4.7
IBQN-LS 1 1 0.0025 7.3
MS-IBQN-LS 4 2 0.0025 4.2
MS-IBQN-LS 4 4 0.0025 4.1
Table 2: The average number of coupling iterations per time step for the simula-
tion of the rolling tank. Different combinations of the number of solvers and the
time step size are shown.
52
Algorithm g h Iterations
IQN-ILS 1 1 12.4
MS-IQN-ILS 4 4 6.5
IBQN-LS 1 1 12.8
MS-IBQN-LS 4 4 7.3
Table 3: The average number of coupling iterations per time step for the simula-
tion of the propagation of a pressure wave in a three-dimensional flexible tube.
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