Abstract. We introduce here a new universality conjecture for levels of random Hamiltonians, in the same spirit as the local REM conjecture made by S. Mertens and H. Bauke. We establish our conjecture for a wide class of Gaussian and non-Gaussian Hamiltonians, which include the p-spin models, the Sherrington-Kirkpatrick model and the number partitioning problem. We prove that our universality result is optimal for the last two models by showing when this universality breaks down.
Introduction

S. Mertens and H. Bauke recently observed ([Mer00
, [BM04] , see also [BFM04] ) that the statistics of energy levels for very general random Hamiltonians are Poissonian, when observed micro-canonically, i.e. in a small window in the bulk. They are universal and identical to those of the simplest spin-glass model, the Random Energy Model or REM, hence the name of this (numerical) observation: the REM conjecture or more precisely the local REM conjecture.
This local REM conjecture was made for a wide class of random Hamiltonians of statistical mechanics of disordered systems, mainly spin-glasses (mean field or not), and for various combinatorial optimization problems (like number partitioning). Recently, two groups of mathematicians have established this conjecture in different contexts : C. Borgs, J. Chayes, C.Nair, S.Mertens, B.Pittel for the number partitioning question (see [BCP01] , [BCMN05a] , [BCMN05b] ), and A. Bovier, I. Kurkova for general spin-glass Hamiltonians (see [BK06a] , [BK06b] ).
We introduce here a new kind of universality for the energy levels of disordered systems. We believe that one should find universal statistics for the energy levels of a wide class of random Hamiltonians if one re-samples the energy levels, i.e. draws a random subset of these energies. Put otherwise, our conjecture is thus that the level statistics should also be universal, i.e Poissonian, when observed on a large random subset of the configuration space rather than in a micro-canonical window. We establish this new universality result (which could be called the re-sampling REM universality or the REM universality by dilution) for general (mean-field) spin-glass models, including the case of number partitioning and for large but sparse enough subsets. This approach has the following interesting property: the range of energies involved is not reduced to a small window as in the local REM conjecture. Thus we can study the extreme value distribution on the random subset, by normalizing the energies properly. Doing so we establish that the Gibbs measure restricted to a sparse enough random subset of configuration space has a universal distribution which is thus the same as for the REM, i.e. a Poisson-Dirichlet measure. To be more specific, we specialize our setting to the case of random Hamiltonians (H N (σ)) σ∈SN defined on the hypercube S N = {−1, 1} N . We want to consider a sparse random subset of the hypercube, say X, and the restriction of the function H N to X. We introduce the random point process
(1.1) with a normalization:
to be chosen. Our conjecture specializes to the following: the asymptotic behavior of the random point process P N is universal, for a large class of Hamiltonians H N , for appropriate sparse random subsets X, and appropriate normalization. We will only study here the simplest possible random subset, i.e. a site percolation cluster X = {σ ∈ S N : X σ = 1}, where the random variables (X σ ) σ∈SN are i.i.d. and Bernoulli:
P(X σ = 1) = 1 − P(X σ = 0) =:
Thus the mean size of X is 2 M and we will always assume that X is not too small, e.g. that log N = o(2 M ). We will sometimes call X a random cloud. We will now fix the normalization needed in (1.2) by choosing a N and b N as in (1.4). The basic mechanism of the REM universality we propose is that the influence of correlations between the random variables H ′ N (σ) should be negligible when the two-point correlation (the covariance) is a decreasing function of the Hamming distance
and when the random cloud is sparse enough. We first establish this universality conjecture for a large class of Gaussian Hamiltonians. This class contains the Sherrington-Kirkpatrick (SK) model as well as the more general p-spin models. It also contains the Gaussian version of the number partitioning problem. Consider a Gaussian Hamiltonian H N on the hypercube S N = {−1, 1} N such that the random variables (H N (σ)) σ∈SN are centered and whose covariance is a smooth decreasing function of the Hamming distance or, equivalently a smooth increasing function ν of the overlap R(σ, σ
cov(H N (σ), H N (σ ′ )) = ν(R(σ, σ ′ )) = ν 1 − 2d H (σ, σ ′ ) N .
(1.7)
We will always assume that ν(0) = 0 and that ν(1) = 1. The first assumption is crucial, since it means that the correlation of the Hamiltonian vanishes for pairs of points on the hypercube which are at a typical distance. The second assumption simply normalizes the variance of H N (σ) to 1. This type of covariance structure can easily be realized for ν real analytic, of the form:
ν(r) = p≥1 a 2 p r p .
(1.8)
Indeed such a covariance structure can be realized by taking mixtures of p-spin models. Let H N,p be the Hamiltonian of the p-spin model given by where random variables (g i1,i2,...,ip ) 1≤i1,i2,...,ip≤N are independent standard Gaussians defined on a common probability space (Ω g , F g , P). Then
has the covariance structure given in (1.7)-(1.8) Let us recall that the case where ν(r) = r is the Gaussian version of the number partitioning problem ( [BCP01] ), the case where ν(r) = r 2 is the SK model, and more generally, ν(r) = r p defines the pure p-spin model. Let us normalize H N as above (see (1.4)):
and consider the sequence of point processes
(1.12) Theorem 1.1 (Universality in the Gaussian case). Assume that M = o( √ N ) if ν ′ (0) = 0, and that M = o(N ) if ν ′ (0) = 0. Then, P-almost surely, the distribution of the point process P N converges weakly to the distribution of a Poisson point process P on R with intensity given by
is needed in order to get P-almost sure results.
We extend this result, in Section 5, to a wide class of non-Gaussian Hamiltonians (introduced in [BCMN05a] for the case of number partitioning). The theorem has the following immediate corollary. Let us fix the realization of the random cloud X. For configurations σ belonging to the cloud we consider the Gibbs' weights G N,β (σ) of the re-scaled Hamiltonian H ′ N (σ)
.
(1.14)
Reordering the Gibbs' weights G N,β (σ) of the configurations σ ∈ X as a nonincreasing sequence (w α ) α≤|X| and defining w α = 0 for α > |X| we get a random element w of the space S of non increasing sequences of non negative real numbers with sum less than one.
Corollary 1.3 (Convergence to Poisson-Dirichlet). If β > √ 2 log 2 then P-almost surely under the assumptions of Theorem 1.1 the law of the sequence w = (w α ) α≥1 converges to the Poisson-Dirichlet distribution with parameter m = √ 2 log 2 β on S.
The fact that Theorem 1.1 implies Corollary 1.3 is well-known, see for instance [Tal03] (pp.13-19) for a good exposition.
It is then a natural question to know if our sparseness assumption is optimal. When the random cloud is denser can this universality survive? We show that our sparseness condition is indeed optimal for the number partitioning problem and for the SK model, and that the universality does break down. We prove this theorem in Section 4 by showing that the second factorial moment of the point process does not converge to the proper value. The case of pure p-spin models, with p ≥ 3, or more generally the case where ν ′ (0) = ν ′′ (0) = 0 differs strongly (see Theorem 4.7). The asymptotic behavior of the first three moments is compatible with a Poissonian convergence. Proving or disproving Poissonian convergence (or REM universality) in this case is still open, as it is for the local REM conjecture.
The paper is organized as follows. In Section 2 we establish important combinatorial estimates about maximal overlaps of ℓ-tuples of points on the random cloud. We give a particular care to the case of pairs (ℓ = 2) and triples (ℓ = 3) which are important for the breakdown of universality results. In Section 3 we establish the universality in the Gaussian case (Theorem 1.1). We then prove, in Section 4, the breakdown of universality given in Theorem 1.4. Finally we extend the former results to a wide non-Gaussian setting in Section 5.
Combinatorial estimates
In this section we fix an integer ℓ ≥ 1 and study the maximal overlap
For fixed N ∈ N and R ∈ [0, 1) let us define the following subsets of S
More generally, let the sequence R N ∈ [0, 1) be given (respectively, the corresponding sequence of Hamming distances d N = N 2 (1 − R N )) and introduce the sequence of sets U ℓ (R N ) and V ℓ (R N ) which we denote for simplicity of notation by U N,ℓ and V N,ℓ respectively.
For a set Y ⊂ S ℓ N we denote by Y X its intersection with X ℓ . In the following theorem we study the properties of the sets
In order to state the main result of this section (Theorem 2.1) we define the function
(2.7)
(ii) If R N = o(1) and M (N ) ≥ log N then there exists α ∈ [0, 1) and C > 0, depending only on ℓ, such that P-almost surely
Proof. The proof is based on standard inequalities for i.i.d. random variables that result from exponential Chebychev inequality. We formulate them without proof: let (X i ) 1≤i≤n be i.i.d. Bernoulli rv's with P(X i = 1) = 1 − P(X i = 0) = p and let
If p = p(n) → 0 and t = t(n) → 0 as n → ∞, the above inequalities imply that, for large enough n,
whereas if p(n) → 0, t(n) → ∞, and p(n)t(n) → 0 we get from (2.9) that for large enough n
The proof of Theorem 2.1 relies on the following elementary lemma that again we state without proof.
Then for some C > 0 depending only on ℓ,
(2.14)
As an elementary consequence of part (i) of Lemma 2.2 one can prove that:
The proof of part (i) of Theorem 2.1 then proceeds as follows. Let us first express the size of the random cloud |X| as a sum of i.i.d. random variables
(2.15) Using (2.11) and the assumption that log N = o(2 M ), we see that P-almost surely |X| is given by its expected value, i.e. |X| = 2
of Theorem 2.1 is equivalent to proving that the set U 
where we defined
If we prove that every set (U X N,ℓ ) jj ′ coincides, up to an error of order o(2 Mℓ ), with the set X ℓ , then the representation (2.16) implies part (i) of the theorem. We therefore concentrate on proving that
Without loss of generality we can consider the case of j = 1 and j ′ = 2. By definition of (U X N,ℓ ) jj ′ we get
As we already noted, the sum in the second factor of (2.19) concentrates on its expected value and is equal to 2 M(ℓ−2) (1 + o(1)). Let us thus turn to the first factor in (2.19).
Introduce the set (U
The summands in this sum are i.i.d. and it follows from part (i) of Lemma 2.2 that their number is at least 2 N (1 − 2e
. Applying (2.11) together with the assumption that log N = o(2 M ) we obtain from Borel-Cantelli Lemma that P-a.s., for any σ 1 ∈ S N ,
From (2.19), (2.20) and (2.21) we immediately conclude that
This finishes the proof of part (i) of Theorem 2.1.
The proof of part (ii) is quite similar to the proof of part (i).
We claim that it suffices to prove that P-almost surely
Indeed, from (2.23) and from the above inequality we obtain that
Using part (i) of Lemma 2.2 it is easy to establish that for all 1 ≤ j < j
and therefore E|V
Since (2.26) and (2.28) imply the result we concentrate on the proof of (2.25).
Without loss of generality we can take j = 1 and j ′ = 2. Then, by definition of
As in the proof of part (i) we see that the second part of (2.29) concentrates on its expected value and equals to 2 M(ℓ−2) (1 + o(1)). We are thus left to treat the first part. Introducing the set
There are 2 N dN i.i.d. terms in the above sum. Applying (2.12) with t + 1 = e αN J (RN ) where α ∈ [0, 1) will be chosen later, we obtain
From Stirling's formula we see that for some C > 0,
and thus the exponent in (2.32) is
If for every σ 1 ∈ S N the set (V X N,ℓ ) σ 1 is empty then there is nothing to prove. Otherwise, by Corollary 2.3 we obtain that P-almost surely R N < δ N , and since
) near the origin we can choose α ∈ [0, 1) in such a way that
for some γ > 0. Hence
and we obtain from (2.32)
and Borel-Cantelli Lemma that P-almost surely
It is easy to see that (2.36) and (2.29) imply (2.25). This concludes the proof of Theorem 2.1.
In part (ii) of Theorem 2.1 we studied the properties of the sets V X N,ℓ ⊂ X ℓ for arbitrary ℓ ≥ 2. For ℓ = 2 we can improve on Theorem 2.1.
then there is a constant c such that P-almost surely
then the set V X N,2 is P-almost surely empty.
Using (2.30) the inner sum is |(V X N,2 ) σ 1 |. Since it is a sum of i.i.d. random variables then for all t = t(N ) = o(1) we get from (2.11) that
we obtain that
Further, from (2.37) and Corollary 2.3 we obtain that E|(V X N,2 ) σ 1 | ≥ CN c1−1/2 for some positive constant C > 0. Choosing t = N −γ for some small enough γ > 0 in (2.43), we conclude from Borel-Cantelli Lemma that
Using (2.42), (2.46), and the fact that P-almost surely there are 2 M (1 + o(1)) configurations in the random cloud X proves (i).
(ii) The proof is similar to the proof of part (i). In particular, from the representation (2.42) it is easy to see that it suffices to prove that
Choosing 1 + t = N c we get from (2.45) that for some positive constant C
Choosing c large enough and applying (2.12) together with Borel-Cantelli Lemma proves part (ii).
(iii) We again use the representation (2.42). Clearly it is enough to prove that for all
we obtain from (2.12)
By definition of t and by condition (2.41) we get
Applying Borel-Cantelli Lemma proves (iii).
In order to estimate the third moment in Theorems 4.1, 4.2, and 4.7 we give a result similar to Theorem 2.4 but for ℓ = 3, i.e. for a given sequence of vectors (R 
Below we omit the explicit dependence of the sequence (R will write R 12 , R 23 and R 31 respectively. In order to formulate the theorem we introduce the following function on R 3 :
if |1 + x| ≥ |y + z| and |1 − x| ≥ |y − z| and J (2) (x, y, z) = +∞ otherwise. 
2 log 2 N , (2.57) then P-almost surely the set W X N,3 is empty. Proof. ¿From Lemma 2.6 stated below it follows that, for arbitrary configurations σ 1 , σ 2 , σ 3 ∈ S N , the function J (2) (R 12 , R 23 , R 31 ) is well defined. This lemma, whose proof we will omit, is a direct consequence of the fact that the Hamming distance on S N satisfies triangle inequality.
Lemma 2.6. For arbitrary configurations σ 1 , σ 2 and σ 3 ∈ S N we have 1 + R 12 ≥ |R 23 + R 31 | and 1 − R 12 ≥ |R 23 − R 31 |.
The proof of the Theorem 2.5 is similar to that of Theorem 2.4. We begin by writing the size of the set W X N,3 as
Let us first estimate the number of terms in the last sum. This means that, given σ 1 , σ 2 ∈ S N with overlap R(σ 1 , σ 2 ) = R 12 , we have to calculate the number of configurations σ 3 with R(σ 2 , σ 3 ) = R 23 and R(σ 3 , σ 1 ) = R 31 . Without loss of generality we can assume that all the spins of σ 1 are equal to 1. Further, let C(σ 1 , σ 2 , σ 3 ) be a 3 × N matrix with rows σ 1 , σ 2 , σ 3 . For a column vector δ ∈ {−1, 1} 3 we let n δ be the number of columns of the matrix C that are equal to δ, i.e.
(2.59)
Then the overlaps can be written in terms of n δ , namely
(2.60)
Solving this system of linear equations we find
We notice that specifying the configuration σ 3 is equivalent to specifying the numbers n (1,1,1) , n (1,1,−1) , n (1,−1,1) , and n 1,−1,−1 . Therefore the number of configurations σ 3 ∈ S N with overlaps R(σ 2 , σ 3 ) = R 23 , and
Applying Stirling's approximation to (2.62) one obtains that the number of terms in the last summation in (2.58) is of order
The rest of the proof essentially is a rerun of the proof of Theorem 2.4. We skip the details.
3. Proof of Theorem 1.1
As in [BK06a] and [BCMN05a] , [BCMN05b] , the proof of the Poisson convergence is based on the analysis of factorial moments of the point processes P N defined in (1.12).
In general, let ξ N be a sequence of point processes defined on a common probability space (Ω, F , Q) and let ξ be a Poisson point process with intensity measure µ. Define the ℓ th factorial moment E(Z) ℓ of the random variable Z to be EZ(Z − 1) . . . (Z − ℓ + 1). The following is a classical lemma that is a direct consequence of Theorem 4.7 in [Kal83] .
Lemma 3.1. If for every ℓ ≥ 1 and every Borel set A
then the distribution of (ξ N ) N ≥1 converges weakly to the distribution of ξ. 
where µ is defined in (1.13).
Proof. We start with the computation of the first moment of P N (A) :
As we saw in the proof of Theorem 2.1 the size of the random cloud |X| is Palmost surely 2 M (1+o(1)). Since H ′ N (σ), σ ∈ S N , are identically distributed normal random variables with mean −a N /b N and variance 1/b N , the sum in (3.3) can be written as
By the dominated convergence theorem and the definition of a N it follows from (3.4) that the limit of the first moment is µ(A).
To calculate factorial moments of higher order we follow [BCMN05a] and rewrite the ℓ th factorial moment of P N (A) as
where the sum runs over all ordered sequences of distinct configurations (
To analyze it we decompose the set S ℓ N into three non-intersecting subsets
where U ℓ is defined in (2.2), δ N is defined in Corollary 2.3 and the sequence R N is chosen such that:
This is possible since we have assumed that
We recall here that the function ν is defined in (1.7)-(1.8).
Having specified R N , let us analyze the contribution to the sum (3.5) coming from the intersection of X ℓ with the sets
c with X ℓ is P-a.s. empty and therefore its contribution to the sum (3.5) is zero. Next, let us show that P-a.s.
where the sum is over all the sequences (σ 1 , . . . ,
. By (1.7) its elements, b ij , are given by
where we wrote R(
where
From the definition of a N we further get from (3.10) that
Since the matrix B −1 is positive definite and since a N b N → √ 2 log 2 we conclude from the dominated convergence theorem that for all bounded Borel sets A,
To evaluate e (ℓ−( 1,B −1 1))(M log 2−1/2 log M) in (3.11) we look at (ℓ−( 1, B −1 1)) det B as a multivariate function of (b ij ) 1≤i<j≤ℓ . It is a polynomial of degree ℓ with coefficients depending only on ℓ and without constant term. It implies that |ℓ − ( 1, B −1 1)| = O(ν(R N )) and therefore, by (3.7),
Combining (3.11), (3.12), and (3.13) we may rewrite the sum (3.8) as
Now it follows from Theorem 2.1 (i) and Lemma 2.2 (i) that |U ℓ (R N ) ∩ X ℓ | concentrates around its expected value, namely 2 Mℓ (1 + o(1)), so that (3.14) implies (3.8).
Next, let us establish that the contribution from the second set in (3.6) is negligible, i.e. let us prove that
where the sum runs over all the sequences (σ 1 , . . . ,
To do this we first bound the righthand side of (3.11). By definition (2.1) and Corollary 2.3,
. Therefore following the same reasoning as above we obtain from (3.11) that for some constant C > 0 and for all
For fixed N the overlap takes only a discrete set of values
We represent the set U ℓ (δ N )\U ℓ (R N ) as a union of sets V ℓ (R N,k ), where we denoted
Let us fix k and bound the contribution from the set
We obtain from Lemma 2.2 (ii) that
In the case M (N ) ≤ log N we can choose the sequence R N in such a way that the set U ℓ (δ N )\U ℓ (R N ) is empty. Therefore we can assume without loss of generality that M (N ) ≥ log N. Applying part (ii) of Theorem 2.1 we further conclude that
Using (3.16) and the last inequality we bound the sum (3.18) by
2 /2 it implies that for some positive constants C 1 and C 2 we can further bound (3.21) by
As a consequence, we obtain an almost sure bound
(3.23)
Introducing new variables y N,k = √ N R N,k we rewrite the above sum as
where the summation is over the discrete set Since the constant C is arbitrary we get that (3.15) is o(1). This finishes the proof of Theorem 3.2 and therefore of Theorem 1.1.
Proof of Theorem 1.4.
In order to prove the breakdown of universality in Theorem 1.4 we use a strategy similar to that used in [BCMN05b] to disprove the local REM conjecture for the number partitioning problem and for the Sherrington-Kirkpatrick model when the energy scales are too large. We prove that P-a.s. for every bounded Borel set A
(1) the limit of the first factorial moment exists and equals µ(A); (2) the second factorial moment E(P N (A)) 2 does not converge to (µ(A)) 2 ; (3) the third moment is bounded. These three facts immediately imply that the sequence of random variables P N (A) does not converge weakly to a Poisson random variable and so the sequence of point processes P N does not converge weakly to a Poisson point process. Part (i) of Theorem 1.4 is thus obviously implied by the following Moreover, if lim sup
Similarly, part (ii) of Theorem 1.4 is implied by the following Moreover, if lim sup
Remark 4.3. Condition ε < 1 8 log 2 in not optimal and could be improved. The reason for such a choice is that for ε < 1 8 log 2 the third moment estimate is quite simple.
We will prove in detail Theorem 4.2 but omit the proof of Theorem 4.1 as it is very similar and much simpler.
Proof of Theorem 4.2. We successively prove the statement on the first, second, and third moment.
First moment estimate.
Since all the random variables
We saw in the proof of Theorem 2.1 that for M (N ) satisfying log
s. Combined with (3.11), the definition of a N , and the dominated convergence theorem this fact implies that P-a.s.
Hence (4.2) is proven.
2. Second moment estimate. Next assume that lim sup
We now want to calculate lim sup E(P N (A)) 2 . For this we rewrite the second factorial moment as
where the summation is over all pairs of distinct configurations (σ 1 , σ 2 ) ∈ X 2 . We then split the set S 2 N into four non-intersecting subsets and calculate the contributions from these subsets separately (these calculations are similar to those of Theorem 3.2).
(1) We begin by calculating the contribution from the set S X 1 , where
and where the sequence τ N is chosen in such a way that N τ First, we get from (3.11) for ℓ = 2
(1) and we get from (3.12) that uniformly in (σ 1 , σ 2 ) ∈ S 1 the second line in (4.7) is just (µ(A)) 2 (1 + o(1)).
Next, we represent the set S 1 as a union of sets V 2 (R N,k ) with
Applying Theorem 2.4 (i) we get that
Therefore, up to a multiplicative term of the form 1 + o(1), the contribution from the set S X 1 to the sum (4.5) is
(M log 2−1/2 log M) .
(4.9)
Since b 12 (R N,k ) = R 2 N,k > 0 the last sum is monotone in M. As we will see below due to this fact it is sufficient to calculate the upper limit of E(P(A)) 2 for sequences of the form M (N ) = εN with ε ∈ (0, 1 8 log 2 ). Thus let M = εN, ε ∈ (0, 1 8 log 2 ). We obtain
The choice of τ N guarantees that for R N,k ≤ τ N the last term in the rhs of (4.10) is of order o(1). Moreover, for x < 1 we observe that (1 + o(1)).
We can extend this result to the case when M (N ) = εN + o(N ) with ε < 1 8 log 2 . Indeed, assume that ε n ↑ ε as n → ∞. Then using the above calculation for M = ε n N together with the monotonicity argument we have that for all n ≥ 1
Taking the limit in n we obtain a lower bound. With exactly the same argument we prove the corresponding upper bound.
(2) Next, we estimate the contribution from the set S X 2 , where
37) . (4.16)
Since the set A is bounded an elementary computation yields that for a constant
For fixed N we let R 1 N to be the largest value of the overlap satisfying condition (2.37). Then representing S 2 as a union of sets V 2 (R N,k ), where
1 N ], and using Theorem 2.4 (i), we conclude that the contribution from the set S X 2 is, up to a multiplicative term of the form 1 + o(1), bounded by
This quantity is monotone in M. As a consequence, to show that it is negligible in the limit N → ∞ it suffices to show this fact under the assumption M (N ) = εN. Thus, letting M = εN and using that J (x) ≥ 1 2 x 2 , we can bound the exponent in (4.18) by Again, the sum is monotone in M and thus it is enough to bound it for M = εN. For R N,k satisfying condition (2.39) we can bound the exponent in (4.22) as follows:
where C is some positive constant.
Since 1 − b 2 12 ≥ 1/N and since there are at most N terms in the sum (4.22), we can bound the latter by N c+1−c1 exp −CN ε log 2 . Therefore, P-almost surely the contribution from the set S X 3 is negligible as N → ∞. (4) To finish the second moment estimate it remains to treat the set
But by Theorem 2.4 (iii), the set S X 4 is P-almost surely empty. This finishes the proof of assertion (i) of Theorem 4.2.
Third moment estimate.
To analyze the third factorial moment we use that, by formula (3.5) and definition (2.51), it can be written as
where B = B(σ 1 , σ 2 , σ 3 ), the covariance matrix of the vector (
, is the matrix with elements b ij = R 2 ij , 1 ≤ i, j ≤ 3, and where the summation runs over all triplets of overlaps (R 12 , R 23 , R 31 ) ∈ K 3 N . To estimate this sum we rely on three auxiliary lemmas whose proofs we skip since they are simple. We are now ready to estimate sum (4.25). In the same spirit as for the second moment calculation, we will split (4.25) into four parts and show that every each of them is bounded. Moreover, by monotonicity argument similar to that used in calculation of the second moment we can restrict our attention to the case when M = εN.
(1) We first calculate the contribution to (4.25) coming from the set (2) We next calculate the contribution from the set Without loss of generality we can assume that |R 12 | > τ N . Then, using Theorem 2.5 (i) and Lemma 4.6, the contribution from this set is at most of order decreases faster than any polynomial it follows that the sum is of order o(1).
(3) We now turn to the contribution from the set
By Lemma 2.5 (ii) the contribution from this set is at most of order which is o(1) by the same argument as in part (2).
(4) To finish the estimate of the third factorial moment we have to estimate the contribution to (4.25) coming from the set Moreover, if lim sup
We do not include a proof of this last statement, which again follows the same strategy as the proof of Theorem 4.2.
Universality for Non-Gaussian Hamiltonians
In this section we extend the results of the previous sections to the case of nonGaussian Hamiltonians. We are able to make this extension only for the pure p-spin models, i.e. ν(r) = r p . In this case we recall that the Hamiltonian is defined as
Our assumptions on the random variables (g i1,...,ip ) 1≤i1,...,ip≤N in (5.1) are the same as were made in [BCMN05a] and [BCMN05b] for the number partitioning problem. That is, we assume that their distribution function admits a density ρ(x) that satisfies the following conditions:
(4) ρ(x) has a Fourier transform that is analytic in some neighborhood of zero. We write
Note that the inequality E(X 4 ) ≥ E(X 2 ) 2 implies that necessarily c 4 < 1 12 . Under these assumptions we will show, using the method introduced by C. Borgs, J. Chayes, S. Mertens and C. Nair in [BCMN05b] , that Theorems 1.1 and 1.4 still hold.
5.1. Proof of Universality. In this subsection we fix p ≥ 1 and prove the analog of Theorem 1.1 in the non-Gaussian case assuming that the Hamiltonian is given by (5.1), and that the random variables (g i1,...,ip ) 1≤i1,...,ip≤N satisfy conditions (1)−(4) above.
Theorem 5.1 (Universality in the Non-Gaussian case). Assume M (N ) = o( √ N ) for p = 1 and M = o(N ) for p ≥ 2. Then P-almost surely the sequence of point processes P N converges weakly to a Poisson point process P on R with intensity given by
To prove Theorem 5.1 we essentially prove a local limit theorem. More precisely, for any fixed N let us introduce the Gaussian process Z N on S N that has the same mean and covariance matrix as the process H ′ N (σ) defined in (1.2). We will prove in Theorem 5.2 that P-a.s., for all sequences (σ 1 , . . . , σ ℓ ) ∈ X ℓ , the joint density of the random variables H 
Applying Theorem 5.2 together with Theorem 1.1 we get from formula (3.5) that
which, by Lemma 3.1, implies weak convergence of the sequence of point processes P N to a Poisson point process with intensity measure µ, thus implying Theorem 5.1. We therefore focus on the proof of Theorem 5.2.
Proof. First, we obtain from the definition of
Following [BCMN05b] we get an integral representation of the indicator function
where, for brevity, we wrote n = N p , α N = a N +b N (x+△x/2), sinc(x) = sin(πx)
πx , and where the sum in the exponent runs over all possible sequences 1 ≤ i 1 , . . . , i p ≤ N.
Changing the integration variable in (5.8) from f to −f and applying the resulting formula to the product of indicator functions we arrive at the following representation
where α
we rewrite the integral in the above formula as
To get an integral representation of the joint density
we have to take the expectation of (5.9) and then let △x j → 0 for all j = 1, 2, . . . ℓ.
As was proved in [BCMN05a] (see Lemma 3.4), the exchange of expectation and integration for p = 1 is justified when the rank of the matrix formed by the row vectors σ 1 , . . . , σ ℓ , is ℓ. To justify the exchange in our case we introduce an ℓ by N p matrix, C p (σ 1 , . . . , σ ℓ ), defined as follows: for any given set of configurations σ 1 , . . . , σ ℓ , the j-th row is composed of all N p products, σ
By generalizing the arguments from [BCMN05a] the exchange can then be justified provided that the rank of the matrix C p (σ 1 , . . . , σ ℓ ) is ℓ. As we will see in Lemma 5.3 below this holds true P-almost surely when M = o(N ).
Given a vector δ ∈ {−1, 1} ℓ let n δ be the number of times the column vector δ appears in the matrix C p :
With this notation we have:
(5.14)
Proof. We first prove by induction that the following simple fact holds true: if for a given sequence of configurations (σ 1 , . . . , σ ℓ ) ∈ S ℓ N the matrix C 1 (σ 1 , . . . , σ ℓ ) satisfies condition (5.14) then necessarily the matrix C p (σ 1 , . . . , σ ℓ ) satisfies (5.14) for all p ≥ 1.
For p = 1 there is nothing to prove. We now assume that the statement is true for the matrix C p−1 (σ 1 , . . . , σ ℓ ) and prove it for C p (σ 1 , . . . , σ ℓ ). Let σ µ , 1 ≤ µ ≤ N denote the columns of the matrix C 1 (σ 1 , . . . , σ ℓ ). For every column vector σ µ let us construct a matrix
For future convenience let n µ δ denote the variable n δ for the matrix C µ p−1 . ¿From the inductive assumption it follows that for all 1
Therefore for any sequence of configurations (σ 1 , . . . , σ ℓ ) with matrix C 1 (σ 1 , . . . , σ ℓ ) satisfying (5.14) we have
and the induction is complete.
To prove Lemma 5.3 it is thus enough to demonstrate that P-almost surely there are no sequences (σ 1 , . . . , σ ℓ ) ∈ X ℓ such that C 1 (σ 1 , . . . , σ ℓ ) violates condition (5.14). Let us prove this by induction in ℓ.
For ℓ = 1 let us introduce the sets
Then by Chernoff bound which proves the statement for ℓ = 1. Now assume that P-a.s. for all sequences (σ 1 , . . . , σ ℓ−1 ) ∈ X (ℓ−1) the matrix C 1 (σ 1 , . . . , σ ℓ−1 ) satisfies condition (5.14). Since there is only a countable number of sequences (σ 1 , . . . , σ ℓ−1 ) we fix (σ 1 , . . . , σ ℓ−1 ) ∈ X (ℓ−1) and prove that P-almost surely there are no configurations σ ℓ such that C 1 (σ 1 , . . . , σ ℓ ) violates (5.14). Let δ ∈ {−1, 1} ℓ be given. Define δ 1 (δ) ∈ {−1, 1} ℓ−1 as (δ 1 ) i = (δ) i for 1 ≤ i ≤ ℓ − 1 and also define δ 2 (δ) ∈ {−1, 1} as δ 2 = (δ) ℓ . Let us also introduce, for given δ 1 ∈ {−1, 1} ℓ−1 , the set
By the inductive assumption we conclude that for all δ 1 ∈ {−1, 1}
From the definition of N δ it is not hard to see that for all δ ∈ {−1, 1}
Using the above relation together with (2.11) and the assumptions on λ N we get that P-almost surely
Therefore from (5.22) and (5.24)
The induction is now complete and the lemma is proved.
Lemma 5.3 implies that P-almost surely, for all (
and hence, for sufficiently large N , the rank of the matrix C p (σ 1 , . . . , σ ℓ ) is ℓ. The exchange of integration and expectation is thus justified.
Using once again Lemma 5.3, condition (5.2), and the dominated convergence theorem we obtain that the joint density is
where we redefined α
We remark for future use that α
It is straightforward at this point to adapt the saddle point analysis used in [BCMN05b] to calculate the integrals of such type. The only difference is that instead of the matrix C 1 (σ 1 , . . . , σ ℓ ) with rows formed by row vectors σ 1 , . . . , σ ℓ , we use the matrix C p (σ 1 , . . . , σ ℓ ). By analogy with Lemma 5.3 from [BCMN05b] we first approximate the integral in (5.27) by an integral over a bounded domain, i.e. for some c 1 > 0 depending on 
where α =
, f = (f 1 , . . . , f ℓ ), and where α · f = α 1 f 1 + · · · + α ℓ f ℓ is the standard scalar product.
Using Lemma 5.3 again we can apply Lemma 5.4 from [BCMN05b] to conclude that given µ 1 there are constants c 1 (µ 1 ) > 0 and µ 2 > 0 such that the following equality holds whenever η 1 , . . . , η ℓ is a sequence of real numbers with j |η j | ≤ µ 2 and η j α (j)
The values of the shifts η 1 , . . . , η ℓ are determined by the following system: 
Expanding G n,ℓ we get the approximation
. Under the assumptions of Theorem 5.2 we get that
, and thus that a 4 N = o(n). It implies that asymptotically the joint density (5.12) is Gaussian. More precisely, it follows from the equations (5.35) and (5.36) that P-a.s., for all collections Moreover, if lim sup
2 log 2−32c4ε 2 log 2 2 (µ(A)) 2 ; (ii) lim sup E(P N (A)) 3 < ∞.
Therefore the limit of the ratio of the second factorial moment to the square of the first is
2 log 2 2−24c4ε 2 log 2 2 = e (ii) lim sup E(P N (A)) 3 < ∞.
The ratio of the second factorial moment to the square of the first moment is
For ε > 0 the above ratio is strictly larger than one and thus convergence to a Poisson point process fails. We will give the proof of Theorem 5.5 only since the case p = 1 is based on essentially the same computations.
Proof of Theorem 5.5. As in the proof of Theorem 4.2 we successively prove the statement on the first, second, and third moment. To simplify our computations we will assume that M = εN (Using the monotonicity argument, the case of general sequences M (N ) can be analyzed just as in Theorem 4.2 of Section 4.).
First moment estimate.
Following the same steps as in Subsection 5.1 we approximate the density of H ′ N (σ) by
where according to the notation introduced above n = N 2 . In the case M = εN we need a more precise approximation of the function G n,ℓ than given by formula (5.36). Expanding the solution of the system (5.31) as
and applying (5.43) we obtain from (5.34) and (5.3) that
Using the approximation for G n,1 given by formula (5.44), we obtain 45) where
, we see that up to an ε-dependent multiplier the density of H ′ N (σ) is given by the normal density, more precisely, the density of 
it is useful to distinguish between "typical" and "atypical" sets of configurations (σ 1 , . . . , σ ℓ ) ∈ X ℓ , a notion introduced in [BCMN05a] . Take some sequence θ N → 0 such that N θ 2 N → ∞ and consider the ℓ × n matrix C p (σ 1 , . . . , σ ℓ ), introduced in Subsection 5.1. Then all but a vanishing fraction of the configurations (σ 1 , . . . , σ ℓ ) ∈ S ℓ N obey the condition
When M = o(N ), Lemma 5.3 guarantees that for a properly chosen sequences θ N , P-almost surely, all the sampled sets (σ 1 , . . . , σ ℓ ) ∈ X ℓ obey condition (5.49). It is no longer the case when M = εN and thus we have to consider the contribution from the sets violating (5.49).
Fix p = 2 and ℓ = 2. Let a sequence θ N → 0 be given, and define
where the sum runs over all pairs of distinct configurations (σ 1 , σ 2 ) ∈ X 2 satisfying condition (5.49) (the so called "typical" configurations). Also define
where the sum is over all pairs of distinct configurations (σ 1 , σ 2 ) ∈ X 2 violating (5.49) (the "atypical" configurations). For later use we introduce the quantities I g and II g -the analogs of the variables I and II in the case where the random variables (g i1,i2 ) 1≤i1,i2≤N are i.i.d. standard normals.
. If ε ∈ (0, 1 4 log 2 ) then P-almost surely II = o(1) and
Proof. To prove that II is o(1) let us bound the quantity II by II g and show that II g is almost surely negligible for
. We start with the proof of the second statement, for which we will need the following simple observation.
Consider a sequence λ N → 0 such that N λ N → ∞ and define the set of configurations σ ∈ {−1, 1} N with almost equal number of spins equal to 1 and to −1 :
It is not hard to prove that configurations σ 1 , σ 2 ∈ T N with overlap |R(σ 1 , σ 2 )| ≤ λ N must satisfy (5.49) with θ N = λ 2 N . Therefore the set of pairs (σ 1 , σ 2 ) ∈ X 2 violating condition (5.49) with θ N = λ 2 N is contained in the set
it suffices to prove that 
to the sum (5.48) is negligible, it is enough to consider the sum (5.48) restricted to the set
By Stirling's formula we obtain that |T
) and using this fact one can prove, proceeding as in part (i) of Theorem 2.4, that
Thus for large enough N the contribution from the set (5.57) to the sum (5.48) is bounded by
(M log 2−1/2 log M) , which is o(1) by the choice of λ N and ε. Our next step is to bound the sum II by II g . For this purpose we need to give an estimate of the joint density of H ′ N (σ 1 ), H ′ N (σ 2 ) that would be valid also for pairs (σ 1 , σ 2 ) violating condition (5.49). As we already noted for such (σ 1 , σ 2 ) the results of Subsection 5.1 cannot be applied directly since it is no longer true that max
. Fortunately, we have only 2×2 covariance matrix B(σ 1 , σ 2 ) and using this fact we can easily adapt the results of Subsection 5.1 to the case where max
We start with formula (5.27) which, in the case ℓ = 2, can be rewritten as
We can rewrite the integral in the above expression as
where δ ∈ {−1, 1} 2 . Since the functionρ is even we obtain
One obvious relation between n (1,1) , n (−1,−1) , n (1,−1) and n (−1,1) is n (1,1) + n (−1,−1) + n (1,−1) + n (−1,1) = n. This last bound for the joint density clearly implies that the sum II could be bounded by II g plus an error resulting from the second term. But the cumulative error coming from the second term is of order O 2 2M b 2 N ne −c1n which is negligible even in the case lim sup M/N > 0.
To prove the second statement of the lemma we will approximate the sum I by I g , which was already calculated in Section 4. We first notice that for sequences To conclude the calculation of the second moment we notice that summing I and II we get the second factorial moment we use the same strategy as we used to calculate the second moment. In particular, we fix ℓ = 3 and split the sum (5.76) in two parts: By exactly the same argument as in the calculation of the second moment the contribution from the "typical" collections, I, is bounded. We therefore concentrate on the analysis of the contribution from the "atypical" collections, II. Since we are interested only in the estimate of the third moment from above it suffices to bound the joint density P H ′ N (σ j ) ∈ (x j , x j + dx j ) for j = 1, 2, 3 . We start with formula (5.27) which, in the case ℓ = 3, can be rewritten as (v i1,i2,i3 )e 2πi √ n f1α , n 1 − n 2 − n 3 + n 4 = nR 2 23 , n 1 − n 2 + n 3 − n 4 = nR 2 31 , n 1 + n 2 + n 3 + n 4 = n. 
