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Abst ract - - In  this work, we propose amethod to compute, at first order, the value of the parameter 
for which canard periodic orbits exist, in a van der Pol electronic oscillator. In fact, we provide an 
alternative way, using dynamical systems tools, to prove a result obtained with nonstandard analysis 
techniques. © 1998 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
We consider an interest ing phenomenon that  appears in the singularly per turbed systems: the 
canard (duck) periodic orbits. Canards are certain solutions in equations with a smal l  parameter  
studied in the theory  of re laxat ion oscil lations. The first t ime these solutions were found was in 
the van der Pol equation. The name of canard was adopted because their  shape reminds one of 
this bird [1]. Their  existence was pointed out by means of nonstandard analysis techniques, in 
such a way that  a lot of theoret ical  results concerning the canard phenomenon are easi ly proved 
with such nonstandard  analysis techniques. 
We will focus on the system 
(lx  
for 0 < ~ << 1. It  coincides, for # = 0, with the equation original ly proposed by van der Pol. This  
system governs the dynamics of the circuit represented in Figure la ,  made up by a capaci tor  C, 
an inductance L, a DC source of voltage Vcc, and a nonl inear conductance of current-voltage 
character ist ic  g(Vc). 
The appl icat ion of the Kirchhoff laws, taking as state variables the current iL across the 
inductance and the voltage V~ on the inductance, leads to 
C dVc din 
dt = -g(V~) + iL, n - -~ = -V~ + V~, 
where we suppose g(Vc) = -a lVc + a3V 3, al,a3 > 0. Scaling with T = wt, Vc = Vox, iL : Ioy, 
we obta in  the system (1.1) s imply choosing w = 1/(Lal),  Vo = al/(3a3) 1/2, I0 = al(al/(3a3)) 1/2, 
where the parameters  are given by ¢ = C/(La2), it = ((3a3)/al)l/2Vcc. 
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Figure la. Scheme of the electronic ircuit. 
System (1.1) has only one equilibrium point at (x0, Y0) = (#, #3/3 - #). It is easy to check [2] 
that for #c = ±1 (e > 0), a Hopf bifurcation will appear. In this case, the frequency of the 
periodic orbits that emerge from that bifurcation will be w0 = 1/v~. We may focus on the case 
#c = +1 because the corresponding to #c -- -1  is analogous due to the symmetry the system (1.1) 
exhibits when changing the sign of x, y, #. 
The study of the normal form for this bifurcation [3] gives the first coefficient al = -W4o/8 < O. 
Its sign indicates that we are dealing with a nondegenerate supercritical Hopf bifurcation. Then, 
for # < 1, I# - it small, there is guaranteed the existence of a stable limit cycle whose amplitude 
will be given, in first approximation, by [# - 1[ 1/2. 
In the remainder of the paper, we perform an analytical study--without the use of nonstan- 
dard analysis techniques--of the local dynamics (corresponding to the limit cycles of the Hopf 
bifurcation in # -- 1) that predicts an unlimited growth in amplitude and period for a value of # 
that, at first approximation, satisfies # - 1 ~ -e /8 .  This value agrees with the first coefficient a l  
in the expansion, # - 1 ~ a le  + a2e 2 + ol3e 3, (where a l  = -1 /8 ,  ag. = -3 /32,  a3 = -173/1024) 
computed with nonstandard analysis techniques [4], to determine the values of parameters where 
canard orbits exist. 
2.  LOCAL  ANALYS IS  
The change ~ = x - 1, 0 = Y + 2/3, r = t /e ,  A = # - 1, transforms ystem (1.1) in 
~, = ff _ £2  1 -3  
--  ~X , 0' = e (~ - ~) ,  
where ' indicates d .  Scaling with ~ = v~X,  0 = ¢Y, t* = V~T, A = ¢U, we get 
dX X2  _ V~ X3  ' dY  X + v~u.  
-~;  = Y - 3 d t*  - 
This system appears as the sum of a vectorial field (we will integrate) and a small perturbation. 
We integrate 
dX dY  
dt---- ~ = Y - X 2, de--- ~ = -X ,  (2.2) 
putting it as 
dY 
x + (Y  - x = o, 
that admits ¢(y) = Ke  -2Y  as an integrating factor. In this manner, the function 
Y/ e 2Y[x +c, 
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is a first integral of the system 
dY dX = Ke_2Y (y _ X2 ) _ Ke_2Y x.  
dr* ' dt* 
Then we have obtained a Hamiltonian system topologically equivalent to system (2.2) (since 
it is obtained multiplying this one by Ke -2y, K ¢ 0). Its study will then provide the phase 
portrait of both systems. Putting K = 2, C'  = 0, we get 
The orbits of this Hamiltonian system are defined by H(X, Y) = C (see Figure lb). A trivial 
analysis of H(X, Y) : ~2 _~ R shows that C E [ -1/2,  +c~). 
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Figure lb. Phase portrait of system (2.2). 
LEMMA 2.1. System (2.2) has periodic orbits only for C E ( -1 /2 ,0) .  
PROOF. First, for C = 0, the orbit is not periodic because it is defined by Y = X 2 - 1/2. To 
study the case C ~ 0, we get the abscissa in terms of the ordinate 
1 X 2 = Ce 2Y -t- Y -t- -~ =- f (Y) 
and observe the symmetry the orbits have with respect o the Y-axis. Consequently, periodic 
orbits will exist when X vanishes for two values of Y, that is, when f (Y)  = 0 has two solutions. 
The orbits will not be periodic if f(Y) has only one root. 
For C > 0, it is easy to check that limy--._c~ f (Y) -- -c~,  limy-..+c~ f (Y) = +exp. Combining 
this with i f(Y) = 2Ce 2v + 1 > 0, it is guaranteed that f(Y) has one, and only one, root. 
For C E ( -1 /2 ,0) ,  l imv_~_~ f(Y) = -co ,  limy_~+~ f(Y) = -oc ,  and f (Y)  has an absolute 
maximum at Yma× = - (1 /2 ) log( -2C) ,  with /(Ymax) = Ym~× > 0 (if(Y) > 0 if Y < Ymax, 
i f(Y) < 0, if Y > Ymax). So we conclude that there are two, and only two, roots of f (Y) we 
will denote by Y+ and Y - ,  in such a way that for each C E ( -1 /2 ,  0), the periodic orbit has its 
ordinates in the interval Y E [Y - ,  Y+]. | 
When we consider the perturbed system, the preservation of the periodic orbit ~/c, that exists 
for each C E ( -1 /2 ,  0), will be determined by the values of u that vanish the following function [5]: 
M (C' Iy ) : flff,/ (g2 ' -g l  ) " d~ : - f f tTc ( OglOx "~ ~ dX dY' 
where g(X, Y) = (-(2/3)e-2Yx 3, 2e-2Yu) and the line integral of g along 7 C has been trans- 
formed in a double integral extended to the interior of 7 c applying Green's theorem. Therefore, 
2 f f  e -2Y (X 2 + dX dY = O, M(C,u) 
Y Jin t~ C 
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leads to 
- -2~ = 
fflnt~,c e-2Y x2 dX dY = 1 fY+ e-2Y x3(y)  dY 
fflnt.yce -2Y dXdY  3 f~+ e-2YX(Y)dV ? 
where X(Y) -- x/Ce 2Y + Y + (1/2). Integrating the numerator by parts, we get 
3 [Y+ (cay 
2 + X(Y) Y, 
where we have used that X(Y  +) = X(Y - )  = 0 and that 
X2(y)x I (y)  = x (Y )  (Ce2Y + 21.  
In this manner, we obtain 
-8v = fY+- e -2Yx(Y)dY  + 2C fyY_ + X(Y)dY  ~-  / l (C)  Jr" 2C12(C) ~-  R(C). 
fY+_ e-2YX(Y) dY YI(C) 
We are interested in determining the value of v for C --* 0-  because, in this case, both period 
and amplitude of the orbit tend to infinity, as concluded by our local analysis. Then, let us 
compute limc-~o- R(C). 
LEMMA 2.2. In the above conditions, 
lim R(C)= 1. 
C--*0- 
PROOF. We proceed in two steps. First, we show that I I (C)  remains finite for C -~ 0 - - - i t  is 
evident hat it is strictly positivc and second that l imc-~0-[CI2(C)] = O. 
Because limv_. 0- Y - (C)  = -1 /2 ,  l ime-0 -  Y+ (C) = +oo, we may bound 
0 </ I (C )  = _ e_2Y  1 _ _ -~dy1 
< e -2Y  + dY = I 1 = = ~ 0.8517. 
- 
Therefore, 
lira I1 (C) = I~ < +oo. 
C--*0 - 
In the second step, we show that limv_.0- CI2(C) = 0. As I~(C) represents the area bounded 
by the curve X(Y) and the Y-axis, we may bound the value of I2(C) by the area of the rectangle 
with basis (Y+ - Y - )  and height X(Ymax) = Yv~ax = V/-(1/2)  log(-2C) .  Since Y -  > -1 /2 ,  
it is enough to find an upper bound in terms of C for Y+. 
We know that for Y = Y+, it holds the equality between zl(Y) = -Ce 2Y and z2(Y) - Y + 1/2 
in such a way that 1/2 = za(Ymax) < z2(Ymax)- 
If  we expand zl in a second-degree Taylor series at Ymax (it does not suffice the linear approxi- 
mation because we would obtain a straight line parallel to z2), we obtain 
za(Y) = 1 + y _ Ym~,, + (Y - Ym~x) 2• 
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It holds that z3(Y) < zl(Y) for Y > Ymax, in such a way that the intersection between z3 and zl 
will occur for a value Yo > Y+ > Ymax. As 110 = Ymax + YV~-~-~, we have available an upper 
bound of Y+ in terms of C and, therefore, 
O < I2(C) <_ (Y+ - Y - )  X (Ymax) <_ (yo + I ) YV/-Y~max 
= (Ymax~- YV/-Y-~max-[- 1) ~ :I~(C) 
with Ym~× = - (1 /2 ) log( -2C) .  
Then, L'H6pital rule leads to limc-~0- CI~(C) = 0 = limc_~ 0. CI2(C). 
Consequently, 
2cI (c)1 lim R(C)= lim 1+ =1.  | 
c--.o- c--.o- I1(C) J 
Finally, combining R(C) = -By and the above lemma, for v ~ -1 /8 ,  our local analysis predicts 
an unlimited growth in both amplitude and period of the periodic orbits. As # - 1 = c~, canard 
explosion will take place for # ~ 1 -¢ /8 ,  exactly the same value provided by nonstandard analysis 
techniques [4]. 
It is well known [6] that for it = 0 and ~ << 1, system (1.1) has a stable limit cycle in form of 
a relaxation oscillation that persists for # values close to zero. Now if we vary the parameter it
between 0 and 1, the canard limit cycles emerge as a connection between the family of relaxation 
oscillations (that exist for # close to zero) and the family of small Hopf oscillations (that appear 
for # close to one). The evolution of the canard periodic orbit may be described in the following 
way (see Figure 2a). After the equilibrium undergoes the Hopf bifurcation (pc = 1), a small 
amplitude limit cycle appears and, as It decreases, it grows in amplitude, taking the form of a 
duck without head whose upper segment is going up until the head starts emerging. Such a head 
grows until the canard orbit takes the shape of a relaxation oscillation. 
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(a) Evolution of the canard orbits between the (b) Amplitude (maximum of the Y-coordinate) ver- 
Hopf bifurcation (1) and the relaxation oscill~- sus tt. Dashed line indicates the theoretical predic- 
tion (close to 6). Dashed line represents he cubic tion. 
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Figure 2. For e = 0.05. 
The range of the parameter # where canard orbits exist is very narrow. For system (1.1), this 
range is of order e -1/(Ke), with K positive [4]. This fact is summarized in a graphic sentence: 
life of canards is short. This feature implies that the growth (in amplitude and period) the Hopf 
limit cycles exhibit appears, with respect o variations in the parameter It, as a sharp change 
(canard explosion). 
Our analysis predicts the sharp ascent in amplitude (see Figure 2b) for # .~ 0.99375 (~ = 0.05). 
This is in good agreement with the value numerically obtained, It ~ 0.993495. 
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In short, the canard phenomenon appears as a change in the dynamics with the following 
characteristic: it is a step connecting the local dynamics (represented bythe small amplitude limit 
cycles born in the Hopf bifurcation) and the global dynamics (corresponding to the relaxation 
oscillations). Moreover, the crossing of the # parameter across the canard explosion zone appears 
as a sudden change in the behaviour of the system, even though such phenomenon does not 
constitute a bifurcation in strict sense. 
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