Millimeter-wave frequencies between 6 and 100 GHz provide orders of magnitude larger spectrum than current cellular allocations and allow usage of large numbers of antennas for exploiting beamforming and spatial multiplexing gains. In this article, we describe the main design concepts when integrating mmWave RANs into 5G systems, considering aspects such as spectrum, architecture, and backhauling/fronthauling. The corresponding RRM challenges, extended RRM functionalities for 5G mmWave RAN, and RRM splits are addressed. Finally, based on these discussions, a framework is proposed that allows joint backhaul and access operation for 5G mmWave RAN, which we envisage as one of the key innovative technologies in 5G. The proposed framework consists of a joint scheduling and resource allocation algorithm to improve resource utilization efficiency with low computational complexity and to fully exploit spatial multiplexing gain for fulfilling user demands.
IntroductIon
The success of cellular communication technologies has resulted in the explosive demand of mobile data traffic, which is expected to have an eight-fold growth within five years [1] . Correspondingly, fifth generation (5G) cellular networks aim to deliver as much as 1000 times the capacity relative to current levels [2] . To fulfill such requirements, cell densification, more bandwidth, and higher spectral efficiency are required.
Considering the spectrum shortage situation in the favorite 300 MHz to 3 GHz frequencies used by most of today's wireless communication systems and limited potential for spectral efficiency enhancement, utilization of a large amount of bandwidth in millimeter wave (mmWave) bands seems to be indispensable [3] . The available bandwidths in these bands, for example, in Ka-band (26.5-40 GHz), V-band (57-71 GHz), and E-band (71-76 GHz and 81-86 GHz), can significantly exceed all allocations in contemporary cellular networks. Moreover, the very small wavelengths of mmWave signals combined with advanced low-power complementary metal oxide semiconductor (CMOS) RF circuits enable deploying large numbers of miniaturized antennas and exploitation of beamforming and spatial multiplexing gain [4] .
However, mmWave signals suffer from increase in isotropic free space loss, higher penetration loss, and propagation attenuation due to atmosphere absorption by oxygen molecules, water vapor, and rain drops [5] , resulting in outages and intermittent channel quality. Therefore, higher antenna gain is required at both transceiver sides, where directional transmissions have impact on radio resource usage, multiple access, and interference characteristics, and correspondingly affect radio access networks (RANs) and radio resource management (RRM) design. Furthermore, heterogeneous networks (HetNets), with small cells densely deployed underlying conventional homogeneous macrocells, have been treated as one promising candidate of mmWave RAN architecture to cope with the adverse propagation conditions [6] . In particular, close interworking between small cells and macrocells enables users to have simultaneous connection to both macrocell base stations (BSs) and small cell access points (APs), thus improving coverage and augmenting overall capacity. The challenge of having large numbers of small cells lies in the expense or practicality of equipping every cell with fiber connectivity. As an attractive cost-efficient alternative, wireless backhauling provides technology-and topology-dependent coverage extension and capacity expansion to fully exploit the heterogeneity of the networks. A further step in this paradigm is wireless self-backhauling, which uses the same frequency band for both backhaul (BH) and access links, leading to challenges in RRM between BH and access links. Thus, joint BH and access RRM is desired for 5G mmWave RAN to optimize system efficiency.
The rest of the article is organized as follows. We start with explaining the fundamental principles of mmWave RAN design in 5G, and discussing spectrum and architecture options, backhauling aspects, and the new notion of resource. We continue with providing details regarding the RRM challenges in the mmWave RAN. Finally, we elaborate our illustrative application scenario of interest, that is, joint BH and access operation, and address the corresponding RRM challenges by a proposed system optimization framework.
5g MMwAve rAn desIgn consIderAtIons
In 5G mmWave RAN, architectural design is expected to be different from the conventional RAN to cope with the special propagation characteristics of such high frequencies. The architecture plays an important role so as to meet tight 5G key performance indicators (KPIs) [7] , and the notion of resource will be different from the traditional RAN and also impact RRM. In this section, key features of mmWave RAN design are elaborated, which affect how RRM is handled.
spectruM consIderAtIons
At World Radiocommunication Conference (WRC) 2015, a list of candidate frequency bands was selected for future international mobile telecommunications (IMT) usage, including bands allocated to mobile services (24.25-27.5 GHz, 37-40.5 GHz, 42.5-43.5 GHz, 45.5-47 GHz, 47.2-50.2 GHz, 50.4-52.6 GHz, 66-76 GHz, and 81-86 GHz) and those not (31. 8-33.4 GHz, 40.5-42.5 GHz, and 47-47.2 GHz). In the coming WRC 2019, it is expected that one to two global bands within the range of 24.25-86 GHz will be identified to fulfill high capacity 5G demand. It should be noted that although 28 GHz band is not included in the candidate list of WRC 2015, it would still probably be used in some countries.
Generally, the higher the frequency, the more bandwidth becomes available. On one hand, higher frequency allows accommodation of more antennas within a certain area, thus achieving higher antenna gains. On the other hand, power efficiency of the electronics, especially power amplifiers, decreases when operating on higher frequencies. Another, license-free mmWave band of interest is the V-band, which experiences high penetration loss and propagation attenuation. However, for small cells with intersite distance of 100-200 m, such an impact is not significant. In addition to bandwidth, propagation, and coverage, coexistence with other services is a further issue, for example, with satellite and/or fixed link services.
MMwAve rAn ArchItecture
A typical deployment needs to consider network elements including BS, AP, and user equipment (UE), propagation characteristics, and cell parameters [8] . Moreover, it also covers RAN configurations like carrier frequency bands, bandwidths, antenna patterns, transmitter (Tx) and receiver (Rx) configurations, and other system features as well as supporting architectural solutions.
Current mmWave RAN considers two basic modes of operation:
• Standalone operation, where the mmWave RAN operates without support of any network in lower frequency bands • Non-standalone or overlay operation, where network elements have simultaneous connections to mmWave RAN and lower frequency band networks, such as the LTE or 5G sub-6 GHz system
One example of a standalone and a non-standalone deployment is illustrated in Fig. 1 .
A standalone mmWave system is assumed to be deployed and operated without fundamental support from another radio access technology (RAT) system. It should have full control plane capability. Non-standalone mmWave can use lower frequency bands as a control plane anchor. Preferably, the system would even work without necessarily having awareness on cositing or noncositing of the cooperating RATs. If a mmWave network is deployed as a non-standalone RAN, it should be able to operate in a standalone mode without architecture redesign. Specifically, non-standalone RATs should allow fast, seamless, and reliable mobility and aggregation handling among RATs, with efficient management and pooling of resources for optimum performance.
One of the key architectural considerations in mmWave RAN non-standalone operation is the split between control plane and user plane functionalities [8] . This logical split of functions will be essential to provide fine-grained and service tailored optimization assuming different types of resources, multiple air interface variants, and 5G services with diverse KPIs. The level of split between control and user planes might strongly depend on factors like BH technologies/topologies; for example, one key challenge of having complete functional separation is the requirement of very low latency BH.
bAckhAulIng In MMwAve rAn
The new level of densification in 5G will require innovative approaches in radio resource, mobility, and interference management. MmWave BH can enable direct, low-latency connections among BSs and hence provide them with a possibility for enhanced cooperation to achieve better performance, in addition to providing high data rate throughput to small cells. Another RAN paradigm of interest for the future is fronthauling (FH). FH or cloud RAN systems assume a centralized pool of baseband processing units that communicate to distribute remote radio units, with the latter having significantly reduced functionality compared to classical BSs with a full protocol stack. Such a concept renders outstanding advantages in terms of hardware centralization benefits, improved RRM and interference management, and simplified onsite equipment. However, FH requires a significant increase in transport network capacity and compliance with requirements on very low latency and jitter.
Regarding mmWave BH/FH, one can notice that mmWave RAN will rely on, among other technologies, large antenna arrays for both sub-6 GHz and mmWave solutions. As current FH and common public radio interface (CPRI) link data rates grow proportionally with the number of antennas [9] , it is obvious that the existing solutions do not scale for the future, so new approaches are required, as discussed recently in a CPRI initiative for 5G FH support [10] . Finally, coexistence of both BH/FH and access links in the same mmWave frequency band is likely to be a key design issue in all considered bands. For the V-band, an ongoing study in the European Telecommunications Standards Institute (ETSI) is to evaluate interference levels.
Handling interference and the corresponding ability to guarantee certain performance targets for BH links is one of the key questions of interest for operators here. Note that in the V-band, there are worldwide different regulations in terms of maximum effective isotropic radiated power (EIRP), minimum antenna gain, and maximum output power, which greatly affect BH deployment possibilities. The Ka-or E-band is already used for BH/FH purposes. However, there is a significant interest in allocating some portions of spectrum in these bands to access applications. In contrast to passive coexistence management, more active coordination of BH and access is beneficial for further increasing resource usage efficiency. One promising way, which will be tackled in the sequel, is joint BH and access operation.
notIon of resource In 5g
Prior to 5G, a radio resource is typically considered as part of the conventional notion of resource. It is characterized by time (duration of the transmission), frequency (carrier frequency and bandwidth), transmit power, and other system parameters including antenna configuration and modulation/coding schemes. In 5G [7] , the notion of resource can be extended to cover different aspects such as hard resources (number/type/configuration of antennas, existence of nomadic/unplanned access nodes or mobile terminals that can be used as relays) and soft resources (software capabilities of network nodes and UEs). One particular extension that is relevant to this study is the operation of network nodes in high frequencies (which can operate in both licensed and unlicensed spectrum) with much larger bandwidth and different challenges regarding the resource management and control compared to low frequencies.
rrM consIderAtIons for MMwAve rAn
This section provides an overview of challenges and some considerations of RRM functions and their split. In particular, the RRM functions are grouped in three main categories (fast, slow, and topology), and different functional elements are discussed as key enablers for 5G mmWave RAN.
rrM chAllenges In MMwAve rAn
In mmWave radio, the main challenges regarding resource management are as follows:
• High penetration loss of mmWave frequencies can severely deteriorate the performance; hence, maintaining reliable connectivity is a challenge, especially for delay-critical services.
• Wireless channel conditions and link quality can change significantly during movement of users, calling for fast RRM decisions and multi-connectivity support. User mobility also causes significant and rapid load changes and handovers due to small coverage areas of access nodes. Therefore, connection management and load balancing in conventional RRM functionalities need to be revisited to cope with the aforementioned challenges. • Due to highly directional transmissions, crosslink interference characteristics become much different from sub-6 GHz systems. For example, there can be flashlight effects (an interfering beam hits a user). Advanced interference management is thus required.
extended rrM functIonAlItIes for MMwAve rAn
In LTE and beyond systems, RRM functions can be categorized into three main groups given their output, their in-between interactions, and the timescale on which they operate:
• Fast RRM: change resource utilization/restrictions • Slow RRM: trigger cell selection/reselection • Topology RRM: beam steering in BH Fast RRM: A set of functions that require channel state information (CSI) measurements as input and have tight timing constraints (per transmission time interval, TTI). The modified functions for mmWave could be:
• Dynamic resource allocation (DRA): Similar functionality as in LTE, however, the TTI size in mmWave radio will be much smaller and adaptation of the DRA operation will be necessary.
• Beam management (BM): dynamic beam alignment and corresponding resource allocation, and maintenance of connectivity between a UE and a serving access node during mobility or radio environment change.
• Internode coordinated multipoint (CoMP):
Due to high density of access nodes, coordination among access nodes should consider large and dynamically changing clusters of cooperative nodes. Slow RRM: a set of functions that require RRM measurements as input and have looser timing constraints. The modified functions for mmWave could be:
• Load balancing (LB): An existing function that will be modified to cope with fast load fluctuations due to short mmWave range. to employing inter-cell interference coordination/avoidance in the time, frequency, and power domains, as in LTE, for mmWave this should be also handled in the spatial domain.
• Topology RRM: a set of functions that require BH CSI/RRM measurements as input and have variable timing constraints. In this category, depending on technology and topology, BH link scheduling and path selection are highly required. In the case of multihop mmWave self-backhauling, proper path selection and switching access nodes on/off in such a way that target KPIs are met is a key RRM process to avoid a BH bottleneck.
rrM splIt consIderAtIons
In dense mmWave RANs, multiple limitations for BH/access might require certain handling of RRM.
In particular, nonideal wireless BH among RAN nodes can be a limiting factor and will require extra RRM for the BH part. To this end, joint BH and access optimization can be used to meet high throughput requirements for throughput-demanding services. Another important factor is the extensive signaling that will be required in HetNets for wireless BH and access measurements. In Fig. 2 , three possible splits of the aforementioned RRM categories and their possible interactions are illustrated. The pros/cons of these splits are presented in Table 1 , as candidate RRM placement options for different mmWave RAN scenarios.
As can be seen in Table 1 , the key factors that strongly affect the level of split of the RRM functions can be as follows:
• BH is an important factor, since strict timing requirements for certain dynamic RRM functions can be a strong limitation toward centralization for particular cases (nonideal BH).
• Deployment is another key factor, as deployment of multiple air interfaces for the non-standalone scenario will require centralization of certain slow functions (mobility control) to allow multi-connectivity among different air interfaces.
• User mobility and cell density will also impact centralization, since no/low mobility requires more distributed RM splits, and denser deployment needs higher centralization to exploit the gain of multi-connectivity.
JoInt bh And Access optIMIzAtIon frAMework for 5g MMwAve rAn
A challenging 5G mmWave RAN architecture is the HetNet, which requires joint BH and access optimization to achieve high capacity and resource utilization. The optimization problem is mathematically decomposed into transmission link scheduling, transmission duration, and power allocation governed by a set of constraints. The scheduling and resource allocation algorithm is further proposed to exploit space-division multiple access (SDMA) that allows nonconflicting links to be transmitted simultaneously (see details in the "Concurrent Transmission Scheduling" subsection). The proposed solution exploits the aforementioned fast, slow, and topology RRM functionalities within a unified BH/access optimization framework. In the following, we describe the framework assuming non-standalone deployment. However, this can also be applicable to a standalone network with internode coordination. See [11] for more details of the optimization problem and the proposed algorithm.
systeM Model
Here, we assume that BH and access links share the same air interface, and all network elements (including BS, APs, and UEs) are equipped with directional steerable antennas and can direct their beams in specific directions. The BS processes transmission link scheduling and adjusts transmission duration and power on both BH and access links. Figure 3 shows an example of the considered HetNet. In the context of maximizing network throughput of the considered mmWave HetNet, it becomes quite challenging to schedule transmission links and to allocate radio resource to both BH and access links, for downlink and uplink transmissions, when the same radio resource and air interface are shared between mmWave BH and access links as well as time-division duplex (TDD) mode is assumed. We consider scheduling as many concurrent transmission links simultaneously as possible to fully exploit spatial multiplexing, and time/power resource allocation on the simultaneous scheduled links relies on the result of concurrent transmission scheduling.
probleM forMulAtIon
We formulate the joint scheduling and resource (transmission duration and power) allocation problem mathematically as a constrained optimization problem. It is assumed that M transmission links are scheduled in a given frame consisting of N slots as illustrated in Fig. 4a . These slots are allocated to K SDMA groups, and the number of slots in each group is denoted as n k . Here, an SDMA group is defined as a transmission interval that consists of consecutive slots. It is worth noting that SDMA groups are mutually orthogonal in time-frequency, but inside each group multiple links can be scheduled simultaneously. The achievable data rate of link i in SDMA group k is denoted as r i k , and can be calculated according to Shannon channel capacity equation as
Here, B represents the available bandwidth, and h models the white Gaussian noise power over the indicated link. Based on the above description, the generic representation of maximizing network throughput problem can be described as 
schedulIng And resource AllocAtIon AlgorIthM
To solve the optimization problem efficiently with low complexity, we propose a heuristic scheduling, transmission duration and power allocation algorithm, which is described in the following.
Concurrent Transmission Scheduling: The main idea of this algorithm is to determine which link(s) are to be transmitted in each SDMA group according to UE transmission request and interference information acquired by, for example, initial access and the interference sensing procedure. To simplify analysis of the considered HetNet, we abstract the network to a directed graph, referred to as "link graph" in Fig. 4b , where nodes represent network elements (BS, APs, and UEs), and edges represent transmission links among the elements. With the interference information, the link graph can be transferred to a new graph referred to as a conflict graph. In this graph, the nodes now represent the transmission links (edges in the link graph), and the edges depict the conflicts among links. Specifically, links that are "connected" by an edge either cannot be scheduled simultaneously due to half duplex constraint, or will result in interference above a threshold if simultaneously transmitted. An example of conflict graph construction is illustrated in Fig. 4b .
Having the conflict graph, a maximum independent set (MIS)-based scheduling algorithm is proposed to distribute links into different SDMA groups, where the maximum number of nodes in the conflict graph will be found so that no edge exists between any chosen nodes. In other words, the MIS-based scheduling algorithm finds the maximum number of links that can be transmitted simultaneously without violating half duplex constraints/causing strong interference. The algorithm iteratively schedules concurrent transmission links for each SDMA group by obtaining the MIS of the conflict graph until all links are scheduled.
Transmission Duration Allocation: With the concurrent transmission scheduling results, a proportional time resource allocation algorithm is proposed to determine the transmission duration for each SDMA group. We denote the number of slots that can be allocated to link i in the benchmark scheme (TDMA) as n i ; then the maximum number of slots among all links in the SDMA group k (denoted as V k ) can be obtained by
Based on this, the total number of N slots in the frame are allocated to each SDMA group proportionally to its maximum number of slots n k max , and the number of slots distributed to SDMA group k, denoted as n k , can be calculated as
where ⎣x⎦ is the floor function. Transmission Power Allocation: Because of spatial multiplexing, a given Tx may be simultaneously transmitting multiple links. Therefore, power allocation (split) across such links is required in order to meet the Tx sum power constraint. We apply the waterfilling power allocation algorithm to those Txs. Specifically, this algorithm gives more power to the links with higher signal-tonoise ratios (SNRs) and vice versa. For the Txs from which a single link is transmitted, full transmission power can be allocated. Note that the SNR-based power allocation, neglecting interference, is valid since interference suppression has been performed in the scheduling layer.
nuMerIcAl results
Monte Carlo simulations are used to evaluate the efficiency of the proposed algorithms in enhancing user throughputs. For the evaluation, we consider a HetNet deployed under a single Manhattan Grid, where square blocks are surrounded by streets that are 200 m long and 30 m wide. One BS and four APs are located at the crossroads. One hundred UEs are uniformly dropped in the streets. The channel model is consistent with [12] . Figure 5a shows the simulation results of user throughputs at carrier frequency of 28 GHz and bandwidth of 1 GHz. Here, cell edge user throughput is defined as the 5th percentile point of the cumulative distribution function of user throughputs. Compared to the benchmark time-division multiple access (TDMA) scheme, our proposed algorithm provides considerable improvement in both edge user throughput and average user throughput due to exploiting spatial multiplexing, which allocates more time resources to each link in the network by allowing multiple links to transmit concurrently. Figure 5b shows the simulation results of average user throughputs for different numbers of users in the network. On one hand, as expected, increasing the number of users reduces average user throughput due to limited bandwidth. However, enabling space dimension still achieves high user throughput in the case of 300 users, and provides significant improvement compared to the benchmark scheme. On the other hand, as user density increases, the gain of the proposed scheme to the TDMA scheme also grows (604, 614, and 623 percent by the proposed algorithm against TDMA for 100, 200, and 300 users, respectively). This is mainly because with the increasing number of users, allocable slots for each link in the TDMA scheme are limited and become a dominant factor in determining user throughputs; consequently, user throughputs benefit more from the spatial multiplexing gain.
conclusIons
In this article, an overview of RAN design, RRM considerations, and a corresponding framework of joint BH and access optimization of 5G mmWave radio communication systems is presented. A 5G mmWave cellular network has been characterized to have a large amount of available bandwidth at higher frequency bands, densely deployed small cells that closely interwork with macrocells, and large antenna arrays with directional antennas at both transceiver sides to enable high beamforming gains. Wireless backhauling and its extension, self-backhauling, have been considered as a key enabler for providing technology-dependent and topology-dependent coverage extension, capacity expansion, and supporting heterogeneous network deployment in 5G. One key challenge for wireless backhauling and self-backhauling is the RRM. This has been addressed in this article with joint BH and access optimization, which supports multiple simultaneous transmissions to exploit spatial multiplexing gain and allows flexible adaptation of resource usage including transmission duration and power allocation of different links. With the proposed joint BH and access optimization framework, the network throughput can be dramatically increased. 
