Abstract. We construct new effective geometric divisors on the moduli spaces Ag of principally polarized complex abelian varieties. For g ≥ 5 we obtain a divisor of slope smaller than the currently known minimum. This in particular allows us to prove that Ag is of general type for g ≥ 6, thus settling the case of the Kodaira dimension of A6 -since the 1980s the only dimension for which it has been unknown.
Introduction
The moduli spaces of principally polarized abelian varieties are one of the central objects in algebraic geometry. Understanding the birational geometry of A g is important for many problems where families of abelian varieties arise, and this has been pursued for a long time. In 1960s Igusa studied the embeddings of level covers of A g by theta constants, and Satake and Baily-Borel constructed and studied the minimal compactification (a.k.a. the log-canonical model) of A g .
In the 1970s Freitag [Fr77] pioneered the study of Kodaira dimensions of modular varieties and their subvarieties. In the late 1970s and 1980s the toroidal compactifications of A g were introduced (see [FaCh90] for comprehensive details). In [Ta82] Tai showed that for the study of the birational geometry essentially only the rank-one toroidal degenerations need to be considered, and proved that A g is of general type for g ≥ 9. Then Freitag observed [Fr83] that A 8 is also of general type. Finally, in 1982 Mumford [Mum82] proved that A g is of general type for g ≥ 7. It was also shown by 1984 that A g is unirational for g ≤ 5 (see [Cl83] for A 4 , and [Don84] , [MoMuk82] , [Ve84] for A 5 ), and thus only the Kodaira dimension of A 6 remained unknown.
In this paper we construct a series of new effective geometric divisors on A g , and use them to show that A 6 is of general type, thus settling the last unknown case. Our construction can be applied to any multi-polarized varieties, and may be of interest in that more general setting. In the process we also get interesting rational maps from level covers of A g to moduli spaces of curves, and describe the geometry of the universal theta divisor on the universal semiabelian family with or without a level structure. The structure of this work is as follows. In section 2 we introduce the notations and define the relevant objects for the study of moduli of abelian varieties with level structure. In section 3 we construct new effective geometric divisors on A g and state the main result of this paper: the calculation of the class of these divisors in the Picard group, from which it follows in particular that A 6 is of general type. In section 4 we express the divisor classes as an intersection theory problem on the universal (semi)abelian family. In section 5 we study the intersection theory on the universal semiabelian family with no level; in section 6 we do the same, but for the level cover.
Notations and definitions
2.1. Notation. We denote by A g the moduli space of principally polarized complex abelian varieties of dimension g. In the following when we talk about "abelian varieties", we always mean implicitly "complex, with principal polarization". We denote by X g → A g the universal family of abelian varieties, with the fiber over a point [A] being the abelian variety A itself.
The universal cover of A g is the Siegel upper half-space H g , the elements of which are period matrices τ : g × g complex symmetric matrices with positive-definite imaginary part. We will sometimes work locally on A g and consider a neighborhood in H g , denoting an abelian variety corresponding to τ ∈ H g by A τ := C g /(Z g + τ Z g ).
2.2. Notation. We denote by Θ the theta divisor on an abelian variety. Algebraically, this is an ample divisor with one global section. Analytically, it can be thought of as the zero divisor in z of the theta function θ(τ, z) := n∈Z g exp(πi(n, τ n) + 2πi(n, z)), where τ is the period matrix of the abelian variety, and z ∈ C g , i.e. z is a point on the universal cover of A τ .
The moduli space A g is not compact, and thus a compactification should be considered. We will not need the full compactification, and will only work with the partial compactification obtained by adding rank-one degenerations, which we will now describe, following Mumford (see [Mum82] , 1.8).
2.3. Definition. A (non-normal compactification of a) rank-one-degenerated g-dimensional semiabelian variety S is an extension 1 → C * → S → B → 0 of a principally polarized abelian variety B of dimension g − 1, completed to a P 1 -bundle S over B, in which the 0 and ∞ sections (each a copy of B) are identified with a shift by some b ∈ B that is not of order 2. The generalized theta divisor Θ ⊂ S is a section of the map S → B away from Θ B ∩ t b Θ B (where Θ B ⊂ B is the theta divisor, and t b denotes translation by b ∈ B), and the full fiber of the map S → B over Θ B ∩ t b Θ B , such that Θ intersects the zero-section of S in the theta divisor Θ B , and the ∞ section in the shifted theta divisor t b Θ B . The existence of such a divisor determines the extension S (depending only on B and b) uniquely. Adding rank-one-degenerated semiabelian varieties (which for brevity from now on we will call simply "semiabelian") to the moduli space A g defines the partial compactification A g . We denote by X g → A g the (stacky) universal family. This notation is not standard, as it is usually reserved for the full toroidal compactification. However, as this is the only compactification that we will consider, no confusion should arise.
The locus of semiabelian varieties forms the boundary divisor ∆ ⊂ A g , from which there is a natural map to the moduli space A g−1 , with fiber over B being B/Aut(B, Θ B ). We note also that for each (B, Θ B ) ∈ A g−1 we get a 2 : 1 map f : B −→ A g (going to the preimage of [B] ∈ A g−1 under the contraction ∆ → A g−1 ), as gluing by b yields a semiabelian variety isomorphic to the one obtained by gluing by −b. We will need more details about the construction of the universal family of semiabelian varieties in section 5.
The partial compactification A g is not compact; however, it was shown by Tai in [Ta82] that Cartier divisors on A g extend to Q-Cartier divisors on the first Voronoi toroidal compactification. It is known that for dealing with the general type issues it is then sufficient to to work with this partial compactification -see the discussion in [Mum82] .
2.4. The group Pic Q (A g ) is generated by two elements. One generator is the Hodge class λ: the first Chern class of the bundle of holomorphic 1-forms (i.e. the fiber over [A] ∈ A g is T * A = H 1,0 (A)). The Hodge bundle extends to the Satake compactification A Sat g := A g ⊔A g−1 ⊔. . .⊔A 0 , from which A g is obtained by the blowup along A g−1 and throwing out the lower-dimensional pieces. Thus λ is trivial on the fibers of the map A g → A Sat g , i.e. on the fibers of ∆ → A g−1 . The class λ is effective and nef on A g ; we refer to [vdG99] for a detailed study of the properties of the Hodge bundle.
The other generator of Pic Q (A g ) is δ, the class of the boundary divisor ∆. This divisor is effective, but not nef on A g . For a divisor aλ − bδ we call the ratio a/b its slope. The minimal slopes for effective or nef divisors are important invariants of A g -see [Hu00a] and [SB05] for recent progress on the nef cone, which led to a proof in [SB05] that the first Voronoi toroidal compactification is the canonical model for A g for g ≥ 12.
2.5. It is known (see [Ta82] ) that the canonical class of A g is
and thus has slope g + 1. Since λ − ǫδ is ample for any small ǫ > 0, to show that A g is of general type it suffices to construct an effective divisor on A g of slope less than g + 1, in particular of slope less than 7 for g = 6 -then K Ag can be represented as the sum of an effective and ample divisors. This is the goal of this paper. We remark that Mumford proves that A g is of general type for g ≥ 7 by computing the slope of the Andreotti-Mayer divisor -consisting of those abelian varieties for which the theta divisor is singular -to be 6 + 12 g+1 .
2.6. Notation. Let us fix some prime power m = p k ≥ 3. Let A g (m) denote the level m cover of the moduli space of abelian varieties -this is an irreducible component in the moduli space for the objects consisting of an abelian variety A together with a choice of a spanning set for the Z/mZ module A[m] of points of order m. Note that since we can change bases by taking linear combinations, all the irreducible components are isomorphic, and so we can take whichever one we want. We denote by π : A g (m) −→ A g the covering map -forgetting the choice of m-torsion points. The cover π is Galois, with the deck transformation group Sp(2g, Z/mZ) -since m = p k , this group is simply Sp(2g, Z p ) mod m.
The m torsion points admit a symplectic pairing called the Weil pairing, induced by the polarization. We can fix the irreducible component we take by fixing the Weil pairings between the elements of the spanning set. Since the action of Sp(2g, Z/mZ) on the points of order m preserves the Weil pairing, such a choice fixes the component we pick.
The space A g (m) can also be partially compactified to yield A g (m). The cover π : A g (m) → A g only branches over the boundary, with branching order m, and over the locus of reducible abelian varieties, which is codimension ≥ g − 1 (see [SM94] and [FaCh90] for more details). The boundary divisor ∆(m) of A g (m) maps to A g−1 (m) ⊂ A Sat g (m), and the map ∆(m) → A g−1 (m) is the universal family of abelian varieties over A g−1 (m) with level structure for m ≥ 3, and the universal Kummer variety for m = 1, 2 (see [Hu00a] ). We denote by X g (m) and by X g (m) the universal abelian and semiabelian families over A g (m) and A g (m), respectively.
3. The construction of new geometric divisors on A g 3.1. Working on A g (m) allows us to choose universally points of order m. A point α ∈ A[m] can be thought of as α = 1 m (τ ε + δ) with ε, δ ∈ (Z/mZ) g . Let us understand the universal family of translates of the theta divisor by a point α of order m on the universal level abelian variety X g (m). Of course locally there is no problem -we can just think of the actual translate of the actual theta divisor, i.e. locally a subvariety of X g . However, to be able to eventually study the degeneration of the translates on the boundary of A g (m) properly, we need to consider them as subvarieties of X g (m). We can think of X g (m) locally as being the same object as X g , but with the natural polarization map on its fibers being the multiplication by m rather than the identity.
Analytically, if τ is a point in the Siegel space H g , we can think of the fiber of X g over it as being C g /(Z g +τ Z g ), and of the fiber of X g (m) over it as C g /(mZ g + mτ Z g ). These two abelian varieties are of course biholomorphic, but the level and no level universal families are different. The map from X g (m) → X g in this picture is obtained by taking the quotient by the larger lattice, and has degree m 2g on the fiber (see [HuKaWe93] , [Hu00b] ).
To define the universal family of translates algebraically, we recall that an abelian variety with level m structure is an abelian variety A with a choice of a symplectic basis v 1 , . . . , v g , v g+1 , . . . , v 2g for points of order m (this means that in this basis the Weil pairing is 0 1 −1 0 in g × g block form). We can then consider the projection map A → A/v g+1 , . . . v 2g , which is of degree m g , and pull back the theta divisor under it, thus getting a section of |mΘ| on A. This divisor can be translated by v 1 . . . v g to get various translates of the theta function.
Analytically, the universal family of translates can be described as follows. Over H g ×C g , which is the universal cover of X g (m), consider for any τ ∈ H g the projection map from A m,mτ := C g /(mZ g + mτ Z g ) to A 1,mτ := C g /(Z g + mτ Z g ), and further translate it by a point in Z g /mZ g . Then the universal translate is the pullback of Θ A 1,mτ to A m,mτ ⊂ X g (m) under such a map.
Notice that since v 1 , . . . , v g were isotropic -had zero Weil pairing with each other -all the translates we obtain are isotropic. Thus we have m g universally defined mutually isotropic theta translates, each thought of as a divisor on X g (m) restricting to a section of |mΘ Am,mτ | over A m,mτ ∈ A g (m), projecting to an actual translate of the actual theta divisor Θ A 1,mτ .
3.2. Remark. In view of the above definition, it is very tempting to think that the universal theta translate is the divisor of an m'th order theta function, i.e. an expression of the form Θ[0](τ, z) := θ(mτ, mz). However, this is not the case, and this is a delicate point that is important for further computations. Indeed, m'th order theta constants (the values of theta functions at zero) are, for all m, modular forms of weight 1/2. Thus in particular (θ(τ, z)) m is not an m'th order theta function (which can also be seen directly from Riemann's addition formulae).
The universal theta translates we defined are, as divisors on X g (m), linearly equivalent class of the divisor (θ(τ, z)) m : this is the m'th power of the polarization on X g , and defines globally a family of m-polarizations on X g (m), compatible with the map from A g (m) to the moduli space of m-times principally polarized abelian varieties (see [Hu00b] ), and all theta translates are thus linearly equivalent to it. The class of the universal theta translate can also be computed from the explicit formula θ(mτ, p(z)) for the theta translate (where we denote by p : A m,mτ → A 1,mτ the projection map).
We thank Riccardo Salvati Manni for a fruitful discussion and explanations regarding this point.
3.3. Definition. For any 1 ≤ d ≤ g let us choose universally over A g (m) a set α 1 , . . . , α d of points of order m, whose reductions in Z/pZ are linearly independent. Moreover, let us require the Weil pairing of these points to be trivial. In particular, we could just choose the set v 1 , . . . , v g in the above notations, which analytically corresponds to choosing α i = 1 m τ e i for i = 1, . . . , d, where e i is the unit vector in the i'th direction. Note that a choice of d vectors on which the Weil pairing is trivial would be impossible for d > g, which would in particular make our proofs in 3.5, 3.7, and 6.8-6.10 not to work then.
We denote by V i ⊂ X g (m) the universal theta translate corresponding to α i . For any point τ ∈ A g (m) we then consider the intersection
. Finally, the loci we are interested in are the projections
3.4. We note that T 1,1 = N 0 is the Andreotti-Mayer divisor. The case we will be interested in is d = g, so that the locus T g (m) consists of those abelian varieties for which the g translated theta divisors V i are tangent at one of their intersection points.
One could also try to consider g+1 translates and the corresponding locus T g+1,m -those abelian varieties for which the chosen g + 1 translates have a non-empty intersection -but technically this turns out to be very different and presents some problems in dealing with the level cover structure that do not appear for d ≤ g. 
Proof.
Since the map sending τ ∈ A g (m) to the intersection M (d) (τ ) is algebraic, to prove the theorem it suffices to show that there exists at least one point τ ∈ A g (m) for which M (d) (τ ) is smooth, and of expected dimension. In fact let us prove that this is the case for some abelian varieties in a neighborhood of the (degenerate) period matrix of the Enriques curve (the nodal curve obtained by attaching two rational curves in g points), with a distinguished choice of a level m structure. Note that although the Enriques curve is not a rank 1 degeneration, a generic point in its neighborhood corresponds to an abelian variety.
In [Du82] Dubrovin introduces coordinates and computes the expansions of theta functions near the period matrix of the Enriques curve. Indeed, for the Enriques curve the period matrix has i∞'s along the diagonal (note that our notations differ from Dubrovin's in that we have the multiplication by i), and thus it is natural to expand everything in Taylor series in terms of the variables ε j := exp(iτ jj ) and ξ jk := exp(iτ jk ) for ε j near 0. Then by using the definition of the theta function, we can get, similarly to Dubrovin (officially this is the Fourier-Jacobi expansion of theta, in many variables)
where we choose α n to be the unit vector in the n'th direction in (Z/mZ) g , i.e. α n = 1 m τ e n . Suppose that for all period matrices τ near the Enriques curve the variety
Computing to the 0'th order in ε, this means that we must have (since
and that there must exist some coefficients C n (ξ, ε) such that there is a linear dependence
From the vanishing of the theta functions at Z(τ ) it follows that we must
+ O(ε n ) = 0 for all n. Now choose the C n that is of lowest order in ε (ordered lexicographically -if there is more than one such, pick one). Then for the derivatives in the n'th direction the lowest order term will only come from differentiating t αn θ and thus we will have
from which it follows that e 2πiZ 0 n m ε
Subtracting this equality from (⋆) implies m e 2πiZ 0 n (1−m) m = 0, which is impossible. Thus we have actually proven that M (d) (τ ) is smooth of codimension d for all abelian varieties in the neighborhood of the period matrix of the Enriques curve.
3.6. Remark. ¿From theorem 3.5 we know that the locus T d,m is not the whole space. For d = 1 we know this locus is a divisor. For our case, d = g, from a simple dimension count it is also clear that T g,m is a divisor: the universal family M (g) ⊂ X g is given by g equations, and the singularity condition is just one extra condition det i,j ( ∂ ∂z i t α j Θ) = 0. One can ask whether T d,m is a divisor for all d. Though it seems likely that this is the case, we have not been able to prove it (we know this is the case for d = g−1, as we can compute the non-zero divisor class then -see remarks in 7.1).
One can also wonder what kind of singularities M (d) may have. We now show that for d = g generically the only thing that happens is that one of the points in M (g) becomes multiple; this will be needed for our intersectiontheoretic framework in the next section to apply.
3.7. Lemma. For level m = p k where k is high enough, let β 1 , . . . , β g be a universal spanning set for an isotropic maximal subgroup of the m torsion points, then there are suitable integers k 1 , . . . k g such that for
is planar and 0 dimensional, for τ away from a locus of codimension at least 2 in A g (m).
Proof. We will prove this statement by induction on the number of translates α i , the case of g of them giving the lemma. Indeed, consider for some Note that by definition the varieties V i (see Definition 3.3) project on translates of the theta divisor, for A 1,mτ . Thus analytically we may work on A g instead of on the level cover A g (m), by rescaling mτ on H g . The base of induction is provided by the case of Andreotti-Mayer divisor N 0 of abelian varieties with singular theta divisor, for which (1) is proven by Mumford's heat argument (see [Mum82] 2.5), and (2) is obvious, since M (1) is a divisor. Now assume that the inductive assumptions are satisfied for d, with some m = m d = p d , and let us prove this result for d+1. Notice that for (2) to fail over some τ for some point z, the normal space to M (d+1) (τ ) at z must be of dimension at most d, in which case it follows that τ ∈ T d (m) and z ∈ S d (τ ). Let us choose points τ 1 . . . τ N , one on each irreducible component of T d (m), such that for each of them S d (τ i ) is finite (which is possible by (1)). Let us then choose α d+1 , for level m = p k high enough, so that its divisor does not pass through any points of any S d (τ i ) -this is possible since for large enough m the linear system |mΘ|, generated by m'th powers of translates of theta by points of order m is N -very ample on any abelian variety. Note that the level increases in the inductive step, but can be made to remain a power of p.
We now assume for contradiction that (1) is not satisfied for d+1, i.e. that there is some divisor E ∈ A g (m) such that ∀τ ∈ E we have dim S d+1 (τ ) ≥ 1. At the singular points the normal space to M (d+1) (τ ) drops dimension, i.e. there is a linear dependence between the gradients of θ and of v 1 . . . v d+1 at these points, with coefficients c i (z).
Unless all the coefficients are independent of z, for some i the condition c i (z) = 0 cuts out on S d+1 (τ ) something of codimension one, which is thus non-empty. However, if c i (z) = 0, the rank of the gradients (the dimension of the normal space) at z is at most d, which contradicts (2) for d + 1, which has already been proven.
However, if the coefficients c i (z) are independent of z, then Mumford's heat argument applies to the function F := c i (τ )v i (τ, z), which satisfies the heat equation along S d+1 (τ ), as all v i vanish there, so that
The main result of this paper is the computation of the class of the divisor
Main theorem. As m → ∞, the slope of the divisor class T g,m approaches
In particular for genus g = 5 we get slope 7.38 . . . in the limit, which is less than the minimal slope of effective divisors constructed before (that previously known minimum was 7.71 . . . for N * 0 , see [Mum82] ). The genus 6 yields the following Theorem. A 6 is of general type.
Proof. The limit of the slopes is s(T 6,m ) → 6.947 . . . < 7 = s(K A 6 ) 4. Computing the class of T g,m from the intersection theory on the universal family
We will now describe the general framework for computing the number of singular fibers in a family of complete intersections over a test curve, by expressing it as an intersection number on the universal family.
Idea of the calculation
The method of calculating the class of π * T in Pic Q (A g ) is by computing its intersections with the two test curve classes generating the cone of curves of A g : any curve in the smooth part A g , and any curve in the boundary that gets contracted to a point in A Sat g . Since π * T is the projection from the level cover, rigorously what we should do is take a test curve C ⊂ A g and consider the intersection of T with its full preimage π −1 (C) ⊂ A g (m). Since the cover π branches to order m over the boundary, it means that the numbers we get for the intersection over the boundary should be divided by m, as there are m times fewer preimages of the test curve there.
Intersection-theoretic computation over a test curve
Suppose we have a universal family of abelian (or semiabelian, see next section) varieties, with a level structure, A lying over a test curve C ⊂ A g (m). Since we will eventually want to apply this to compute the class of T d,m , we are actually thinking of C as being a component of the preimage of a test curve in A g under the level cover π.
Consider the universal family M (g) ⊂ A over C, which is the complete intersection of the families of divisors V 1 , . . . , V g . All of the divisors V i are numerically equivalent, and we denote by D the class of any one of them. We denote by p M : M → C and p A : A → C the projection maps, and by i : M ֒→ A the inclusion.
What we want to calculate is the number of singularities of M in the vertical (fiber) direction -this is exactly the intersection number of T d,m with C.
4.3. By lemma 3.7 we know that for C generic, the fibers of the map p M are finite, i.e. that for each abelian variety parameterized by a point on C the corresponding intersection M (g) is a finite set of points. Note that in the course of the proof of lemma 3.7 we increased m in every step of the induction. As a result the intersection we take is not of a spanning set of elements of (Z/mZ) 2g . However, we do know that for m = p k large enough, and for an appropriate choice of k 1 , . . . , k d as in the statement of the lemma, the intersection M is of dimension 0 away from codimension 2 on A g (m).
4.4. Thus we can apply Riemann-Hurwitz to compute the number of singularities of M in the vertical direction. We phrase it as a GrothendieckRiemann-Roch to emphasize that this technique is also applicable to the case of d = g − 1, and that the fact that M may have several components or singularities is taken into consideration. Indeed, the correct way to assign multiplicities to points of the divisor T g (m) is exactly via the application of Grothendieck-Riemann-Roch to the projection of the families. The number of singularities of M in the vertical direction is the number of branching points of the map p M , which is the left-hand side of
For the case we are dealing with, that of d = g, M is a curve, and thus all the higher Chern classes of sheaves on it vanish. We will thus only need to consider χ := −c 1 (T A/C ) has only the first Chern class, which we denote by −χ.
Proposition. The class
Proof. Todd class is multiplicative on exact sequences. Thus from the following sequence of sheaves on M,
Proof. From the exact sequence (4.2) we see that
To calculate c(T A | M ) consider the dual of the adjunction short exact sequence:
4.7. Proposition. When we collect the terms for the right-hand side of (4.1), we thus finally get
Since M ⊂ A is a complete intersection of g sections of D, pushing forward from A to M means multiplying by D g , and thus the class of degree g + 1 that we get from the above expression is: 
Thus finally on the level m cover we get
5.1. We are interested in studying the intersection of the divisors V i over the boundary of A g (m), and determining the locus of semiabelian varieties for which it is singular. Writing down the singularity condition leads to a very complicated determinantal condition (in Mumford's case -for the singularities of one theta divisor -this is much simpler), and we were unable to study it directly. What we do instead is an intersection-theoretic computation over a family of semiabelian varieties. Thus what we will need to do is determine the intersection numbers D g+1 and D g χ on the universal semiabelian family, where D is the universal theta divisor over ∆. Before we proceed to work over the level cover in the next section, in this section we consider the case of no level as a warm-up. Presumably some of the results we obtain may be known to the experts, but apparently the intersection theory has not been determined previously.
Divisors on the universal semiabelian variety.
5.2. We first recall the construction of the universal family of semiabelian varieties over a fiber of ∆ → A g−1 over some B ∈ A g−1 (see [Mum82] , 1.8 for a brief intro, and [HuKaWe93] , [FaCh90] for details). Let G be the Poincaré bundle over B × B -it is the universal degree 0 line bundle over B, i.e. the unique line bundle such that G| 0×B is trivial, and G| B×b for any b ∈ B is the degree zero line bundle on B corresponding to b.
Then the family of universal semiabelian varieties in ∆ lying over B is defined in the following way: we remove the 0-section from the bundle G to get a C * -bundle over B × B, take the corresponding P 1 -bundle over B × B and identify its zero and infinity sections via a shift by b.
Formally, let E be the trivial line bundle on B × B, and let G = P(E ⊕ G) be the birigidified P 1 -bundle constructed from the Poincaré bundle G (see [HuKaWe93] ). We denote by G 0 and G ∞ the zero and infinity sections of G over B × B, respectively. The universal semiabelian variety over B × B is obtained by identifying G 0 and G ∞ with a shift by b:
and the universal semiabelian familyG −→ B is the projection to the first coordinate.
5.3. The polarization on one semiabelian variety can be determined by studying the degeneration of the theta functions (shifted by half the diagonal of the period matrix), as Mumford does:
In particular from this one can immediately see that the theta divisor on one semiabelian variety is a section (B Θ B ∩ t b Θ B ) → G| B×b , plus the full fiber over Θ B ∩t b Θ B ; and that this divisor is the blowup of B at Θ B ∩t b Θ B . Note, however, that this cannot be globalized, i.e. it is not the case that the above formula defines the universal semiabelian theta divisor over all of B × B (the shift of the argument z that Mumford uses is not Sp(2g, Z)-invariant).
Indeed, the number e 2πiz 1 above should be thought of as the algebraic coordinate x on the P 1 -bundle, and if we were to write the universal theta divisor, the x above should be a section of G. The ad hoc answer for the universal theta function over B × B is then given by
Proposition. The universal semiabelian theta function is
2 ), where (z, b) ∈ B × B, and x is the fiber coordinate onG. Proof. To verify this, let us determine the transformation laws for x as we add lattice vectors in Z g−1 + τ B Z g−1 to z and b -this will determine the bundle over B × B where x lives. Indeed, note that when we restrict to z = 0 (i.e. to 0 × B), the above formula is just (1 + x)θ( b 2 ), and for the zero locus of this to be well-defined, x has to transform trivially, i.e. the bundle to which x belongs is trivial over 0 × B. Similarly fixing the b and using the theta transformation laws for θ as a function of z, we see that on B × b the x is a section of the numerically trivial bundle corresponding to b (i.e. for the zero locus to be well defined, we would need to have x(z + n + τ B m, b) = exp(2πi(b, τ B m)) x(z, b)). Thus the bundle on B × B in which x from the formula θ(z − b 2 ) + xθ(z + b 2 ) has to live for the formula to make sense is precisely the Poincaré bundle. We will also rederive this expression for the universal theta divisor algebraically in what follows.
5.5. We will perform our intersection computations over a test curve C ⊂ ∆ projecting to a point B in the Satake compactification. This means that all of the above will be restricted to B × C. We use the same letters to denote the restriction of the classes introduced above to B × C, and also their pullbacks toG| B×C . From now on we only work over B × C, and never over B × B. We denote by n the intersection number C · Θ B .
5.6. Working on the "clutched" singular varietyG is hard, and we will thus consider the preimage of D under the clutching map G →G (also denoted by D). We do our GRR computation on G, but the correct number to compute is the number of singularities in the vertical direction of M onG, and thus the intersection of M with the clutching locus may enter the computation. This actually will turn out not to matter for the case of no level, but will influence the results when we do the appropriate computation on the level cover. We thus determine this correction term now.
Proposition. The correction term, i.e. the number of vertical singularities of M onG minus the number computed from GRR on G, is equal to
Proof. Indeed, the curve M ⊂G compared to its preimage in G has additional nodes coming from the clutching of G 0 and G ∞ . The points that are clutched are precisely the intersection points of M = D g ⊂ G with G 0 ∪ G ∞ . Each such extra marked point contributes one to the computation of the relative canonical sheaf in Riemann-Hurwitz. This contribution thus totals D g (G 0 + G ∞ ) and should be subtracted.
Divisors on B × C.
5.8. Eventually we will reduce all the intersection theory calculations on G that we will need to B × C, so we start by studying the intersection theory there. From now on we will assume that B is very general.
Notice that while for a very general abelian variety the Neron-Severi group is one-dimensional, this is not the case for B×B. Let us denote by α = c 1 (G) the first Chern class of the Poincaré bundle on B × B (restricted to B × C). Let µ := Θ B × C and η := B × (Θ B ∩ C) (i.e. η = B × {n points}). 5.9. We also define three curves in B × C: a := {(x, 0)|x ∈ C}, b := {(0, x)|x ∈ C}, c := {(x, x)|x ∈ C} (for the last curve recall that C ⊂ B). Computing the intersection of the classes µ and η with these curves is easy: we just forget the irrelevant factor. To compute the intersection of the class α of the Poincaré bundle with these curves note that the Poincaré bundle is trivial on 0 × C and B × 0, so that the intersections with a and b are zero, while the restriction of the Poincaré bundle to the diagonal, pulled back to one of the factors, is O(2Θ B ) (see [Mum82] ), the degree of which on C is 2n. Thus the intersections are curve divisor µ η α a n 0 0 b 0 n 0 c n n 2n
It follows that the curve classes a, b, c are linearly independent.
5.10. Proposition. For a very general B ∈ A g−1 , the group N S(B × B) is 3-dimensional and generated by the classes µ, η and α.
Proof. In [GrHa78] it is shown that for a generic Jacobian J the NeronSeveri group N S(J × J) is 3-dimensional. By semicontinuity of the rank, it follows that for a very general B the Neron-Severi group N S(B × B) is at most 3-dimensional. This is also a special case of the computations in [BiLa04] , section 5.3.
5.11. We will want to compute the intersection theory of divisor classes η, α, µ on B × C, which is the restriction of their intersection theory on B × B. We do not prove that N S(B × C) is also 3-dimensional, but since our computations happen in the image of N S(B × B) ֒→ N S(B × C), it is enough only to consider classes on B × C coming by restricting from B × C.
Intersection theory on B × C.
Note that the Poincaré bundle is numerically trivial on all horizontal and vertical fibers of B × B.
Since α · η is the c 1 of the restriction of the Poincaré bundle to η, which is geometrically just B times n points, this must be zero, i.e.
(5.1)
Moreover, we know that
since η is a pullback class from one-dimensional C.
5.13. Consider the divisor F N of {θ(z + N b) = 0} on B × C. To compute the class of F N , we intersect it with the curves a, b, c: on a it restricts to become θ(x), on b it is θ(N x), and on c it is θ((N + 1)x). Thus its intersections with these three curves are equal to n, N 2 n, and (N + 1) 2 n respectively. Thus by using the intersection matrix from 5.9 we see that F N = µ + N α + N 2 η. However, we know that F 
This equality must hold for all N , which implies that in the binomial expansion of (µ + N α) g only the term quadratic in N can be non-zero. Since the term quadratic in N is N 2 g(g − 1)α 2 µ g−2 /2, we thus finally get
Divisor classes on G. 
Let us determine the group N S(G)
5.16. On G there is one extra curve class in addition to the curves a, b, cthe class of the general P 1 fiber of the bundle. The pullback of any divisor from B × C has zero intersection with this class, while any section of Gin particular G 0 and G ∞ -have intersection 1 with the fiber, and thus are equal to ξ plus a pullback of some class from B × C. Let us denote by x and y the pullback divisor classes from B × C such that
Since G 0 corresponds to the P(E ⊕ 0) section of P(E ⊕ G), and G ∞ is the
5.17. However, we also know that the sections G 0 and G ∞ do not intersect. Thus we must have
Let us now intersect this class with the pullback of an arbitrary codimension g − 1 class γ from B × C. The intersection of the pullbacks of any g + 1 divisor classes from B × C is zero by dimension reasons, and thus the total intersection number is 0 = ξ(x + y − α)γ. By definition of ξ we know that for any pullback g-class E from B × C we have
Thus we must have 0 = ξ(x + y − α)γ G = (x + y − α)γ B×C for any γ, from which it follows that x + y − α = 0. Combining this with y = x + α yields x = 0 and y = α, which agrees with the intuitive description of G 0 and G ∞ as sections of P(E ⊕ G).
The class of the universal theta divisor.
The degree of D on every fiber of G → B × C is 1, and thus D is equal to ξ plus some pullback class from B×C. By inspecting Mumford's expression for the theta divisor on a single semiabelian variety, we see that D restricted to the abelian base of a single semiabelian variety is the theta function. What this means in the Chow ring (recalling that η is represented by the class that is a union of n semiabelian varieties) is that we have
Let us write D = ξ + M µ + Aα + Bη, so that the above then becomes 
Since this must hold for all N , we can equate the coefficients of the same powers of N on both sides, and get
Proof of theorem 5.19. Let us compute
where the trailing terms are pullback classes from B × C. We know that G 0 and G ∞ are identified via s. This means that if we take some codimension g − 1 class γ on B × C, and intersect it with D · G 0 , the result should be the same as if we shifted γ by s and intersected with D · G ∞ . This then implies that s * of the coefficient of ξ in D · G 0 is equal to the coefficient of from which it follows that 1 + 2(A − 1) = 0 and thus A = 1/2. Now we need to determine B -the coefficient of η. To do this, we note that since on one abelian variety we know the expression for the semiabelian theta function, and on the base it is just the theta, it follows that
and thus the intersection number is
and for this to vanish implies B = 1/4. Notice that this means that D| G 0 = F −1/2 , i.e. is the divisor of θ(z − b/2), exactly as we checked in Proposition 5.4.
Intersection theory on G.
5.21. As a warmup to the intersection-theoretic computations on the level cover that we will need later, let us compute the pushforwards of the powers of the universal theta divisor for the semiabelian family ∂X g , for no level. As a result we should be able to check Mumford's computation of the boundary coefficient of the Andreotti-Mayer divisor N 0 . First observe that since ξ 2 = −αξ and ηα = 0, it follows that (5.6) ηξ 2 = 0.
To be able to apply formula (4.3) for the number of singularities of M over C in the vertical direction, we need to know c 1 (T G/C ).
Proposition ([Fu98], example 3.2.11). The total Chern class of the relative tangent bundle is
so we have χ := −c 1 (T G/C ) = −2ξ −α, for the following GRR computations.
5.23. Using the class of the universal theta divisor from theorem 5.19, we compute
5.24. To compute the term D g χ = −D g (2ξ + α), there is an easy simplifying trick.
and also
Adding the two expressions above, we get
5.25. Remark. Mumford proves (in dealing with the Hodge coefficient) that the class of the Andreotti-Mayer divisor is p G * (D g+1 + D g χ) in our notations. Recall that the boundary divisor restricted to the preimage of B ∈ A g−1 is ∆| C = −2Θ B (see [Mum82] ), so that for our test curve C for which C · Θ B = n, we have C · ∆ = −2n. We computed the class of the pushforward
with C, which is the intersection number ∆ · C multiplied by − (g+1)! 12 . Thus it follows that the boundary coefficient of N 0 is equal to − (g+1)! 12 , which agrees with Mumford's computation done directly from the singularity condition in [Mum82] .
6. Intersection theory on the universal level semiabelian family 6.1. We now turn to the geometry of ∂X g (m), and the limit form of the translates of theta by m-torsion points. One way to do so is to follow through with the general description of the semiabelian degeneration, given in [FaCh90] or [Al99] . However, we are only interested in what happens on the partial compactification, and for this the approach explained in [HuKaWe93] and [Hu00b] suffices; we sketch below the main details. We recall that on the smooth locus the translate of theta by an m-torsion point on X g becomes a certain section of |mΘ| on X g (m). For motivation, let us study the degeneration of the m'th order theta function given on a dimension g abelian variety A τg with coordinate z g by θ(mτ g , mz g ). From the formula for the degeneration in the case of no level we get as the limit
Since e 2πiz 1 could be thought of as the algebraic fiber coordinate on (the projectivization of) the Poincaré bundle, its m'th power e 2πimz 1 goes around the fiber of the Poincaré bundle m times. We of course know that the m'th order theta function is not the correct description of the polarization on X g (m), but this suggests that over the boundary the universal level semiabelian variety is the union of m identical copies of the projectivization of the bundle G attached to each other. To determine the way they are attached to each other, one can use the explicit degeneration formulae for theta functions, but the result is already described in [HuKaWe93] .
The answer is as follows:
P(E ⊕ G) i , where we put the index i simply to label the identical copies. Then (the non-normal compactification of) the universal full level m semiabelian variety is defined as
If we denote by G 
where the left column is taking the m'th power of the coordinate on each P 1 (and thus has total degree m 2 ), and the right column is the m-polarization map -recall that B comes with the level m structure, so this map has degree m 2g−2 . The analysis of the degeneration of any type of polarization is carried out in [Hu00b] section VI, as well as in [HuKaWe93] , [FaCh90] , and [Al99] (which is the origin of the diagram above, in a much more general form). In our setting we degenerate the full level m cover of a principally polarized abelian variety; since the situation is simpler than the general situation, it can be dealt with using simpler tools that go back to [Ne64] : consider a small punctured disc U * ⊂ A g about a point p ∈ ∆. LetŨ * be the pullback of U * to A g (m), and letŨ * 0 be a component ofŨ * . ThenŨ * 0 is also a punctured disc, and the coverŨ * 0 −→ U * is the standard m-fold cover. The group of deck transformations of this cover, which is the local monodromy about the level m semiabelian variety, is isomorphic to the Z/mZ spanned by the point we degenerate in the limit. 6.4. We recall [Mum82] , [Hu00a] that on A g (m) the restriction of the boundary divisor to a curve contracted in the Satake compactification is ∆(m)| C = − Divisors for the universal level family.
6.5. This computation is analogous to the case of no level, but much more involved. Since the degree of D is one on the fiber of any G i , we denote D i := D| G i = ξ i + mµ + A i α + B i η (the fact that the coefficient of µ is equal to m is derived the same way as for no level, by intersecting D with G 0 · η). Then we have 
(notice that for m = i = 1 this gives the same answer as the case of no level, as it should be).
Proof. We have determined all the coefficients of D i in terms of B and A 1 . To compute the coefficients B and A 1 we observe that the m'th power of the theta function is certainly a section of mΘ. In the previous section we computed the universal theta divisor on the no level semiabelian family. It is thus clear (or can be immediately seen from the formula (6.1)) that the restriction of the universal family of m-polarizations to the 0-section G
0 is the m'th power of the restriction of the universal theta divisor to G 0 for the no level case.
In the no level case we know that this restriction is equal to F − 1 2 · G 0 = (µ − α/2 + η/4)ξ. Thus we must have
and equating the α and η coefficients we get respectively A 1 − 1 = −m/2 and B = m/4. 6.7. Remark. Unlike the no level case there is no immediate analytic expression for the universal level theta function. Analogously to the case of no level, it is tempting to write the formula like θ m (z − b 2m ) + xθ(z + b 2m ) for the universal level theta function (onḠ 1 ), but taking into account the action of the shift operator s on the divisor classes, this formula would not give the correct answer. Indeed, this formula does not make sense globally, as there is no global notion of "dividing by m" on an abelian variety, and there is a non-trivial monodromy of the choice of the point b 2m as one takes b ∈ B around a cycle in π 1 (B). This is similar to the situation for theta translates not having an easy global analytic expression on X g (m). Thus the above computation rather uses the geometric properties of the universal level theta divisor and its transformation under the action Z/mZ to determine the class.
Counting the boundary components in ∆(m) with bad degeneration.
6.8. Before we proceed to use the description of the universal families of theta divisors to compute the intersection numbers we need, we need to make sure that the intersections M we are computing are indeed curves.
This, however, is not necessarily the case. Indeed, a boundary component is determined by prescribing which m-torsion point becomes "infinite" (i.e. notice that the group of m-torsion points on a semiabelian variety has m 2g−1 points; it is the quotient of the group of m-torsion points on a smooth abelian variety by some line, and we are specifying which line it is), and which mtorsion point corresponds to going from one copy G i to the next. 6.9. We fix the points α i = 1 m τ e i as before; let us investigate when the universal intersection M := V 1 ∩. . . V g is of dimension higher than one for all test curves on a boundary component, i.e. when on a boundary component the vanishing of g − 1 translates could imply the vanishing of the g'th one. ¿From the discussion above we know that for a single semiabelian variety the restriction of the universal theta translate to the base G ¿From the inductive proof of lemma 3.7 we know that for level m = p k sufficiently high, for β i general, the intersection of g translates t α i θ on the (g − 1)-dimensional abelian variety B is empty, and thus that the proportion of "bad" boundary components decreases to 0 as m goes to ∞ in the sense that the map M → C is finite for C generic enough.
6.10. When we compute the intersection numbers D g+1 and D g χ, and thus get the boundary coefficient of the divisor T g,m , this intersection-theoretic computation only makes sense for those boundary components on which M is indeed a curve. For the "bad" boundary components, where M is higherdimensional, the intersection computation would not work to compute the boundary coefficient of T g,m (which, recall, is the closure of the locus defined in the open part).
However, we can show that the boundary coefficient contribution from the bad components is non-positive -this is a general fact for all effective divisors on A g not containing the boundary (and a closure of any effective divisor on A g does not contain the boundary). Indeed, if the intersection of some effective divisor E ⊂ A g with our test curve C in the boundary is negative, then it means that C ⊂ E. However, since C can be chosen arbitrarily, i.e. over any B ∈ A g−1 , then this would mean that E contains the entire boundary component. Thus E · C ≥ 0, and recalling that ∆(m) · C = − 2 m Θ B · C < 0, we see that the boundary coefficient of E from any component is non-positive.
Summarizing this section, when we compute the intersection numbers for good boundary components, we see that the fraction ε m of bad boundary components of ∆(m) among all boundary components goes to zero as m → ∞, and that the contribution of the bad boundary components to the boundary coefficient in T g,m is non-positive; thus for m sufficiently large the boundary coefficient of the T g,m is at most that computed from the good components only, and thus the slope is at most what we get from the good components only.
Intersection computations results.
6.11. For sanity check we can verify that the top self-intersection number of the theta divisor on one semiabelian variety is the same as it is for abelian varieties, i.e. that
Indeed, using the class of D i that we computed, we get
6.12. In view of proposition 5.7, we need to determine the correction term, i.e. the difference between the computations on G andG. Going through the proof of the proposition for the case of the level m universal cover, we see that the correction is
6.13. Including the correction term we just computed, the class we need to compute is thus
Using the expression for D i , we get
To take the sum over i note that for any j ∈ R we have j 3 − (j − 1) 3 = 3j 2 − 3j + 1, so that
and the final answer is
6.14. We now deal with the term D g χ; compute
Let us now compute the first sum
For the second sum we let j = m + 1 − i, and note that then
so it is equal to the first sum. By adding the two expressions together we end up with and thus prove the main theorem for s(T g,m ).
Concluding remarks
7.1. The rational map A g (m) −→ M G An immediate consequence of Theorem 3.5 is that by setting d = g − 1 one gets a rational map F : A g (m) −→ M G for some large G (G can be calculated by adjunction). A priori it is not even clear that T g−1,m is a divisor, but since the boundary of M G is indeed a divisor, this can be proven to be indeed the case, once we prove that the indeterminacy locus of F is of codimension at least 2, i.e. that generically if M (g−1) is singular, it is a stable curve. This can indeed be proven by first using lemma 3.7 to show that generically M (g−1) can only develop planar singularities, and then by using a very involved generalization and amplification of Mumford's heat argument.
Then by using the identity δ = 12λ − κ 1 on M G and interpreting the bundles λ and κ 1 geometrically, one can utilize our Grothendieck-RiemannRoch setup to obtain the appropriate formula for the class of T g−1,m , which indeed happens to be p A(m) * ( Given the worth of geometry known for M G , it is natural to attempt to pull back other geometric divisors from it, and not just the entire boundary. In doing this we are faced with two problems: first, we need to be able to compute the class of the pullback in the Picard group. This seems doable: we actually believe that all δ i from M G pull back to zero (in fact that their preimages F −1 (δ i ) are of high codimension; we can prove this for δ 1 ). The second, and apparently harder, problem, is that we may be getting not a divisor, but rather the entire A g (m). Indeed, since the image of F is of very high codimension in M G , it may well lie entirely inside the effective divisor on M G that we are trying to pull back (this is the case for Brill-Noether divisors). If this difficulty is overcome, one would get many other effective divisors on A g , but we have not been unable to carry this out.
7.2. Another natural question to ask is whether all the other loci T d,m are also divisorial and, if so, what their classes are. Since they are indeed divisors for d = 1, g − 1, g, it is tempting to think that they are divisors for all d, but we do not know how to show this. The intersections of a number of translates were studied in detail at least since Coble [Co29] , and most recently by Debarre and Izadi [DeIz05] , who studied the intersection of two theta translates in genus 4. However, it appears that there is still a lot that can be done in this direction.
7.3. Finally, we would like to note that though our divisors T g,m have, for g large enough, slope smaller than all the other explicitly known geometric effective divisors, they are still far from having the minimal slope. Indeed, their slopes go to 6 as g → ∞, while by looking closely at the work of Tai [Ta82] and using a better bound for r g in theorem 2.8 there, one sees that the minimal slope of the effective cone of A g goes to zero.
It would thus be immensely interesting to construct explicitly any effective divisor of slope smaller than 6. Such divisors of small slope would also be of interest as, if there exists a genus-independent lower bound for the slopes of effective divisors on M g (the slope conjecture that predicted 6 for such a bound was recently disproven by Farkas and Popa [FaPo05] , and no constant lower bound is currently known), all of the divisors on A g of slope smaller than that bound would give new Schottky relations for the locus of Jacobians.
