Definition 1.2. Let (Ω, Σ, µ) be a measure space and assume that f is an admissible function on Ω. Define, for each α ≥ 0, the distribution function of f : f * (α) = µ ({x : |f (x)| > α}). Definition 1.5. Considering sequences as functions defined on Ω ⊆ Z, with µ = #, the counting measure, we use formula (1) to define for each k ∈ N, a * k = {a n } * (k − 1).
We recall the definition of weighted L q -norms. Definition 1.6. Let 0 < q ≤ ∞, and let w be a nonnegative measurable function on (Ω, Σ, µ). Assume that f is a measurable function on (Ω, Σ, µ). Define the weighted L q -norm of f with the weight w: = {a n · w(n)} l q . l q w is the space of sequences {a n } for which {a n } l q w is finite. We will make extensive use of the spaces of functions defined on R + with the following weight: Definition 1.7. Let 0 < p ≤ ∞, 0 < q ≤ ∞. We denote, ∀x > 0:
When we work with sequences, we denote, ∀n ≥ 1:
Definition 1.8.
(i) Assume that f is a measurable function on (Ω, Σ, µ) and that f * < ∞ on R + . For 0 < p < ∞, 0 < q ≤ ∞, and p = q = ∞, define the L(p, q)-norm of f :
L(p, q) = L(p, q)(Ω, Σ, µ) is the space of all measurable functions f , for which f L(p,q) is finite.
(ii) Analogously, {a n } l(p,q) = {a * n } l q w(p,q)
.
l(p, q) is the collection of all sequences {a n } for which {a n } l(p,q) is finite.
Lemma 1.9. Assume that {a n } * exists. For 0 < p, q ≤ ∞,
Definition 1.10. ON B is the collection of is an orthonormal uniformly bounded sequences {φ n } of complex-valued measurable functions. Theorem 1.11 (R.E.A.C. Paley, [10] ). Let {φ n } be an ON B on (Ω, Σ, µ), 1 < p ≤ 2, and c n =´Ω fφ n dµ:
. The following classical theorem shows that, in the context of L(p, q) spaces, Paley's theorem is best possible. Theorem 1.12 (G.H. Hardy and J.E. Littlewood, [6] ).
Let {c n } ց 0, f (x) = The extension of Theorem 1.13 to broader classes of sequences started with the introduction of quasi-monotone sequences by Shah [13] ; this concept also applies to functions defined on (0, ∞): Definition 1.14. Let β > 0.
(a) If a n ≥ 0 and a n · n −β ց, the sequence {a n } is called a β-quasimonotone decreasing sequence (written as {a n } ∈ QDS (β)).
(
QD (β). We say that {a n } is a quasi-monotone decreasing sequence if {a n } ∈ QDS and that f is a quasimonotone decreasing function if f ∈ QD.
The interest in quasi-monotone sequences stems from the fact that the class of trigonometric series with quasi-monotone Fourier coefficients is closed under term-by-term differentiation. For an application, see [11] .
Askey and Wainger [1] proved that if {c n } is a quasi-monotone sequence of trigonometric Fourier coefficients of f then for
An extension of Real Interpolation theory made it possible to simplify the proof of (8) . The extension consists of interpolation of normed monoids rather than normed vector spaces.
Tikhonov [14] defined the following extension of the class of quasi-monotone sequences: Definition 1.15. Let B ≥ 1. We write {a n } ∈ GM S (B) if for all n ≥ 1:
Define GM S = ∪ B≥1 GM S(B). If {a n } ∈ GM S, we say that {a n } is a general monotone sequence. Liflyand and Tikhonov [9] defined general monotone functions (GM ). We will work with a special case of their definition. Definition 1.16. Let B ≥ 1. We write f ∈ GM (B) if f ∈ BV loc ((0, ∞)) and for all x > 0:
where
If f ∈ GM , we say that f is a general monotone function. We will often use the following classes of functions and sequences: Definition 1.17.
:
We write for j = 1, 2,
Lemma 1.19. Let (Ω, Σ, µ) be a measure space and assume that f (ω) ∈ S α,ϕ for a.e. ω ∈ Ω. ThenΩ
GM S α,ϕ = {{a n } ∈ GM S : a n ∈ S α,ϕ , ∀n ≥ 1} .
We write GM α,ϕ (B) = GM α,ϕ ∩GM (B) and GM S α,ϕ (B) = GM S α,ϕ ∩GM S(B).
Lemma 1.22 (E. Liflyand and S. Tikhonov, [9] ).
Analogously for general monotone sequences: Lemma 1.23 (S. Tikhonov, [14] ).
2. Some results from Real Interpolation theory. 
A vector space equipped with a quasi-norm is a quasi-normed vector space, a complete quasi-normed vector space is called a quasi-Banach space. Definition 2.3. If G 0 and G 1 are monoids continuously embedded in a t.v.s., we say that (G 0 , G 1 ) is an interpolation couple.
Throughout this section, G 0 , G 1 will be quasi-normed monoids which form an interpolation couple in a t.v.s. of measurable functions, the topology of the t.v.s. is defined by the convergence in measure.
Definition 2.5. (K-method of interpolation of monoids). For f ∈ G 0 + G 1 , and for each 0 < θ < 1 and 0 < q ≤ ∞ or for 0 ≤ θ ≤ 1 and q = ∞, define
Define the Interpolation monoid with respect to K as
It is clear that (G 0 , G 1 ) θ,q;K is a monoid. When G 0 and G 1 are quasi-normed vector spaces, we call (G 0 , G 1 ) θ,q;K an Interpolation space. Theorem 2.6 (J. Gilbert, [5] ). Assume X is a quasi-normed monoid, w is a measurable positive function on Ω, σ is positive, piecewise continuous function such that both σ and σ t , where
3. Selected results from the theory of L(p, q) spaces. 
(a) Assume that g ց and that for all a > 0,
(b) Assume that g ր and that for all a > 0,
The following theorem is proved for sine Fourier coefficients in [12] . . Define
c k , and let {m (a n )} be the least bell-shaped majorant of {a n }, that is to say, m (a n ) := sup {|a k | : |k| ≥ |n|}. Then ∃A(p) > 0 so that:
Consequently,
4. Some elementary properties of GM and GM S.
Conversely, for each {a n } ∈ GM S there is an f ∈ GM such that f (n) = a n , ∀n ≥ 1.
Using Lemma 4.2, results for GM S follow from corresponding results for GM , and therefore we shall only give proofs for GM functions.
Lemma 4.3. Assume that f ∈ GM 1 (B) and that f * exists. Then ∀x > 0,
Proof.
, and by (11),
Therefore:
and since f * ց:
follows. The corresponding result for GM S 1 was proved in [3] :
That is to say, for any α ∈ R:
Furthermore, by (11),
It follows from (30) that for all −∞ ≤ n < N ≤ ∞,
The claim of the Lemma now follows by substituting α + 1 for α in the right-hand side of (30).
p a n = 0. If α = −1 then the claim of Lemma 4.6 is also true for GM S 2 :
Proof.
By the assumption of the Lemma,
. Then for 0 < p < ∞, 0 < q < ∞:
Furthermore, for 0 < p ≤ ∞:
proving the first inequality in (31) and (32).
q p −1 and so, for all 0 < p, q < ∞:
proving the second inequality in (31).
Let us consider (33). Observe that |f (x)| ≤ x
, proving the first inequality. For 2 k ≤ x ≤ 2 k+1 and α = 1 p , (30) shows that:
Taking the supremum over all k ∈ Z we obtain:
, proving the second and the third inequality. Finally, by Lemma 4.3, for all x > 0, |f (x)| ≤ Bf * x 2 − , therefore, for all 0 < θ < 1:
, and the last inequality in (33) follows.
The next lemma shows that the statement of Theorem 3.4 holds for q < p if f ∈ GM 1 . The proof is similar to the proof by B. Booton [3] of the analogous statement for GM S 1 .
. Furthermore, g * is decreasing, right-continuous and for each x > 0, g * (x) = f 2 k for some k ∈ Z. Therefore, g * can be written as
where J is an interval, α k > a k+1 , and [x k , x k+1 ) = {g * = α k }, ∀k. And so:
follows from Lemma 4.8, more specifically, for 0 < p < ∞, 0 < q < ∞ it is a consequence of (31), and for 0 < p ≤ ∞, q = ∞ it is a consequence of (33).
follows from Theorem 3.4 for all 0 < p ≤ q ≤ ∞ and it is a consequence of Lemma 4.9 for all 0 < q < p. f * ∈ GM S 1 (1) as a decreasing function, and so by Lemma 4.8, if 0 < p < ∞
that is, the remaining equivalences in (34) and (35) follow.
5. Properties of GM α,ϕ and GM S α,ϕ .
, where µ is a Borel measure, define for each x such that µ ((0, x]) > 0, the average of f on (0, x], as
Formula (36) defines a function of x, which we shall write as σ(f, µ). If f or µ are clear from the context, we may omit them from the notation.
Lemma 5.2. Let (Ω, Σ, µ) be a measure space, −∞ < c < d < ∞, and assume that g : Ω × R → C is such that for all c ≤ x ≤ d, g(·, x) is a µ-integrable function. Then:
Lemma 5.3. Let (Ω, Σ, µ) be a measure space, and assume that for a.e. ω ∈ Ω, g(ω, ·) ∈ GM α,ϕ (B). Then
Similarly, GM S α,ϕ is a cone in GM S and for b n = N j=1 a n,j , where for each j the sequence {a n,j } ∞ n=1 is in GM S(B), we have that
Lemma 5.4. Assume that for a.e. x > 0, f (x) ∈ S α,ϕ , and that µ is a Borel measure on R + for which there is A ≥ 0 such that for all a > A, µ ((0, a]) > 0. Then, ∀x > A:
If, moreover, f ∈ GM 1 (B) and ∃K > 0 such that ∀a > 0,
then, ∀x > A:
(41) follows from Lemma 1.19:
by (42) for all x > 0:
Analogously, Lemma 5.5. Let a k ∈ S α,ϕ , ∀k ≥ 1. Then, ∀n ≥ 1:
If, moreover, {a k } ∈ GM S 1 (B), then, ∀n ≥ 1:
Lemma 5.6. Let f ∈ GM α,ϕ (B) and assume that µ is a Borel measure on R + , for which there are A ≥ 0, K > 0 such that for all a > A,
Then ∀x > A, σ x (f, µ) ∈ S α,ϕ . Moreover, there is B ′ = B ′ (B, K, ϕ) > 0 such that for all x > A, σ(f, µ) satisfies
In particular, if
Since
is a decreasing function of x on [t, ∞). Consider the following three cases:
If a < t ≤ 2a, observe that for a ≤ x < t, g (t, x) = 0, and g(t, t) =
, and so:
Observe that by Lemma 1.22 for f ∈ GM (B) and a < t ≤ 2a, |f (t)| ≤ 2B |f (a)|, and so:
Since µ satisfies (42) and f ∈ GM α,ϕ , it follows from Lemma 5.4 that:
6. Fourier series with general monotone coefficients.
Since for x ∈ (0, π],
it follows, using summation by parts,
and so
c k e ikx . Then:
Applying (50) for n < N − 1:
c k e ikx = |c N |, and so, for n ≤ N − 1,
where, using summation by parts:
It follows that
|c n | ln n n .
|c n | ln n n ;
Combining the estimates for I j and taking into account that
we have:
c k e ikx . Then, by (50),
Therefore, for ∀α > 0:
The result of Theorem 6.3 can be interpreted as follows. Let T be the operator mapping GM S 2 to functions over R, defined as
Then
Theorem 6.4. Let 1 < p < ∞, 0 < q ≤ ∞. If c k are trigonometric Fourier coefficients of f and {c k } ∈ GM S α,ϕ (B) then ∃C = C(p, q, ϕ) such that
By Lemma 5.5, |c n | ≤ 2B cos ϕ |σ n |, and so {c n } l(p ′ ,q) ≤ 2B cos ϕ σ n l(p ′ ,q) . By (28),
The following Lemma is a special case of a result of Yu. Brudnui and N. Krugljak ( [4] , Corollary 3.1.26).
Lemma 7.1.
In all four cases above:
and N 2 < n ≤ N . By (19), |a N | ≤ 2B |a n | and |c N +1 | ≤ 2B |c N |, and so:
Two cases remain. If n < N + 1 2 then 2n − 1 ≤ N − 1, and so:
Lemmas 7.1 and 7.2 imply:
, and (57)
follows.
2) Assume that t ≤ 1 .
|c k |, and define a n = n N σ N e iα for all n ≥ 1. Then 2n−1 k=n |a k − a k+1 | = |a 2n − a n | = n N σ N = |a n |, and so {a n } ∈ GM S(1). By Corollary 5.3, {a n } ∈ GM S α,ϕ (1). Observe that for 2 ≤ N ≤ 4, 
Applying (11) to {c n }, for all n ∈ N 2 , N we have:
By Lemma 7.2,{b n } ∈ GM S α,ϕ 3B + 6B 2 · 10B 2 ⊂ GM S α,ϕ 63B 4 and b n + d n = c n , all n. Furthermore:
|c n | n ;
Therefore, observing that t ≤ 1 N − 1 ≤ 2 N , we obtain:
in the last line we applied N =
Booton [3] gave a different proof of the following theorem for 1 < p, q ≥ 1 and {c k } ∈ GM S + .
Proof. Let X = l and let w be the weight: w(k) = k. Then X w = l 1 . Both X and X w can be considered as quasi-normed monoids, and so, by Gilbert's theorem (2.6),
Since σ = I [1, 2) satisfies the conditions of Gilbert's theorem,
. {c k } ∈ GM S 1 (B) for some B ≥ 1, and so:
Therefore, for q < ∞:
,
c ⌊2t⌋ , and so: 
8. On Hardy's inequality for general monotone functions.
Lemma 8.1. If f, g ∈ GM then f · g ∈ GM .
Proof. Since f, g ∈ GM then ∃B 1 > 0, B 2 > 0 such that ∀x > 0:
Also, by (17), for all x > 0 and t ∈ [x, 2x]:
|f (t)| ≤ 2B 1 |f (x)| |g(t)| ≤ 2B 2 |g(x)| .
Therefore, ∀x > 0:
that is, f g ∈ GM (4B 1 B 2 ).
We use interpolation to give a very short proof of Hardy's inequality for general monotone functions, for ∀α > 0, ∀q > 0. 
