Abstract-This paper investigates the unknown input observability problem in the nonlinear case under the assumption that the unknown inputs are differentiable functions of time (up to a given order). The goal is not to design new observers but to provide simple analytic conditions in order to check the weak local observability of the state. The analysis starts by providing a new definition of indistinguishable states in the case of unknown inputs. Then, in order to separate the effect of the known inputs from the effect of the unknown inputs on the system outputs, the state is augmented. This allows us to obtain the extension of basic properties, which hold in the case of known inputs. Starting from these properties, the paper provides a sufficient analytic condition for the state observability, which is called the extended observability rank condition. The proposed approach is used to derive the observability properties of two systems. The former is very simple while the latter is very complex and describes the fusion of visual and inertial measurements.
I. INTRODUCTION
The problem of state observability for systems driven by unknown inputs (UI) is a fundamental problem in control theory. This problem was introduced and firstly investigated in the seventies [3] , [6] , [15] , [35] . A huge effort has then been devoted to design observers for both linear and nonlinear systems in presence of UI, e.g., [1] , [2] , [8] , [9] , [12] , [13] , [14] , [17] , [18] , [21] , [24] , [25] , [37] .
The goal of this paper is not to design new observers for systems driven by UI but to provide simple analytic conditions in order to check the weak local observability of the state. The obtained results hold for systems whose dynamics are nonlinear in the state and affine in both the known and the unknown inputs. Additionally, the unknown inputs are supposed to be smooth functions of time (specifically, they are supposed to be C k , for a suitable integer k). In [19] the observability properties of a nonlinear system are derived starting from the definition of indistinguishable states. According to this definition, the Lie derivatives of any output computed along any direction allowed by the system dynamics take the same values at the states which are indistinguishable. Hence, if a given state x belongs to the indistinguishable set of a state x 0 (i.e., to I x0 ) all the Lie derivatives computed at x and at x 0 take the same values. This is a fundamental property. In particular, based on this *This work was supported by the French National Research Agency ANR through the project VIMAD A. Martinelli is with INRIA Rhone Alpes, Montbonnot, France e-mail: agostino.martinelli@ieee.org property, the observability rank condition was introduced in [19] .
Our objective is to extend the observability rank condition to systems characterized by dynamics that are also driven by UI. For, we introduce a new definition of indistinguishable states for the case UI (section II). Then, in section III we introduce a new system by a suitable state extension. For this extended system, we show that, the Lie derivatives of the outputs up to a given order, take the same values at the states which are indistinguishable. In other words, the new system satisfies the same property derived in [19] mentioned above and this allows us to extend the observability rank condition (section IV). We will refer to this extension as to the Extended Observability Rank Condition (EORC).
The new system is obtained by a state augmentation. In particular, the augmented state is obtained by including the unknown inputs together with their time-derivatives up to given order. This augmented state has already been considered in the past. Specifically, in [4] the authors adopted this augmented state to investigate the observability properties of a fundamental problem in the framework of mobile robotics (the bearing SLAM). In particular, starting from the idea of including the time-derivatives of the unknown input in the state, in [4] a sufficient condition for the state observability has been provided.
All the theoretical results are illustrated in section V by deriving the observability properties of two nonlinear systems driven by unknown inputs. Finally, in section VI we provide conclusion together with some discussion with special emphasis on future research outlooks.
II. BASIC DEFINITIONS
In the sequel we will refer to a nonlinear control system with m u known inputs
T ). The state is the vector x ∈ M , with M an open set of R n . We assume that the dynamics are nonlinear with respect to the state and affine with respect to the inputs (both known and unknown). Finally, for the sake of simplicity, we will refer to the case of a single output y (the extension to multiple outputs is straightforward). Our system is characterized by the following equations: where f i (x), i = 0, 1, · · · , m u , and g j (x), j = 1, · · · , m w , are vector fields in M and the function h(x) is a scalar function defined on the open set M . For the sake of simplicity, we will assume that all these functions are analytic functions in M .
Let us consider the time interval I ≡ [0, T ]. Note that, since the equations in (1) do not depend explicitly on time, this can be considered as a general time interval of length T . In the sequel, we will assume that the solution of (1) exists in I and we will denote by x(t; x 0 ; u; w) the state at a given time t ∈ I, when x(0) = x 0 and the known input and the disturbance are u(t) and w(t), respectively, ∀t ∈ I.
We introduce the following definition:
Definition 1 (Indistinguishable states in presence of UI) Two states x a and x b are indistinguishable if, for any u(t) (the known input vector function), there exist w a (t) and w b (t) (i.e., two unknown input vector functions in general, but not necessarily, different from each other) such that h(x(t; x a ; u; w a )) = h(x(t; x b ; u; w b )) ∀t ∈ I.
This definition states that, if x a and x b are indistinguishable, then, for any known input, by looking at the output during the time interval I, we cannot conclude if the initial state was x a and the disturbance w a or if the initial state was x b and the disturbance w b . We remark that, contrary to the definition of indistinguishable states in the case without disturbances, the new definition does not establish an equivalence relation. Indeed, we can have x a and x b indistinguishable, x b and x c indistinguishable but x a and x c are not indistinguishable. As in the case of known inputs, given x 0 , the indistinguishable set I x0 is the set of all the states x such that x and x 0 are indistinguishable. Starting from this definition, we can use exactly the same definitions of observability and weak local observability adopted in the case without disturbances.
III. EXTENDED SYSTEM AND BASIC PROPERTIES
In order to extend the observability rank condition to the case of unknown inputs we introduce a new system (the extended system) such that its Lie derivatives are constant on the indistinguishable sets. The new system will be denoted by Σ (k) . It is simply obtained by extending the original state by including the unknown inputs together with their time derivatives. Specifically, we denote by k x the extended state that includes the time derivatives up to the (k − 1)−order:
where
it is immediate to obtain the dynamics for the extended state:
where:
and we denoted by 0 m the m−dimensional zero column vector and by 1 l m the m−dimensional unit column vector, with 1 in the l th position and 0 elsewhere. We remark that the resulting system has still m u known inputs and m w disturbances. However, while the m u known inputs coincide with the original ones, the m w unknown inputs are now the k−order time derivatives of the original disturbances. The state evolution depends on the known inputs via the vector fields f 
Proof:
We proceed by induction on m for any k. When m = 0 we only have one zero-order Lie derivative (i.e., h(x)), which only depends on x, namely it is independent of w (f ) , ∀f ≥ 0. Let us assume that the previous assert is true for m and let us prove that it holds for m+1. If it is true for m, any Lie derivative up to the m th order is independent of w (f ) , for any f ≥ m. In other words, the analytical expression of any Lie derivative up to the m−order is represented by a function g(x, w, w
It is immediate to realize that the product of this gradient by any vector filed in (3) depends at most on w (m) , i.e., it is independent of w (f ) , ∀f ≥ m + 1
A simple consequence of this lemma are the following two properties:
Proposition 1 Let us consider the system Σ (k) . The Lie derivatives of the output up to the k th order along at least one vector among 1
Proof: From the previous lemma it follows that all the Lie derivatives, up to the (k − 1)−order are independent of w (k−1) , which are the last m w components of the extended state in (2) . Then, the proof follows from the fact that any vector among 1 n+(k−1)mw+j n+kmw (j = 1, · · · , m w ) has the first n + (k − 1)m w components equal to zero Proposition 2 The Lie derivatives of the output up to the k th order along any vector field f
mu for the system Σ (k) coincide with the same Lie derivatives for the system Σ (k+1) Proof: We proceed by induction on m for any k. When m = 0 we only have one zero-order Lie derivative (i.e., h(x)), which is obviously the same for the two systems, Σ (k) and Σ (k+1) . Let us assume that the previous assert is true for m and let us prove that it holds for m + 1 ≤ k. If it is true for m, any Lie derivative up to the m th order is the same for the two systems. Additionally, from lemma 1, we know that these Lie derivatives are independent of w (f ) , ∀f ≥ m. The proof follows from the fact that the first n + mm w components of f
mu coincide with the first n+mm w components of f
In the sequel we will use the notation:
In this notation we have
We also denote by Σ (0) the original system, i.e., the one characterized by the state x and the equations in (1) . The definition 1, given for Σ (0) , can be applied to 
It holds the following fundamental result:
then the Lie derivatives of the output up to the k thorder computed on these points take the same values.
Proof: We consider a piecewise-constant inputũ as
∀t ∈ [0, t 1 +t 2 +· · ·+t g−1 +t g ) ⊂ I. On the other hand, by taking the two quantities in (7) at t = t 1 + t 2 + · · · + t g−1 + t g , we can consider them as functions of the g arguments t 1 , t 2 , · · · , t g . Hence, by differentiating with respect to all these variables, we also have:
By computing the previous derivatives at t 1 = t 2 = · · · = t g = 0 and by using proposition 1 we obtain, if g ≤ k:
The equality in (9) must hold for all possible choices of u 
where v 1 v 2 · · · v g are vector fields belonging to the set {f [19] it was also defined the concept of V −indistinguishable states, with V a subset of the definition set (in the specific case V ⊆ M (k) ) that includes the two considered states. From this definition and the previous proof we can alleviate the assumptions in the previous proposition. Specifically, we have the following:
Thanks to the results stated by propositions 2 and 3 we will introduce the extension of the observability rank condition in the next section.
IV. EXTENSION OF THE OBSERVABILITY RANK CONDITION
According to the observability rank condition, the weak local observability of the system in (1) with m w = 0 at a given point x 0 can be investigated by analyzing the codistribution generated by the gradients of the Lie derivatives of its output. Specifically, if the dimension of this codistribution is equal to the dimension of the state on a given neighbourhood of x 0 , we conclude that the state is weakly locally observable at x 0 (theorem 3.1 in [19] ). We can also check the weak local observability of a subset of the state components. Specifically, a given component of the state is weakly locally observable at x 0 , if its gradient belongs to the aforementioned codistribution 1 . The proof of theorem 3.1 in [19] is based on the fact that all the Lie derivatives (up to any order) of the output computed along any direction allowed by the system dynamics take the same values at the states which are indistinguishable.
Let us consider now the general case, i.e., when m w = 0. In the extended system (Σ (k) ) we know that the Lie derivatives up to the k−order satisfy the same property (see proposition 3). Therefore, we can extend the validity of theorem 3.1 in [19] to our case, provided that we suitably augment the state and that we only include the Lie derivatives up to the k−order to build the observable codistribution.
In the sequel, we will introduce the following notation:
•Ω m will denote the observable codistribution for Σ (k) that includes all the Lie derivatives of the output along f
η, we will denote by L η Λ the codistribution whose covectors are the Lie derivatives along η of the covectors in Λ (we are obviously assuming that the dimension of these covectors coincides with the dimension of η).
• Given two vector spaces V 1 and V 2 , we will denote with V 1 + V 2 their sum, i.e., the span of all the generators of both V 1 and V 2 . The codistributionΩ m can be computed recursively by the following algorithm:
end while Let us denote by x j the j th component of the state (j = 1, · · · , n). We introduce the following definition: Definition 2 (EORC) For the system Σ (k) , the j th component of the state (i.e., x j , j = 1, · · · , n) satisfies the extended observability rank condition at
If this holds ∀j = 1, · · · , n, we say that the state x satisfies the extended observability rank condition at
We have the following result, which is the extension of the result stated by theorem 3.1 in [19] :
, if x j (j = 1, · · · n) satisfies the extended observability rank condition at [x 0 , ξ 0 ], then x j is weakly locally observable at [x 0 , ξ 0 ]. Additionally, x j remains weakly locally observable by further extending the state (i.e., in every system Σ (f ) (f > k)). and, consequently, also x j is constant on this set. Finally, the fact that x j is weakly locally observable in every system Σ (f ) (f > k) directly follows from proposition 2
In accordance with the previous result, the EORC is a tool to analyze the observability properties of a nonlinear system driven by known and unknown inputs. However, we remark two important limitations of the EORC. The former consists in the fact that the state augmentation can be continued indefinitely. As a result, the EORC only provides sufficient conditions for the weak local observability of the state components. The latter regards the computational cost demanded to check if it is satisfied. Specifically, the computation demanded to check if dx j belongs toΩ k can be very complex because by increasing k we also increase the dimension of the extended state.
V. APPLICATIONS
We apply the EORC described in section IV in order to investigate the observability properties of two nonlinear systems driven by unknown inputs. We also consider the case of multiple outputs. The first system characterizes a localization problem in two dimensions in the framework of mobile robotics. For this simple example, the use of the EORC is not required to derive the observability properties, which can be obtained by using intuitive reasoning.
The second system is much more complex and describes one of the most important sensor fusion problem, which is the problem of fusing visual and inertial measurements. We will refer to this problem as to the visual-inertial structure from motion problem (the Vi-SfM problem). This problem has been investigated by many disciplines, both in the framework of computer science [7] , [22] , [23] , [29] , [34] and in the framework of neuroscience (e.g., [5] , [10] , [11] ). Inertial sensors usually consist of three orthogonal accelerometers and three orthogonal gyroscopes. All together, they constitute the Inertial Measurement Unit (IMU). We will refer to the fusion of monocular vision with the measurements from an IMU as to the standard Vi-SfM problem. In [20] , [22] , [23] , [26] , [27] , [29] , [33] and [36] the observability properties of the standard Vi-SfM have been investigated in several different scenarios. Very recently, following two independent procedures, the most general result for the standard ViSfM problem has been provided in [16] and [30] . This result can be summarized as follows. In the standard ViSfM problem all the independent observable states are: the positions in the local frame of all the observed features, the three components of the speed in the local frame, the biases affecting the inertial measurements, the roll and the pitch angles, the magnitude of the gravity and the transformation between the camera and IMU frames. The fact that the yaw angle is not observable is an obvious consequence of the system invariance under rotation about the gravity vector. We want to use here the theory developed in the previous sections in order to investigate the observability properties of the Vi-SfM problem when the number of inertial sensors is reduced, i.e., when the system is driven by unknown inputs.
A. Simple 2D localization problem
We consider a vehicle that moves on a 2D-environment. The configuration of the vehicle in a global reference frame, can be characterized through the vector
T where x v and y v are the cartesian vehicle coordinates, and θ v is the vehicle orientation. We assume that the dynamics of this vector satisfy the unicycle differential equations:
where v and ω are the linear and the rotational vehicle speed, respectively, and they are the system inputs. Additionally, we assume that the vehicle is equipped with a GPS able to provide its position. Hence, the system output is the following two-components vector:
Let us start by considering the case when both the system inputs, i.e., the two functions v(t) and ω(t), are available. By comparing (1) with (11) we obtain
T and f 2 (x) = [0, 0, 1] T . In order to investigate the observability properties, we apply the observability rank crondition introduced in [19] .
The system has two outputs: h x ≡ x v and h y ≡ y v . By definition, they coincide with their zero-order Lie derivatives. Their gradients with respect to the state are, respectively: [1, 0, 0] and [0, 1, 0]. Hence, the space spanned by the zero-order Lie derivatives has dimension two. Let us compute the first order Lie derivatives. We obtain:
Hence, the space spanned by the Lie derivatives up to the first order span the entire configuration space and we conclude that the state is weakly locally observable.
We now consider the case when both the system inputs are unknown. In this case, by comparing (1) with (11) we obtain m u = 0, m w = 2,
T and g 2 (x) = [0, 0, 1] T . Intuitively, we know that the knowledge of both the inputs is unnecessary in order to have the full observability of the entire state. Indeed, the first two state components can be directly obtained from the GPS. By knowing these two components during a given time interval, we also know their time derivatives. In particular, we knowẋ v (0) andẏ v (0).
From (11) we easily obtain: θ v (0) = atan ẏv(0) xv(0) . Hence, also the initial orientation is observable, by only using the GPS measurements.
Let us proceed by applying the EORC, discussed in section IV. We start by computing the codistributionΩ 0 in Σ (0) . We easily obtain:
From this we know that x v and y v are weakly locally observable. We want to know if also θ v is weakly locally observable (in which case the entire state would be weakly locally observable). We have to computeΩ 1 in Σ (1) . For, we build the system Σ (1) . We have:
T . We can easily obtain the analytical expression for the quantities appearing in (3). We have: f
T . We compute the analytical expression of the first-order Lie derivatives along this vector filed. We have:
. We obtain:
from which we obtain that the gradient of θ v belongs toΩ 1 . Therefore, also θ v is weakly locally observable and so the entire original state.
B. The Vi-SfM with partial input knowledge
For the brevity sake, we do not provide here the computation necessary to deal with this problem. All the details are available in [30] (see also the work in [28] for the definition of continuous symmetries). Here we provide a summary of these results. First of all, we remark that the Vi-SfM problem can be described by a nonlinear system with six inputs (3 are the accelerations along the three axes, provided by the accelerometers, and 3 are the angular speeds provided by the gyroscopes). The outputs are the ones provided by the vision. In the simplest case of a single point feature, they consist of the two bearing angles of this point feature in the camera frame.
We analyzed the following three cases: 1) camera extrinsically calibrated, only one input known (corresponding to the acceleration along a single axis); 2) camera extrinsically uncalibrated, only one input known (corresponding to the acceleration along a single axis); 3) camera extrinsically uncalibrated, two inputs known (corresponding to the acceleration along two orthogonal axes). The dimension of the original state is 12 in the first case and 23 in the other two cases. Additionally m u = 1 and m w = 5 in the first two cases while m u = 2 and m w = 4 in the last case.
In [30] we prove that the observability properties of ViSfM do not change by removing all the three gyroscopes and one of the accelerometers. In other words, exactly the same properties hold when the sensor system only consists of a monocular camera and two accelerometers. To achieve this result, we computed the Lie derivatives up to the second order for the third case mentioned above. By removing a further accelerometer (i.e., by considering the case of a monocular camera and a single accelerometer) the system loses part of its observability properties. In particular, the distribution ∆ k (≡Ω ⊥ k ), ∀k ≥ 2, contains a single vector. This vector describes a continuous symmetry that is the invariance under the rotation around the accelerometer axis. This means that some of the internal parameters that define the extrinsic camera calibration, are no longer identifiable. Although this symmetry does not affect the observability of the absolute scale and the magnitude of the velocity, it reflects in an indistinguishability of all the initial speeds that differ for a rotation around the accelerometer axis. On the other hand, if the camera is extrinsically calibrated (i.e., if the relative transformation between the camera frame and the accelerometer frame is known (first case mentioned above)) this invariance disappears and the system still maintains full observability, as in the case of three orthogonal accelerometers and gyroscopes. The analysis of this system (the first case mentioned above) has been done in the extreme case when only a single point feature is available. This required to significantly augment the original state. In particular, in [30] we compute all the Lie derivatives up to the 7 th order, i.e., we included in the original state the 5 unknown inputs together with their time-derivatives up to the six order. We prove that the gradient of any component of the original state, with the exception of the yaw angle, is orthogonal to the distribution ∆ k , ∀k ≥ 7 (see the computational details in [30] ) 2 .
VI. CONCLUSION
In this paper we investigated the problem of nonlinear observability when part (or even all) of the system inputs is unknown. We made the assumption that the unknown inputs are differentiable functions of time (up to a given order). The goal was not to design new observers but to provide simple analytic conditions in order to check the weak local observability of the state. An unknown input was also called disturbance.
We started the analysis by providing a new definition of indistinguishable states. Then, in order to separate the effect of the known inputs from the effect of the unknown inputs on the system outputs, the original state was augmented by including the unknown inputs together with their time derivatives up to a given order. This allowed us to obtain the extension of basic properties, which hold in the standard case (i.e., when all the inputs are known). Starting from these properties, the paper provided an analytic condition which guarantees the weak observability of the state. This condition was called the extended observability rank condition.
The extended observability rank condition has been illustrated by deriving the observability properties of several nonlinear systems driven by unknown inputs.
We remark two important limitations of the EORC. The former consists in the fact that the state augmentation can be continued indefinitely. As a result, the EORC only provides sufficient conditions for the weak local observability of the state components. The latter regards the computational cost demanded to check if it is satisfied. Specifically, the computation demanded to check if dx j belongs toΩ k can be very complex because by increasing k we also increase the dimension of the extended state.
In [31] , [32] , we focused our attention on these fundamental issues:
• understanding if there exists a givenk such that, if dx j / ∈Ωk, then dx j / ∈Ω k ∀k >k.
• obtaining a new codistibution (Ω k ) that is the span of covectors whose dimension is n (i.e., independent of the state extension) such that d x x j ∈ Ω k if and only if dx j ∈Ω k (where d x denotes the gradient with respect to the original state x); In [31] , [32] we fully addressed both these issues in the case m w = 1. Specifically, we proved that the observable codistribution can be splitted into two codistributions. The former is generated by the gradients of scalar functions that only depend on the original state. The latter is generated by the gradients of scalar functions that depend on the entire augmented state. However, this latter codistribution can be ignored when deriving the observability properties of the original state. The former codistribution, namely the one generated by the gradients of scalar functions that only depend on the original state, is defined by a simple recursive algorithm. In [31] , [32] we also provided a complete answer to the first issue by proving that this algorithm converges in a finite number of steps and by also providing the criterion to establish that the convergence of the algorithm has been reached (theorem 2 in [32] ). Also this proof is based on several tricky analytic steps. Our current investigation is focused on extending the results in [31] , [32] to the case of multiple unknown inputs (m w > 1).
