Considered are parametrised linear systems which parameters are subject to tolerances. Rump's fixed-point iteration method for finding outer and inner approximations of the hull of the solution set is studied and applied to an electrical circuit problem. Interval Gauss-Seidel iteration for parametrised linear systems is introduced and used for improving the enclosures, obtained by the fixed-point method, whenever they are not good enough. Generalised interval arithmetic (on proper and improper intervals) is considered as a computational tool for efficient handling of proper interval problems (to obtain inner interval estimations without inward rounding and to eliminate the dependency problem in parametrised Gauss-Seidel iteration). Numerical results from the application of the above methods to an electrical circuit problem are discussed.
Introduction
This work was imposed by the necessity to obtain sharp enclosures for the hull of the solution set of parameter dependent interval linear systems. Latter arise often in solving engineering problems which parameters may be subject to uncertainties.
We consider the application of Rump's fixed-point iteration method [10] to linear systems with several parameters which are subject to varying degree of uncertainties. Whenever the quality of the obtained outer and inner estimations of the interval hull of the parametrised solution set is not good enough, it is desirable that we could improve such inclusions. Interval Gauss-Seidel iteration for parameter dependent interval linear systems is introduced and used for the above purpose. The application of generalised interval arithmetic [3] , [11] as a computational tool 128 for efficient handling of conventional interval problems (obtaining inner numerical approximations without inward rounding and eliminating the dependency problem in parametrised Gauss-Seidel iteration) is demonstrated. An electrical circuit example [7] is used in Section 5 to illustrate the computational aspects and the results given by the various methods and also to indicate the importance of the varying degree of uncertainties and the number of parameters.
We use the following notations. R n , R n×m denote the set of real vectors with n components, the set of real n × m matrices. By normal (proper) interval we mean a real compact interval
The set of proper intervals is denoted by IR. This set is extended in [3] by the set IR = {[a − , a + ] | a − , a + ∈ R, a − ≥ a + } of improper intervals obtaining thus the set I * IR = IR ∪ IR = {[a − , a + ] | a − , a + ∈ R} of all ordered couples of real numbers called here generalised intervals. Normal (proper) intervals are a special case of generalised intervals and the conventional interval arithmetic 1 can be obtained as a projection of generalised interval arithmetic on IR. In Section 2 we present only those basic facts from generalised interval arithmetic which are necessary to use it as a computational tool for handling proper interval problems. By IR n , I * IR n denote interval n-vectors and IR n×m , I * IR n×m denote interval n × m matrices. The hull of a bounded set S ∈ PR n is the interval vector S := [inf S, sup S]. Often it is important to know the quality of an outer approximation of a solution set Σ. The amount of overestimation can be estimated by means of inner approximations [9] , [10] .
Generalised Interval Arithmetic
The conventional (arithmetic and lattice) operations, order relations and other functions are isomorphically extended onto the whole set of proper and improper intervals [3] . "Dual" is an important monadic operator that reverses the end-points of the intervals and expresses an element-to-element symmetry between proper and improper intervals in
. Dual is applied componentwise to vectors and matrices. 
The generalized interval arithmetic structure possesses group properties with respect to + and × operations:
Lattice operations are closed with respect to the inclusion relation; handling of norm and metric are very similar to norm and metric in linear spaces [3] . For more details on the theory, implementation and applications of generalised interval arithmetic consult [2] , [3] , [8] , [11] .
Inner Approximations
Let F ⊂ R denote the set of floating-point numbers on a computer and
is the set of generalised intervals over F. Denote by , resp. the floating-point directed roundings ( , : R −→ F) towards −∞, resp. +∞, defined in the IEEE binary (or radix-independent) floating-point standard or in [4] .
Outward (♦) and inward ( ) roundings ♦, : I * IR −→ I * F are defined for generalised intervals by a semimorphism the same way as for normal intervals [4] .
Usually, an inner approximation of the correct interval result is sought together with the outer enclosure in order to estimate the degree of sharpness of the latter. Some safety problems also search for a minimum set of the solutions instead of an enclosure. Obtaining inner approximations on a computer in conventional interval arithmetic is possible only if the four interval arithmetic operations are implemented with inward rounding • in addition to the four ♦ • operations. The overloading concept of some programming environments does not allow the operators to be distinguished by their result type, which imposes the implementation of inwardly rounded interval operations as functions or subroutines. Unfortunately, most of the wide-spread interval packages do not support inwardly rounded interval arithmetic. The following three properties [2] of the rounded generalised interval arithmetic are of major importance for obtaining inner numerical approximations at no additional cost and show that the latter can be obtained only by means of outward directed rounding and the Dual operator in I * F.
We can apply the above three properties to obtain inner estimations of proper interval problems in a computing environment supporting generalised interval arithmetic (cf. [8] ). For some input intervals the inwardly rounded conventional interval arithmetic may result in an empty set interval. The corresponding result in generalised interval arithmetic will be an improper interval. That is why, when using generalised interval arithmetic as a computing environment of a proper interval problem, we have to interpret improper interval results as empty sets.
Elimination of the Dependency Problem
Let f (x 1 , ..., x n ) be a rational function. Denote the range of f over
The next theorem specifies how to eliminate the dependency problem by using generalised interval arithmetic in range computation over a domain of proper intervals. The corresponding formulation for a domain of generalised intervals can be found in [2] , [11] . 
The application of this theorem is illustrated in Section 5.
Fixed-Point Iteration Method
Consider linear system
where 
Define [V ] ∈ IR n by means of the following Einzelschrittverfahren
n and the solution set Σ p , defined by (1.7) , the following inner estimation holds true.
It was proven in [9] that for [Q] =x + [Z] with the notations of Theorem 2,
(1.10)
The above inclusions, which are in IR, present a special case of the same inclusion in I * IR. Applying property (1.2) and due to the isotonicity of the arithmetic operations in I * IR, we get
Latter inclusion can be also obtained from (1.9), which is a restriction of (1.11) to IR.
The left-hand side of (1.9), written in computer arithmetic, is
which is equivalent to (1.11) written in computer arithmetic, that is, due to the properties (1.3)-(1.5) and (1.1),
This way, we can easily compute inner estimation of the interval hull either of the parametrised solution set, or of the general solution set corresponding to a non-parametrised system.
that is, the inner estimation (1.
9) is empty iff ω([Z]) < ω([∆]).
In practice, empty inner estimations can be obtained either due to roundoff errors when the intervals are tight but the matrix is near to singular, or when the tolerances for the parameters are big.
When somehow we have sharpen the outer estimation 
Parametrised Gauss-Seidel Iteration
For arbitrary [x] ∈ IR n we are interested in good enclosures for the truncated solution set
and assuming that A ii (p) = 0, we have
containing x is known, and if we can find the above hull, then we can apply (1.13) for i = 1, ..., n and obtain another enclosure
To simplify this presentation and due to the lack of space, further on we shall assume that A ii (p) = 0 for all p ∈ [p] and i = 1, ..., n.
by analogy with the non-parametric interval Gauss-Seidel iteration (cf. [6] ), we define
Denote by Γ (A(p), b(p), [x], [p]) the interval vector [y], defined by (1.15), and call Γ (A(p), b(p), [x], [p]) the parametrised Gauss-Seidel operator, applied to A(p), b(p), and [x] for all p ∈ [p]
. The main problem in the application of the parametrised Gauss-Seidel operator is the computation of
We recommend (and will demonstrate this in Section 5) to compute (1.16) by applying Theorem 1 for elimination of the dependency problem always whenever it is possible.
If
, we may hope to get a further improved enclosure of Σ (A(p), b(p), [p] ) by considering the iteration
which we call the interval parametrised Gauss-Seidel iteration. The parametrised functional (1.14) and the parametrised Gauss-Seidel operator possess properties similar to the corresponding functional and operator from the non-parametric interval Gauss-Seidel iteration (see e.g [6] ). Beside the next theorem, a detailed presentation of the interval parametrised Gauss-Seidel iteration will be done in a separate work.
Theorem 3 Let [x] ∈ IR n be given, Γ (A([p]), b([p]), [x]) be the nonparametrised Gauss-Seidel operator, related to the general linear system A([p]) · x = b([p]), and the interval vector [y] is defined by (1.15). If there exists i, 1 ≤ i ≤ n, such that the function
satisfies Theorem 1 with respect to some parameter
by using Theorem 1, it holds
Γ (A(p), b(p), [x], [p]) Γ (A([p]), b([p]), [x]) .
Applications and Numerical Experiments
As example, we consider a linear resistive network, presented in [7] . The resistive network consists of two current sources J 1 
17) where J = (10, 0, 10, 0, 0) and the parameters are subject to tolerances
We solve the system (1.17) for different values of the tolerances δ varying from 0.1% to 10% of the nominal value.
The results from the application of Theorem 2 are presented in Table  1 . A refinement iteration using intersection ([10], Theorem 2.2) was used to sharpen the obtained outer, resp. inner approximations. The second column of Table 1 gives the maximum improvement of the outer approximation in percent. Let Table 1 . For this particular example, the exact bounds of the parametric solution set are given by
wherein g u is defined componentwise as
and each u ∈ U = {u ∈ R 9 | |u| = (1, ..., 1) }. The forth column in Table 1 gives the overestimation of [v] with respect to Σ p in percent. Table 1 shows that the degree of sharpness of the outer inclusion decreases with increasing the tolerances. The results in the fourth column agree with the results in the third one. As it was pointed by Rump [10] , the refinement iteration by intersection does not contribute much to the improvement of the estimations. Now, we apply the parametrised Gauss-Seidel iteration in order to sharpen the outer inclusion [v] ⊇ Σ p . To get sharp bounds for the parametrised Gauss-Seidel operator we apply Theorem 1 for elimination of the dependency problem in each of the parameter-dependent functions involved in the operator. Table 2 exact range monotonicity
For the initial boxes [v] , obtained at tolerances less than 10%, all the components of Γ(A(g), J, [v] , [g]) were monotone with respect to the corresponding multi-incident parameters, satisfying thus Theorem 1. For [v] , obtained at δ = 10%, at the first iteration y 2 and y 3 were not monotone with respect to g 7 , so that we had an outer inclusion for the exact range of the corresponding component of Γ(
The monotonicity of y 3 was proven after the first iteration and the monotonicity of y 2 was proven after the second iteration.
Denote by [v] the improved outer approximation of Σ p computed by the parametrised Gauss-Seidel iteration. The corresponding improved inner approximation [v] * is computed by
The results after application of the parametrised Gauss-Seidel iteration and the corresponding inner estimation are summarized in Table 3 . The table starts at δ = 4% because the Gauss-Seidel iteration was not able to improve any component of [v] for tolerances less than 3.4%. The second column represents how much, in %, the parametrised GaussSeidel iteration improves the outer estimation, obtained by the Rump's method. We see a substantial improvement, compared to the second column of Table 1 . The improvement increases with the increasing of the tolerances. Computing the inner inclusion, corresponding to the improved outer inclusion, we are able to estimate the degree of sharpness of the results, obtained by the parametrised Gauss-Seidel iteration, which is presented in the third column of Table 3 . Table 3 Results after the parametrised Gauss-Seidel iteration As a whole, the parametrised Gauss-Seidel iteration was able to improve the quality of the outer and inner inclusions for the hull of the solution set to some reasonable bounds. However, it deserves studying other techniques for a further improvement.
Conclusion
Our experience and the example considered show that Rump's method is perfect for small to modest tolerances for the parameters. The introduced parametrised Gauss-Seidel iteration could be used as a refinement step for the Rump's method under big tolerances and empty inner estimations. Generalised interval arithmetic is useful for efficient computation of inner estimations and elimination of the dependency problem.
Both, the Rump's method and the parametrised Gauss-Seidel iteration, as well as some other methods for general and parameter-dependent interval linear systems are implemented in the environment of CAS Mathematica and a package for generalised interval arithmetic [8] . A discussion on the implementation of these methods and the impact of computer algebra on interval computations will be given separately. The Rump's method, coupled with parametrised Gauss-Seidel iteration and other methods, should be used extensively in the engineering applications, which as a rule involve dependencies and uncertainties. Unfortunately, it can be seen from the literature that the rare engineering applications of interval methods use general methods for non-parametric or symmetric matrices to problems involving more dependencies than in a symmetric matrix. We hope that the presence of public software, supporting the discussed methods, will increase their application.
