Abstract. Some generalizations of the Lagrange Mean-Value Theorem and Cauchy Mean-Value Theorem are proved and the extensions of the corresponding classes of means are presented.
Introduction
Recall that a function M : I 2 → I is called a mean in a nontrivial interval I ⊂ R I if it is internal , that is if min(x, y) ≤ M (x, y) ≤ max(x, y)
for all x, y ∈ I.
The mean M is called strict if these inequalities are strict for all x, y ∈ I, x = y, and symmetric if M (x, y) = M (y, x) for all x, y ∈ I. The Lagrange Mean-Value Theorem can be formulated in the following way. If a function f : I → R is differentiable, then there exists a strict symmetric mean L : I 2 → I such that, for all x, y ∈ I, x = y,
If f ′ is one-to-one then, obviously, L [f ] := L is uniquely determined and is called a Lagrange mean generated by f. Note that formula (1) can be written in the form and (y, f (y)) is equal to the slope of tangent to the graph at a point (L(x, y), f (L(x, y))) (cf. Figure 1) . Our idea of generalization of the Lagrange Mean-Value Theorem is based on formula (2).
Let I, J ⊂ R be intervals. Assume that M : I 2 → I is a strict mean in I and K : J 2 → J is a mean in J.
In section 2 we show that if f : I → R is a differentiable function and f ′ (I) ⊂ J, then there exists a strict mean L : I 2 → I such that, for all x, y ∈ I, x = y,
M,K is unique if f ′ is one-to-one, and symmetric if M and K are symmetric. Putting A w (x, y) := wx + (1 − w)y, x, y ∈ R, Mean-value theorems 767 for arbitrarily fixed w ∈ (0, 1), we observe that for M := A w and K = A 1−w the above result reduces to the original Lagrange theorem. In particular, in this case, L does not depend on w.
M,K generalizes the Lagrange mean L f . As an application we obtain a generalization of the family of logarithmic means.
The Cauchy Mean-Value Theorem can be formulated as follows. If f, g : I → R are differentiable and g ′ (x) = 0 for all x ∈ I then there exists a strict symmetric mean C : I 2 → I such that for all x, y ∈ I, x = y, , y) ) .
= C is unique and it is called a Cauchy mean generated by f and g.
The assumptions of Cauchy's Mean-Value Theorem imply that g is continuous, strictly monotonic. It follows that the quasi-arithmetic mean
is well defined, and (3), the original Cauchy formula, can be written in the form
for all x, y ∈ I, x = y. In Section 3 we generalize the Cauchy Mean-Value Theorem showing that if f, g : I → R are differentiable, g ′ (x) = 0 for all x ∈ I, and f ′ g ′ (I) ⊂ J, then formula (4) remains true on replacing the quasi-arithmetic mean M [g] by an arbitrary strict mean M and the arithmetic mean A by an arbitrary mean
g ′ is one-to-one, and symmetric if M and K are symmetric. In the case when
w (x, y) := g −1 (wg(x) + (1 − w)g(y)) and K = A 1−w for some w ∈ (0, 1), this generalization reduces the original Cauchy theorem. Applying among other the Stolarsky means ( [4] , [5] ) we obtain some new classes of means.
A generalization of Lagrange's Mean-Value Theorem
Theorem 1. Let I, J ⊂ R be intervals. Suppose that M : I 2 → I is a strict mean and K : J 2 → J is a mean. If a function f : I → R is differentiable and f ′ (I) ⊂ J, then there exists a strict mean L : I 2 → I such that
x, y ∈ I, x = y.
M,K is symmetric if M and K are symmetric. Proof. Take x, y ∈ I, x = y. We can assume, without any loss of generality, that x < y. Since M is strict, we have x < M (x, y) < y. By the Lagrange Mean-Value Theorem there are r, s ∈ I, r = r(x, y), s = s(x, y),
the Darboux property of the derivative (cf. [3] , p. 108, Theorem 5.12) implies that there exists t = t(r, s) ∈ I,
From (7) and (9) we have
Putting L(x, y) := t(r(x, y), s(x, y)) for x = y, and L(x, y) := x for x = y, we get a mean L which, according to (8) and (10), satisfies (5) . If f ′ is one-to-one, formula (6) is a consequence of (5). The remaining statement is obvious. It easy to verify that formula (5) of Theorem 1 with M := A w and K := A 1−w reduces to the classical Lagrange theorem. For w = 1 2 we get relation (2) . Note also that, for each w ∈ (0, 1), A = A w ⊗ A 1−w , that A is a Gauss composition of the means A w and A 1−w (cf. for instance [1] ).
In
.
for all x, y ∈ I, x = y. To complete this definition it is enough to put L
Simple calculations show that, for all x, y ∈ I, x = y,
where H, L, G, J denote, respectively, the harmonic, logarithmic, geometric and identric means defined by
for all x, y > 0, x = y. Hence, denoting by P 1 and P 2 the projective means, we get the following Corollary 2. Let I ⊂ (0, ∞) be an interval, M : I 2 → I a strict mean and p ∈ R. Then the function L
where L [p] is the logarithmic mean of order p.
Thus the family of means {L [p]
A,M : p ∈ R} generalizes {L [p] : p ∈ R}, a well known family of logarithmic means of order p (cf. for instance [2] , p. 385).
A generalization of Cauchy's Mean-Value Theorem
Theorem 2. Let I, J ⊂ R be intervals. Suppose that M : I 2 → I is a strict mean in I and K : J 2 → J is a mean. If the functions f, g : I → R are differentiable, g ′ (x) = 0 for all x ∈ I, and f ′ g ′ (I) ⊂ J, then there exists a strict mean C : I 2 → I such that, for all x, y ∈ I, x = y, , y) ) .
for x = y, x for x = y,
M,K symmetric if M and K are symmetric. Proof. Take x, y ∈ I, x = y. Without any loss of generality we can assume that x < y. Since M is strict, we have x < M (x, y) < y. By the Cauchy Mean-Value Theorem there are r, s ∈ I, r = r(x, y), s = s(x, y),
Since g ′ (x) = 0 for all x ∈ I, the Darboux property of derivative implies that g is continuous, strictly increasing in I and, consequently, the inverse function g −1 : g(I) → I is differentiable in the interval g(I). The relation
the continuity of g and the Darboux property of the derivative f • g −1 ′ imply that the function
it follows that there exists t = t(r, s) ∈ I,
From (13) and (15) we have x = min(x, y) < t(r(x, y), s(x, y)) < max(x, y) = y.
Thus, putting
C(x, y) := t(r(x, y), s(x, y)) for x = y, and C(x, y) := x for x = y, we get a mean C which, according to (14) and (16), satisfies (11). If f ′ g ′ is one-to-one then formula (12) is a consequence of (11). The remaining statement is obvious.
Remark 2. Let the functions f and g satisfy the conditions of Theorem 2 and let w ∈ (0, 1) be fixed. Denote by A w the weighted arithmetic mean
Since g is continuous and strictly monotonic, the weighted quasi-arithmetic mean M
[g]
w (x, y) := g −1 (wg(x) + (1 − w)g(y)), x, y ∈ I, is well defined. It easy to check that for M := M
[g] w and K =: A 1−w formula (11) in Theorem 2 reduces to (3) that is to the classical Cauchy's theorem, and for w = 
Taking here I = (0, ∞), w ∈ (0, 1), f (x) = x p , g(x) = x q where p, q ∈ R, pq(p − q) = 0, we get
, x, y > 0.
The family of Stolarsky means E [p,q] : p, q ∈ R can be defined as follows ( [3] , cf. also [1] , p. 385):
(Here L is the logarithmic mean, J is the identric mean, P 1 and P 2 the projective means, and G is the geometric mean.) Note that
for all p, q ∈ R.
Since, for all x, y ∈ I, x = y, 
