Abstract. We determine the L-S category of Sp (3) by showing that the 5-fold reduced diagonal ∆ 5 is given by ν 2 , using a Toda bracket and a generalised cohomology theory h * given by h * (X, A) = {X/A, S[0, 2]}, where S[0, 2] is the 3-stage Postnikov piece of the sphere spectrum S. This method also yields a general result that cat(Sp(n)) ≥ n + 2 for n ≥ 3, which improves the result of Singhof [17] .
Introduction
In this paper, each space is assumed to have the homotopy type of a CW complex. The (normalised) L-S category of X is the least number m such that there is a covering of X by (m + 1) open subsets each of which is contractible in X. Hence cat { * } = 0. By Lusternik and Schnirelmann [10] , the number of critical points of a smooth function on a manifold M is bounded below by cat M + 1.
G. Whitehead showed that cat(X) coincides with the least number m such that the diagonal map ∆ m+1 : X → m+1 X can be compressed into the 'fat wedge' T m+1 (X) (see Chapter X of [20] ). Since m+1 X/ T m+1 (X) is the (m + 1)-fold smash product ∧ m+1 X, we have a weaker invariant w cat X, the weak L-S category of X, given by the least number m such that the reduced diagonal map ∆ m+1 : X → ∧ m+1 X is trivial. Hence w cat X ≤ cat X. T. Ganea has also introduced a stronger invariant Cat X, the strong L-S category of X, by the least number m such that there is a covering of X by (m + 1) open subsets each of which is contractible in itself. Thus w cat X ≤ cat X ≤ Cat X.
The weak and strong L-S categories usually give nice estimates of L-S category especially for manifolds. Actually, we do not know any example of a closed manifold whose strong L-S, L-S and weak L-S categories are not the same. The following problems are posed by Ganea [4] : i) (Problem 1) Determine the L-S category of a manifold. ii) (Problem 4) Describe the L-S category of a sphere-bundle over a sphere in terms of homotopy invariants of the characteristic map of the bundle. Problem 1 has been studied by many authors, such as Singhof [16, 17, 18] , Montejano [12] , Schweizer [15] , Gomez-Larrañaga and Gonzalez-Acuña [5] , James and Singhof [9] and Rudyak [13, 14] . In particular for compact simply-connected simple Lie groups, cat(SU (n + 1)) = n for n ≥ 1 by [16] , cat(Sp(2)) = 3 by [15] and w cat  1  1  2  2  3  3  4  cat  1  1  2  2  3  3  4  Cat  1  1  2  2  3  3  4 This completes the proof of Theorem 1.1.
3.
The ring structure of h * (Sp(3))
To show Theorem 1.2, we introduce a cohomology theory h * (−) such that h * (X, A) = {X/A, S[0, 2]}, where S[0, 2] is the spectrum obtained from S by killing all homotopy groups of dimensions bigger than 2. Then S[0, 2] is a ring spectrum with π
, where η is the Hopf element in π
]). Thus h
* is an additive and multiplicative cohomology theory with h
is given by ω = ι 3 , ι 3 : S 6 → Sp(1) ≈ S 3 the Samelson product of two copies of the identity ι 3 : S 3 → S 3 , which is a generator of π 6 (S 3 ) ∼ = Z/12Z. We state the following well-known fact (see Whitehead [20] ).
is given byμ| S 3 ×S 3 = µ and µ| S 3 ∪ωC(S 6 ) = 1 the identity and [ι 3 , χ ω ] r : S 9 → S 3 ×S 3 ∪ * ×ω { * }×C(S 6 ) is the relative Whitehead product of the identity ι 3 : S 3 → S 3 and the characteristic map
) and 3 ≥ Cat(Sp(2)).
Let ν : S 7 → S 4 be the Hopf element whose suspension ν n = Σ n−4 ν (n ≥ 4) gives a generator of π n+3 (S n ) ∼ = Z/24Z for n ≥ 5. Then we remark that ω n = Σ n−3 ω (n ≥ 3) satisfies the formula ω n = 2ν n ∈ π n+3 (S n ) for n ≥ 5. By Zabrodsky [21] , there is a natural splitting
Then by the definition of a relative Whitehead product, the composition of [ι 3 , ω] r with the projections to S 3 and S 3 ∪ ω e 7 are trivial and the composition with the projection to S 3 ∧S 3 is given by ι 3 ∧ω. Thus we have
, and hence we have
by Proposition 5.11 of Toda [19] . The following two facts are also well-known.
Fact 3.2.
We have the following homotopy equivalences:
Fact 3.3. The 11-skeleton X
3,2 of X 3,2 = Sp(3)/Sp(1) has the homotopy type of
Restricting the principal Sp(1)-bundle Sp(1) ֒→ Sp(3) q → X 3,2 to the subspace X (11) 3,2 = S 7 ∪ ν7 e 11 of X 3,2 , we obtain the subspace q −1 (X
3,2 ) = Sp(3) (14) of Sp (3) as the total space of the principal Sp(1)-bundle Sp(1) ֒→ Sp(3)
) with a characteristic map φ : S 6 ∪ ν6 e 10 → Sp(1) ≈ S 3 , which is an extension of ω :
Proposition 3.4. We have the following homotopy equivalences:
,
where
for n ≥ 3, and hence
This yields the following result.
10 ) be the map given byμ| S 3 ×S 3 = µ andμ| S 3 ∪ φ C(S 6 ∪ν 6 e 10 ) = 1 the identity. Then we have the following cone decomposition of Sp (3): (18) ) and 5 ≥ Cat(Sp (3)).
To determine the ring structures of h * (Sp (2)) and h * (Sp (3)), we show the following lemma.
Lemma 3.6. Let h * be any multiplicative generalised cohomology theory and let
, where x and y correspond to the generators of h
is the Boardman-Steer Hopf invariant equal to Σh 2 (f ) the suspension of the James-Hopf invariant h 2 (f ) (see [1] ) and
Proof. By Boardman and Steer [1] , ∆ :
q is the collapsing map and i 2 : S r ֒→ Q 2 is the bottom-cell inclusion. Thus we have
up to sign, we proceed as
This completes the proof of the lemma.
QED.
Using cohomology long exact sequences derived from the cell structure of Sp(3) and a direct calculation using Proposition 3.4 and Lemma 3.6, we deduce the following result for the cohomology theory h * considered at the beginning of this section.
Theorem 3.7. The ring structures of h * (Sp (2)) and h * (Sp(3)) are as follows: (3)) by altering, as is performed in [3] , the attaching map of e 11 .
Corollary 3.8. (14) ) ≥ w cat(Sp(3) (11) ) ≥ w cat(Sp(3) (10) ) ≥ 3 and w cat(Sp(3)) ≥ 4, together with w cat(Sp(2) (3) ) ≥ 1, w cat(Sp(2) (7) ) ≥ 2 and w cat(Sp(2)) ≥ 3. (18) ) and i
respectively.
Proof. We have the following two exact sequences (3)∧Sp (3))
The map α•∆ : Sp(3) (18) 
If γ were non-trivial, then γ would be η 17 : S 18 → S 17 , and hence we should have x 7 y 10 = ε·y 18 = 0. However, from the ring structure of h * (Sp(3)) given in Theorem 3.7, we know x 7 y 10 = 0, and hence we obtain γ = 0. Then the image of α•∆ is in the subspace S 3 ∧(S 10 ∪ ν10 e 14 ) of (S 3 ∪ ω e 7 )∧S 10 ∪ S 3 ∧(S 10 ∪ ν10 e 14 ), since they are 12-connected. Hence ∆ 4 = (1∧∆ 3 )•∆ equals the composition
h * (Sp(3)) given in Theorem 3.7, we know x 2 3 x 7 = ε·x 2 7 = 0, and hence we obtain γ ′ = 0. Hence the image of β lies in the subspace ∧ 3 S 3 of ∧ 3 Sp(3) (18) . On the other hand, for dimensional reasons, α•∆ equals the composition
where the restriction α ′ | S 14 equals the composition
If it were non-trivial, then γ ′′ would be η 13 : S 14 → S 13 , and hence we should have x 3 y 10 = ε·y 14 = 0. However, from the ring structure of h * (Sp(3)) given in Theorem 3.7, we know x 3 y 10 = x 2 3 x 7 = ε·x 2 7 = 0, and hence we obtain γ ′′ = 0. Hence α•∆ equals the composition
and hence ∆ 4 equals the composition Sp(3) (10) Sp(3) (11) Sp(3) (14) Sp(3) (18) Sp (3) w cat 1  2  3  3  3  4  5  cat  1  2  3  3  3  4  5  Cat  1  2  3  3  3  4  5 This completes the proof of Theorem 1.2.
Proof of Theorem 1.4
We know that for n ≥ 4, 
for some α Secondly, we show the following. (19) , it equals the composition
( (19) ) ≤ 4, and hence w cat(Sp(n) (19) ) = 4.
QED.
Let p j : Sp(n) → X n,j = Sp(n)/Sp(n − j) be the projection for j ≥ 1. Then we have the following.
2n+1)n be the collapsing map and i ′′′ : S (2n+1)n−6 ֒→ (∧ 5 Sp(n))∧X n,n−3 ∧ · · · ∧X n,1 the inclusion. Then
Proof. Firstly, we have the following exact sequence
where π (2n+1)n (S (2n+1)n−6 ) ∼ = Z/2Zν 2 (2n+1)n−6 and ψ ′′′ is induced from ω (2n+1)n−6 = 2ν (2n+1)n−6 . Thus ψ ′′′ is trivial, and hence i ′′′ * is injective. Secondly, since (∧ 5 Sp(n))∧X n,n−3 ∧ · · · ∧X n,1 ) is (n(2n + 1) − 11)-connected, we have For dimensional reasons, the image of ((1 Sp(n) )∧p n−3 ∧ · · · ∧p 1 )•∆ n−2 lies in Sp(n) (21) ∧S 15 ∧ · · · ∧S 4n−1 ∪ Sp(n) (19) ∧X n,n−3 ∧ · · · ∧X n,1 .
From Proposition 5.2, it follows that ∆ 5 annihilates Sp(n) (19) , and hence it equals the composition ∆ 5 : Sp(n) (21) → S 21 δ → ∧ 5 Sp(n) (21) for some δ ∈ π 21 (∧ 5 Sp (3)). Then we obtain the following diagram except for the dotted arrow using Lemma 4.3, which is commutative up to homotopy: 
