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We consider a multitype branching process with immigration in
a random environment introduced by Key in [Ann. Probab. 15 (1987)
344–353]. It was shown by Key that, under the assumptions made in
[Ann. Probab. 15 (1987) 344–353], the branching process is subcritical
in the sense that it converges to a proper limit law. We complement
this result by a strong law of large numbers and a central limit the-
orem for the partial sums of the process. In addition, we study the
asymptotic behavior of oscillations of the branching process, that is,
of the random segments between successive times when the extinc-
tion occurs and the process starts again with the next wave of the
immigration.
1. Introduction and statement of results. In this paper we consider the
multitype branching process with immigration in a random environment
(MBPIRE) introduced by Key in [14]. Broadly speaking, the MBPIRE is
a vector-valued random process Zn = (Z
(1)
n ,Z
(2)
n , . . . ,Z
(d)
n ) that describes
evolution of a population of particles of d different types in discrete time
n = 0,1, . . . . The integer number d ≥ 1 is fixed and Z(i)n denotes the num-
ber of particles of type i in generation n. We next present the process
Z = (Zn)n≥0 in more detail.
The environment ω = (ωn)n∈Z is a stationary ergodic sequence of random
variables ωn taking values in a measurable space (S,B). We denote by P the
law of ω on (Ω,F) := (SZ,B⊗Z) and by EP the expectation with respect to
P . Both the law of the immigration and the branching mechanism depend
on the realization of the environment.
Let Z+ denote N∪ {0}. The immigration X = (Xn)n∈Z+ is a sequence of
independent conditionally on ω random vectors Xn = (X
(1)
n , . . . ,X
(d)
n ) ∈ Zd+,
Received May 2005; revised October 2006.
AMS 2000 subject classifications. Primary 60J80, 60K37; secondary 60F05, 60F15.
Key words and phrases. Multitype branching processes with immigration in a random
environment, strong law of large numbers, central limit theorem, limiting distribution,
environment viewed from the particle.
This is an electronic reprint of the original article published by the
Institute of Mathematical Statistics in The Annals of Probability,
2007, Vol. 35, No. 4, 1573–1592. This reprint differs from the original in
pagination and typographic detail.
1
2 A. ROITERSHTEIN
describing the number of immigrants of all types arrived at time n ∈ Z+.
Let Pd be the set of probability measures on Zd+ and assume that the law
qω,n of Xn in a fixed environment ω is a function of the past state ωn−1 of
the environment:
qω,n = q(ωn−1)(1.1)
for some measurable function q :S →Pd. Here we regard Pd as a subspace
of the space of bounded real-valued sequences l∞ endowed with the Borel
σ-algebra induced by the product topology.
Every particle in the branching process is a descendant of an immigrant
but the immigrants themselves are not counted in the population. At each
unit of time, every particle of type i present in the system (including the
immigrants) splits (for a given realization of the environment independently
of the previous history and of the other particles) into a random number of
offspring of all types according to a law p
(i)
ω,n which is a function of ωn:
p(i)ω,n :pi(ωn)(1.2)
for some measurable functions pi :S →Pd, i= 1, . . . , d.
Thus, conditionally on the environment, (Zn)n∈Z+ is a nonhomogeneous
Markov chain that satisfies the initial condition Z0 = 0 [here and throughout
0 stands for (0, . . . ,0) ∈ Zd+] and the branching equation
Zn+1 =
d∑
i=1
Z
(i)
n +X
(i)
n∑
m=1
L(i)n,m for n≥ 0,(1.3)
where the random vectors L
(i)
n,m = (L
(i,1)
n,m , . . . ,L
(i,d)
n,m ) ∈ Zd+ (with n ∈ Z+; i=
1, . . . , d;m ∈N) are independent and L(i)n,m are distributed according to the
law p
(i)
ω,n for every m ∈N.
The underlying probability space (Ω×T ,F ⊗G,P), where T is a space of
family trees that describes the “genealogy” of the particles and G is its Borel
σ-algebra, is constructed using the recipe given in [12], Chapter VI. The mea-
sure P on Ω×T is defined as P ⊗Pω , where for ω ∈Ω, Pω is the (popularly
known as quenched) law on (T ,G) consistent with the preceding description
of the process in the environment ω. The marginal P(·) = EP (Pω(·)) of P
on (T ,G) is referred to as the annealed law of the process. The expecta-
tions with respect to Pω and P are denoted by Eω and E, respectively. For a
random vector v = (v(1), . . . , v(d)) ∈Rd, EP (v) [correspondingly Eω(v), E(v)]
stands for the vector whose ith component is EP (v
(i))(Eω(v
(i)), E(v(i))).
To formulate our assumptions on the process (Zn)n∈Z+ we need to in-
troduce some additional notation. For any constant β > 0 and real-valued
random variable X we set
‖X‖ω,β := (Eω(|X|β))1/β .(1.4)
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We often use L
(i)
n,1 as “a random vector distributed according to the law
p
(i)
ω,n” and in such cases omit the lower index 1 writing it simply as L
(i)
n . The
jth component of the vector L
(i)
n is denoted by L
(i,j)
n . For any n ∈ Z+ and
i, j = 1, . . . , d we define the following functions of the environment ω:
I
(j)
n,β(ω) := ‖X(j)n ‖ω,β, M (i,j)n,β (ω) := ‖L(i,j)n ‖ω,β.
We denote by In,β the vector (I
(1)
n,β, . . . , I
(d)
n,β) and (with a slight abuse of
notation) by Mn,β the matrix whose ith column (not the row) is the vector
(M
(i,1)
n,β , . . . ,M
(i,d)
n,β ). To simplify the notation we write
In := In,1 and Mn :=Mn,1.
Finally, for v = (v(1), . . . , v(d)) ∈Rd we set ‖v‖β =: (
∑d
i=1 |v(i)|β)1/β , and for
a d× d matrix A denote by ‖A‖β the corresponding operator norm.
The following is the basic set of conditions imposed in this paper.
Assumption 1.1. We have:
(A1) EP (log
+ ‖I0‖1)<∞, where log+ x := max{0, logx}.
(A2) EP (log
+ ‖M0‖1)<∞.
(A3) limn→∞ n
−1EP (log ‖Mn−1 · · ·M1M0‖1)< 0.
Note that (A1) implies P (I
(i)
0 <∞) = 1 and P (M (i,j)0 <∞) = 1 for all i, j,
and that (A2) yields the existence of the limit in (A3) by the sub-additive
ergodic theorem of [11].
The model of MBPIRE was introduced by Key in [14], where it is also
shown that the process is subcritical under Assumption 1.1, that is, Zn
converges in distribution to a proper limit law (see Theorem 2.1 below where
a more precise statement is cited from [14]).
The model is a generalization on one side for the multitype branching pro-
cesses in random environment (without immigration) introduced by Athreya
and Karlin in [3] and on the other side for a special single-type case con-
sidered by Kesten, Kozlov and Spitzer in [13]. The latter process is closely
related to one-dimensional random walks in random environment (RWRE)
and from this point of view was studied by many authors (see, e.g., [1, 8, 13]
and Section 2 of the survey [17]). The limiting distribution of Zn [piω de-
fined below in (4.1) turns out to be a geometric law in this case], the weak
law of large numbers and the central limit theorem for the partial sums of
this process in a stationary ergodic environment can be obtained by using
corresponding statements for the associated RWRE.
In this paper we study the asymptotic behavior of the sequence (Zn)n∈Z+
exploiting both tools developed in the theory of random motion in random
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media (e.g., the method of the “environment seen from the position of the
particle”) as well as the construction of the limiting distribution for the
general MBPIRE provided in [14].
The general idea of the proofs is as follows. Let Ui,n ∈ Rd represent the
progeny in generation n of all immigrants arrived at time i. Then Zn =∑n−1
i=0 Ui,n stochastically grows to its stationary distribution as n goes to in-
finity. The limiting law corresponds to the random variable Z˜n =
∑n−1
i=−∞Ui,n
which is a.s. finite under Assumption 1.1. Here we introduce “demo” immi-
grants arriving at negative times and keep the notation Ui,n for their progeny.
The process Z˜n is stationary and moreover, it turns out that it inherits some
ergodic and mixing properties of the environment. Furthermore, since the
MPBREs (Ui,n)n≥i extinct a.s. for any i ∈ Z (cf. [3]), the random variables
Zn and Z˜n coincide for all n large enough. Therefore one can obtain limit
theorems for the process Zn from standard results for the ergodic (mixing
under additional assumptions) stationary process Z˜n. Note that in this as-
pect the process with immigration is quite different from the supercritical
MPBRE without immigration, where Zn grows in exponential rate (cf. [6]).
We next turn to the presentation of our main results. Let
Sn =
n−1∑
i=0
Zn.
The following strong law of large numbers is proved in Section 2:
Theorem 1.2. Let Assumption 1.1 hold. Then P(limn→∞
Sn
n = ρ) = 1,
where
ρ :=
∞∑
n=0
EP (Mn · · ·M1M0I0) ∈ (R+ ∪ {∞})d.(1.5)
The proof of the theorem is by coupling (Zn)n∈Z+ with a stationary and
ergodic process (Z˜n)n∈Z [introduced below in (2.2)] such that Z˜n are dis-
tributed according to the limit law of Zn, and applying then the ergodic
theorem to (Z˜n)n∈Z (cf. Lemma 2.2).
In the case where (ωn)n∈Z is a strongly mixing sequence with exponential
rate we obtain in Section 3 the following central limit theorem. Let
α(n) = sup{|P (A ∩B)−P (A)P (B)| :A ∈ Fn,B ∈ F0},(1.6)
where, for n ∈ Z,
Fn := σ(ωi : i≥ n) and Fn := σ(ωi : i < n).(1.7)
Recall that the sequence ωn is called strongly mixing if α(n)→n→∞ 0. For
strongly mixing sequence it holds that (cf. [9], page 10)
|EP (fg)−EP (f)EP (g)| ≤ 4α(n)(1.8)
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for all Fn-measurable random variables f(ω) and all F0-measurable random
variables g(ω) such that P (|f | ≤ 1 and |g| ≤ 1) = 1.
For any n ∈ Z+ and i ∈ {1, . . . , d} let
Y (i)n := #{progeny of type i over all generations
of all Xn immigrants arrived at time n}
and denote Yn := (Y
(1)
n , . . . , Y
(d)
n ) ∈ Zd+. An equivalent definition of Yn is
given in (3.1) below.
Theorem 1.3. Let Assumption 1.1 hold and suppose in addition that:
(B1) lim supn→∞ n
−1 logEP (‖Mn−1,κ · · ·M0,κI0,κ‖κκ)< 0 for some κ > 2.
(B2) lim supn→∞ n
−1 logα(n)< 0, where the mixing coefficients α(n) are
defined in (1.6).
Then n−1/2(Sn−n ·ρ) converges in distribution to a Gaussian random vector
S∞ with zero mean. Moreover, if the following condition holds for some
i ∈ {1, . . . , d},
(B3(i)) There is no function fi :Ω→ Zd+ such that Pω(Y (i)0 = fi(ω)) = 1
for P -a.e. environment ω,
then E([S
(i)
∞ ]2)> 0 for that i.
Remark 1.4. (i) Moment condition (B1) is used in the proof of The-
orem 1.3 to ensure that E(‖Y0‖κκ) <∞. Mimicking the estimates on the
moments of a single-type branching process carried out in the course of the
proof of [8], Lemma 2.4 (see also [17], Lemma 2.4.16), it is not hard to check
that the conclusion of Theorem 1.3 still holds if (B1) is replaced by
(B1′) There exist (nonrandom) constants κ > 2 and m > 0 such that
P (‖X0‖ω,κ < m) = 1, P (‖L(i)0 ‖ω,κ < m) = 1 for all i = 1, . . . , d, and in ad-
dition limsupn→∞n
−1 logEP (‖Mn−1 · · ·M0‖κκ)< 0.
Note that (B1′) implies by Jensen inequality that the conditions of The-
orem 1.2 hold.
(ii) The random vectors Yn, n ∈ Z+, are independent in a fixed envi-
ronment, and one can check that if Assumption 1.1 holds and condition
(B1) is satisfied, then the Lindeberg condition (cf. [10], page 116) is fulfilled
for the sequence (Yn · t)n∈Z+ for every t 6= 0 ∈ Rd. Therefore, for P -a.e. ω,
the sequence (Yn · t)n∈Z+ obeys a CLT with a random centering under the
quenched measure Pω . Alili (cf. [1], Theorem 5.1 and Section 6) provided a
set of conditions on the environment [excluding i.i.d. sequences (ωn)n∈Z+ ]
sufficient to replace the random centering in the quenched CLT of this kind
by a constant.
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This theorem is similar to the CLT for hitting times of one-dimensional
random walks in a stationary ergodic environment (cf. [17], see also [2],
Theorem 4.3) that can be equivalently restated in terms of the single-type
process considered in [13]. The analogy between hitting times of RWRE and
random variables Yn that exists in the special case can be carried over, to
some extent, to the general MBPIRE. Again, the limiting distribution of Zn
is an important ingredient of the proof.
Our next result deals with the regeneration times νn defined by
ν0 = 0 and νn = inf{i > νn−1 :Zi = 0},(1.9)
with the usual convention that the infimum over an empty set is ∞.
Theorem 1.5. Let Assumption 1.1 hold and suppose in addition that
there exists constant m ∈N such that
P (Pω(Zm = 0|Z0 = 1)> 0)> 0,(1.10)
where 1 := (1, . . . ,1) ∈Rd.
Then P(Zn = 0 i.o.) = 1. Moreover, if
P (Pω(Z1 = 0|Z0 = 1)> 0) = 1,(1.11)
then P(limn→∞ νn/n= µ) = 1 for some constant µ > 0.
The proof of this theorem given in Section 4.1 uses the same coupling with
the sequence Z˜n as in the proof of Theorem 1.2 along with a change of mea-
sure argument. Assumption (1.10) is essentially a condition of Key implying
that the limiting distribution of Zn puts a positive probability on 0 (see
Lemma 4.2 below).
The law of large numbers for νn is derived from a somewhat more gen-
eral result stated in Proposition 4.3. Let Z[i,j] denote the segment of the
branching process between times i and j, that is,
Z[i,j] := (Zi,Zi+1, . . . ,Zj), i≤ j,(1.12)
and let θ denote the shift operator on the space of environments Ω, that is,
(θω)n = ωn+1.(1.13)
We introduce in Section 4 a probability measure P˜ on the underlying mea-
surable space (Ω × T ,F × G) such that under P˜ the sequence of triples
((θνn−1ω,νn − νn−1,Z[νn−1+1,νn]))n∈N is stationary and ergodic. The distri-
bution of the sequence (Zn)n≥0 under P˜ is the Palm measure P˜((Zn)n≥0 ∈
·) = P((Z˜n)n≥0 ∈ ·|Z˜0 = 0) and it turns out to be equivalent to P((Zn)n≥0 ∈ ·)
if (1.11) holds.
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We next consider the case where the law of the branching process is
“uniformly elliptic” and the environment ω is a uniformly mixing sequence.
In this case we show that the sequence of pairs ((νn−νn−1,Z[νn−1+1,νn]))n∈N
is uniformly mixing and converges in law to its stationary distribution. Let
ϕ(n) = sup{|P (A|B)−P (A)| :A ∈ Fn,B ∈ F0, P (B)> 0},
where the σ-algebras Fn and F0 are defined in (1.7). Recall that the sta-
tionary sequence (ωn)n∈Z is called uniformly mixing if ϕ(n)→n→∞ 0. For
uniformly mixing sequence it holds that (cf. [9], page 9)
|EP (fg)−EP (f)EP (g)| ≤ 2ϕ(n)EP (|f |)(1.14)
for all Fn-measurable random variables f(ω) and all F0-measurable random
variables g(ω) such that P (|f | ≤ 1 and |g| ≤ 1) = 1 [cf. with (1.8)].
The following theorem is proved in Section 4.2.
Theorem 1.6. Let Assumption 1.1 hold and suppose in addition that
the sequence (ω)n∈Z is uniformly mixing and that there exist d+1 measures
e(i) ∈ Pd, i = 1, . . . , d + 1, and constant ε ∈ (0,1) such that the following
hold:
(i) For every v ∈ Zd+,
P (p
(i)
ω,0(v)> εe
(i)(v) for i= 1, . . . , d and qω,0(v)> εe
(d+1)(v)) = 1,
(ii) e(i)(0)> 0 for all i= 1, . . . , d.
Then:
(a) The sequence ((νn−νn−1,Z[νn−1+1,νn]))n∈N is uniformly mixing. More
precisely,
sup
m∈N
sup
A∈Gνn+m
sup
B∈Gνm ,P(B)>0
{|P(A|B)− P(A)|} →n→∞ 0,
where we denote Gn = σ(Zi : i≥ n) and Gn = σ(Zi, ωi : i < n).
(b) The sequence ((νn−νn−1,Z[νn−1+1,νn]))n∈N converges to its stationary
distribution.
Note that the assumptions of the theorem imply that condition (1.11) of
Theorem 1.5 is valid.
The rest of the paper is organized as follows. Section 2 contains the proof
of the law of large numbers (Theorem 1.2), Section 3 is devoted to the proof
of the central limit theorem (Theorem 1.3), and the proofs of Theorems 1.5
and 1.6 are included in Section 4.
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2. The LLN: Proof of Theorem 1.2. Theorem 1.2 is obtained in this
section from the corresponding statement for the stationary and ergodic
“version” (Z˜)n∈Z of the process (Zn)n∈Z+ which is introduced below in (2.2).
For any i ∈ Z+ and n≥ i define the vector Ui,n = (U (1)i,n , . . . ,U (d)i,n ) by set-
ting Ui,i =Xi and, for n > i,
U
(j)
i,n =#{progeny of type j in generation n
(2.1)
of all immigrants arrived at time i}.
Thus Zn =
∑n−1
i=0 Ui,n for n ∈ Z+. The sequence Ui := (Ui,n)n≥i form a mul-
titype branching process in random environment as introduced by Athreya
and Karlin in [3] (abbreviated as MBPRE in what follows). Assume that
the underlying probability space is enlarged to include random vectors Xi
and processes Ui for i < 0 such that:
(i) For every i ∈ Z, Uii =Xi.
(ii) The processes (Ui)i∈Z are independent in a fixed environment.
(iii) For any i < 0, Pω(Ui ∈ ·) = Pθiω(U0 ∈ ·), where the shift θ is defined
in (1.13).
That is, (Ui)i∈Z is a stationary collection of MBPREs with independent lines
of descent in a fixed environment, each Ui is starting from the immigration
wave described by Xi.
Let
Z˜n =
n−1∑
i=−∞
Ui,n, n ∈ Z.(2.2)
Some components of the vectors Z˜n may be infinite a priori. However, the
following was in fact proved by Key (cf. [14], Theorem 3.3; the random vari-
ables Z˜n are not defined explicitly in [14] but they are “present implicitly,”
e.g., in Lemma 2.2 there).
Theorem 2.1 ([14]). Let Assumption 1.1 hold. Then Z˜0 is a proper
random vector, that is, P(Z˜
(i)
0 < ∞ ∀i = 1, . . . , d) = 1, and P(Z˜0 = v) =
limn→∞P(Zn = v) for every v ∈ Zd+.
That is, (Z˜n)n∈Z provides a “stationary version” of the process Zn, and
the latter converges in law to its stationary distribution. We next show that
the sequence (Z˜n)n∈Z is ergodic and derive the law of large numbers for the
partial sums of Zn from this fact.
Lemma 2.2. Let Assumption 1.1 hold. Then:
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(a) The sequence U= (Un)n∈Z is ergodic.
(b) (Z˜n)n∈Z is a stationary ergodic sequence.
(c) P(∃ n0 ∈N : Z˜n =Zn for n≥ n0) = 1.
(d) For any measurable function f :Zd+ → R the following holds P-a.s.,
provided that the expectation in the right-hand side exists: 1n
∑n−1
i=0 f(Zi)→n→∞
E(f(Z˜0)).
Proof. (a) Let A ∈ σ(Un :n ∈ Z) be an invariant set of the shift op-
erator Θ defined by (ΘU)n = Un+1, that is, A = Θ−1A modulo a P-null
set. Then P -a.s., Pω(A) = Pω(Θ
−1A) = Pθ−1ω(A). Therefore the function
f(ω) := Pω(A) is invariant under the ergodic shift θ on the sequence ω =
(ωn)n∈Z, that is, f(ω) = f(θω), P -a.s. Hence f(ω) is a P -a.s. constant func-
tion. Since the random variables Un are independent under Pω , Kolmogorov’s
0–1 law implies that f(ω) ∈ {0,1}. It follows that P(A) =EP (f(ω)) ∈ {0,1}.
(a) The claim follows from part (a) of the lemma and the definition (2.2)
of Z˜n.
(c) Follows from the extinction criterion for MBPRE given in [3], The-
orem 12 (with notation of Remark following this theorem). The criterion
is applied to the progeny of all Z˜0 particles living at time 0 in the process
(Z˜n)n∈Z, and implies that the extinction of the branching process formed by
these particles occurs eventually under Assumption 1.1.
(d) Follows from the ergodic theorem applied to the sequence (Z˜n)n∈Z
and part (c) of the lemma. 
Part (d) of the lemma contains the claim of Theorem 1.2 and we now turn
to the proof of the CLT for the partial sums of Zn.
3. The CLT: Proof of Theorem 1.3. The CLT for the process Zn is de-
rived here from the corresponding statement for the sequence Yn (introduced
right before the statement of Theorem 1.6). The definition of Yn can be
equivalently written as follows:
Yn =
∞∑
i=n+1
Un,i, n ∈ Z,(3.1)
where the random vectors Un,i are introduced in (2.1). It is not hard to
check that each component of the vector Eω(Y0) =
∑∞
i=1Mi−1 · · ·M0I0 is P -
a.s. finite under Assumption 1.1 (see, e.g., [14], Lemma 3.1). Therefore Y0 is
a proper random vector, E(Y0) = ρ, and it follows from Lemma 2.2(a) that
(Yn)n∈Z is a stationary ergodic sequence. In order to prove the CLT for the
partial sums of Yn we shall use the following general CLT for mixing vector-
valued sequences. Recall the definition of the norm ‖v‖κ = (
∑d
i=1 |v(i)|κ)1/κ,
v ∈Rd.
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Lemma 3.1. Let (Yn)n∈Z+ be a stationary sequence of random vectors
Yn = (Y
(1)
n , . . . , Y
(d)
n ) in Rd such that E(‖Y0‖κκ) <∞ for some κ > 2. For
n ∈N let Fn = σ(Ym :m≥ n) and denote
χn = sup{|P(A∩B)− P(A)P(B)| :A ∈ σ(Y0),B ∈Fn}.(3.2)
Let Y n = Yn −E(Y0) and Tn =
∑n−1
i=0 Y i.
If
∑∞
n=1χ
(κ−2)/(2κ)
n
<∞, then T n/
√
n converges in distribution to a Gaus-
sian random vector T∞ = (T
(1)
∞ , . . . , T
(d)
∞ ) with zero mean such that
E(T (i)∞ T
(j)
∞ ) = E(Y
(i)
0 Y
(j)
0 ) +
∞∑
n=1
E(Y
(i)
0 Y
(j)
n + Y
(j)
0 Y
(i)
n ),(3.3)
where the last series converges absolutely.
The lemma is a combination of a one-dimensional CLT for mixing se-
quences (cf. [10], page 425) with the multidimensional Crame´r–Wold device
(cf. [10], page 170).
The next lemma is similar in spirit to [17], Lemma 2.1.10 and the proof
of the latter works nearly verbatim.
Lemma 3.2. Let the conditions of Theorem 1.3 hold. Then
lim sup
n→∞
1/n logχn < 0,
where χn are defined by (3.2).
Proof. LetYn denote the sequence (Yi)i≥n, define τ0 = inf{i ∈N :U0,i =
0}, and recall the definition of the mixing coefficients α(n) from (1.6). On
one hand, using inequality (1.8), we obtain for any n ∈ N, A ∈ σ(Y0) and
B ∈ σ(Yi : i > n),
P(Y0 ∈A,Yn ∈B)≥ P(Y0 ∈A,τ0 ≤ n/2,Yn ∈B)
= EP (Pω(Y0 ∈A,τ0 ≤ n/2)Pω(Yn ∈B))
≥ P(Y0 ∈A,τ0 ≤ n/2) · P(Yn ∈B)− 4α([n/2])
≥ P(Y0 ∈A) · P(Yn ∈B)− P(τ0 >n/2)− 4α([n/2]),
where [n/2] stands for the integer part of n/2. On the other hand,
P(Y0 ∈A,Yn ∈B)≤ P(Y0 ∈A,τ0 ≤ n/2,Yn ∈B) + P(τ0 > n/2)
= EP (Pω(Y0 ∈A,τ0 ≤ n/2)Pω(Yn ∈B)) + P(τ0 > n/2)
≤ P(Y0 ∈A,τ0 ≤ n/2) · P(Yn ∈B)
+ 4α([n/2]) + P(τ0 >n/2)
≤ P(Y0 ∈A) · P(Yn ∈B) + 4α([n/2]) + P(τ0 > n/2).
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Thus it remains to show that lim supn→∞ 1/n logP(τ0 > n)< 0. Using Cheby-
shev’s inequality in the third step and Jensen’s inequality in the last one,
we obtain
P(τ0 > n) = P
(
d⋃
i=1
{U (i)0,n ≥ 1}
)
≤
d∑
i=1
P(U
(i)
0,n ≥ 1)≤ E(‖U0,n‖1)
=EP (‖Mn−1Mn−2 · · · · ·M0I0‖1)
≤EP (‖Mn−1,κMn−2,κ · · · · ·M0,κI0,κ‖1),
yielding the claim in virtue of assumption (B1) since the matrix norm ‖ · ‖1
and ‖ · ‖κ are equivalent. 
We next check that the second moment condition of Lemma 3.1 holds
under the assumptions of Theorem 1.3.
Lemma 3.3. Suppose that assumption (B1) of Theorem 1.3 is satisfied.
Then E(‖Y0‖κκ)<∞.
Proof. Recall the definition of the norm ‖x‖ω,κ, x ∈R, from (1.4). For
i= 1, . . . , d we obtain, by using Minkowski’s inequality,
E((Y
(i)
0 )
κ) = EP (‖Y (i)0 ‖κω,κ) =EP
(∥∥∥∥∥
∞∑
n=1
U
(i)
0,n
∥∥∥∥∥
κ
ω,κ
)
≤ EP
([
∞∑
n=1
‖U (i)0,n‖ω,κ
]κ)
≤
(
∞∑
n=1
[EP (‖U (i)0,n‖κω,κ)]1/κ
)κ
.
Conditioning on U0,n−1 and using Minkowski’s inequality again we obtain:
‖U (i)0,n‖ω,κ =
∥∥∥∥∥
d∑
j=1
U
(j)
0,n−1∑
m=1
L
(j,i)
n−1,m
∥∥∥∥∥
ω,κ
≤
d∑
j=1
M
(j,i)
n−1,κ‖U (j)0,n−1‖ω,κ,
where the random vectors L
(i)
n,m are the same as in the branching equation
(1.3). It follows by using induction that
EP (‖U (i)0,n‖κω,κ)≤EP (‖Mn−1,κ · · · · ·M0,κI0‖κκ),
and thus the claim of the lemma follows from assumption (B1). 
Let Tn =
∑n−1
i=0 Yi and recall the vector ρ defined in (1.5).
Lemma 3.4. Let Assumption 1.1 and conditions (B1) and (B2) of The-
orem 1.3 hold. Then the sequence n−1/2(Tn − n · ρ) converges in law to a
Gaussian random vector T∞ with zero mean. Moreover, if condition (B3
(i))
holds for some i ∈ {1, . . . , d} then E([T (i)∞ ]2)> 0 for that i.
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Proof. The vectors Yn satisfy conditions of Lemma 3.1 in view of Lem-
mas 3.2 and 3.3. Thus we only need to check that the ith component of the
limit random vector T∞ is nondegenerate if condition (B3
(i)) holds.
Let Rn(ω) = Eω(Yn). By (3.3) and using the fact that Y0 and Yn are
independent in a fixed environment, we obtain for any i= 1, . . . , d,
E([T (i)∞ ]
2) = E([Y
(i)
0 − ρ(i)]2) + 2
∞∑
n=1
E[(Y
(i)
0 − ρ(i))(Y (i)n − ρ(i))]
= E([Y
(i)
0 ]
2)−EP ([R(i)0 ]2) +EP ([R(i)0 ]2)− (ρ(i))2
+2
∞∑
n=1
EP [(R
(i)
0 − ρ(i))(R(i)n − ρ(i))]
:= E([Y
(i)
0 ]
2)−EP ([R(i)0 ]2) + σi.
By Lemma 3.1 the following series converges absolutely:
∞∑
n=1
E[(Y
(i)
0 −α(i)Z )(Y (i)n − ρ(i))] =
∞∑
n=1
EP [(R
(i)
0 − ρ(i))(R(i)n − ρ(i))].
Moreover, it follows from Minkowski’s inequality that
EP ([R
(i)
0 ]
2) = EP
([
∞∑
n=1
(Mn−1 · · ·M0I0)(i)
]2)
≤
[
∞∑
n=1
√
EP ([(Mn−1 · · ·M0I0)(i)]2)
]2
and hence EP ([R
(i)
0 ]
2)<∞ in view of (B1). Therefore (see the last few lines
in [5], page 198), σi = limn→∞
1
nEP ([
∑n−1
j=0R
(i)
j −n ·ρ(i)]2)≥ 0. Furthermore,
if condition (B3(i)) holds, Y
(i)
0 is a nondegenerate random variable under Pω
for P -a.e. environment ω. It follows that
E([Y
(i)
0 ]
2)−EP ([R(i)0 ]2) =EP [Eω([Y (i)0 ]2)− [Eω(Y (i)0 )]2]> 0,
completing the proof of the lemma. 
To complete the proof of Theorem 1.3 observe that
Tn − Sn =
n−1∑
i=0
∞∑
j=n
Ui,j ≤
n−1∑
i=−∞
∞∑
j=n
Ui,j
and hence, in virtue of assumption (B1), E(Tn−Sn) is bounded by a vector in
Rd :E(
∑n−1
i=−∞
∑∞
j=nUi,j) = E(
∑−1
i=−∞
∑∞
j=0Ui,j) ∈ Rd. It follows that (Tn −
Sn)/
√
n converges to 0 in probability, yielding the claim of Theorem 1.3.
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4. Recurrence behavior of the branching process. This section is de-
voted to the proof of Theorem 1.5 and Theorem 1.6. The proof of the former
is included in Section 4.1 while that of the latter is contained in Section 4.2.
4.1. Proof of Theorem 1.5. First we make explicit the obvious link be-
tween the structure of the limiting distribution and the recurrence properties
of the sequence (Zn)n∈Z+ . For any environment ω, let
piω(v) = Pω(Z˜0 = v), v ∈ Zd+,(4.1)
and let pi(v) denote EP (piω(v)) = P(Z˜0 = v). According to Theorem 2.1, piω
is a probability distribution on Zd+ for P -almost every environment ω. In
the following lemma we use the notation Z = (Zn)n≥0 an Z˜ = (Z˜n)n≥0.
Lemma 4.1. Let Assumption 1.1 hold. Then:
(a) P(Zn = v i.o.) ∈ {0,1} for every v ∈ Zd+. Moreover, P(Zn = v i.o.) = 1
if and only if pi(v)> 0.
(b) If pi(0) > 0 then P(Z˜ ∈ ·|Z˜0 = 0) =
∫
ΩPω(Z ∈ ·)P˜ (dω), where the
probability measure P˜ on the space of environments (Ω,F) is defined by
dP˜
dP =
piω(0)
pi(0) . In particular, the measures P(Z ∈ ·) and P(Z˜ ∈ ·|Z˜0 = 0) are
equivalent if and only if P (piω(0)> 0) = 1.
Proof. (a) This is a direct consequence of Lemma 2.2. By part (c)
of the lemma, P(Zn = v i.o.) = P(Z˜n = v i.o.), while part (b) implies that
P(Z˜n = v i.o.) ∈ {0,1} and furthermore, P(Z˜n = v i.o.) = 1 if and only if
P(Z˜0 = v) > 0 (the latter follows from Poincare´ recurrence theorem in one
direction and from the Borel–Cantelli lemma in the other one).
(b) For any measurable set A⊆ (Zd+)Z+ we have
P(Z˜ ∈A∩ Z˜0 = 0)
P(Z˜0 = 0)
=
1
pi(0)
EP [Pω(Z˜ ∈A|Z˜0 = 0)Pω(Z˜0 = 0)]
= EP
[
Pω(Z ∈A)piω(0)
pi(0)
]
.

It should be noted that P (piω(0)> 0) ∈ (0,1) in a fairly common situation.
Consider, for example, an environment which is a Markov chain in the state
space {α,β} and a process Zn such that P(Z1 = 0|ω0 = α) = 0 while P(Z1 =
0|ω0 = β) = 1. However, using the fact that piθnω(0)≥ piω(v)Pω(Z˜n = 0|Z˜0 =
v) for every v ∈ Zd+, the following simple criterion was in fact proved by Key
in [14] (see the proof of the second part of [14], Theorem 3.3).
14 A. ROITERSHTEIN
Lemma 4.2 ([14]). Let Assumption 1.1 hold and suppose in addition that
for some ω ∈ Ω there exists n ∈ N such that Pω(Z˜n = 0|Z˜0 = 1) > 0, where
1= (1, . . . ,1) ∈Rd. Then, piθnω(0)> 0 with probability one.
We note in passing that if the environment is an i.i.d. sequence and the
law of the immigration qn is independent of the branching law pn−1 for all
n ∈ Z, then, integrating the equation piθω(v) =
∑
u∈Zd+
piω(u)Pω(Z˜1 = v|Z˜0 =
u), we obtain that pi is a solution of the eigen-vector problem pi = piA for
the stochastic matrix Au,v = P(Z˜1 = v|Z˜0 = u).
Part (a) of Lemma 4.1 combined with Lemma 4.2 imply that under the
conditions of the theorem, P(Zn = 0 i.o.) = 1. The rest of the subsection is
devoted to the proof that P(limn→∞ νn/n= 1/pi(0)) = 1 if (1.11) holds.
Let P˜ be the probability measure on the product space Ω× (Zd+)Z+ de-
fined by setting P˜(ω ∈ A, (Zn)n∈Z+ ∈ B) = P(ω ∈ A, (Z˜n)n∈Z+ ∈ B|Z˜0 = 0)
for measurable sets A⊆ Ω and B ⊆ (Zd+)Z+ . The expectation with respect
to P˜ is denoted by E˜. For n ∈N let µn = νn − νn−1 and consider the triples
xn = (θ
νnω,µn,Z[νn−1+1,νn]), where the shift θ is defined in (1.13) and the
segments Z[i,j] in (1.12). The sequence (xn)n∈N is a Markov chain on the
state space X=Ω×N×Υd, where Υd =
⋃
n∈Z+(Z
d
+\{0})n ×{0}. We equip
Υd with the discrete topology and denote by Ξ the product σ-algebra in-
duced on X. Transition kernel K of xn under P˜ is given by
K(ω, i,x;A, j,y) = Pω(Z[1,j] = y)Iθ−jA(ω),
where A ∈F , i, j ∈N,x,y ∈Υd, and ω ∈Ω. The initial law of xn is given by
Q(A, i,x) := P˜(ω ∈A,ν1 = i,Z[1,ν1] = x)
=
∫
Ω
Pω(Z[1,i] = x)Iθ−iA(ω)P˜ (dω),
where the measure P˜ is introduced in part (b) of the statement of Lemma 4.1.
It follows from Lemmas 4.1 and 4.2 that if (1.11) holds, then P˜ is equiv-
alent to P and hence Q is equivalent to P. Moreover, applying Kac’s recur-
rence theorem ([10], page 348) to the stationary sequence Z˜n, we infer that
E˜(µ1) = 1/pi(0). Therefore, the second part of Theorem 1.5 is implied by the
following proposition.
Proposition 4.3. Let Assumption 1.1 and condition (1.11) hold. Then
the Markov chain (xn)n∈N on (X,Ξ) with initial distribution Q and transition
kernel K is stationary and ergodic.
Proof. The conclusion that the measure Q(·) = P(·|Z˜0 = 0) is preserved
under the action of the kernel K is standard (see, e.g., [15], Chapter II or
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[16], Section 2.3) and follows from the fact that P is preserved under the shift
on the sequence yn = (θ
nω, Z˜n). Specifically, for integers i, j such that i≤ j
let Z˜[i,j] = (Z˜i, Z˜i+1, . . . , Z˜j) and observe that for any i ∈N,x ∈Υd,A ∈ F ,
Q(A, i,x) =
1
pi(0)
P(Z˜0 = 0, Z˜[1,i] = x, θ
iω ∈A)
=
1
pi(0)
P(Z˜−i = 0, Z˜[−i+1,0] = x, ω ∈A).
Therefore, using the notation KQ(A, j,y) :=
∫
XK(ω; i,x;A, j,y)Q(dω, i,x),
KQ(A, j,y)
=
∑
i∈N
∑
x∈Υd
∫
Ω
Pω(Z˜−i = 0, Z˜[−i+1,0] = x)Pω(Z[1,j] = y)Iθ−jA(ω)
dP (ω)
pi(0)
=
∫
Ω
Pω(Z˜0 = 0, Z˜[1,j] = y)Iθ−jA(ω)
dP (ω)
pi(0)
=Q(A, j,y).
Thus Q is an invariant measure for the transition kernel K.
Our next aim is to show that the sequence (xn)n∈N is ergodic under P˜. The
proof is a variation of the “environment viewed from the particle” argument
adapted from the theory of random motion in random media (see, e.g., [4],
Lecture 1 and references therein). Let A ∈ Ξ⊗N be an invariant set, that is,
Θ−1A=A, P˜-a.s., where Θ is the usual shift on the space XN : (ΘX )n = xn+1
for X = (xn)n∈N. It suffices to show that P˜(A) ∈ {0,1}.
For x ∈ X let P˜x be the law of the Markov chain (xn)n∈N with initial
state x1 = x. Set h(x) = P˜x(A) and note that the sequence (h(xn))n∈N form
a martingale in its canonical filtration. This follows from the following rep-
resentation of h(xn):
E˜(IA(X )|x0, x1, . . . , xn) = E˜(IΘ−nA(X )|x0, x1, . . . , xn)
(4.2)
= h(xn), P˜-a.s.,
where the first equality is due to the invariance property of the set A while
the second one follows from the Markov property. The representation (4.2)
yields, by Le´vy 0–1 law (cf. [10], page 263), that h(xn) converges to IA(X )
as n approaches to infinity. This in turn implies that there exists a set B ∈ Ξ
such that h(x) = IB(x), Q-a.s. (see the proof of (1.17) in [4]).
It remains to show that Q(B) ∈ {0,1}. By the martingale property of
the sequence h(xn), IB(x) = KIB(x), Q-a.s. Since the transition kernel
K(ω, i,x; ·) does not depend of i and x, the function h should not depend
on these two variables as well, that is, modulo a Q-null set, the set B has
the form
B = {(ω, i,x) ∈X :ω ∈C}=C ×N×Υd
16 A. ROITERSHTEIN
for some C ∈ F .
Let K˜ be the transition kernel of the Markov chain ω˜n = θ
νnω, that is,
for i ∈N and x ∈Υd,
K˜(ω,A) =
∑
j∈N
∑
y∈Υd
K(ω, i,x;A, j,y) =
∑
j∈N
Pω(µ1 = j)Iθ−jA(ω).
Then
K˜IC(ω) =
∑
j∈N
∑
y∈Υd
K(ω, i,x; θjω, j,y)IB(θ
jω, j,y)
= IB(ω, i,x) = IC(ω), P -a.s.,
where the second equality follows from the fact that KIB = IB , Q-a.s. Thus,
we have proved that
IC(ω) =
∑
j∈N
Pω(µ1 = j)IC(θ
jω), P -a.s.
Since P -a.s. the random variable IC takes only two values either 0 or 1,
Pω(µ1 = 1)> 0 and
∑
j∈NPω(µ1 = j) = 1, we obtain that
IC(ω) = IC(θω), P -a.s.
That is, IC(ω) is an invariant function of the ergodic sequence (ωn)n∈Z. From
this it follows that P (C) ∈ {0,1} and hence Q(B) ∈ {0,1}. This completes
the proof of the proposition. 
4.2. Proof of Theorem 1.6. First, we construct in an enlarged proba-
bility space a representation of the law of Zn as a convex combination of
an “external” multitype Galton–Watson process independent of the envi-
ronment and a modified MBPIRE. The law Pe of the external process is
defined as a probability measure on (T ,G) such that Xn ∈ Zd+ are i.i.d. with
distribution e(d+1), L
(i)
n,m ∈ Zd+ are i.i.d. independent of (Xn)n∈Z, and the
law of L
(i)
n,m is ei for all n,m [the sequence (Zn)n∈Z+ is defined as before by
equation (1.3) with initial condition Z0 = 0]. Roughly speaking, we attach
to each particle a Bernoulli random variable independent of the environment
in such a way that if the variable takes value 1 then the particle produces
progeny according to the law Pe. Thus, only if the random variable associ-
ated with the particle takes value 0, the number of its progeny depends on
the environment.
We next show that for arbitrary large l0 ∈N there is a positive probability
(that does not depend on i) that the branching process does not use the
environment in time between νi and νi + l0 and, moreover, νi+l0 = νi + l0.
Due to the assumed mixing property of the environment, the branching
process starts after occurrence of this event in the environment θνi+l0ω which
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is distributed “almost” according to P . The claim of Theorem 1.6 is derived
then from this observation. The construction used in the proof is similar to
that of L-safeguards for a RWRE introduced in [17], Section 3.1 and [7].
Let ξ = (ξn)n∈Z+ and λ = (λ
(i)
n,m)n∈Z+,m∈N,i=1,...,d be two collections of
i.i.d. Bernoulli random variables on a probability space (E,E ,Qε) such that
ξ and λ are independent of each other under Qε and
Qε(ξn = 1) =Qε(λ
(i)
n.m = 1) = ε,
Qε(ξn = 0) =Q(λ
(i)
n.m = 0) = 1− ε,
where ε is introduced in the conditions of the theorem.
Further, let P̂ denote the product measure on (Ω × E,F × E) whose
marginal on (Ω,F) is P and that on (E,E) is Qε. The triple (ω, ξ,λ) serves
as a new environment for the branching process (Ẑn)n∈Z+ defined as follows.
We assume that for any realization (ω, ξ,λ) of the environment, a law Pω,ξ,λ
on the underlying probability space (T ,G) is defined in such a way that:
• Similarly to (1.3), (Ẑn)n∈Z+ is a nonhomogeneous Markov chain that sat-
isfies initial condition Ẑ0 = 0 and branching equation
Ẑn+1 =
d∑
i=1
Ẑ
(i)
n +X̂
(i)
n∑
m=1
L̂(i)n,m for n≥ 0,
where
• X̂n = I{ξn=1}Xn,1 + I{ξn=0}Xn,2,
• L̂(i)n,m = I{λ(i)n,m=1}L
(i)
n,m,1 + I{λ(i)n,m=0}
L
(i)
n,m,2,
• each one of the four sequences (Xn,1)n∈Z+ , (Xn,2)n∈Z+ ,
(L
(i)
n,m,1)n∈Z,m∈Z+,i=1,...,d and (L
(i)
n,m,2)n∈Z,m∈Z+,i=1,...,d consists of indepen-
dent random variables, the sequences are mutually independent under
Pω,ξ,λ, and 
Pω,ξ,λ(L
(i)
n,m,1 = v) = e
(i)
n (v),
Pω,ξ,λ(L
(i)
n,m,2 = v) =
p
(i)
ω,n(v)− εe(i)n (v)
1− ε ,
Pω,ξ,λ(Xn,1 = v) = e
(d+1)
n (v),
Pω,ξ,λ(Xn,2 = v) =
qω,n(v)− εe(d+1)n (v)
1− ε ,
where the constant ε and the measures e(i) are defined in the statement of
the theorem.
Define the annealed probability measure
P̂= P̂ ⊗Pω,ξ,λ = P ⊗Qε ⊗Pω,ξ,λ(4.3)
18 A. ROITERSHTEIN
on the measurable space (Ω×E × T ,F ⊗ E ⊗ G). It is easy to see that the
law of the process (Ẑn)n∈Z+ under P̂ coincides with that of (Zn)n∈Z+ under
P, while its law under Qε ⊗ Pω,ξ,λ is the same as that of (Zn)n∈Z+ under
Pω . Therefore, part (a) of Theorem 1.6 is contained in the following lemma.
Part (b) of the theorem follows from the lemma in virtue of Lemma 4.1(b)
and Proposition 4.3.
Lemma 4.4. Let the conditions of Theorem 1.6 hold. Then
sup
m∈N
sup
A∈Ĝνn+m
sup
B∈Ĝνm ,P(B)>0
{P(A|B)− P(A)}→n→∞ 0,
where we denote Ĝn = σ(Ẑi : i≥ n) and Ĝn = σ(Ẑi, ωi : i < n).
Proof. With a slight abuse of notation let
ν0 = 0 and νn = inf{i > νn−1 : Ẑi = 0}.
Fix any l0 ∈ N. By the conditions of the theorem, Pe(νl0 = l0) > 0. This
implies that for some integer R,
Pe
(
νl0 = l0 and max
0≤t≤l0−1
‖Xt,1‖1 ≤R
)
> 0.(4.4)
Define the sequence of independent under P̂ events (Hi)i∈Z+ by setting
Hi =
{
ξνi+t = 1;λ
(i)
νi+t,m = 1 for t= 0, . . . , l0 − 1, i= 1, . . . , d,
m= 1, . . . ,R;νi+l0 = νi + l0; max
νi≤j≤νi+l0−1
‖Xj,1‖1 ≤R
}
.
Note that on the event Hi, the branching process does not use the envi-
ronment during l0 = νi+l0 − νi steps after νi. It follows from (4.4) that the
probability of Hi, P̂(Hi), is positive and does not depend on i.
For any n ∈ N define mn(l0) = min0≤i≤n−l0{i :Hi occurs}, with the con-
vention that the minimum over an empty set is infinity. For any i < n− l0
and t ∈N, let Di,t = {mn(l0) = i, νi = t} and
Di =
⋃
t∈N
Di,t = {mn(l) = i}
and
D=
n−l0⋃
i=0
Di = {mn(l0)<∞}.
The events Di are disjoint and can be represented in the form
Di =H
c
0 ∩ · · · ∩Hci−1 ∩Hi.
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Since P̂(Hi) =: p > 0, we obtain that P̂(D) =
∑n−l0−1
i=0 (1− p)ip→n→∞ 0.
Let Θ be the shift by ν1 on the sequence Ẑ = (Ẑn)n∈Z+ , that is, (Θ
nẐ)i =
Ẑνn+i. For t ∈ Z denote P̂t = P ⊗Qε⊗Pθtω,ξ,λ, where θ is the shift operator
defined in (1.13). Using inequality (1.14), we obtain that for any events
A ∈ Ĝn and B ∈ G0:
P̂(A|B)≤ P̂(A,D|B) + P̂(Dc|B) =
n−l0∑
i=0
∑
t
P̂(A,Di,t|B) + P̂(Dc)
=
n−l0∑
i=0
∑
t
P̂(A|Di,t,B)P̂(Di,t) + P̂(Dc)
≤
n−l0∑
i=0
∑
t
(P̂t+l0(Θ−i−l0A) + 2ϕ(l0))P̂(Di,t) + P̂(D
c)
≤
n−l0∑
i=0
P̂(Θ−i−l0A)P̂(Di) + 2ϕ(l0) + P̂(D
c).
Similarly,
P̂(A|B)≥ P̂(A,D|B) =
n−l0∑
i=0
∑
t
P̂(A,Di,t|B)
=
n−l0∑
i=0
∑
t
P̂(A|Di,t,B)P̂(Di,t)
≥
n−l0∑
i=0
∑
x
(P̂t+l0(Θ−i−l0A)− 2ϕ(l0))P̂(Di,t)
≥
n−l0∑
i=0
P̂(Θ−i−l0A)P̂(Di)− 2ϕ(l0).
It follows that |P̂(A|B) − P̂(A)| ≤ 4(ϕ(l0) + P̂(Dc)). That is, for n large
enough we have |P̂(A|B)− P̂(A)| ≤ 8ϕ(l0), proving the lemma since l0 is an
arbitrary integer. 
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