This paper takes from the collection of models considered by Whittaker et. al. (2003) derived from direct observation of microsatellite mutation in parent-child pairs and provides analytical expressions for the probability distributions for the change in number of repeats over any given number of generations. The mathematical framework for this analysis is the theory of Markov processes. We find these expressions using two approaches, approximating by circulant matrices and solving a partial differential equation satisfied by the generating function. The impact of the differing choice of models is examined using likelihood estimates for time to most recent common ancestor. The analysis presented here may play a role in elucidating the connections between these two approaches and shows promise in reconciling differences between estimates for mutation rates based on Whittaker's approach and methods based on phylogenetic analyses.
Introduction
Microsatellites are portions of the genome consisting of a sequence of repeats of a given string of nucleotides. These strings generally have lengths from one to six bases. Such a structure has suggested the alternate names short or simple tandem repeats (STRs), simple sequence repeats (SSRs), simple sequence length polymorphisms (SSLPs) and variable number tandem repeats (VNTRs). The typical microsatellite mutations, and the only ones we shall consider here, are those which result in a change in the number of repeats from parent to offspring. Because of their abundance in the genome and their rapid mutation rates, microsatellites have received much attention. (For an overview, see the book edited by Goldstein and Schotterer, 1999 . For a popular account, see Moxon and Wills, 1999.) For the purposes of population genetics, many microsatellites offer what are considered to be independent neutrally mutating segments of DNA. Moreover, in cases in which the nucleotide sequences in the flanking regions of the microsatellite are known, specific primers can be designed to amplify the microsatellite by the polymerase chain reaction (PCR). Thus, data are relatively easy to collect and the evolution of the microsatellites provides several modeling advantages. The models we develop will not take into account any mutations that might occur during the collection of data. Such issues are considered, e.g., by Lai and Sun (2004) .
The mathematical modeling of microsatellites has a long history. The classical 1973 symmetric single step mutation model of Ohta and Kimura was applied to microsatellites soon after their discovery in the late 1980's. In 1994, DiRenzo et. al. contemplated multiple step mutations through their "two phase model" prescribing a geometric random variable for the distribution of multirepeat mutations. Fu and Chakraborty (1998) consider inference for multiple step models. The notion that longer microsatellites mutated more rapidly and that microsatellites could undergo point mutation (Ellegren, 2000) led to the proportional slippage model of Kruglyak et. al. (1998) with extensions in 2001 by Calabrese et. al. Asymmetry in mutation rates was modeled by Walsh in 1987 as a linear birth and death process. Calabrese and Durrett (2003) generalize this model by having a positive minimum microsatellite repeat number and by considering quadratic mutation rates. Garza et. al. (1995) and Zhivotovsky et. al. (1997) consider models in which mutational bias depends on repeat number.
A review of microsatellite models can be found in Calabrese and Sainudiin (2004) . A detailed analysis of these and other models was undertaken by in the context of the split time for humans and chimpanzees. Whittaker et. al. (2003) note that the "most straightforward and conclusive method by which to study mutation is direct observation of allele transmissions in parent-child pairs, . . . ." They carry through with this method by analyzing 118,866 parent-offspring transmissions of AC microsatellites, finding 53 length mutations. Their statistical methods are solid -using log-likelihood tests for nested models augmented by Akaike's information criteria to assist in comparisons for non-nested models.
The Whittaker et. al. approach to model building is an ideal basis for the next steps taken in this paper. If time is measured in units that are equal to the per generation probability of a mutation, then a single generation is a small discrete time step. Thus, even though mutation probabilities for microsatellites are much higher than for other mutational types, they are sufficiently small (4.5 × 10 −4 in the study above) so that the use of continuous time stochastic models provides very accurate answers. The current understanding of microsatellite evolution places it under the circumstances in which the tools of a particular class of stochastic models, namely, time homogeneous Markov processes, apply. Specifically, the future chances of mutational events depend on the past history only through the current length of the microsatellite. The Whittaker et. al. data on parent-child pairs provide the short term or "infinitesimal" criterion needed to characterize the Markov process under consideration. The theory of Markov processes is thus available to determine the long term probabilities of microsatellite length changes. This, in turn, gives us the building blocks for the likelihood functions that form the bases for the next stage of analysis.
In the next section, we describe in some detail a subset of the suite of parameterized models that were considered by Whittaker et. al. leading up to the case in which mutation rate increases geometrically with microsatellite length.
The analysis in subsequent sections will lead to explicit formulas for Markov transition functions, which, naturally, have more complex expressions with increasingly complex mutation models. The choice of model for any particular inferential question necessarily involves assessing the increased value of that choice weighed against the incurred computational overhead. To begin to elucidate the impact of the model choice on estimation values, we focus our examples on the simple question of the time to most recent common ancestor for a pair of individuals.
Any of the Markov transition functions can be incorporated, at appropriate points, to improve on sophisticated (e.g., coalescent based) inferential frameworks using full or approximate likelihood approaches and Bayesian techniques. For example, the Markov chain Monte Carlo approach introduced by Wilson and Balding (1998) can be adapted to include the models developed here by replacing the transitions function in their equation (3) with the transitions functions developed in this work. The transition functions can also be incorporated in the extension to the Bayesian approach undertaken by Wilson, Weale, and Balding (2003) . The importance sampling strategy introduced by Stephens and Donnelly (2000) and extended to microsatellites by DeIorio et. al. (2005) do not directly use Markov transitions functions. Nevertheless, the techniques developed in this paper lead to insights in building the importance sampler for the models presented here.
Finally, in the discussion, we explore the extent of the applicability of the techniques developed here and note some of the interesting biophysical properties of the models favored by the Whittaker et. al. analysis.
The Suite of Models
In setting the mutation models, the first questions concern the step size -either only single steps are considered or multiple steps are possible. The multiple step model considered by Whittaker et. al. has microsatellite repeat numbers that change according to a geometric random variable. Call α the parameter for this geometric distribution.
The second set of questions concerns the dependence on microsatellite length for the chance of a mutational event from a parent to an offspring. The Whittaker et. al. analysis selects a model in which the intensity of mutations increases geometrically with repeat number. Let β denote the parameter for this intensity for mutation. Whittaker et. al. do analyze some additional possibilities for microsatellite evolution. For example, they incorporate asymmetric mutation direction by adding a parameter p, the probability that a mutation increases length. Thus, the value p = 1/2 takes us back to the symmetric case. Whittaker et. al. consider addition models beyond those described above. We shall postpone discussion of these models until the final section.
This provides, for each model under consideration, a straightforward aim: Find the Markov transition function P j,j+n (τ ) -given an individual who has a microsatellite with repeat number j, find, for progeny τ time units later, the probability that the number of repeats changes by an amount n. Note that n can be either positive or negative. The paper develops these notions by considering the models according to their increasing level of complexity. We use this as an opportunity to introduce the additional mathematical toolsapproximation by circulant matrices and use of eigenvalues and eigenvectors, or generating functions, complex variables and the residue calculus -as needed. The approach of using generating functions in single step mutation models back at least Wehrbahn in 1975. For those familiar with such tools, the paper can be read by skimming immediately to the most complex model and retrieving all of the previous results as special cases of this comprehensive model.
Nearly every model has limits to applicability and this suite of models is no exception. For example, the models developed in this paper fail to give reliable results and become computational infeasible for times that are too long. From the biological perspective, at sufficiently long time scales, mutational events not considered in this work begin to claim a more prominent role. (See Kruglyak et. al., 1998.) From the mathematical perspective, the models considered will allow for microsatellite repeat numbers to take any integer value. This is similar to using a normal approximation for a manifestly positive quantity. This is used because the normal approximation in that case and the repeat number in the cases under consideraton here yield exceedingly small probabilities to negative values. If one insists on models having values only in the range seen in reality, then this is rectified by conditioning the lengths to be biologically meaningful.
Single Step Mutation Models
The computation of P j,j+n (τ ) for the symmetric single step mutation model has appeared in a variety of places in the genetics literature (See e.g. Walsh, 2001.) and in textbooks in probability theory. (See e.g. Fristedt and Gray, 1997, page 292.) Their results involve I n , the n-th modified Bessel function of the first kind. From the many identities of these well studied special functions (See Watson, 1944.) , four will be particularly useful in our analysis. (See Abramowitz and Stegun, 1972, Section 9.6, pages 374-377.) • The generating function:
• A derivative identity:
• An integral identity:
• A multiplication identity:
The derivative identity follows from either the generating function or the integral identity. Additionally, we can use either identity to see that I n (s) = I −n (s). The Cauchy integral formula states that the integral identity follows form the generating function by evaluating the contour integral
where C is the unit circle centered at the origin. 3.1 Symmetric Case The Markov process for the single step mutation model has a mutation rate that does not depend on the length of the microsatellite. Such processes having spatially homogeneous changes are examples of compound Poisson processes. The incremental change during the time τ can be represented by
• {Y k ; k ≥ 1} are the independent and identically distributed sizes of the mutation event.
In the symmetric single step model, the values are equally likely to be +1 and −1.
• N τ , a Poisson process independent of {Y k ; k ≥ 1}, gives the mutation event times. Normalizing time according to the mutation rate sets the parameter for the process to 1.
To compute P j,j+n (τ ) = P {X τ = n}, begin with the generating function
For a single mutation:
By equating the coefficients of z n in the expressions (1) and (6), we find that
To illustrate how this might be used, we begin with data consisting of the repeat numbers for m homologous microsatellites collected from the nonrecombining region of two human Y chromosomes. The aim is to estimate the time to their most recent common ancestor. Assume that each of these microsatellites evolve independently according to the single step mutation model with a common mutation rate. As Eckert et. al. (2002) have shown, differing microsatellites are likely to have differing mutation rates. Such difference in rates, if known, can easily be accomodated in the likelihood function. Set:
• m n -the number of sites that differ by n, n = 0, . . . , n max . Thus, m = nmax n=0 m n .
• d = nmax n=0 nm n -the Manhattan distance. For a maximum likelihood estimation, the sufficient statistics for τ are m = (m 0 , . . . , m nmax ). The likelihood function,
Denoting the multinomial factor by c, we have the log-likelihood,
Take a derivative and use the Bessel function derivative identity (2) to obtain
For the maximum likelihood, findτ , the value of time that makes the expression (8) equal to zero. We apply this to the 3 person data set in Table 1 , the repeat numbers of 8 microsatellites. The sufficient statistics and the estimate for the time to most recent common ancestor under this single step model is given in Table 2 . Table 1 Data on 8 microsatellite lengths from the nonrecombining region of human Y chromosome for three individuals, taken from the GATC database at the University of Arizona.
sample DYS19 DYS90 DYS391 DYS393 DY426 DYS607 H4 DYS442  1  15  23  10  13  11  14  11  13  2  13  25  10  13  12  15  10  12  3  17  18  11  13  12  12  11  12 Table 2 Using the symmetric singlse step mutation model, estimated time to most recent common ancestor from data in Table 1 . 3.2 Asymmetric Case In this case, the step size in the compound Poisson process X τ in equation (5) is
, with probability p, −1, with probability 1 − p.
Then the generating function for the single step,
, and the generating function for X τ is
Now use the multiplication identity (4) with s = 2(1 − p)τ and ρ = p/(1 − p) to obtain
Formula (9) and general likelihood methods were used by Cooper et. al., (1999) to suggest a mutational bias of human Y chromosome microsatellites towards increasing length (p > 1/2). Interestingly, by using (9) and following the steps in (8), we can see that the likelihood function takes its maximum at a time that is independent of p.
The restriction on ρ in (4) limits this formula to cases with p < 2/3. However, if we write
and proceed as before, we include all values of p ∈ (0, 1).
If p > 1/2, then p/(1 − p) > 1 and the formula shows how over time mutations are more likely to increase the length of the microsatellite. This is demonstrated in Figure 1 . Figure 1 : Reading from top to bottom, the plot of the probability P j,j+n (τ ), for n = 1, −1, 2, −2 for the asymmetric (p = 0.55) single step mutation model. The time τ is measured in mutation rate times generations.
To give some additional insight, fix the number of mutations to be n 0 . The probability that mutations result in an increase of n repeats is given by the binomial probability
The probability that mutations result in a decrease in its length by n repeats is equal to
Because the two binomial coefficients are equal, the quotient of the two expressions above,
is exactly the same as the ratio of P {X τ = n} to P {X τ = −n}.
In addition, the time parameter in the argument of the Bessel function 2 p(1 − p) τ matches the reduction in the standard deviation of a step from the symmetric case.
Geometric Step Mutation Model
This model now allows multiple step mutation. As suggested by Whittaker et. al., we now consider models in which the step size follows a geometric distribution. We start with the case in which the step direction is symmetric.
4.1 Symmetric Case This mutation model is also a compound Poisson process as described in (5). For this case, the step sizes Y k have common distribution
We shall now develop an expression for P j,j+n (τ ) for this model. Written in matrix form P j,j+n (τ ) is the solution to the Kolmogorov forward equation, P (τ ) = P (τ )Q, P (0) = I, the identity matrix.
Here, Q is the infinitesimal generator, i.e., the matrix of infinitesimal transitions. Because time is scaled so that mutations occur at rate 1, the diagonal elements of Q, Q j,j = −1. The structure theorem for pure jump Markov chains (Breiman, page 329) states that the off-diagonal element Q j,j+n is given by P {Y k = n}, the probability of making a jump from j to j + n, multiplied by 1, the jump rate. Thus, for n = 0, Q j,j+n = P {Y 1 = n}.
We will not attempt to find the solution P (τ ) = exp τ Q to the forward equation (10) directly. Rather, in the appendix, we choose a particularly convenient sequence {Q m ; m ≥ 1} of finite dimensional matrices and take a limit. To relate this to previous modeling strategies, the Q m is some variant of the 2m − 1-alleles model. We find in equation (A.1) that
One key to success in choosing this strategy is to select the polynomials p m so that as m → ∞, we have p m (e iθ ) → λ(θ), for some continuous function λ and for θ = πk/m. If this holds, the sum (11) is a Riemann sum for the integral
We carry out this plan in the appendix deriving the expression (A.2),
Consequently, P j,j+n (τ ) = e −τ I α n (τ ) where
Because I 0 n (τ ) = I n (τ ), the case α = 0 returns the single step symmetric mutation model. The impact of these choice of models is demonstrated in Figure 2 and Table 3 . The infinite alleles model, i. e., a model in which no back mutations take place, has the most rapidly decreasing probability for identity in state; the single step model has the least rapidly decreasing probability. As we increase α from 0 to 1, the probabilities drop from the single step model to the infinite alleles model. Although we would not choose to limit our estimates to the time to most recent common ancestor to the fraction of microsatellites that are identical in state, we show in Table 3 the impact of that estimator. If half of the microsatellites are identical in state, the difference in estimated times differs by at most 21% for the 4 models considered. However, if only 10% of the microsatellites are identical in state, then the estimates range over a set of value that differ up to a factor of seven. From the case α = 0 to the case α = 0.3 note that estimate time drops by only 11% when the fraction identical in state is 0.50, but drops by 58% when the fraction is 0.10.
Table 3
Time to most recent common ancestor as a function of probability of identity in state, for four mutation models. single multiple step model infinite probability step model α = 0. Using (14) and using the same sufficient statistics as in the single step mutation model, we can redo the maximum likelihood analysis to estimate the time to the most recent common ancestor. The results of our computation are collected in Table 4 . Table 4 Estimated time to most recent common ancestor from data in Table 1 
Asymmetric Case
The strategy for obtaining P j,j+n (τ ) in the asymmetric geometric step model is found in combining the approaches taken in the asymmetric single step model and the symmetric geometric step model. This mutation model remains in the class of compound Poisson processes as introduced in (5). Letting n denote a positive integer, we see that the step size
+n with probability p(1 − α)α n−1 , −n. with probability (1 − p)(1 − α)α n−1 .
The details of the computation for this model are found in the appendix equation (A.3) where we see that the function λ(θ) defined by equation (13) is generalized to
Thus, P j,j+n (τ ) = e −τ I α,p n (τ ) with
Note that I α,1/2 n (τ ) = I α n (τ ) as it should.
Modeling Increasing Instability with Length
The data considered in Whittaker et. al. suggest that longer microsatellites are more likely to mutate with a mutation rate that increases geometrically with the repeat number of the microsatellite. Call this rate parameter β. When a mutation occurs, we shall maintain the repeat change distributions as described in the previously developed models.
For example, in the asymmetric geometric mutation model having this given propensity to mutate, we have for the generator Q the entries
The scaling of the model yields the identity P j,j+n (τ ) = P 0,n (β j τ ). Thus, we need only find solutions in the case j = 0. Alternatively, we can call some fixed length of the microsatellite the j = 0 state and look for the difference in the number of repeats from this length.
In the appendix, we see in equation (A.4) that the generating function
satisfies partial differential equation
where g p,α is the generating function for a length of a mutation. Because P 0,0 (0) = 1 and P 0,n (0) = 0 if n = 0, we have the initial condition G p,α,β (0, z) = 1. For a power series solution for (16) in the time variable τ ,
the differential equation (17) becomes
Equating coefficients of powers of τ gives a k (z) = (g p,α (z) − 1)a k−1 (βz)/k. The initial condition gives a 0 (z) = 1. We recursively solve for the coefficients and obtain
Note that the case β = 1 returns the solution G p,α,1 (τ, z) = exp τ (g p,α (z) − 1).
To complete the analysis, we note that P 0,n (τ ) is the coefficient of z n in the power series expansion of G p,α,β (τ, z). This can be obtained by expanding the products a k (z). Alternatively, from the Cauchy integral formula, we see that this coefficient can be determined by evaluating the integral
where C is any positively oriented simple closed contour that contains the origin and avoids the singularities of G p,α,β . For example, if we take the unit circle parameterized by z = e iθ , −π < θ ≤ π, we obtain
Note that in the case β = 1, P 0,n (τ ) = e −τ 1 2π
dθ yielding results for the asymmetric geometric step model. Both Whittaker, et. al. and Eckert et. al. conclude that β > 1. Figure 3 examines at a symmetric single step mutation model with β = 1.05. Even though the distribution of change in repeat number for a mutation is symmetric from any given repeat number, the slightly higher probability for mutations decreasing the length of a microsatellite is a general property of the symmetrical single step mutation model with increased instability for longer microsatellites.
To continue this point, we have, for α = 0, the quadratic approximations in τ :
Thus, for p = 1/2, P 0,1 (τ ) < P 0,−1 (τ ) for small values of τ , but the inequality reverses for p > 1/2. Note that if either p = 1/2 or β > 1, the model distinguishes between forward and backward in time and the maximum likelihood estimate for time to most recent common ancestor must take this in account. Clearly, inclusion of β > 1 in the model reduces the impact of the long microsatellites, e.g., DYS90 in Table 1 , in the estimation using these model parameters. In contrast to the case α = 0, β = 1, the estimates for coalescent times do depend on p.
The impact of β on these estimates for the three individuals is illustrated in Table 5 . Figure 3 : Reading from top to bottom, a plot the probability of P j,j+k (τ ), k = −1, 1, −2, 2, for a single step symmetric mutation model with β, the parameter for the geometric increase in intensity for mutation, set to 1.05. Time is measured in units equal to the per generation probability of mutation for a microsatellite having repeat number j.
Table 5
Estimated time to most recent common ancestor from data in Table 2 In addition, we can find the sensitivity of the parameters by differentiating the generating function, evaluating at the parameter values for the symmetric single step mutation model, and examining the coefficients of z n . We find that
We have exact results for biased single step models in (9). Figures 4 and 5 gives the graphs of the partial derivatives with respect to the parameters α and β for n = 0, 1, 2, 3. Table 1 . In Figure 6 , we show the range of these timesτ 12 for the most closely related pair, 1 and 2, andτ 23 the most distantly related pair, 2 and 3. The comparison of these two surfaces shows that the impact of the choice of parameter values is much greater for longer coalescent times. The estimatesτ 12 ranges from 0.87 for the single step mutation model down to 0.48 for α = 0.3, β = 1.06 whereas the estimatesτ 23 ranges from 4.63 to 0.80 for the same set of parameter values. As coalescent times increase much above 5, the computation of the likelihood becomes much more complex and unless numerical methods are sophisticated the concerns of numerical underflow become more acute.
In the case β = 1, the mutation rate depends of the repeat number. Thus, in setting the time scale, we must fix a repeat number from which to measure time in units of the per generation probability of mutation. For this example, we have set repeat number 10 to have this property. Because the ratio of the timesτ 23 /τ 12 is independent of this choice, it gives a better sense of the consequences of the parameter choice. These ratios, graphed in Figure 7 , vary from 5.32 to 1.65. 
Discussion
The mutations one finds in the genome have been extensively employed as a tool for dating genealogical events. For these purposes, one scans for polymorphic pieces of DNA and then develops mathematical models for their evolution. Questions that can be addressed using only neutral mutations over non-recombining regions of the DNA simplify both the model building and the ensuing statistical analysis.
Several types of mutations have been particularly fruitful in applying this approach to the population genetics of humans -single nucleotide polymorphisms (SNPs), and microsatellites on the Y chromosome along the patriline and the mitochondrial hypervariable region for inference along the matriline.
For the purposes of this discussion, we focus on the human patriline questions. In examining a parent-child pair, estimates for the probability of a point mutation are approximately one in a billion to one in 10 billion whereas the probabilities of a microsatellite mutation are about one in a thousand to one in 10 thousand. In terms of mathematical modeling using Markov processes, this creates two quite distinct time scales. For those time scales in which one expects few SNP mutations, the microsatellites have undergone many mutations. Moreover, relatively rare mutational types, e. g., point mutations, play a more important role in microsatellite evolution. Analysis on this time scale can sometimes be fairly based on the assumption that microsatellites repeat number vary according to a stationary distribution. (See Kruglyak et. al. (1998) and Calabrese et. al. (2001) .)
On the shorter of the two time scales, the microsatellite modeling must be refined so that the best understood assumptions feed into the model and the analysis applies well for comparisons of microsatellite lengths that differ by a small amount. The first of these needs is supplied by Whittaker and his colleagues, the second is supplied here.
The approach taken in this paper is to consider models step by step in increasing complexity. However, the final method captures all of the Whittaker models and many others provided that the change in the number of repeats experienced by a mutation does not depend on microsatellite length and intensity of mutation depends geometrically on microsatellite length. Moreover, the method is sufficiently robust to accommodate any distribution of muta-tion size. In particular, let {n} = P rob{mutation of n repeats} and g(z) = ∞ n=−∞ {n}z n denote the generating function for the size of a mutation and let β denote the parameter for the geometric dependence of mutation intensity on microsatellite length, then
Whittaker et. al. assayed mutation rates for AC microsatellites only. The structure of mutation types are anticipted to be similar for other microsatellites. However, the parameters of the model are expected to depend on the particular nucleotides that constitute any given microsatellite. (See Ellegren, 2000.) As we have witnessed in the examples presented, the estimates can vary considerably based on the choices of parameter values. Indeed, to minimize the effect of variations in mutation rates, we have chosen in our examples only microsatellites having repeats of length 4 nucleotides.
Whittaker et. al. also discuss the issue of length-dependent mutational bias. This would result, for example, in a value of p in equation (15) that depends on repeat number. In their study, up mutations exceed down mutations for short microsatellites with the reverse holding for long microsatellites. The transition in behavior appears to occur at 20 repeats. Such models are not included among those whose transition functions are developed here. However their study should be amenable to analysis as perturbations of the models presented here. (See Kato, 1982 .) Such an analysis may be needed to distinguish between the competing hypotheses of length-dependent mutational bias as discussed by, e.g., Whittaker et. al. or Sainudiin et. al. (2004) .
Estimates for mutation probabilities have been obtained using both information on parentchild pairs and from inference from genealogical models. The evolutionary modeling pursued here is based on the first approach. The second approach is often based on the assumption of a stationary distribution of microsatellite length. The model parameters are then estimated using a collection of DNA sequences. (See Silby et. al., 2001) . With the analytical expressions established for the models above, the assumption of stationarity is no longer necessary for short time genealogies. This holds the promise of resolving the difference in estimations for mutation rates based on these two approaches.
Finally, one of the most intriguing aspects of this endeavor are those members of this class of models that satisfy the thermodynamic constraint of detailed balance. Mathematically, this means that given a generator, Q, we can find a function, m, of the microsatellite repeat number that satisfies m{n + j}Q n+j,n = m{n}Q n,n+j . In other words,
If the distribution of repeat changes for a mutation is symmetric, then we obtain a model satisfying detailed balance by choosing m{n} = β −n . For the single step (α = 0) models in (15), we can satisfy detailed balance with
This leads to a choice of m{n} ∝ (p/((1 − p)β)) n . The physics perspective is derived from consideration of the energetics of the enzymatic cycle. (See Hill, 1989.) Microsatellites, like all DNA, are replicated using DNA polymerase. The primary mutational mechanism is most often attributed to replication slippage. (See Ellegren, 2000.) If the length k of the microsatellite corresponds to an energy level E k , can we determine a force F so that a change of length n in the microsatellite results in a change of energy by an amount F n? Such a force F must necessarily be proportional to log β. (See Goel, Astumian, and Herschback, 2003 for a mechanistic model of DNA polymerase.)
Another approach, based on in vitro experiments to estimate DNA polymerase error frequencies for microsatellite sequences, has appeared in the literature. (See Kunkel (1990) and Eckert, et. al., (2002) .) They also found a geometric relationship between mutation intensities and the length of the microsatellite. In addition, they found that this intensity depended on the unit length of the microsatellite and on the nucleotides on the template strand. The mathematical models and their analysis presented in this work may provide key insights to a biophysical model that provides a deeper understanding of the mechanism for microsatellite mutation.
Circulant matrices are polynomials in the matrix R m .
The matrix p m (R m ) has eigenvalues λ k,m = p m ( k,m ) with associated eigenvectors u k . Thus, finding the value of the exponential applied to the eigenvectors has a particularly simple form, namely, exp
Consequently, for the standard basis vectors, Then, as m → ∞ exp(p m (R m )τ )e → P (τ )e and P ,j (t) has the given integral representation (12). (See Ethier and Kurtz, 1986, pages 28, 29.) The third equality follows by shifting the index on the summation on n. The last follows by summing on k. Consequently, ∂ ∂τ G p,α,β (τ, z) = (g p,α (z) − 1)G p,α,β (τ, βz) (A.4) where g p,α is the generating function for a length of a mutation.
