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Abstract:  
Objective. Dexterous upper-limb prostheses are available today to restore grasping, but an effective and 
reliable feed-forward control is still missing. The aim of this work was to improve the robustness and 
reliability of myoelectric control by using context information from sensors embedded within the 
prosthesis. Approach. We developed a context-driven myoelectric control scheme (cxMYO) that 
incorporates the inference of context information from proprioception (inertial measurement unit) and 
exteroception (force and grip aperture) sensors to modulate the outputs of myoelectric control. Further, 
a realistic evaluation of the cxMYO was performed online in able-bodied subjects using three functional 
tasks, during which the cxMYO was compared to a purely machine-learning-based myoelectric control 
(MYO). Main Results. The results demonstrated that utilizing context information decreased the number 
of unwanted commands, improving the performance (success rate and dropped objects) in all three 
functional tasks. Specifically, the median number of objects dropped per round with cxMYO was zero in 
all three tasks and a significant increase in the number of successful transfers was seen in two out of 
three functional tasks. Additionally, the subjects reported better user experience. Significance. This is 
the first online evaluation of a method integrating information from multiple on-board prosthesis 
sensors to modulate the output of a machine-learning-based myoelectric controller. The proposed 
scheme is general and presents a simple, non-invasive and cost-effective approach for improving the 
robustness of myoelectric control.  
1 Introduction 
 
Reliability of myoelectric control is a challenge in wearable robotics, particularly in relation to 
dexterous control of upper-limb prostheses [1]. Our surroundings are organized in such a way that the 
arms and hands are necessary to complete most routine activities and therefore it is not surprising that 
the loss of the upper limb, partial or total, represents a severe impairment. With current technological 
advances, the missing limb can be replaced with a dexterous prosthesis, but an efficient and user-
friendly control of these systems is still an open problem. The rejection rates for myoelectric prostheses 
are about one third for pediatric and one fourth for adult patients [2]. In general, the control strategy 
interfacing the patient with the prosthesis is the critical bottleneck. 
  
In the last three decades, many classification- and regression-based control algorithms have been 
proposed for control of dexterous upper-limb prostheses [3]–[6]. While these algorithms show 
encouraging results in laboratory conditions, the majority of them have not been translated to the 
clinical market. The main problem is the lack of robustness during daily use, as the performance is 
sensitive to arm position, electrode repositioning and muscle fatigue [7]. For this reason, most clinically 
available solutions still use the classic two-channel sequential and proportional control, in which a pair 
of muscles is used to control a single DoF and coactivation is employed to switch between the DoFs [8]. 
There is only one, recently presented commercial solution implementing control based on pattern 
classification [9].  
 
The pattern classification and regression methods used for prosthesis control follow the same 
paradigm, i.e., the user generates a control signal, which is detected using sensors, and the sensor data 
are presented to a classifier/regressor to generate prosthesis commands. The required control signal is 
mostly generated via muscle activations (EMG sensing [5], sonomyography [10], mechanomyography 
[11], multimodal detection [12]), or occasionally via user motion (inertial units [13], [14]). The usage of 
additional information, apart from the direct control signal(s), has rarely been considered in the 
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framework of machine learning for prosthetic control. Even when additional information has been used, 
the implementation has followed the conventional black-box paradigm, i.e., all available information is 
presented as an input to the classifier. For example, to mitigate the effect of arm position on prosthesis 
control, inertial data was given as an input to a multimodal (EMG and inertial data) pattern classifier in 
[15]. In a two-stage implementation [16], a unimodal position classifier was used to estimate the arm 
position based on inertial data. This estimate was then used to select a unimodal EMG classifier (trained 
for that arm position) to identify user intention. 
 
However, context information, including all data describing the state of the system, environment 
and the user, apart from the direct volitionally generated control signals, has a great potential to 
facilitate prosthesis control. For example, computer vision and inertial sensors have been integrated 
within the framework of semi-autonomous prosthesis control to automatically adjust wrist rotation and 
hand preshaping [17], [18]. In this scheme, a simple two-channel myoelectric interface was used to 
trigger, correct and fine tune the automatic decisions made by the system (i.e., triggering/correcting the 
automatic adjustment of wrist or hand preshaping). Sensors embedded into the prosthesis were 
employed to activate automatic slip prevention [19] or to automatically select grasp type (palmar or 
lateral) based on contact location [20], i.e., palmar grasp was triggered if the contact was detected on 
the fingertip and key grip was activated in response to the detection on the lateral aspect of the index 
finger. In a state-based control scheme, users employed direct control [21] and pattern classification 
[22] to trigger the state transition(s). In each state, the context information detected by the prosthesis 
sensors was used to implement a specific function automatically (e.g., prevention of slipping). In all 
these cases, however, the context sensing was used to automatize prosthesis functions and not to 
improve the performance of a machine learning controller.   
 
In the present study, we demonstrate a novel approach as to how context information from 
additional sensors can be used to improve the performance of machine-learning-based myoelectric 
control. The approach is called context-driven myoelectric control (cxMYO). Specifically, a context-driven 
myoelectric control is defined as a system that utilizes information gathered from supplementary 
sensors (e.g. inertial sensors) to modulate the parameters of a conventional machine-learning-based 
myoelectric controller. The novel method is more general compared to previous approaches [16], [15] 
and allows inclusion of context information from a variety of sensors embedded within the prosthesis 
(e.g. force, aperture, inertial units). The novel approach was evaluated online in three functional tasks to 
test its robustness, and the performance was compared to that of a machine-learning-based myoelectric 
control. The novel method is presented in Section 2 and the functional tasks are described in Section 3. 
The results of the online evaluation are reported in Section 4 and Section 5 concludes the work with a 
summary and general discussion. 
2 Methods and Material 
2.1 The novel concept 
 
The novel concept is depicted in Fig. 1. The main idea is to exploit information from various on-
board prosthesis sensors to improve sequential and proportional control of a dexterous prosthesis. Most 
commercial and research prostheses are equipped with sensors that provide proprioceptive (joint 
angles) and/or exteroceptive (grasping force) information. However, this information has not been used 
to improve prosthesis control based on machine learning. Traditionally, pattern classification and 
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regression is employed to define an invariant mapping function between the user’s muscle activity and 
the prosthesis commands; the mapping function is determined during a controller training phase. In the 
novel approach (Fig. 1), we propose to adapt this mapping online based on the state of the prosthesis 
(context information) detected using embedded proprioceptive and exteroceptive sensors. More 
specifically, we propose a new control framework called the context-driven myoelectric control (cxMYO) 
comprising of two interacting units: a context-aware component (CAC) and a conventional myoelectric 
controller (MYO). The CAC infers context information (e.g., the state of the prosthesis) based on real-
time sensor data and this information is used to modulate the parameters of the MYO. Therefore, the 
mapping between the user’s muscle activity and the generated prosthesis command (defined by MYO) 
becomes reactive to the inferred context information. In this study, we present one specific 
implementation of the general conceptual scheme in Fig. 1. The presented cxMYO implementation 
contains a CAC unit which only modulates the outputs of the MYO, leaving its internal parameters 
unchanged. Another implementation of the general scheme in Fig. 1 can include a CAC unit that would 
use context information to update the internal parameters of the MYO. For example, the class prior 
probability of each prosthesis command could be modulated depending on the detected prosthesis 
state. 
 
 
Fig. 1: Conceptual scheme of the proposed context-driven myoelectric control (cxMYO). The scheme integrates a state-of-the-
art machine-learning-based myoelectric interface (MYO) and an automatically driven context-aware component (CAC). The 
context inference is realized by the CAC using proprioceptive (e.g., orientation and position) and exteroceptive (e.g., force) 
sensors embedded within the prosthesis. Based on the inferred context, the parameters (e.g., activation thresholds) of MYO are 
adjusted in real-time. 
2.2 Implementation 
2.2.1 System Components 
The prototype system (Fig. 2) used for the present experiment comprised a wireless Myo 
armband (Thalmic Labs, Canada) and a Michelangelo hand prosthesis (Otto Bock, DE) equipped with a 
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wrist rotator. The armband was placed approximately 5 cm below the elbow joint of the left forearm. It 
integrated eight EMG acquisition channels using dry electrodes and an inertial measurement unit (IMU). 
The armband was oriented so that the positive X-axis of the IMU was parallel to the forearm axis, 
pointing towards the volar side of the wrist. The IMU provided the 3-D orientation of the subject 
forearm (yaw, pitch and roll), as if the sensor was embedded into the prosthetic socket. The EMG data 
was sampled at 200 Hz and transferred at the same rate to the host PC via a Bluetooth interface for 
further processing. The prosthetic hand was attached to the subject forearm using a custom made splint. 
The hand was capable of performing two grasp types (palmar and lateral). It was equipped with an 
embedded force and aperture sensor, each with  a resolution of 100 levels – where the maximum sensor 
value corresponded to the maximum grasping force (~100 N) and hand aperture (~11 cm for palmar and 
~7 cm for lateral grasp), respectively. All prosthesis functions (grasping and rotation) were controlled 
using velocity commands, prescribing the desired velocity of closing/opening and pronation/supination. 
A Bluetooth interface allowed the host PC to send the normalized control commands to the hand and 
receive sensor data from the hand, sampled at the rate of 100 Hz. An additional wireless IMU (MTx, 
Xsens, NE) was placed on the upper arm to determine its orientation. The positive X-axis of the sensor 
was aligned with the X-axis of the Myo armband, pointing towards the elbow crease. However, this unit 
was not a part of the control system and it was only used for the assessment of user movement. 
Therefore, in the future, all components (8 EMG electrodes and forearm inertial unit) required for 
control can be integrated into a socket, leading to a self-contained solution. A standard Windows 7 
desktop computer (Intel i5, 3.3 GHz, 8 GB RAM) was used to implement an online myoelectric control 
software as a standalone C# program (Microsoft Visual Studio 2015). 
 
 
Fig. 2: The hardware setup comprised a Michelangelo hand prosthesis (Otto Bock, Germany) with embedded force (I) and 
aperture sensor (II), a Myo-bracelet (III, Thalmic Labs, Canada) integrating eight sEMG-channels and an embedded inertial unit 
with a 3-axes gyroscope and a 3-axes orientation sensor. In addition, (IV) an inertial measurement unit (Xsens, Netherlands) 
was placed on the upper arm to detect its orientation. Importantly, this sensor (IV) was employed to calibrate the experiment 
and it was not required for control. All control system components could be embedded into the prosthetic socket, thereby 
achieving a self-contained solution. 
2.2.2 Myoelectric Controller  
 
A modified version of the approach presented in [23] using incremental Ridge Regression with 
Random Fourier Features (see Appendix) was implemented for the sequential and proportional control 
Page 5 of 21 AUTHOR SUBMITTED MANUSCRIPT - JNE-101749.R1
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60 Ac
ted
 M
an
us
cri
pt
6 
 
of five prosthesis functions, namely, wrist pronation, wrist supination, palmar grasp closing, lateral grasp 
closing and hand opening. These prosthesis functions were mapped to five dynamic contraction 
patterns, namely, to wrist radial and ulnar deviation, wrist flexion, closed fist and wrist extension, 
respectively, as in [24].  
 
Model Training: The training data for each pattern was collected by comfortably contracting the 
muscles for five seconds to approximately 60% of the maximum voluntary contraction (MVC). The 
subjects stood upright with their elbow flexed at 90° while wearing the socket connected to the 
prosthesis. Additionally, the pattern rest that corresponds to no prosthesis motion was trained using 
both static and dynamic conditions. For the static-rest, the subjects were asked to relax the wrist and 
hand for 5 s while maintaining the elbow at 90° flexion. For the dynamic-rest, the subjects were asked to 
move the elbow and shoulder while keeping the wrist and hand relaxed. These patterns were included to 
reduce commonly observed unwanted movement predictions made by the machine learning model, 
when spurious EMG activations are observed during dynamic arm movement(s). The following four 
dynamic-rest movements were trained: 1) repetitive elbow flexion/extension between 0° and 90° for five 
seconds. 2) repetitive medial and lateral rotation of the shoulder (i.e. forearm moving left and right) for 
five seconds, 3) repetitive shoulder flexion between 0° and 90° for five seconds and 4) repetitive 
shoulder abduction and adduction for five seconds. As the approach supports incremental learning [23], 
it was possible to re-evaluate the model by adding more training samples for any particular pattern. 
Before starting the experiment, this was done to improve the quality of myoelectric prediction and 
assure the same baseline quality of control across subjects. The quality of control was examined by 
asking the subjects to produce the command signals for each prosthesis function in four different arm 
positions, namely, forearm down, elbow flexed, arm frontally extended and arm laterally extended. 
Specifically, in each arm position, the subject was asked to activate each prosthesis function 
proportionally between 0 to 80% of the normalized activation. If the subjects had difficulties in activating 
a particular prosthesis function and/or he could not modulate the activation within the range 0-80%, the 
prosthesis control was deemed not good enough and the respective pattern was incrementally trained in 
that position. An on-screen digital oscilloscope embedded within our myocontrol framework was used to 
visually verify the activation of each prosthesis function. 
 
  Online Control: For each acquisition channel, the root-mean-square (RMS) envelope was 
evaluated every 5 ms using a window size of 150 ms and then, a digital first-order low-pass Butterworth 
filter with the cutoff frequency of 2 Hz was applied to smooth the envelope. The input for online 
prediction was the most recent sample of the filtered EMG envelope and the outputs were the 
estimated values of normalized velocity for the five prosthesis functions. The output was predicted at a 
rate of 100 Hz and was further low-pass filtered using a first-order Butterworth filter with a cut-off 
frequency of 3 Hz. Next, a threshold 𝑇 (default value 0.2) was applied to the estimated velocities to 
remove the uncertainty at low contraction levels and the obtained values were then multiplied by a fixed 
gain 𝐺 (of 1.25 for grip open/close and 1.00 for wrist rotation). Therefore, the relation between the 
estimated model output ( ?̂? ) and the control command sent to the prosthesis (?̂? 
′) can be formulated as, 
 
?̂?𝑖
′ = 𝐺𝑖( ?̂?𝑖 − 𝑇𝑖)    (1) 
 
 where, ?̂?𝑖
  and ?̂?𝑖
′ are the normalized estimated activations before and after thresholding and 
gain multiplication, respectively. The subscript 𝑖 denotes the prosthesis function, specifically, palmar (P), 
lateral (L), hand open (O), and wrist rotation (R). Finally, the sequential and proportional control was 
implemented by retaining the maximum value from the set {?̂?𝑃
 , ?̂?𝐿
 , ?̂?𝑂
 , ?̂?𝑅
 } and setting all the remaining 
values to zero.    
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2.2.3 Context-aware component (CAC)  
In the present prototype, the CAC was implemented as a finite state machine (FSM). The 
prosthesis operation was modeled through five states, namely, Free, Preshaped, Grasping, Holding and 
Moving, representing typical phases arising during grasping and object manipulation. The transition 
between the states was triggered using online sensor data (Fig. 3). Upon entering a state, a set of rules 
was activated for post processing of the commands generated by the myoelectric controller (Fig. 4). The 
rules were designed to improve the robustness of control considering the operational demands and 
likely disturbances in each of the states. The rules included manipulating the thresholds to 
decrease/increase the ease of activation of specific functions as well as simple IF-THEN actions (such 
“restore force” rules).    
 
 
Fig. 3: State machine for context-driven control. The state machine detected five prosthesis states: Free, Preshaped, Grasping, 
Holding and Moving. The conditions for transition between the states, indicated next to the arrows, were based on comparing 
the sensor outputs (from embedded inertial, force and aperture sensors) to predefined thresholds. The annotations are: C – 
normalized grip closure, F – normalized grasping force, (α, β, γ) – elbow orientation and |ω| – elbow angular velocity. The 
threshold values were: CT = 0.2, FT = 0.02, θT = 10° and ωT = 1rad/s.  
Initially, the hand is open and thereby in the Free state (Fig. 3). The thresholds from eq. (1) are 
set to the default value. Next, the user starts closing the hand (either using palmar or lateral grip) to 
grasp an object, and the state Preshaped is activated to indicate that the hand is configured into a 
specific grasp, ready to enclose the object. To assist the user in forming a stable grip, the threshold for 
wrist rotation is increased to reduce the odds of accidental wrist rotation(s) during grip closure. When 
the force sensor detects contact with the object, the Grasping state is activated. In this state, the subject 
will increase the grasping force, preparing for the object lift off. To stabilize the wrist while the subject 
modulates the muscle contraction level to adjust the force, the rotation threshold is further increased. 
The forearm orientation and the achieved grasping force are registered upon entry and exit from this 
state, respectively.  
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In the next step, the subject lifts the object. This action is detected by monitoring the difference 
between the current forearm orientation and the orientation that was registered in the Grasping state. 
In response, the FSM enters the Holding state. In this state, the aim is to allow the subject to manipulate 
 
Fig. 4: State based rules for context aware component (CAC). In each of the five prosthesis state, a pre-defined set of rules was 
used to post-process the outputs of the machine-learning controller. See the text for a detailed description of the rules. The 
annotations are: R – Rotation, L –Lateral, P – Palmar, O – Hand Opening, T indicates the thresholds for the corresponding signals 
and  ̂ indicates the prediction estimate.    
the object while preventing the accidental opening of the hand. Therefore, the wrist rotation threshold is 
decreased back to the default value, and the hand opening threshold is increased.  Additionally, to open 
the hand the subject is required to produce an unambiguous opening command by generating a strong 
signal without concomitant rotation command. This is enforced by the “distinct open” rule, which is 
active in this state, assuring that the hand opens only when the subject clearly indicates an explicit 
intention to release the object. This rule does not block all spurious opening commands, but it weakens 
their effect. A weak spurious opening command can still decrease the applied grasping force, and 
multiple such commands generated over time can eventually reduce the contact force down to zero, 
leading to an unintentional dropping of the object. To prevent this, the “Restore Force” rule was 
activated to readjust the grasping force to the level registered when exiting from the Grasping state. This 
was the force level that the subject adjusted as appropriate for the object, just before the object was 
lifted. The restore force rule was triggered whenever a force dropped with respect to the registered 
level. Importantly, the force increase was not affected (i.e., the subject was free to increase the force). 
Finally, in the Holding state, the command for hand closing using the other grasp type was disabled, i.e., 
if the palmar grip was used to grasp the object, then the lateral grip was disabled and vice versa. 
Changing the grasp type while the hand is closed (Holding state) would cause hand opening and 
repositioning of the thumb, and thereby unintentional dropping of the object. 
 
Lastly, the Moving state was activated when the subject started moving the prosthesis (e.g., to 
carry the object from place to place). The aim in this state was to stabilize the prosthesis, i.e., to maintain 
the present grasp and configuration parameters. The assumption was that it is unlikely that the subject 
would issue the commands to the prosthesis while moving the object. Therefore, the wrist rotation 
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threshold as well as the threshold for the distinct open rule was increased compared to the Holding 
state. Note that none of the prosthesis functions was actually disabled in any of the states; they were 
just made more or less difficult to activate. Put differently, in some states, the user was required to exert 
more effort, indicating clear determination to activate a certain function.   
3 Experimental Procedure 
 Ten able-bodied subjects (age 29.4+6.0 years, all male) participated in the experiment, after 
receiving an oral and written description of the experiment, and signing an informed consent form. The 
experiment was conducted according to the Declaration of Helsinki and approved by the Ethics 
Committee at the University Medical Center in Göttingen. 
 
 The subjects stood in front of a table with adjustable height, where a box-&-blocks (B&B) test 
was placed approximately 20 cm away from the subjects. Two types of wooden blocks were used during 
the experiment (each compliant with a particular prosthesis grip type): i) the standard cubical wooden 
block with the side length of 2.5 cm to be grasped using a palmar grip and ii) a modified cuboidal 
wooden block with the dimensions of 2.5x3.0x7.5 cm to be grasped using a lateral grip. Before starting 
the countdown timer, either 30 cubical blocks or 6 cuboidal blocks were placed in the left compartment 
of the setup. A standard PC monitor was positioned approximately 125 cm away from the subjects to 
provide visual feedback and task instructions.  
 
The outline of the experimental protocol is shown in Fig. 5(A). After the system calibration 
phase, three different evaluation tasks (arm and wrist positioning, wrist tracking and hand shaking) were 
successively administered to the subjects. The subjects performed each task using classic control (MYO) 
and context driven control (cxMYO). In MYO, the outputs of the myoelectric controller were directly used 
as the commands for prosthesis control, whereas in cxMYO, the outputs were first processed by the 
context aware component (CAC), as explained in the previous section. In each task, the usage of MYO 
and cxMYO was randomized across subjects. The experiment was designed specifically to test the 
robustness of the two control approaches.   
 
In the calibration phase, the experimenter explained the concept of myoelectric control and then, 
the system components were placed on the subject’s left arm (as shown in Fig. 2) and the myoelectric 
controller was trained as explained before. Next, the arm position detector was calibrated by asking the 
subjects to bring their arm in each arm position AP1-4 (Fig. 5(C)), where the pitch angle for the forearm 
and the pitch and yaw angles for the upper arm were registered. To identify the subjects’ arm position 
during the online test, the measured angles were compared to the registered values and the tolerance 
threshold was set to 30°. The identification of the arm positions was not used for prosthesis control, but 
only to ensure that the subject correctly followed the experimental protocol. The subjects were then 
familiarized with each task by performing it for approximately 5 min using MYO.  
 
After calibration and familiarization, the subjects performed three functional tasks, as outlined in Fig. 
5(A). All tasks followed the same structure and had a predefined number of rounds being performed 
using both control methods (cxMYO and MYO). A round, in each task, was defined as a time interval 
during which the subject performed as many trials as possible. To start a trial, the subject picked up a 
wooden block from the left compartment of the box using the indicated grasp (palmar or lateral). The 
subject also adjusted the grasping force to be between 30-70% of the maximum prosthesis force, using 
visual force feedback provided on the computer screen. Once the block was appropriately grasped, the 
force feedback was removed and the so-called Visual Task Instruction (VTI) was presented on the 
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computer screen (by the experimenter). The VTI was used to indicate a sequence of actions, which the 
subject had to perform before returning the block back to the right compartment of the box (end of 
trial). A trial was deemed successful if the block was transferred from the left to the right compartment, 
whereas if the block was dropped during VTI the trial was considered failed. The subjects were allowed 
to complete the last ongoing trial if it started before the round timer stopped. Lastly, the notion of round 
and trial was the same in all three functional tasks, i.e., each task comprised several rounds and in each 
round, the subject did multiple trials. However, the VTI and therefore the requirements in each 
functional task were different, as described below.   
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Fig. 5: (A) Experimental Protocol. Three tasks were administered to the subjects sequentially (AWPos, WTrack and HShake). 
Each task was performed using classic (MYO) and context-enhanced myoelectric control (cxMYO), where the order of the 
control methods was randomized (indicated by an asterisk). (B) Visual Task Instruction (VTI) to the subject. In AWPos and 
WTrack, the dark-cyan pie shape indicated the target wrist position and the red cursor indicated the current position of the 
prosthetic wrist. The task consisted of rotating the prosthetic wrist from the initial to the target position (AWPos) or to track the 
moving target (Wtrack). In HShake, the subject shook the forearm in the indicated direction (arrows) until the dark-violet 
completion-metronome traversed the full circle. (C) Arm Positions. The subjects performed AWPos and WTrack tasks in the four 
arm positions (AP1 - forearm down, AP2 - elbow flexed, AP3 - arm frontally extended, AP4 - arm laterally extended).   
Arm and Wrist Positioning Task (AWPos): The task comprised 4 rounds (two performed using palmar 
and two using lateral grasp) and each round lasted 4 minutes. In a single trial, the VTI presented four 
pairs of target-arm and target-wrist positions. First, a random arm position from the set AP1-4 (Fig. 5(C)) 
was presented as an image on the computer screen. The arm position detector (discussed above) 
awaited the subject to bring his arm in the required position. Next, the marker (red) and the target area 
(cyan) indicating the current and desired wrist rotation, respectively, were displayed by the VTI (Fig. 
5(B)). The subject was required to move the prosthesis wrist such that the red marker reached the target 
area (and remained inside it for 250 ms). The target areas were randomly selected from a set of 
predefined target angles {-120°, -60°, 0°, 60°, 120°} with a tolerance of ±15°. Once the target-wrist 
position was achieved, a new target-arm position was presented to the subject. This process was 
repeated four times in a single trial, i.e., each of the four target-arm positions were presented randomly, 
followed by a random (non-repeating) target-wrist position. Lastly, the arm position detector was used 
to continuously monitor the subject’s arm posture and when a change with respect to the indicated 
position was detected, the markers indicating the current and the target wrist position (red and cyan 
marker) were removed from the screen and the VTI requested the subject to reconfigure the arm 
posture.  
 
Wrist Tracking Task (WTrack): The task comprised 2 rounds (one performed with each of the two 
grasps) and the round duration was 4 minutes. In a single trial, the VTI presented one target arm position 
(from the set AP1-4) which remained fixed during the trial. The task for the subject was to keep his arm 
fixed in the indicated position and control the rotation of the wrist, so that the red marker representing 
the current wrist position tracked the moving target (desired wrist rotation), as shown in Fig. 5(B).  The 
trajectory for the moving target was generated by randomly selecting eight center-angles from the set {-
120°, -90°, -60°, -30°, 30°, 60°, 90°, 120°}. The moving target was then rotated between those angles 
with a velocity randomly selected from the set {30°/s, 45°/s, 60°/s}. The center angles were chosen so 
that the sign between the consecutive angles would change. In this way, the subjects were challenged to 
repeatedly pronate and supinate. Additionally, each time the target reached one of the eight center-
angles, it stopped until the subject successfully positioned the red marker within the target (center-
angle±10°). Thus, a single trial of the WTrack task comprised tracking a moving target on the screen 
while keeping the arm fixed in a given position.  
 
Hand Shaking Task (HShake): The task included 2 rounds (one with each of the two grasps) and each 
round lasted 3 minutes. In a single trial, the subject shook the forearm in the direction indicated by the 
arrows until the completion-metronome traversed the full circle (Fig. 5(B)). The indicated direction of 
shaking was either left-and-right or up-and-down. The angular velocity (|ω|) of the elbow joint was 
measured and used to drive the completion-metronome. The subject was required to generate angular 
velocities |ω| between [ωmin, ωmax] for 10 s; and, the completion-metronome indicated the fraction of 
time for which |ω| was in the required range. The thresholds [ωmin, ωmax] for left-&-right shake were 
[2.5, 5] rad/s, whereas for up-&-down shake they were [2, 4.5] rad/s; the difference was due to a greater 
difficulty of shaking against gravity.  
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 After the experiment, the subjects were required to fill out a questionnaire, evaluating the 
subjective experience with the two methods. In the questionnaire, the term Approach 1 and Approach 2 
were used to indicate either MYO or cxMYO – depending upon the sequence in which the randomized 
modalities were tested. The Questionnaire was divided into three parts as follows: (a) Physical Demand: 
was used to assess the physical demand for each of the three tasks (independent of the control 
modality). (b) Control Cognitive Demand: was used to access the mental demand and frustration level 
associated with each control modality, independently of the three tasks. (c) Control Comparison: was 
used to make direct comparison between the two control modalities. (The questionnaire is provided as 
supplementary material).  
 
3.1 Outcome Measures and Data Analysis 
 The primary outcome measures from each of the three tasks were the number of successful and 
failed trials per round. To compare the performance of MYO and cxMYO more comprehensively, four 
secondary outcome measures were evaluated offline from the recorded data: a) the number of spurious 
opening commands, b) the number of spurious closing commands indicating the grasp type opposite to 
that currently used, c) the mean absolute difference between the normalized grasping force at the 
beginning and end of the trial, and d) the mean absolute difference between the wrist rotation at the 
beginning and end of the trial. All the measures were determined for all successful trials in each round, 
and the last measure was relevant only in the HShake task. For an ideal performance, all secondary 
metrics should be equal to zero, as the subjects did not attempt to open or close the hand, or change the 
grip force/grip type during the tasks. In addition, during HShake task, the subjects were not supposed to 
rotate the hand.  
 
 The data were tested for normality and depending on the outcome of the test, a paired t-test or 
Wilcoxon signed rank test were used to compare the performance of MYO versus cxMYO for the same 
task. For the questionnaire, the Task Physical Demand between the three tasks was compared using the 
Freidman test followed by a post-hoc average rank test for pairwise comparison. A Wilcoxon signed rank 
test was used to determine if the secondary measure Number of Spurious Grasping Commands was 
significantly higher than zero (as the count was always zero for cxMYO). All results in the text are 
reported in terms of median and interquartile range (IQR) – denoted as median{IQR}. The software 
STATISTICA (Dell, US) was used to perform the statistical analysis and the threshold for significance was 
set to p < 0.05. 
4 Results 
 
Fig. 6 summarizes the results for the two primary outcome measures obtained by using MYO and 
cxMYO in the three tasks. When using cxMYO, the subjects performed significantly more successful trials 
per round in the AWpos (5{4-6} vs. 4{2-5} with p<0.001) and HShake (5{5-6} vs. 5{3-6} with p <0.05), and 
they dropped significantly fewer objects per round in all the tasks, 0{0-0} vs. 2{0-3} with p<0.001 in 
AWpos, 0{0-1} vs. 1{0-2} with p<0.05 in WTrack, and 0{0-0} vs. 0{0-2} with p<0.01 in HShake. In the 
HShake task, there were no drops when using cxMYO. 
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Fig. 6: Summary of the results for primary outcome measures during online tasks with classic (MYO) versus context-driven 
control (cxMYO): (A) Number of successful object transfers per round. (B) Number of objects dropped (while making a transfer) 
per round. The box plots indicate medians (red line), interquartile range (boxes), maximum/minimum values (whiskers) and 
outliers (crosses).  Note that context-driven control significantly outperformed the classic control in all but one outcome 
measure. (‘*’, p<0.05; ‘**’, p<0.01; ‘***’, p<0.001). 
  Fig. 7 depicts representative signals recorded during online control illustrating the secondary 
outcome measures. The prosthesis control was set to MYO in Fig. 7(A, B and D) and cxMYO in Fig. 7(C). In 
Fig. 7(A), the subject issued four accidental opening commands while performing the AWPos task and 
this led to an unwanted decrease in the grasping force. This would have been prevented if the cxMYO 
was used, as all spurious opening commands were below the state-dependent threshold. In Fig. 7(B), the 
grasping force exerted on the object increased due to spurious grasping commands. The object was 
grasped using lateral grip, and the subject issued accidental palmar closing command, causing the 
tightening of the grasp. This would have been prevented with cxMYO, as it disabled closing commands 
indicating wrong grasp. Fig. 7(C) illustrates that the grasping force gradually decreased with MYO (red 
line). In some cases, this was a purely mechanical effect, as the object would slip or move in the hand, 
and sometimes this was produced through “accumulation” of accidental opening commands. With 
cxMYO, the force was restored whenever a drop in force was detected (“restore force” rule in Holding 
state). In Fig. 7(D), the subject generated unwanted wrist rotation commands toward the end of the trial 
during the HShake task. All but two of those spurious rotation commands would be blocked by cxMYO, 
as the spurious signals were below the state-dependent threshold.  
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Fig. 7: Representative signals recorded during the experiment, demonstrating the impact of context-driven control (secondary 
outcome measures): (A) Spurious opening commands (B) Spurious closing commands (C) Force restoration (Restore Force Rule). 
(D) Spurious rotation commands. The prosthesis control was set to classic (MYO) in Figures (A), (B), (C), (D) and context-driven 
control (cxMYO) in (C). The signals  ̂   ̂   ̂  and  ̂  are the normalized estimated control signals for palmar closing, lateral 
closing, opening and rotation, respectively. 
   
The summary results for the secondary outcome measures are depicted in Fig. 8. When cxMYO 
was active, the number of spurious opening commands was significantly lower compared to MYO for the 
tasks AWPos (0{0-0.25} vs. 2{0.75-4} with p<0.001) and HShake (0{0-0} vs. 1{0-2} with p<0.01). Next, 
there were no spurious closing commands when using cxMYO. During MYO, however, the number of 
such commands was significantly higher than zero in all three tasks AWPos (1{0-10}, p<0.001), WTrack 
(0.5{0-4.75}, p<0.01) and WTrack (1.5{0-3}, p<0.05). The absolute change in normalized grasping force 
for the trials with cxMYO was significantly lower than MYO for the task AWPos (0.05{0.03-0.075} vs. 
0.1{0.0375-0.175} with p<0.01) and HShake (0.04{0.02-0.05} vs. 0.085{0.03-0.13} with p<0.05), whereas 
the variation in force was similar for task WTrack (0.06{0.04-0.1} vs. 0.047{0.02-0.10} with p>0.05). 
Finally, for the HShake task, the unwanted wrist rotation in trials with cxMYO was significantly lower than 
MYO (15°{4°-32°} vs. 40°{7°-85°} with p<0.05). 
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Fig. 8: Summary of the results for secondary outcome measures during online tasks with classic (MYO) versus context-driven 
control (cxMYO): (A) Number of spurious opening commands generated during successful trials in each round. (B) Number of 
spurious palmar/lateral closing commands generated during successful trials in each round. (C) Change in normalized grasping 
force from start till the end of successful trials in a given round. (D) Change in wrist position from start till the end of successful 
trials in a given round (HShake task only). The box plots indicate medians (red line), interquartile range (boxes), 
maximum/minimum values (whiskers) and outliers (crosses). (‘*’, p<0.05; ‘**’, p<0.01; ‘***’, p<0.001) 
  
The summary results for the questionnaire are shown in Fig. 9. The physical demand for the task 
WTrack was significantly higher than for the tasks AWPos and HShake (70{60-78.75} vs. 40{35-65} and 
70{60-78.75} vs. 55{35-55}, with p<0.05). We think that the constraint of fixing the arm in one position 
(especially AP3 and AP4) during some trials led the subjects to experience a higher physical demand for 
the WTrack task. The reported frustration with MYO was significantly higher than with cxMYO (75.5{41-
65} vs. 37.5{31-52.5} with p<0.05) whereas the mental demand required for both control approaches 
was similar (55{31.5-70} vs. 37.5{26.5-52.5} with p>0.05). Fig. 9(C) characterizes direct, point by point 
comparison between MYO and cxMYO. With cxMYO, the subjects reported being more confident about 
not dropping the grasped object, with the median response 40{0-50} significantly higher (p<0.05) than 
zero. The rating was not significantly different from zero for any of the other measures. 
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Fig. 9: Summary of the results for the questionnaire. (A) Physical demand across tasks. (B) Cognitive demand across control 
methods. (C) Control performance comparison. Subjects indicated significantly less frustration and more confidence when using 
context-driven control. (‘*’, p<0.05; ‘**’, p<0.01; ‘***’, p<0.001). 
5 Discussion 
 
 A new concept of context-driven control (cxMYO) for upper-limb prostheses has been 
introduced and extensively compared with classic myocontrol (MYO) using three functional tasks 
specifically designed to challenge the robustness of prosthesis control. The results demonstrated that 
the cxMYO significantly improved the performance in each of the three tasks. In cxMYO, the information 
from the prosthesis sensors was used to estimate the prosthesis state (context) and then increase the 
robustness of the myoelectric controller to expected disturbances by applying a set of simple post 
processing rules. The cxMYO substantially suppressed the spurious opening, closing and rotation 
commands, as well as stabilized the grasping force. This resulted in an improved task performance, 
better success and lower drop rates, and increased subject satisfaction.  
 
The aim of the present study was to assess the robustness of the novel versus conventional 
approach (cxMYO vs. MYO). Therefore, we have carefully designed a set of functional tasks to 
substantially challenge the robustness of myoelectric control. The tasks integrated several factors that 
are known to cause problems in the operation of a myoelectric prosthesis, such as: 1) changing the 
position of the arm (AWPos), 2) performing rapid arm movements (HShake), and 3) generation of 
myoelectric commands in rapid succession (WTrack). As the prosthesis was mounted on the subject, the 
effect of added weight was also considered in the tests. It is known that repositioning the arm changes 
the muscle patterns and therefore leads to misclassifications. This problem is addressed in several recent 
studies [15], [16], [25], [26]. Similarly, fast arm movements, such as shaking, can generate spurious 
muscle activations and thereby unintentional prosthesis responses (e.g., hand opening/closing and 
object dropping/breaking). In the past, the shaking test was used to demonstrate the robustness of 
osseointegration [27] against motion artifacts observed during real-life use, as shown in the movie [28]. 
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Finally, rapid generation of commands is characterized with many transient muscle activations, which 
could lead to possible misclassifications [29], [30]. Although using clinical tests (e.g., SHAP [31]) would be 
useful for cross study comparability, none of the standard tests include these challenging factors to a 
sufficient extent. Therefore, we decided to use custom-made tasks. Nevertheless, we do intend to 
perform a clinical assessment in the future, when we improve the experimental setup so that the system 
components can be integrated into the prosthetic socket. This is an important step as practical mounting 
and good interface between the subject and the system can have substantial impact on the clinical 
results. 
 
Context information has been used to implement automatic prosthesis control in the past [12], [13], 
[19], [20], [21], [22] and only recently to improve the performance of a machine learning controller [15], 
[16]. The present study advances the state of the art in the latter direction by presenting a method to 
utilize multimodal sensing to improve the robustness of an advanced machine learning controller. We 
propose a different paradigm compared to [15], [16]. The context information in [15] and [16] was 
derived only from inertial sensors and along with EMG, it was given as an “input” to the classification-
framework, hence the conventional black box approach. In the novel method, the context was modeled 
explicitly as a state machine describing the prosthesis operation and the data was handled by a 
dedicated component (CAC in Fig. 1) detecting the states online. The CAC, then, modulated the outputs 
of the MYO controller. This allows more flexibility and generality, as each state modulates the MYO to 
increase robustness against expected disturbances specific to that state. In [15] and [16], the context 
information was used to mitigate the impact of a single factor (arm position). In cxMYO, however, 
Preshaped and Grasping states stabilized the hand against unwanted rotations, Holding prevented 
accidental opening and force decrease, and Moving filtered out spurious rotations and openings. Finally, 
the models proposed in [15] and [16] were evaluated offline using EMG data collected in static 
conditions and they did not consider the interaction of the user with the control system in real-life 
situations. The cxMYO is substantially different from the methods for context-based automatic control 
[12], [13], [19], [20], [21], [22], as the context processing operates in the background and does not 
directly influence the online control. Hence, the online control in cxMYO always remains manual, i.e., 
each prosthesis function is activated only in response to command(s) generated by the subject. The 
subject could activate any command in any moment and the CAC merely modulated the manual control 
(MYO), so that some commands in certain states required a stronger and/or clearer muscle activation. 
As demonstrated in the present experiment, this has significantly improved the robustness of manual 
control based on machine learning.  
 
In the present study, the context information was used to influence only the post-processing 
parameters of the machine learning algorithm (mostly, activation thresholds). Nevertheless, the concept 
is general and can be used to influence other extrinsic as well as intrinsic parameters of any myoelectric 
controller. For example, the gains can be modulated depending on the prosthesis state. This could be 
used to provide more sensitive force control during object holding or manipulation. In the prosthesis 
used for this study (Michelangelo hand), it is difficult to decrease the force without opening the hand 
when holding a rigid object. To address this issue, the prosthesis can be made less responsive by 
lowering the gain of the hand opening while in Holding state. Furthermore, the likelihood of activating 
specific prosthesis functions can change depending on the state of the prosthesis. For example, it is 
unlikely to start rotating the hand while closing it around an object. Therefore, the state information 
could be used to modify the prior probability of occurrence associated to each function. This is 
equivalent to an online update of the classification boundaries between the classes in a myoelectric 
classifier and can potentially further reduce the spurious opening, grasping and rotation commands and 
thereby increase the user’s confidence in the system. The present method was based on simple post 
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processing and therefore it is convenient for real-time implementation. The states were detected and 
post processing was implemented using simple IF-THEN rules operating on thresholds. Interestingly, a 
common set of threshold values could be used across all subjects with good performance, which 
additionally demonstrates the robustness of the approach. In the future, more advanced methods (e.g., 
hidden Markov models [32]) could be used for state detection and parameter modulation. 
 
The present experiment demonstrated that the use of context-aware component increased 
robustness of myoelectric control. However, the experimental evaluation was performed in naive able-
bodied subjects, a test population which is different compared to skilled (or naive) amputee users. In this 
study, all able-bodied subjects consistently used flexion, extension, closed-fist, ulnar and radial deviation 
to control the five prosthesis functions, whereas amputees might use different activation patterns 
depending on the anatomy of the remaining forearm muscles. Therefore, the quality of myoelectric 
control in terms of reliability and robustness is likely to be different. For example, in case of a short 
residual limb with less musculature to provide signals, the patterns might be less discriminable, leading 
to more misclassifications (poorer performance of MYO). This could further emphasize the utility of 
cxMYO compared to MYO alone, as the CAC aims at improving the robustness of MYO. Also, depending 
upon experience, amputees can use grasping/manipulation strategies which are substantially different 
from able-bodied subjects. With the use of prosthesis, the subjects are expected to improve the 
consistency and discriminability of their muscle activation patterns. In an experienced user, the MYO 
performance can be already so good that the contribution of CAC becomes redundant. Therefore, CAC 
could be implemented as an optimal component, i.e., initially activated to support a naive user and then 
deactivated once the user becomes experienced. In the future, we will improve the setup so that it can 
be integrated into a prosthetic socket to test the system in a pool of male and female amputee subjects. 
 
Improving the robustness of myoelectric control is an important challenge towards facilitating a 
wider clinical application of these methods for prosthesis control. To this aim, invasive techniques such 
as osseointegration [27] and implanted systems for EMG recording [33] are investigated with promising 
results. Non-invasively, the performance can be improved using alternative and multimodal sensing (e.g., 
sonography [3]) but this research is still in the initial phase. The present study demonstrates that 
myoelectric control can be substantially improved also by exploiting sensors that are already available in 
the prosthesis or that can be easily integrated into it. This is a simple, non-invasive and cost-effective 
approach to improve the stability in myoelectric control with surface EMG electrodes.  
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Appendix  
Incremental Ridge Regression with Random Fourier Features (iRR-RFF): In machine learning, problems 
related to linearity of the system can be circumvented by using a basis function [34], [35]; which involves 
preprocessing each sample with a non-linear mapping function        . The choice of   is 
obviously crucial and in the case of iRR-RFF [23],  involves the application of sinusoidal functions to the 
samples; which per se includes a finite-dimensional approximation of a Gaussian kernel [36].  
 ( ) =     (              ) 
Here,   (=8) is the number of surface EMG channels and the non-linear transformation   projects the 
vector      to a higher-dimensional feature-space with  dimensions. The basis function is initialized by 
drawing      values from a normal distribution and      values from a uniform distribution. The 
transformed data  ( ) can, then, be used for both learning and prediction according to equations of 
Ridge Regression, as described in [23]. Theoretically speaking, the RFF basis function is a finite 
dimensional approximation of the popular Radial Basis Function (RBF) [36]. But, the advantage of using 
RFF is that it has a bounded computational requirement, supports incremental learning and in practice 
provides a good approximation for the RBF kernel, when the transform size   is set to 300 (as 
demonstrated experimentally in [23]). 
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