























































































































































































































































a	 practical	 problem	 that	 interests	 researchers,	 security	 agencies	 and	
governments.	 A	 pedestrian	detector	 can	be	used	 to	 calculate	 the	number	 of	
people	participating	in	an	event,	and	give	warnings	of	possible	dangerous	over-






China,	on	new	year’s	eve,	2015;	 there	were	36	people	killed.	 If	 there	were	a	
pedestrian	 detection	 system	 able	 to	 calculate	 the	 number	 of	 the	 crowd,	 the	
organizers	could	have	been	warned	and	the	tragedies	could	have	been	avoided.	
































































background.	 Then,	we	need	 to	establish	 a	 feature	 to	exclusively	 characterize	
each	person.	Based	on	that	feature,	we	need	to	train	and	implement	classifiers	























from	 frame	 to	 frame,	 and	 we	 will	 use	 the	 prediction	 of	 people’s	 path	 as	 a	
supportive	method.	But	it	is	possible	that	the	color	or	shape	information	of	two	
different	people	is	similar.	In	that	situation,	we	accept	minor	misjudge.	When	
















we	 are	 looking	 for.	 Typically,	 there	 are	 two	 approaches	 to	 carry	 out	 the	





















To	 distinguish	 people	 from	 the	 video	 background,	 we	 start	 by	 analyzing	 the	









In	order	 to	 find	out	whether	 the	moving	object	 is	 a	person,	we	have	 to	 first	





























































Before	 the	 work	 on	 pedestrian	 detection	 even	 begins,	 the	 datasets	 for	 the	














































Nowadays,	 the	 Caltech	 dataset	 is	 considered	 one	 of	 the	 most	 important	






Viola-Jones	 detector	 [8]	 was	 used	 by	 Viola	 and	 Jones	 in	 2003.	 They	 used	
AdaBoost	 classifier.	 The	 HOG	 [3]	 (Histogram	 of	 Oriented	 Gradient)	 was	
developed	by	Dalal	 and	Triggs	 in	2005.	The	HOG	 is	one	of	 the	most	efficient	
feature	for	pedestrian	detection	and	it	is	commonly	used	as	a	part	of	combined	





































to	the	classifier	 to	 find	out	whether	the	object	 is	a	pedestrian.	Currently,	 the	





















































































































































































































































In	 other	 words,	 we	 can	 convert	 the	 original	 linear	 space	 into	 a	 higher	
























































For	each	tree,	 the	training	set	 is	 randomly	chosen	from	the	main	training	set	
with	replacement,	which	means	that	a	training	sample	from	the	main	training	




















































1. Random	 forest	 can	 handle	 high	 dimensional	 data,	 without	 data	
preparation.	
2. During	the	training,	random	forest	can	detect	the	influence	between	each	
























detection	 system.	 As	 stated	 above,	 the	 system	 consists	 of	 four	 modules,	







































head	 classifier,	 select	 the	 QMUL	 dataset	 [18,	 19].	 It	 contains	 head	 images	






After	 training	 the	 two	 classifiers,	we	 first	 feed	 the	 human	 classifier	with	 the	
128*64	pixel	image	area	beneath	the	heads’	locations	we	get	from	module	1,	to	
determine	the	possible	locations	of	human-beings	(candidates	II).	Then,	we	feed	
the	 50*50	 pixel	 image	 area	 beneath	 the	 possible	 locations	 from	 the	 human	
classifier	to	the	head	classifier.	At	last	we	can	get	a	relatively	accurate	position	













































After	 finding	 the	 successors,	 we	 can	 link	 the	 detections	 frame	 by	 frame.	
However,	 if	 there	 is	 an	 occlusion	 or	 a	 detection	 miss,	 a	 pedestrian	 may	
“disappear”	 from	 our	 sequence	 of	 detection,	 and	 then	 re-appear	 in	 the	
following	 frames.	To	address	 this	problem,	we	make	a	 list	of	all	 those	whose	































































































In	 this	 part,	we	 assess	 the	 feasibility	 of	 the	 project,	 in	 terms	 of	 finance	 and	
sustainability.	 We	 will	 assess	 the	 costs	 of	 human	 resources,	 hardware	 and	









I	 am	 going	 to	 finish	 the	 project	 by	myself,	 but	with	 guidance	 of	 Prof.	Manel	
Frigola	Bourlon.	So	I	will	work	as	a	project	manager,	a	program	developer	and	a	













Project	Manager	 10	 70	 50€/hour	 3,500	€	
Program	Developer	 36	 252	 35€/hour	 8,820	€	
Testing	Engineer	 18	 126	 30€/hour	 3,780	€	
Advisor	 8	 24	 60€/hour	 1,440	€	









Product	 Price	 Units	 Useful	life	 Estimated	amortization	
MacBook	Pro	 1,229	€	 1	 5	years	 122.90	€	
Apple	iPhone	6	 669	€	 1	 3	years	 111.50	€	


























Product	 Price	 Units	 Useful	life	 Estimated	amortization	
MATLAB	 500	€	 1	 N/A	 50	€	
Microsoft	Office	365	 9.99€/month	 1	 3	months	 29.97	€	
Windows	10	Professional	 69.99	€	 1	 3	years	 6.99	€	
Apple	OS	X	10.11	 0	€	 1	 N/A	 Included	on	MacBook	Pro	
Sublime	Text	 53.45	€	 1	 4	years	 6.68	€	
Adobe	Photoshop	 24.59€/month	 1	 3	months	 73.77	€	
























The	 time	 consumed	 in	 different	 stages	 of	 the	 project	may	 be	more	 than	we	
estimated,	so	the	human	resources	cost	may	be	more.	To	address	this,	we	have	
to	 worker	 more	 efficiently	 in	 the	 following	 stages.	 Or	 we	 can	 skip	 some	
additional	 features	 of	 the	 project.	 If	 we	 can	 finish	 the	 project	 ahead	 of	 the	







































area	 to	prevent	stampedes.	 It	 can	be	used	 in	various	 locations	 like	 stadiums,	























Sustainability	 Economic	 Social	 Environmental	
Planning	 Economic	Viability	 Improved	quality	of	life	 Resource	analysis	
















































4. MATLAB	has	a	great	ability	 to	 visualize	 the	 results.	 It	 is	 a	 great	 tool	 to	
present	our	results.	











• PeoDet.m:	 Load	 and	 process	 the	 input	 video,	 and	 then	 track	 moving	



















identified	 by	 the	 head	 classifier	 (candidates	 III)	 and	 mark	 all	 the	
candidates	III	in	the	frame	image.	Also,	calculate	the	histogram	of	colors	
in	order	to	track	people	from	frame	to	frame.	Input:	the	frame	sequence	






the	 position	 of	 these	 detections.	 Input:	 detections’	 positions.	 Output:	
reduced	detections.	
	
• All.m:	 Include	the	content	of	all	 the	above	scripts	and	add	the	position	
tracking	 module.	 Input:	 the	 video.	 Output:	 the	 candidates	 III,	 linked	
detections,	and	marked	image	sequence.	
	
• Hog_feature_vector.m:	 Calculate	 the	 HOG	 vectors	 of	 the	 given	 image	
matrix.	Input:	image	matrix.	Output:	corresponding	HOG	vectors.	
	
• PeoClass.m:	 Train	 the	 human	 classifier.	 Input:	 positive	 and	 negative	
sample	human	body	images.	Output:	a	human	classifier.	
	




















• DrawClass.m:	 Plot	 the	 figure	 of	 the	 performance	 of	 SVM	 and	 random	

























































I	 that	we	define	 in	previous	 chapters.	Those	objects	 that	are	not	moving	are	
















































performance	with	our	 system	under	normal	 circumstances.	The	 time	 interval	
















video.	 As	 shown	 in	 the	 images,	 a	 person’s	 change	 in	 neighboring	 frames	 is	
limited,	and	we	connect	detections	by	linking	the	detections	in	adjacent	frames.	




















































we	 can	 see	 from	 Fig.	 34	 and	 Fig.	 35	 that:	 while	 both	 classifier	 provide	
competitive	 performance,	 the	 random	 forest	 reacts	 more	 to	 the	 changing	
number	of	samples.	When	the	number	of	negative	training	samples	are	small,	
























































have	 implemented	 them	 to	 locate	 each	 pedestrian.	 Both	 SVM	 and	 random	
forest	classifiers	display	good	performance.	In	position	tracker	module,	we	have	
established	the	connection	of	detections	of	same	people	from	different	frames.	
In	 information	 extraction	module,	we	 have	 collected	 all	 the	 information	 and	
data	we	get	from	previous	modules.	We	have	successfully	finished	each	module,	
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