With the increasing maturity of Web2.0 technology and development of micro-blog, the number of micro-blog pages is exponentially rising. Only relying on the traditional micro-blog search engine has not met the requirements of users. Aiming at that the retrieval efficiency of the traditional micro-blog searching method cannot meet the requirements of users, inspired by probabilistic latent semantic analysis techniques; the probabilistic latent semantic analysis model is used to query the micro-blog posts in this paper. The proposed method can better deal with the synonymy and polysemy problems of natural language, and realize retrieving the micro-blog posts on the semantic level. Finally, extensive experiments on the real dataset Sina Micro-blog validated the effectiveness of the proposed PLSA-based algorithm against other three baseline methods Random, VSM and LSI in terms of average precision rate and precision-recall rate.
INTRODUCTION
With the development of Web 2.0 technologies, human participation continued to be improved greatly, the using style of the network has also greatly changed. People are no longer passively access to knowledge from the network, but through the network actively express their views or attitudes towards other people or events (Banerjee et al., 2009; Horowitz and Kamvar, 2010; Chen et al., 2012) . Micro blog is updated through the brief 140 characters, and achieves the multi-tool instantly sharing (Weng et al., 2012) . Micro-blog has become an important place where hot events are generated and propagated, under which, people can express their views actively in a brief and convenient way, and multi-releasing tools timely sharing is also achieved. The emergence of micro-blog makes the information present out the characteristics of fragmentation, timely and mobile properties, rather than just complete context information (Ramage et al., 2010) . Therefore, researches on microblog searching technology have always been widely concerned (Liang et al., 2012; Phuvipadawat and Murata, 2010) .
In recent years, many excellent micro-blog searching tools have discovered, by experiencing these query tools, it can be discovered that their work principles are mostly applying the traditional search engine technology into micro-blog page searching and most of the micro-blog search engine's precision and recall rate cannot reach the satisfactory results (Lee et al., 2011; Long et al., 2011) . Because the vast majority of information of micro-blog is stored in the form of text, there are many uncertain factors in natural languages, such as the phenomenon of synonyms and polysemes, the same concept can be expressed in many different ways. The traditional micro-blog search engines based on keywords matching cannot meet the requirements of users. To improve the search engine technology from the level of keyword matching to the semantic level, intelligent recognition and processing of user's query requests from the semantic meaning have become the research focus of the current micro-blog search engine technology (Mei et al., 2008; Dai et al., 2010) .
The rest of the paper is organized as follows. Section 2 surveys the related work. Section 3 introduces the probabilistic latent semantic analysis model in detail. Section 4 discusses the proposed PLSA-based personalized query expansion based on latent topic classification. Section 5 reports experimental results, and Section 6 concludes the paper and gives the future work.
RELATED WORK
Traditional micro-blog searching models widely adopt the vector space model (short for SVM) proposed by G. Salton et al. in 1983 (Salton and McGill, 1983) . VSM performs queries based on the assumption that the words are independent of each other, and there is no the process of semantic processing. However, semantics between words in natural languages are inextricably linked, and there probably appear two phenomena, in which, the first scene is that some feature word from the two documents is the same word but expresses the different concepts and is classified as the same category, the second scene is some feature words from the two documents are two words respectively but express the same concept, and however are classified into different categories. Therefore, it is an effective way to improve the performance of the micro-blog searching, through which, the semantic relations hidden by texts are found out.
Aiming at the defects of VSM model, Deerwester et al. proposed latent semantic analysis model (short for LSA) (Deerwester et al.,1990) . The main idea of LSA is that, there exist latent semantic structure that words are in the using patterns of texts, and the synonyms should basically have the same semantic structure the. polysemous words must have different semantic structure. LSA adopts the singular value decomposition (short for SVD) to extract and quantify the latent semantic structure, and eliminate the adverse effect from the synonyms and polysemic words in order to improve the accuracy of text representation (Landauer et al., 1998) . However, there are several defects in LSA and are respectively that, the physical meaning of the singular value decomposition of LSA is not clear enough, and it is difficult to control the effect of the word meaning clustering; LSA is lack of a priori information implantation to make it appear too mechanical; also, there exists a non monotonic correlation between the LSA semantic space dimension and the correctness of query results selection, usually the best dimension is mainly determined by the empirical rule; The space and time complexity of LSA algorithm is too large, it is difficult to apply in the current hardware circumstance.
In 1999, Thomas Hofmann proposed probabilistic latent semantic analysis model (short for PLSA) (Hofmann, 1999) , which carried out the re interpretation of the maximum likelihood estimation of LSA. And compared with LSA, PLSA has a clear physical meaning. PLSA method adopts probability model to simulate the latent semantic space, calculate the relationship among documents, latent semantic topics and words, it maps documents and words to the same semantic space. Through PLSA, on the one hand, both synonyms and multi meanings can be reasonably expressed; on the other hand, many applications on the text information processing can be solved by calculating the distance of the vector in the semantic space.
Query expansion is the process of reorganizing the initial query to improve the performance of information retrieval using natural language processing, classification, clustering and other technical means. Considering only from the query document set, query expansion techniques can be summarized into two categories that are the query expansion based on global analysis and the query expansion based on local analysis respectively, among which, global analysis is an extension method to get through the full text, Such as co-word analysis and dictionary-based query expansion and so on. Because of the large amount of computation and complexity from the global analysis method, the research content of this paper is about the query expansion of the local analysis in the query documents.
In summary, most of the current query expansion is based on the documents; the involved social media information is only regarded as supplementary information. Because the content information under micro-blog is mostly generated by users, this information has a lot of randomness compared with the normative documents. The lexical-collocation-based method can lead to sparse matrix; it is difficult to obtain semantic information to achieve satisfactory results. Aiming at the above questions, this paper takes micro-blog as the research object, and proposes a semantic query expansion method, which aims to explore two aspects of the problem, that are firstly building a semantic query expansion framework for micro-blog and secondly exploring the satisfaction of the query expansion words under this framework. 
PROBABILISTIC LATENT SEMANTIC ANALYSIS MODEL
Probabilistic latent semantic analysis originated from natural language processing research, which is used to analyze the latent semantic of the document. Its basic idea is (Hofmann, 1999) , for a given set of documents 
used to represent a collection of potential topics, K is a constant that indicates the number of potential topics. In this paper, documents denote users, word set represents the item set in the recommendation system, and the construction of PLSA model is shown in Figure 1 .
Probabilistic latent semantic analysis assumes that word-document pairs are conditional independence, and the underlying topic distribution in the document or words is also conditionally independent. Under this assumption, the following formula can be used to represent the conditional probability of query words and micro-blog posts that are words and documents in PLSA:
Pd denotes the probability of selecting a document zdneed to be estimated. Probabilistic latent semantic analysis model adopts the maximization expectation algorithm (short for EM algorithm) to fit the latent semantic model. After using random number initialization, the E step and M step are alternately implemented to calculate. The prior probability of ( , ) ij dw in a potential class k z is calculated in E step as follows:
The following formula is used to re estimate the model in M step:
When the increase of the expected value is less than a threshold value, the iteration is stopped and an optimal solution is obtained as follows:
After obtaining the available data, in accordance with this assumption and the equation (3), hidden probability among data can be analyzed. This needs to be stated that, because EM algorithm requires a very large amount of calculation, in order to decrease the complexity of this algorithm, and the iteration computation is executed 1000 times cyclically to obtain an approximate value, this value is considered to be the optimal solution.
MICRO-BLOG SEMANTIC QUERY EXPANSION BASED ON PLSA MODEL
In this section, we introduce the details of the proposed PLSA-based micro-blog personalized topic query expansion method, which includes text pro-processing, constructing document-word matrix, constructing the latent semantic model, micro-blog topic classification and the computation of semantic relevant query. Each detailed operation is described as follows, respectively.
4.1.Text Pro-processing
The first concern on the pre-processing of micro-blog posts is the problem of word segmentation; the key problems about Chinese word segmentation mainly include norms of segmentation and the segmentation ambiguity, etc. At present, there are a number of units engaging in Chinese word segmentation, and developed a number of the matured Chinese word segmentation systems. In this paper, Chinese lexical analysis system ICTCLAS (Institute of Computing Technology, Chinese Lexical Analysis System) developed by Chinese Academy of Sciences is adopted to perform Micro-blog word segmentation (Sun et al., 2008) .
4.2.Constructing Document-word Matrix
 NM dimensional document-word matrix ( , ) N d w can be obtained through computing the occurrence frequency that every word is in the document set, and this matrix is carried out the standardized treatment using the normalized TF-IDF formula. The purpose of normalization is to eliminate the influence of the different document length; the corresponding formula is as follows: 
Constructing the Latent Semantic Model
The semantic space Z in the Kth dimension is constructed, for each class of micro-blog posts in the training set; the probability distribution of each class in latent semantic space is calculated by using the PLSA model. The specific algorithm is as follows: 1) Constructing latent probabilistic semantic model by using matrix representation, matrix
denotes the probability matrix that micro-blog posts are in the semantic space distribution， matrix
denotes probability matrix that is the distribution of latent semantic in keywords. The probability matrix is initialized, so that every element in the matrix is randomly generated non negative values, and satisfied that in the U matrix,
2) TEM algorithm is used to fit the model. In E step, the equation (3) is used to calculate the prior probability p( | , )
ij dw pair in the latent semantic k z . In M step, the equation (5) is used to reestimate the probability matrix U and V. Alternately performing E steps and M steps, until the equation (6) stops for the convergence, the potential probability semantic model is obtained.
3) According to the probability matrix U that the fitted micro-blog posts are distributed in the semantic space, probability center vectors that all kinds of text sets are in the probabilistic latent semantic space are calculated. For i c class text sets, the probability center vector is calculated as follows:
Where, each component meets the requirements of the following equation (9), N is the number of documents for the i c class text sets.
4.4.Micro-blog Topic Classification
A similar procedure with section 4.3 is used to tackle each micro-blog post t that is to be classified. Firstly, word segmentation operation is performed to micro-blog posts, and then keywords are extracted, microblog post keyword vector n( , ) j tw is constructed and weight calculation is executed. Then TEM algorithm to P( , ) k zt is performed and the probability distribution vector P( | ) ztis obtained that denotes the latent semantic in the posts to be classified. The similarity between the vector P( | ) ztand the probability center vector P( | ) zc of each kind of text set are calculated respectively, that is the distance of the vector in the semantic space. According to the size of the distance, every micro-blog post is divided into the appropriate category. The similarity is obtained by calculating the cosine of the included angle between the two vectors and is shown as follows：
(10)
4.5.Computation of the Semantic Relevant Query
When a user submits a micro-blog post query, the first step is preprocessing, and then performing query expansion based on the probabilistic latent semantic model. Suppose the query keywords from users can eliminate ambiguity in the context of a topic, for example, when the topic is constrained to the class of the computer, apple can not be misunderstood as a fruit. The latent semantic analysis based on the probability makes the query process perform the association conversion in the same category and roam between the different categories. If P( | ) k zd is larger, then it is considered that the probability that document d belongs to the category k z is relatively large. If there exists the same probability between the two words, the two words are considered to be the same latent class, that is w z ， then the word w is called a polysemous word. It is noted that these synonyms and polysemous words are defined from a probabilistic perspective, and the higher recall rate can be obtained through the above semantic extension.
We perform word segemation, filtering stop words and other preprocessing towards the query q , and query q is represented as a k dimensional vector. Then, semantic correlation analysis computation is executed between the query words vector and the prominent interest topic words with the maximum posterior probability. And according to the correlation degree, the semantic correlation analysis values are sorted in descending order. We perform EM algorithm on P( | ) k zq and get the probability distribution vector P( | ) Zq that the latent semantic is in the query text. Keywords are entered to implement the query expansion, the query expression is constructed through the Boolean expression, finally, the similarity between the document and the query is obtained by calculating the cosine of the included angle between P( | ) 
EXPERIMENTAL RESULTS AND ANALYSIS
To demonstrate the effectiveness and efficiency of our proposed models, we conducted experiments on one real dataset from Sina micro-blog (http://www.weibo.com). We first describe the data preprocessing procedure in Section 5.1 and then give a simple introduction to the evaluation metrics we adopted in this task. We explain all the compared methods in the experiments in Section 5.3. Lastly, we compare the results of all methods and analyze the possible reasons. All the algorithms were implemented using Java and all experiments were performed on a server running Windows Server 2008 with four 3.00GHz CPU cores and 12GB memory. In this paper, we exploit the same ordinary data structures for all the algorithms and do not consider any parallel computation.
5.1.Experimental Dataset and Experimental Setting
In order to evaluate the performance of the proposed micro-blog personalized query expansion based on latent topic classification, using web spider, we grabbed 28,768 micro-blog posts on the five categories that are about entertainment, sports, tourism, life and learning from Sina Micro-blog, and training set Training_Set_Sina was constructed. Then randomly selected 500 posts from the training dataset Training_Set_Sina without replacement, the test set Test_Set_Sina was also constructed. Statistics of the experimental dataset is shown as Table 1. In the next step, Micro-blog posts were performed text preprocessing, feature selection and text vector representation. We utilized the proposed PLSA-based latent topic classification to construct latent semantic model and exploited the topic classification for the proposed micro-blog posts. Twenty-six sub-classes of microblog posts were obtained. the amount of different 19,879 word items and the amount of 2,875 feature words were also got by segmentation processing. Subsequently, we adopted cosine similarity formula to compute the cosine of the included angle between P( | ) 
5.2.Evaluation Metrics and Experimental Results
Analysis 1) Two widely used evaluation metrics, i.e., precision rate and recall rate, are adopted to evaluate the performance of the retrieval and query. Specially, precision rate is defined as:
retrievaled relevant posts total retrievaled relevant items ecision total retrievaled relevant items
Recall rate is defined as:
reteievaled relevant posts total relevant posts call total relevant posts (13)
Where in both metrics, precison is a measure for the precision rate of a retrieval system, and Recall is a measure for the recall rate of a retrieval system. For a retrieval system, precision rate and recall rate are not trade-off simultaneously, when precision rate is high, recall rate is low, when precision rate is low, and recall rate is high. In this paper, we adopted macro average precision rate and macro average recall rate to evaluate the performance of the retrieval system, that is, the precision rate and recall rate of every category are computed out and then all the precision rates and recall rates of all categories are performed the arithmetic mean value. The widely used average value of 11-kind-based precision rates under 11-kind-based recall rates that is 11-pointbased average precision rate is employed to evaluate the recall rate of the proposed PLSA-based micro-blog retrieval system in this paper.
2) Experimental results analysis: To demonstrate the effectiveness of the proposed PLSA-based micro-blog personalized query expansion on latent topic classification, we compared it with the following baseline methods: the first baseline method is random query method (short for Random), the second is VSM-based micro-blog posts query method (short for VSM), the third is LSA-based micro-blog posts query method (short for LSA). The following Table 2 provides micro-blog query results on the experimental dataset about the proposed PLSAbased method and other three baseline methods, and Fig.2 represents 11-point-based average precision-recall rate curve. 
Figure 2 Precision-recall rate curve
From the experimental results, it can be seen that the probabilistic latent semantic model significantly improves the performance of the retrieval system, and the PLSA-based micro-blog topic query expansion model is superior to the other three methods in the average precision and recall rate. Fig. 2 shows, under the recall rate of 40%, the proposed PLSA-based query method has the precision rate of 70%, while the percentage of 80% interested documents can be obtained under the precision rate of 0.54. With the increase of recall rate, precision rate steadily decreased slowly, this indicates that the proposed model is relatively stable.
6.CONCLUSION AND FUTURE WORK
Micro-blog searching has become an important way for people to obtain information. In this paper, a micro-blog personalized query expansion method based on latent topic classification query is proposed, among which, probabilistic latent semantic model is used to query the micro-blog posts, aiming at the problems of the randomness and keywords sparsity of micro-blog, we adopts the latent semantic analysis method to mine latent topic and get the distribution probability of words under some topics. The experimental results show that the probabilistic latent semantic model can significantly improve the average precision of the retrieval compared with the traditional other three baselines. And the comprehensive consideration of the document-topic-word weights can improve the user's satisfaction. In this experiment, due to the limitation of hardware conditions, the scale of document sets is not big enough. In the next step of the research, we will expand the data scale of the experiments, and more deeply study the application of probability latent semantic model in Chinese text retrieval. 
