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Abstract
The signal-to-noise-plus-interference ratio (SINR) outage probability is one of the key performance
parameters of a wireless cellular network, and its analytical as well as numerical evaluation has occupied
many researchers. Recently, the introduction of stochastic geometric modeling of cellular networks has
brought the outage problem to the forefront again. A popular and powerful approach is to exploit
the available moment generating function (or Laplace transform) of received signal and interference,
whenever it exists, by applying the Gil-Pelaez inversion formula. However, with the stochastic geometric
modeling, the moment generating function may either be too complicated to exist in closed-form or at
worst may not exist. Toward this end, in this paper, we study two alternate ways of evaluating the SINR
outage. In the first case, we emphasize the significance of calculating cumulants over moments and
exploit the fact that the cumulants of point processes are easily calculable using Campbell’s theorem.
The SINR outage is then analytically characterized by Charlier expansion based on Gaussian and
Student’s t-distributions and their associated Hermite and Krishnamoorthy polynomials. In the second
case, we exploit the saddle point method, which gives a semi-analytical method of calculating the SINR
outage, whenever the cumulant generating function of received signal and interference exists. For the
purpose of demonstration, we apply these techniques on a downlink cellular network model where a
typical user experiences a coordinated multi-point transmission, and the base stations are modeled by
homogeneous Poisson point process. For the convenience of readers, we also provide a brief overview
of moments, cumulants, their generating functions, and Campbell’s theorem, without invoking measure
theory. Numerical results illustrate the accuracy of the proposed mathematical approaches.
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I. INTRODUCTION
Signal-to-noise-plus-interference ratio (SINR) outage probability (i.e., the probability of the
SINR falling below a predefined threshold) is one of the primary performance metrics for
the analysis of a wireless communication system. The simplicity of its definition as well as
its connection with other performance parameters, such as bit/symbol error rate and ergodic
capacity, make it of significant interest to researchers. Till date, there have been numerous
researches that have focused on analyzing the exact or approximate outage probability of wireless
systems in diverse network settings and under varying modeling assumptions such as multi-
path channel fading [1, references therein], aggregate interference, and distance geometry of
transmitters/receivers. Based on the sources of randomness, we can categorize various modeling
scenarios as follows:
(A) Uncertainty due to multi-path channel fading and number of interferers: In this case, both
the desired channel and the interfering channel are assumed to undergo multi-path fading.
The number of interferers is also random. Only the distance geometry between the receivers
and the transmitters is considered to be deterministic.
(B) Uncertainty due to aggregate interference and distance-based path-loss: In this case, multi-
path channel fading is assumed to be absent. The uncertainty is due to the random location
of the transmitters and the receivers, and the unknown number of interferers.
(C) Uncertainty due to multi-path channel fading, aggregate interference, and distance-based
path-loss: This case incorporates the uncertainty due to multi-path channel fading, aggregate
interference, and the distance geometry of the transmitters and the receivers.
Evidently, the outage analysis of the latter models become more complicated due to the combined
effect of different sources of uncertainty. Also, the resulting interference distributions of the latter
cases tend to be heavy tailed and thus many of the well-known approximations may not provide
reliable and accurate performance characterization of the system.
3A. Background Work
A very popular and powerful approach to calculate the outage is to utilize the moment
generating function (MGF) of the relevant random variables. Provided the MGF of the received
signal power and aggregate interference, Gil-Pelaez’s inversion formula is typically used to
find the SINR outage at a receiver [2]. This involves calculating an integral involving the
MGF, provided that the MGFs of related random variables exist1. Recently, the introduction
of stochastic geometry in the modeling of wireless cellular communication systems has brought
the conventional outage (or coverage) problem to the forefront again [4, references therein]. The
stochastic geometry involves modeling the transmitters and receivers as a point process in two
dimensional (2-D) plane. Due to its analytical tractability, the most frequently used point process
is the Poisson point process (PPP) [5], [6], [7, references therein]. However, even for PPP, where
a typical receiver associates with the nearest base station (BS),
• the analytically tractable SINR outage formula relies on the so called “Rayleigh fading
trick” [7]. Unfortunately, this trick relies on the fading of the useful link to be Rayleigh
and cannot be extended to other fading scenarios.
• the interference distributions are often intractable and tend to have high skewness and kurto-
sis (heavy tailed), due to the fact that the transmitters can be arbitrarily close to a receiver2.
Consequently, exact/approximate closed-form SINR outage (or coverage) expressions can
rarely be derived.
The integrals required to evaluate the outage can be too complicated to be solved in closed-
form. As such, either these integrals are expressed in terms of special functions (whose stability
may be unknown) or are evaluated using numerical integration (by which qualitative understand-
ing is lost). It is therefore worthwhile to examine how outage can be approximated in an efficient
manner without explicit integrations. One such technique, which was investigated in the late 20th
century, is the saddle point approximation (SPA) method. It involves evaluating the cumulant
generating function (CGF) at a single point, called the saddle point, where most of the value
1Recently, an MGF-based capacity evaluation technique has also been given in [3].
2A simple remedy is to introduce an exclusion region around a receiver, the size of which will influence the heaviness of the
interference distribution’s tail. A more sophisticated remedy is to introduce repulsive point processes that allows more realistic
modeling, but at the expense of analytical tractability.
4of integral is concentrated. The saddle point method has previously been utilized to evaluate
detection probability [8], error probability [9], and outage probability [10]. The work in [10]
exploited the Lugannani-Rice formula to compute the SINR outage probability for well-known
fading distributions.
Unfortunately, the MGF of a random variable may not always exist. This is the case for log-
normal and most composite fast and slow-fading distributions. Furthermore, for situations where
MGF/CGF does not exist, it may be legitimate to ask if one can directly compute the
SINR outage from the moments that usually exist even when the MGF may not. This is an
extremely general problem and has been well studied in Mathematics. The problem of finding
the distribution given the moments of a random variable is known as the problem of moments
[11]. In this context, rational functions (also known as Pade approximants) have been used as
an analytical approximation of the MGF when the moments of a random variable are given,
but whose MGF may not exist [12], [13], [14]. Specifically, the inverse Laplace transform of
the partial fraction decomposition of the rational function gives the outage probability as a sum
of weighted exponentials. Unfortunately, this method is numerically unstable when moments of
very high orders are considered. It is also difficult to intuit how the moments directly affect the
outage. Lastly, this method is unreliable for heavy-tailed distributions.
B. Paper Contributions
To this end, the contributions of this paper are listed herein.
1) We review and exploit new mathematical techniques for the evaluation of SINR outage
probability of a receiver in a large-scale wireless cellular network. The techniques are
general enough to be applied to stochastic geometry-based network models. As such,
to demonstrate the application of the presented mathematical techniques, we choose a
stochastic geometry-based cellular network model, where BSs are distributed according
to a homogeneous Poisson Point Process (PPP), and where a typical user experiences a
downlink coordinated multi-point (CoMP) transmission. The outage is derived considering
all three cases (i.e., Cases (A), (B), and (C) listed in the beginning of this section).
2) We propose an efficient approximation for SINR outage probability using saddle point
methods. In this approach, we need to evaluate a single point of the function to be integrated,
called the saddle point, based on which outage can be obtained. The technique relies on the
5CGF representation of a random variable. We propose a general version of the saddle point
method due to Wood, Booth and Butler, from which the Lugannani-Rice formula can be
derived as a special case. The general approach allows us to tackle distributions with heavy
tails. For demonstration purposes, we show the application of saddle point approximation
in various network scenarios.
3) For situations where MGF or CGF is not available, we propose the use of orthogonal
polynomials expansion, which relies on the moments of the received signal and interference
random variables, to derive the SINR outage probability of a general wireless communi-
cation system. Such expansions are familiar to us as generalized Fourier series, and in
probability are known as Charlier expansion. The special case with Hermite polynomials
is known as Gram-Charlier Type A expansion. However, the method is much more general,
and we give an exposition on how this method can be utilized for the calculation of SINR
outage probability. We provide an analytical expression to compute the signal-to-interference
ratio (SIR) outage probability directly from the moments using Hermite polynomials and
Krishnamoorthy polynomials.
4) Although we exploit orthogonal polynomial expansion that rely on moments, we establish
and emphasize the significance of calculating the cumulants prior to moments and then
applying the orthogonal polynomial expansion. In this regard, we show that the cumulants
of the point processes are easily calculable via Campbell’s Theorem, and are often in an
analytically tractable form. This fact, however, does not seem to be highlighted/utilized in
any of the pioneering stochastic geometric frameworks such as [4].
The rest of the paper is structured as follows: Section II discusses the preliminary mathematical
ideas necessary to understand the paper. Section III discusses the application of Gil-Pelaez
formula, highlights the significance of evaluating cumulants prior to moments, and outlines the
considered network model we will be dealing with throughout the paper. Section IV gives a
brief overview of the moment problem, the reconstruction of a distribution given the cumulants
(and in turn moments), and the corresponding SIR outage calculation. Section V describes the
saddle point method. Section VI considers the application of SPA in different wireless modeling
scenarios. Numerical results are given in Section VII while Section VIII concludes the paper.
6II. MATHEMATICAL PRELIMINARIES
In this section, we briefly review some mathematical concepts related to moments, cumulants,
and their transformations, that serve as a prerequisite for readers. A more extensive and in-depth
discussion of moments, cumulants and their generating functions can be found in [15, Ch. 3].
Materials on moment-cumulant transformations and Bell polynomials can be found in [16, Ch.
3.3], while the details of Campbell’s formula can be found in [17], [18].
A. MGF, CGF, and Their Properties
Let the MGF, or in general the Laplace transform, of a random variable X be given by
MX(t) = E[e−tx], then its CGF is given by the logarithm of the MGF KX(t) = logMX(t).
MX(t) exists if it is finite around the neighborhood of zero, i.e., if there exists an h > 0 such
that ∀t ∈ (−h, h), we have MX(t) < ∞. If MX(t) exists, the largest open interval U around
zero such that MX(t) <∞ for t ∈ U is referred to as the convergence strip of the MGF of X .
Also, if MX(t) exists, then all positive moments of X exist and CGF exists as well.
Some of the fundamental properties of MGF and CGF include: (i) if Y = aX+b, where a and
b are some constants, then we can express the MGF and CGF of Y as MY (t) = e−btMX(at)
and KY (t) = KX(at)− bt, respectively, (ii) if Z = X + Y such that X and Y are independent,
then MZ(t) = MX(t)MY (t) and KZ(t) = KX(t) + KY (t), and (iii) if Y =
∑N
i=1Xi is a
compound distribution, where Xi are independent and identically distributed (IID) and N is a
discrete random variable, then MY (t) =MN(− logMX(t)) and KY (t) = KN(−KX(t)). This
can be shown by first conditioning on N ,MY |N(t) =
∏N
i=1MX(t) = exp(N logMX(t)). Now,
taking expectation with respect to N , we get MY (t) = EN [eN logMX(t)] =MN(− logMX(t)).
B. Moments, Cumulants, and Their Properties
The n-th moment of X is given by µn(X) =
∫
xnf(x)dx. Clearly, the n-th moment exists
if the integral is finite. If the MGF of X exists, the moments can also be defined as µn(X) =
(−1)n limt→0 dndtnMX(t). In other words, the n-th moment is the n-th coefficient in the Taylor
expansion of MX(t), and MX(t) can be represented as MX(t) =
∑∞
n=0 µn
(−t)n
n!
. Even if the
moments of a random variable exists, its MGF may not always exist. Some of the important
properties of moments are (i) Homogeneity: If c is some constant, then µn(cX) = cnµn(X),
and (ii) Independence: If X and Y are independent, µn(XY ) = µn(X)µn(Y ).
7Similarly, the n-th cumulant of X is given by κn(X) = (−1)n limt→0 dndtnKX(t). Similar to the
moments, the n-th cumulant is the n-th coefficient in the Taylor expansion of KX(t) and KX(t)
can be represented as KX(t) =
∑∞
n=0 κn
(−t)n
n!
. Some of the important properties of cumulants are
(i) Additivity: If X and Y are independent, then κn(X+Y ) = κn(X)+κn(Y ), (ii) Invariance:
If c is some constant, then κ1(X + c) = κ1(X) + c and κn(X + c) = κn(X) for n ≥ 2,
(iii) Homogeneity: If c is some constant, then κn(cX) = cnκn(X).
Remark: When dealing with the sum of independent random variables, the additive property
of the cumulants makes them easier to work with compared to moments. As such, cumulants
naturally occur in the study of central limit theorems.
C. Transformation of Moments and Cumulants
The moments and cumulants can be transformed into each other as detailed below:
µn =
n∑
k=1
Bn,k(κ1, . . . , κn−k+1),
κn =
n∑
k=1
(−1)k−1(k − 1)!Bn(µ1, . . . , µn−k+1).
Here the Bn,k(x1, x2, . . . , xn−k+1) are the partial exponential Bell polynomials defined as
Bn,k(x1, x2, . . . , xn−k+1) =
∑ n!
j1!j2! · · · jn−k+1!
(x1
1!
)j1 (x2
2!
)j2 · · ·( xn−k+1
(n− k + 1)!
)jn−k+1
,
where the sum is taken over all sequences j1, j2, . . . , jn−k+1 of non-negative integers such that
these two conditions are satisfied: j1+j2+· · ·+jn−k+1 = k and j1+2j2+· · ·+(n−k+1)jn−k+1 =
n. Equivalently, the partial exponential Bell polynomials can also be defined recursively as
Bn,k(x1, . . . , xn−k+1) =
n−k+1∑
i=1
(
n− 1
i− 1
)
xiBn−i,k−1(x1, . . . , x(n−i)−(k−1)+1),
where B0,0 = 1, Bn,0 = 0 for n ≥ 1 and B0,k = 0 for k ≥ 1. This recursive definition is useful
for computational purposes. The Bell polynomials are used in the study of set partitions, and
occur often in applications, such as in the Faa di Bruno’s formula.
D. Campbell’s Theorem for Poisson Point Process (PPP)
Given a homogeneous PPP Φ of uniform intensity λ defined over a scalar parameter x ∈ I
where I ⊂ R, let an aggregate process be given by Y (x) = ∑xi∈Φ h(x− xi ; ξi) where h(x; ξ)
8is a deterministic function conditioned on ξ and ξi are IID random variables. The variable ξ is
commonly used to model the random amplitude of the function h(x) as h(x; ξ) = ξh(x). The
number of points N in the interval I is Poisson distributed, hence the CGF of N is λ|I|(e−t−1).
Likewise, the point x is uniform randomly selected from the interval I. Using the CGF property
for compound distributions and de-conditioning on x, the CGF of Y for such PPP is:
KY (t) =
∫
I
KN(−KH(t)) dx|I| = λ
∫
I
(EH [e−th(x; ξ)]− 1)dx,
where we use the fact that eKH(t) =MH(t) = EH [e−th(x; ξ)]. In order to find the cumulants, we
first find the n-th derivative of KY (t) with respect to t as
dn
dtn
KY (t) = (−1)nλ
∫
I
EH [h(x; ξ)ne−th(x; ξ)]dx.
Taking the n-th derivative of KY as t → 0, we obtain the Campbell’s formula κn(Y ) =
λEH
∫
I [h(x; ξ)]
ndx. Given h(x; ξ) = ξh(x), the formula simplifies to a more useful form:
κn(Y ) = λµn(ξ)
∫
I
[h(x)]ndx, (1)
where µn(ξ) is the n-th moment of ξ. The Campbell’s formula allows us to calculate the
cumulants of the aggregate directly without the need to compute its CGF and its derivatives.
Given the cumulants of Y , we can find its moments using the transformation described in the
previous subsection. The Campbell’s formula can also be extended to non-uniform PPP as well
as non-Poisson point process. However, for our current work, we only focus on uniform PPP.
III. EVALUATION OF SINR OUTAGE AND SYSTEM MODEL
In this section, we will first describe the general outage formulation and evaluation by applying
Gil-Pelaez inversion formula using both the MGF and CGF approaches, which is valid for both
uplink and downlink scenarios. The significance of deriving cumulants over moments is then
highlighted. Finally, we describe the large-scale cellular network model of our interest, which
is considered throughout the paper.
A. General SINR Outage Evaluation
Let us define the SINR of a wireless system as SINR =
∑M
i=1 Xi
1+
∑N
j=1 Yj
, where Xi denotes the
useful signal power, Yi denotes the power of the interference signal, and the noise power is
normalized to unity. Every Xi and Yi are assumed to be independent random variables. If we
9neglect the noise term, then the signal-to-interference-ratio (SIR) is given by SIR =
∑M
i=1Xi∑N
j=1 Yj
.
Consider X =
∑M
i=1Xi, Y =
∑N
j=1 Yj , and a given SIR threshold θ, the SIR outage occurs when
θY > X . Following Zhang’s approach [19], let us define a new random variable Ω = θY −X ,
then the SIR outage probability can be given as:
Pout = Pr(Ω > 0) = QΩ(0), (2)
where QΩ is the complementary cumulative distribution function (CCDF) of Ω. If we do not
neglect the noise, then the SINR outage will be given by Pout = Pr(Ω > −θ). Given that Ω is a
linear combination of independent random variables, we can obtain the MGF of Ω. The SINR
outage probability in (2) can then be evaluated using Gil-Pelaez inversion formula as [2]:
QΩ(ω) =
1
2
− 1
pi
∫ ∞
0
Im{MΩ(t)e−tω}dt
t
, (3)
where MΩ(t) is the MGF of Ω, Im{z} is the imaginary component of complex variable z, and
 =
√−1. The MGF of Ω is given by MΩ(t) =MY (θt)MX(−t). If the signals Xi and Yi are
mutually independent, we further have MΩ(t) =
∏N
i=1MYi(θt)
∏M
i=1MXi(−t).
Given that MΩ(t) = exp logMΩ(t) = expKΩ(t), (3) can be restated in terms of CGF as
QΩ(ω) =
1
2
− 1
pi
∫∞
0
Im{eKΩ(t)−tω}dt
t
, where
KΩ(t) = KY (θt) +KX(−t), (4)
and if the signals Xi and Yi are mutually independent, we further have KΩ(t) =
∑N
i=1KYi(θt)+∑M
i=1KXi(−t).
Note that, the n-th moment and cumulant of Ω can be found by n-fold differentiation of the
MGF and CGF of Ω, respectively. However, the multiplicative representation of the MGF of
Ω in terms of MGFs of Xi and Yi necessitates the application of Leibnitz’s product rule for
M + N terms. The resulting formula for the n-th moment ends up being quite complicated
due to multinomial series. On the other hand, the additive nature of Ω makes the calculation of
cumulants of Ω much easier compared to its moments, as described in the following proposition.
Proposition 1 (nth Cumulant of Ω). The n-th cumulant of Ω is given by
κn(Ω) = θ
nκn(Y ) + (−1)nκn(X). (5)
Proof: Using the additivity and homogeneity properties of cumulants.
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B. Representative Large-Scale Cellular Network Model
1) Spatial model: Consider a single-antenna user equipment (UE) located at the origin, as
shown in Fig. 1. Let single antenna BSs be scattered in 2-D plane according to homogeneous
PPP of intensity λ. Consider an annular region Bc centred at origin and with fixed outer radius
R and inner radius a > 0, such that Bc = {r|a ≤ r < R}. It is assumed that there are no BSs
located within radius r < a, thus forming an exclusion region. All BSs within Bc are assumed
to cooperate with each other to form coordinated multi-point (CoMP) transmission to a user
equipment (UE) located at the origin, thus forming a cooperation region. All BSs beyond R,
Bnc = {r|r ≥ R}, act as interferers; thus Bnc forms the interference region. Since Bn∩Bnc = ∅,
the BSs in Bc and Bnc will both be PPP of intensity λ, as per the property of PPP3.
Fig. 1. The exclusion region, the region of cooperation, and the region of interference.
2) Received signal and interference model: The instantaneous received signal of the UE at
the origin is modeled as:
v =
∑
i∈ΦBc
√
gir
−α
2
i s+
∑
j∈ΦBnc
√
gjr
−α
2
j sj + z,
where s is the common message signal transmitted by all BSs in Bc and sj are interfering
signals from BSs in Bnc. The ri is the distance between i-th BS and the UE at the origin, the
3The same scenario can also be considered for the uplink, where the UE transmits a message, which is cooperatively detected
by the BSs.
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gi are IID channel gains, and α is the path-loss exponent such that α > 2. Lastly, z is the
additive white noise. Let the variances Var(s) = Var(si) = P and Var(z) = σ2. Assuming
maximum-ratio-combining (MRC) at the UE, we can write the SINR as
SINR =
∑
i∈ΦBc giPr
−α
i∑
j∈ΦBnc gjPr
−α
j + σ
2
.
Assuming negligible noise, X =
∑
i∈ΦBc giPr
−α
i , and Y =
∑
j∈ΦBnc gjPr
−α
j , we have SIR
outage probability Pout = Pr(Ω > 0), where Ω = θY −X and θ is the predefined SIR threshold.
3) CGF of Ω: For homogeneous PPP, we know that the CGF of aggregate of impulse response
positioned at each 2-D Poisson point is given by K(t) = 2piλ ∫ (EG[e−tg`(r)]−1)rdr, where `(r) is
the deterministic path-loss function and g is the random channel gain. For our case, `(r) = Pr−α.
Thus, KX(−t) = 2piλ
∫ R
a
(EG[etgPr
−α
]− 1)rdr] and KY (θt) = 2piλ
∫∞
R
(EG[e−tθgPr
−α
]− 1)rdr].
Consequently, we can write
KΩ(t) = 2piλ
[ ∫ R
a
(EG[etgPr
−α
]− 1)rdr +
∫ ∞
R
(EG[e−tθgPr
−α
]− 1)rdr],
= 2piλ
[ ∫ R
a
(MG(−tPr−α)− 1)rdr +
∫ ∞
R
(MG(tθPr−α)− 1)rdr
]
. (6)
Note that EG[etgPr
−α
] ≡ MG(−tPr−α) and EG[e−tθgPr−α ] ≡ MG(tθPr−α). Here the non-
zero lower limit a allows us to avoid the singularity at origin of the unbounded path-loss
function `(r). Also, it allows us to model the exclusion region. It is very important to set this
parameter correctly, since it determines the heaviness of the tail of the resulting distributions.
Small exclusion regions produce distributions with heavier tails while large exclusion regions
produce distributions with lighter tails.
Proposition 2 (Cumulants for Ω). The n-th cumulant of Ω for our large scale cellular network
model is given by
κn(Ω) = κ
lim
n (Ω)[1 + ((−θ)n − 1)u−nα+2], (7)
where u = R/a and κlimn (Ω) = (−1)n 2piλµn(G)P
n
nα−2 a
−nα+2.
Proof: See Appendix A.
Corollary 1. limu→∞ κn(Ω) = κlimn (Ω).
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Corollary 2. Assuming a << R, so that κn(Ω) ∼ κlimn (Ω), the skewness squared and excess kur-
tosis4 of Ω are Skew2(Ω) = 1
2piλa2
(α−1)3
(3α−2)2 Skew
2(G) and Ex.Kurt(Ω) = 1
piλa2
(α−1)2
2α−1 Ex.Kurt(G).
Remark: According to Corollary 1, when a << R, the cumulants are independent of threshold
θ. Also, according to Corollary 2, without losing much generality, we can see that both the
skewness as well as kurtosis of Ω decreases as a and λ increases. This implies that the Gaussian
approximation of Ω is valid only for large a and λ.
IV. SIR OUTAGE CALCULATION USING CUMULANTS/MOMENTS
As mentioned in Section I, the moment problem can be analytically solved via a number
of equivalent methods, such as by using continued fractions, rational functions, or orthogonal
polynomials. These three concepts are intimately related to each other (see [11], [20] for details).
The rational functions were exploited in [12], [13], [14].
We want to stress that it is easier to calculate the cumulants of Ω than its moments
as mentioned in Section III. Also, for the case with stochastic geometry, the cumulants can
be found using Campbell’s formula as given in Proposition 2. Thus, in order to use moment-
based techniques, we first recommend the calculation of cumulants and then its conversion into
moments using the Bell polynomials.
In this section, we will briefly overview the moment problem and the method of reconstructing
a PDF from the cumulants/moments using the orthogonal polynomials. The choice of weighting
functions for orthogonal polynomials is then discussed. Finally, we detail the outage evaluation
using orthogonal polynomials, with Gaussian and Student’s-t taken as base distributions.
A. The Moment Problem
The moment problem has long been studied by mathematicians. Curiously, these techniques
have not been comprehensively exploited for outage evaluations in wireless networks. The
probabilistic moment problem can be described as follows: let a sequence {µi, i = 0, 1, . . .} of
real numbers be given. Find the probability distribution on I ⊆ R such that µi =
∫
I x
idF (x) for
i = 0, 1, . . .. There are three important questions related to the moment problem: (i) Does the
distribution F exist? (ii) If F exists, is it uniquely determined by the moments {µi}? (iii) How
4The skewness and excess kurtosis of a random variable X is defined as Skew(X) = κ3(X)
κ2(X)
3/2 and Ex.Kurt(X) =
κ4(X)
κ2(X)2
.
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is the distribution reconstructed? If there is a unique distribution for the given moments, then
the distribution is said to be determinate. Otherwise it is said to be indeterminate. The moment
problems are classified according to the support of the distribution, i.e., when the two end-points
are finite, one end-point is finite, or no end-point is finite, as summarized in Table I.
TABLE I
TYPES OF MOMENT PROBLEMS
Moment Problem Support Determinancy
Hausdorff compact always determinant
Stieltjes R+ not always determinant
Hamburger R not always determinant
It is important to be able to distinguish the type of moment problem at hand, and hence
construct appropriate solution. Not being able to make the distinction can lead to poor or even
incorrect solution. Our outage problem clearly belongs to the Hamburger moment problem (see
Table I) since Ω ∈ R. Also, by the nature of our problem, we can assume that a distribution
corresponding to the moments exists. In the following, we will briefly discuss the reconstruction
of a PDF, when its moments are given, using orthogonal polynomials.
B. Charlier Expansion
Given the moments µn(X) for n = 0, 1, 2, . . . , of a random variable X , let the reconstructed
PDF be given by
fX(x) = w(x)
∞∑
k=0
akφk(x), (8)
where w(x) is an initial density approximant (or weight function). The φk(x) are orthogonal
polynomials associated with w(x), such that the orthogonality condition
∫
φm(x)φn(x)w(x)dx =
Cnδmn is satisfied, where δmn is the Kronecker delta and Cn =
∫
[φn(x)]
2w(x)dx is a normalizing
constant. Using the orthogonality condition, the value of ak can be recovered by multiplying
both sides of (8) by φk(x) and integrating with respect to x, such that
ak =
1
Ck
∫
φk(x)fX(x)dx. (9)
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The aks are also known as orthogonal moments. Let the orthonormal polynomial φk(x) be
given by φk(x) =
∑k
i=0 φkix
i. Substituting this expression for φk(x) in (9), we obtain ak =
1
Ck
∫ ∑k
i=0 φkix
ifX(x)dx =
1
Ck
∑k
i=0 φki
∫
xifX(x)dx. Therefore, we have
ak =
1
Ck
k∑
i=0
φkiµi(X). (10)
Hence, we have the reconstructed PDF as
fX(x) = w(x)
∞∑
k=0
1
Ck
(
k∑
i=0
φkiµi(X)
)
φk(x). (11)
Such expansions are known as Charlier expansion. For existence, uniqueness, and convergence
of such series, the readers are referred to [20]. In general, the series converges in least square
sense if fX(x) ∈ L2(w, I) (see [20, Ch. 2]). Likewise, the CDF can be found by integrating (8).
C. Choice of Weighting Functions and Associated Orthogonal Polynomials
As mentioned earlier, the solution to the moment problem can be found by using appropriate
orthogonal polynomials for a given weight function. The weight functions of the three classical
orthogonal polynomials (Jacobi, Laguerre, and Hermite polynomials [21], [20]), correspond
to the initial approximant densities (Beta, Gamma, Gaussian) for particular moment problems
(Hausdorff, Stieltjes, Hamburger), as summarized in Table II. Apart from these classical weights,
TABLE II
WEIGHT FUNCTIONS AND THEIR ASSOCIATED ORTHOGONAL POLYNOMIALS
Weight function, w(x) ∝ Support Distribution Name Moment Problem Associated Polynomial
(1− x)α(1 + x)β −1 ≤ x ≤ 1 Beta Hausdorff Jacobi
xαe−x x ≥ 0 Gamma Stieltjes Laguerre
e−x
2/2 x ∈ R Gaussian Hamburger Hermite(
1 + x
2
ν
)− ν+1
2
x ∈ R Student’s t Hamburger Krishnamoorthy
exp
(∫
a1x+a0
b2x2+b1x+b0
dx
)
- Pearson family - Romanovsky-Hildebrant
we can use other non-classical weights and their corresponding non-classical orthogonal poly-
nomials, which can be generated through Gram-Schmidt process. In general, closer the initial
approximating distribution to the true distribution, the better the approximation.
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One possibility is to fit the first four moments to Pearson family of distributions (e.g., Beta,
Student’s-t, Gamma, and so on) as the initial approximant. The associated orthogonal polynomials
for the Pearson family were systematically investigated by Romanovsky [22], [23] and Hildebrant
[24] (see [25] for general introduction). The special case for t-distribution was further studied by
Krishnamoorthy [26]. In general, a Pearson distribution is any solution to the Pearson differential
equation: 1
w
dw
dx
= a0+a1x
b0+b1x+b2x2
. The orthogonal polynomials associated with a Pearson distribution
is given by the following recurrence relation due to Hildebrant [24]:
φn+1(x) + [nD
′(x)−N(x)]φn(x) + n
[
(n− 1)
2!
D′′(x)−N ′(x)
]
D(x)φn−1(x) = 0, (12)
where N(x) = a0 + a1x and D(x) = b0 + b1x+ b2x2. The initial polynomials being φ0(x) = 1
and φ1(x) = N(x).
For the Hamburger problem, Pearson Type IV distribution is a suitable initial approximant with
the entire real line as its support and which can be fitted to the first four moments. The PDF of
Pearson Type IV distribution is given by w(x) ∝
(
1 + x
2
α2
)−m
e−β arctan(
x
α
), which corresponds to
the differential equation 1
w
dw
dx
= −αβ+2mx
α2+x2
. Here, the parameter β is used to control the skewness
of the distribution. If β = 0, then we have Student’s t-distribution; and if β = 0 and m → ∞,
we have Gaussian distribution. While the Type IV distribution is of considerable generality, in
the following sections, for the sake of simplicity, we will consider only the Gaussian distribution
and the t-distribution for the Hamburger problem.
TABLE III
HERMITE AND KRISHNAMOORTHY POLYNOMIALS
Name Symbol Pearson D.E. Recurrence Initializations Normalization
φn(x)
1
w
dw
dx
φn+1(x) φ0(x) φ1(x) Cn
Hermite Hen(x) −x xHen(x)− nHen−1(x) 1 x n!
Krishnamoorthy Tn(x) − (v+1)xv+x2
(n + v + 1)xTn(x) − n(n +
v)(x2 + v)Tn−1(x)
1 (v + 1)x *
* For Krishnamoorthy polynomials, Cn = 2
1−v+2npi√v
v−2n
Γ(n+1)Γ(v−n+1)
Γ2( v+1
2
−n)
As noted in Table II, the orthogonal polynomials associated with the standard normal dis-
tribution are the Hermite polynomials, while that of the t-distribution are the Krishnamoorthy
polynomials. The t-distribution allows us to account for the large positive kurtosis; and hence it
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can serve as an initial approximant for heavy tailed distributions. Table III summarizes some of
the properties of these polynomials. The readers are referred to [21], [20] for details on Hermite
polynomials and [26] for Krishnamoorthy polynomials.
D. SIR Outage Evaluation Using Cumulants/Moments
Given the cumulants and in turn the moments of Ω (via Bell polynomial) and considering the
base distributions, i.e., Gaussian and Student’s t, we have derived the following results on SIR
outage probability with Hermite and Krishnamoorthy polynomials, respectively.
Proposition 3 (SIR Outage Probability with Hermite Polynomials). Given the moments of Ω,
µn(Ω) for n = 1, 2, . . . , if we assume the base distribution to be standard normal, then the SIR
outage is given by
Pout = 1− 1√
2pi
∞∑
k=0
ak
k∑
i=0
(−1)i2 i−12 Γ
(
i+ 1
2
)
hki, (13)
where hki are coefficients of k-th order Hermite polynomial, Hek(ω) =
∑k
i=0 hkiω
i, and ak =
1
k!
∑k
i=0 hkiµi(Ω).
Proof: See Appendix B.
Proposition 4 (SIR Outage Probability with Krishnamoorthy Polynomials). Given the moments
of Ω, µn(Ω) for n = 1, 2, . . . , if the base distribution is assumed to be Student’s t, then the SIR
outage is given by
Pout = 1−
bv/2c∑
k=0
ak
k∑
i=0
(−1)iv
(i+1)/2
2
B
(
v − i
2
,
1 + i
2
)
tki, (14)
where tki are coefficients of k-th order Krishnamoorthy polynomial, Tk(ω) =
∑k
i=0 tkiω
i and
ak =
1
Ck
∑k
i=0 tkiµi(Ω). Assigning the value of v using moment matching, v =
6
Ex.Kurt(Ω)
+ 4,
where Ex.Kurt(Ω) = κ4(Ω)/κ2(Ω)2.
Proof: See Appendix C.
Remark: Note that expression using Krishnamoorthy polynomial is a finite sum, since for
t-distribution, the moment of order v or higher does not exist. Thus, the set of orthogonal
polynomials associated with t-distribution is also finite. In fact, there are only
⌊
v
2
⌋
orthogonal
Krishnamoorthy polynomials, for a given parameter v of the t-distribution.
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V. SADDLE POINT METHOD USING CGF
Apart from the moments of X , if the CGF of X also exists, then we can exploit a more
powerful technique known as the saddle point approximation (SPA) to compute the CDF of
the random variable (see [27] for general introduction). The saddle point method serves as a
compromise between the purely analytical and purely numerical approaches. In this approach,
we need to evaluate a single point of the function to be integrated, called the saddle point, based
on which a semi-analytical formula for outage can be obtained.
Note that the Gil-Pelaez inversion formula can be represented in terms of CGF as:
QX(x) =
1
2pi
∫ c+∞
c−∞
eKX(t)−tx
dt
t
,
where c > 0 is a real constant lying in the convergence strip of KX(t). The dominant component
of the integral is concentrated at the saddle point of KX(t) − tx. The saddle point tˆ = tˆ(x) is
given by the solution of the saddle point equation K′X(tˆ) = x. Now, suppose that g, G, and L
are the PDF, CDF, and CGF of the base distribution of Z, respectively, by which we want to
approximate our target distribution. The dominant component of this base distribution is found
at LZ(s˘)− s˘z, where s˘ = s˘(z) is the saddle point root of L′Z(s˘) = z. After transforming the pair
(x, t) 7→ (z, s) such that dominant components of these two distributions coincide, we obtain
LZ(s˘)− s˘z = KX(tˆ)− tˆx. (15)
The task is to find an optimal choice of zˆ = zˆ(x) from the above transformation process,
when the right hand side is given. Also note that the quantities K∗T (x) = tˆx − KX(tˆ) and
L∗S(z) = s˘z − LZ(s˘) appearing in the left-hand and right-hand of (15) are Legendre-Fenchel
(LF) transforms of KX and LZ , respectively, as shown in Fig. 2. As per the definition of CGF,
both KX(t) and LZ(s) are convex, whereas their LF transforms K∗T (x) and L∗S(z) are concave
with respect to x and z. By the property of LF transform, the maxima/minima of the dual
function is given by the value of the intercept on the ordinate axis of the primal function,
whereas the location of the maxima/minima of the dual function is given by the slope of the
primal function at that intercept. Thus, K∗T (x) and L∗S(z) have unique maxima of zero at their
means x = E[X] = K′X(0) and z = E[Z] = L′Z(0), respectively. These maxima corresponds to
their dual variables tˆ = 0 and s˘ = 0. Likewise, the minima of KX(t) and LZ(s) correspond to
the ordinate intercept of their dual function, minKX(t) = K∗T (0) and minLZ(t) = L∗S(0).
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Fig. 2. The Legendre-Fenchel duality.
As such, because of the concavity, for a given value of x, there can be two possible optimal
choices for zˆ in (15). For the unique case when x = E[X] = K′X(0), there is only one possible
choice of zˆ = L′Z(0) for the base distribution. For x 6= E[X], there are two solutions zˆ−(x) <
E[Z] < zˆ+(x) on either side of the mean for the base distribution. The root of z should be such
that its relative position with respect to its mean E[Z] should match with the relative position
of x with respect to its mean E[X]. Thus,
zˆ(x) =

zˆ−(x), if x < E[X]
L′Z(0), if x = E[X]
zˆ+(x), if x > E[X].
(16)
Subsequently, we have the following proposition by Wood, Booth, and Butler.
Proposition 5 (CDF Approximation using SPA [28]). Suppose X has a continuous distribution
FX(x) with CGF KX(t). The (g,G)-based saddle point CDF approximation for FX(x) is
FˆX(x) = GZ(zˆ) + gZ(zˆ)
[
1
sˆ
− 1
uˆ
]
(17)
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where zˆ is given in (16), sˆ = s˘(zˆ) is the saddle point for zˆ with respect to the base CGF and
uˆ = tˆ
√
K′′X(tˆ)
L′′Z(sˆ) .
This CDF approximation is independent of the location and scale of the base distribution [28].
Also, given a base distribution, the authors recommend the moment matching method to derive
the parameters of the base distribution, i.e., L(n)Z (s˘) = K(n)X (tˆ), for n = 1, 2, . . . .
Table IV summarizes some popular choices for base distributions that are characterized by
their CGFs. The first of these, with standard normal base, gives the famous Lugannani-Rice
formula [29], whereas the remaining two base distributions have been discussed in [28]. Starting
with (x, tˆ), we need to find zˆ, sˆ, and uˆ before the calculation of FˆX(x). The calculation can be
performed in the following sequence:
(x, tˆ)→ parameters of GZ → zˆ(x)→ sˆ→ L′′Z(sˆ)→ uˆ→ FˆX(x). (18)
TABLE IV
SOME BASE DISTRIBUTIONS AND THEIR SADDLE POINTS
Base distribution LZ(s) s˘(z) zˆ(x) uˆ
Standard Normal s
2
2
z sgn(tˆ)
√
2(K′X(tˆ)− tˆx) tˆ
√
K′′X(tˆ)
Chi-square −α
2
log(1− 2s) 1
2
(1− α
z
) −αW (− exp(− 2c
α
− 1)) tˆ
zˆ
√
K′′
X
(tˆ)
2
Inverse Gaussian µ−1 − (µ−2 − 2s)1/2 1
2
(µ−2 − z−2) µ+ µ2(c+ sgn(tˆ)√c2 + 2cµ−1) tˆ√K′′X (tˆ)
zˆ3/2
Note: α = 8η−1 and µ = η
9
(
1 + sgn(tˆ)
√
−2ηc
9
)−1
where η = K
′′′
X (tˆ)
2
K′′
X
(tˆ)3
; c = K∗T (x) and W (·) is Lambert’s W function
Now we introduce a relatively new, four parameter distribution known as the normal-inverse
Gaussian (NIG) distribution, which is a special case of more general hyperbolic distributions
[30], to allow us more flexibility in adjusting the skewness as well as the kurtosis. The parameters
can be explicitly solved for given cumulants during the moment matching process [31]. Since
the distribution is defined on the entire real line, it is suitable for our outage problem. The PDF
of NIG distribution is
fX(x;α, β, µ, δ) =
α
piδ
exp(δ
√
α2 − β2 + β(x− µ))
K1
(
αδ
√
1 + (x−µ
δ
)2
)
√
1 + (x−µ
δ
)2
,
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where x ∈ R, α > 0, δ > 0, µ ∈ R, 0 < |β| < α. The K1(·) is modified Bessel function of
second kind with index 1. The CGF of the distribution is
KX(t) = µt+ δ[
√
α2 − β2 −
√
α2 − (β + t)2].
The process that gives rise to the NIG distribution is as follows: If X is normal distributed when
conditioned on Y , with mean µ+βY and variance Y , so that fX|Y (x|y) = N(µ+βY, Y ), and Y
itself follows an inverse Gaussian distribution fY (y) = IG(δ,
√
α2 − β2), then the unconditional
distribution of X is said to be normal-inverse Gaussian fX(x) = NIG(α, β, µ, δ). The NIG
distribution tends to Gaussian distribution as α→∞.
TABLE V
SPA USING NORMAL-INVERSE GAUSSIAN BASE DISTRIBUTION
Saddle point parameters NIG parameters
LZ(s) =
√
α2 − β2 −√α2 − (β + s)2 µ = 0
s˘(z) = −β + αz√
1+z2
δ = 1
zˆ(x) =
dβ+sgn(tˆ)α
√
d2+(β2−1)
α2−β2 α = 9[(3ρ− 5η)(3ρ− 4η)]−1/2
L′′Z(s˘) =
z3+z
s˘+β
β =
ezˆ+sgn(K′′′(t))
√
e2zˆ2−(e2−α2)(1−zˆ2)
1+zˆ2
In Table V, we have summarized the saddle point method using NIG distribution. Here we take
advantage of the fact that (17) is independent of location and scaling. The skewness and excess
kurtosis are represented by η = K
′′′(tˆ)2
K′′(tˆ)3 and ρ =
Kiv(tˆ)
K′′(tˆ)2 . Here c = KX(tˆ) +xtˆ, d =
√
α2 − β2− c,
and e = c+ α
√
1 + z2. Also, we have the relation zˆ = sgn(tˆ)(3ρ
η
− 5)−1/2.
VI. APPLICATION OF SPA: CASE STUDIES
In this section, we consider approximating the SINR outage for all modeling scenarios listed
in Section I, using the saddle point methods explained in Section V. To apply SPA, we require
the first and second derivatives of CGF of Ω and the solution to the saddle point equation,
K′Ω(tˆ) = 0. In the following, we provide the required derivatives and the exact closed-form
expression of the saddle point, tˆ, whenever possible. When noise is neglected, the SIR outage
probability can be computed as Pout = QΩ(0) = 1 − FΩ(0), where the FΩ(0) is obtained from
the Wood-Booth-Butler formula (17) FˆΩ(0) = GZ(zˆ) + gZ(zˆ)
[
1
sˆ
− 1
uˆ
]
. The parameters zˆ, uˆ, and
sˆ are given by Table IV and V.
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A. Uncertainty due to Multi-Path Channel Fading and Number of Interferers
In our generic model, consider the case where Ω = θY −X , Y = ∑Ni=1Gi, and X = ∑Mj=1Gj
where Gi are IID random variables representing fast fading. Also, let the variables M and
N be random. The CGFs of compound distribution is KY (t) = KN(−KG(t)) and KX(t) =
KM(−KG(t)), while KΩ(t) = KY (θt) + KX(−t). In the following, we will consider the cases
when N and M obeys Poisson and binomial distributions. In general, if N ∼ Poisson(λ), then the
CGF of N is KN(t) = λ(e−t−1). Thus, KY (t) = KN(−KG(t)) = λ(eKG(t)−1) = λ(MG(t)−1).
Similarly, if N ∼ Binomial(L, p), then the CGF of N is KN(t) = L log(q + pe−t). Thus,
KY (t) = KN(−KG(t)) = L log(q + peKG(t)) = L log(q + pMG(t)).
1) Nakagami-m fading and Poisson aggregation: For Nakagami-m fading, the channel gain is
given by the gamma distribution, Gi ∼ Gamma(α, β), such that its MGF isMG(t) = (1+ tβ )−α.
Let the Poisson aggregation be given by M ∼ Poisson(λ1) and N ∼ Poisson(λ2). Using the
relation for compound Poisson distribution, we have KY (t) = λ2[(1 + tβ )−t − 1] and KX(t) =
λ1[(1+
t
β
)−t−1]. Thus, we have KΩ(t) = KY (θt)+KX(−t) = λ2[(1+ θtβ )−t−1]+λ1[(1− tβ )−t−1].
Taking the derivative of KΩ(t) with respect to t, and solving the saddle point equation K′Ω(tˆ) = 0,
we can analytically obtain the saddle point, as stated below, by basic algebra.
Proposition 6. For Nakagami-m fading and Poisson aggregation, the solution to K′Ω(tˆ) = 0 is
tˆ = β
1+θ
[
1− ( θλ2
λ1
)−
1
α+1
]
and K′′Ω(t) = α(α+1)β2
[
λ2θ
2(1 + θt
β
)−α−2 + λ1(1− tβ )−α−2
]
.
Corollary 3. When λ1 = λ2, we have tˆ = β(1−θ
1/(α+1))
1+θ
.
Corollary 4. For Rayleigh fading, where α = 1, tˆ = β
1+θ
[
1− ( θλ2
λ1
)−
1
2
]
. Furthermore, if λ1 = λ2
too, then tˆ = β(
√
θ−1)√
θ(1+θ)
.
Remark: The parameters λ1 and λ2 can be interpreted as arising through a thinning process of
a parent Poisson distribution with parameter λ over a common spatial area, such that λ1 = pλ1
and λ2 = (1− p)λ2, where p can be interpreted as probability of cooperation. Alternatively, λ1
and λ2 can arise due to Poisson point process over two mutually exclusive spatial regions of
differing areal sizes, as in our representative cellular network.
2) Nakagami-m fading and binomial aggregation: Now, consider instead the case when we
have L total nodes such that M ∼ Binomial(L, p) and N = L −M ∼ Binomial(L, q), where
p + q = 1. Here p is interpreted as the probability of cooperation. As before, for Nakagami-m
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fading, the channel gain is given by the gamma distribution, Gi ∼ Gamma(α, β), such that
its MGF is MG(t) = (1 + tβ )−α. Using the relation for compound binomial distribution, we
have KY (t) = L log(p + q(1 + tβ )−α) and KX(t) = L log(q + p(1 + tβ )−α). Hence, we have
KΩ(t) = KY (θt) + KX(−t) = L log(p + q(1 + θtβ )−α) + L log(q + p(1 − tβ )−α). Taking the
derivative of KΩ(t) with respect to t, the saddle point equation K′Ω(tˆ) = 0 can be simplified.
Proposition 7. For Nakagami-m fading and binomial aggregation, the solution to K′Ω(tˆ) = 0 is
found by solving p2(1 + θtˆ
β
)α+1 + pq(1 + θ) tˆ
β
− q2(1− tˆ
β
)α+1 = 0. Also,
K′′Ω(t) =
L
β2
[
− p
2α2(1− t/β)−2−2α
(q + p(1− t/β)−α)2 +
p(α + 1)α(1− t/β)−2−α
q + p(1− t/β)−α
− q
2α2θ2(1 + (tθ)/β)−2−2α
p+ q(1 + (tθ)/β)−α)2
+
q(α + 1)αθ2(1 + (tθ)/β)−2−α)
(β2(p+ q(1 + (tθ)/β)−α))
]
.
Unfortunately, we cannot solve the saddle point equation analytically and we need to resort
to some numerical root finding technique.
Corollary 5. For the Rayleigh fading, where α = 1, tˆ = −2βθ(1−pq)+
√
4β2θ2(1−pq)2−4β2θ(q2−θp2)(θq−p)
2θ(θp2−q2) .
B. Uncertainty due to Aggregate Interference and Distance-based Attenuation
From our representative model, we have the CGF of Ω as given by (6). Since no fading is
assumed, the channel is deterministic. Thus the CGF of Ω is simplified to
KΩ(t) = 2piλ
[∫ R
a
(etPr
−α − 1)rdr +
∫ ∞
R
(e−tθPr
−α − 1)rdr
]
, (19)
where the channel gain is normalized to unity. The integrals and the derivatives of (19) can be
evaluated using incomplete Gamma functions. To find the derivatives of KΩ(t), we will first give
the following proposition.
Proposition 8. If K(t) = 2piλ ∫ b
a
(e−tPr
−α − 1)rdr, then its n-th derivative is
K(n)(t) = (−1)n2piλ
α
(tP )2/α
tn
[
Γ
(
− 2
α
, tPb−α
)
− Γ
(
− 2
α
, tPa−α
)]
. (20)
Proof: See Appendix D.
Since we have KΩ(t) = KY (θt) + KX(−t), the derivatives of KΩ(t) immediately follows by
applying (20) as given in the proposition below.
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Proposition 9. The n-th derivative of KΩ(t) is K(n)Ω (t) = K(n)Y (θt) +K(n)(−t), where
K(n)Y (θt) = (−1)n
2piλ
α
(θtP )2/α
tn
γ
(
− 2
α
, tθPR−α
)
,
K(n)X (−t) = (−1)n
2piλ
α
(−tP )2/α
tn
[
Γ
(
− 2
α
,−tPR−α
)
− Γ
(
− 2
α
,−tPa−α
)]
,
where γ(a, z) is the lower incomplete Gamma function, such that γ(a, z) + Γ(a, z) = Γ(a).
Proof: By applying (20) of Proposition 8 to KY (θt) and KX(−t).
Since Γ(a,−z) is in general a complex number, we have to be careful when interpreting this
result. To solve the saddle point equation K′Ω(t) = 0, we need to resort to numerical root finding
technique such as the Newton-Raphson method. Since KΩ(t) is convex by definition, the saddle
point is essentially the unique global minima of the CGF. As such, we can also use numerical
optimization techniques to find the saddle point.
C. Uncertainty due to Multi-path Channel Fading and Number of Interferers
This is the most difficult problem in the group. For this case, the CGF is given by (6).
Depending on the kind of fading channel assumed, the MGFMG may or may not exist. IfMG
exists, then the problem may be tackled by the usual saddle point method. Symbolically, the
n-th derivative of (6) is given by
K(n)Ω (t) = 2piλP n
[
(−1)n
∫ R
a
M(n)G (−tPr−α)r−nα+1dr + θn
∫ ∞
R
M(n)G (tθPr−α)r−nα+1dr
]
.
However, the closed-forms of the integral for the CGF and its derivatives may not be available, or
be available in terms of special functions such as hypergeometric functions, Meijer’s-G functions,
or Fox-H functions. In general, numerical integration may be unavoidable when applying the
SPA technique. However, since the Campbell’s theorem allows us to calculate the cumulants
easily, we can find the SINR outage from the cumulants. This latter method can be adopted for
fading distributions for which the MG does not exist.
VII. NUMERICAL RESULTS
In this section, we will describe some of the numerical results that compare the outage
probability obtained via Gil-Pelaez and saddle point method. For the saddle point method, we
use the normal distribution as the base distribution, and hence the Lugannani-Rice formula.
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A. Uncertainty due to Fading and Number of Interferers
For the case of binomial aggregation with Rayleigh fading, in Fig. 3, we plot the outage
probability as the total number of BSs is varied. In this figure, the SIR threshold is maintained
at -10 dB, the transmit power of all BSs is 0 dB, while the probability of cooperation is assumed
to be 0.1 and 0.2. Overall, we see that as the number of BSs increases, the outage tends to
decrease and start to saturate at some level. The outage decreases faster when p = 0.2 than
when p = 0.1, indicating that even a small change in the probability of cooperation leads to
large gain in performance, especially when the number of BSs is large. We also observe that
both the Gil-Pelaez formula and saddle point approximation (SPA) give very similar results.
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Fig. 3. Case A: SIR outage vs. number of BSs at θ = 0 dB, P = 0 dB
Likewise, in Fig. 4, we plot the outage probability against SIR threshold, as the total number
of BSs L is varied as 5, 10, and 20. Here the value of probability of cooperation is assumed
to be p = 0.1. As an overall trend, we see that as the threshold increase, so does the outage.
At lower threshold levels, a typical user experiences lower outage with higher number of BSs,
which is consistent with the conclusion derived from Fig. 3. Beyond certain threshold, the case
with higher BSs tends to suffer higher outage, indicating the dominance of interference. When
we compare the results given by Gil-Pelaez and SPA, we notice that the SPA gives similar
predictions as Gil-Pelaez when L is higher. For lower L, the SPA starts to lose its accuracy at
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lower threshold. This can be explained by the loss of “Gaussianity” at lower L.
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Fig. 4. Case A: SIR outage vs. target threshold at P = 0 dB.
B. Uncertainty due to Aggregate Interference and Distance
In both the Figs. 5 and 6, we plot the outage probability versus the average number of the
BSs in the system. For these plots, the radius of exclusion region is a = 30 m while the radius
of cooperation was R = 150 m. The BSs are scattered in a uniform random manner over a
total area of radius 1000 m, such that the average number of BSs in the total area is fixed. The
transmit power of the BSs is taken to be P = 0 dB. The target threshold SIR was maintained
at 10 dB for Fig. 5 and 0 dB for Fig. 6. The BS intensity is made high to ensure Gaussianity,
as given by Corollary 2. Thus, we see that the outage probability given by Gil-Pelaez formula
matches with those given by SPA as the intensity of BSs increases in both figures. We see that
assuming different path-loss exponents gives different trends, depending on the target threshold.
For α = 4, the outage decreases as the BS intensity increases for both Figs. 5 and 6. Thus, the
trend is independent of the target threshold. For α = 3, the outage increases as the BS intensity
increases in Fig. 5, while the outage decreases at lower threshold for Fig. 6. This means that at
a lower path-loss exponent, the interference does not attenuate fast enough so that the signals
may dominate with increasing number of BSs, when the threshold is made high. Thus, the
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performance degrades with increasing BS intensity. The opposite is true for higher path-loss.
This has an important practical implication, in that, the cooperative communication is viable in
ultra dense networks only when the path-loss exponent is sufficiently high.
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Fig. 5. Case B: SIR outage vs. number of BSs at θ = 10
dB, P = 0 dB.
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Fig. 6. Case B: SIR outage vs. number of BSs at θ = 0
dB, P = 0 dB.
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Fig. 7. Case B: SIR outage vs. target threshold, P = 0 dB, avg. no. of BSs = 200.
Finally, Fig. 7 plots the outage probability against the SIR target threshold for path-loss
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exponents α = 2, 3, 4. The average number of BSs is 200. All the other parameters are maintained
as before. We see that the values given by Gil-Pelaez matches well with the values given by
SPA. As expected, the outage increases with increasing threshold. We also notice that, for fixed
threshold, when α increases, the SIR outage probability decreases. Thus, we see that attenuation
has the effect of diluting the interference and enhancing the overall performance of the CoMP
system.
VIII. CONCLUSION
We have presented a method to calculate the SINR outage probability of a typical user in a
large-scale cellular network provided the exact moment/cumulants of the signal and interference
are known using orthogonal polynomials. Exact formulas have been derived for the cases when
the base distributions follow Gaussian and Student’s t-distribution and their associated orthogonal
polynomials are Hermite polynomials and Krishnamoorthy polynomials. Next, we have studied
how the SINR outage can be calculated using the saddle point method when the CGF also
exists. We have studied the general method of saddle point approximation where we can adjust
the skewness and kurtosis of the base distribution. Numerical results have been presented to check
the accuracy of the proposed SIR outage approximation methods. The presented techniques can
potentially solve a number of similar outage problems.
Some of the possible future research direction can be as follows: (i) finding appropriate
transformation to convert the Hamburger problem into Hausdorff problem so as to take the
advantage of Legendre, Chebyshev, and Gegenbauer polynomials, which are all special cases
of Jacobi polynomials, (ii) analyzing the CoMP transmission for different diversity combining
techniques such as selection combining or equal gain combining, (iii) instead of fixed radius of
cooperation, for which the number of cooperating BSs are random, the case for fixed number of
cooperating BSs can be investigated, and (iv) to study the qualitative relationship between the
saddle point and SINR outage probability.
APPENDIX A
Using the Campbell’s formula (1) for signal X , evaluating the integral over the limits a and
R, we have
κn(X) = 2piλµn(G)P
n
∫ R
a
r−nα+1dr =
2piλµn(G)P
n
nα− 2 (a
−nα+2 −R−nα+2).
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Similarly, for interference Y , the limits of integral are R to ∞, so
κn(Y ) = 2piλµn(G)P
n
∫ ∞
R
r−nα+1dr =
2piλµn(G)P
n
nα− 2 R
−nα+2.
Substituting the expressions for κn(X) and κn(Y ) in (5) of Proposition 1, we obtain
κn(Ω) =
2piλµn(G)P
n
nα− 2 a
−nα+2
[
θn
(R
a
)−nα+2
+ (−1)n
{
1−
(R
a
)−nα+2}]
.
Simplifying, we obtain the desired result.
APPENDIX B
Let the k-th Hermite polynomial be given by Hek(ω) =
∑k
i=0 hkiω
i, then the value of ak in
(10), becomes ak = 1k!
∑k
i=0 hkiµi(Ω). Therefore, the PDF of Ω reconstructed using its moments,
via standard normal base distribution, is
fΩ(ω) =
1√
2pi
e−x
2/2
[ ∞∑
k=0
1
k!
(
k∑
i=0
hkiµi
)
Hek(ω)
]
.
The CDF can be obtained by integrating as FΩ(ω) =
∫ ω
−∞ fΩ(x)dx. We first note that∫ 0
−∞ x
ne−x
2/2dx = (−1)n2n−12 Γ(n+1
2
), which can be evaluated by changing the variable to
y = x
2
2
. Thus,
FΩ(0) =
1√
2pi
∞∑
k=0
ak
∫ 0
−∞
Hek(x)e
−x2/2dx.
Putting Hek(x) =
∑k
i=0 hkix
i, we get
FΩ(0) =
1√
2pi
∞∑
k=0
ak
k∑
i=0
hki
∫ 0
−∞
xie−x
2/2dx =
1√
2pi
∞∑
k=0
ak
k∑
i=0
(−1)i2 i−12 Γ
(
i+ 1
2
)
hki.
Thus, the outage probability is given by QΩ(0) = 1−FΩ(0), where FΩ(0) is given using µn(Ω).
APPENDIX C
Assuming the Student’s t-distribution, the reconstructed PDF of Ω is
fΩ(ω) =
(
1 +
ω2
v
)−(v+1)/2 bv2 c∑
i=0
aiTi(ω),
where ak =
∑k
i=0 tkiµi(Ω), as given by (10). Integrating the PDF to find the CDF, we have
FΩ(ω) =
∫ ω
−∞ fΩ(x)dx. We first note that∫ 0
−∞
xn
(
1 +
x2
v
)−(v+1)/2
dx = (−1)nv
(n+1)/2
2
B
(
v − n
2
,
1 + n
2
)
for n < v,
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where B(·, ·) is the Beta function. Therefore,
FΩ(0) =
bv/2c∑
k=0
ak
∫ 0
−∞
(
1 +
x2
v
)−(v+1)/2
Tk(x)dx.
Putting Tk(ω) =
∑k
i=0 tkiω
i and integrating, we have
FΩ(0) =
bv/2c∑
k=0
ak
k∑
i=0
(−1)iv
(i+1)/2
2
B
(
v − i
2
,
1 + i
2
)
tki.
Thus, the outage probability is given by QΩ(0) = 1−FΩ(0), where FΩ(0) is calculated as above
using µn(Ω). When the parameter v is assigned using moment match, we have for the Student’s
t-distribution Ex.Kurt(X) = 6/(v − 4). Solving for v, we obtain the desired parameterization.
APPENDIX D
The integral of the CGF is evaluated as [18]∫ b
a
(e−tPr
−α − 1)rdr = (tP )
2/α
α
[
Γ
(
− 2
α
, tPb−α
)
− Γ
(
− 2
α
, tPa−α
)]
− b
2 − a2
2
,
where Γ(a, z) =
∫∞
z
xa−1e−xdx is the upper incomplete Gamma function.5 In order to differen-
tiate this integral n-times with respect to t, consider the n-th derivative of the first term:
dn
dtn
(tP )2/α
α
Γ
(
− 2
α
, tPb−α
)
=
b2
α
dn
dtn
(tPb−α)2/αΓ
(
− 2
α
, tPb−α
)
.
Put g(t) = tPb−α = z and f(z) = z2/αΓ(−2/α, z). We have the n-th derivative of f(z)
with respect to z as [21, Eqn 8.8.16] f (n)(z) = (−1)nz2/α−nΓ (n− 2
α
, z
)
. Similarly, g′(t) =
Pb−α, while g(n) = 0 for all n ≥ 2. Now, using Faa di Bruno’s formula, dn
dtn
f(g(t)) =∑n
k=1 f
(k)(z)Bn,k(g
′(t), 0, . . . , 0), where Bn,k is the partial exponential Bell polynomial. Here
Bn,k(g
′(t), 0, . . . , 0) is 0 if k < n and g′(t)n if k = n. Hence, d
n
dtn
f(g(t)) = f (n)(z) · (g′(t))n =
(−1)nb−2P 2/αt2/α−nΓ (n− 2
α
, tP b−α
)
. Therefore, we have
dn
dtn
(tP )2/α
α
Γ
(
− 2
α
, tPb−α
)
=
(−1)n
α
P 2/αt2/α−nΓ
(
n− 2
α
, tPb−α
)
.
We will have similar result for (tP )
2/α
α
Γ
(− 2
α
, tPa−α
)
. Lastly, the derivatives of the constant
last term will be zero. Putting everything together, we have our desired result.
5 Using the recurrence relation Γ(a+ 1, z) = aΓ(a, z) + zae−z , the integral is often expressed as [18, Eqn 19]∫ b
a
(e−tPr
−α−1)rdr = −1
2
[
b2(1− e−tPb−α)− a2(1− e−tPa−α) + (tP )2/α
[
Γ
(
1− 2
α
, tPb−α
)
− Γ
(
1− 2
α
, tPa−α
)]]
.
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