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Uvod
Klaster analiza se bavi klasifikacijom, prepoznavanjem strukture i numericˇkom taksono-
mijom. Trazˇi se struktura podataka za grupiranje multivarijantnih opazˇanja u klastere na
temelju dostupnih informacija koje opisuju podatke i njihove veze. Cilj je pronac´i optima-
lan kriterij grupiranja kod kojeg su opazˇanja unutar svakog klastera slicˇna, ali se razlicˇiti
klasteri medusobno razlikuju.
U ovom c´emo radu dati definiciju klastera, teoretski i graficˇki. Kao uvod, a radi laksˇeg
daljnjeg cˇitanja, navodimo kljucˇne definicije iz diskretne torije vjerojatnosti. U poglavlju
2 definiramo i poblizˇe objasˇnjavamo klaster analizu te kako nam prikazi podataka mogu
pripomoc´i pri uocˇavanju klastera medu danim podacima. Kroz poglavlje 3 objasˇnjavamo
razne mjere bliskosti na kojima se temelji grupiranje podataka u klastere, a u poglavlju 4
metode klasterizacije temeljene na tim mjerama. Poglavlje 5 govori o tome na koji nacˇin
se najbolje optimiziraju klasteri kako bi dobili sˇto bolji uvid u danu bazu podataka.
Na kraju c´emo sve primjeniti na bazu podataka jedne bolnice.
Od nasˇeg temeljnog interesa biti c´e klasteriranje podataka definiranih po redovima ma-
trice podataka X. Naime, nema odredenog razloga zasˇto neke primjene klaster analize ne
mogu biti provedene po stupcima matrice podataka X.
Klaster analiza se esencijalno odnosi na otkrivanje grupa u podacima, te se metode
klasteriranja ne treba mijesˇati sa metodama diskriminacije i dodijeljivanja (assignment)
gdje su grupe unaprijed poznate.
1
Poglavlje 1
Teorija vjerojatnosti
Radi laksˇeg cˇitanja i razumijevanja daljenjeg teksta navodimo kljucˇne definicije iz Teorije
vjerojatnosti.
1.1 Osnovne definicije
Osnovni polazni objekt u teoriji vjerojatnosti jest neprazan skup Ω kojeg zovemo pros-
tor elementarnih dogadaja, te on reprezentira skup svih ishoda slucˇajnog pokusa. Skup
Ω i njegove elemente u daljnjem tekstu smatramo danima; oni su osnovni i nedefinirani
pojmovi u teoriji vjerojatnosti. Tocˇke ω skupa Ω zvat c´emo elementarni dogadaji.
Definicija 1.1.1. Neka je Ω prostor elementarnih dogadaja. Familija A podskupova od Ω
jest algebra skupova na Ω ako je
1. ∅ ∈ A
2. A ∈ A⇒ Ac ∈ A
3. A1, A2, ..., An ∈ A⇒ ⋃ni=1 Ai ∈ A
Definicija 1.1.2. Familija F podskupova od Ω jest σ-algebra skupova (na Ω) ako je
1. ∅ ∈ F
2. A ∈ F ⇒ Ac ∈ F
3. Ai ∈ F , i ∈ N⇒ ⋃∞i=1 Ai ∈ F
Definicija 1.1.3. Neka je F σ-algebra na skupu Ω. Ureden par (Ω,F ) zove se izmjeriv
prostor.
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Definicija 1.1.4. Neka je (Ω,F ) izmjeriv prostor. Funkcija P : F −→ R jest vjerojatnost
ako vrijedi
1. P(A) ≥ 0, A ∈ F , P(Ω) = 1
2. Ai ∈ F , i ∈ N i Ai ∩ A j = ∅ za i , j⇒ P(⋃∞i Ai) = ∑∞i=1 P(Ai)
Definicija 1.1.5. Uredena trojka (Ω,F , P), gdje je F σ-algebra na Ω i P vjerojatnost na
F , zove se vjerojatnosni prostor.
Ako je Ω prebrojiv, onda vjerojatnosni prostor (Ω,P(Ω), P) zovemo prebrojiv dis-
kretni vjerojatnosni prostor. U slucˇaju konacˇnog ili prebrojivog skupa Ω tocˇke iz skupa
Ω zvat c´emo elementarni dogadaji.
Definicija 1.1.6. Neka je (Ω,P(Ω), P) diskretan vjerojatnosni prostor. Slucˇajna varijabla
proizvoljna je realna funkcija definirana na Ω .
Slucˇajne se varijable oznacˇavaju velikim slovima latinice X, Y, Z, ... Dakle, X je slucˇajna
varijabla ako X : Ω −→ R. Intuitivno, slucˇajna varijabla je velicˇina koja se dobije mjere-
njem u vezi s nekim slucˇajnim pokusom.
Za skup A ⊆ Ω sa KA oznacˇavamo karakteristicˇnu funkciju skupa A. Funkcija
KA : Ω −→ R definirana je sa
KA =
1, ako ω ∈ A0, inacˇe (1.1)
Tada je ocˇigledno
X =
∑
i
aiKAi (1.2)
Lako se dokazˇe da prikaz slucˇajne varijable X preko karakteristicˇne funkcije nije jedins-
tven.
Slucˇajnu varijablu X iz prethodne formule, najcˇesˇc´e c´emo oznacˇavati sa
X =

a1 a2 a3 . . . an
...
...
...
. . .
...
p1 p2 p3 . . . pn
 (1.3)
U prvom retku matrice stoje sve moguc´e razlicˇite vrijednosti pokusa, dok su u drugom
retku pripadne vjerojatnosti da X poprimi te vrijednosti. Prema tome, svakoj slucˇajnoj
varijabli na diskretnom vjerojatnosnom prostoru (Ω,P(Ω), P) na jednoznacˇan se nacˇin pri-
druzˇuje gornja tablica, koju zovemo distribucija slucˇajne varijable X ili zakon razdiobe
od X.
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Definicija 1.1.7. Neka je (Ω,P(Ω), P) diskretan vjerojatnosni prostor i X1, X2, ..., Xk slucˇajne
varijable na Ω. Kazˇemo da su X1, X2, ..., Xk nezavisne slucˇajne varijable ako za proizvoljne
Bi ⊂ R, i = 1, ..., k vrijedi
P {X1 ∈ B1, ..., Xk ∈ Bk} = P {ω ∈ Ω; X1(ω) ∈ B1, ..., Xk(ω) ∈ Bk}
= P(
k⋂
i=1
{Xi ∈ Bi})
=
k∏
i=1
P({Xi ∈ Bi}).
(1.4)
Iz definicije slijedi da su slucˇajne varijable X1, X2, ..., Xk nezavisne ako i samo ako su
za proizvoljne Bi ⊂ R, i = 1, ..., k dogadaji {X1 ∈ B1}, ..., {Xk ∈ Bk} nezavisni.
Definicija 1.1.8. Neka je {Xt, t ∈ T } proizvoljna familija slucˇajnih varijabli. Kazˇemo da
je to familija nezavisnih slucˇajnih varijabli ako su Xt1 , ..., Xtn nezavisne za svaki konacˇan
podskup {t1, ..., tn} razlicˇitih indeksa iz T.
Definicija 1.1.9. Neka je (Ω,P(Ω), P) diskretan vjerojatnosni prostor, Ω = {ω1, ω2, ...} i X
slucˇajna varijabla na Ω, dakle X : Ω −→ R.
Ako red
∑
ωk∈Ω X(ωk)P({ωk}) apsolutno konvergira, onda njegovu sumu zovemo matematicˇko
ocˇekivanje ili krac´e, ocˇekivanje slucˇajne varijable X i oznacˇavamo ga sa
EX =
∑
ωk∈Ω
X(ωk)P({ωk}). (1.5)
Primjetimo da u slucˇaju konacˇnog skupa Ω svaka slucˇajna varijabla ima ocˇekivanje.
Lako se vidi da, ako je funkcija X konstantna, tj. za neko c ∈ R imamo da je X(ωk) = c za
sve ωk ∈ Ω, tada je i EX = c.
Neka je
X =
(
a1 a2 . . .
p1 p2 . . .
)
(1.6)
distribucija odnosno zakon razdiobe slucˇajne varijable X; prema tome a1, a2, ... sve su
razlicˇite realne vrijednosti koje X poprima i pi = P(X = ai). Tada vrijedi
Teorem 1.1.10. Redovi
∑
ωk∈Ω X(ωk)P({ωk}) i
∑
ai ai pi istodnobno ili apsolutno konvergi-
raju ili apsolutno divergiraju. U slucˇaju apsolutne konvergencije suma im je ista, dakle
vrijedi
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EX =
∑
ai
ai pi. (1.7)
Neka je X slucˇajna varijabla na diskretnom vjerojatnosnom prostoru (Ω,P(Ω), P) i neka
je
X =
(
a1 a2 . . .
p1 p2 . . .
)
(1.8)
njezina distribucija odnosno zakon razdiobe.
Definicija 1.1.11. Funkcija gustoc´e vjerojatnosti od X ili, krac´e, gustoc´a od X jest funkcija
fX = f : X −→ R definirana s
f (x) = P({X = x}) =
0 ako x , ai, x ∈ Rpi ako x = ai, x ∈ R (1.9)
Neka je B ⊂ R. Tada imamo
P(X ∈ B) = P(X−1(B−1 ∩ {a1, a2, ...})) =
∑
ai∈B
P(X = ai) =
∑
ai∈B
pi =
∑
x∈B
f (x). (1.10)
Definicija 1.1.12. Funkcija distribucije slucˇajne varijable X jest funkcija
FX = F : R −→ [0, 1] definirana sa
F(x) = P(X ≤ x) = P(ω; X(ω) ≤ x), x ∈ R. (1.11)
Definicija 1.1.13. Neka je X slucˇajna varijabla i neka EX postoji. Varijanca od X se
definira sa
VarX = E[(X–EX)2]. (1.12)
Standardna devijacija σx od X nenegativan je kvadratni korijen iz varijance, tj. σx =√
VarX.
Definicija 1.1.14. Neka je (Ω,P(Ω), P) diskretan vjerojatnosni prostor. Slucˇajni vektor
jest proizvoljna funkcija X : Ω −→ Rn (u tom slucˇaju kazˇemo da je X n-dimenzionalan
slucˇajni vektor).
Propozicija 1.1.15. Neka su X i Y slucˇajne varijable na Ω i neka postoji EX2 i EY2. Tada
postoji E(XY) i vrijedi
|E(XY)| ≤ (EX2EY2)1/2. (1.13)
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Neka je X = (X1, X2, ..., Xn) n-dimenzionalan slucˇajni vektor na Ω i neka postoji EX2i .
Stavimo mi = EXi, i = 1, ..., n. Iz prethodne propozicije slijedi da postoje realni brojevi
µi j = E(XiX j)–EXiEX j. (1.14)
Simetricˇnu matricu (µi j = µ ji)
M =

µ11 µ12 . . . µ1n
µ21 µ22 . . . µ2n
...
...
. . .
...
µn1 µn2 . . . µnn
 (1.15)
zovemo kovarijacijska matrica slucˇajnog vektora X = (X1, ..., Xn) .
Takoder, iz prethodne propozicije slijedi da vrijedi nejednakost∣∣∣µi j∣∣∣ ≤ (µiiµ j j)1/2. (1.16)
Ako je µii > 0 i µ j j > 0, tada broj
ρi j =
µi j
(µiiµ j j)1/2
, i , j, i, j = 1, ..., n (1.17)
zovemo koeficijent korelacije izmedu slucˇajnih varijabli Xi i X j . Prema istoj propoziciji
vrijedi
∣∣∣ρi j∣∣∣ ≤ 1.
Definicija 1.1.16. Kazˇemo da su slucˇajne varijable X i Y (na Ω) nekorelirane ako je
cov(X,Y) = 0.
Poglavlje 2
Pojam i graficˇko detektiranje klastera
2.1 Pojam klaster analize
Klaster analiza se referira kao klasifikacija, prepoznavanje strukture i numericˇka taksono-
mija. Trazˇi se struktura podataka za grupiranje multivarijantnih opazˇanja u klastere. Klas-
teri se formiraju na temelju dostupnih informacija koje opisuju podatke i njihove veze.
Cilj je pronac´i optimalan kriterij grupiranja kod kojeg su opazˇanja unutar svakog klastera
slicˇna, ali se razlicˇiti klasteri medusobno razlikuju. Pri tome se pretpostavlja da se mozˇe
pronac´i prirodan nacˇin grupiranja smislen za svakog istrazˇivacˇa. Medutim, u klaster analizi
se unaprijed ne zna ni broj grupa, niti su grupe unaprijed poznate.
Da bi se opazˇanja grupirala u klastere, mnogi postupci pocˇinju sa slicˇnostima izmedu
parova opazˇanja. Slicˇnosti su zasnovane na nekoj od mjera udaljenosti, osim u slucˇaju
klasteriranja varijabli gdje je mjera slicˇnosti korelacija medu varijablama.
Medutim, tesˇko je dati formalnu definiciju klastera. Mnogi autori, na primjer Cor-
mack (1971) i Gordon (1999), definiraju klaster pomoc´u unutarnje kohezije - homogenost
i vanjske izolacije - separacija. Ali sama definicija nec´e pokriti sve moguc´e slucˇajeve.
Nije u potpunosti jasno kako c´emo raspoznavati klastere na slikama, ali jedno je sigurno-
udaljenosti izmedu tocˇaka c´e igrati veliku ulogu u detektiranju klastera.
U vec´ini slucˇajeva provedbe klaster analize, polazi se od toga da svaki podatak cˇini
svoj klaster, a u konacˇnici imamo set klastera koji sadrzˇe sve podatke. Osnovni podaci za
provedbu kalster analize su u vec´ini primjera sadrzˇani u n × p visˇedimenzionalnoj matrici,
X, koja sadrzˇi sve vrijednosti varijabli svih podataka koje treba klasterirati; to je
X =

x11 x12 . . . x1p
x21 x22 . . . x2p
...
...
. . .
...
xn1 xn2 . . . xnp
 (2.1)
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Elementi xi j matrice X oznacˇavaju vrijednost j-te varijable i-tog podatka. Varijable
matrice X cˇesto su mjesˇavina neprekidnih, ordinalnih i/ili kategoricˇkih podataka, te se
cˇesto dogada da neki podaci nisu poznati pa imamo prazna mjesta u matrici. Mijesˇane
varijable, kao i one koje nedostaju, mogu zakomplicirati cijelu analizu. Takoder, cˇesto c´e
se dogadati da redovi matrice X sadrzˇe ponovljena mjerenja iste varijable, ali u drugacˇijim
okolnostima.
Ponekad klaster analiza pocˇinje konvertiranjem matrice X u n × n matricu slicˇnosti,
razlicˇitosti ili udaljenosti (opc´i pojam za to je neposredna blizina - proximity), sˇto c´e biti
objasˇnjeno u jednom od sljedec´ih poglavlja.
2.2 Graficˇko detektiranje klastera
Cˇesto se prisutnost klastera u cjelokupnoj bazi podataka mozˇe vidjeti iz jednostavnih gra-
fova, poboljsˇanih izracˇunom funkcije gustoc´e. Jednodimenzionalni ili dvodimenzionalni
klasteri mogu se identificirani razlicˇitim izracˇunima funkcije gustoc´e. Korisnost graficˇkih
prikaza je opravdana cˇinjenicom da cˇovjek pomoc´u vizualne percepcije mozˇe otkriti uzorke
koji bi tvorili klaster. Takoder, graficˇki prikazi mogu dati detaljniji uvid u podatke kojima
raspolazˇemo. U ovom dijelu opisujemo relativno jednostavne statisticˇke tehnike koje su
cˇesto korisne pri davanju dokaza za ili protiv postojanja klaster strukture u danoj bazi po-
dataka.
Detektiranje klastera pomoc´u jedno- i dvodimenzionalnih prikaza
podataka
Opc´enito pravilo ove metode je da je prisustvo nekog stupnja multimodalnosti u podacima
dovoljno jak dokaz u korist nekog tipa klaster strukture. Baziramo se na jedno- i dvo-
dimenzionalne grafove podataka.
Histogram
Najbolji uvid u podatke nam daje histogaram, kao prvi korak u analizi podataka, naravno,
ako su isti jednodimenzionalni.
Scatterplots
Osnovni nacˇin prikazivanja dvodimenzionalnih podataka je xy-scatterplot. Scatterplotovi
su dobri za prikaz manjeg broja podataka jer u suprotnom mozˇe doc´i do velikog broja
preklapanja sˇto mozˇe dodatno otezˇati uocˇavanje klastera.
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Definicija 2.2.1. Scatterplot matrica je kvadratna, simetricˇna mrezˇa dvodimenzionalnih
scatterplotova koja se satoji od p redaka i q stupaca, za svaku od p varijabli.
Scatterplotove i histograme mozˇemo poboljsˇati dodavanjem numericˇke procjene dvodi-
menzionalne (jednodimenzionalne) funkcije gustoc´e podataka. Ako pretpostavimo odredenu
formu distribucije podataka, na primjer dvodimenzionalna (jednodimenzionalna) Gausova
razdioba, procjena gustoc´e c´e tada biti reducirana na jednostavan slucˇaj izracˇunavanja vri-
jednosti parametara funkcije gustoc´e. Mi zˇelimo da podaci govore sami za sebe te c´emo
koristiti jednu od ponudenih metoda neparametarske procjene. Zadovoljiti c´emo se kratkim
prikazom procjene jezgre funkcije gustoc´e, pocˇevsˇi s procjenom u jednodimenzionalnom
slucˇaju te prelazak na slucˇaj dvodimenzionalnih podataka, koji je vazˇniji za klaster analizu.
U slucˇaju jednodimenzionalnih podataka imamo sljedec´e:
Iz definicije vjerojatnosne funkcije gustoc´e, ako slucˇajna varijabla X ima gustoc´u f, tada
f (x) = lim
h→0
1
2h
P(x − h < X < x + h). (2.2)
Za svaki h, pravi (naive) procjenitelj funkcije P(x − h < X < x + h) je omjer svih opazˇanja
X1, X2, ..., Xn iz intervala (x − h, x + h), to jest
fˆ (x) =
1
2hn
[
broj varijabli X1, X2, ..., Xnu intervalu (x − h, x + h)] (2.3)
Ako uvedemo funkciju tezˇina (weight function) W danu s
W(x) =
12 ako |x| < 10 inacˇe (2.4)
tada se pravi procjenitelj mozˇe napisati kao
fˆ (x) =
1
n
n∑
i=1
1
h
W
( x − Xi
h
)
(2.5)
Nazˇalost, ovakav procjenitelj, odnosno funkcija ne zadovoljava svojstvo neprekidnosti.
Medutim, takav procjenitelj implicira procjenitelja jezgre danog s:
fˆ (x) =
1
nh
n∑
i=1
K
( x − Xi
h
)
(2.6)
gdje je K funkcija jezgre, a h propusnost ili parametar izgladivanja. Funkcija jezgre mora
zadovoljavati ∫ ∞
−∞
K(x)dx = 1. (2.7)
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Uobicˇajeno, ali ne uvijek, c´e funkcija jezgre biti simetricˇna funkcija gustoc´e (na primjer
normalna). Procjenitelj jezgre je zbroj ispupcˇenja (skokova) opazˇanja. Funkcija jezgre
odreduje oblik skokova dok sˇirina h odreduje njihovu sˇirinu.
Tri funkcije jezgre koje se opc´enito koriste su:
1. pravokutna K(x) = 12 za det x < 1, 0 inacˇe
2. trokutasta K(x) = 1 − det x za det x < 1, 0 inacˇe
3. Gaussova K(x) = 1√
2pi
exp− x22 .
Procjenitelj gustoc´e jezgre funkcije (krenel density estimator), shvac´en kao zbroj sko-
kova centriranih s obzirom na opazˇnja, lako se mozˇe prosˇiriti na slucˇaj dvije dimenzije.
Dvodimenzionalni procjenitelj podataka (X1,Y1), (X2,Y2), ..., (Xn,Yn) definira se
fˆ (x, y) =
1
nhxhy
n∑
i=1
K
(
x − Xi
hx
,
y − Yi
hy
)
(2.8)
gdje svaka koordinata ima svoj parametar glatkoc´e, hx, hy.
Za izracˇun dvodimenzionalnog procjenitelja gustoc´e uobicˇajeno se koristi funkcija jez-
gre standardne normalne dvodimenzionalne funkcije gustoc´e
K(x, y) =
1
2pi
exp
[
−1
2
(x2 + y2)
]
(2.9)
Druga opcija je dvodimenzionalna Epanechikov jezgra dana s
K(x, y) =
2
pi
(1 − x2 − y2), (2.10)
U slucˇaju visˇedimenzionalnih podataka, sa tri li visˇe varijabli, josˇ uvijek koristimo scat-
terplotov svakog para varijabli kao pocˇetnu bazu ispitivanja podataka i otkrivanja klastra
medu njima. Odnosno, kada su scatterplotovi organizirani u scatterplot matricu. Svaka
pozcija matrice predstavlja scatterplot dvije varijable. Bez obzira na svojstvo simetricˇnosti
matrice s obzirom na glavnu dijagonalu, svaki puta crtamo i gornji i donji trokut matrice.
Poglavlje 3
Mjere bliskosti
Prilikom odredivanja klastera u danim opazˇanjima od glavnog interesa je znati koliko
’blizu’ su opazˇanja, to jest koliko su udaljena jedna od drugih. Mnogi primjeri pocˇinju sa
n×n matricom cˇiji elemnti predstavljaju udaljenosti, nazvane mjere udaljenosti ili slicˇnosti.
Opc´i pojam za takve mjere je neposredna blizima-proximity. Dva opazˇanja su blizu kada im
je razlicˇitost ili udaljenost mala ili slicˇnost velika. Neposredna blizina mozˇe biti odredena
direktno ili indirektno. Indirektno odredivanje je izvedeno iz n × p matrice X, objasˇnjene
na pocˇetku.
Postoji sˇirok krug mjera neposredne blizine. U ovom poglavlju c´emo se osvrnuti na
neke od njih koje se najvisˇe koriste. Krec´emo sa mjerama primjenjivim na kategoricˇke
varijable, zatim na neprekidne varijable i na kraju zavrsˇavamo s mjerama primjenjivim na
podatke koji sadrzˇe i kategoricˇke i neprekidne varijable. Takoder, od interesa je objasniti i
mjere neposredne blizine primjenjive na podatke koji sadrzˇe opazˇanja mjerena visˇe puta
3.1 Mjere bliskosti kategoricˇkih podataka
Definicija 3.1.1. Kategoricˇke varijable, koje se cˇesto nazivaju i kvalitativne, sadrzˇe po-
datke podijeljene u grupe ili poredane po velicˇini. Kategoricˇki podaci razdvajaju ispita-
nike u jasno razgranicˇene grupe po odredenoj karakteristici ili osobini. Na primjer spol
(musˇki ili zˇenski), bracˇni status (neozˇenjen, ozˇenjen, razveden, udovac).
Ove mjere se primjenjuju na podatke koji sadrzˇe kategoricˇke varijable. Mjere su skla-
irane na nacˇin da su sadrzˇane u intervalu [0, 1], iako su ponekad iskazane u postotcima
od 0% do 100%. Dva opazˇanja i i j imaju koeficijent slicˇnosti si j ako oba imaju jednake
vrijednosti za neke varijable. Koeficijent slicˇnosti 0 implicira da se opazˇanja razlikuju u
potpunosti.
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Mjere slicˇnosti za binarne podatke
Najcˇesˇc´i slucˇaj visˇedimenzionalnih kategoricˇkih podataka je onaj u komu su sve varija-
ble binarne te imamo velik broj mjera slicˇnosti za takve tipove podataka. Sve mjere su
definirane u terminima ulaska u kros-kvalifikaciju broja podudaranja i nepodudaranja u p
varijabli dvaju opazˇanja. Opc´enito, kros-kvalifikacija je prikaza u sljedec´oj tablici:
Slika 3.1: Broj binarnih ishoda dvaju podataka
Lista mjera slicˇnosti za binarne podatke je sljedec´a:
1. Koeficijent podudaranja si j = a+da+b+c+d
2. Jaccard koeficijent si j = aa+b+c
3. Rogers i Tanimoto si j = a+d[a+2(b+c)+d]
4. Sneath i Sokal si j = a[a+2(b+c)]
5. Gower i Legendre si j = a+d[a+ 12 (b+c)+d]
6. Gower i Legendre si j = a[a+ 12 (b+c)]
Razlog ovako dugog popisa je da se izbjegne neodumica u interpretaciji nula-nula po-
dudaranja. U nekim slucˇajevima se nula-nula podudaranja poistovjec´uju s jedan-jedan
podudaranjem te i to treba biti sadrzˇano u izracˇunatoj mjeri bliskosti. Medutim, treba vo-
diti brigu i o tome da li odsutnost sadrzˇi korisnu informaciju po pitanju slicˇnosti dvaju
opazˇanja. Mjere koje ignoriraju odsutnost broja d su Jaccardov koeficijent ili koeficijent
predlozˇen od Sneath i Sokal. Kada se odsutnost smatra dobrom informacijom koristimo
koeficijent podudaranja. Mjere 3 i 5 su dodatni primjeri simetricˇnih koeficijenata koji na
isti nacˇin tretiraju pozitivna (a) i negativna (b) podudaranja. Koeficijenti se razlikuju samo
u tezˇinama koje pripisuju za podudaranja i nepodudaranja.
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Mjere slicˇnosti za kategoricˇke podatke sa visˇe od 2 nivoa (levela)
Kategoricˇki podaci u kojima varijable imaju visˇe od 2 nivoa (npr. boja ocˇiju) mogu se
obraditi na slicˇan nacˇin kao i binarne varijable. Medutim, taj pristup nije narocˇito atraktivan
zbog pojavljivanja negativnih podudaranja. Bolja metoda je dodijeliti ocjenu (score) si jk
nula ili jedan svakoj varijabli k ovisno o tome da li su komponente i i j iste za tu varijablu
ili ne. Nadalje, te ocjene su uprosijecˇene u odnosu na sve p varijable te dobivamo trazˇeni
koeficijent slicˇnosti:
si j =
1
p
p∑
k=1
si jk (3.1)
Alternativna definicija slicˇnosti kategoricˇkih varijabli je da podijelimo sve moguc´e is-
hode k-te varijable u medusobno disjunktne podskupove kategorija, dodijeliti si jk nula ili
jedan ovisno o tome da li su dvije kategorije komponenata i i j u istom podskupu ili ne, te
zatim odrediti omjer podskupova svih varijabli. Ovakav nacˇin izracˇuna mjere slicˇnosti se
koristi u proucˇavanju kako su dva jezika povezana.
3.2 Mjere razlicˇitosti i udaljenosti neprekidnih podatka
Kada su sve varijable neprekidne, neposredna udaljenost izmedu komponenti se zove mjera
razlicˇitosti (udaljenosti), gdje se mjera razlicˇitosti δi j naziva i mjera udaljenosti ako zado-
voljava nejednakost trokuta:
δi j + δim ≥ δ jm (3.2)
za parove komponenti ij, im i jm. Za n × n matricu razlicˇitosti, ∆, cˇiji su elementi δi j,
gdje δii = 0 za sve i, kazˇemo da je metricˇka ako zadovoljava nejednakost (3.2) za sve
trojke (i, j,m). Iz nejednakosti trokuta slijedi da je razlicˇitost izmedu komponenti i i j ista
kao i izmedu komponenti j i i, te da ako su dvije tocˇke blizu tada je i trec´a tocˇka u slicˇnom
odnosu s druge dvije. Metricˇke razlicˇitosti su prema definiciji nenegativne. Kada govorimo
o mjerama udaljenosti tada n × n matricu udaljenosti oznacˇavamo sa D, s elementima di j.
Za izvodenje matrice razlicˇitosti iz skupa neprekidnih visˇedimenzionalnih opazˇanja
dane su mjere:
1. Euklidska udaljenost di j =
[∑p
k=1 wk
2(xik − x jk)2
]1/2
2. Udaljenost blokova (City block distance) di j =
∑p
k=1 wk
∣∣∣xik − x jk∣∣∣
3. Udaljenost Minkowskog di j =
(∑p
k=1 wk
r
∣∣∣xik − x jk∣∣∣r)1/r, r ≥ 1
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4. Pearsonova korelacija δi j =
(
1 − Φi j
)
/2 sa
Φi j =
∑p
k=1 wk(xik − x¯i∗)(x jk − x¯ j∗)/
[∑p
k=1 wk(xik − x¯i∗)2
∑p
k=1 wk(x jk − x¯ j∗)2
]1/2
gdje je x¯i∗ =
∑p
k=1 wkxik/
∑p
k=1 wk
5. Kutna separacija δi j = (1 − Φi j) /2
sa φi j =
∑p
k=1 wkxikx jk/
(∑p
k=1 wkxik
2 ∑p
k=1 wkx jk
2
)1/2
Dane mjere razlicˇitosti mozˇemo podijeliti u dvije grupe: mjere udaljenosti i mjere kore-
lacije. Najcˇesˇc´e korisˇtena mjera udaljenosti je Euklidska udaljenost gdje su xik i x jk, redom,
k-ta vrijednost varijable p-dimenzionalnog opazˇanja po komponentama i i j. Formalno se
zove i l2 norma. Nadalje, City block distance ili l1 norma opisuje pravocrtne udaljenosti.
Obje mjere su specijalni slucˇajevi udaljenosti Minkowskog ili lr norme.
Mjera Pearsonove korelacije i kutne separacije su primjeri mjera razlicˇitosti izvedenih
iz koeficijenata korelacije. Pearsonova mjera povlacˇi Pearsonov koeficijent korelacije dok
mjera kutne separacije povlacˇi vektorsko mnozˇenje. S obzirom da za koeficijent korelacije
vrijedi
− 1 ≤ φi j ≤ 1, (3.3)
gdje vrijednost ′1′ znacˇi najjacˇu moguc´u pozitivnu povezanost, a vrijednost ′ − 1′ najjacˇu
moguc´u negativnu povezanost, ti se koeficijenti mogu transformirati u razlicˇitosti, δi j,
sadrzˇane u intervalu [0, 1], sˇto je vidljivo iz same definicije mjere.
U susˇtini, koeficijent korelacije ne mozˇe mjeriti razlike u velicˇini dvaju opazˇanja.
Medutim, njegovo korisˇtenje je opravdanao u situacijama kada su sva opazˇanja mjerena
na istoj skali, te uzete precizne vrijednosti su vazˇne samo u tome sˇto predstavljaju.
3.3 Mjere slicˇnosti podataka sadrzˇanih od neprekidnih i
kategoricˇkih varijabli (mixed varijable)
Mnogo je pristupa izvodenju mjera bliskosti za baze podataka koje sadrzˇe i neprekidne
i kategoricˇke varijable. Jedna od moguc´nosti je razdijeliti sve varijable i koristiti mjeru
slicˇnosti za binarne podatke. Druga moguc´nost je skalirati sve podatke, tako da svi budu na
istoj skali, zamijenjujuc´i vrijednosti varijabli njihovim pozicijama u promatranim objek-
tima, te zatim koristiti mjere za neprekidne podatke. Trec´a moguc´nosti je konstruirati
mjeru razlicˇitosti za oba tipa varijabli i kombinirati ih sa ili bez ponderiranja u jedan koefi-
cijent.
Mi c´emo se koncentrirati na mjeru slicˇnosti koju je predlozˇio Grower (1971.). Opc´i
oblik njegove mjere je
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si j =
p∑
k=1
wi jksi jk/
p∑
k=1
wi jk, (3.4)
gdje je si jk slicˇnost izmedu i-te i j-te komponente mjerene u k-toj varijabli, wi jk je obicˇno
jedan ili nula, ovisno da li je usporedba tocˇna. Vrijednost wi jk je nula ako nedostaje ishod
u k-toj varijabli na jednoj ili objema komponenatama i i j. U susˇtini, wi jk mozˇe biti pos-
tavljeno na nulu ako je k-ta varijabla binarna i mozˇe se izbaciti negativna podudaranja. Za
binarne i kategoricˇke varijable sa visˇe od dvije kategorije, koeficijent slicˇnosti, si jk poprima
vrijednost jedan kada dvije komponente imaju istu vrijednost, inacˇe je nula. Za neprekidne
varijable, Grower predlazˇe korisˇtenje mjere slicˇnosti
si jk = 1 − |xik − x jk|Rk , (3.5)
gdje je Rk domet opazˇanja k-te varijable.
3.4 Mjere bliskosti strukturiranih podataka
Za ponovljena mjerenja dobivena u razlicˇitim uvijetima ispitivanja, recimo A, B ili C, re-
ferentni vektor je oblika (A, ..., A, B, ..., B,C, ...,C)′. Ovdje promatramo mjere neposredne
blizine (bliskosti) upravo za takve strukturirane podatke; to jest mjere koje uzimaju u obzir
da sve vrijednosti varijable proizlaze iz istog prostora podataka te priznaju i koriste posto-
janje referentne varijable. Shvac´anje ponovljenih mjerenja kao matrice podataka sa pripa-
dajuc´im referentim vektorom korisno je pri odredivanju odgovarajuc´eg sazˇetka vrijednosti
varijabli promatranog objekta i rezultirajuc´ih mjerenja razlicˇistosti medu promatrim objek-
tima. Takoder, to nam pomazˇe i pri modeliranju ocˇekivane vrijednosti (mean) i kovarijance
ponovljenih mjerenja pomoc´u smanjenog(reduciranog) skupa parametara.
Najjednostavniji i najcˇesˇc´e upotrebljavan pristup iskorisˇtavanja referentne varijable je
konstrukcija smanjenog seta relevantnih sazˇetaka promatranog objekata koji se dalje upo-
trebljava kao baza za definiranje slicˇnosti medu objektima. Sˇto definira odgovarajuc´u za-
jednicˇku mjeru ovisiti c´e o kontekstu materije istrazˇivanja. Podrobnije c´emo objasniti pris-
tupe odabira sazˇete mjere i rezultirajuc´e mjere bliskosti za referentne vektore koje najcˇesˇc´e
susrec´emo - ’vrijeme’, ’uvijeti eksperimenta’ i ’ishodisˇne cˇinjenice’.
Kada je referentna varijabla vrijeme i poznata nam je funkcionalna forma krivulje indi-
vidualnog vremena, tada procjene parametara dobivenih primjenom linerarne ili nelinearne
regresije na individualna vremena mozˇe predstavljati jedan skup takvih sazˇetaka.
Kada referentna varijabla raspodjeljuje ponovljena mjerenja u broj klasa, tada je uobicˇajen
izbor sazˇete mjere objekta po klasi ocˇekivanje. Sazˇeti pristup mozˇe biti prosˇiren korisˇtenjem
POGLAVLJE 3. MJERE BLISKOSTI 16
ne samo sazˇete mjere koja nas zanima, nego i preciznosti tih procjena u konstrukciji bli-
skosti.
Cˇesto strukturirani podaci proizlaze kada mozˇemo pretpostaviti da varijable slijede poz-
nati faktorski model. Ukratko, pod tako zvani potvrdni model faktorske analize svaka vari-
jabla ili stavka mozˇe biti dodijeljena jednom od setova temeljnih cˇinjenica ili ideja. Faktori
ne mogu biti promatrani direktno, ali su nagovijesˇteni brojem stavki tako da je svaka mje-
rena na istoj skali.Varijabla kategoricˇkog referentnog faktora se, pri konstrukciji prikladnih
sazˇetaka po razini faktora, mozˇe upotrijebiti kao i kategoricˇko svojstvo referentne varijable.
U konacˇnici, primjetimo da pristup sazˇetaka, uobicˇajeno korisˇten za neprekidne vari-
jable, nije ogranicˇen samo na varijable na ljestvici. Isti princip se mozˇe koristiti u radu
s kategoricˇkim varijablama. Razlika lezˇi u tome da sada sazˇete mjere moraju sadrzˇavati
relevantna stajalisˇta glede distribucije kategoricˇkih varijabli ponovljenih mjerenja. Sazˇetci
poput kvantila, omjera posebnih kategorija ili nacˇin distribucije c´e biti ocˇigledni odabiri.
Retci matrice X, koji predstavljaju odredene liste elemenata, odnosno sve varijable
pruzˇaju kategoricˇki ishod te se ti ishodi mogu urediti u jednu dimenziju, opc´enito se od-
nose kao nizovi. Nizovi stvaraju skup kategoricˇkih ponovljenih mjerenja, kojima je struk-
tura odredena referentnim vektorom koji implicira poziciju varijable u dimenziji u kojoj
poravnanje zauzima mjesto (npr. pozicija u rijecˇi, vremenu). Neki pristupi ponovljenim
mjerenjima u vremenskoj domeni mogu biti korisˇteni za konstrukciju bliskosti, ali poslijed-
nja zanimanja za nizove, posebno u podrucˇju genetike, potaknula su razvitak algoritama
za odredivanje mjera razlicˇitosti koje posebno koriste prirodu poravnavanja kategoricˇkih
podataka.
Tako zvana analiza nizova je podrucˇje istrazˇivanja korisˇteno u sociologiji i psiholo-
giji, a u centar interesa stavlja probleme dogadaja i postupaka u njihovom vremenskom
kontekstu te ukljucˇuje i mjerenja slicˇnosti izmedu nizova. Najpoznatija mjera razlicˇitosti
nizova je Levenshtein udaljenost (Levenshtein, 1966.) koja trazˇi minimalan broj operacija
potrebnih da se jedan niz kategorija transformira u drugi, gdje se pod operacijama misli
na presjek, izbacivanje ili supstitucija jedne kategorije. Takve operacije su primjenjive
samo na poravnane uredene skupove kategorija te prebrojavanje operacija vodi ka mjeri
razlicˇitosti nizova. Svakoj operaciji se dodijeljuje njena tezˇina (uobicˇajeno je dodijeliti
duplu tezˇinu za supstituciju u odnosu na presjek ili izbacivanje). Ponekad se takva mjera
naziva i ’uredivanje udaljenosti’.
Optimalan algoritam spajanja mora pronac´i minimalan broj operacija potrebnih za spa-
janje jednog niza u drugi. Jedan od takvih algoritama je Needleman-Wunsch algoritam
(Needleman i Wunsch, 1970) koji se koristi u bioinformatici.
Jaro mjera slicˇnosti (Jaro, 1995) je mjera slicˇnosti nizova kategorija cˇesto korisˇtena
za brisanje duplikata u podrucˇju evidencije veza (record linkage, linkage=povezivanje).
Daje korist informaciji poravnavanja brojec´i broj, m, podudaranja znacˇenja i broj, t, pre-
mjesˇtanja. Dvije kategorije se smatraju podudarajuc´im ako nisu udaljenije od p/2 − 1
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pozicija od svake pozicije na poravnavajuc´oj skali. Prijelaz je zamjena dviju kategorija u
nizu. Tada se Jaro slicˇnost definira:
sJaro =
1
3
(
2m
p
+
m − t
m
)
. (3.6)
3.5 Mjere bliskosti izmedu grupa
Do sada smo se bavili mjerenjem bliskosti medu podacima. Medutim, za klaster analizu je
bitno i kako mjeriti bliskosti izmedu grupa podataka. Postoje dva pristupa definiranju tak-
vih mjera bliskosti. Prvi kazˇe da se bliskost dviju grupa mozˇe definirati preko prikladnog
sazˇetka bliskosti medu podacima svake grupe. Drugi pristup kazˇe da se svaka grupa mozˇe
opisati predstavnikom svih opazˇanja te grupe, birajuc´i prikladan sazˇetak statistike svake
varijable, te se bliskost izmedu grupa definira kao bliskost izmedu predstavnika opazˇanja.
Bliskost izmedu grupa izvedena iz matrice bliskosti
Brojne su moguc´nosti izvodenja bliskosti izmedu grupa iz matrice bliskosti podataka.
Mozˇemo uzeti najmanju razlicˇitost izmedu dva podatka, po jedan iz svake grupe, sˇto se
u kontekstu udaljenosti definira kao najblizˇa udaljenost susjeda i temelj je metode klas-
terizacije zvane jedna veza (single linkage). Suprotno tomu bilo bi definirati udaljenost
izmedu grupa kao najvec´u udaljenost izmedu dva podatka, po jedan iz svake grupe. To je
poznato kao najdalja udaljenost susjeda i sadrzˇi bazu klaster metode potpune povezanosti
(complete linkage). Medutim, uvijek umjesto krajnosti mozˇemo uzeti prosjecˇnu udaljenost
medu podacima obiju grupa. Takve mjere se koriste u group average clustering metodi.
Bliskost izmedu grupa bazirana na grupnim sazˇetcima neprekidnih
podataka
Jedno od ocˇitih nacˇina kako konstruirati medugrupna mjerenja razlicˇitosti neprekidnih po-
dataka je da zamijenimo srednje vrijednosti grupa (znata kao centroid) za vrijednosti poje-
dinih varijabli u formuli Euklidske udaljenosti ili city block udaljenosti. Ako, na primjer,
grupa A ima vektor ocˇekivanih vrijednosti (mean vector) x¯′A = (x¯A1, ..., x¯Ap), a grupa B
x¯′B = (x¯B1, ..., x¯Bp) tada se Euklidska udaljenost definira kao:
dAB =
 p∑
k=1
(x¯Ak − x¯Bk)2
1/2. (3.7)
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Prikladnije mjere mogu biti one koje podrazumijevaju znanje o varijaciji unutar grupe.
Jedna moguc´nost je koristiti Mahalanobisovu generaliziranu udaljenost D2 (Mahalanobis,
1936) danu sa:
D2 = (x¯A − x¯B)′W−1(x¯A − x¯B), (3.8)
gdje W udruzˇuje matrice kovarijanci dviju grupa. Mahalanobisova udaljenost raste s
rastuc´om udaljenosti izmedu centara dviju grupa i opada s unutar-grupnom varijacijom.
Uzimajuc´i u obzir i unutar-grupne korelacije, Mahalanobisova udaljenost uzima u obzir i
oblik grupe.
Korisˇtenje Mahalanobisove udaljenosti, D2, implicira da je ispitivacˇ spreman pretpos-
taviti da su matrice kovarijacije priblizˇno jednake u obje grupe. Kada to nije tako, D2 je
neprikladna medugrupna mjera, te postoji nekoliko alternativnih rjesˇenja takvih situacija.
Chaddha i Marcus (1968) su predlozˇili tri takve mjere, te takvu mjeru udaljenosti izmedu
grupa definiraju s:
δAB = max
t
2b′td
(b′tWAbt)
1/2
+ (b′tWBbt)
1/2 , (3.9)
gdje su WA i WB p × p matrice kovarijanci grupa A i B, redom, d = x¯A − x¯B i bt =
(tWA + (1 − t)WB)−1d.
Druga alternativa je normal information radius (NIR) kojeg su predlozˇili Jardine i Sib-
son(1971). Mjera je definirana sa:
NIR =
1
2
log2
det
[
1
2 (WA + WB)
]
+ 14 (x¯A − x¯B)′(x¯A − x¯B)
det(WA)1/2det(WB)1/2
 . (3.10)
Kada su WA = WB = W, gornja formula se reducira na:
NIR =
1
2
log2
(
1 +
1
4
D2
)
, (3.11)
gdje je D2 Mahalanobisova udaljenost.
Medugrupne bliskosti bazirane na grupnim sazˇetcima kategoricˇkih
podataka
Mnogi autori su se bavili istrazˇivanjem mjera razlicˇistoti grupa kategoricˇkih podataka. Ba-
lakrishnan i Sanghvi (1968) su predlozˇili formu indeksa razlicˇitosti:
G2 =
p∑
k=1
ck+1∑
l=1
(pAkl − pBkl)2
pkl
, (3.12)
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gdje su pAkl i pBkl omjeri l-te kategorije k-te varijable u grupi A, odnosno B. Dok je pkl =
1
2 (pAkl + pBkl), a ck + 1 je broj kategorija k-te varijable i p je broj varijabli.
Kurczynski (1969) predlazˇe prilagodavanje Mahalanobisove udaljenosti, gdje kate-
goricˇke varijable zamjenjuju kvantitativne varijable. U njenoj najopc´enitijoj verziji, mjera
je definirana:
Dp2 = (pA − pB)′Wp−1(pA − pB), (3.13)
gdje pA = (pA11, pA12, ..., pA1c1 , pA21, pA22, ..., pA2c2 , ..., pAk1, pAk2, ..., pAkck) sadrzˇi proporcije
uzoraka u grupi A, pB se definira na slicˇan nacˇin, a Wp je m × m zajednicˇka matrica ko-
varijanci uzoraka gdje je m =
∑p
k=1 ck. S obzirom na to kako su elementi matrice Wp
izracˇunati, mozˇemo izvesti razne oblike ovakve mjere razlicˇitosti. Naime, ako sve varija-
ble imaju multinomijalnu distribuciju i medusobno su nezavisne, tada se mjera razlicˇistosti
definirana formulom (3.13) podudara s mjerom definiranom u (3.12).
3.6 Ponderiranje varijabli
Prilikom odredivanja bliskosti izmedu dva objekta, pondrerirati varijablu znacˇi odrediti
njenu vazˇnost medu ostalim varijablama. Medutim, uvijek se postavlja pitanje ’Kako oda-
brati pondere (tezˇine)?’ Vec´ pri samom odlucˇivanju koje varijable ukljucˇiti u studiju, a koje
ne, radimo prvi korak ponderiranja s obzirom da se varijablama koje nisu odabrane dodije-
ljuje tezˇina nula. Takoder, slicˇno se vidi da je i standardizacija poseban slucˇaj ponderiranja
varijabli.
Izabrane tezˇine za varijable reflektiraju vazˇnost koju im ispitivacˇ dodjeljuje za klasifi-
kaciju. Tako odabrane tezˇine mogu biti rezultat osobnog stava ispitivacˇa ili uzimajuc´i u
obzir neke aspekte matrice podataka, X, zasebno. U prvom slucˇaju, kada ispitivacˇ dodje-
ljuje tezˇine, to mozˇe biti ucˇinjeno specificiranjem tezˇina direktno ili indirektno. Metode
koje su predlozˇili Sokal i Rohlf (1980) i Gordon (1990) su primjeri indirektnog dodijelji-
vanja tezˇina. Oni objedinjuju opazˇene razlicˇistosti izmedu odabranih objekata te takoder
promatraju vrijednosti varijabli tih objekata. Nakon toga modeliraju razlicˇitosti koristec´i
temeljne varijable i tezˇine koje ukazuju njihovu relativnu vazˇnost. Tezˇine koje najbolje
odgovaraju uocˇenim razlicˇitostima bivaju izabrane.
Zajednicˇki pristup odredivanju tezˇina iz matrice podataka, X, je da se definira tezˇina wk
k-te varijable koja je obrnuto proporcionalna nekoj mjeri varijabilnosti u toj varijabli. Ova-
kav odabir tezˇina implicira da se vazˇnost varijable smanjuje kada njena varijabilnost raste.
Pri definiranju tezˇine koristi se nekoliko mjera varijabilnosti. Za neprekidne se varija-
ble najcˇesˇc´e koristi ili reciprocˇna vrijednost standardne devijacije ili reciprocˇna vrijednost
njenog opsega (range). Tezˇine bazirane na rasponu uzorka, iliti opsegu, su najefektnije.
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Ukljucˇivanje varijabilnosti tezˇina je ekvivalentno necˇemu sˇto se naziva standradizacija va-
rijabli. Na to c´emo se osvrnuti u sljedec´em potpoglavlju.
Prethodni pristup pretpostavlja da je vazˇnost varijable obrnuto proporcionalna potpunoj
varijabilnosti te varijable. Potpuna varijabilnost varijable sadrzˇi varijaciju oboje u grupi i
izmedu grupa koje postoje medu setovima individualnih podataka. Cilj klaster analize
je otkriti takve grupe. Stoga se mozˇe zakljucˇiti da se vazˇnost varijable ne treba smanjiti
zbog razlike medu grupama. Definiranje tezˇine varijable obrnuto proporcionalno mjeri
potpune varijabilnosti mozˇe imati ozbiljne nedostatke pri razrijedivanju razlika izmedu
grupa varijabli koje najbolje diskriminiraju.
Nadalje, ako znamo grupe, koristec´i unutar grupnu standardnu devijaciju k-te varijable
za definiciju tezˇina bi uvelike olaksˇalo ovaj problem. Ili, opc´enitije, za jednake kovari-
jance, Mahalanobis-ova generalizirana udaljenost se mozˇe koristiti za definiranje udalje-
nosti izmedu dvaju objekata i i j sa vektorima mjerenja xi i x j danima kao
Di j2 = (xi − x j)′W−1(xi − x j), (3.14)
gdje je W udruzˇena medu-grupna kovarijacijska matrica. Medutim, u klaster analizi, pri-
padanje pojedinoj grupi nije poznato prije same analize podataka. Ali, postoje alternativni
nacˇini kako iz baze podataka isˇcˇitati pripadanje pojedinim grupama. Jedan od alternativnih
nacˇina odredivanja vazˇnosti varijable iz baze podataka je predlozˇio De Soete (1986). On
predlazˇe pronalazˇenje tezˇina, po jedna za svaku varijablu, koje pridonose ponderiranoj (va-
ganoj) Euklidskoj udaljenosti koja minimizira kriterij za odlazak iz ultrametrike. Ovakav
pristup je motiviran dobropoznatom vezom izmedu udaljenosti koja zadovoljava nejedna-
kost ultrametrike i postojanje jedinstvenog hijerarhijskog stabla. Kasnije se dokazalo da
ovakav pristup uvelike pomazˇe pri identificiranju varijabli koje su vazˇne za klasteriranje
objekata.
Druga metoda konstruiranja tezˇina iz matrice podataka je selekcija varijabli. Ideja je,
kao u multiploj regresiji, da se za identifikaciju podskupa inicijalnih varijabli ukljucˇenih u
klaster analizu mozˇe koristiti empirijska selekcija. Procedura rezultira tezˇinama vrijednosti
jedan za selektiranu varijablu i nula za iskljucˇenu varijablu.
Davanje nedvosmislenog savjeta kako vagati (ponderirati) varijable pri konstrukciji
mjera razlicˇitosti je tesˇko, ali neke tocˇke se mogu postaviti. Kao prvo, tezˇine bazirane
na subjektivnom stavu onog sˇto je bitno mogu reflektirati postojanje klasifikacije poda-
taka. Medutim, to nije ono sˇto se opc´enito trazˇi od klaster analize. Cˇesˇc´e, metode klaster
analize se primjenjuju na baze podataka u nadi da c´e se prethodno neuocˇene grupe pojaviti.
Stoga je opc´enito pozˇeljno da se smanji dojam subjektivnog opazˇanja i davanja vazˇnosti
na pocˇetni izbor varijabli koje treba zabiljezˇiti. Tom selekcijom se odrazˇava vazˇnost is-
pitivacˇevog stava za svrhu klasifikacije podataka. Drugo, izvodenje klaster analize mje-
rama udaljenosti na tezˇinama dobivenim empirijski ovisi o klaster stukturi. Medutim,
tezˇine dobivene mjerenjem ne-vazˇnosti dobivene iz medugrupnih varijabilnosti (razlika)
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imaju najvisˇe potencijala da oporave grupe naknadnom klaster analizom. Dvije najcˇesˇc´e
korisˇtene strategije koje ubacuju vec´inu varijabli u standardni klaster algoritam baziran
na udaljenostima, u nadi da niti jedna vazˇna nec´e biti izostavljena, te ukljucˇivanje tezˇina
baziranih na standardnim devijacijama varijabli, cˇine se nedjelotvornim.
3.7 Standardizacija
U vec´ini slucˇajeva klasteriranja, varijable koje opisuju objekte za klasteriranje nisu mje-
rene u istim jedinicama. Ustvari, cˇesto su i varijable drugacˇijeg tipa. Kada su sve varijable
mjerene na neprekidnoj skali, najcˇesˇc´e sugeriran pristup problemu drugacˇijih mjernih je-
dinica, prije bilo kakve analize, je standardizacija svake varijable na jedinicu varijance. U
takvim okolnostima se koriste razne mjere varijabilnosti. Kada se koristi standardna devi-
jacija cijelog seta objekata koje treba klasterirati, metoda se najcˇesˇc´e naziva autoskaliranje,
standard scoring ili z-scoring. Alternativne opcije su dijeljenje medijanom apsolutne devi-
jacije ili opsegom, a potonji se pokazao da nadilazi autosklairanje u mnogim primjenama
klasteriranja.
Standardizacija varijabli na jedinicu varijance se mozˇe shvatiti kao poseban slucˇaj pon-
deriranja (vaganja). Ovdje su tezˇine reciprocˇne vrijednosti mjera izabranih da mjere va-
rijance varijabli - opc´enito standardna devijacija ili raspon uzorka neprekidnih varijabli.
Prema tome, kada standardizacija nadilazi analizu, ispitivacˇ pretpostavlja da vazˇnost va-
rijable opada sa rastuc´om varijabilnosti. Kao rezultat standardizacije, posebnog slucˇaja
ponderiranja, neke preporuke s obzirom na izbor tezˇina prenose se na standardizaciju: ako
ispitivacˇ ne mozˇe odrediti prikladnu mjernu jedinicu te standardizacija varijabli postaje
neophodna, preferira se standardizacija varijabli korisˇtenjem unutar-grupne mjere varija-
bilnosti rade nego one potpune varijabilnosti. U kontekstu klasteriranja, najbolji nacˇin
bavljenja s problemom prikladne mjerne jedinice bio bi korisˇtenje klaster metode koja je
nepromijenjiva pod utjecajem skaliranja, tako da se izbjegne pitanje standardizacije uopc´e.
3.8 Izbor mjere bliskosti
Postoji gotovo beskrajan broj koeficijenata slicˇnosti i razlicˇistosti. Koeficijent se podra-
zumijeva u kontekstu opisne statistike koje je dio, ukljucˇujuc´i prirodu podatka, te zˇeljeni
tip analize. Prvenstveno, priroda podatka treba snazˇno utjecati na izbor mjere bliskosti.
U nekim okolnostima, na primjer, kvantitativni podaci mogu biti najbolje prikazani preko
binarnih.
Nadalje, izbor mjere treba ovisiti i o mjernoj skali podataka. Koeficijenti slicˇnosti
trebaju biti korisˇteni kada su podaci binarni. Tada se izbor mjere bliskosti centrira oko
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’the treatment of co-absence’. Za neprekidne podatke, udaljenost ili korelacijski tip mjere
razlicˇitosti treba biti korisˇten s obzirom na velicˇinu i tip (shape) objekata koji nas zanimaju.
Konacˇno, izbor klaster metode mozˇe imati utjecaj na izbor koeficijenata. Na primjer, iz-
bor izmedu nekoliko koeficijenata bliskosti sa slicˇnim svojstvima se mozˇe izbjec´i koristec´i
klaster metodu koja ovisi samo o ’ranking’ bliskosti, ne njihovim apsolutnim vrijednos-
tima. Kao zakljucˇak se povlacˇi da za sve okolnosti nije moguc´e dati odgovor koju mjeru je
najbolje koristiti.
Poglavlje 4
Hijerarhijsko klasteriranje
Podaci u hijerarhijskoj klasifikaciji nisu naprijed podijeljeni u odredeni broj klasa ili grupa
(klastera). Naime, klasifikacija se sastoji od niza particija koje mogu zapocˇeti sa jednim
klasterom koji sadrzˇi sve podatke, sve do n klastera sastojanih od samo jednog podatka.
Tehnike hijerarhijske klasifikacije se mogu podijeliti na aglomerativne metode, koje n po-
jedinacˇnih podataka spajaju u grupe, i metode dijeljenja, koje dijele skup od n podataka u
manje, finije grupe. Oba pristupa se mogu protumacˇiti kao pokusˇaj pronalazˇenja tocˇnog
broja koraka u svakom stadiju spajanja ili dijeljenja podataka gdje obje metode rade na
nekom tipu matrice udaljenosti (bliskosti).
Hijerarhijskim metodama, spajanjem ili dijeljenjem, jednom ucˇinjeno se visˇe ne mozˇe
vratiti na pocˇetno stanje, niti na prethodni korak. Odnosno, kada aglomerativne metode
spoje dva pojedinacˇna podatka u grupu, ista se visˇe ne mozˇe razdvojiti, te kada metoda
dijeljenja razdvoji podatke, isti se visˇe ne mogu spojiti.
S obzirom da sve aglomerativne hijerarhijske metode u konacˇnici smanjuju bazu po-
dataka na samo jednu grupu sastojanu od svih podataka, a metode dijeljenja u konacˇnici
dijele cˇitav set podataka u n grupa od kojih se svaka sastoji od samo jednog podatka, is-
pitivacˇ, zˇelec´i imati rijesˇenje sa optimalnim brojem klastera, mora odlucˇiti kada zaustaviti
algoritam.
Hijerarhijske klasifikacije, proizasˇle bilo iz aglomerativnih metoda ili metoda dijelje-
nja, predstavljaju se dvodimenzionalnim dijagramom zvanim dendogram, koji ilustrira spa-
janja ili razdvajanja ucˇinjena svakim korakom analize.
4.1 Aglomerativne metode
Aglomerativne metode su najcˇesˇc´e korisˇtene hijerarhijeske metode. Iz njih proizlazi niz
particija podataka: prvi se sastojii od n pojedinacˇnih cˇlanova klastera, dok zadnji sadrzˇava
jednu grupu sacˇinjenu od svih n podataka. Osnovne operacije svih takvih metoda su u
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susˇtini slicˇne, a mozˇemo izdovijiti dva specijalna primjera, jednostruke veze - single lin-
kage i centroid linkage. Ove metode u svakom koraku spajaju pojedinacˇne podatke ili
grupe podataka koje su najblizˇe. Razlika izmedu metoda proizlazi zbog razlicˇitih defini-
cija udaljenosti (ili slicˇnosti) izmedu pojedinacˇnog podatka i grupe sadrzˇane od nekoliko
pojedinacˇnih podataka, ili izmedu dviju grupa pojedinacˇnih podataka.
Jednostruke veze i centroid linkage
Metoda jednostrukih veza je najjednostavnija metoda hijerarhijskog klasteriranja, takoder
zvana i metoda najblizˇeg susjeda. Bazirana je na korisˇtenju matrice bliskosti, a udaljenost
izmedu grupa A i B definira se kao minimalna udaljenost dvaju podataka.
D(A, B) = min
{
d(yi, y j)
}
, (4.1)
za yi ∈ A i y j ∈ B. Pri tome se za mjeru udaljenosti d(yi, y j) u uzima Euklidska udaljenost,
ili neka druga udaljenost izmedu vektora yi i y j. U svakom koraku metode najblizˇeg susjeda
trazˇi se udaljenost izmedu svaka dva klastera i klasteri s najmanjom udaljenosti se spajaju.
Time se broj klastera smanjuje za jedan. Nakon sˇto su dva klastera spojena, postupak se
ponavalja u iduc´em koraku. Racˇuna se udaljenost medu svakim parom klastera i par s naj-
manjom udaljenosti se spaja u jedan klaster. Rezultat metode se prikazuje dendogramom
koji prikazuje sve korake u hijerarhijskom postupku, ukljucˇujuc´i i udaljenosti kod kojih su
klasteri spojeni. Metoda jednostrukih veza, iliti najblizˇeg susjeda, sluzˇi kako bi ilustrirala
opc´i postupak hijerarhijskih metoda.
Dok metoda jednostrukih veza radi direktno na matrici bliskosti, centroid metoda zah-
tjeva pristup originalnim podacima. Takoder, u vec´ini slucˇajeva se za udaljenost medu
podacima uzima Euklidnska udaljenost, ali racˇunajuc´i je na originalnim podacima i svaki
put uzmajuc´i najmanju vrijednost te par s tom vrijednosti spajamo u klaster. U svakom
iduc´em koraku ponavljamo postupak, spajamo par s najmanjom udaljenosti u novi klaster.
Rezultat metode se i u ovom slucˇaju prikazuje dendogramom.
Standardne aglomerativne metode
Potpuna veza (najdalji susjedi) je potpuna suprotnost od jednostruke veze, u smislu da
se udaljenost izmedu dva klastera A i B sada definira kao maksimalna udaljenost dvaju
pojedinacˇnih podataka u A i u B.
D(A, B) = max
{
d(yi, y j)
}
, (4.2)
za yi ∈ A i y j ∈ B. Usvakom se koraku odreduje udaljenost za svaki par podataka te se par
s najmanjom udaljenosˇc´u spaja u klaster.
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Prosjecˇna udaljenost, takoder poznata kao UPGMA (unweighted pair-group method
using the average approach), je metoda gdje se udaljenost dva klastera definira kao prosjek
nAnB udaljenosti izmedu nA tocˇaka u A i nB tocˇaka u B:
D(A, B) =
1
nAnB
nA∑
i=!
nB∑
i=1
d(yi, y j), (4.3)
U svakom se koraku udruzˇuju dva klastera s najmanjom udaljenosti izracˇunatoj prema
gornjoj fromuli.
Centorid metoda udaljenost izmedu dvaju klastera A i B definira kao Euklidsku uda-
ljenost izmedu dvaju vektora sredina (koji se josˇ naziva centroidom):
D(A, B) = d(y¯a, y¯B), (4.4)
pri cˇemu su y¯A i y¯B vektori sredina za opazˇanja iz A, odnosno opazˇanja iz B, a d(y¯A, y¯B) =√
(y¯A − y¯B)′(y¯A − y¯B). U svakom se koraku spajaju dva centroida s najmanjom udaljenosˇc´u.
Nakon sˇto su dva klastera A i B zdruzˇena, centroid novog klastera se racˇuna kao vagana
aritmeticˇka sredina:
y¯AB =
nAy¯A + nBy¯B
nA + nB
. (4.5)
Nadalje, potrebno je naglasiti da ova metoda radije koristi originalnu matricu podataka
nego li matricu bliskosti.
Medijan metoda radi na principu da za medijan (polovisˇte) pravca koji spaja dva po-
datka, A i B, a kako bi se izbjeglo ponderiranje centroida, odreduje tocˇku za racˇunanje
novih udaljenosti klastera A, B u odnosu na druge klastere:
mAB =
1
2
(y¯A + y¯B). (4.6)
U svakom se koraku klasteri s najmanjom medijalnom udaljenosti spajaju u novi klaster.
Treba naglastiti da medijan nije uobicˇajeni medijan u statisticˇkom smislu. Terminologija
potjecˇe od medijana trokuta.
Wardova metoda je trec´i tip ovakve metode u kojoj je spajanje dvaju klastera bazirano
na kriteriju gresˇke sume kvadrata. Odnosno, Wardova metoda, poznata i kao inkrementalna
suma kvadrata, upotrebljava (kvadrirane) udaljenosti unutar klastera i (kvadrirane) udalje-
nosti izmedu klastera. Ako je AB klaster dobiven kombiniranjem klastera A i B, tada je
zbroj udaljenosti unutar klastera (elemenata od centroida):
WA =
nA∑
i=1
(yi − y¯A)′(yi − y¯A), (4.7)
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WB =
nB∑
i=1
(yi − y¯B)′(yi − y¯B), (4.8)
WAB =
nAB∑
i=1
(yi − y¯AB)′(yi − y¯AB), (4.9)
pri cˇemu je y¯AB =
nAy¯A+nBy¯B
nA+nB
, a nA, nB i nAB = nA + nB su brojevi tocˇaka u A, B i AB,
redom. S obzirom da su zbrojevi udaljenosti ekvivalentni sumama kvadrata odstupanja
tocˇaka klastera od njihovih centroida (within-cluster sum of squares), oznacˇene su s WA,
WB, WAB. Wardova metoda zdruzˇuje dva klastera A i B koji minimiziraju prirast u W:
IAB = WAB − (WA + WB). (4.10)
Mozˇe se pokazati da prirast IAB iz prethodne formule mozˇe poprimiti dva ekvivalentna
oblika:
IAB = nA(y¯A − y¯AB)′(y¯A − y¯AB) + nB(y¯B − y¯B − y¯AB)′(y¯B − y¯B − y¯AB), (4.11)
IAB =
nAnB
nA + nB
(y¯A − y¯B)′(y¯A − y¯B). (4.12)
Prema zadnjoj formuli slijedi da je minimiziranje prirasta u W ekvivalentno minimiziranju
udaljenosti medu klasterima. Kada bi A sadrzˇavao samo yi. a klaster B samo y j, tada bi WA
i WB bile jednake nuli, a prethodne dvije formule bi se reducirale na:
Ii j = WAB =
1
2
(yi − y j)′(yi − y j) = 12d
2(yi, y j). (4.13)
Wardova je metoda povezana i s metodom centroida. Kvadrira li se udaljenost d(y¯A, y¯B)
iz (4.4) i usporedi s (4.12), jedina je razlika u koeficijentu nAnB/(na + nB) za Wardowu
metodu. Velicˇina klastera utjecˇe na Wardovu metodu, ali ne i na metodu centroida. Napisˇe
li se nAnB/(nA + nB) u obliku:
nAnB
nA + nB
=
1
1
nA
+ 1nB
(4.14)
mozˇe se uocˇiti da se povec´anjem nA i nB povec´ava i nAnB/(nA + nB). Napisˇe li se koeficijent
u obliku:
nAnB
nA + nB
=
nA
1 + 1nAnB
(4.15)
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vidi se da se povec´avanjem nB, uz fiksni nA, povec´ava i nAnB/(nA + nB). Zbog toga c´e War-
dova metoda spajati manje klastere ili klastere jednake velicˇine cˇesˇc´e od metode centroida
.
Fleksibilna beta metoda
Pretpostavimo da su se klasteri A i B upravo spojili u novi klaster AB. Opc´i oblik formule
udaljenosti izmedu kalstera AB i klastera C dali su Lance i Williams (1967):
D(C, AB) = αAD(C, A) + αBD(C, B) + βD(A, B) + γ |D(C, A) − D(C, B)| . (4.16)
gdje su udaljenosti D(C, A), D(C, B) i D(A, B) elementi matrice udaljenosti prije udruzˇivanja
klastera A i B. Udaljenosti klastera AB u odnosu na druge klastere, kao sˇto je predocˇeno
gornjom formulom, upotrijebiti c´e se zajedno s medusobnim udaljenostima ostalih klastera
pri formiranju nove matrice udaljenosti. Polazec´i od te matrice odabrat c´e se par klastera s
najmanjom udaljenosti, te c´e se taj par udruzˇiti u sljedec´em koraku. Da bi se gornji izraz
pojednostavio, Lance i Willianms sugeriraju slijedec´a ogranicˇenja na vrijednosti parame-
tara:
1. αA + αB + β = 1
2. αA = αB
3. γ = 0
4. β < 1.
S αA = αB i γ = 0 dobiti c´e se 2αA = 1 − β ili αA = αB = (1 − β)/2, te se treba
izabrati samo vrijednost koeficijenta β. Zbog fleksibilnosti koeficijenta β, rezultirajuc´a se
hijerarhijska metoda naziva fleksibilna beta metoda.
Izbor vrijednosti od β odreduje karakteristike fleksibilne beta metode klasteriranja.
Lance i Williams su predlozˇili da se koristi mala negativna vrijednost za β, kao primje-
rice β = −0.25. Ukoliko postoje outliersi (netipicˇne vrijednosti) u podacima, uporaba
manjih vrijednosti za β, kao β = −0.5, mozˇe vjerojatnije izolirati netipicˇne vrijednosti u
klasterima.
Udaljenosti definirane u prethodnom poglavlju za aglomerativne metode klasteriranja
mogu se izraziti kao specijalni slucˇajevi od (4.16). Trazˇene vrijednosti parametara na-
vedene su u donjoj tablici, gdje su U, C, P, M dopustiva svojstva i odnose se na nema
preokreta, konveksnost, proporcionalno s obzirom na tocˇku i monotonost, redom. Dok
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Tablica 4.1: Hijerarhijska aglomerativna klaster metoda: dopustiva svojstva i Lance-
Williams parametri
Metoda U C P M αi β γ
Jednostruka veza N N Y Y 12 0
−1
2
Potpuna veza N N Y Y 12 0
1
2
Prosjecˇna udaljenost N N N N ni/(ni + n j) 0 0
Centroid Y N N N ni(ni + n j) −nin j(ni + n j)2 0
Medijan Y N Y N 12
−1
4 0
Ward N Y N N (nk + ni)/(nk + ni + n j) −nk/(nk + ni + n j) 0
su αi, β i γ Lance-Williamsovi parametri. Za metodu centroida, medijana i Wardovu me-
todu udaljenosti u (4.16) moraju biti kvadrirane udaljenosti (ako pretpostavljamo Euklidsku
udaljenost). Za ostale metode mogu i ne moraju biti kvadrirane.
Ilustrirajmo izbor vrijednosti parametara za metodu jednostruke veze (metodu najblizˇeg
susjeda). Uzme li se αA = αB = 12 , β = 0 i γ = −12 , formula 4.16 poprima oblik:
D(C, AB) =
1
2
D(C, A) +
1
2
D(C, B) − 1
2
|D(C, A) − D(C, B)| . (4.17)
Ako je D(C, A) > D(C, B), tada je
|D(C, A) − D(C, B)| = D(C, A) − D(C, B) i (4.16) se reducira na:
D(C, AB) = D(C, B). (4.18)
S druge strane, ako je D(C, A) < D(C, B), tada je
|D(C, A) − D(C, B)| = D(C, B) − D(C, A), pa se (4.16) reducira na:
D(C, AB) = D(C, A). (4.19)
Dakle, 4.16 mozˇemo pisati kao:
D(C, AB) = min {D(C, A),D(C, B)} , (4.20)
sˇto je ekvivalentno definiciji udaljenosti za metodu jednostruke veze.
4.2 Metode dijeljenja
Aglomerativne hijerarhijske metode pocˇinju s n klastera, a postupak zavrsˇava s jednim
klasterom koji sadrzˇava svih n podtaka. Suprotno toj metodi radi metoda dijeljenja koja
pocˇinje s jednim klasterom od n cˇlanova, a zavrsˇava s n klastera (za svaku jedinicu po
jedan). Rezultat se mozˇe predocˇiti dendogramom. Metode dijeljenja, kao i aglomerativne
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metode, imaju nedostatak da nakon sˇto je napravljena particija skupa u klastere, ne postoji
moguc´nost premjesˇtanja jedinica iz jednog klastera u drugi klaster (cˇiji nije bio cˇlan u
vrijeme diobe). Medutim, ako su nam od interesa vec´i klasteri tada metode dijeljena imaju
prednost pred aglomerativnim metodama, u kojima se vec´i klasteri dostizˇu samo nakon
velikog broja koraka.
Opc´enito, postoje dvije skupine algoritama dijeljenja: monothetic i polythetic. U mo-
nothetic pristupu podjela grupe na dvije podgrupe je zasnovana na jednoj varijabli, dok se
u polythetic pristupu koristi p varijabli da bi se napravilo razdvajanje. Ako su varijable
binarne (a kvantitativne varijable se mogu pretvoriti u binarne) monothetic pristup se mozˇe
jednostavno primjeniti.
Monothetic metode dijeljenja
Monothetic pristup se mozˇe jednostavno primjeniti ako su varijable binarne. Podjela na
dvije grupe se zasniva na prisutnosti ili odsutnosti atributa. Ovakav nacˇin tezˇi minimizaciji
broja particija koje tek trebaju biti napravljenje. Jedan primjer kriterija homogenosti je
informacijski pokazatelj, C (koji u ovom slucˇaju oznacˇava nered ili kaos), definiran sa p
varijabli i n objekata:
C = pn log n −
p∑
k=1
[
fk log fk − (n − fk) log(n − fk)] , (4.21)
gdje je fk broj pojedinaca koji sadrzˇe k-ti atribut. Ako grupu X treba razdvojiti u dvije grupe
A i B, tada je redukcija u C jednaka CX −CA −CB. Idealan set klastera trebao bi sadrzˇavati
cˇlanove sa identicˇnim atributima i C jednakim nula (s obzirom da su klasteri u svakom
koraku razdvojeni s obzirom na posjedovanje atributa koji vodi do najvec´e redukcije u C).
Umjesto homogenosti klastera, atribut korisˇten u svakom koraku se mozˇe izabrati s
obzirom na njegovu cjelokupnu povezanost sa svim ostalim atributima u tom koraku: to se
naziva analiza asocijacija (association analysis), posebno korisˇtena u ekologiji. Svakim
se korakom particija skupa odvija s obzirom na prisutnost ili odsutnost atributa cˇija je
povezanost sa ostalima maksimalna. Varijabla (atribut) je izabrana tako da maksimizira
χ2-vrijednost ili neki informacijski pokazatelj.
Jedna od najvec´ih prednosti monothetic metode dijeljenja je da je ocˇito koja varijabla
u kojem koraku dovodi do razdvajanja (particije). Medutim, opc´i problem ovakvih metoda
je da posjedovanje odredenog atributa, koji je rijedak ili se tesˇko pronalazi u kombinaciji s
ostalima, mozˇe dovesti ispitivacˇa na krivi put.
Nova metoda dijeljenja klastera koju su predlozˇili Piccarreta i Billari (2007) mozˇe se
koristiti za nizove podataka kao sˇto su povijesni tokovi zˇivota. Metoda koristi logiku ana-
lize klasifikacijskog i regresijskog stabla (CART), te takoder omoguc´uje korisˇtenje nekih
od najkorisnijih znacˇajki CART analize, kao sˇto su obrezivanje ukrsˇtenim potvrdivanjem
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kako bi identificirali prikladan broj klastera. Piccarreta i Billari definiraju dva nova tipa
podataka izvedena iz originalnih nizova: auxiliary varibles i state permanence sequences.
To znacˇi da su, umjesto da imamo potpuno razlicˇite zavisne i nezavisne varijable (kao u
CART), varijable koje definiraju rascjepe, kriterij za procjenjivanje homogenosti klastera,
te podaci koji karakteriziraju klastere izvedeni iz niza podataka. Podjele nacˇinjene ovom
metodom su s ciljem dobivanja ’cˇistih’ klastera.
Polythetic metode dijeljenja
Polythetic metode dijeljenja su slicˇnije aglomerativnim metodama jer koriste sve varijable
istovremeno, te mogu raditi na matrici udaljenosti (bliskosti). Za polythetic pristup proma-
tra se postupak kojeg je predlozˇio MacNaughton-Smith (1964). Da bi se grupa razdijelila
radi se sa odcijepljenom grupom i ostatkom. Trazˇi se cˇlan u ostatku cˇija je prosjecˇna
udaljenost (razlicˇitost) od ostalih cˇlanova u ostatku, umanjena za njegovu udaljenost od
odcijepljene grupe, najvec´a. Ako je najvec´a udaljenost negativna, postupak se zaustavlja i
podjela je potpuna. Odcijepljenu grupu se mozˇe zapocˇeti s cˇlanom s najvec´om prosjecˇnom
udaljenosti od ostalih cˇlanova u grupi.
4.3 Primjena hijerarhijskih metoda u klasteriranju
Kako bi sˇto bolje primjenili hijerarhijske metode, bilo aglomerativne ili metode dijeljenja,
ispitivacˇ mora voditi racˇuna o (uz pocˇetni odabir mjere udaljenosti-bliskosti):
1. Graficˇki prikaz klasteriranja
2. Usporedba dendograma
3. Matematicˇka svojstva metode
4. Izbor praticije
5. Hijerarhijski algoritmi
Dendogrami i drugi graficˇki prikazi
Definicija 4.3.1. Dendogram, takoder nazivan i dijagram stabla, je matematicˇki i slikovni
prikaz kompletnog klaster procesa. Cˇvorovi dendograma predstavljaju klastere, a duljina
stabljike (visina) predstavlja udaljenost na kojoj su klasteri spojeni.
Stabljike ponekad ne proizlaze iz nulte linije dendograma kako bi prikazale redosljed
kojim su klasteri prvi put spojeni. Dendogrami kojima stabljike nisu numerirane nazivaju
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se neponderirani ili rangirani. Vec´ina dendograma ima dva ruba koji proizlaze iz svakog
cˇvora (binarna stabla). Nacˇin na koji su cˇvorovi i stabljike uredeni naziva se topologija
stabla.
Imena objekata pripisanih zavrsˇnim cˇvorovima nazivaju se oznake. Unutarnji cˇvorovi
se u vec´ini slucˇajeva ne oznacˇavaju. Reprezenatitivni cˇlanovi klastera se mogu povezati sa
unutarnjim cˇlanovima, nazvanim primjerci ili centralni tipovi, te su definirani kao objekti
sa maksimalnom slicˇnosti unutar klastera (ili minimalnim razlikama). Poseban oblik cen-
tralnog tipa je medoid (objekt sa minimalnom apsolutnom udaljenosti u odnosu na druge
cˇlanove klastera). Dendogram sam za sebe prikazuje proces kojem je hijerarhija naprav-
ljena, gdje oznake primjerka i unutarnjih cˇvorova predstavljaju specificˇne particije. Pritom
je potrebno uocˇiti da ista baza podataka i klaster procedura mogu dati 2n−1 razlicˇitih den-
dograma cˇiji izgled ovisi o rasporedu i prikazu cˇvorova.
Broj razlicˇitih oblika dendograma je kroz godine narastao. Jedan od njih je espaliers
- generalizirani dendogram kod kojeg duljina horizontalne linije prenosi informaciju o re-
lativnoj homogenosti i razdvajanju klastera. Nadalje, kao drugi tip se javlja piramidalni -
unaprijedeni tip dendograma za prikazivanje preklapajuc´ih klastera. A kao trec´i tip dendo-
grama javlja se aditivno stablo (ili stablo duljina puta - path length tree) koji je generali-
zacija dendograma, a duljina staze (puta) izmedu cˇvorova predstavlja udaljenost (bliskost)
izmedu objekata, te gdje vrijedi aditivna nejednakost (ili nejednakost cˇetiri tocˇke). Ova-
kava generalizacija ultrametricˇke nejednakosti je nuzˇno i dovoljno svojstvo kako bi skup
udaljenosti mogao biti prikazan u formi aditivnog stabla. Aditivna nejednakost je dana s:
dxy + duv ≤ max
∣∣∣dxu + dyv + dyu∣∣∣ ,∀x, y, u, v. (4.22)
Usporedba dendograma
Tehnike hijerarhijskog klasteriranja namec´u hijerarhijsku strukturu podataka. Obicˇno je
potrebno uzeti u obzir je li takav prikaz zadovoljavajuc´i ili on predstavlja neprihvatljivo
narusˇavanje prvotnih veza medu objektima s obzirom na njihove uocˇene udaljenosti. Dvije
mjere korisˇtene pri usporedbni dvaju dendograma sa matricom udaljenosti ili drugim den-
dogramom su kofenetska korelacija (cophenetic correlation) i Goodmanova i Kruskalova
γ.
Pocˇetna tocˇka obiju metoda je takozvana kofenetska matrica.
Definicija 4.3.2. Kofenetska korelacija je mjera izoblicˇenosti unesena u hijerarhijsku klas-
ter analizu usporedbom ocˇitih slicˇnosti u dendogramu s izvornim slicˇnostima izmedu obje-
kata.
Odnosno, kofenetsku korelaciju dobivamo kao produkt korelacije izmedu n i (n − 1)/2
elemenata hi j odgovarajuc´e kofenetske matrice (iskljucˇujuc´i dijagonalne elemente). Sama
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Slika 4.1: Dendogram
Slika 4.2: Piramidalni dendogram
matrica je uredena u vektorskoj formi. Elemetni matrice su visine, hi j, na kojima su dva
objekta zdruzˇena u jedan klaster na dendogramu.
Druga, neparametarska mjera udruzˇivanja je Goodmanova i Kruskalova γ definirana
kao (S +−S −)/(S ++S −), gdje su S + i S − broj podudarnosti i razilazˇenja, redom. Usporedba
podudarnosti i razilazˇenja u matrici se definira usporedbom svakog para od svih moguc´ih
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Slika 4.3: Aditivno stablo
parova.
Matematicˇka svojstva metode
Iako hijerarhijske klaster metode same po sebi nisu definirane kao strogo matematicˇke,
ipak sadrzˇe neka matematicˇka svojstva. Jedno od njih je i svojstvo ultrametricˇnosti kojeg
su prvi definirali Hartigan, Jardine i Johanson (1967). Od tada se smatra da je svojstvo
uvelike povezano sa raznim klaster metodama, uobicˇajeno s moguc´nosˇc´u prezentiranja
hijerarhije pomoc´u dendograma. Svojstvo ultrametricˇnosti kazˇe da je:
hi j ≤ max(hi j, h jk),∀i, j, k, (4.23)
gdje je hi j udaljenost izmedu kalstera i i j. Alternativni nacˇin definiranja ovog svojstva je da
izmedu bilo koja tri objekta, dvije najvec´e udaljenosti medu njima su jednake. Medutim,
svojstvo ne mora nuzˇno vrijediti za elemente matrice udaljenosti (bliskosti). Ali vrijedi u
mnogim hijerarhijskim klaster metodama za visine hi j na kojima dva objekta bivaju spojena
u jedan klaster.
Kao posljedica nuspjelog pokusˇaja zadovoljavanja svojstva ultrametrike, odnosno ako
se jedan cˇlan ili klaster udruzˇe s drugim klasterom na udaljenosti manjoj od one na kojoj su
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se udruzˇila prethodna dva klastera, dogada se inverzija ili obrat. Inverzija je reprezentirana
s krizˇanjem (cˇvorom) u dendogramu.
Hijerarhijska klaster metoda u kojoj ne mozˇe doc´i do inverzije je monotona jer je uda-
ljenost u svakom sljedec´em koraku vec´a od udaljenosti u prethodnom koraku. Mjera uda-
ljenosti ili metoda klasteriranja koja je monotona takoder se zove ultrametricˇna. Medutim,
inverzija nije problem ako je glavni interes samo jedna odredena particija, a ne cijela hi-
jerarhijska struktura. Nadalje, Murtagh (1985) isticˇe da obrati mogu otezˇati interpretaciju
hijerarhije u oba slucˇaja - bilo teoretskom proucˇavanju svojstava klastera kao i u primje-
nama gdje je hijerarhijska struktura unutrasˇnji dio modela. Razlog zbog kojeg se to dogada
je taj sˇto se ugnijezˇdena struktura ne odrzˇava. Obrati se mogu dogoditi u centroid i median
klaster metodama.
Znacˇajka koja vezˇe klaster metode je njihova tezˇnja da ’iskrive’ (deformiraju) prostor.
Za metodu klasteriranja koja ne mijenja svojstva prostornih udaljenosti kazˇe se da cˇuva
prostor. Metoda koja ne cˇuva prostor mozˇe ga smanjiti ili povec´ati. Metoda smanjuje pros-
tor (space-contracting method) ako su novooblikovani klasteri blizˇe pojedinacˇnim opazˇanjima,
tako da pojedinacˇno opazˇanje visˇe tezˇi udruzˇivanju s postojec´im klasterom nego da s ne-
kom drugom jedinicom formira novi klaster. Ta se tendencija naziva ulancˇananje (cha-
ining). Metoda povec´ava prostor (space-dilating) ako su novonastali klasteri pomaknuti
dakleko od ostalih opazˇanja pa pojedinacˇna opazˇanja visˇe tezˇe formiranju novih klastera s
drugim jedinicama, nego udruzˇivanju u postojec´e klastere. U tom slucˇaju klasteri izgledaju
razlicˇitiji nego jesu.
Dubien i Warde su opisali prostorna svojstva na sljedec´i nacˇin. Pretpostavi li se da
udaljenosti izmedu tri klastera zadovoljavaju:
d(i, j) < d(i, k) < d( j, k). (4.24)
Tada metoda cˇuva prostor ako je:
d(i, k) < d(i j, k) < d( j, k). (4.25)
Metoda smanjuje prostor ako ne vrijedi prva nejednakost u 4.25, a prosˇiruje prostor ako
ne vrijedi druga nejednakost. Metoda jednostruke veze smanjuje prostor, s naznacˇenom
tendencijom ulancˇavanja. Zbog toga je neki autori ne preporucˇuju. Metoda potpune veze
jako povec´ava prostor, s tendencijom umjetnog udruzˇivanja u klastere.
Druge hijerarhijske metode su izmedu ekstrema reprezentiranih metodom jednostruke
veze i metodom potpune veze. Metoda centroida i metoda prosjecˇne veze cˇuvaju prostor,
dok Wardova metoda suzˇava prostor. Felksibilna beta metoda suzˇava prostor za β > 0, cˇuva
prostor za β = 0, a prosˇiruje prostor za β < 0. Mali stupanj prosˇirenja mozˇe pomoc´i pri
definiranju granica klastera, no prevelika dilatacija mozˇe dovesti do formiranja prevelikog
broja klastera. Preporucˇena vrijednost β = −0.25 predstavlja dobar kompromis.
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Mnoga dopustiva svojstva predlazˇu Fisher i Van Ness (1971), kao sˇto su kvaliteta,
jednakost s drugim stvarima, te kao takva mogu pripomoc´i pri odabiru prikladne klaster
metode. Jedno od svojstava (k-group) dobro-strukturirana dopustivost, koje se vezˇe uz
Lanceov i Williamsov parametar, predlozˇio je Mirkin (1996) i naziva ga clump dopustivost
(pramen dopustivosti). Mirkin ga definira: postoji grupiranje takvo da su sve udaljenosti
unutar grupe manje od udaljenosti izmedu grupa. Nadalje, on pokazuje da je clump dopus-
tivost i cˇuvanje prostora ekvivalentno slijedec´em svojstvu: za sve x i y takve da je 0 < x < 1
i y > 0
α(x, y) + α(1 − x, y) = 1; (4.26)
β(x, 1 − x, y) = 0; (4.27)
|γ(y)| ≤ α(x, y), (4.28)
gdje su α, β i γ parametri iz Lance-Williams fleksibilne beta metode izrazˇeni kao funkcije
velicˇine klastera sa x = nk/n+, y = ni/n+ i z = n j/n+, gdje je n+ = ni + n j + nk.
Takoder, kasnije su predstavljena specijaliziranija, ali ipak korisna, svojstva dopusti-
vosti:
1. Konveksna dopustivost: ako se objekti mogu prikazati u Euklidskom prostoru, tada
se konveksne ljuske particija nikada ne sijeku
2. Dopustivost proporcionalnosti tocˇke: replikacija tocˇaka ne mijenja granice particija
3. Monotona dopustivost: monotona transformacija elemenata matrice udaljenosti ne
mijenja grupiranja
Izbor particije - problem broja grupa
Cˇesta situacija je da ispitivacˇa ne zanima cjelokupna hijerarhija, nego jedna ili dvije par-
ticije iz nje. Ovakav problem zahtjeva odlucˇivanje o broju grupa koje se prezentiraju na
kraju, te u konacˇnici gdje ’prerezati’ dendogram.
U standardnim aglomerativnim i polythetic metodama dijeljenja se particije postizˇu se-
lektiranjem jednog od rijesˇenja u ugnijezˇdenom nizu klastera koji ukljucˇuje hijerarhiju, a
to je ekvivalentno rezanju dendogarama na odredenoj visini (ponekad se naziva i najbolji
rez). To nam definira particiju takvu da su klasteri ispod te visine udaljeni najmanje za
tu duljinu, a izgled dendograma nam sugerira broj klastera. Velike promjene u razinama
fuzije se rade kako bi se prikazao najbolji rez. Puno fleksibilniji razvoj ove ideje je ’di-
namicˇko rezanje stabla’. Pod tim se podrazumijeva da su razlicˇite grane stabla rezane na
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razlicˇitim visinama. To je iterativni proces koji se zaustavlja kada je broj klastera ustaljen
svim kombinacijama i rastavljanjima klastera, tvorec´i uzastopne rezove pod-dendograma
u klastere na temelju njihovih oblika.
Formalnije procedure ’izbora broja grupa’ koje su narocˇito pogodne za hijerarhijske
metode predlozˇio je Mojena (1977). Prva je bazirana na relativnim velicˇinama razlicˇitih
levela fuzija u dendogramu te je poznata pod nazivom pravilo gornjeg repa. Detaljnije,
prijedlog je da izaberemo broj grupa koji odgovara prvom stadiju u dendogramu i zadovo-
ljava:
α j+1 > α¯ + ksα, (4.29)
gdje su α0, α1, α2, ..., αn−1 leveli fuzija koji odgovaraju n, n−1, ..., 1 klastera. Nadalje, α¯ i sα
su redom ocˇekivanje i nepristrana standardna devijacija prijasˇnjih j levela, a k je konstanta.
Mojena predlazˇe da vrijednosti od k izmedu 2.75 − 3.50 daju najbolje rezultate, iako neki
sugeriraju 1.25. Alternativno, mozˇe se koristiti t-distribucija (iako to podrazumijeva fun-
damentalnu normalnu distribuciju koja ocˇito nije primjenjiva na fuzijske levele). Vizualni
pristup bi bio da se identificiraju granice na grafu vrijednosti (α j+1 − α¯)/sα naspram broja
klastera j.
Druga metoda koju predlazˇe Mojena je bazirana na pristupu pokrenih sredina (moving
average). Pravilo je da se koristi particija iz specificˇnog klaster niza od j = r do j = n − 1
klastera koja odgovara prvoj fazi j i zadovoljava:
α j+1 > α¯ + L j + b j + ksα, (4.30)
gdje su α¯ i sα ocˇekivanje i standardna devijacija vrijednosti fuzija baziranih na prethodnim
t-vrijednostima; L j i b j su korekcije srednje vrijednosti ulaznog trenda u vrijednostima fu-
zija (L j je ’trend zaostajanja’ u zˇargonu kontrole kvalitete, u nekim pretpostavkama jednak
(r − 1)b j/2, gdje je b j kretajuc´i nagib najmanjih kvadrata razina fuzija). Prednost ovakvog
pravila je da podrazumijevana razina fuzija ne ulazi u osnove statistike, a nedostatak je da
ispitivacˇ sam izabire vrijednost za r. Uobicˇajeno je da se u oba slucˇaja odredi kriterijske
vrijednosti i zatim odabere najnizˇi broj klastera gdje je pravilo zadovoljeno.
Hijerarhijski algoritmi
Potrebno je razlucˇiti hijerarhijske metode od hijerarhijskih algoritama za racˇunanje gru-
piranja. Za bilo koju hijerarhijsku metodu mozˇe se koristiti nekoliko razlicˇitih racˇunalnih
algoritama da se postigne isti rezultat. Mnogi algoritmi daju ugnijezˇdenu strukturu pos-
tepeno optimizirajuc´i neki kriterij, dok neki rade globalno, kao na primjer minimizacija
distorzije. Globalne metode su poznate i kao direktni optimizirajuc´i algoritmi. Metodu za
pronalazˇenje sˇkrtih stabala (onih sa minimalnim brojem razina u hijerarhiji) predlozˇili su
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Sriram i Lewis (1993). Direktni optimizirajuc´i algoritmi su korisni u situacijama kada neki
od elemenata matrice udaljenosti nizu poznati.
Zahn (1971) daje graficˇko-teoretske klaster algoritme bazirane na stablu s minimal-
nim rasponom (minimal spanning tree). Graf je skup cˇvorova i relacija izmedu parova
cˇvorova koji proizlaze iz rubova koji spaju cˇvorove. Skup opazˇanja i njihovih razlicˇitosti
se predocˇava grafom cˇvorova i rubova, redom.
Definicija 4.3.3. Rasponsko stablo (spannig tree) grafa je skup rubova koji pruzˇaju jedins-
tven put izmedu svakog para cˇvorova, a stablo s minimalnim rasponom je najkrac´e od svih
takvih stabala.
Stabla s minimalnim rasponom su povezana sa algoritmima jednostrukih veza.
Poglavlje 5
Metode optimizacije klastera
U ovom poglavlju podrazumijevamo klasu tehnika klasteriranja koje nam daju particiju
pojedinaca u odredeni broj grupa, bilo minimizacijom ili maksimizacijom odredenog nu-
mericˇkog kriterija. Takve metode optimizacije se razlikuju od onih opisanih u prethodnom
poglavlju po tome sˇto nuzˇno ne formiraju hijerarhijsku klasifikacijsku strukturu podataka.
Razlike izmedu metoda u ovoj klasi se javljaju bilo zbog izbora kriterija klasteriranja, koji
mozˇe biti optimiziran, te zbog izbora raznih optimizacijskih algoritama, koji mogu biti
korisˇteni. U pocˇetnoj diskusiji o ovim metodama pretpostavlja se da je broj grupa pret-
hodno fiksiran od strane ispitivacˇa.
Osnovna ideja koja lezˇi iza metoda ovog poglavlja je da se za svaku particiju od n po-
jedinaca u g grupa identificira indeks (vrijednost) c(n, g), vrijednost koja mjeri neki aspekt
’kvalitete’ te particije. Visoke vrijednosti nekih indeksa su povezane sa zˇeljenim rijesˇenjem
klasteriranja, dok je za ostale trazˇena vrijednost niska. Poistovjec´ujuc´i indeks sa svakom
particijom dopusˇta se usporedbu istih. Raznolikost takvih kriterija klasteriranja postoji u
danasˇnjici. Neki rade temeljeni na interindividualnim razlikama, dok drugi upotrebaljavaju
originalnu matricu podataka.
5.1 Kriteriji klasteriranja izvedeni iz matrice razlicˇitosti
Pri konstrukciji indeksa odredenog klastera, mozˇe se upotrijebiti koncept homogenosti i
separacije. Informativna particija objekata trebala bi stvarati grupe takve da objekti unutar
grupe imaju kohezivnu strukturu i sa grupama koje su dobro izolirane jedna od druge.
Ovakav pristup je uobicˇajeno koristan pri definiranju kriterija klasteriranja koji radi na bazi
one-mode matrice razlicˇitosti ∆, sa elementima δi j koji mjere razlicˇitost izmedu i-tog i j-tog
objekta. Predlozˇen je velik izbor kriterija klasteriranja, baziranih na δi j, koji minimiziraju
manjak homogenosti ili maksimiziraju separaciju grupa. Tablica predstavlja neke od mjera
za indeks r ∈ {1, 2}.
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1. Nedostatak homogenosti h1(m) =
∑nm
l=1
∑nm
v=1
v,l
(δml,mv)r
2. Manjak homogenosti h2(m) = max
l,v=1,...,nm
v,l
[
(δml,mv)r
]
3. Manjak homogenosti h3(m) = minv=1,...,nm
[∑nm
l=1(δml,mv)
r
]
4. Separacija i1(m) =
∑nm
l=1
∑
k,m
∑nk
v=1(δml,kv)
r
5. Separacija i2(m) = min
l=1,..,nm
k,m
v=1,...,nk
[
(δml,kv)r
]
Prve tri mjere, h1(m), h2(m) i h3(m), sve mjere manjak homogenosti, ili heterogenosti,
h(m), m-te grupe. Prvi indeks, h1(m), je suma svih (kvadriranih) razlicˇitosti izmedu dva
objekta grupe m; drugi, h2(m), je maksimum potonjeg. Kada je r = 1 i razlicˇitosti su
metrike, tada se h2(m) mozˇe smatrati dijametrom klastera. Indeks h3(m) mjeri minimum
sume svih (kvadriranih) razlicˇitosti izmedu svih objekata grupe m i jednog, referentnog
cˇlana grupe. Za r = 1 i metricˇke razlicˇitosti, indeks je poznat kao zvijezdasti indeks (star
index), a ime je simbolicˇno s obzirom na graf kojeg cˇine poveznice svih objekta sa refe-
rentnim objektom. Najmanja suma udaljenosti se postizˇe kada je referentni objekt lociran
u centru ’zvijezde’. U ovom kontekstu, centar zvijezde se mozˇe interpretirati kao reprezen-
tativni objekt ili primjerak grupe, a neki ga nazivaju i medoid. Mjere i1(m) i i2(m) mjere
separaciju, i(m), m-te grupe. Slicˇno prvim dvama kriterijima heterogenosti, i1(m) mjeri
sumu (kvadriranih) razlicˇitosti izmedu objekata unutar grupe i jednog objekta izvan grupe,
a i2(m) je minimum potonjeg.
Izabravsˇi indeks koji mjeri grupni nedostatak homogenosti ili separacije, kriterij klas-
teriranja se mozˇe definirati preko pogodne agregacije nad grupama. Na primjer
c1(n, g) =
g∑
m=1
h(m), (5.1)
c2(n, g) = max
m=1,..,g
[h(m)] (5.2)
ili
c3(n, g) = min
m=1,..,g
[h(m)] . (5.3)
(Slicˇno, iste zakljucˇne funkcije mogu biti korisˇtene za indekse separacije.) Prvi kriterij
reflektira prosjecˇan nedostatk homogenosti, dok zadnja dva mjere manjak homogenosti
najgore i najbolje grupe, redom. Radec´i s kriterijem manjka homogenosti, trazˇeno rjesˇenje
klasteriranja je ono koje minimizira kriterij klasteriranja c(n, g); dok za indekse separacije
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vrijedi cilj maksimiziranja c(n, g). Medutim, uocˇimo da kriterij klasteriranja
∑g
m=1 h1(m)
ima ozbiljan nedostatak u smislu da broj razlicˇitosti koji tomu doprinosi ovisi o velicˇini
grupe nm(
∑g
m=1 nm = m), iako suma mozˇe postati jako velika samo jer odredene grupa-
cije u m grupa proizvode mnoge razlicˇitosti koje se mogu promatrati). Ovo je dovelo do
prijedloga da bi za indeks h1(m),
c1∗(n, g) =
g∑
m=1
h1(m)
nm
(5.4)
bila prikladnija funkcija sazˇetka. Nadalje, kriterij klasteriranja mozˇe biti definiran i kao
kombinacija mjera homogenosti i sepracije.
5.2 Kriteriji klasteriranja proizasˇli iz neprekidnih
podataka
Najcˇesˇc´e korisˇten kriterij klasteriranja proizasˇao iz (two-mode) n× p matrice, X, neprekid-
nih podataka koristi dekompoziciju p × p matrice disperzije, T, dane s
T =
g∑
m=1
nm∑
l=1
(xml − x¯)(xml − x¯)′, (5.5)
gdje je xml p-dimenzionalni vektor opazˇanja l-tog objekta grupe m, a x¯ je p-dimenzionalni
vektor ukupnih ocˇekivanih vrijednosti (sample mean) svake varijable. Ta cjelokupna ma-
trica disperzije se mozˇe particionirati u unutar-grupnu matricu disperzije
W =
g∑
m=1
nm∑
l=1
(xml − x¯m)(xml − x¯m)′, (5.6)
gdje je x¯m p-dimenzionalni vektor srednjih vrijednosti unutar grupe m, i izmedu-grupnu
matrica disperzije
B =
g∑
m=1
nm(x¯m − x¯)(x¯m − x¯)′, (5.7)
tako da je
T = W + B. (5.8)
Za p = 1 (univariate data), zadnja jednadzˇba predstavlja podjelu cjelokupne sume kva-
drata varijable u unutar- i izmedu-grupnu sumu kvadrata, slicˇno kao i jednodimenzionalna
analiza varijance. U tom bi slucˇaju, prirodan kriterij za grupaciju bio izabrati particiju koja
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odgovara minimalnoj vrijednosti unutar-grupne sume kvadrata ili, ekvivalentno, maksima-
lanu vrijednost izmedu-grupne sume kvadrata.
Minimizacija traga(W)
U visˇedimenzionalnom slucˇaju (za p > 1), izvod kriterija klasteriranja iz jednadzˇbe T =
W+B nije tako jasan rez kao za p = 1, te je predlozˇeno nekoliko alternativa. Ocˇiti nastavak,
za visˇedimenzionalan slucˇaj, minimizacije kriterija unutar-grupne sume kvadrata u jedno-
dimenzionalnom slucˇaju je minimizacija suma izmedu-grupne sume kvadrata nad svim
varijablama. To znacˇi minimizirati trag(W) (koji je ekvivalentan maksimizaciji trag(B)).
Mozˇe se pokazati da je to ekvivalentno minimizaciji sume kvadriranih Euklidskih udalje-
nosti izmedu pojedinaca i njihovih grupnih sredina, odnosno
E =
g∑
m=1
nm∑
l=1
(xml − x¯m)′(xml − x¯m) =
g∑
m=1
nm∑
l=1
d2ml,m, (5.9)
gdje je dml,m Euklidska udaljenost izmedu l-tog objekta m-te grupe i ocˇekivanja m-te grupe.
Nadalje, kriterij se mozˇe izvesti i iz baze matrice udaljenosti
E =
g∑
m=1
1
2nm
nm∑
l=1
nm∑
v=1
d2ml,mv, (5.10)
gdje je dml,mv Euklidska udaljenost izmedu l-tog i v-tog objekta m-te grupe. Prema tome
minimizacija trag(W) je ekvivalentna minimizaciji kriterija manjka homogenosti c∗1(n, g)
za Euklidsku udaljenost i r = 2 u definiciji h1(m).
Minimizacija det(W)
U visˇedimenzionalnoj analizi varijance, jedan od testova za razlike vektora ocˇekivanja
grupa je baziran na omjeru determinanti cjelokupne i unutar-grupne matrice disperzije.
Velike vrijednosti det(T)/det(W) ukazuju da se grupni vektori ocˇekivanja razlikuju. Takva
saznanja navode Friedmana i Rubina (1967) da za kriterij klasteriranja stave maksimiza-
ciju tog omjera. Posˇto za sve particije od n pojedinacˇnih podataka u g grupa T ostaje ista,
maksimizacija det(T)/det(W) je ekvivalentna minimizaciji det(W).
Maksimizacija trag(BW−1)
Daljnji kriterij kojeg su predlozˇili Friedman i Rubin (1967) je maksimizacija traga matrice
objedinjene iz produkta matrica izmedu-grupne matrice disperzije i inverza unutar-grupne
matrice disperzije. Ova funkcija je daljnji test-kriterij korisˇten u kontekstu visˇedimenzionalne
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analize varijance, sa velikim vrijednostima trag(BW−1) indicirajuc´i da se vektori ocˇekivanja
grupa razlikuju.
Svojstva kriterija klasteriranja
Minimizacija trag(W) je najcˇesˇc´e korisˇteni kriterij klasteriranja od sva tri navedena u pret-
hodnom poglavlju. Ali, opc´e je poznato da i to snosi odredene posljedice. Prvenstveno,
metoda ovisi o mjernoj skali. Razlicˇita rijesˇenja mogu proizac´i iz neobradenih podataka i
podataka standardiziranih u nekom pogledu. Da je to tako, mozˇe se vidjeti iz ekvivalentne
definicije kriterija pomoc´u Euklidske udaljenosti u jednadzˇbi (5.9), te efekta vaganja na
potonjem. Jasno je da je ovo od znatne prakticˇne vazˇnosti zbog potrebe standardizacije u
mnogim primjenama. Daljnji problem korisˇtenja ovog kriterija je taj da on mozˇe postaviti
’sfericˇnu’ strukturu promatranih klastera cˇak i kada su ’prirodni’ klasteri u originalnoj bazi
podataka drugacˇijeg oblika.
Ovisnost o mjernoj skali metode trag(W) je bila Friedmanova i Rubinova (1967) moti-
vacija potrage za alternativnim kriterijima koji nisu pod utjecajem skaliranja. Neovisnost
kriterija o skali, baziranog na maksimizaciji det(T)/det(W) ili trag(BW−1), se mozˇe vidjeti
formuliranjem tih funkcija u terminima svojstvenih vrijednosti λ1, ..., λp matrice BW−1, to
jest
trag(BW−1) =
p∑
k=1
λk (5.11)
i
det(T)
det(W)
=
p∏
k=1
(1 + λk). (5.12)
Jer su svojstvene vrijednosti matrice BW−1 iste, neovisno da je li matrica dobivena iz
originalne matrice podataka X ili matrice tezˇina Xdiag(w1, ...,wp), kriteriji optimizacije
nisu pod utjecajem skakliranja. Naravno, implikacija ovoga je da takav kriterij nije prikla-
dan za primjene klasteriranja kada ispitivacˇ zˇeli koristiti varijable u njezinim originalnim
mjerama, ili ako zˇeli uvesti tezˇine bazirane na subjektivnoj prosudbi.
Kriterij minimiziranja det(W) je bio najcˇesˇc´e korisˇten jer ne ogranicˇava klastere na
sfericˇne. Kao kontrast kriteriju trag(W), kriterij det(W) mozˇe identificirati elipticˇne klas-
tere. Medutim, pokazalo se da oba kriterija, i trag(W) i det(W), daju grupe sadrzˇane od
priblizˇno istog broja objekata, a kriterij det(W), iako dopusˇta elipticˇke klastere, pretpos-
tavlja da klasteri imaju isti oblik (odnosno, istu orijentaciju i isti stupanj elipticˇnosti). Na-
ravno, to mozˇe prizvesti problem kada se podaci ne podudaraju s tim zahtjevima te je u
tom slucˇaju potrebno koristiti drugacˇiji kriterij klasteriranja.
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Alternativni kriteriji za klastere drugacˇijih oblika i velicˇina
U pokusˇaju da se nadide problem ’slicˇnih oblika’ kriterija det(W), Scott i Symons (1971)
predlazˇu metodu klasteriranja baziranu na minimizaciji
g∏
m=1
[det(Wm)]nm , (5.13)
gdje je Wm matrica disperzije unutar m-te grupe:
Wm =
nm∑
l=1
(xml − x¯m)(xml − x¯m)′, (5.14)
i nm je broj individua u m-toj grupi. (Metoda je ogranicˇena samo na rjesˇenja klastera gdje
svaki klaster sazdrzˇi najmanje p + 1 individuu. Restrikcija je potrebna da bi se izbjegle
singularne matrice disperzije, cˇija bi determinanta bila nula.) Alternativni kriterij dan od
Maronna i Jacovkis (1974) je minimizacija
g∑
m=1
(nm − 1)[det(Wm)]1/p. (5.15)
Pri pokusˇaj da se nadide problem kriterija trag(W) i det(W), koji daju grupe jednakih
velicˇina, Symons (1981) predlazˇe dva kriterija minimizacije:
g∏
m=1
[
det(W/n2m)
]nm
(5.16)
(modifikacija kriterija determinante) i
g∏
m=1
[
det(Wm/n2m)
]nm
, (5.17)
(modifikacija kriterija danog s 5.13).
Vec´ina kriterija klasteriranja danih gore su heuristicˇki. To naravno ne znacˇi da tu nisu
ukljucˇene pretpostavka o klasnim strukturama. Zapravo, mozˇe se pokazati da su neki od
kriterija ekvivalentni formalnijim statisticˇkim kriterijima u kojima je optimizacija nekog
kriterija ekvivalentna maksimizaciji ponasˇanja specificˇnog baznog vjerojatnosnog modela.
Takvi statisticˇki modeli mogu pomoc´i boljem razumijevanju kako bi postojec´i kriteriji klas-
teriranja bili uspjesˇniji, te se mogu koristiti pri sugestijama daljnjijih kriterija za novonas-
tale situacije. Na primjer, predlozˇeni su kriteriji za klastere poznate po tome sˇto su elipticˇki
priblizˇno jednake velicˇine i oblika, ali orijentirani u razlicˇitim smjerovima.
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Svi kriteriji spomenuti u ovom poglavlju su esencijalno prikladniji za podatke gdje
su sve varijable mjerene na neprekidnoj skali. Kada varijable nisu neprekidne, prikladna
matrica razlicˇitosti se mozˇe generirati koristec´i mjere uvedene u poglavlju 3, te korisˇtenjem
kriterija klasteriranja koji radi na bazi matrice razlicˇistosti. Alternativno, matrica razlicˇitosti
se mozˇe transformirati u matricu Euklidskih udaljenosti te klasteriranje bazirano na prikazu
objekata u Euklidskom prostoru.
5.3 Optimizacijski algoritmi
Izabravsˇi prikladan kriterij klasteriranja potrebno je odlucˇiti kako pronac´i particiju u g
grupa koja optimizira dani kriterij. (Naravno da mozˇe postojati visˇe od jedne particije koja
optimizira dani kriterij klasteriranja.) Teoretski gledano, izracˇunali bi vrijednost kriterija
za svaku moguc´u particiju te bi izabrali particiju koja daje optimalnu kriterijsku vrijednost.
Medutim, u praksi to i nije tako ocˇigledno. Broj razlicˇitih particija n objekata u g grupa
dan je sa
N(n, g) =
1
g!
g∑
m=1
(−1)g−m
(
g
m
)
mn. (5.18)
Cˇak i za male n i g je velik broj moguc´ih particija. Prema tome, cˇak i s danasˇnjim
racˇunalima, broj izracˇuna je prevelik tako da cjelokupno nabrajanje svake moguc´e particije
nije moguc´e. Za neke je kriterije moguc´e identificirati optimalnu particiju bez nabrajanja
svih moguc´ih. Za druge kriterije klasteriranja, eksplicitne tehnike optimizacije kao di-
namicˇko programiranje ili algoritmi grananja i odredivanja mogu biti korisˇteni da smanje
nepotrebna nabrajanja, ali s takvim poboljsˇanjima su globalne potrage neprakticˇne.
Ovaj problem je doveo do razvitka algoritama dizajniranih da tragaju za optimalnom
vrijednosti kriterija klasteriranja preko preraspodjele postojec´ih particija i cˇuvanja novih,
samo ako se osigurava poboljsˇanje. Takvi algoritmi su poznati kao penjajuc´i algoritmi
(hill-climbing algoritmi), iako bi se u slucˇaju kriterija koji zahtjeva minimizaciju trebali
zvati hill descending. Koraci pri implementaciji ovih algortama su:
1. Pronadi pocˇetnu particiju n objekata u g grupa
2. Izacˇunaj promjenu u kriteriju klasteriranja nacˇinjenu pomicanjem svakog objekta iz
njegove grupe u drugu
3. Napravi promjenu koja vodi najvec´em poboljsˇanju u vrijednosti kriterija klasteriranja
4. Ponavljaj posljednja dva koraka sve dok nema pomaka objekta koji bi uzrokovao
poboljsˇanje kriterija klasteriranja
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Pocˇetna particija se mozˇe dobiti na mnogo nacˇina. To bi na primjer moglo biti odredeno
na bazi prethodnog znanja ili bi moglo biti rezultat prethodnih aplikacija neke druge me-
tode klasteriranja, mozˇda jedne od hijerarhijskih metoda. Alternativno, pocˇetna particija se
mozˇe izabrati slucˇajno (random) ili, kada se objekti mogu prikazati kao tocˇke u Eklidskom
prostoru, g tocˇaka mozˇe biti izabrano da izgledaju kao klaster. Rezultati optimizacijskih
metoda mogu biti pod utjecajem izbora startne particije. Razlicˇite pocˇetne particije mogu
dovesti do razlicˇitih lokalnih optimuma kriterija klasteriranja, iako je logicˇno da sa dobro
strukturiranim podacima ocˇekujemo konvergenciju prema istom, nadajmo se globalnom,
optimumu iz mnogih startnih konfiguracija. Marriott (1982) predlazˇe da spora konvergen-
cija i vrlo razlicˇita grupiranja dobivena iz razlicˇitih pocˇetnih particija obicˇno impliciraju da
je g krivo odabran, posebno ako nema posebnog dokaza klasteriranja. U takvim se situaci-
jama savjetuje provodenje algoritma optimizacije visˇe puta mijenjajuc´i pocˇetnu particiju.
Jedan od ranijih hill-climbing algoritama predlazˇe iterativno azˇuriranje particije isto-
vremeno premjesˇtajuc´i svaki objekt u grupu cˇijem je ocˇekivanju najblizˇi, te potom preracˇunava
ocˇekivanje grupe. Iako to nije izricˇito navedeno, mozˇe se pokazati da, pod nekim uvijetima
pravilnosti, je to ekvivalentno minimizaciji trag(W) kada Euklidske udaljenosti definiraju
’blizinu’. Takvi algoritmi, koji ukljucˇuju racˇunanje srednje vrijednosti (centroida) svakog
klastera, cˇesto se zovu k-means algoritmi. Algoritmi koji premjesˇtaju objekt u grupu cˇijem
primjerku je najblizˇi u terminima neke mjere razlicˇitosti (udaljenosti), te nakon toga revalu-
iraju grupni primjerak, su od posebnog interesa u poslijednjih nekoliko godina. U kontrastu
srednje vrijednosti grupe (centroid), grupni primjerak (medoid) odgovara stvarnom objektu
u bazi podataka. Minimizacija razlicˇitosti primjeraka je ekvivalentno minimizaciji kriterija
klasteriranja c1(n, g) =
∑g
m=1 h3(m) za r = 1 i za danu matricu razlicˇitosti - ponekad poz-
nato pod nazivom ’suma zvjezdastog kriterija’. Ovisno o njihovim zacˇetnicima, takvi su
algoritmi poznati kao particioniranje oko medoida ili PAM ili kao k-median algoritmi.
Iako prethodno navedena cˇetiri koraka daju susˇtinu hill-climbing algoritma, postoje
problemi pri njihovoj detaljnjijoj implementaciji. Implementacija k-means algoritma na
minimizaciju trag(W) se razlikuje ako su objekti premjesˇteni istovremeno ili pojedinacˇno.
Objekti se mogu pojedinacˇno premjesˇtati na razlicˇite nacˇine, na primjer slucˇajnim ili sis-
temskim redosljedom. Objekti mogu biti premjesˇteni u najblizˇu grupu ili u onu koja re-
zultira najvec´im poboljsˇanjem kriterija klasteriranja. Ocˇekivanja grupa se mogu azˇurirati
nakon svakog pojedinacˇnog premjesˇtanja ili nakon premjesˇtanja odredenog broja objekata.
Konacˇno, varijacije k-means algoritma su razmjene parova dvaju objekata cˇlanova grupe.
K-means metoda
Jedna od optimizacijskih, nehijerarhijskih metoda dijeljenja. U pristupu dijeljenjem, opazˇanja
se razdvajaju u g klastera bez uporabe hijerarhijskog pristupa zasnovanog na matrici uda-
ljenosti ili slicˇnosti izmedu svih parova tocˇaka (podataka). K-means metoda dozvoljava
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pomicanje cˇlanova iz jednog klastera u drugi, dozvoljava relokaciju, sˇto nije dozvoljeno u
hijerarhijskim metodama.
Prvo se odabere g cˇlanova kao pocˇetne jedinice (seeds, sjeme). Oni se kasnije zami-
jenjuju s centroidima (vektorima sredina) klastera. Pocˇetne tocˇke je moguc´e odabrati na
visˇe nacˇina: na slucˇajan se nacˇin odabere g cˇlanova (moguc´e udaljenih za specificiranu
minimalnu udaljenost), izabere se prvih g tocˇaka (opet uz zahtjev minimalne udaljenosti),
izabere se g tocˇaka medusobno najudaljenijih i slicˇno.
Za metode izbora pocˇetnih tocˇaka, broj klastera, g, mora biti zadan. Alternativno,
mozˇe biti zadana minimalna udaljenost izmedu pocˇetnih tocˇaka te se tada svi cˇlanovi koji
zadovoljavaju taj kriterij izabiru kao pocˇetni (seeds).
Nakon sˇto su pocˇetne tocˇke odabrane, svaka je preostala tocˇka u skupu podataka pri-
druzˇena klasteru s najblizˇom pocˇetnom tocˇkom (zasnovanom na Euklidskoj udaljenosti).
Cˇim klaster ima visˇe od jednog cˇlana, pocˇetna tocˇka klastera se zamjenjuje njegovim cen-
troidom. Nakon sˇto su svi cˇlanovi pridruzˇeni klasterima, za svaki se cˇlan provjerava je
li blizˇi centroidu nekog drugog klastera nego centroidu vlastitiog klastera. Ako jest, pre-
mjesˇta se u novi klaster, a centroid klastera se ponovno preracˇunava. Postupak se nastavlja
sve dok nova poboljsˇanja visˇe nisu moguc´a.
K-means metoda je osjetljiva na izbor polaznih nositelja (pocˇetnih tocˇaka). Preporucˇljivo
je da se postupak pocˇne ponovno s drugacˇijim izborom pocˇetnih tocˇaka. Ukoliko takav iz-
bor rezultira potpuno drugacˇijim konacˇnim klasterima, ili ako je konvergencija ekstremno
spora, mozˇe se zakljucˇiti da nema prirodnih klastera podataka.
Metoda se mozˇe koristiti kao moguc´a potvrda hijerarhijskog postupka. Cˇlanovi se prvo
klasteriraju hijerarhijskom metodom, a zatim se centroidi klastera koriste kao pocˇetne tocˇke
za k-means pristup koji dozvoljava relokaciju tocˇaka iz jednog klastera u drugi.
Da bi se ilustrirala osjetljivost k-means metode na pocˇetni izbor nositelja koristit c´e se
slijedec´e cˇetiri metode izbora:
1. Na slucˇajan se nacˇin bira g opazˇanja cˇija je udaljenost barem r.
2. Odabere se prvih g opazˇanja cˇija je udaljenost barem r.
3. Odabere se g medusobno najudaljenijih opazˇanja.
4. Koristi se g centroida iz rjesˇenja s g klastera dobivenih hijerarhijskom metodom
prosjecˇne veze.
5.4 Izbor broja klastera
U mnogim primjenama optimizacijskih metoda klasteriranja ispitivacˇ je primoran procije-
niti broj klastera u bazi podataka. Za vec´inu situacija je vec´ predlozˇeno nekoliko metoda
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koje mogu pripomoc´i pri odluci. Vec´ina ih je informativnog karaktera i ukljucˇuje crta-
nje vrijednosti kriterija klasteriranja naspram broja grupa. Velike promjene levela u grafu
se obicˇno uzimaju kao prijedlozi za odredeni broj grupa (klastera). Basˇ kao i procedure
prosudivanja dendograma, ovakav pristup mozˇe biti vrlo subjektivan sa ’veliko’ bivajuc´i
kao funkcija korisnikovih prethodnih ocˇekivanja.
Medutim, predlozˇen je velik broj formalnijih tehnika koje pokusˇavaju nadic´i problem
subjektivnosti. Iako je predlozˇen velik broj metoda, samo je ogranicˇen broj istrazˇivanja nji-
hovih svojstava odraden. Najdetaljnije usporedno istrazˇivanje ucˇinaka tehnika za odredivanje
broja grupa dali su Milligan i Cooper (1985), dok su zadnjih 15 indeksa za visoko-dimenzonalne
binarne podatke dali Dimitriadou et al. (2002). Obje studije procjenjuju sposobnost for-
malnih (automatskih) metoda odredivanja tocˇnog broja klastera u nizu simuliranih poda-
taka. Kao i sve simulacijske studije, njihovi zakljucˇci se ne mogu generalizirani jer izvod
metode mozˇe ovisi o (nepoznatoj) klaster strukturi kao i o klaster algoritmu korisˇtenom pri
odredivanju cˇlanova grupe.
Dva vodec´a izvodacˇa u studiji Milligana i Coopera su bile tehnike koje su predlozˇili
Calinski i Harabasz (1974) i Duda i Hart (1973), a bile su namjenje za rad s neprekidnim
podacima. Calinski i Harabasz (1974) predlazˇu uzimanje vrijednosti g, broj grupa, koja
odgovra maksimalnoj vrijednosti C(g), gdje je C(g) dano s
C(g) =
trag(B)
(g − 1) /
trag(W)
(n − g) . (5.19)
Kao i sa svim tehnikama za odredivanje broja grupa, evalulacija ovog kriterija za dani
broj grupa g zahtjeva znanje o cˇlanovima grupe pri odredivanju matrica B i W. Opc´enito,
izabrani broj grupa ovisi o korisˇtenoj klaster metodi (i njenoj implementaciji).
Duda i Hart (1973) nude kriterij za podjelu m-tog klastera u dva podklastera. Oni
usporeduju unutar-grupnu sumu kvadriranih udaljenosti izmedu objekata i centroida, J21(m),
sa sumom kvadriranih udaljenosti unutar-klastera, kada je klaster optimalno podijeljen u
dva, J22 . Nul hipoteza je da odbacujemo tezu da je klaster homogen (i da je klaster podije-
ljen) ako
L(m) =
(
1 − J
2
2
J21
− 2
pip
) {
nm p
2
[
1 − 8/(pi2 p)]
}1/2
(5.20)
prelazi kriticˇnu vrijednost standardne normalne distribucije (ovdje p oznacˇava broj vari-
jabli, a nm je broj objekata u m-tom klasteru). Dakle, prijedlog Dudae i Harta prezen-
tira lokalni kriterij. Ovo se mozˇe pretvoriti u globalni kriterij za odredivanje da li je do-
datna grupa prezentirana ili ne, imajuc´i na umu skup testnih statistika, {L(m) : m = 1, ..., g},
za sve grupe. Nul hipoteza za homogene grupe se odbija u korist iduc´e grupe kada bar
jedna testna statistika prelazi kriticˇnu vrijednost. Nadalje, treba imati na umu da se razine
znacˇajnosti ne interpretiraju kao i obicˇno zbog visˇestrukih testiranja.
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Daljnje pravilo koje radi na sumi kvadrata udaljenosti, takoder jedno od boljih prefor-
mansi iz studije Milligana i Coopera, je ’F-test’ kojeg predlazˇe Beale (1969). Neka S 2g
oznacˇava sumu kvadrata odstupanja od klasterovog centroida u uzorku. Tada je podjela n
objekata u g2 klastera znacˇajno bolja od podjele u g1 klastera (g2 > g1) ako testna statistika
F(g1, g2) =
(S 2g1 − S 2g2)/S 2g2[
(n − g1)/(n − g2)] (g2/g1)2/p − 1 . (5.21)
prelazi kriticˇnu vrijednosti F-distribucije sa p(g2 − g1) i p(n − g2) stupnjeva slobode.
Marriott (1971) predlazˇe moguc´u proceduru procijenjivanja broja grupa koristec´i mi-
nimizaciju det(W) kao izabrani kriterij klasteriranja. On predlazˇe uzimanje vrijednosti
g za koju je g2det(W) minimum. Za unimodalne distribucije, Marriott pokazuje da c´e
to vjerovatno dovesti do prihvac´anja jednocˇlanske grupe (g=1), i za strogo grupirane po-
datke c´e dovesti do prikladne vrijednosti od g. Dodatno, za dano g, povezana statistika,
g2det(W)/det(T), cˇije vrijednosti opadaju s rastuc´im stupnjem klasteriranja, se mozˇe ko-
ristiti kao test za dokaz postojanja klaster strukture. Posebno, ako testna statistika ima
vrijednost vec´u od 1, za sve moguc´e subdivizije, tada se mozˇe smatrati da objekti tvore
jednu grupu. Svojstva uzorka testne statistike pod jedinstvenom hipotezom (specijalan
slucˇaj ne postojanja klastera) se mozˇe ispitati Monte Carlo metodom. Pravilo su pronasˇli
Milligan i Cooper (1985) te ima sklonost specificirati konstantan broj klastera.
Sve metode odabira broja grupa predlozˇene do sada pretpostavljaju da su varijable mje-
rene na neprekidnoj skali, odnosno da su sve varijable neprekidne. Kao primjer metode
koja se mozˇe koristiti za kategoricˇke podatke navodimo adaptaciju Goodman i Kruskal
gama statistike koja se koristi u klasifikacijskim studijama. Ova procedura radi na matrici
razlicˇitosti, gdje je svaka unutar-grupna udaljenost usporedena sa svakom medu-grupnom
udaljenosti. U ovom se kontekstu par razlicˇitosti smatra skladnim (proturijecˇnim) ako je
unutar-klasterska razlicˇitost strogo manja (strogo vec´a) od medu-klasterske razlicˇitosti. In-
deks skladnosti, I(g), je definiran kao
I(g) =
S + − S −
S + + S −
∈ [−1, 1] , (5.22)
gdje su S + i S − brojevi skladnih i proturijecˇnih parova, redom. Broj grupa, g, se odabire
tako da je I(g) maksimum. Pravilo su pronasˇli Milligan i Cooper (1985).
Daljnja istrazˇivanja koja su korisna pri odredivanju broja grupa, te koja takoder rade
bazirana na matrici razlicˇitosti, su siluet plot (silhouette plot) kojeg su predlozˇili Kaufman
i Rousseeuw (1990) i implementirali u R paker cluster. Za svaki objekt i definiraju indeks
s(i) ∈ [−1, 1], koji usporeduje razdvajanje objekta i iz njegovog klastera sa heterogenosti
klastera. Kada s(i) ima vrijednosti blizu 1, heterogenost klastera objekta i je puno ma-
nja nego njegovo razdvajanje i objekt i se uzima kao ’dobro kalsificiran’. Slicˇno, kada
je s(i) blizu -1 suprotna relacija povlacˇi da je objekt i uzet da bude ’pogresˇno klasifici-
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ran’. Kada je indeks blizu nule, nije jasno da li se objekt treba pripisati svom trenutnom
klasteru ili susjednom klasteru. Siluete plot prikazuje vrijednosti s(i) kao horizontalne
granice, oznacˇene u opadajuc´em redosljedu za svaki klaster. Siluete plot je sredstvo za
procjenu kvalitete rijesˇenja klastera, omoguc´ujuc´i ispitivacˇu da identificira ’slabo’ klasifi-
cirane objekte te tako razlikujuc´i cˇist rez klastera od onih slabih. Siluete plotovi rijesˇenja
klastera, objedinjenih iz razlicˇitih izbora broja grupa, se mogu usporedivati, a broj grupa
izabran tako da kvaliteta rijesˇenja klastera bude maksimizirana. U tom smislu prosjecˇna
siluete sˇirina - prosjek s(i) nad cijelom bazom podataka - se mozˇe maksimizirati tako da
pruzˇa formalniji kriterij za selekciju broja grupa.
Najnovija statisticˇka literatura predlazˇe tako zvanu GAP-statistiku kao mjeru za odredivanje
broja klastera (Tibshirani et al., 2001). Tibshirani i kolege razvijaju pristup koji formali-
zira ideju pronalaska ’lakta’ u grafu optimiziranog kriterija klasteriranja naspram broja
klastera, g. Njihova ideja je standarizirati graf log
[
C(n, g)
]
naspram broja klastera, gdje
je C(n, g) kriterij klasteriranja koji je minimiziran iz g klastera, usporedujuc´i ga sa nje-
govim ocˇekivanjem pod null referentnom distribucijom. Za ovu priliku, dopusˇtajuc´i da
E∗n oznacˇava ocˇekivanje pod uzorkom velicˇine n iz referentne distribucije, oni predlazˇu da
optimalna vrijednost za broj klastera bude vrijednost g za koju je ’gap’
GAPn(g) = E∗n
{
log
[
c(n, g)
]} − log [C(n, g)] (5.23)
najvec´i. Njihova procedura transformira optimizirani kriterij klasteriranja u log-skalu,
tako da maksimizacija apsolutnog nesrazmjera sa ocˇekivanim vrijednostima iznosi mak-
simizaciju relativnog (faktor) nesrazmjera na originalnoj skali. Vazˇnije, njihova procedura
dopusˇta evaluaciju kvalitete jednocˇlanog rijesˇenja klastera, te to omoguc´uje ispitivacˇu da
postavi pitanje da li postoji ikakav dokaz o postojanju razlicˇitih klastera u bazi podataka ili
ih je najbolje smatrati kao jednocˇlane homogene grupe.
Zakljucˇno, savjetuje se neovisnost o jednom pravilu selektiranja broja grupa nego sin-
teza rezultata dobivenih primjenom visˇe razlicˇitih tehnika. Takoder, kao i kod kriterija
klasteriranja, neka pravila izbora broja klastera cˇine pretpostavke o strukturi klastera i daju
dobre rezultate samo kada se te pretpostavke udovolje.
Poglavlje 6
Primjena klaster analize u medicini
U ovom poglavlju se bavimo primjenom klaster analize na bazu podataka jedne bolnice.
Cilj bolnice je optimizirati korisˇtenje dijagnosticˇkih uredaja. Podaci su stvarni. Cijela
analiza je napravljena u R programu. Donja tablica prikazuje kakve podatke imamo.
Tablica 6.1: Primjer tablice s podacima
Pregled Spol Starost(god) Datum pregleda
UL F 35 01.01.2014.
MR M 56 02.01.2014
RG M 23 01.01.2014
CT F 15 01.02.2014.
Other M 66 02.02.2014.
...
...
...
...
Pregledi su: UL (ultrazvuk), MR (magnetska rezonanca), RG (rendgen), CT (racˇunalna
tomografija), te Other (svi ostali pregledi koji ne koriste specificˇan uredaj). Spolovi su
oznacˇeni sa F (zˇensko) i M (musˇko). Datumi se krec´u u rasponu od 01.01.2014. do
09.02.2014 (40 dana), a godine su u skupu {1, ..., 103}. Cjelokupna tablica sadrzˇi 35 500
redaka, odnosno toliko pregleda.
Cilj analize je grupirati preglede po danima kako bi dobili algoritam i predikciju pomoc´u
kojih se mozˇe uocˇiti ’navala’ na odredene preglede. Tocˇnije, kako bi radnici bolnice bolje
organizirali preglede i smanjili buduc´e liste cˇekanja.
Kao sˇto vidimo, u podacima su prisutne kategorijske varijable: pregled, spol, te da-
tum pregleda. Samim time ne mozˇemo podatke obraditi na jednostavan nacˇin nego c´emo
koristiti specificˇnu funkciju u R-u za obradu kategoricˇkih varijabli. No, kako bi se bolje
upoznali s podacima pogledajmo najprije opisnu statistiku.
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6.1 Opisna statistika
U ovom dijelu c´emo se bolje upoznati s podacima kako bi daljnja klaster analiza istih bila
laksˇa. Najprije pogledajmo frekvencije svih pregleda. Na donjoj slici 6.1 vidimo da su
najcˇesˇc´e radeni pregledi RG (rendgen), a svi svi ostali koji pripadaju u kategoriju Other su
najslabije trazˇeni te tako i odradeni, a od cˇetiri istaknuta .
Slika 6.1: Frekvencije pregleda
Nadalje, pogledajmo slike 6.2 i 6.3 koje nam prikazuju frekvencije broja pregleda s
obzirom na datuma pregleda i dob pacijenata. Prva nam kazuje kako se glavnina pregleda
odvijala kroz tjedan, manje guzˇve su bile vikendima. Iz druge mozˇemo iscˇitati da su pa-
cijenti starosti oko 67 godina bili najzastupljeniji. Detaljni summary podataka nalazi se u
prilogu s kodovima.
Daljnji graf Slika 6.4 nam pokazuje zastupljenost spolova, te vidimo da zˇene prednjacˇe
nad musˇkarcima. Udio zˇena je 0.541209. Dok nam graf Slika 6.5 pokazuje broj pregleda
zˇena (crveni kruzˇic´i) i musˇkaraca (plavi kruzˇic´i) po godinama.
6.2 Primjena klaster analize
Kao sˇto smo vec´ napomenuli, podaci koje imamo sadrzˇe mixed varijable, sadrzˇani su od
numericˇkih i kategorijskih varijabli. Za obradu takvih podataka koristimo R-ovu funkciju
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Slika 6.2: Frekvencije datuma pregleda
Slika 6.3: Frekvencije godina
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Slika 6.4: Zastupljenost spolova
Slika 6.5: Dob pacijenata
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daisy. Nadalje, bitno je napomenuti da nije bilo moguc´e napraviti analizu na svih 35 500
podataka zbog manjka memorije u R-u. Iz tog razloga je uzimano po 1000, 2000 i 3000
random pregleda te je klaster analiza radena na takvom uzorku. Analiza kojom obradujemo
podatke je bazirana na k-means metodi u kojoj unaprijed odredujemo broj klastera. Tako
smo na ovom primjeru radili analizu s predvidenih dva, tri i cˇetiri klastera. Svi korisˇteni
kodovi su s objasˇnjenjima stavljeni u dodatak.
Prvenstveno krec´emo sa dijagonalno simetricˇnom scatterplot matricom (Slika 6.6) frek-
vencija datuma pregleda, samih pregleda i broja pregleda po datumu. Pregledi su oznacˇeni
brojevima 1 - 5 i to redom CT, MR, Other, RG, UL. Dana matrica potvrduje zakljucˇke
dobivene opisnom statistikom. Vidimo da su pregledi RG najzastupljeniji i da se izvode
svaki dan visˇe puta. Takoder su pregledi svrstani u kateogriju Other ponovno najmanje
izvodeni, te im je i dnevna frekvencija vrlo niska. Odnosno, nisu se izvodili svaki dan.
Nadalje, ako govorimo o danima i broju pregleda po danu, vidimo da je vec´inom izvodeno
oko 500 pregleda dnevno, a ponekad i visˇe. Zbog toga dobivamo sliku na kojoj se jasno
vide ti rezovi.
Klaster analizu provodimo k-means metodom na random generiranim uzorcima od
1000, 2000 i 3000 pregleda. Krec´emo sa klasterima dobivenim na uzorku od 1000 pre-
gleda. Na obje slike 6.7 i 6.8 vidimo da nam se klasteri uvelike poklapaju u oba slucˇaja,
sˇto znacˇi da je slicˇnost medu njima velika, a udaljenost mala. Klasterizacija uzorka u dva
klastera na slici 6.7 nam daje dva jasno uocˇljiva klastera. Medutim, mozˇemo uocˇiti da nam
to i nije dobro jer oba klastera sadrzˇe skoro sve podatke. Zbog toga je klasterizacija uzorka
u tri klastera bolja jer jasnije razdvaja klastere na temelju slicˇnosti, odnosno razlicˇitosti. U
oba slucˇaja vidimo da nam se na obje strane donja dva klastera izdvajaju. Kada bi pret-
postavili da imamo cˇetiri klastera, dobivamo sliku 6.9 na kojoj su klasteri tocˇno grupirani
po stupcima i slicˇnostima medu podacima. Ujedno je to i najvec´i broj klastera do kojeg
mozˇemo pretpostavljati jer nam polazna tablica ima 4 stupca.
Ako uzmemo uzorak od 2000 pregleda i klasteriramo ga u dva klastera, tada dobivamo
sliku 6.10. Uocˇavamo da dobivamo isti slucˇaj kao sa random uzorkom od 1000 pregleda.
Takoder, slicˇno dobivamo i za klasterizaciju 2000 pregleda u tri klastera, sˇto mozˇemo vi-
djeti na slici 6.11. Medutim, kada provodimo klasterizaciju u cˇetiri klastera, Slika 6.12
nam se razlikuje od slucˇaja klasterizacije 1000 pregleda u 4 klastera. U ovom slucˇaju do-
bivamo da cˇetvrti klaster sadrzˇi grupacije s desne strane kao i jednu grupu s lijeve strane.
Dakle, ipak na visˇim nivoima postoje podudaranja medu klasterima.
Ako pogledamo slucˇaj klasterizacije 3000 random izabranih pregleda u dva, tri i cˇetiri
klastera dobivamo slike: Slika 6.13, Slika 6.14 i Slika 6.15, redom. U slucˇaju s dva kla-
sera dobivamo identicˇne podklastere kao i u prethodna dva slucˇajna uzorka, ali dva velika
klastera su drugacˇija. To se dogodilo jer biramo random uzorak te ne mozˇemo utjecati na
to koje podatke c´e program generirati. Klasterizacija uzorka u tri klastera se podudara sa
prethodnim uzorcima, samo je simetricˇna. Razlika je uocˇljiva, medutim vidi se i odredena
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dosljednost medu podacima. Svaki klaster sadrzˇi drugacˇiju kombinaciju dva manja podk-
lastera (lijevi i desni), medutim jasno uocˇavamo i dijelove gdje se podudaraju, to jest koliko
su podaci zapravo slicˇni. Slucˇaj klasterizacije 3000 pregleda u 4 velika klastera prikazan je
na slici 6.15. Slicˇnosti se ponovno jasno uocˇavaju, a klasterizacija je dosljedna prethodim
uzorcima.
Na temelju tri obradena uzorka mozˇemo vidjeti odredenu dosljednost medu podacima.
Svaki put dobivamo dva manja podklastera od koji su sastavljeni od jednog manjeg klas-
ter i grupacije od cˇak tri, te su svi jaki klasteri s obrzirom da ne uocˇavamo odstupanja u
slicˇnostima medu podacima. Klasterizacijom uzoraka u dva, tri i cˇetiri klastera dobivamo
kombinacije vec´ih klastera sastavljenih od manjih podklastera. Time vidimo i slicˇnosti
medu njima jer nam klasteri jasno pokazuju gdje se preklapaju.
Dobivena dva simetricˇna podklastera predstavljaju grupacije po spolu, a oba su sas-
tavljena od cˇetiri manja klastera koji prikazuju zastupljenost pregleda. Daljnom klaster
analizom u dva, tri i cˇetiri vec´a klastera dobivamo klastere grupirane na temelju slicˇnosti
zastupljenosti pregleda po spolu.
Najbolju aproksimaciju dobivamo na uzorku od 3000 pregleda, iako uzorak od samo
1000 pregleda ne odstupa znacˇajno.
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Slika 6.6: Scatterplot frekvencije datuma, pregleda i broja pregleda po datumu
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Slika 6.7: Klasterizacija uzorka od 1000 pregleda u 2 klastera
Slika 6.8: Klasterizacija uzorka od 1000 pregleda u 3 klastera
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Slika 6.9: Klasterizacija uzorka od 1000 pregleda u 4 klastera
Slika 6.10: Klasterizacija uzorka od 2000 pregleda u 2 klastera
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Slika 6.11: Klasterizacija uzorka od 2000 pregleda u 3 klastera
Slika 6.12: Klasterizacija uzorka od 2000 pregleda u 4 klastera
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Slika 6.13: Klasterizacija uzorka od 3000 pregleda u 2 klastera
Slika 6.14: Klasterizacija uzorka od 3000 pregleda u 3 klastera
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Slika 6.15: Klasterizacija uzorka od 3000 pregleda u 4 klastera
Dodatak A
Kodovi u R-u
Ovdje se nalazi dodatak s objasˇnjenim kodom korisˇtenim za analizu, te summary svih po-
dataka. Josˇ jednom napominjem da zbog problema s memorijom u R-u nije bilo moguc´nosti
obraditi sve podatke odjednom. Kod je primjenjiv na vec´e baze podataka, a napravljen je
u svrhu ovog diplomskog rada.
A.1 Opisna statistika
rm(list=ls())
library(dplyr)
library(tidyr)
podaci = read.table(”podaci1.csv”, header = TRUE, sep=”;”)
data = tbl df(podaci[, 2:5])
colnames(data)[4] = ”Date”
data$Date = as.Date(data$Date, format=”%m/%d/%Y”)
summary(data)
Tablica A.1: Summary svih podataka
Gender Age Examination Date
Min. :0.0000 Min. : 1.00 CT : 7158 Min. :2014-01-01
1st Qu.:0.0000 1st Qu.: 45.00 MR : 5493 1st Qu.:2014-01-21
Median :0.0000 Median : 62.00 Other: 1011 Median :2014-01-30
Mean :0.4586 Mean : 58.08 RG :20779 Mean :2014-03-27
3rd Qu.:1.0000 3rd Qu.: 75.00 UL : 2036 3rd Qu.:2014-06-02
Max. :1.0000 Max. :103.00 Max. :2014-12-01
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# # graf frekvencija pregleda musˇkaraca i zˇena s kruzˇic´ima u boji
tmpF = data %>% filter(Gender==F)%>% group by(Age) %>%
count() %>% arrange(desc(n))
tmpM = data %>% filter(Gender==M) %>% group by(Age) %>%
count() %>% arrange(desc(n))
plot(tmpF$Age, tmpF$n, ylim=c(F,max(c(tmpF$n, tmpM$n))),main=”Broj
pregleda po godinama”, ylab=”# pregleda”, xlab=”starost (god)”, col=”red”)
points(tmpM$Age, tmpM$n, col=”blue”)
podaci=read.csv(’sve.csv’, header = TRUE, sep=’;’)
Examine=podaci$Examination
FrekvencijeExam¡-data.frame(table(Examine))
nazivExam=FrekvencijeExam$Examine
barplot(FrekvencijeExam$Freq,names.arg=nazivExam, col = ’blue’,
main = ’Frekvencije pregleda’ ,xlab=”Pregled”,ylab=”Frekvencija”)
Genre=podaci$Gender
Age=podaci$Age
ED=podaci$Examination date
ExamineDate=as.Date(ED,”%d.%m.%Y”)
FrekvencijeED=data.frame(table(ExamineDate))
FrekvencijeGenre=data.frame(table(Genre))
FrekvencijeAge=data.frame(table(Age))
op =par(mfrow= c(1,2))
nazivED=FrekvencijeED$ExamineDate
barplot(FrekvencijeED$Freq,names.arg=nazivED, col = ’blue’,
xlab=”Datum pregleda”,ylab=”Frekvencija”)
nazivAge=FrekvencijeAge$Age
barplot(FrekvencijeAge$Freq,names.arg=nazivAge,
col = ’blue’,xlab=”Dob(god)”,ylab=”Frekvencija”)
par(op)
op1=par(mfrow=c(1,2))
nazivGenre=FrekvencijeGenre$Gender
barplot(FrekvencijeGenre$Freq,names.arg=nazivGenre,
col = ’blue4’,xlab=”Spol”,ylab=”Frekvencija”)
pie(FrekvencijeGenre$Freq,labels=c(”F”,”M”))
par(op1)
op =par(mfrow= c(1,2))
hist(ExamineDate, main= ’Datum pregleda’,xlab = ’Datum’,
ylab=’Gustoc´a’ ,breaks=20)
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hist(Age, main=’Dob’, xlab = ’Dob(god)’, ylab = ’Frekvencija’)
par(op)
A.2 Klasterizacija
rm(list=ls())
library(dplyr)
library(tidyr)
library(cluster)
podaci=read.table(’sve.csv’, header = TRUE, sep = ’;’)
## funkcijom sample n generiramo random uzorak iz pocˇetne tablice
uzorak2=sample n(podaci, 1000, replace = F)
## koristimo fju daisy napravljenu za obradu kategorijskih podataka
## fja pam klasterira dane podatke k-mean metodom u prethodno
odreden broj klastera k
## na 2 klastera
prvi4=daisy(uzorak2, metric = ’gower’)
pamv =pam(prvi4, 2, diss = TRUE)
prvi4.clus= pamv$clustering
clusplot(prvi4, prvi4.clus, diss = TRUE, shade = TRUE,
main = ’Klasterizacija uzorka od 1000 pregleda’)
## na 3 klastera
prvi5=daisy(uzorak2, metric = ’gower’)
pamv = pam(prvi5, 3, diss = TRUE)
prvi5.clus= pamv$clustering
clusplot(prvi5, prvi5.clus, diss = TRUE, shade = TRUE,
main = ’Klasterizacija uzorka od 1000 pregleda u 3 klastera’)
## na 4 klastera prvi6=daisy(uzorak2, metric = ’gower’)
pamv = pam(prvi6, 4, diss = TRUE)
prvi6.clus= pamv$clustering
clusplot(prvi6, prvi6.clus, diss = TRUE, shade = TRUE,
main = ’Klasterizacija uzorka od 1000 pregleda u 4 klastera’)
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## uzorak od 2000 pregleda
uzorak=-sample n(podaci, 2000, replace = F)
## na 2 klastera
prvi=daisy(uzorak, metric = ’gower’)
pamv =pam(prvi, 2, diss = TRUE)
prvi.clus= pamv$clustering
clusplot(prvi, prvi.clus, diss = TRUE, shade = TRUE,
main = ’Klasterizacija uzorka od 2000 pregleda’)
## na 3 klastera
prvi1=daisy(uzorak, metric = ’gower’)
pamv = pam(prvi1, 3, diss = TRUE)
prvi1.clus= pamv$clustering
clusplot(prvi1, prvi1.clus, diss = TRUE, shade = TRUE,
main = ’Klasterizacija uzorka od 2000 pregleda u 3 klastera’)
## na 4 klastera
prvi7=daisy(uzorak, metric = ’gower’)
pamv = pam(prvi7, 4, diss = TRUE)
prvi7.clus= pamv$clustering
clusplot(prvi7, prvi7.clus, diss = TRUE, shade = TRUE,
main = ’Klasterizacija uzorka od 1000 pregleda u 4 klastera’)
## uzorak od 3000 pregleda
uzorak1=sample n(podaci, 3000, replace = F)
## na 2 klastera
prvi2=daisy(uzorak1, metric = ’gower’)
pamv =pam(prvi2, 2, diss = TRUE)
prvi2.clus= pamv$clustering
clusplot(prvi2, prvi2.clus, diss = TRUE, shade = TRUE,
main = ’Klasterizacija uzorka od 3000 pregleda u 2 klastera’)
## na 3 klastera
prvi3=daisy(uzorak1, metric = ’gower’)
pamv = pam(prvi3, 3, diss = TRUE)
prvi3.clus= pamv$clustering
clusplot(prvi3, prvi3.clus, diss = TRUE, shade = TRUE,
main = ’Klasterizacija uzorka od 3000 pregleda u 3 klastera’)
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## na 4 klastera
prvi8=daisy(uzorak1, metric = ’gower’)
pamv = pam(prvi8, 4, diss = TRUE)
prvi8.clus= pamv$clustering
clusplot(prvi8, prvi8.clus, diss = TRUE, shade = TRUE,
main = ’Klasterizacija uzorka od 3000 pregleda u 4 klastera’)
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Sazˇetak
Kroz ovaj rad smo poblizˇe objasnili klaster analizu kao i njenu primjenu na podatke jedne
bolnice. Upoznali smo se sa osnovnim pojmovima i tehnikama klasterizacije, te mjerama
na kojima se podaci spajaju u klastere. Uz to smo objasnili metodu klasterizacije zasnovanu
na unaprijed odredenom broju klastera koju smo primjenili na dane podatke.
Klaster analiza podrazumijeva klasifikaciju i prepoznavanje strukture. Trazˇi se opti-
malna struktura podataka za grupiranje opazˇanja u klastere koji se formiraju na temelju
dostupnih informacija koje opisuju podatke i njihove veze. Cilj je pronac´i optimalan kri-
terij grupiranja kod kojeg su opazˇanja unutar svakog klastera slicˇna, ali se razlicˇiti klasteri
medusobno razlikuju.
Analizirali smo podatke o pregledima u odredenoj bolnici. Primjenom klaster analize,
uocˇili smo razlicˇite klastere koji povezuju tipove pregleda s raznim karakteristikama paci-
jenata, poput spola.
Summary
Through this dissertation, we have shown how one can use cluster analysis methods in
medicine. We met the basic concepts of cluster analysis: definition, clustering methods
and measures for forming clusters. In addition we explained the method by which we
process the given data.
Cluster analysis includes the classification and identification of structures. It looks for
optimal structure of the given data and then forms clusters based on the informations about
the data. The goal is to find the optimal grouping criteria in which the observations within
each cluster are similiar, a different clusters differ from each other.
We analyzed data on examinations in a certain hospital. By applying cluster analysis,
we identified different clusters which relate different types of examination with characte-
ristics of patients, such as sex.
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