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1  | INTRODUC TION
Climate is among the most fundamental driving forces controlling 
the environment in which organisms reside (Clarke, 2017). It sets 
boundaries on the biological processes fundamental to their survival 
and reproduction, and governs the rates of processes within these 
boundaries. Though many ecological studies account for climate 
variables when explaining biological phenomena, they usually rely 
on data derived or modelled from weather stations, the spatial res-
olution of which is typically orders of magnitude larger than the or-
ganisms under study (Potter et al., 2013). Conventionally, terrestrial 
meteorological data are collected from networks of weather sta-
tions, with variables such as temperature and humidity recorded at 
c. 1.5–2 m from the ground surface in locations carefully selected 
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Abstract
Many analyses of biological responses to climate rely on gridded climate data derived 
from weather stations, which differ from the conditions experienced by organisms in 
at least two respects. First, the microclimate recorded by a weather station is often 
quite different to that near the ground surface, where many organisms live. Second, 
the temporal and spatial resolutions of gridded climate datasets derived from weather 
stations are often too coarse to capture the conditions experienced by organisms. 
Temporally and spatially coarse data have clear benefits in terms of reduced model 
size and complexity, but here we argue that coarse-grained data introduce errors 
that, in biological studies, are too often ignored. However, in contrast to common 
perception, these errors are not necessarily caused directly by a spatial mismatch 
between the size of organisms and the scale at which climate data are collected. 
Rather, errors and biases are primarily due to (a) systematic discrepancies between 
the climate used in analysis and that experienced by organisms under study; and 
(b) the non-linearity of most biological responses in combination with differences in 
climate variance between locations and time periods for which models are fitted and 
those for which projections are made. We discuss when exactly problems of scale 
can be expected to arise and highlight the potential to circumvent these by spatially 
and temporally down-scaling climate. We also suggest ways in which adjustments 
to deal with issues of scale could be made without the need to run high-resolution 
models over wide extents.
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to be unaffected by local microclimatic influences. Observations 
are often subsequently interpolated to a grid at a resolution of 
101–102 km (see for example World Meteorological Organization, 
2010). Future climate predictions from regional-scale climate mod-
els and reanalyses of historical data are typically made available at 
a similar spatial scale. While meteorological data are frequently re-
corded at hourly or sub-hourly intervals, summarized data are usu-
ally in the form of daily, monthly or annual summary statistics. This 
standardized approach to data collection and collation is designed to 
capture large-scale atmospheric phenomena for the description and 
prediction of weather systems; the influence of very fine-scale and 
short-term variation is of less interest to meteorologists. Data in this 
form are used widely by ecologists and agronomists, not least as they 
offer simple and attractive means of modelling biological responses 
with comparative ease. For example, the WorldClim dataset (Fick & 
Hijmans, 2017), used very commonly in biological studies (Gardner 
et al., 2019), models climate at a spatial resolution of 1 km and a 
temporal resolution of one month (estimated over multiple years). 
Nevertheless, a growing literature stresses that the microclimatic 
conditions that influence the growth, reproduction and survival of 
organisms in the environment can vary considerably from standard-
ized meteorological data (Bramer et al., 2018; Potter et al., 2013; 
Suggitt et al., 2017).
Spatial and temporal variation in climate is greatest close to the 
ground and the surfaces of vegetation where most organisms live 
(Mihalakakou et al., 1997). Close to the ground, or inside forests for 
example, most of the momentum of wind is absorbed and the air flow 
is thus much slower, preventing the thermal mixing that evens out 
temperatures at the height of weather stations. Consequently, there 
is much more spatial variation in ground temperature than is recorded 
at weather stations (Monin & Obukhov, 1954; Oke, 2002). For exam-
ple, instantaneous temperatures measured a few centimetres apart 
just above ground (e.g. on the north and south facing sides of an ant-
hill, or within shaded areas and underneath canopy gaps in a forest), 
are as variable as temperature differences over the extent of the 
UK measured using standard weather stations (Bramer et al., 2018). 
Likewise, over just a few metres, surface water conditions can vary 
from permanently wet to permanently dry (Arsenault et al., 2019).
In many circumstances a biologist may seek to calculate the re-
sponse of an organism to climatic variables and predict the response 
at times or locations with different climate. Such predictions can be 
made by projecting a model calibrated at a specific time and location 
using climate data for new times and locations. Models of this kind 
can be simple and correlative, for example the construction of a cli-
mate envelope encompassing the current distribution of an organism 
(Lembrechts et al., 2019), or the regression calculations establishing 
relationships between growth and accumulated temperature at dif-
ferent locations (McMaster & Wilhelm, 1997). More complex models 
might include the process-based crop simulation models used in ag-
riculture (e.g. Van Diepen et al., 1989), or mechanistic representa-
tions of plant growth in land surface models or dynamic vegetation 
models (e.g. Sitch et al., 2003). However, in so doing, several types 
of bias can arise if the resolution of climate data used is excessively 
coarse. Firstly, biases may result from the difference between the 
climate experienced by the organism and the climate data used in the 
model when this difference is not constant between calibration and 
prediction. Secondly, biases may result from the non-linearity of the 
biological response to climate. When climate information is spatially 
or temporally aggregated, a simple measure of central tendency is 
used to summarize the data across the aggregation (e.g. the mean 
temperature within a coarse-resolution grid cell). We show that, be-
cause a non-linear response to an averaged climate variable is differ-
ent from the averaged response, predictions derived at one scale do 
not necessarily translate to those made at different scales. Moreover, 
even if the scale is maintained constant between calibration and pre-
diction, when the distribution of a climate variable around its mean 
value varies between locations or over different time periods, biases 
may arise due to differences in the discrepancy between the mean 
response and the response to the averaged climate data.
Here we describe how, why and when the use of coarse-scale 
climate data is problematic. First, we explain exactly what the prob-
lems are. We then discuss the extent to which biological responses 
would be expected to be non-linear and hence affected by issues 
of averaging and scale. We then present specific examples of when 
such errors arise, to indicate the potential magnitude of the problem. 
We conclude by demonstrating how the use of high-resolution cli-
mate data can avoid these problems, and how in the absence of such 
data, adjustments to deal with issues of non-linearity can be made.
2  | CLIMATE AND THE PROBLEM OF 
SC ALE
The simplest form of error arising from coarse resolution data is the 
discrepancy between standard meteorological measures of climate 
and the climatic conditions actually experienced by an organism. 
Such discrepancies occur whenever the organism is poorly coupled 
to the surrounding atmospheric air mass. This is the case for any or-
ganism living close to the ground, where radiative heating and cooling 
effects affect microclimate air temperatures; for organisms in envi-
ronments where latent heat exchanges buffer against temperature 
change, including humid environments or those near bodies of water, 
snow or ice (Campbell & Norman, 2012); or for organisms in deep 
shade under a forest canopy (De Frenne et al., 2019). It is also the 
case where an organism itself is influenced by radiative heating and 
cooling. Biases in the computation of biological responses derived 
from these climate data can thus occur even if the response is linear.
Additional biases occur if coarse-scale climate data are used to 
model non-linear biological responses. The translation from fine 
to coarse scales is usually a form of averaging. Spatially, variables 
measured at precise locations are assigned a value representative 
of a wider area (e.g. a pixel on a raster), while temporally, data for 
a specific time period are assigned values representative of longer 
time intervals. When considering a non-linear biological response to 
a particular climate variable, e.g. (f(x):y = x
2), the mean biological re-
sponse is not the same as the response to the mean of the predictor, 
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i.e. (x2≠y; Figure 1b). Consequently, if the average of a predictor 
variable is used in place of unaggregated variables, a biased predic-
tion would be expected. Intuitively one might expect that calibrating 
and predicting with climate data at the same level of aggregation 
(e.g. monthly data at 1 km resolution) would bypass this problem. 
However, it is often the case that the distribution of values around 
the mean may differ between locations or time periods such that 
∑n
i=1






 will also differ 
between locations. This error impacts predictions made to areas or 
periods of novel climate whenever the distribution of a climate vari-
able represented by an average differs between calibration and pre-
diction data (Figure 1b). Such differences are likely to be the norm 
rather than the exception. In time, the amplitude of diurnal fluctu-
ations in temperature are lower in coastal regions and reduced by 
cloud cover (Dai et al., 1999), the latter influenced by elevation. In 
space, terrain and vegetation cover exert strong influences on het-
erogeneity in temperatures (Lenoir et al., 2013; Suggitt et al., 2018) 
implying that the models calibrated in relatively flat un-forested re-
gions, for example, are not translatable to mountainous regions and/
or forested regions and vice versa.
A more specific, but very widespread problem occurs when 
coarse-resolution climate data are expressed in terms of accu-
mulated ‘forcing units’ or ‘growing-degrees’ per unit time inter-
val e.g. growing-degree days. In its basic formulation (McMaster 
& Wilhelm, 1997), the timing of phenological events are assumed 
to be directly related to the accumulation of forcing units, where 
a forcing unit is the length of time for which the average tempera-
ture is above a specified threshold (T0). However, the temporal res-
olution of the temperature data used to compute growing-degrees 
plays an important role. When compared to growing degree-hours 
(GDH), growing degree-days (GDD) tend to underestimate the time 
at which the study organism is exposed to temperatures greater 
than the threshold (Gu, 2016). This is caused by the daily fluctuation 
of hourly temperatures around the mean. The difference between 
GDD and GDH is greater when the mean daily temperature is close 
to T0. When the daily mean is just below T0 no GDDs are counted, 
yet the warmest hours of the day will often be above T0 causing 
the accumulation of some GDH. Conversely, when the daily mean 
is above T0, GDD is assumed to accumulate over the entire day, yet 
for several hours in the day the temperature is below T0. Although 
this phenomenon has been noticed in the past (Baker, 1980; Merrill 
& Peairs, 2017; Worner, 1992), it is surprisingly commonly ignored 
(Chuine et al., 2000; Chung et al., 2011).
Another specific example relates to models that seek to deter-
mine the relationship between the occurrence of species and cli-
mate in space and time. The premise of species distribution models 
is that the coarse spatial and temporal resolution climate variables 
used in these models are statistically meaningful predictors of prob-
ability of species occurrence (Bennie et al., 2014). Thus, while the 
variables included in these models are not necessarily assumed to 
affect thermal performance directly, they are assumed to correlate 
with performance because the closer the mean climate is to the ther-
mal optima of a species, the greater the prevalence of favourable 
climatic conditions in space and time. However, the discrepancy be-
tween the true mean thermal performance and the assumed mean 
estimated from aggregated temperature data will vary as a function 
of the distribution of temperature around the mean. Thus, while it 
is often assumed that projections derived from these models may 
be biased because of the mismatch between the size of organisms 
and the scale at which climate data are collected and modelled (e.g. 
Potter et al., 2013), this is not necessarily the case. Rather, it is the 
non-linear relationship between occurrence probability and climate 
F I G U R E  1   Effects of averaging on non-linear data. In (a) a hypothetical linear biological response given by 0.5 × Temperature + 5 is 
shown. Here the mean response and response to mean temperature are identical. In (b) a hypothetical non-linear biological response to 
temperatures in the range 0–10, given by response = temperature2 is shown. Here, the mean response (solid horizontal line) is not the 
same as mean of temperature2 (dashed horizontal line). In (c) a hypothetical biological response given by 0.1 × temperature2 is shown for 
two temperature datasets with different means and distributions, but identical sample sizes. The difference between the mean response 
(solid horizontal lines) and 0.1 × the mean of temperature2 (dashed horizontal lines) differs between the two datasets, demonstrating that 
when models are fitted using aggregated data and then projected to new locations or different time periods, errors will result unless the 
distribution of data around the mean remains identical
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and the likelihood that spatio-temporal variability in climate is not 
constant in time and space that results in the bias.
These discrepancies raise three important issues. First, models 
calibrated with field measurements of climate experienced by or-
ganisms cannot be applied using temperatures derived from weather 
stations without introducing significant biases into the model's pre-
dictions. Second, models calibrated using climatic data of one spatial 
or temporal resolution should not be used to derive predictions using 
climate data of another resolution without careful consideration (and 
ideally testing) of the potential to introduce bias under a given climate. 
Last, even if resolution is maintained constant between calibration 
and prediction, when applying models across regions with different 
climates, and possibly even between years at sites with inter-annual 
variation, significant biases may arise if coarse-resolution data are 
used and the variance around the mean is not constant.
3  | NON-LINE AR BIOLOGIC AL RESPONSES
Many biological processes are inherently non-linear (Archontoulis 
& Miguez, 2015). At the most fundamental level, the temperature 
dependence of the chemical reaction rates (the speed at which re-
actants turn into products) is described by the Arrhenius equation, 
which takes the form of an exponential function. At higher levels, 
many biological responses are also non-linear. In plants, for exam-
ple, the relationship between incident, photosynthetically active 
radiation (PAR) flux and CO2 intake per leaf area per time unit is a 
positive, linear function at low PAR values but eventually reaches an 
asymptote. Similarly, the internal net photosynthetic rate varies non- 
linearly with irradiance, showing saturation at high levels of irradiance 
for varying levels of the quantum efficiency of photosynthesis (Reed 
et al., 1976). This saturation occurs because, under moderate flux 
densities, the photosynthetic apparatuses are capable of process-
ing all of the incoming radiation. Light saturation values are typically 
much below flux densities under clear-sky conditions, placing fully 
exposed plants in the non-linear portion of the curve relatively often. 
In cases of excessive exposure, PAR can damage the photosynthetic 
apparatuses, reducing CO2 fixation. Similarly, growth rates also re-
spond non-linearly to temperature, following a logistic function with 
exponential growth at the low end of the temperature range, a lin-
ear section in the middle and a logarithmic-type gradual decrease of 
the growth rate at the high end of the range (Went, 1953). In conse-
quence, models of plant growth calibrated for one location or time 
period do not translate to others. Even in instances where idealized 
linear biological responses are expected, non-linearity may result 
from Blackman's ‘law of limiting factors’ (Blackman, 1905). Most bio-
logical processes are limited by more than one external factor. While 
relationships between growth and photosynthesis may be linear at 
low light levels, for example, when light becomes abundant, CO2 be-
comes limiting and so the biological response becomes non-linear. 
This idea of multiple limiting factors is often invoked as an explana-
tion of why idealized physical relationships are sometimes linear, but 
real biological relationships almost never are.
Animals too exhibit complex non-linear responses to climatic 
variables. At a fundamental level, the thermal energy emitted by an 
organism increases as a function of its temperature in Kelvin to the 
power of 4 and the latent heat release increases exponentially with 
temperature (Campbell & Norman, 2012; Kearney & Porter, 2020; 
Tetens, 1930). Sensible heat loss in the form of conduction and con-
vection increases with the temperature difference between the body 
and the air. The body temperature of endotherms thus typically in-
creases asymptotically with air temperature and is maintained within 
a narrow thermal range. For ectotherms, the metabolic rate will typi-
cally decrease with temperature until basal levels are reached, but its 
water loss will increase exponentially (Porter & Gates, 1969). Since 
there are often limits to the energy and water intake an organism is 
able to attain, the thermal performance functions of organisms are 
usually highly non-linear, characterized by Gaussian, Beta or Wiebull 
functions (Angilletta, 2006). Thermal performance is thus high within 
a definable range of ambient temperatures, but declines sharply when 
these thresholds are exceeded. Spatially or temporally aggregated data 
do not capture these climatic extremes and would thus be expected to 
over-estimate thermal performance and survival (Sunday et al., 2014).
In addition to these passive dependencies on climate, plants and 
animals have also evolved more active strategies to compensate for 
highly variable, and sometimes sub-optimal environmental condi-
tions. In plants, environmental variability impacts mainly the photo-
synthetic apparatus, and plants have thus evolved many methods of 
responding to changes in their growing conditions (Walters, 2005). 
These can manifest as long-term developmental shifts or adjust-
ments in proteins within the photosynthetic apparatus, over times-
cales of seconds to hours (Demmig-Adams et al., 1996). To prevent 
thermal damage, for example, plants cool down through evapotrans-
piration and sensible heat loss. While partially controlled passively, 
this occurs at the stomatal level, and through biochemical processes 
that store heat energy into the chemical bonds of molecules (such as 
Isoprene) that are then released into the air during hot days. Thermal 
acclimation is also important, and thought to affect strongly coupled 
vegetation–atmosphere feedbacks in the global carbon cycle, espe-
cially as the climate warms (Stinziano et al., 2018).
Animals too exhibit active strategies for maintaining body tem-
perature. The most prevalent example of this is behavioural ther-
moregulation. Most terrestrial ectotherms are mobile and can 
behaviourally exploit local heterogeneity in climate to regulate their 
body temperatures somewhat independently of local environmental 
temperatures—the so-called ‘Bogert effect’ (Bogert, 1949). Though 
the physiological thermal-tolerance limits of most terrestrial ecto-
therms usually exceed local air temperatures, their extreme opera-
tive body temperatures in exposed habitats often match or exceed 
these thermal-tolerance limits (Sunday et al., 2014). Therefore, most 
ectotherms do not have a physiological thermal-safety margin and 
must rely on behaviour to avoid overheating or to avoid lethal cold 
exposure (Sunday et al., 2014). In consequence, their biological re-
sponses are unlikely to change linearly with ambient conditions.
Thus, fundamental mechanisms driving chemical reactions, the 
exchange of heat between organisms and their environment, and the 
     |  6661BÜTIKOFER ET al.
growth, development and survival of organisms vary non-linearly with 
respect to temperature and other climate variables. It is therefore better 
to assume non-linearity whenever there is no evidence to the contrary, 
and many of the issues raised in this paper are likely to be quite universal.
4  | APPLIED E X AMPLES
To illustrate the potential magnitude of errors associated with non-
linear biological responses and scale, we provide two examples. In 
the first example GDD and GDH were calculated at multiple heights 
above ground, and at various spatial resolutions using the microcli-
mate model of Maclean et al. (2019). The model was applied to de-
rive temperatures at a grid resolution of 1 m over a 200 m by 200 m 
region of the Lizard Peninsula in Cornwall, UK (49.97°N, 5.22°W). To 
test the importance of ‘height above ground’, GDH (base 10°C) for 
the period 1 Jan to 20 April 2017 were calculated from temperatures 
at hourly intervals at heights of 2, 5, 10, 25, 50 and 100 cm from the 
ground. It can be seen that the rate of increase in GDH, here for a flat 
surface in the centre of the study location, is much faster for tem-
peratures near the ground (Figure 2b). For example, temperatures at 
2 cm above ground reach a GDH threshold value of 1,500 on 2 April, 
in contrast to temperatures 100 cm above ground, which reached 
the same threshold on 28 April, almost a month later. Though night-
time temperatures are significantly colder near the ground (Maclean 
et al., 2019), this is more than compensated for by warmer daytime 
temperatures. Thus, the timing of phenological events for organ-
isms living close to the ground could potentially be underestimated 
significantly if ambient air temperatures are used, and likewise 
models fitted using GDH/24 cannot be applied with daily data and 
vice-versa. To test the importance of the time-interval used, we 
compared estimates of GDH/24 with those of GDD for the same 
location and period (5 cm above ground on a south-facing slope; 
Figure 2c, and across the entire study region; Figure 2i). The discrep-
ancy was marked. The GDD estimate for 30 of April was less than 
half the estimate derived by computing GDH/24. To test the effects 
F I G U R E  2   Effects of height above ground and resolution on the derivation of growing-degree days (GDD) and hours (GDH) on the Lizard 
Peninsula in the south-west of the United Kingdom (a). The microclimate model of Maclean et al. (2019) was used to derive temperatures at 
multiple heights in April 2017 for a 200 m by 200 m location in Cornwall, UK (49.97°N, 5.22°W). In (b) GDH/24 (base 10°C) was calculated 
for temperatures at various heights above ground. In (c) comparisons between GDH/24 and GDD are shown as a function of time (south-
facing slope, 5 cm above ground). In (d) spatial variability in GDH/24, modelled at 1 m grid resolution (5 cm above ground) is shown. In 
(e–h) the effects of spatial coarsening are shown. GDH/24 at 5 cm above ground was derived at 5 m (e, f) and 25 m (g, h) resolution using 
two methods: first by coarsening the input temperature data (e, g) and second by coarsening the output growing-degree estimates (f, h). In 
(i) spatial differences in GDH/24 and GDD on 30 April (5 cm above ground) are shown. The colour scale is the same for figures (d)–(h), as 
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of spatial resolution, we computed GDH/24 at grid resolutions of 5 
and 25 m using two approaches. In the first, the input climate data 
were coarsened, whereas in the second, we instead coarsened the 
cumulative degree-hour estimates (Figure 2e–h). While at 5 m reso-
lution only minor discrepancies were evident, at 25 m grid resolution 
the discrepancies were marked. When the input temperature data 
were averaged, spatial variation in GDH/24 was generally lower, and 
locations with low and high values of GDH/24 do not necessary cor-
respond. Cleary scale is important in the estimation of GDH, and 
both the locations and timings of phenological events may be mis-
represented when coarse spatial or temporal data are used.
In the second example, we used a slightly simplified version of the 
microclimate and general ectotherm models of Kearney and Porter 
(2017, 2020) to estimate the operative body temperature, water loss 
and activity budget of a the great desert skink Liopholis kintorei at a 
location in Northern Territory, Australia (23.71°S, 129.93°E) using 
hourly and daily climate forcing data to run the model as described 
in Kearney et al. (2020). The conventional model includes a suite of 
programs for the mechanistic modelling of heat, water, energy and 
mass exchange between an organism and its environment over its 
entire life cycle, which in turn, based on body temperature and en-
ergy and water demands, can be used to predict behaviour. In our 
simplified version of the model, it was assumed that the skink would 
bask if body temperatures do not exceed an upper thermal tolerance 
threshold of 45°C irrespective of energy requirements, but would 
retreat to burrows to seek shade if the body temperature exceeded 
this temperature. It was also assumed that a skink would retreat to 
burrows if the body temperature potentially attained in a burrow 
exceeded that which would be attained when basking in the open 
if below this upper thermal threshold, such as would be expected 
F I G U R E  3   Body temperature, water loss and activity budget of the great desert skink Liopholis kintorei in Nov–Dec 2019 calculated using 
a simplified version of the general ectotherm model of Kearney et al. (2020) for a location in central Australia (a, 23.71°S, 129.93°E). In  
(b) temperatures were modelled at hourly intervals and it was assumed the skink will bask if body temperatures (green) did not exceed an 
upper thermal tolerance threshold of 45°C, and body temperature was calculated as the operative body temperature (grey). If temperatures 
exceed this threshold, or the body temperature that would be attained in burrows was higher than would be attained by basking, it was 
assumed that the skink underwent thermoregulatory behaviour and sought refuge in burrows and the body temperature equilibrates 
with the temperature of the burrow (purple). In (c) mean daily body temperature is shown derived by averaging the inputs (purple) and 
outputs (green) demonstrating that body temperatures were typically estimated to be warmer when outputs were averaged. In (d) the 
cumulative basking time is shown, indicating that when inputs were averaged, the predicted humid operative temperature was usually 
warmer than burrow temperatures, but colder than the upper critical threshold of 45°C and was therefore predicted to bask over the entire 
24 period, whereas hourly data predicted basking behaviour only for part of the day. In (e) hourly water loss with (blue) and without (grey) 
thermoregulatory behaviour are shown, and in (f) daily water loss calculated by averaging the inputs (purple) and outputs (green) are shown. 
In (c) and (f) thermoregulatory behaviour was assumed
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to occur at night (Figure 3b). When estimated using hourly climate 
data, both mean daily body temperature (Figure 3c) and water loss 
(Figure 3f) were generally higher than when estimated using daily 
climate data. There were also marked differences in the prediction of 
behaviour (Figure 3d). Whereas the daily model predicted that skinks 
would spend almost all of their time basking as the upper critical 
threshold was not reached, and average daily body temperature over 
24 hr in open areas was higher than that which would have been 
attained in burrows, the hourly model predicted that skinks would 
spend their time basking during daylight hours only, except during 
the hottest periods of the day. Thus, even minor biases in the esti-
mation of body temperatures, caused by non-linearity and temporal 
averaging can have a marked outcome on a predicted behavioural 
response.
5  | OBTAINING HIGH-RESOLUTION 
CLIMATE DATA
Clearly, many of the issues of scale and non-linearity can be resolved 
through the use of higher resolution climate data, but in practical 
terms such data are not always readily available. Nevertheless, the 
issue of lack of high temporal resolution data is relatively easy to 
address. Sub-daily modelled estimates of historic climate have re-
cently become available at ~30 km grid resolution through the ERA5 
Atmospheric Reanalysis Project (Albergel et al., 2018). While it is in-
herently impossible to predict the precise climate conditions at some 
date and time in the distant future, reliable methods for generating 
synthetic time series of sub-daily or daily weather, using weather 
generators, are also increasingly available (e.g. Ailliot et al., 2015). 
Interpolating these data to high temporal resolution is also com-
paratively straightforward. Simple approaches that replicate diur-
nal temperature cycles by fitting two terms of a Fourier series have 
been widely used for decades (e.g. Campbell & Norman, 2012). More 
complex approaches entail modelling the departure from these ide-
alized diurnal cycles by using proxy data from alternative sources 
such as nearby weather stations (Luedeling, 2018) or estimates of 
cloud cover and solar radiation (Maclean et al., 2019), but can also be 
applied easily. In so doing, it is also worth remembering that certain 
processes, such as photosynthesis, occur only during daylight hours. 
It is therefore important to use climate measurements that are time-
restricted to the relevant periods.
The issue of spatial resolution is more problematic than temporal 
resolution, though a paradigm shift in the ability of the scientific com-
munity to address this issue is occurring (Lembrechts & Lenoir, 2019). 
Global efforts to obtain measurements of high-resolution soil tem-
peratures are already underway (Lembrechts, et al., 2020) and at 
its simplest, coarse spatial resolution data can be downscaled using 
spatial interpolation techniques (e.g. Wahba, 1990) or multivari-
ate regression (e.g. Greiser et al., 2018). Such approaches are rela-
tively effective at capturing mesoclimatic variation, but suffer from 
some of the same issues associating with non-linearity, in that the 
environmental determinants of differences between coarse- and 
fine-resolution climates may not be constant in time and space. 
For this reason, there has been a concerted effort to develop more 
mechanistic approaches. These approaches, which build on the pio-
neering applications of physics to biology (Monin & Obukhov, 1954; 
Monteith, 1973; Penman, 1948), now permit both historic and future 
microclimate conditions to be computed anywhere on earth using 
freely available climate and environmental data (Kearney et al., 2020; 
Kearney & Porter, 2017; Maclean, 2019).
It is also worth reemphasizing that a key source of the discrep-
ancy between the conditions experienced by organisms, the tem-
perature of the organism itself, and that of a weather station is the 
height above the ground at which the organism lives. Both spatial 
and temporal heterogeneity in temperature, and deviations from 
measurements made by weather stations, are most pronounced 
immediately above the ground. For this reason, it is important to 
consider the height at which temperature is measured or modelled 
relative to that of the organism under study. While microclimate 
models permit users to specify the height at which temperature 
is required, they are most suited to modelling conditions immedi-
ately above or below a vegetated surface, but not within a canopy 
itself (Bramer et al., 2018). Furthermore, in the context of within- 
canopy temperatures, it is worth considering the dynamic feedbacks 
between climate and canopy cover. Understory microclimate is in-
fluenced strongly by vegetative shading, yet the degree of shading 
itself varies throughout the year, partly in response to changing cli-
matic conditions. This is of particular importance during spring and 
autumn, when leaf flushing, colouration and abscission change most 
rapidly, altering radiation transmission though the canopy and con-
sequently understory microclimate (Villegas et al., 2010).
6  | AT WHAT RESOLUTION ARE DATA 
NEEDED?
A key question then is at what spatial resolution are climate data 
needed in order to avoid erroneous predictions of biological re-
sponses to climate? Potter et al. (2013) show that grid lengths in 
species distribution models are, on average, ~104-fold larger than 
the animals they study. Though many organisms are mobile, their 
temperatures are determined by heat fluxes operating on their 
body, averaged over time periods that scale proportionally to 
their thermal mass (Porter et al., 1973). However, the relationships 
between body temperature and air temperature are non-linear 
(Porter & Gates, 1969), so it is not the case that body tempera-
tures scale simply with the average of the air temperature over the 
region that they roam. Moreover, many mobile organisms exhibit 
thermoregulatory behaviour such as basking, and therefore show 
strong preferences for particular microclimates within the land-
scape (Barton et al., 2014). At face value, the implication that there 
is a need to model temperatures at spatial resolutions that match 
the body size of organisms is worrying, as spatially explicit and 
accurate representation of global- or continental-extent climate 
at a resolution of a few centimetres to metres is impractical, even 
6664  |     BÜTIKOFER ET al.
with rapid advances in computer processing power and fine spa-
tial resolution remote sensing data, particularly if fine temporal-
resolution data are also needed. However, we argue that explicit 
knowledge of climatic conditions at resolutions that match the 
body size of organisms is not necessarily needed. Instead we sug-
gest that knowledge of the likely spatial and temporal distribution 
of climatic variables around the mean is more important. This in 
turn allows simulation of the range of conditions experienced by 
organisms (cf. Lembrechts, et al., 2020), which by using principles 
of biophysical ecology, provides direct mechanistic insight into the 
physiological responses and constraints and hence of thermal per-
formance (Kearney & Porter, 2009).
While it is commonly perceived that climate exerts influence on 
species primarily at coarser scales, and that fine-scale factors such re-
source availability and biotic interactions are more important (Pearson 
& Dawson, 2003), it remains the case that organisms are most directly 
influenced by the climatic conditions they experience. Associations 
with climate at coarser scales result primarily because such data serve 
as proxies for the spatial and temporal variations in the microclimate 
that influence individual performance (Bennie et al., 2014; Gardner 
et al., 2019). However, organisms are most directly connected to cli-
matic conditions through exchanges of energy and mass (Porter & 
Gates, 1969). With estimates of the mean and range of conditions 
directly experienced by organisms it is possible to use principles of 
thermodynamics to derive mechanistic models of these processes and 
their physiological consequences (Kearney & Porter, 2009). Moreover, 
sophisticated models are now emerging to infer biotic interactions 
from species distribution data, but spatial scale remains one of the 
major challenges as biotic interactions almost invariably occur at finer 
spatial resolutions than those for which we have climate data (Araújo 
& Rozenfeld, 2014). A potential solution to problems of scale is thus 
judicious sub-sampling. Here, instead of attempting to model climate 
at fine spatial and temporal resolution over wide regions, fine resolu-
tion climate data are derived at sample locations and time-periods that 
best represent how organisms use their environment. Such data could 
then either be used to simulate the direct physiological responses 
mechanistically, or used in place of conventional climate data when 
using a statistical approach by Monte Carlo simulation.
7  | CONCLUSION
Many biological phenomena are studied using coarse spatial and 
temporal resolution climate data, but doing so introduces errors for 
at least two reasons. Firstly, because there may be systematic dif-
ferences between the climate experienced by organisms and that 
measured by weather stations, and, secondly, because many re-
sponses to climate are non-linear, and the mean biological response 
is not the same as the response to the mean climate. Such errors are 
likely to be particularly pronounced when models are calibrated and 
projected in very different environments, such as calibrated in a lab 
and then applied in the field, but may manifest in any situation in 
which a model is projected to new time periods or locations. Most 
biological responses are inherently non-linear, and in the absence of 
evidence to the contrary it is thus safer to assume non-linearity. The 
problem of scale is likely to be much more ubiquitous than is com-
monly appreciated. We thus urge biologists to give greater consid-
eration to this issue. Methods for downscaling climate to finer spatial 
and temporal resolution are now readily available and provide the 
tools by which to do so.
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