1 Definitions of terms and a description of the data used will be discussed in the next section of the paper.
Introduction
Recent media attention has focused on the improving labor market opportunities for young people during this time of economic expansion (cf. Nasar and Mitchell, 1999) . However, the present rate of employment among young men still lags far behind those attained during the late 1960s. As figure 1a indicates, the proportion of high school dropouts with one to five years of experience who worked at least one week in a given year declined 17 percentage points from 0.95 in 1967 to 0.78 in 1997.
1 While past studies have attributed the change to declining wage levels or factors affecting unearned income (cf. Juhn, 1993; Parsons, 1980; Welch, 1997) , this paper argues that young men are forward-looking and take into consideration the opportunity for future wage growth as well as current wage levels in making their labor market choices. Making the distinction between these stories is important. The decline in participation represents a large loss in productive capacity and considerable resources are allocated toward increasing the labor market participation of young people through such mechanisms as training programs and the earned income tax credit. While these programs try to improve wage levels, they do not take wage growth into consideration and, as a result, they neglect an important work incentive.
The traditional static model of labor supply is based on the assumption that the current wage level is a sufficient statistic for the value of employment. Such a model ignores the fact that employment also provides work experience and concomitant wage growth. For young people, wage growth is particularly high and because they have a long time to benefit, returns to experience are likely to comprise a large part of the value of current employment. As wage growth changes, so too does the value of employment. For instance, in the early 1970s high school dropouts experienced real average wage growth of 8 percent a year over their first 10 years of labor market experience. By the early 1980s average wage growth for dropouts had declined to about 4 percent. At a starting wage of $10.00/hour this difference in wage growth means the difference between earning $18.00 an hour versus $14.00 an hour after 10 years of experience. This finding is in keeping with the research suggesting that the quality of jobs available to many workers has declined (cf. Bound and Freeman, 1992; Bluestone and Harrison 1986; Gittleman and Howell 1995) . Whereas many of these studies focused on the level of 2 Weiss (1986) provides a review of the theoretical literature. Early empirical estimation of such models includes Heckman (1976a and 1976b) .
2 wages as the primary measure of job quality, we extend the definition to include wage growth potential.
Dynamic labor supply models which allow future wages to depend on past work experience (endogenous wage models) are not new to the literature. 2 Yet none of the studies examine whether changes in returns to work experience can explain observed trends in labor market participation. Few even explore the impact of changes in returns to experience on labor
supply. An exception is Shaw (1989) who examines a human capital model of life-cycle labor supply among men. She finds that the interaction between past labor market experience and wages encourages college graduates to work more at the beginning of their lives. In a study comparing the early labor market experience of blacks and whites, Wolpin (1992) notes that if blacks had the wage distribution of white workers, including the higher returns to experience, the work experience of blacks would increase considerably. The findings of these studies are based on the same intuition that motivates this work, but the authors take a very different approach, estimating structural models and simulating results. Their work uses panel data and does not address the issue of how changes in returns to experience have affected labor supply over time.
This study examines the relationship between labor market participation, wage levels and wage growth among 31 cohorts of young workers who entered the labor market between 1967
and 1998. The model is estimated at the cohort level on data from the Current Population Survey using an error-in-variables technique. The model requires a measure of expected wage growth that is exogenous to worker behavior. For the primary analysis I use the return to experience estimated from a log wage regression which is linear in experience. The return to experience is allowed to vary by cohort and education group. This measure implicitly assumes that workers have perfect foresight of their average cohort/education group wage growth. To test the validity of this assumption I compare these results with several other measures of expected wage growth including lagged wage growth and cross-sectional wage growth. The initial assumption of perfect foresight with respect to cohort/education group wage growth fits the model well.
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The findings support the hypothesis that young men do consider returns to experience when determining their labor supply. A 10 percent increase in wage growth rates increases the proportion of young men working at least one week in a year by 0.0064 percentage points, while the increase in annual hours conditional on positive employment is 25 hours. Although these effects may seem small, they are between one-third and one half as large as the effect of changes in wage levels. They become even more significant in light of the large variation in wage growth over the past 30 years. Declining wage growth among high school dropouts can explain about 34 percent of the decline in annual participation over the 1970s. This is a particularly important finding because models examining wages alone have been largely unable to explain the decline in participation in this period. For college workers, rising wage growth rates during the early 1980s explain their steady participation in the face of declining wage levels.
This work makes several contributions to the existing literature. First, it demonstrates empirically the importance of forward-looking considerations in the labor supply decisions of young men. Although this issue has received considerable theoretical attention, it is not often considered in applied research or public policy. Current policies aimed at increasing the labor market participation of young workers, particularly disadvantaged young workers, focus on training and the entry-level wage. These programs tend to ignore whether the jobs provide wage growth opportunities. Tax policies also ignore wage growth. The evidence presented here suggests that tax policies should also be reexamined in light of the finding that young men are concerned with wage growth. For instance the phase-out of the Earned Income Tax Credit attenuates wage growth, which can now be seen as a disincentive to employment.
3 Second, the study demonstrates that changes in wage growth are a key to understanding changes in employment over time, particularly among low-skilled young men. For instance Juhn (1992) and Welch (1997) examine whether changes in the level of wages can explain the decline in labor market participation. Although they find that the change in wages can explain a significant portion of the change in participation during the 1980s, they both find evidence of a shift in the labor supply curve in the 1970s. The results presented here indicate that a large part of that shift can be explained by changes in wage growth conditional on the wage. There is also 4 Deaton (1985) provides an IV estimator, but it does not allow for correlation between the measurement error in the instruments and the other explanatory variables. Blundell et. al (1994) perform a cohort analysis in a simultaneous equations framework; however, they ignore the issue of measurement error raised by Deaton. 4 another possible interpretation. Traditional labor supply analysis plots participation against the wage. If instead we plot participation against the present discounted value of employment then we can see the decline in labor market activity over the 1970s as a movement along this newly defined labor supply curve. During the 1970s the decline in the present discounted value of wages was largely due to the decline in wage growth.
Third, this paper makes a methodological contribution by using the CPS to perform cohort analysis. Although the technique for this type of analysis has been formalized since Deaton (1985) and Browning et al.(1985) , it is rarely performed on U.S. data. The analysis here extends the methodology laid out in those papers by examining selection and simultaneous equations in this framework. 4 Although there are several panel data sets on which this analysis could be performed, the CPS has several advantages. At least 30 years of data are available, allowing for a exploration of the trends in employment over time. Furthermore, the large sample sizes allow for more detailed analysis of sub-samples of the population.
The next section briefly describes the data used in the analysis. Section three provides preliminary evidence of the relationship between wages, wage growth, and employment for young workers. Section four describes a simple two-period labor supply model with human capital accumulation, which illustrates that under common assumptions labor supply can be written as a function of returns to experience. The fifth section describes the empirical approach and results. The last section concludes.
Data
The data used in this paper are drawn from the 1968 to 1998 March Demographic Supplements to the Current Population Survey. The employment and wage data refer to the year prior to the survey so the actual period examined is 1967 to 1997. The data are limited to men organized into cohorts based on year of entry into the labor market, education and, in some cases, race. Men are grouped into two samples: the employment sample and the wage sample.
The employment sample consists of men with no more than 30 years of experience who are not in school, retired, or in the armed forces at the time of the interview and who did not list 5 The CPS is a survey of the non-institutionalized population, therefore individuals in prison are not included. Individuals living on military bases are not surveyed for the same reason. As a result most young men in the military are excluded from the survey altogether.
6 Several points should be kept in mind with respect to the wage restrictions. Trimming of the right tail of the data eliminates individuals with top coded income in a way that is consistent across years. This restriction eliminates virtually no young men. Second, many young men report very low earnings, so even these minimal restriction eliminate roughly 2 percent of the sample of men in their first year of labor market experience. My hope here is to eliminate spurious responses without completely eliminating the sample of low wage men. None of the trends are substantively affected by the choice of the top or bottom censoring points although there is a somewhat larger decline in starting wages without the restriction on low hourly wages.
7 Potential experience is defined as min(age-education-7, age-17). I have chosen age-education -7 as the cut-off rather than the more common age-education-6, to reduce the likelihood that I include individuals who are only out of school for only part of the year.
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schooling or retirement as a reason for working less than a full year in the year prior to the interview. 5 The wage sample is a subset of the employment sample that excludes men without wage and salary employment in the year prior to the survey and men with over $100 dollars in income from self-employment or farming. CPS March supplement weights are used to weight the samples.
CPS data on earnings are top-coded. The top coding is not indexed to inflation, but is instead changed at intervals, affecting very different numbers of men in each year. Data are smoothed using a three-year moving average in order to highlight the trends although there is considerable cyclical variation in participation. The figure shows that high school dropouts have experienced the largest decline in participation. In 1997, participation was 18 percent lower than it had been in 1967. Workers in other education groups have also decreased their annual participation, but the decline is much lower: between 2 and 5 percent. Figure 1b illustrates an index of annual hours worked conditional on positive employment. (Aaronson 2000a) . Moreover, if workers with different levels of education or of different races do not have access to the same employment opportunities or if they are differentially affected by aggregate phenomena then they may differ systematically in their wage growth, regardless of individual characteristics. In the discussion in this section, these various sources of wage growth are not distinguished. The point is to simply show the importance of wage growth in the earnings of young adults. In the econometric specification we use a measure of wage growth that is exogenous to the worker.
10 Defining a year of experience as 2000 hours, in 1967 the actual average experience of high school drop-outs after ten years of potential experience was 8.2 years, for high school graduates it was 9.7 years, for those with some college it was 9.8 and for college graduates it was 11. Over the time period, in question, average experience for high school drop-outs declined by almost a year to 7.3 between 1982 and 1984 and then started to rise again. For other workers, the change in average cohort-education group experience was never more then 3 tenths of a year. The wage growth measure used in this section accounts for the variation in the relationship between actual and potential experience across groups and the less important differences across time.
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The wage is a poor measure of the value of employment for young workers because they also gain considerable wage growth as a result of employment. Table 1 presents data on starting wages and total wage growth after the first ten years of work for workers entering the labor market during the given time periods. Wage growth is calculated as the growth in average cohort wages. 9 Because the rate at which workers accumulate experience differs across groups of workers defined by education level, race, or date of entry into the labor market, potential experience is a poor measure of true experience. As a result, the ten-year wage is considered to be the wage in which the accumulated experience for that group is closest to 10 regardless of the level of potential experience.
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Two features of the patterns of wage growth are worth pointing out. First, wage growth over the first ten years of the career is large, averaging about 51 percent. Second, the data indicate significant variation in wage levels and wage growth across time and across groups of workers defined by education and race. During the late 1960s and early 1970s groups with lower levels of education had a higher level of wage growth (71%) than did their peers with more education (44% for college graduates). Wage growth was also higher for black workers (71%) than for white workers (61%). This pattern is of course the opposite of that observed for wage levels indicating that over the lifecycle wage growth served to reduce at least some of the gap in between group starting wages. During the mid-1970s, however, wage growth rates among low-skilled workers and black workers declined to about 40% over 10 years, while wage 11 Trends in lifetime earnings are described in Aaronson 2000b. 12 The annualized wage growth rates, g, are calculated from the data presented in table 1, which control for differences in actual work experience cross-sectionally and over time by calculating wage growth at the time when each cohort/education group attained ten years of actual experience. In this exercise, individuals are assumed to earn that rate in each of ten years. Because it also takes longer for more recent cohorts of low-skill workers to actually attain a given level of wage growth, this exercise underestimates the decline in the present discounted value of work due to declining returns to experience. 8 growth among high-skilled workers and white workers increased, reaching nearly 60 percent in the early 1980s. The result is that during the late 1970s and early 1980s wage growth exacerbated inequality. 11 In the latest periods for which data are available, the pattern is less clear. While the wage growth rate for high school dropouts was much higher for the cohort entering the labor market between 1985 and 1987 than for the cohort immediately preceding it, the return to experience for high school graduates remained low. Meanwhile the return to experience for college graduates has been somewhat volatile.
Perhaps less noticeable from the table is the fact that this variation in wage growth results in appreciable changes in the value of employment. For example, think of a worker with a tenyear work horizon. The present discounted value of hourly earnings if a person works in all ten years can be written
where w 1 is the starting wage, g is the annualized wage growth rate, and R is the discount factor.
The present discounted value of working in every period except the first is
Now define the value of working today as the difference between these two streams of income, )PDV. Table 2 , shows values for )PDV calculated, using a discount factor of 1.03, for three cohorts of workers, along with wage levels and annual participation rates. 12 For cohorts entering the labor market between 1967 and 1969, )PDV was $12.20 per hour. The starting wage during this period was $7.56. By 1979-1981, )PDV for new entrants had declined to $9.52, a 22%
decline. The starting wage during this period declined only 2 %. Annual participation during this period declined 11 %. Between 1979 Between -1981 Between and 1985 Between -1987 PDV remained relatively unchanged at $9.61, while the starting wage declined to $6.23, a 16 % decline. Yet during this period annual participation remained relatively constant. These simple statistics suggest that 13 The dots represent actual data. The lines connecting them are there simply to improve their visibility. 9 participation is not consistently correlated with changes in wages alone, but is quite sensitive to changes in )PDV, which combines both the present and future value of employment. Figure 2a summarizes the data on wage levels and wage growth for dropouts. The figure depicts wage profiles for 6 cohorts, spaced five years apart. The bottom point in each wage profile is the starting wage, which is declining throughout most of the period. The figure also
demonstrates that the wage profiles were much steeper in the late 1960s and early 1970s than they are in the 1980s. The value of current work depends on changes in both the wage level and in wage growth. A young dropout entering the labor market in 1967 earned an hourly wage of about $11.50 after 10 years in the labor market. A comparable worker entering the labor market in 1987 earned just over $9.00 an hour. Figure 2b superimposes starting average annual hours (including people who don't work) for each cohort on the graph in grey. 13 The graph makes clear that annual hours fell throughout the 1970s, at the same time that the value of employment was declining.
A Simple Life Cycle Labor Supply Model
The evidence suggests that changes in wage growth have had a significant impact on the value of employment over time. As such, wage growth is likely to be an important determinant of labor supply for young workers. This section describes a two-period model of labor supply with human capital investment and endogenous wages. It is intended to make the simple point that wage growth should be considered in a model of labor supply.
In this model, individuals have identical utility functions strictly concave in consumption and leisure. The function is constant and additively separable over time. It is also additively separable in its arguments, consumption and leisure. Individuals pick consumption (c) and leisure (l) in both periods to maximize the sum of their discounted utility, subject to their budget constraint. Income in the model comes only through labor market participation (h). There is a time constraint so that in each period l + h=1. People can save and borrow at an interest rate of 0. The price of the consumption good is constant and is normalized to 1.
14 Declines in expected wage growth for workers with low levels of education may induce individuals to stay in school longer. The impact of changing levels of educational attainment is explored in section 5. 15 There are many possible alternative explanations. Wages may grow on the job due to learning about the quality of a job match or if there is back-loading for wages. Furthermore, it does not matter whether the wage growth takes place on the job (returns to tenure) or as the result of job turnover.
10 This is a model of post schooling employment with human capital investment and endogenous wages. 14 The starting wage is based on human capital accumulated in school, prior to the first period. It is assumed that people make an optimal schooling choice based on preferences and expected wage levels and wage growth. Once schooling is complete they have to determine their labor supply. At this point, the wage and wage growth can be thought of as predetermined. Wage growth between the first and second period is the result of costless learning on the job. The wage in the second period is equal to (3) w w rh
In this model r can be interpreted as the return to experience in a Mincer-type wage equation.
However it is not necessary that the equation actually represent human capital accumulation. The important point here is that an individual's wage in the second period is a function of labor market experience in the first period and some exogenous component, r. The sign of this condition is ambiguous, which is not surprising since r is simply a price and therefore changes in r result in both income and substitution effects. Furthermore, because an increase in r raises second period wages without changing the first period wage there will also be intertemporal substitution effects. The term outside the brackets is positive; from the second order condition. The first term in the brackets is the substitution effect. The term is the partial effect of r on h 1 , ceteris paribus.
function theorem and the second order condition for h 1 , this can be shown to be positive. The second part of the substitution term captures the intuition that the more a person is going to work in the second period the more they will benefit from the wage growth, increasing the substitution effect, however, it is not possible to demonstrate unambiguously that this term will be positive. 16 The last term represents an income effect. It can be shown that d8/dr is negative. Intuitively this makes sense since 8 is the marginal utility of income, and an increase in r should increase income.
Although the comparative static cannot be signed for this general case, there are several cases in which the sign is clear. First, as long as the substitution effects are larger than income effect the comparative static is likely to be positive. Second, for workers deciding whether or not to enter the labor market, there is no income effect (since a non-working individual doesn't earn anything, income is unaffected by the increase in r) and the derivative will be positive.
Third, using a model in which there is no saving or borrowing also eliminates the income effect (since an increase in r changes only the second period wage, which can no longer be borrowed against) and results in a positive derivative. It is also informative to compare these results to those of a model based on exogenous wages. The first order condition in a model with exogenous wages is not directly a function of the returns to experience: there is no substitution effect. It is, however, a function of 8, and d8/dr is negative. Therefore in the exogenous wage growth case, labor supply should unambiguously decrease.
To summarize, the model shows that when future wages depend on current labor supply, returns to experience will influence the labor supply decision. Labor supply can be written as h(w 1 ,r,8). The question of whether labor market participation is positively or negatively correlated with these returns is an empirical question to which we next turn our attention.
Empirical estimation

Empirical Specification
We want to test the hypothesis that young men who expect high wage growth work more than those individuals with low expected wage growth conditional on their wage levels. As noted the first order condition for labor supply implicitly defines a Frisch supply function for labor that is a function of the wage, wage growth, and 8, the Lagrange multiplier on the budget constraint. The hours of work function implied by the first order condition is nonlinear in the variables and parameters. Estimating such a structural model requires strong functional form assumptions. Therefore, I assume that the function can be approximated by a linear equation.
Ignoring for now the possibility that hours of work can be zero, the labor supply equation for an individual i in cohort c and education group g at time t can be written 17 Throughout this part of the paper potential experience is used in place of actual experience. The reason is that actual experience is calculated as a function of annual participation and annual hours of work, hence it is a function of the dependent variable. Alternative estimation procedures which used actual experience instrumented with potential experience or actual experience itself did not affect the results. 18 Adjustments in labor supply in response to wage changes resulting from movements along the wage profile involve intertemporal substitution. In a model with perfect foresight, there are no income effects involved with these changes. As a result, the intertemporal elasticities are larger than the compensated and uncompensated substitution effects (unless income and wealth effects are zero). At test of the intuition underlying this model, I ran the same regression omitting potential experience from the regression. As is expected, the coefficients on wages and wage growth are larger. For a detailed discussion see MaCurdy 1981 and 1985. (Browning, et al. 1985) . This description assumes a constant number of individuals in each cohort/education group. Due to changes in the size of the sample collected by the Census in each year as well as variation in the number of individuals meeting the inclusion criteria, there is variation over time in the number of individuals in each cohort/education group cell. This means that the sample means actually converge at rate n cgt -1 and covariances at rate (E T n cgt ) -1 . Deaton, 1985 and Fuller, 1987) . From equation 9 it is clear that the true population mean is equal to the sample mean minus the measurement error, which is unknown. However the variance-covariance matrix of the measurement error can be estimated using the individual level data.
This implies the following estimator (where n cg is the number of individual observations in cohort c and group g). In contrast, the individual observations from all cohorts and time periods (T) may be used in calculating E xx and E xy . Therefore these covariances converge at rate (Tn cg ) -1 . Since they converge in T as well as in n cg they may be treated as known.
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Several other aspects of this estimation procedure require attention. We do not observe the average individual fixed effect. However since the cohort population is assumed to be constant over time we can use a cohort dummy 0 c to identify the average effect. By construction, dummy variables are measured without error. As can be seen in equation 8, the error term is an average of individual error terms and is therefore heteroskedastic by construction given that the sample size for each cohort/group varies. To address this problem all variables are multiplied by the square root of the n cgt before estimation. Standard errors reflect the measurement error as well as the fact that some of the explanatory variables are predicted, as described below. The sample includes young men with one to five years of experience.
Missing Wages
20 Specifically, it assumes that within a given cohort/experience/education/race cell E(W|H=0) = E(W|H>0). I have explored this hypothesis using data from panels of the matched CPS. With this data I can compare the wages of individuals who are out of the labor market for one of the two years with those who are employed at least some time in both. I find that the mean wage of those who spend a year out of the labor market is marginally lower, conditional on observed characteristics. There are a few well-known attempts to deal with this issue, starting with Heckman (1974c) . These include estimating a reduced form equation or estimating wages and participation jointly, which requires assumptions about the distribution of the covariance term between wages and participation. Juhn (1992) observes that hourly wages are positively correlated with weeks of work. Therefore she imputes missing wages using the wages of those with 1-13 weeks. This method of imputation conditions wages on the phenomenon to be explained. However, I estimate participation and annual hours separately, and this induced correlation would not seem to be a problem for the annual participation equation where the imputation is required. When I estimate the participation model using wages predicted in this manner, the results are comparable to those presented in the main text of the paper. The coefficient on wage levels decreases from 0.077 to 0.063 and the coefficient on wage growth decreases from 1.52 to 1.49.
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To estimate this labor participation equation and the return to experience it is necessary to know the wages of those who don't work. Since these are not observed, they are imputed as follows. Individuals in a given cohort with positive employment are divided into cells based on their potential experience (single years), education (4 categories) and race (black/non black).
Mean log hourly wages are calculated for each cell and assigned to individuals with missing wage data who have matching characteristics. The primary disadvantage of this method is that it assumes that to the extent that there is selection in participation on unobserved characteristics, it does not affect the distribution of wages. 
Estimating Wage Growth
The theory underlying the model is that individuals have some expectation of their wage growth conditional on working and that they take this into account when determining their labor supply. Of course we do not observe an individual's expected wage growth directly and therefore must estimate it. For the initial analysis we assume that an individual's expected wage growth is the actual ex post average wage growth of individuals in their cohort/education group.
We do not assume that a young man has perfect foresight of his own individual wage growth, but rather that they know on average the wage growth opportunity available to someone with their level of education who enters the labor market at the same time. Even this is a strong assumption that will be tested later.
The theory offers a simple way to measure the ex post cohort/education group wage growth. Taking logs of both sides of equation 3, we get a simple Mincer-type wage regression, 21 The estimated returns to experience are sensitive to the number of years of data included in the regressions; therefore it is necessary to include the same number of years of data for each cohort. Each additional year of data included in the wage growth regression reduces the number of cohorts that can be analyzed. Ten years was chosen to balance the need for good estimates of wage growth with the need to include a large number of cohorts. 22 As was noted in footnote 9, actual experience does not vary much over time within cohort-education groups, thus within groups, using potential experience rather than actual experience is not likely to affect the estimation of wage growth over time. However, while high school graduates and those with some college education accrue approximately ten years of average experience over ten years of potential experience, college graduates earn closer to 11 years of experience. Thus the wage growth of high school drop-outs will be somewhat attenuated in our estimation, while that of college graduates will be somewhat augmented. It should be noted that alternative estimation, which used actual experience instrumented with potential experience, or simply actual experience itself did not result in significantly different results.
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in which r is coefficient on experience, usually referred to as the return to experience. In terms of our current notation, this can be rewritten as (11) ln cgtcgcgcgtcgt WrX δζ =++ where w 1 , the log starting wage is captured by the intercept, * cg , and X, experience, replaces h 1 , since we now have multiple years of data. The error term . cgt is assumed to be log-normal. Ten years of data are used to predict the return to experience for each cohort/education group. 21 The results of the regressions used to estimate the rate of return to experience are typical. For each cohort and education group the return is positive and significant at the 99 percent level. The estimated returns can be seen in table 4. The returns range from 0.02 to 0.07.
Measuring wage growth in this way may result in an underestimate of the correlation between wage growth and annual participation or annual hours for two reasons. First, using potential experience as the measure of experience ignores the fact that annual hours worked and thus actual experience varies across cohorts and education groups. In particular, the measure is likely to underestimate wage growth for groups with low work experience and overestimate wage growth for high work experience groups, which may reduce the overall variation.
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Second, the measure of potential experience may pick up returns to aging, if they exist, as well as returns to experience. As we saw in the theory section, exogenous wage growth such as returns to aging result in reduced current labor market participation.
Another relevant question is whether it is appropriate to treat the returns to experience as an exogenous variable. By construction, the return to experience is equal to the covariance of wages and experience divided by the variance of experience. As is discussed below because of how hourly wages are calculated, they risk having a spurious negative correlation with hours worked. However, this should not affect the covariance between wages and experience. There is, however, an underlying process that generates returns to experience, which may also affect participation. The final regression includes cohort, year and education dummy; variables which should capture many of these omitted variables.
Even so, some endogeneity may remain. To test whether wage growth is endogenous we instrument returns to experience using variables which capture the proportion of individuals in each of 9 industries in the year of entry into the labor market. The motivation for using industry distribution as an instrument is that different industries offer different wage growth paths, which are exogenous to the worker. An F-test rejects the hypothesis that the coefficients on the industry variables are jointly zero in the first stage regression of returns to experience on industry. In order for these industry variables to be good instruments we must also be able to exclude them from our labor supply equation. Tests of over-identifying restrictions support this restriction. These findings indicate that the industry variables are adequate instruments.
Nonetheless, a Hausman test fails to reject the equality of the ordinary least squares and twostage least squares coefficients in the labor supply regression. Therefore returns to experience are treated as an exogenous variable.
The Endogeneity of Wages
The CPS does not contain a measure of the hourly wage. Therefore it is calculated as annual wage and salary income divided by the product of annual weeks of work and usual hours Juhn, 1992; Welch, 1997) . As discussed above, it may also be the case that observed wages are not independent of hours of work (cf. Heckman, 1976c; Killingsworth, 1983 Deaton (1985) provides the formula for the IV estimator in which the measurement error in the instruments is not correlated with the measurement error in the other variables. However that estimator is not an appropriate for our case as we use instruments which are contemporaneous with the dependent and explanatory variables. The asymptotic variance-covariance matrix for the estimator in equation 12 is given in appendix 2. 24 There are two labor supply equations, one involving annual hours of work conditional on employment and the other involving whether or not a person works. This allows the decision whether or not to work to vary from the decision of how many hours to work, conditional on employment. The labor supply equations are estimated on two different samples (workers and all young men), each requiring a different wage measure. The first requires a wage measure for people who work and the second requires the wage for all individuals. Therefore, if the regressions were run in two stages rather than using an iv technique, two separate first stage regressions would be required. The results of these first stage regressions can be found in appendix table 1.2. The results are as expected. A test that the coefficients on the instruments are jointly equal to zero is rejected. Because there are 9 industry variables, tests of over identifying restrictions were also performed. In no case is the hypothesis that the coefficients on the industries are jointly equal to zero in the labor supply equation rejected. 18 experience in each of 9 broad industry groups are used as the excluded instruments. It is still necessary to account for the existence of measurement error in both the variables of the structural equation and in the excluded instruments. Therefore, the iv estimator which does this is given by: Hay et al., 1987; Manning et al., 1987; and Leung and Yu, 1996) . 26 A full set of cohort/education interactions would more completely capture fixed effects, however, due to the limited numbers of degrees of freedom, this is not possible. I have run a model that allows for cohort/education effects that change smoothly overtime, which is a reasonable specification, if we think that changes in selection across cohort/education groups are due to the changing composition of the groups overtime due to long term educational and demographic trends. This model includes the proportion of individuals in each cohort in each education group interacted with an education dummy variable, which captures (without loss of generality) how the annual participation or annual hours of high school drop-outs varies with the proportion of individuals who are high school drop-outs. Including these variables strengthens the coefficient on wage growth and weakens the coefficient on the wage level in both the annual participation and annual hours equations. Note, that this specification also accounts more fully for changes in cohort quality over time. 27 Since I restrict my sample to those cohorts for whom I observe the first year of labor market participation and because I only include individuals in their first five years of work, there are only 4 observations in 1967 (an observation for the first year of experience for each of the four education groups).
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as correcting for selection in panel data. Assuming that selection enters the equation as a fixed individual effect (which may be correlated with the explanatory variables) then using fixed effect estimation provides consistent estimates of the parameters of interest (cf. Wooldridge, 1995) . In the model depicted here, the fixed effects within each cohort are captured by a cohort effect and fixed effects that vary by education group are captured by the education dummy variables.
Therefore the annual hours equation should provide consistent estimates. 25, 26 In summary the equation to be estimated is of the following form: (13) Instead of year effects, the model has also been specified using detrended GDP as a way to capture cyclical effects. It does not substantively change the results. Since the year effects are more flexible, we present that specification. 20 years, with 1967/1968 being the left-out pair. 28 The bars over the variables indicate cohort means. The mean values of the dependent and explanatory variables are given in table 5. Table 6 presents the results of these regressions. The marginal effects have been converted into semi-elasticities which report the change in annual hours or annual participation resulting from a 10 percent increase in the hourly wage or return to experience ()y /%)x). The elasticities are calculated at the means of the variables. T-statistics are included in parentheses.
In both the equations the effect of wage growth is positive and statistically significant, supporting the theory that individuals with higher expected wage growth work more, conditional on their starting wage. This is also a rejection of the theory that wages are exogenous or that wage growth simply represents returns to aging, since as we saw in section 4, this would imply a negative coefficient. The first column presents the results of the regression with annual participation as the dependent variable. We see that a 10 percent increase in the return to experience increases the proportion of men working at least one week per year by 0.0061: a 0.6 percent increase in annual participation. Although this may seem small, it is nearly as large as the contribution of a 10 percent increase in wages, which is 0.0072.
The second column of table 6 shows the results from the regressions of annual hours on the explanatory variables. A 10 percent increase in the return to experience induces a 24-hour increase in annual hours worked, about one-half of a standard work-week. Again this is comparable to the 28 hours increase in annual hours induced by a 10 percent increase in wage levels. Although in this case, the coefficient on the hourly wage is not statistically significant.
We can use these results to calculate the effect of a change in wage growth on the unconditional expected annual hours of work. The expected value of annual hours can be written as
. (14) ( ) ( ) ( )
The marginal effect of the return to experience (r) on expected annual hours is therefore
Using the marginal effects and sample averages listed in tables 5 and 6, we find that the total marginal effect of returns to experience on unconditional annual hours of work is 34 hours, or nearly one 40-hour work week. Of this, 23 hours can be accounted for by the marginal effect of annual hours conditional on work (the first term on the right hand side). The remainder is due to the change in the expected hours of work resulting from the change in the probability of working at all (see table 6 ).
Before proceeding it is worthwhile to comment on some of the other results of the estimation. The cohort effects may capture either a change in cohort quality, a change in the demand for young workers, or a shift in the labor supply curve. F-tests reject the hypothesis that they are all equal. Interestingly the cohort effects do not show a monotonic decline in either of the specifications, which eliminates a simple story such as declining school quality. In fact, in the annual participation equation the effects are highest for cohorts entering the labor market during in the late 1970s and early 1980s, when labor market participation had already declined quite a bit. However, the cohort effects for more recent cohorts are lower, particularly in the annual hours equation.
The year effects capture cyclical changes in labor market participation. As figures 1a and 1b suggest, the labor supply of young men is very sensitive to cyclical effects. Throughout the 1970s and early 1980s the year effects tend to be negative, particularly during the recessions of 1973-1975 and 1981 . In the annual hours equation the year effects are positive during the expansion of the 1980s, but they remain negative in the annual participation equation, suggesting that participation declined during this period across all cohorts relative to the level in 1967/1968.
The results presented above were calculated assuming a 10 percent change in hourly wages or the return to experience. However without knowing the variation in the actual data it is still difficult to judge the relative importance of these factors. Between the beginning of the period and the early 1980s dropouts and high school graduates experienced a 40 percent decline in wage growth. In contrast, wage levels generally didn't decline by more then 10 or 15 percent over the entire period.
The large percent change in wage growth relative to wage levels suggests that the changes in the return to experience may explain a large part of the change in labor market participation since the late 1960s. Figures 3a to 3c provide evidence of this conjecture for high 22 school drop-outs, high school graduates, and college graduates. The figures graphs actual annual participation and predicted annual participation based on the regression results described above.
Also graphed is a prediction of annual participation that uses the regression coefficients and the same data, with the exception that wage growth is held constant at the 1967 level. Looking at Figure 1a , we see that high school drop-outs entering the labor market between 1967 and 1977 experienced a 7.5 percent decline in annual participation. Changes in wage levels predict almost none of the decline, whereas changes in wage growth are able to predict 40 percent of the decline. The difference in the predictive power of wages and wage growth is even more significant for high school graduates. Among high school graduates the prediction that allows wage growth to vary matches the data very closely and predicts the levels of participation very well throughout the 1970s. In contrast, wage levels greatly over-predict labor market participation during this period. For instance in 1977, the actual annual participation rate was about 0.97 and the predicted participation rate was about 0.96. In contrast, the wage growth constant predicted participation rate was over 1. These findings are in accordance with other findings in the literature (cf. Juhn, 1992 and Welch, 1997 ) that changes in wage levels do not predict declines in labor market participation in the 1970s. These studies attribute the decline to a downward shift in the labor supply curve. We can now see that at least one-third of this shift can be explained by declining wage growth rates. In the later period, changes in wage levels explain the changes in participation fairly well but there is a significant difference between the actual annual participation and the predicted participation holding wage growth constant due to the sharp decrease in wage growth for low-skilled workers during the period.
Although we are primarily interested in explaining the decline in labor market participation among low-skilled workers, it is important to note that this model also explains changes in participation among those with high skills. Figure 3c focuses on college graduates.
It can be seen that holding constant wage growth significantly under predicts annual participation for college graduates during the 1980s, because wage levels were declining during this period. However wage growth was increasing, encouraging college graduates to remain in the labor market despite their low starting wages. Therefore, labor supply among these workers remained relatively high and much higher than would be predicted by the changes in wages holding wage growth constant. One of the limitations of the given results is that they are based on a specification in which wage growth is assumed to be constant, despite the fact that wage growth is higher when young and then tapers off. Since we only estimate wage growth over the first ten years of the career, this may not be a bad assumption. However, it can be tested. In this time-varying wage growth model I calculate the 5-year average wage growth rate as: , wages on a quadratic in experience for each cohort/education group using a sample of individuals with between 1 and 10 years of potential experience. Table 7 provides the semi-elasticities of annual hours and annual participation for the original measure of wage growth as well as the time-varying results. Wage growth is positive and significant at the 99 percent level in both equations. A 10 percent change in wage growth yields a 0.0048 increase in annual participation and a 13-hour increase in annual hours. The effects are somewhat smaller than when the constant wage growth measure is used. This could be due to the fact that in some years the coefficient on the quadratic term is not statistically significant and so the measure of wage growth may be noisy. It may also be related to the fact that, due to data limitations, we consider only a 5-year wage growth rate.
Estimation Using Alternative Measures of Expected Wage Growth: 24
The analysis is based on the assumption that a young man's expectation of his own wage growth is his cohort/education group wage growth and that he knows this wage growth perfectly.
However, it is easy to imagine that young men might hold other expectations. For instance, a young man might look at the wage growth experienced by his older siblings and friends.
Alternately he might look at the wage levels of older individuals in that same time period to extrapolate his expected wage growth. To test the reasonableness of the assumption of perfect foresight against these alternative hypotheses, we compare the original regression results to results when we use other measures of expected wage growth. The results of these alternative specifications appear in table 7.
The first measure we examine is representative of the case in which an individual looks at the experience of someone 5 years older than himself in forming his expectations. Although the wage growth effect in the annual participation equation is still positive it is not statistically significant and it is only about 15% as large as in the case when young men have perfect foresight. It is not economically significant. In the annual hours equation the effect is also insignificant. The reason for this finding is that lagged wage growth contains very little information about current wage growth. A regression of current wage growth on lagged wage growth yields an insignificant coefficient. This result is not surprising when we take into consideration the fact that wage growth among drop-outs declined by over 40 percent in ten years.
Another possible measure of wage growth to which young men might have access is cross-sectional wage growth. This measure captures the possibility that an individual forms his expectations by looking at the difference in wages between himself and someone older than himself in a given year. I calculate the cross-sectional wage growth as the return to experience in a regression of log wages on potential experience by year and education group using crosssectional individual level data for young men with between 1 and 10 years of potential experience. This measure is more successful than the lag, resulting in statistically significant effects in the annual participation equation. In fact, the semi-elasticity of annual participation with respect to a 10 percent increase in wage growth is 0.0077, a bit larger than the affect of the actual ex post wage growth. The affect on annual hours is not statistically significant and is only one-third as large as when actual wage growth is used: about 8 hours per year.
Overall, the actual cohort/education group wage growth has the most impact on labor supply, particularly in the annual hours equations. However, it is still unclear where young men might get this information. Therefore, I test one other possibility. It may be that young men combine information on wage growth in the cross-section with some information that they have on their own future wage growth. In the final specification, I predict the actual cohort/education group wage growth using the cross-sectional wage growth. (The best prediction of wage growth is the projection of actual wage growth in the cross-sectional wage growth space.) The results, which appear in the last row of table 7, are very strong. A 10 percent increase in wage growth increases annual participation by 0.023, over two percentage points. This is nearly 4 times as large as the effect of the actual cohort/education group wage growth. The increase in annual hours due to the same increase in wage growth is 23 hours per week, nearly as large as the effect in the basic cohort/education group wage growth model, however the effect is not statistically significant. These results suggest that young men may base their expectations both on information about the wages of older workers and on speculation on their future prospects that is highly correlated with their ex post wage growth.
Conclusions
Typical explanations for the decline in labor market activity among men have generally focused on static considerations such as falling real wages or rising outside opportunity costs such as increased social benefits or increased returns to criminal activity and other "informal" economic activities. These explanations, however, neglect the dynamic aspects of labor market participation. In particular they ignore the fact that the value of employment includes not only current wages but also future wage growth resulting from returns to experience. Since starting wages are relatively low while wage growth for young workers is particularly high, returns to experience encompass a large portion of the value employment.
This paper advances past work on the topic by including forward-looking considerations Previous studies that have focused on changes in wage levels alone suggested that because a large part of the decline in labor market participation in the 1970s could not be explained by wages there must have been a shift in the labor supply curve. The search for the cause of this decline has usually led to an examination of welfare benefits, income from other family members or criminal activity. According to the results related here, the large decline in the return to experience offers a possible alternative explanation. This explanation complements recent research suggesting that there has been a large increase in so-called dead-end jobs and the implication is that these jobs discourage workers not only because their wages are low but also because they provide few opportunities for advancement.
Finally, these findings have implications for policies aimed at improving the labor market activity of young low-skilled workers. In particular they suggest that unless wages are particularly high, jobs offering little chance for wage growth do not offer a great enough work incentive. As we saw, if wage growth among low-skilled workers in the late 1980s had attained the levels achieved during the late 1960s then annual participation among these workers would have been 4 percentage points higher. Furthermore, although this analysis was performed on pretax wages it has implications for tax policy. Taxes clearly impact not only wage levels but also wage profiles. While it is common to analyze the distortionary impact of changes in the levels after-tax income on labor market activity, this paper suggests that it would also be wise to examine the implications of such policies on wage growth. . See Section 2 for sample inclusion criteria and a description of the wage data. 2. Starting wages are hourly wages for workers with 1 year of labor market experience. Wage growth is the percent change in wages between the first and tenth year of actual experience (see Section 3 for description). Wages are deflated using the Personal Consumption Price Deflator (1992=100). 1967-1969 1970-1972 1973-1975 1976-1978 1979-1981 1982-1984 1985-1987 1967-1969 1979-1981 1985-1987 1. Data include male workers with 1 to 5 years of potential experience. For the annual hours equation the workers sample is used. For the annual participation equation the employment sample is used. Variables and sample inclusion criteria are described in Section 2 and Section 5. 2. Equations are estimated using linear regression with a correction for measurement error. Covariates included in each regression are the log hourly wage, the return to experience, 22 cohort dummies, 3 education dummies (high school dropouts are the left-out group), year effects, and a quadratic in potential experience. The regression is run without an intercept. Full regression results appear in appendix table 1.2. a Notes: 1. Data include male workers with 1 to 5 years of potential experience. For the annual hours equation the worker sample is used. For the annual participation equation the employment sample is used. Variables and sample inclusion criteria are described in Section 2 and Section 5. 2. Equations are estimated using linear regression with a correction for measurement error. Covariates included in each regression are the log hourly wage, a measure of wage growth, 22 cohort dummies, 3 education dummies (high school dropouts are the left-out group), year effects, and a quadratic in potential experience. The regression is run without an intercept. The matrices ' 1 and ' 2 represent the analogous matrices based on the unobserved "true" data.
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