Up to now, few models of computation with the power of evaluating discontinuous functions have been analyzed and few of their lower bounds or results on the decidability of languages are known. In this paper, we present a model of an "analytic computation tree" (ACT). These trees operate on real numbers and are able to compare real numbers, to evaluate functions on real numbers, and to evaluate certain discontinuous functions like the '?loor function." This model generalizes the model of "algebraic computation trees" introduced by Ben Or. We show by topological arguments that by ACTS one cannot decide certain classes of languages, examples of which are Q" and the set of tuples (x1, . . . . x,) E R" that have components which are Z-linearly or algebraically dependent. 0 1988 Academic Press, Inc.
INTRODUCTION
Up to now, very few lower bounds or decidability results are known for computation models with the power of evaluating discontinuous functions. But results of this kind are very desirable since, for example, the floor function (which computes the greatest integer smaller than or equal to a given number) is a very important function in practical computing. It is used in many algorithms, for example, in all algorithms that perform integer division.
Following the ideas of Ben Or (1983), we consider "algorithms" as binary rooted trees which at each vertex v compute a function py : [w" + Iw and-if v is not a leaf-ither branch to the left or to the right according to whether the result is greater than zero, For each input x there is a unique path in the tree describing the computations that the algorithm performs on it. We say that the tree halts on x, if the path of x has finite length. A tree is said to accept the language Y c R" by halting, if it halts on all inputs x E Iw" and outputs "1" if x E Y and "0" otherwise, It is said to accept Y if for all XE Y it halts and outputs "1," and for all .x# Y it does not output "1." The similarities of these definitions to those of "decidable" and "recursively enumerable" languages used in the context of Turing machines are obvious.
The functions admitted by Ben Or's called "algebraic computation trees" compose the functions +, -, *, /, sqrt. Ben Or proves that the depth of an algebraic computation tree deciding Y G R" is Q(log(No. of connected component of Y)). If the floor function is allowed, this result is not longer valid: for example, the comparison x -Lx_l 1 0 decides H c Iw in one step.
The best lower bounds known for computation trees depend on the topological structure of the languages for which they are valid. The proofs mostly use results on the varieties built up by the functions that the trees admit (for example, the Bezout inequality or Milnor's theorem, cf. (Dopkin and Lipton, 1978; Klein and Meyer auf der Heide, 1983; Ben Or, 1983; Hastad et af., 1986) ). As such results do not exist for discontinuous functions, it seems to be fundamental problem to derive "topological" lower bounds for tree models admitting them. Some partial results can be found in Lautemann and Meyer auf der Heide, (1985) . In this paper, we therefore restrict ourselves to the problem of whether or not languages can be "recognized" only, regardless of the computation time.
We now define the computational model of "analytic computation trees" (ACTS). Informally, ACTS admit any function which composes the floor function and arbitrary analytic functions. ACTS are able to evaluate, for example, the functions +, -, *, /, sqrt, abs, L. J, exp(Lsin _I), log, or log*. (The precise definition of an ACT is given in Section 2.) We feel that languages that cannot be recognized by ACTS cannot be recognized by any "reasonable" algorithm.
A source of the problems we consider, and an example of where our results can be applied, is the integer relation problem. Let n E fV be fixed, and let REL be the set of E-linearly dependent n-tuples of reals, REL:={~EIW":~~EZ"\{O}:
Here ( ., . ) denotes the inner product in R". Let RELL, for k E N, be the subsets of REL for which a "short" (with respect to the euclidean norm (I .I( ) m with (x, m ) = 0 exists, Hastad et al. (1986) provide an algorithm that, given x and k, either finds m E Z"\(O) such that (x, m ) = 0 or proves x $ RELk. This algorithm performs one arithmetic operation on real numbers in one step, where one arithmetic operation is a comparison of two reals, an application of the floor function or an operation from { +, -, *, /, sqrt }.
In this paper we show that there is "no algorithm which either finds a relation or proves that no relation exists." (A similar result was shown for linear computation trees in Meyer auf der .) We show that there is not ACT that accepts Q" or REL by halting, that there are no ACTS that accept lR"\CV or [W"\REL, but that there are ACTS that accept Q" and REL. There is an ACT that accepts Z" by halting.
We assume that each real number is given for free. Lovasz (1985) refers to another model of operating on reals. He basically allows one to compute one digit of the binary expansion of a real number in one step. In this model, R"\Z" cannot be accepted by halting, but it can be accepted. Q" and rWn\On cannot be accepted. This paper is organized as follows. In this section we give notation and some basic facts on open and closed subsets of [w". Section 2 presents the model of an ACT. In Section 3, a topological property of the outputs of ACTS is proven. Section 4 finally applies this property to prove necessary conditions for the decidability of languages YE Iw" by ACTS and treats some examples.
We use the following notation: p denotes the Lebesgue measure in Iw". A (measurable) set UC 08" with p(U) = 0 is called zero set. The analytic computation tree model is a model algorithms which operate on real numbers, and in one step -either compare a real number r with 0 and according to the result branch in its program -or compute f(x), where f is an "admissible" function in x. The precise definition of "admissible" is given below; informally, f is admissible if it is a composition of analytic functions and L-1. DEFINITION 2. Let UG 04" be open, f: U-t R, yc U.
(a) f is analytic at y if there exists a neighbourhood U, and y and a power series p(x) = C, E N n a,x" convergent on U, such that f(x) = p(x) for all x E U,. f is analytic in U if it is analytic at each y E U. for all x E U,. f is admissible in U, if it is admissible at each y E U.
Remark. Instead of the analytic functions we might as well allow each family of continuous functions that fulfills Proposition 5 of Section 3. Instead of L.J we might allow any function g: R -+ R for which there is a closed, countable set SC [w such that g, R,s fulfills Proposition 5 of Section 3. We use "analytic" and L. J for the sake of presentation.
A binary rooted tree with a function pv associated to each vertex v is called an analytic computation tree (ACT), if -PKWI is admissible in R", and -for each vertex v the following condition holds: Denote by X, the set of ail x E R" which go through v, that is, X,,,, = R", X, = {XE w,: p,(x)'> 0) if v is the left son of w, and X, = (x E X,: p,,,(x) < 0) if v is the right son of w. Then p, can be continued to a function that is admissible in a neighbourhood of X, (cf. Fig. I ).
The length of the computation of ACT A on XE R" is the depth in A of the leaf b with x E X,. If no such leaf exists, A does not halt on input x. Note that for two different leafs b, b' we have X, n Xb, = 0.
As we deal with the problem of recognizing languages, we consider only ACTS which at each leaf compute the constant 0 or 1. We say that a language YC R" can be accepted (resp. can be accepted by halting), if there exists an ACT which accepts Y (resp. accepts Y by halting). The reader may verify the following proposition on languages that can be accepted by ACTS. The lemma holds especially for the leafs, and the next section we apply it to prove properties of languages that can be accepted or accepted by halting by ACTS.
To prove Lemma 4, we shall use Proposition 5 on analytic functions and Lemma 6 below. Proposition 5 is well known for holomorphic functions (cf. (Range, 1986 , Theorem 3.7)). It can be shown for real analytic functions by induction on n. If f is analytic on 0, the lemma holds with N= $3. So assume that the lemma has already been proven for all admissible p: 0 + R such that k,<k,; again let f:O-+lR be defined by x-q((Lpl(x)J,...,LpS(x)J, P,, + I (-Xl> . ..> pi(x))). Then for each iE (1, . . . . Z} there is a zero set N, which is closed in 0, such that pi is analytic on O\Ni. So p := uf=, Ni is a zero set which is closed in 0, and all pi are analytic on O\p. Now let iE (1, . . . . s} and let Z' c O\N" be the union of all the connected components C of O\N" on which p, is not constant. Then N' := p,:'(Z) n Z' is closed in Z' (since it is the inverse image of a closed set under a continuous map) and is a zero set (apply Proposition 5). Since Z' is a union of connected components of O\N(', N' is a zero set closed in O\p. Hence N' := U;= 1 N' is a zero set closed in O\@, and N := N' u p is a zero set closed in 0.
It remains to show that f is analytic on O\N. Q.E.D.
We are now able to prove Lemma 4. Q.E.D.
APPLICATIONS OF THE TOPOLOGICAL PROPERTY
In this section, we formulate necessary-conditions on the languages that can be accepted by ACTS (Theorem 7). We derive several corollaries and treat some examples (Corollary 11). Q.E.D.
Remark. The proofs of Lemma 4 and Theorem 7 imply that the zero set N, in Theorem 7 is an F,, set. Proof Assume Y can be accepted. Then by Theorem 7 there exists a zero set N, such that Y\N, is open; so since v\Y is dense in U we have ( r\N,) n U = 0. Hence p( Y n U) = 0, a contradiction.
Q.E.D.
