Abstract. In this paper, we are concerned with the output feedback stabilization of a onedimensional wave equation with unstable term at one end, and the observation suffered by a general harmonic disturbance with unknown magnitudes at another end. An adaptive observer is designed in terms of the corrupted observation. The backstepping method for infinite-dimensional system is adopted in the design of the feedback law. It is shown that the resulting closed-loop system is asymptotically stable. Meanwhile, the estimated parameters are shown to be convergent to the unknown parameters as time goes to infinity.
1. Introduction and problem formulation. In the past several decades, collocated boundary feedback control for the second-order infinite-dimensional systems described by waves and flexible beams has been widely studied, see [1, 17, 22] and [19] , to name just a few. Most of the systems aforementioned are, when there is no boundary control imposed, conservative in the sense that the system energy remains constant. The main idea of feedback control design is to add dissipation to the system by means of boundary damping to make the energy of the systems decay polynomially or exponentially to zero as the time goes to infinity. Most often, the collocated control design is based on passive principle and hence is almost trivial although the stability analysis is, due to its PDEs nature, very hard in many cases. This happens also for the stabilization of the most multi-dimensional PDEs ( [15, 17, 18, 22] ). However, when the boundary control system is non-collocated, or the system itself is unstable or even anti-stable, the collocated design is not enough to stabilize these systems. In this situation, the passive principle cannot be applied directly anymore. In the last few years, there have been a few works contributed to this aspect. An observer-based compensator which exponentially stabilizes the string system with a non-collocated actuator/sensor configuration is proposed in [3] . A dramatic change has been taken place since the backstepping method is introduced in PDEs ( [13] ). In [11] , the controller and observer are designed using both the displacement and velocity measurement via the method of backstepping to exponentially stabilize a one-dimensional wave equation that contains destabilizing anti-stiffness boundary condition at its free end. Since the destabilizing term in [11] is proportional to the displacement, the system is thereby unstable in the sense that the uncontrolled system has some eigenvalues on the right complex plane. An extension result is then presented in [4] where the controller and observer for a non-collocated wave equation are designed using the displacement measurement only. A recent breakthrough has been made in [23] , where the anti-stable wave equation with an anti-damping term on the uncontrolled boundary which is different to the destabilizing term in [11] , is stabilized through a novel backstepping transformation method. The stabilization of unstable shear beam equation can be found in [12] where non-collocated boundary stabilization is discussed by using backstepping approach and observer-based feedback.
However, the controllers and observers aforementioned are designed without consideration of the uncertainties suffered in the boundary input or boundary output. The earlier efforts for the design of adaptive controller and observer for PDEs, particularly for parabolic PDEs with boundary control and unknown parameters that may cause instability of the system and affect the interior of domain are presented in [14, 20, 21] . Adaptive stabilization for the most challenging anti-stable wave equation system can be found in [10] . The first effort on the adaptive regulator design for the undamped second-order hyperbolic systems with output disturbances and collocated control is made in [16] . A recent progress is made in [7] where an adaptive observer and controller is designed for a one-dimensional wave equation with simple corrupted periodic output disturbances:θ 1 sin t +θ 2 cos t. An adaptive regulator for unstable wave equation with simple periodic input disturbance is designed by using backstepping method in [8] to achieve both parameter estimation and stabilization under the state feedback. A recent result on the stabilization of unstable wave equation with general harmonic disturbance in boundary input is presented in [9] .
The present paper is motivated from [9] where instead of boundary input, the general harmonic disturbance with unknown amplitudes appears in the boundary output. The problem that we are concerned with is a one-dimensional wave equation proposed in [11] :
where and henceforth w or w x denotes the derivative of w with respect to x, andẇ or w t the derivative with respect to t, u is the boundary control (input), y out is the boundary measurement (output), w 0 and w 1 are initial values,θ j ,θ j , j ∈ J = {1, 2, · · · , m} are unknown amplitudes and α j , j ∈ J are known frequencies of the disturbance. Obviously, if some α j = 0, the term is reduced to the constant. This kind of disturbance contains the periodic disturbance as its special case. The major concern for such kind of output is that the velocity is relatively difficult to measure and the differentiation of amplitude that is easily to be measured amplifies the noise [2, pages17-18] . Obviously, the harmonic disturbance vector function (sin α 1 t, cos α 1 t, · · · , sin α m t, cos α m t) is a solution to the following homogeneous equation:
For q = 0, Eq.(1.1) models a string which is free at the end x = 0. For q = 0, the free end of the string is subject to a force proportional to the displacement, which physically may be the result of various phenomena. We refer to [11] for the modeling in details. For q ≤ 0, system (1.1) with u = 0 is conservative. It is well known that if there is no uncertainty in the measurement, then system (1.1) with q ≤ 0 can be exponentially stabilization under output feedback
, respectively. For the case q > 0, system (1.1) with u = 0 is unstable in the sense that there are finitely many eigenvalues located in the right complex plane. If there is no uncertainty in the measurement, system (1.1) can be exponentially stabilized by observer-based infinite-dimensional controller using backstepping method developed in [11] .
A natural idea is to extract the real value of w t (1, t) by a notch filter and then use the controller u(
However, in applying notch filter, w t (1, t) cannot contain the frequency of the disturbed harmonic signal that is not known for our problem since our initial values are arbitrary. Another point that we want to remark here is that based on passive principle, we can design an adaptive regulator for system (1.1) in the case q = 0 as
The candidate Lyapunov function for q = 0 is as follows:
For the case q < 0, we can also design the same adaptive regulator for system (1.1) as (1.3) by removing the term −k 1 w(1, t) in (1.3). In both q < 0 and q = 0, the resulting closed-loop can be shown to be asymptotically stable and the estimated parameters are shown to be convergent to the unknown parameters as time goes to infinity but for some special known α j , j ∈ J only, for which the proof is similar to that in Section 3. But this design is not applied for arbitrarily given frequencies α j , j ∈ J and q > 0. We also point out that the infinite-dimensional second-order system developed in [16] does not cover the case q > 0 which results in finitely many eigenvalues for the open-loop system in the right complex plane.
Compared to the existing works [7, 16] and (1.3), the main contribution of this paper is that for any arbitrarily given frequencies α j , j ∈ J and any real number q, one can always construct an observer-based adaptive controller to achieve both the parameter convergent and the closed-loop system stable.
We proceed as follows. In next section, Section 2, we design an adaptive observer and an observer-based feedback controller by the backstepping method. The main results are stated in Section 3. Section 4 is devoted to the proofs of the main results. In Section 5, some numerical simulations are presented to illustrate the theoretical results. Some concluding remarks are presented in Section 6.
2. Adaptive observer and controller design. Since our observation is boundary pointwise measurement, we need to recover the state through the observer. This section is attributed to the design of the adaptive observer and the observer-based feedback controller. It is crucial part of the paper.
We design the following adaptive observer for the system (1.1):
where and henceforth k, c i , i = 0, 1, 2, r j and l j , j ∈ J are positive design parameters.
Here and in the rest of the paper, we omit the (obvious) domains for t and x.
Let ε(x, t) = w(x, t)− w(x, t) denote the observer error and θ i (t) =θ j −θ j (t), ϑ j (t) = ϑ j − ϑ j (t), j ∈ J, the parameter estimation errors respectively. Then, it is easy to see that ε is governed by (2.2)
where
We propose the following feedback controller based on estimated state:
Then the closed-loop of system (2.1) corresponding to the controller (2.3) becomes
Make the invertible change of variables
Both P 1 and P 2 are Volterra transformations ( [11] ). The inverse transformations (I + P 1 ) −1 and (I + P 2 ) −1 are given respectively by
Under transformation (2.5), (2.2) becomes (2.9)
A formal computation along the solution of (2.9) gives
Also under the transformation (2.6) and with (2.7), (2.4) becomes (2.13)
where (2.14)
The recommended choices of the control gains are c 2 around one, and c 0 , c 1 are relatively large.
3. Main results. First, we make use of the Galerkin method to solve the existence and the uniqueness of the solution of Eq.(2.9). To do this, we need a basis to construct the Galerkin approximation, which can be realized by the operator A in L 2 (0, 1) as follows:
Then A is an unbounded self-adjoint positive definite operator in L 2 (0, 1) with compact resolvent. A simple computation shows that the eigenpairs
We can follow the steps as that in [8] to construct a Galerkin scheme to prove the existence and uniqueness of the classical solution to error system (2.9).
2m and satisfies the following compatible condition:
Then there exists a unique (smoother) classical solution to (2.9) in the sense that for 
By the Sobolev embedding theorem, it follows that
ε ∈ C([0, 1] × [0, T ]).1 (0, 1) × L 2 (0, 1) × R 4m = V × R 2m with the inner product (f, g, θ 1 , ϑ 1 , · · · , θ m , ϑ m , ξ 1 , η 1 , · · · , ξ m , η m ), ( f , g, θ 1 , ϑ 1 , · · · , θ m , ϑ m , ξ 1 , η 1 , · · · , ξ m , η m ) H = 1 0 f (x) f (x)dx + 1 0 g(x) g(x)dx + c 0 f (0) f (0) + k m j=1 θ j θ j r j + ϑ j ϑ j l j + m j=1 (ξ j ξ j + η j η j ), ∀ (f, g, θ 1 , ϑ 1 , · · · , θ m , ϑ m , ξ 1 , η 1 , · · · , ξ m , η m ), ( f , g, θ 1 , ϑ 1 , · · · , θ m , ϑ m , ξ 1 , η 1 , · · · , ξ m , η m ) ∈ H.
Define the operator A : D(A)(⊂ H) → H as follows:
Then the systems (1.2) and (2.9) can be written as a nonlinear evolution equation
Obviously, (3.6 ) is an autonomous revolution equation. However, same as [7] , it seems hard to use nonlinear semigroup to prove its well-posedness due to lack of dissipativity of A defined by (3.5) or A + ωI for any constant ω ∈ R. Next, we establish the convergence of the transformed error system (2.9). To do this, we need the weak solution of (2.9). (2.9) is defined as the limit of any convergent subsequence of ( ε n , ε 
the classical solution ensured by Theorem 3.1 with the initial condition
Moreover, for any j ∈ J,
Now, we consider the transformed system (2.13) without dynamic equations for θ j (t) and ϑ j (t), j ∈ J since they have been determined by the transformed error system (2.9) already. The system now reads
We consider system (3.8) in the energy space
The norm of H is induced by the following inner product
Define the operate A : D(A)(⊂ H) → H as follows:
It is well-known that A generates a C 0 -semigroup of contractions e At on H ( [5] ). From (3.9), it is readily found that
Take the inner product of (φ, ψ) ∈ D(A * ) with (3.8) to obtain 
or in abstract form:
In the above setting, we understand the solution of (3.13) in D(A * ) by identifying A withÃ which is an extension of A defined by (3.8) , and for all T > 0, there exists a D T > 0 depending on T only such that 
We go back to the closed-loop system of (1.1) under the feedback (2.3):
(3.14)
14)
. We consider system (3.14) in the state space X = ( .14) is asymptotically stable in the sense that
exists a unique (weak) solution to (3.14) such that w(·, t), w t (·, t), w(·, t), w t (·, t), θ
Moreover,
Proof of the main results. This section is devoted to the proof of the main results stated in the previous section.
Proof of Theorem 3.3. By the density argument, we may regard without loss of generality that the initial value ( ε 0 , ε 1 , θ 10 , ϑ 10 , · · · , θ m0 , ϑ m0 ) belongs to V ×V ×R 2m . Construct Lyapunov functional V ε (t) for the system (3.6) following:
where ξ j (t) = sin α j t, η j (t) = cos α j t, j ∈ J. The time derivative of V ε (t) along the solution of system (3.6) is found to bė
This shows that V ε (t) ≤ V ε (0) and hence
Hence each trajectory is bounded and in particular
Similarly, let
It is found that the time derivative of U (t) along the solution of error system (2.9) can be estimated as
It is seen that
for some positive constant M . A simple computation shows that
Obviously,
By (4.3) and (4.4), we have the estimate forU * (t):
Take three positive constants η, γ and α in (4.6) so that η < 1 2 , and
Then we have
Applying Gronwall's inequality to (4.8) and in view of (4.5), we have the estimate (4.9)
It is found from (4.1), (4.2), (4.5), (4.7) and (4.9) that sup t≥0 U (t) < ∞, which implies that the trajectory of system (3.6)
. By Remark 3.2, (3.6) produces a dynamic system. In light of Lasalle's invariance principle ([25, p.168]), any solution of system (3.6) tends to, as time goes to infinity, the maximal invariant set of the following:
ByV ε (t) = 0, it follows that h(t) = 0, θ j ≡ θ j0 and ϑ j ≡ ϑ j0 , j ∈ J. Hence we have, in this case, that (4.10)
Now we show that (4.10) admits zero solution only. To this end, we first consider the equation
System (4.11) is a conservative system in Hilbert space
Define a linear operator A 0 associated to system (4.11)
It is a simple excise to show that A −1 0 is compact on H 0 . That is, A 0 is a skew-adjoint operator with compact resolvent on H 0 . Consequently, the spectrum of A 0 consists of isolated eigenvalues on the imaginary axis only, and from a general result of functional analysis, the algebraic multiplicity of each eigenvalue of A 0 is equal to its geometric multiplicity. For any λ ∈ σ p (A 0 ), solving the eigenvalue problem
one has ψ = λφ with φ = 0 satisfying
Solving (4.13) gives (4.14)
So λ is geometrically simple. So each λ is algebraically simple.
Obviously, β = 0 is not one solution of (4.16) .
is not the solutions of (4.16).
Similarly, It is seen that iβ = ikπ, k ∈ Z is not the solutions of (4.16). For given β = 0, kπ + π 2 , kπ, k ∈ Z, it is easy to show that iβ is a solution to (4.16) if only if β satisfies (4.17) cot β = β c 0 .
In fact, assume β = 0, kπ + π 2 , kπ, k ∈ Z and β is a solution to (4.16). Then
From (4.18), one has cot β = β c 0 .
Thus
which implies that iβ is a solution to (4.16). Hence, if we choose c 0 satisfying condition
Furthermore, from (4.14) and (4.15), we can obtain the following asymptotic expressions of eigen-pairs of A 0 .
(4.20)
By general theory of functional analysis, {Φ n } n∈Z forms an orthogonal basis for H 0 . Therefore, the solution of (4.10) can be represented as
where the constants {a n } n∈Z are determined by the initial condition. That is,
It is easy to show that ε t (x, t) converges in H 1 (0, 1) uniformly in t. By the continuity of the trace operator ε t → ε t (1, t) in H 1 (0, 1), the equation
Therefore,
We claim that a ±n = 0, for all n ≥ 1. Since otherwise, if there exists an n 0 such that |a n0 φ n0 (1)| = 0, then the smoothness of the initial value that ε 0 ∈ H 1 (0, 1) guarantees that n∈Z |a n φ n (1)| < ∞, which implies that there exists an integer N > n 0 such that
Since λ n = λ m for any n, m ∈ Z, n = m and lim
Integrating both sides of (4.24) and using the fact Reλ n = 0 and (4.23), we obtain
Since the right side of the above inequality has an upper bound for all t ≥ 0, we get that a n0 = 0, which is a contraction. By (4.22), a ±n = 0, n = 1, 2, · · · , θ j0 = 0 and ϑ j0 = 0, j ∈ J. The proof is complete. Proof of Theorem 3.4. We first prove the first part. By the well-posed linear infinite-dimensional system theory, it suffices to show that B * is admissible for e
(see e.g., Theorem 6.9 of [26] ). This is equivalent to saying that B * A * −1 is bounded, and for any T > 0, there exists an M T > 0 depending on T only such that the following system :
First, a simple computation shows that
Hence B * A * −1 is bounded on H. Second, differentiate E y (t) with respect to t along the solution of (4.25) to giveĖ
2 ≤ 0 and hence, E w (T ) ≤ E w (0) for any T > 0 and
. The first part is proved. Now we show the classical solution. Firstly, we claim that
Actually, from the definition of g given by (3.11), one haṡ 1) ) for any t ∈ [0, T ], and so are for lower order terms of ε. Furthermore, by Theorem 3.3, s) ) . Then the solution of (3.13) can be written as
, it follows from (4.27) that (4.28)
By the fact A −1 B is bounded and (4.26), the right-hand side of (4.28) makes sense. Notice that the compatible condition 
Differentiate (4.29) with respect to t to give
In terms of (4.26) and the same arguments as the first part, we have˙ W (·, t) ∈ H, which implies that (4.27) is a classical solution. The result is thus proved. Proof of Theorem 3.5. We first assume that (4.31)
and apply Gronwall' inequality to (4.36) to conclude
By Poincáre inequality, it has
Thus,
For given κ > 0, we choose t 0 such that for t > t 0 ,
Choosing t > t 0 large enough, the first term on the right-hand side above will be less than κ 2 and thus for t large enough
Next, we show
In fact, (4.39)
This together with (4.2) gives (4.40)
Combining (4.37), (4.38) and (4.40), we have lim t→∞ F δ (t) = 0, and by virtue of (4.34), we get H, for any ( y 0 , y 1 ) ∈ H and ( ε 0 , ε 1 , θ 10 , ϑ 10 
The result then follows from the density argument and the conclusion just justified for the classical solution.
Proof of Theorem 3.6. For any initial value (w 0 , w 1 , w 0 , w 1 , θ 10 , ϑ 10 , · · · , θ m0 , θ m0 ) ∈ X , from (2.9) and (2.10), it is easy to verify that ( ε 0 (x), ε 1 (x), θ 10 , ϑ 10 
and ( w 0 (x), w 1 (x)) ∈ H, which implies that there exists a unique solution to (2.2) and (3.8), respectively. Let
Then a direct computation shows that such a defined (w, w) satisfies (3.14) with initial value (w 0 , w 1 , w 0 , w 1 ). This solution is unique by the following invertible transformation 5. Numerical simulations. In this section, we present some numerical simulations to illustrate the theory results. For simplicity, we just give numerical simulations for the case of m = 1 and α j = 1. Notice that there is an invertible transform between the closed-loop system w, w t , w, w t , θ 1 (t), ϑ 1 (t) and the system w, w t , ε, ε t , θ 1 (t), ϑ 1 We only need to give the numerical simulation results for the system w, w t , ε, ε t , θ 1 (t), ϑ 1 (t) which is described by 
ξ, t) − ε t (ξ, t)) + q(w(ξ, t) − ε(ξ, t))] dξ,
ε tt (x, t) = ε xx (x, t) − (c 0 + q)e q(1−x) ε t (1, t) + θ 1 (t) sin t + ϑ 1 (t) cos t + qε (1, t) , ε x (0, t) = −qε(0, t), ε x (1, t) = −k ε t (1, t) + θ 1 (t) sin t + ϑ 1 (t) cos t − (c 0 + q)ε(1, t), θ 1 (t) = −r 1 ε t (1, t) + θ 1 (t) sin t + ϑ 1 (t) cos t sin t, ϑ 1 (t) = −l 1 ε t (1, t) + θ 1 (t) sin t + ϑ 1 (t) cos t cos t, θ 1 (0) = θ 10 , ϑ 1 (0) = ϑ 10 , w(x, 0) = w 0 (x), w t (x, 0) = w 1 (x), ε(x, 0) = ε 0 (x), ε t (x, 0) = ε 1 (x).
In the numerical simulation, we first convert the second order equation in time into a system of two first order equations in time and then the Backward Euler Method in time and Chebyshev spectral method in space are used. The numerical algorithm is programmed in Matlab ( [24] ).
We take the grid size N = 20 and time step dt = 10 Figure 5 .2 shows the tracking of the parameters. It is seen that the estimates θ 1 (t) and ϑ 1 (t) with initial values θ 10 = 0.2 and ϑ 10 = 0.8 approximate, respectively, the unknown parameter valuesθ 1 = 0.8 andθ 1 = 0.2 quite satisfactorily. 6. Concluding remarks. In the present paper, the boundary output feedback stabilization of a one-dimensional wave equation is considered. The difficulty of the problem lies in that a) the system in the case q > 0 contains instability at its free end, which results in a finitely many eigenvalues for the open-loop system located on the right complex plane ; b) the boundary observation is suffered from harmonic disturbance with unknown magnitude and any given frequencies α j , j ∈ J, which contains unknown constant disturbance as its special case. An infinite-dimensional observer is designed to recover the state and an adaptive update law is designed to estimate the unknown parameters. The output feedback controller is designed by the backstepping method for infinite-dimensional systems. It is shown that the resulting closed-loop system is asymptotically stable. Meanwhile, the estimated parameter is shown to be convergent to the unknown parameter as time goes to infinity. The numerical simulations validate the theoretical results. The result generalizes [7] from the simple period disturbance to the general harmonic disturbance.
