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iINTRODUCCIO´N
El descubrimiento de los fractales surge de manera intuitiva como una inter-
pretacio´n de los objetos que se encuentran en la naturaleza, en particular, de
las estructuras que se repiten a diferentes escalas.
Los primeros estudios relacionados con los fractales en cuanto a concep-
cio´n y formalizacio´n matema´tica se atribuyen a Mandelbrot en [6], donde los
defin´ıa como aquellos conjuntos de un espacio me´trico donde la dimensio´n
de Hausdorff es mayor que su dimensio´n topolo´gica.
Un caso particular de fractales que estudiaremos en este trabajo son los
conjuntos autosimilares, para los que es posible dividir el conjunto en tro-
zos semejantes al conjunto total. Por mencionar algunos, la alfombra y el
tria´ngulo de Sierpinski, la curva de Koch, el conjunto de Cantor y la esponja
de Menger son conjuntos autosimilares. Cada uno de ellos puede ser gene-
rado mediante similaridades en un conjunto de funciones iteradas, concepto
atribuido a John E. Hutchinson en su trabajo [4].
La propiedad ma´s importante de los fractales es su dimensio´n, ya que se
trata de su principal invariante nume´rico. De hecho, la dimensio´n fractal es
aplicable en cualquier rama cient´ıfica como la f´ısica, la medicina, la biolog´ıa,
la geograf´ıa, etc. En estas disciplinas es posible identificar estructuras auto-
similares (o estad´ısticamente autosimilares) y analizar su complejidad.
Por ejemplo, es posible utilizar la dimensio´n fractal para la identificacio´n por
huellas dactilares, deteccio´n de tejidos cancerosos y codificacio´n de ima´genes.
Incluso se ha llegado a analizar la accio´n de pastoreo intensivo en la flora del
parque natural de Cabo de Gata-Nı´jar (ve´ase [1]).
No obstante, no existe solo una dimensio´n fractal, sino multitud de ellas.
Las ma´s importantes son la dimensio´n de Hausdorff y la dimensio´n box-
counting, la primera ma´s teo´rica y la segunda totalmente orientada a la
pra´ctica. En el presente trabajo nos centraremos en estas dimensiones estu-
diando sus propiedades, sus motivaciones y dando condiciones necesarias y
suficientes en el caso de que coincidan.
Desde el punto de vista computacional, y con ayuda de Matlab, dibujare-
mos conjuntos autosimilares y desarrollaremos un algoritmo para aproximar
la dimensio´n box-counting dada una imagen de entrada.
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En el Cap´ıtulo 1 estudiamos como aparece el concepto de hiperespacio
a partir de un espacio me´trico cualquiera (X, d). Veremos que tomando los
subconjuntos compactos de X y la distancia de Hausdorff es posible definir
un espacio me´trico que adema´s sera´ completo (Teorema de Zenor-Morita).
El Cap´ıtulo 2 tendra´ como objetivo construir los conjuntos autosimilares
en el hiperespacio anterior como aplicacio´n del Teorema del punto fijo de
Banach. Se definira´n los conceptos de contraccio´n y operador de Hutchinson,
as´ı como el de conjunto de funciones iteradas y atractor de dicho sistema, el
cual sera´ precisamente el conjunto autosimilar.
En el Cap´ıtulo 3 implementamos un algoritmo basa´ndonos en los desa-
rrollos teo´ricos anteriores para representar conjuntos autosimilares en dos
y tres dimensiones. Para ello, se introducira´n el nu´mero de iteraciones, un
punto inicial y las similaridades. Mostraremos ejemplos como la alfombra, el
tria´ngulo y la pira´mide de Sierpinski.
A continuacio´n, en el Cap´ıtulo 4, introducimos los conceptos de medida
s-dimensional de Hausdorff y medida de Hausdorff, que surgira´n como un
caso particular de aplicar dos me´todos de construccio´n de medidas de [2].
Veremos tambie´n bajo que´ tipo de aplicaciones es esta medida invariante y
la relacio´n que mantiene con la medida de Lebesgue. Posteriormente, obten-
dremos razonadamente la dimensio´n de Hausdorff como el valor a partir del
cual la medida s-dimensional da el salto de infinito a 0. Para terminar, vere-
mos las propiedades que cumple esta dimensio´n (mono´tona, numerablemente
estable, invariante bajo aplicaciones bi-Lipschitz, etc).
La dimensio´n box-counting aparece en el Cap´ıtulo 5 fundamentada en
una idea bastante intuitiva: contar cajas. La forma en la que se motiva esta
dimensio´n se basa en fragmentar el conjunto, cada vez en trozos ma´s pe-
quen˜os, y contar el nu´mero de fragmentos o “cajas”que tienen puntos del
conjunto cuando el dia´metro de dichos trozos tiende a 0. Adema´s de estudiar
su motivacio´n teo´rica y sus propiedades, implementaremos un algoritmo pa-
ra calcular la dimensio´n box-counting siguiendo el esquema anterior. Y como
ejemplo, se lo aplicamos a la alfombra de Sierpinski (Figura 3.1) para discutir
el resultado y compararlo con el valor real.
En el Cap´ıtulo 6, gracias al Teorema de Moran, veremos como calcular
fa´cilmente la dimensio´n de conjuntos autosimilares que cumplen la condicio´n
de conjunto abierto y lo aplicaremos como ejemplo al tria´ngulo de Sierpinski
(Figura 3.3) y al Helecho (Figura 3.2).
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Cap´ıtulo 1
Hiperespacio
A partir de un espacio me´trico es posible extraer familias de subconjuntos
con ciertas propiedades espec´ıficas (no vac´ıo, cerrado, compacto, conexo, etc).
Si a estos subconjuntos los dotamos de la me´trica de Hausdorff surge un
espacio me´trico que llamaremos hiperespacio.
1.1. Definiciones
Sea (X, d) un espacio me´trico. Se definen los siguientes espacios:
P0(X): todos los subconjuntos no vac´ıos de X.
C0(X): todos los subconjuntos cerrados no vac´ıos de X.
K0(X): todos los subconjuntos compactos no vac´ıos de X.
No´tese que K0(X) ⊆ C0(X) ⊆ P0(X).
A continuacio´n veamos como definir una me´trica en C0(X).
Dado x ∈ X y A ∈ P0(X), se define la distancia de x a A como d(x,A) =
ı´nf{d(x, y) : y ∈ A}, la bola abierta centrada en A y radio ε > 0 como
B(A, ε) = {x ∈ X : d(x,A) < ε} y la bola cerrada de centro A y radio ε > 0
como B[A, ε] = {x ∈ X : d(x,A) ≤ ε}.
Dados A,B ∈ P0(X), se definen D(A,B) = sup{d(x,B) : x ∈ A} y la
pseudome´trica de Hausdorff como dH(A,B) = ma´x{D(A,B), D(B,A)}.
Los siguientes resultados nos ayudara´n a probar que dH es algo ma´s que
una pseudome´trica en K0(X). Como primera toma de contacto probamos una
desigualdad triangular de gran utilidad al manipular distancias entre puntos
y conjuntos.
Lema 1.1.1 Bajo las hipo´tesis anteriores, sean A y B subconjuntos no vac´ıos
de X. Entonces, dados x ∈ X y b ∈ B,
d(x,A) ≤ d(x, b) + d(b, A).
1
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Demostracio´n 1 En efecto, sea a ∈ A. Como d(x,A) es un ı´nfimo,
d(x,A) ≤ d(x, a) ≤ d(x, b) + d(b, a).
De este modo,
d(x,A) ≤ d(x, b) + d(b, a), ∀a ∈ A.
Y el resultado ya es evidente.

Proposicio´n 1.1.2 La funcio´n D tiene las siguientes propiedades:
i) Si A ⊆ B entonces D(A,B) = 0.
ii) D(A,B) = D(A,B).
iii) Si D(A,B) = 0 entonces A ⊆ B.
iv) D(A,B) ≤ D(A,C) +D(C,B).
Demostracio´n 2 i) Como A ⊆ B,
D(A,B) = sup{d(x,B) : x ∈ A} = sup{´ınf{d(x, y) : y ∈ B} : x ∈ A}
= sup{0} = 0.
ii) Esto es equivalente a ver que
sup{d(x,B) : x ∈ A} = sup{d(x,B) : x ∈ A} = sup{d(x,B) : x ∈ A}.
En primer lugar, probemos que
d(x,B) = d(x,B).
Claramente, d(x,B)− d(x,B) ≥ 0. Vamos a comprobar que necesariamente
se da la igualdad. En efecto, supongamos que ε = d(x,B) − d(x,B) > 0.
Entonces, existe b ∈ B tal que d(x,B) ≤ d(x, b) < d(x,B).
Adema´s, B(b, 1
n
)∩B 6= ∅, ∀n ∈ N. As´ı, podemos tomar un b ∈ B de modo que
b ∈ B(b, 1
n
). Esto es, d(b, b) ≤ 1
n
. Usando ahora la desigualdad triangular,
d(x,B) ≤ d(x, b) ≤ d(x, b) + d(b, b) ≤ d(x, b) + 1
n
.
Con lo que d(x,B) ≤ d(x, b) + 1
n
, ∀n ∈ N.
De ah´ı, d(x,B) ≤ d(x, b) < d(x,B), llegando a una contradiccio´n.
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En segundo lugar, veamos que
sup{d(x,B) : x ∈ A} = sup{d(x,B) : x ∈ A}.
Como A ⊆ A, la desigualdad ≤ es evidente. Para probar la otra desigualdad,
sea x ∈ A, entonces B(x, ε) ∩ A 6= ∅, ∀ε > 0. Por tanto, dado ε > 0, existe
un a ∈ A tal que d(x, a) < ε.
Utilizando el Lema 1.1.1,
d(x,B) ≤ d(x, a) + d(a,B) ≤ ε+ d(a,B).
As´ı, como es para todo ε > 0,
sup{d(a,B) : a ∈ A} ≥ d(x,B), ∀x ∈ A.
Con lo que queda demostrado.
iii) Del apartado anterior, d(x,B) = d(x,B), por lo que
sup{d(x,B) : x ∈ A} = sup{d(x,B) : x ∈ A} = D(A,B) = 0.
Dado que d(x,B) = 0, ∀x ∈ A, podemos utilizar la siguiente caracterizacio´n:
d(x,B) = 0 ⇐⇒ x ∈ B.
En conclusio´n, A ⊆ B.
iv) Sea x ∈ A y c ∈ C. Utilizando el Lema 1.1.1 tenemos,
d(x,B) ≤ d(x, c) + d(c, B)
≤ d(x, c) + sup{d(c, B) : c ∈ C}
= d(x, c) +D(C,B).
Y esto es cierto para cualquier c ∈ C, por lo que tomando el ı´nfimo,
d(x,B) ≤ d(x,C) +D(C,B) ≤
≤ sup{d(a, C) : a ∈ A}+D(C,B) = D(A,C) +D(C,B).
Lo que se cumple para todo a ∈ A, luego tomando ahora el supremo,
D(A,B) ≤ D(A,C) +D(C,B),
llegando a la desigualdad que buscamos.

4 CAPI´TULO 1. HIPERESPACIO
Obse´rvese que i) y iv) implican que D es una casi-pseudome´trica.
Lema 1.1.3 Sean A,B y C conjuntos de P0(X). Si A ⊆ B(C, ε) y
C ⊆ B(B, δ), entonces A ⊆ B(B, ε+ δ).
Demostracio´n 3 A ⊆ B(C, ε), entonces, para todo a ∈ A, existe c ∈ C tal
que d(a, c) < ε. De forma similar, como C ⊆ B(B, δ), para el mismo c ∈ C
existira´ b ∈ B tal que d(b, c) < δ. Por tanto,
d(a, b) ≤ d(a, c) + d(b, c) < ε+ δ.
As´ı, A ⊆ B(B, ε+ δ).

Llegamos por tanto a enunciar la siguiente
Proposicio´n 1.1.4 La funcio´n dH tiene las siguientes propiedades:
i) Dado ε > 0, dH(A,B) ≤ ε si y so´lo si A ⊆ B[B, ε] y B ⊆ B[A, ε].
ii) dH(A,B) = ı´nf{ε > 0 : A ⊆ B[B, ε] y B ⊆ B[A, ε]}.
iii) dH(A,B) = dH(A,B).
iv) dH(A,B) = 0 si y so´lo si A = B.
v) dH(A,B) = dH(B,A).
vi) dH(A,B) ≤ dH(A,C) + dH(C,B).
Demostracio´n 4 i) Es inmediato teniendo en cuenta que, dado ε > 0,
sup{d(x,B) : x ∈ A} ≤ ε⇔ d(x,B) ≤ ε,∀x ∈ A.
ii) Se obtiene como consecuencia del apartado i).
iii) Es trivial a partir de la propiedad ii) de la Proposicio´n 1.1.2.
iv) ⇒) dH(A,B) = 0 ⇒ D(A,B) = D(B,A) = 0 ⇒ A ⊆ B y B ⊆ A , por
lo que A ⊆ B y B ⊆ A, luego A = B.
⇐) A = B ⇒ dH(A,B) = dH(A,B) = dH(A,A) = 0.
v) Es evidende por la propia definicio´n de distancia de Hausdorff.
vi) Sean ε y δ nu´meros reales positivos tales de que dH(A,C) = ε y
dH(C,B) = δ.
Por la propiedad i), tenemos por un lado
A ⊆ B(C, ε) y C ⊆ B(A, ε)
y por otro lado
C ⊆ B(B, δ) y B ⊆ B(C, δ).
De donde, utilizando el Lema 1.1.3,
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A ⊆ B(B, ε+ δ)
B ⊆ B(A, ε+ δ) ⇒ dH(A,B) ≤ ε+ δ = dH(A,C) + dH(C,B)

No´tese que la propiedad iv) restringe la identidad de los indiscernibles a
conjuntos cerrados de X. Es por ello que dH es so´lo una pseudome´trica en
P0(X).
Teorema 1.1.5 dH es una me´trica en C0(X) y en K0(X).
Demostracio´n 5 La proposicio´n precedente reune las propiedades requeri-
das para que dH sea una me´trica en C0(X), y dado que K0(X) ⊆ C0(X), dH
tambie´n es una me´trica en K0(X).

Llamaremos hiperespacio de X al espacio me´trico (K0(X), dH).
1.2. Teorema de Zenor-Morita
A continuacio´n vamos a a probar que dicho hiperespacio es completo
(Teorema de Zenor-Morita), para lo cual demostramos algunos resultados
previos.
El primero de ellos pone de manifiesto que la distancia entre un punto y
un conjunto del hiperespacio se alcanza, es decir, queda determinada como
la distancia entre dos puntos.
Lema 1.2.1 Sea K ∈ K0(X) y x ∈ X. Entonces existe y ∈ K tal que
d(x,K) = d(x, y).
Demostracio´n 6 Dado x ∈ X, d(x,K) = ı´nf{d(x, y) : y ∈ K}. Entonces,
podemos tomar una sucesio´n yn ∈ K tal que
d(x, yn) −→ d(x,K)
Por ser K compacto, toda sucesio´n en K admite una parcial convergente.
Sea pues yσ(n) −→ y ∈ K. Evidentemente, d(x, yσ(n)) −→ d(x,K).
Por otro lado, vamos a utilizar la siguiente caracterizacio´n: Si f es una
funcio´n continua y xn −→ x, entonces f(xn) −→ f(x).
Tomando f : X → R dada por f(y) = d(x, y), claramente f es continua y
d(x, yσ(n)) = f(yσ(n)) −→ f(y) = d(x, y).
Por unicidad de l´ımite en un espacio me´trico d(x, y) = d(x,K), por lo que el
ı´nfimo se alcanza, esto es, se trata de un mı´nimo.
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
A continuacio´n introducimos un lema con el que poder tomar, sin pe´rdida de
generalidad, sucesiones de Cauchy cuya distancia entre te´rminos consecutivos
se puede acotar en funcio´n del ı´ndice.
Lema 1.2.2 Dado un espacio me´trico (X, d) y una sucesio´n de Cauchy (xn),
de elementos de X, existe una parcial, σ, tal que d(xσ(n), xσ(n−1)) < 12n−1 .
Demostracio´n 7 Como estamos en un espacio me´trico, podemos garantizar
que
∀n ∈ N,∃n0(n) : d(xp, xq) < 1
2n
, ∀p, q ≥ n0(n).
Construimos la parcial σ de la siguiente forma:
Tomamos σ(1) = n0(1), suponemos que hemos definido σ(n), y definimos
σ(n+ 1) = ma´x{σ(n), n0(n+ 1)}.
Evidentemente, σ es creciente y σ(n + 1) ≥ n0(n + 1). Por tanto, σ(n) ≥
σ(n− 1) ≥ n0(n− 1), y se cumple que d(xσ(n), xσ(n−1)) < 12n−1 .

Como consecuencia se tiene el siguiente
Lema 1.2.3 Sea (yn) una sucesio´n tal que d(yn, yn−1) < 12n−1 , para cada
n ∈ N. Entonces,
d(yn, yn+h) <
1
2n−1 , para todo h ∈ N.
Demostracio´n 8 Hacemos uso de la desigualdad triangular,
d(yn, yn+h) ≤ d(yn, yn+1) + d(yn+1, yn+2) + · · ·+ d(yn+h−1, yn+h)
<
1
2n
+
1
2n+1
+ · · ·+ 1
2n+h−1
=
1
2n
(1 +
1
2
+ · · ·+ 1
2h−1
)
≤ 1
2n
(
1
1− 1
2
)
=
1
2n−1
.

Finalmente, pasamos a enunciar y demostrar en detalle el resultado prin-
cipal de esta seccio´n.
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Teorema 1.2.4 (de Zenor-Morita) Sea (X, d) un espacio me´trico completo.
Entonces (K0(X), dH) es un espacio me´trico completo.
Demostracio´n 9 Sea Kn una sucesio´n de Cauchy en K0(X). Podemos su-
poner en virtud del Lema 1.2.2 que dH(Kn, Kn+1) <
1
2n
.
Definimos K(el candidato a l´ımite de la sucesio´n Kn) como el conjunto
formado por todos los puntos x ∈ X tales que existe una sucesio´n (xn) tal
que xn ∈
⋃
m≥n
Km, xn −→ x y d(xn, xn−1) < 12n−1 .
Veamos que K es no vac´ıo.
Cogemos x1 ∈ K1, suponemos que hemos definido xn ∈ Kn ⊆ B(Kn+1, 12n ) y
tenemos un punto, al que denominamos xn+1, de modo que d(xn, xn+1) <
1
2n
y xn+1 ∈ Kn+1 ⊆
⋃
m≥n+1
Km.
De forma equivalente,
d(xn, xn−1) <
1
2n−1
,
por lo que (xn) es de Cauchy y, al ser X completo, xn −→ x. De este modo,
se cumplen todas las condiciones de K y llegamos a que x ∈ K.
Probemos ahora que Kn −→ K (dH(Kn, K) −→ 0).
Para ello, utilizaremos el apartado i) de la Proposicio´n 1.1.4.
1. En primer lugar, veamos que para todo ε positivo existe un n0 a par-
tir del cual Kn ⊆ B[K, ε]. Esto es similar a probar que para todo
z ∈ Kn, z ∈ B[K, ε] =
⋃
x∈K B[x, ε]. Es decir,
∀z ∈ Kn,∃x ∈ K : d(z, x) < ε.
En efecto, dado z ∈ Kn definiremos una sucesio´n (yn) convenientemen-
te para que converja al x ∈ K que buscamos.
Hasta el te´rmino n-e´simo la hacemos constante,
yi = z con i ≤ n.
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No´tese que as´ı garantizamos que yi ∈ Kn ⊆
⋃
m≥iKm.
Ahora, realizamos una construccio´n similar a la de la prueba de que K
es no vac´ıo.
Tenemos que yn ∈ Kn y suponemos que hemos definido yn+k ∈ Kn+k ⊆
B(Kn+k+1,
1
2n+k
). Entonces, existe un punto, que llamaremos yn+k+1,
tal que d(yn+k, yn+k+1) ≤ 12n+k y yn+k+1 ∈ Kn+k+1 ⊆
⋃
m≥n+k+1Km.
Razonando del mismo modo tenemos que (yn+k) es de Cauchy y, siendo
X completo,
(yn+k) −−−→
k→∞
x ∈ K.
Finalmente, dado ε > 0, sea n0 un natural a partir del cual
1
2n0−1 < ε.
Reuniendo todos estos hechos y utilizando el Lema 1.2.3 se tiene que,
si n ≥ n0,
d(yn, yn+k) <
1
2n−1
⇒ d(yn, x) ≤ 1
2n−1
⇒ d(z, x) ≤ 1
2n−1
≤ 1
2n0−1
< ε.
2. Una vez demostrada la primera parte, es sencillo ver que K ⊆ B[Kn, ε].
Sea x ∈ K, entonces existe xn tal que xn ∈
⋃
m≥n
Km, xn −→ x y
d(xn, xn−1) < 12n−1 .
As´ı, sea ε > 0, entonces existe n1 cumpliendo que
1
2n1−1 <
ε
2
y de modo
que si n ≥ n1, d(x, xn) < ε2 . Por tanto, fijemos n ≥ n1.
Si m ≥ n, utilizando el Lema 1.2.3,
dH(Km, Kn) ≤ 1
2n−1
≤ 1
2n1−1
<
ε
2
.
De hecho, Km ⊆ B(Kn, 12n−1 ) ⊆ B(Kn, 12n1−1 ) ⊂ B(Kn, ε2) ,∀m ≥ n.
Y como xn ∈
⋃
m≥n
Km, es evidente que xn ∈ B(Kn, ε2). Llegando a que
d(xn, Kn) <
ε
2
.
Utilizando la desigualdad triangular probada en el Lema 1.1.1,
d(x,Kn) ≤ d(x, xn) + d(xn, Kn) < ε
2
+
ε
2
= ε.
Dado que ε es arbitrario en todo el razonamiento, concluimos que
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Kn −→ K.
Demostremos que K ∈ K0(X).
Ahora probaremos que el l´ımite de la sucesio´n de Cauchy Kn es un conjunto
compacto. Con tal fin, basta demostrar que K es cerrado y totalmente acotado
(estamos en un espacio me´trico completo).
1. K es cerrado si y so´lo si K ⊆ K. Vamos a probarlo tomando un ele-
mento de K y viendo que esta´ en K. Para ello,
x ∈ K ⇐⇒ existe una sucesio´n (xn) con xn ∈ K y xn → x.
Para cada xn existira´n sucesiones:
x11x
1
2 . . . x
1
k → x1
x21x
2
2 . . . x
2
k → x2
xn1x
n
2 . . . x
n
k → xn
cumpliendo lo que aparece en la definicio´n de K.
Vamos a probar que la sucesio´n (xn+1n+3) converge a x y cumple todas las
condiciones.
En primer lugar, obtengamos la condicio´n
d(xn+1n+3, x
n
n+2) <
1
2n−1
.
En efecto, utilizando el Lema 1.2.3 sabemos que
d(xn+1n+3, x
n+1
n+3+h) −−−→
h→∞
d(xn+1n+3, xn+1) <
1
2n+1
.
De modo similar se obtiene,
d(xnn+2, xn) <
1
2n
.
Adema´s, como x ∈ K y xn → x (en particular, xn es de Cauchy),
podemos tomarnos la sucesio´n (en virtud del Lema 1.2.2) de modo que
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d(xn, xn+1) <
1
2n+1
.
Utilizando la desigualdad triangular,
d(xn+1n+3, x
n
n+2) ≤ d(xnn+2, xn) + d(xn, xn+1) + d(xn+1n+3, xn+1)
<
1
2n
+
1
2n+1
+
1
2n+1
=
1
2n−1
.
Comprobemos que (xn+1n+3) converge a x.
Evidentemente, como xn+1n+3 −→ xn+1, dado ε > 0, existe un natural
n1 a partir del cual d(x
n+1
n+3, xn+1) <
ε
2
. Y del mismo modo, existe un
natural n2 a partir del cual d(xn+1, x) <
ε
2
.
Sea n′ = ma´x{n1, n2}. Si n ≥ n′,
d(xn+1n+3, x) ≤ d(xn+1n+3, xn+1) + d(xn+1, x) <
ε
2
+
ε
2
= ε.
Por tanto, (xn+1n+3) converge a x.
Finalmente, es obvio que por su propia construccio´n xn+1n+3 ∈
⋃
m≥n+3
Km,
luego se cumplen todas las condiciones de la definicio´n de K y x ∈ K.
2. Para terminar, probamos que K es totalmente acotado.
Sea ε > 0. Como hemos visto que dH(Kn, K) −→ 0, existira´ un n ∈ N
tal que K ⊆ B[Kn, ε2 ], y como Kn es compacto y por tanto, totalmente
acotado, puede ser cubierto por un nu´mero finito de bolas de radio ε
2
como sigue,
Kn ⊆
n⋃
i=1
B(xi,
ε
2
) ⇒ K ⊆
n⋃
i=1
B(xi,
ε
2
+
ε
2
) =
n⋃
i=1
B(xi, ε)
Obse´rvese que se ha utilizado el Lema 1.1.3 en la implicacio´n. En con-
secuencia, K es totalmente acotado.
En conclusio´n, hemos visto que dada una sucesio´n de Cauchy, Kn, de con-
juntos de K0(X), existe K ∈ K0(X) tal que Kn converge a K.
Esto es, (K0(X), dH) es un espacio me´trico completo.

Cap´ıtulo 2
Conjuntos autosimilares
En este apartado se introducen los conjuntos autosimilares como aplica-
cio´n del Teorema del punto fijo de Banach al hiperespacio de X. Intuitiva-
mente, un conjunto autosimilar es aquel que puede dividirse en una serie de
trozos o piezas similares al conjunto original. Esta propiedad, que describi-
remos de manera ma´s precisa posteriormente, permitira´ obtener resultados
generales para estos conjuntos, de ah´ı a su intere´s por estudiarlos.
2.1. Definiciones
Sean (X, d) e (Y, d′) dos espacios me´tricos. Se dice que g : X → Y es una
contraccio´n si existe un nu´mero c ∈ [0, 1) tal que
d′(g(x), g(x′)) ≤ c d(x, x′),∀x, x′ ∈ X.
Dada una funcio´n f : X → X, decimos que x es un punto fijo de f si
f(x) = x.
Teorema 2.1.1 (del punto fijo de Banach) Sean (X, d) un espacio me´trico
completo, y f : X → X una contraccio´n con factor de contraccio´n c < 1.
Entonces, existe un u´nico x ∈ X, tal que f(x) = x. Adema´s, para cualquier
x0 ∈ X, se verifica que fn(x0)→ x.
Demostracio´n 10 Sea x0 ∈ X. Construimos la sucesio´n (xn) en X como
sigue
x1 = f(x0), xn+1 = f(xn) , n ∈ N.
Veamos que esta sucesio´n es de Cauchy, y como X es completo, converge.
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Sea n > m. Entonces
d(xn, xm) = d(f(xn−1), f(xm−1)) ≤ c d(xn−1, xm−1) ≤ c2d(xn−2, xm−2)
≤ cmd(xn−m, x0) ≤ cm(d(xn−m, xn−m−1) + · · ·+ d(x1, x0))
≤ cm(cn−m−1 + · · ·+ 1)d(x1, x0)
=
cm(1− cm−n)
1− c d(x1, x0)
≤ c
m
1− cd(x1, x0).
Como c ∈ [0, 1), cm −→ 0. As´ı, para todo ε > 0, existe un natural n0 a partir
del cual c
m
1−cd(x1, x0) < ε, por lo que (xn) es una sucesio´n de Cauchy.
Al ser X completo, (xn) converge. Sea x el l´ımite de la sucesio´n (xn).
Probaremos que para todo ε > 0, d(x, f(x)) < ε. De este modo, se tendra´ que
x es un punto fijo de f .
En efecto, sea n0 > 0 tal que d(xn, x) < ε/2, para todo n ≥ n0.
Por tanto,
d(x, f(x)) ≤ d(x, xn0+1) + d(xn0+1, f(x))
<
ε
2
+ d(f(xn0), f(x))
≤ ε
2
+ c d(xn0 , x)
<
ε
2
+ c
ε
2
< ε.
Mostremos la unicidad; si x e y son dos puntos fijos de f , entonces
d(x, y) = d(f(x), f(y)) ≤ c d(x, y),
lo cual es posible so´lo si x = y.
No´tese que la propia definicio´n de (xn) nos garantiza que f
n(x0)→ x.

Proposicio´n 2.1.2 Sea {f1, . . . , fm} un conjunto finito de contracciones con
factores de contraccio´n ci < 1 para cada i ∈ {1, . . . ,m}. Entonces la apli-
cacio´n f : K0(X) → K0(X), conocida como operador de Hutchinson y dada
por f(A) =
m⋃
i=1
fi(A), es una contraccio´n en el hiperespacio (K0(X), dH).
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Demostracio´n 11 Sean A y B subconjuntos de K0(X) con dH(A,B) = r.
Tomemos tambie´n un conjunto finito de contracciones {f1, . . . , fm} con ci < 1
y 1 ≤ i ≤ m.
Por el apartado i) de la proposicio´n 1.1.4 sabemos que B ⊆ B(A, r), es
decir, para todo b ∈ B existe un a ∈ A tal que d(a, b) < r.
Utilizando que las fi son contracciones,
d(fi(a), fi(b)) ≤ cid(a, b) < cir.
De este modo, para cada i ∈ {1, . . . ,m},
fi(B) ⊆ B(fi(A), cir) ⊆ B(
m⋃
i=1
fi(A), r ma´x
1≤i≤m
ci).
Por tanto,
m⋃
i=1
fi(B) ⊆ B(
m⋃
i=1
fi(A), r ma´x
1≤i≤m
ci).
Intercambiando A por B se razona de forma similar, obtenie´ndose
dH(f(A), f(B)) ≤ dH(A,B) ma´x
1≤i≤m
ci.

2.2. Consecuencias
Sean (X, d) un espacio me´trico completo, y {f1, f2, . . . , fm} un conjunto
finito de contracciones. Se tiene que:
1. (K0(X), dH) es un espacio me´trico completo.
2. La aplicacio´n f : K0(X) → K0(X) dada por f(E) =
m⋃
i=1
fi(E), es
una contraccio´n con respecto a la me´trica de Hausdorff con factor de
contraccio´n c = ma´x1≤i≤m ci.
3. Por el Teorema del punto fijo de Banach, existe un u´nico K tal que
K = f(K). Entonces existe un u´nico conjunto compacto no vac´ıo K
que es invariante bajo la accio´n de las fi, es decir, K =
m⋃
i=1
fi(K).
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4. Adema´s, si E es cualquier compacto de X, entonces la sucesio´n fk(E)
converge a K con respecto a la distancia de Hausdorff.
A (X, {f1, f2, . . . , fm}) se le llama conjunto de funciones iteradas y a
K atractor del sistema de dichas funciones. Cuando las aplicaciones fi son
similaridades (d(fi(x), fi(y)) = ci d(x, y)), se dice que K es un conjunto au-
tosimilar.
Las consecuencias anteriores tambie´n permiten construir aproximaciones
de un conjunto autosimilar, y por tanto permite hacer un programa para di-
bujar conjuntos autosimilares. As´ı, partiendo de cualquier compacto E (por
ejemplo, un punto) y haciendo fn(E) se van obteniendo aproximaciones cada
vez mejores del conjunto autosimilar.
Cap´ıtulo 3
Algoritmo para dibujar
conjuntos autosimilares
En esta seccio´n, con ayuda de Matlab, vamos a implementar un algoritmo
mediante el cual es posible visualizar conjuntos autosimilares en dos y tres
dimensiones.
El compacto del que partimos sera´ un punto, aunque Matlab dispone de
varios marcadores (estrellas, cruces, c´ırculos, cuadrados, etc) que tambie´n se
pueden utilizar.
Como hemos visto en las consecuencias de la seccio´n anterior, solo necesita-
mos aplicaciones fi que sean similaridades. Por ejemplo, en el caso del plano,
podemos utilizar isometr´ıas como la traslacio´n y el giro, e incluso an˜adirle
una homotecia, siempre y cuando tenga factor menor que 1.
De este modo, para cada punto E, obtenemos en cada iteracio´n fn(E)
una aproximacio´n mejor del conjunto autosimilar K, pues sabemos que
fn(E)→ K.
3.1. Conjuntos autosimilares en dos dimen-
siones
El algoritmo se llamara´ dibuja.m y constara´ de tres variables de entrada:
el nu´mero de iteraciones, un punto inicial y las similaridades.
En primer lugar, implementamos una funcio´n llamada similaridad.m,
con la que se podra´ introducir la traslacio´n, el giro y la homotecia.
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1 function [ p1]= s i m i l a r i d a d ( z , a , b , h , a l f a )
2 % z es un vec to r columna de dos e lementos ( punto
i n i c i a l )
3 % (a , b ) es l a t r a s l a c i o n
4 % h es l a homotecia
5 % a l f a es e l angulo de g i r o
6 p1=[a+h*z (1 ) *cos ( a l f a )−h*z (2 ) * sin ( a l f a ) b+h*z (1 ) * sin (
a l f a )+h*z (2 ) *cos ( a l f a ) ] ;
A partir de este script podemos escribir una funcio´n con las similaridades
que tenga nuestro conjunto autosimilar.
Por ejemplo, para la alfombra de Sierpinski, se tienen ocho similaridades
que se pueden generar con el co´digo anterior.
1 function [ z ]= alfombra ( z )
2 p1=s i m i l a r i d a d ( z , 0 , 0 , 1 / 3 , 0 ) ;
3 p2=s i m i l a r i d a d ( z , 1/3 , 0 , 1/3 , 0 ) ;
4 p3=s i m i l a r i d a d ( z , 2/3 , 0 , 1/3 , 0 ) ;
5 p4=s i m i l a r i d a d ( z , 0 , 1/3 , 1/3 , 0 ) ;
6 p5=s i m i l a r i d a d ( z , 2/3 ,1/3 ,1/3 ,0 ) ;
7 p6=s i m i l a r i d a d ( z , 0 , 2/3 , 1/3 , 0 ) ;
8 p7=s i m i l a r i d a d ( z , 1/3 ,2/3 ,1/3 ,0 ) ;
9 p8=s i m i l a r i d a d ( z , 2/3 ,2/3 ,1/3 ,0 ) ;
10 z=[p1 ’ p2 ’ p3 ’ p4 ’ p5 ’ p6 ’ p7 ’ p8 ’ ] ;
A continuacio´n se presenta el co´digo de dibuja.m.
Para realizarlo se utilizara´n tres ciclos for : el primero contabiliza las itera-
ciones, el segundo rellena un vector que va acumulando las similaridades y el
tercero representa dichas similaridades iteracio´n a iteracio´n.
1 function [ ]= dibuja ( i t e r , z , S )
2 % i t e r es e l numero de i t e r a c i o n e s
3 % z=(a , b ) es un vec t o r columna de dos e lementos ( punto
i n i c i a l )
4 % S son l a s s im i l a r i d ad e s
5 r=length (S( z ) ) ;
6
7 w=z ; % i n i c i a l i z o e l primer punto
8
9 for k=0:( i t e r −1)
10 j = [ ] ;
11 for i =1: r ˆk
12 [ j ]=[ j S (w( : , i ) ) ] ;
13 end
14 w=j ;
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15 f igure ( k+1)
16 for p=1: r ˆ( k+1)
17 plot (w(1 , p) ,w(2 , p) )
18 hold on
19 end
20 end
Si ejecutamos dibuja(5,[0;0],@alfombra) vamos a obtener las primeras
cinco iteraciones del proceso, que tendera´ a parecerse cada vez ma´s al fractal.
Figura 3.1: Ima´genes de las cinco primeras iteraciones, donde las tres primeras
cuentan con un marcador estrellado para su mejor visualizacio´n.
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Te´ngase en cuenta que en la iteracio´n k-e´sima se esta´n calculando 8k pun-
tos, por lo que el coste computacional crece exponencialmente.
Incluso es posible probar con las similaridades para llegar a figuras con
formas conocidas. El siguiente script recibe el nombre de helecho.m y se
genera con
1 function [ z ]= he lecho ( z )
2 p1=s i m i l a r i d a d ( z , 1/3 ,1/3 ,2/3 ,0 ) ;
3 p2=s i m i l a r i d a d ( z ,1/4 ,1/4 ,1/3 , pi /2) ;
4 p3=s i m i l a r i d a d ( z ,5/8 ,1/4 ,1/3 ,−pi /2) ;
5 z=[p1 ’ p2 ’ p3 ’ ] ;
Figura 3.2: Novena iteracio´n en el helecho.
Adema´s de utilizar la funcio´n similaridad.m, cabe la posibilidad de definir
las similaridades directamente.
En el siguiente ejemplo se obtiene el tria´ngulo de Sierpinski de esta ma-
nera.
1 function [ z ]= t r i a n g u l o S i e r p i n s k i ( z )
2 p1 =[0.5* z (1 ) 0 .5* z (2 ) ] ;
3 p2 =[0.5* z (1 ) +0.5 0 .5* z (2 ) ] ;
4 p3 =[0.5* z (1 ) +0.25 0 .5* z (2 ) + 0 . 5 ] ;
5 z=[p1 ’ p2 ’ p3 ’ ] ;
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Figura 3.3: Novena iteracio´n en el tria´ngulo de Sierpinski.
3.2. Conjuntos autosimilares en tres dimen-
siones
Para generar estos conjuntos tridimensionales vamos a introducir las si-
milaridades como en el caso del tria´ngulo de Sierpinski en la seccio´n anterior.
Adema´s, para visualizarlos, bastara´ con modificar varios detalles evidentes
del co´digo dibuja.m.
As´ı, construimos dibuja3D.m:
1 function [ ]= dibuja3D ( i t e r , z , S )
2 % i t e r es e l numero de i t e r a c i o n e s
3 % z=(a , b , c ) es un vec to r columna de t r e s e lementos (
punto i n i c i a l )
4 % S son l a s s im i l a r i d ad e s
5
6 [ ˜ , r ]= s ize (S( z ) ) ;
7 w=z ; % i n i c i a l i z o e l primer punto
8
9 for k=0:( i t e r −1)
10 j = [ ] ;
11 for i =1: r ˆk
12 [ j ]=[ j S (w( : , i ) ) ] ;
13 end
14 w=j ;
15 f igure ( k+1)
16 for p=1: r ˆ( k+1)
17 plot3 (w(1 , p) ,w(2 , p) ,w(3 , p) )
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18 hold on
19 end
20 end
Como ejemplo, vamos a aplicar este programa a las similaridades del tetrae-
dro de Sierpinski, dadas por:
1 function [ z ]= t e t r a e d r o S i e r p i n s k i ( z )
2 p1 =[0.5* z (1 ) 0 .5* z (2 ) 0 .5* z (3 ) ] ;
3 p2 =[0.5* z (1 ) +0.5 0 .5* z (2 ) 0 .5* z (3 ) ] ;
4 p3 =[0.5* z (1 ) +0.25 0 .5* z (2 ) +0.17677669 0 .5* z (3 )
+0.35355339 ] ;
5 p4 =[0.5* z (1 ) +0.25 0 .5* z (2 )+sqrt (3 ) /4 0 .5* z (3 ) ] ;
6 z=[p1 ’ p2 ’ p3 ’ p4 ’ ] ;
Ejecutando dibuja3D(8,[0;0;0],@tetraedroSierpinski) veremos las ocho
primeras iteraciones.
Figura 3.4: Octava iteracio´n en el tetraedro de Sierpinski.
En las pro´ximas secciones vamos a estudiar la geometr´ıa que hay detra´s
de estos conjuntos, y en particular, su dimensio´n.
Cap´ıtulo 4
Medida y dimensio´n de
Hausdorff
Dentro de las distintas formas que existen de definir la dimensio´n de un
conjunto fractal, la versio´n de Hausdorff (1919) es la ma´s importante. Sus
estudios se basaron en construcciones realizadas por Carathe´odory en 1914,
de donde obtuvo la idea para definir una medida a trave´s de recubrimientos
de conjuntos.
4.1. Medida de Hausdorff
La forma en la que vamos a construir esta medida esta´ basada en el
cap´ıtulo 5 de [2]. Los dos me´todos que utilizaremos son muy u´tiles para
construir medidas exteriores de un conjunto dado. Principalmente, la medi-
da de Hausdorff se puede definir a partir de ellos como un caso particular
bastante sencillo.
Dado un conjunto no vac´ıo U ⊆ Rn, definimos su dia´metro como
diam(U) = sup{d(x, y) : x, y ∈ U}.
Si ahora B es cualquier conjunto de Rn, consideremos una familia de
conjuntos numerable, {Ui}, tal que
B ⊂
∞⋃
i=1
Ui y 0 ≤ diam(Ui) ≤ δ, ∀i.
Decimos entonces que {Ui} es un δ-recubrimiento de B.
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Dado s ≥ 0, definimos la funcio´n C : {Ui} → [0,∞] dada por
C(Ui) = diam(Ui)
s, ∀Ui ∈ {Ui}.
El me´todo I o teorema de construccio´n de medidas exteriores (ve´ase la seccio´n
5.2 de [2]) nos permite definir, para cada δ > 0, una medida exterior en B
tal que
Hsδ(B) = ı´nf{
∞∑
i=1
C(Ui) : {Ui} es un δ-recubrimiento de B}.
Esta medida exterior recibe el nombre de medida de Hausdorff de B.
Obse´rvese que a medida que δ es ma´s pequen˜o, el nu´mero de posibles
recubrimientos es menor. Por tanto, el valor de Hsδ(B) se ve incrementado.
Por el contrario, si δ crece, Hsδ(B) disminuye. Es por ello que tiene sentido
hablar del l´ımite cuando δ tiende a 0.
As´ı, utilizando el me´todo II (seccio´n 5.4 de [2]), dada la medida exterior
Hsδ(B) y la aplicacio´n C, definimos
Hs(B) = l´ım
δ→0
Hsδ(B),
que se denomina medida s-dimensional de Hausdorff de B.
Como esta medida esta´ definida con el me´todo II, utilizando el Teorema
5.4.2 de [2] se tiene que Hs es una medida exterior me´trica.
Ahora, usamos el Teorema 5.2.6 de [2], que nos garantiza que dada una
medida exterior me´trica en un espacio me´trico todo conjunto de Borel es
medible.
Y finalmente, mediante el Teorema 5.2.3 de [2], tenemos que los conjuntos
medibles forman una σ-a´lgebra donde Hs es numerablemente aditiva.
Con todo esto, deducimos que la σ-a´lgebra de Borel esta´ contenida en
la σ-a´lgebra de los conjuntos medibles y, por tanto, la medida exterior Hs
definida en la σ-a´lgebra de Borel es una medida.
Vamos a ver como se comporta la medida de Hausdorff de un conjunto
con el producto por un escalar.
Lema 4.1.1 Sean c > 0 y B ⊂ Rn. Si cB = {cx : x ∈ B}, entonces
Hs(cB) = csHs(B).
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Demostracio´n 12 Probamos primero la desigualdad ≤.
Como {Ui} es un δ-recubrimiento de B, {cUi} sera´ un cδ-recubrimiento de
cB. De este modo,
Hscδ(cB) ≤
∞∑
i=1
diam(cUi)
s = cs
∞∑
i=1
diam(Ui)
s.
Con lo cual, tomando el ı´nfimo,Hscδ(cB) ≤ csHsδ(B) para todo δ-recubrimiento
{Ui}.
Haciendo el l´ımite cuando δ tiende a 0 se obtiene la desigualdad buscada.
Para llegar a la desigualdad ≥ basta con reemplazar c por 1/c y B por cB
en la que ya hemos probado.

Tambie´n es posible relacionar esta medida con la imagen de un conjunto me-
diante una aplicacio´n (bajo ciertas hipo´tesis que veremos ahora).
Con ello, se podra´ estudiar como se comporta frente a movimientos en el
plano.
Dado B ⊂ Rn, se dice que una funcio´n f : B → Rm cumple la condicio´n
de Ho¨lder de exponente α si
d(f(x), f(y)) ≤ c d(x, y)α, ∀x, y ∈ B,
siendo α y c valores positivos.
No´tese que f es, en particular, continua.
Proposicio´n 4.1.2 Bajo las hipo´tesis anteriores,
H sα (f(B)) ≤ c sαHs(B), ∀c ∈ R+.
Demostracio´n 13 Sea {Ui} un δ-recubrimiento de B. Por la condicio´n de
Ho¨lder tenemos que
diam(f(B ∩ Ui)) ≤ c diam(B ∩ Ui)α ≤ c diam(Ui)α ≤ cδα.
Por otro lado, sabemos que
B ⊂
∞⋃
i=1
Ui ⇐⇒ B ⊂
∞⋃
i=1
B ∩ Ui ⇒ f(B) ⊂
∞⋃
i=1
f(B ∩ Ui).
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Esto nos dice que {f(B ∩ Ui)} es un cδα-recubrimiento de f(B).
Finalmente, elevando a s
α
y sumando se llega a
∞∑
i=1
diam(f(B ∩ Ui)) sα ≤ c sα
∞∑
i=1
diam(Ui)
s.
De ah´ı,
H
s
α
cδα(f(B)) ≤
∞∑
i=1
diam(f(B ∩ Ui)) sα ≤ c sα
∞∑
i=1
diam(Ui)
s.
Y como se tiene para todo δ-recubrimiento {Ui},
H
s
α
cδα(f(B)) ≤ c
s
αHsδ(B).
El resultando se obtiene al tomar l´ımites cuando δ tiende a 0.

Como caso particular, si f es una isometr´ıa (d(f(x), f(y)) = d(x, y)) se tiene
que
Hs(f(B)) = Hs(B),
lo que nos lleva a deducir que los movimientos del plano que conservan las dis-
tancias (traslacio´n, giro y reflexio´n) son invariantes con respecto a la medida
de Hausdorff.
4.2. Relacio´n entre las medidas de Hausdorff
y Lebesgue
Si en la medida s-dimensional de Hausdorff de un conjunto B de Borel
nos encontramos con un valor de s entero positivo, se puede demostrar que
la medida de Hausdorff no es ma´s que la medida s-dimensional de Lebesgue
(denotada por Ls(B)), multiplicada por cierta constante:
Hs(B) = ks Ls(B), donde ks =
2s(1
2
s)!
pi
1
2
s
.
Dicha constante es el rec´ıproco del volumen de una bola s-dimensional de
dia´metro unidad.
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En los casos donde B sea un paralelep´ıpedo o, al menos, un conjunto cuyo
volumen s-dimensional se pueda determinar de manera elemental,
Ls(B) = vols(B),
donde vols(B) denota el volumen s-dimensional de B.
Por ejemplo, H0(B) nos da los puntos de B, H1(B) la longitud de la
curva diferenciable dada por B y H2(B) se trata de 4
pi
vol2(B), es decir, una
constante por el a´rea de la superficie diferenciable representada por B.
Gracias a este v´ınculo entre ambas medidas podremos extraer diversas
propiedades de la dimensio´n de Hausdorff, la cual veremos a continuacio´n.
4.3. Dimensio´n de Hausdorff
Una aplicacio´n inmediata de la medida de Hausdorff es, sin duda algu-
na, su dimensio´n. Aunque su ca´lculo sea en ocasiones demasiado tedioso, su
fundamento en la teor´ıa de la medida proporciona ciertas propiedades que
facilitan su estudio.
Dado B ⊂ Rn y δ < 1 fijo, es evidente que Hsδ(B) decrece conforme s se
incrementa. Por tanto, Hs(B) tambie´n es decreciente.
Adema´s, si t > s y {Ui} es un δ-recubrimiento de B, tenemos que
diam(Ui)
t−s ≤ δt−s ∀i.
Y del hecho de que
∞∑
i=1
diam(Ui)
t =
∞∑
i=1
diam(Ui)
t−sdiam(Ui)s llegamos a
que
∞∑
i=1
diam(Ui)
t ≤ δt−s
∞∑
i=1
diam(Ui)
s.
Ahora, tomando el ı´nfimo,
Htδ(B) ≤
∞∑
i=1
diam(Ui)
t ≤ δt−s
∞∑
i=1
diam(Ui)
s,
por lo que
Htδ(B) ≤ δt−sHsδ(B).
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Obse´rvese que para t > s, cuando δ tiende a 0, Ht(B) = 0. Siempre y cuando
Hs(B) sea finito para no incurrir en indeterminaciones.
De este modo, podemos ver como existe un valor de s a partir del cual
Hs(B) = 0. A este valor de s se le denomina como dimensio´n de Hausdorff
de B, y se denota con dimHB.
Para valores anteriores a esta dimensio´n Hs(B) = ∞, pues no puede ser ni
finito ni 0.
Figura 4.1: Representacio´n de Hs(B) frente a s. El valor de la dimensio´n se alcanza en
el salto de infinito a 0.
As´ı,
Hs(B) =

∞ si s < dimHB
0 si s > dimHB
Si s = dimHB, Hs(B) puede ser 0, infinito o
0 < Hs(B) <∞.
Esta u´ltima posibilidad es la ma´s interesante de estudiar.
Proposicio´n 4.3.1 La dimensio´n de Hausdorff cumple las siguientes pro-
piedades:
i) Si B1 ⊆ B2 entonces dimHB1 ≤ dimHB2.
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ii) Si {Bi} es una familia numerable de conjuntos entonces
dimH
∞⋃
i=1
Bi = sup
1≤i<∞
{dimHBi}.
iii) Si B ⊆ Rn es abierto entonces dimHB = n.
iv) Si B es un conjunto numerable, dimHB = 0.
Demostracio´n 14 i) Por su condicio´n de medida exterior, tenemos que
si B1 ⊆ B2 entonces Hs(B1) ≤ Hs(B2), para cada s. Por tanto, es
inmediato que dimHB1 ≤ dimHB2.
ii) Es evidente que, para cada i, Bi ⊆
∞⋃
i=1
Bi, luego utilizando el aparta-
do anterior obtenemos la desigualdad ≥. Para la rec´ıproca, sea s >
dimHBi para cada i. Tenemos entonces que H
s(Bi) = 0 para cada i.
Por tanto, dados ε > 0 y δ > 0, existe δi < δ tal que
Hsδi(Bi) <
ε
2i
.
De aqu´ı, existe {U ij}j∈Ji, δi-recubrimiento de Bi, tal que
∑
j∈Ji
diam(U ij)
s <
ε
2i
, por lo que {U ij : j ∈ Ji y i ∈ N} es un δ-recubrimiento de
∞⋃
i=1
Bi.
Ahora utilizamos un resultado de ana´lisis para la serie
∑
i∈N,j∈Ji
diam(U ij)
s.
Por ser una serie absolutamente convergente (los dia´metros son positi-
vos) se tiene que es reordenable (ve´ase [5]). Con lo que
∑
i∈N,j∈Ji
diam(U ij)
s =
∞∑
i=1
(
∑
j∈Ji
diam(U ij)
s) <
∞∑
i=1
ε
2i
= ε.
De aqu´ı tenemos que Hsδ (
∞⋃
i=1
Bi) < ε, y en el l´ımite cuando δ tiende a 0
Hs(
∞⋃
i=1
Bi) ≤ ε.
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Como ε es arbitrario, Hs(
∞⋃
i=1
Bi) = 0.
En definitiva, si s > dimHBi para cada i, H
s(
∞⋃
i=1
Bi) = 0. Luego
dimH
∞⋃
i=1
Bi ≤ sup
1≤i<∞
{dimHBi}.
iii) En efecto, todo conjunto abierto B de Rn cumple que B ⊆ [−k, k]n =
Cn, para algu´n k > 0. Ahora bien, si recubrimos este cubo n-dimensional
con una malla de cubos Ui de lado δ, tenemos que para s > n
∞∑
i=1
diam(Ui)
s =
∑
cubos
(δ
√
n)s = (
2k
δ
)n(δ
√
n)s = 4k2(
√
n)sδs−n.
De este modo, Hsδ (Cn) ≤ 4k2(
√
n)sδs−n.
Cuando s > n y δ tiende a 0, Hs(Cn) = 0, luego dimH(Cn) ≤ n. Y
como B ⊆ Cn, deducimos del apartado i) que dimHB ≤ n.
Por otro lado, B es un conjunto de Borel, luego podemos relacionar su
medida de Hausdorff con la de Lebesgue multiplicada por cierta cons-
tante c > 0,
Hn(B) = c Ln(B).
Adema´s, como B es abierto y contiene una bola n-dimensional, sabemos
que Ln(B) > 0 (pues el volumen n-dimensional de una bola es positivo).
De aqu´ı, deducimos que dimHB ≥ n.
iv) Sea B =
∞⋃
i=1
Bi una unio´n numerable de puntos Bi. Como cada punto
puede recubrirse por e´l mismo, y puesto que su dia´metro es 0, obtenemos
que si s > 0 entonces Hs(Bi) = 0. Obse´rvese que esto nos dice que
dimHBi = 0, para cada i.
Utilizando el apartado ii) tenemos que
dimHB = dimH
∞⋃
i=1
Bi = sup
1≤i<∞
{dimHBi} = sup
1≤i<∞
{0} = 0.

Proposicio´n 4.3.2 Si B ⊂ Rn y f : B → Rm cumple la condicio´n de Ho¨lder
entonces
dimHf(B) ≤ 1
α
dimHB.
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Demostracio´n 15 En efecto, la Proposicio´n 4.1.2 nos garantiza bajo las
mismas hipo´tesis que
H sα (f(B)) ≤ c sαHs(B), ∀c, α ∈ R+.
Si tomamos un valor s > dimHB es evidente que H sα (f(B)) ≤ c sαHs(B) = 0.
De aqu´ı deducimos que dimHf(B) ≤ sα , para s > dimHB. En particular se
obtiene lo que buscamos.

Corolario 4.3.3 Dado B ⊂ Rn,
i) Si f : B → Rm es lipschitziana, es decir, si existe c > 0 tal que
d(f(x), f(y)) ≤ c d(x, y) ∀x, y ∈ B,
entonces dimHf(B) ≤ dimHB.
ii) Si f : B → Rm es una transformacio´n bi-Lipschitz, esto es, si 0 < k1 ≤
k2 <∞ tal que
k1 d(x, y) ≤ d(f(x), f(y)) ≤ k2 d(x, y), ∀x, y ∈ B,
entonces dimHf(B) = dimHB.
Demostracio´n 16 i) Basta con tomar α = 1 en la Proposicio´n 4.3.2.
ii) La desigualdad ≤ nos la garantiza el apartado anterior. Para la con-
traria, no´tese que si f(x) = f(y) entonces x = y para aplicaciones
bi-Lipschitz, luego f es inyectiva y podemos considerar la inversa so-
bre su imagen. Por tanto, intercambiando x e y por f−1(x) y f−1(y)
respectivamente en la primera desigualdad, tenemos que
d(f−1(x), f−1(y) ≤ 1
k1
d(x, y) ∀x, y ∈ B.
De este modo f−1 es lipschitziana, asi que utilizando el apartado i),
dimHf
−1(f(B)) ≤ dimHf(B).
Solamente se ha intercambiado B por f(B), con lo que concluimos que
dimHB ≤ dimHf(B). Y esto nos da la igualdad.

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El corolario precedente pone de manifiesto una propiedad muy importan-
te de la geometr´ıa fractal, y es que la dimensio´n de Hausdorff es invariante
bajo aplicaciones bi-Lipschitz. De forma equivalente, si existe una aplicacio´n
bi-Lipschitz entre dos conjuntos entonces e´stos tienen la misma dimensio´n de
Hausdorff.
En la pra´ctica, es complicado calcular la dimensio´n de Hausdorff mediante
algoritmos generales que se puedan implementar en un ordenador. Por esto,
surge a principios del siglo XX la idea intuitiva de “contar cajas”.
Cap´ıtulo 5
Dimensio´n box-counting
Existen multitud de definiciones que se basan en este fundamento y se
pueden aplicar a diferentes clases de conjuntos. No obstante, aunque la di-
mensio´n Box-Counting sea muy utilizada computacionalmente, no compar-
te todas las propiedades deseables que hemos atribuido a la dimensio´n de
Hausdorff. Veremos estas limitaciones e implementaremos un algoritmo para
calcular la dimensio´n box-counting de cualquier conjunto fractal, en especial,
de conjuntos autosimilares.
5.1. Motivacio´n
Sea B cualquier conjunto y δ > 0. Denotemos por Nδ(B) al menor nu´me-
ro de conjuntos de dia´metro como mucho δ que cubran a B.
Con ello, la idea consistira´ en obtener Nδ(B) cuando δ tienda a 0.
La relacio´n que encontramos entre δ y Nδ(B) es fa´cilmente reconocible
en casos sencillos, como por ejemplo, un segmento de longitud uno, donde
Nδ(B) =
1
δ
, o tambie´n en un cuadrado unidad, para el que Nδ(B) =
1
δ2
.
No obstante, en casos ma´s generales, debemos agregar un valor k > 0,
con el que
Nδ(B) = k
1
δs
.
Tomando logaritmos,
log(Nδ(B)) = s log(
1
δ
) + log(k),
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y dividiendo entre log(1
δ
),
log(Nδ(B))
log(1
δ
)
= s+
log(k)
log(1
δ
)
.
Tomando finalmente l´ımites, deducimos que
s = l´ım
δ→0
log(Nδ(B))
log(1
δ
)
.
Este valor, si existe, recibe el nombre de dimensio´n box-counting de B y se
denota por dimbB.
Si por el contrario no existe tal l´ımite, dimbB se puede aproximar con los
l´ımites superior e inferior, esto es,
dimbB = l´ım
δ→0
log(Nδ(B))
log(1
δ
)
y
dimbB = l´ım
δ→0
log(Nδ(B))
log(1
δ
)
,
respectivamente. No obstante, esta deficio´n es meramente formal. En la pra´cti-
ca, suelen estudiarse los fractales cuya dimensio´n box-counting existe expl´ıci-
tamente.
Por otro lado, podemos variar de forma conveniente la forma en la que
tomamos Nδ(B) como:
i) Menor nu´mero de bolas de radio δ que cubren a B.
ii) Menor nu´mero de cubos de lado δ que cubren a B.
iii) Nu´mero de cubos en la malla de lado δ que intersecan a B.
iv) Mayor nu´mero de bolas disjuntas de radio δ con centros en B.
La demostracio´n de este resultado se puede encontrar en [3].
Proposicio´n 5.1.1 La dimensio´n de box-counting, si existe, tiene las si-
guientes propiedades:
i) Si B1 ⊆ B2 entonces dimbB1 ≤ dimbB2.
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ii) dimbB es finitamente estable, es decir,
dimb(B1
⋃
B2) = ma´x{dimbB1, dimbB2}.
iii) Si f : B → Rm es lipschitziana entonces dimbf(B) ≤ dimbB.
iv) Si f : B → Rm es una transformacio´n bi-Lipschitz entonces dimbf(B) =
dimbB.
v) Si B denota el cierre de B,
dimbB = dimbB.
Demostracio´n 17 i) Es evidente que Nδ(B1) ≤ Nδ(B2) por la propia
definicio´n del operador Nδ. Ahora bien, del hecho de que la funcio´n
logaritmo es mono´tona creciente, deducimos que
log(Nδ(B1))
log(1
δ
)
≤ log(Nδ(B2))
log(1
δ
)
.
Obse´rvese que al dividir entre log(1
δ
) podemos dividir entre un nu´mero
negativo, no obstante, como solo nos interesan valores pequen˜os de δ,
se mantiene la desigualdad. Por tanto, en el l´ımite cuando δ tiende a
0 se obtiene la monoton´ıa de la dimensio´n box-counting.
ii) En efecto, sabemos que tanto B1 como B2 esta´n en la unio´n de ambos.
Por tanto, basta con aplicar la monoton´ıa de la dimensio´n box-counting
para obtener que ma´x{dimbB1, dimbB2} ≤ dimb(B1
⋃
B2). Por otro
lado, tenemos que
Nδ(B1
⋃
B2) ≤ Nδ(B1) +Nδ(B2) ≤ 2 ma´x{Nδ(B1), Nδ(B2)}.
Tomando logaritmos,
log(Nδ(B1
⋃
B2))
log(1
δ
)
≤ log(2)
log(1
δ
)
+
log(ma´x{Nδ(B1), Nδ(B2))}
log(1
δ
)
.
Teniendo en cuenta que el logaritmo de un ma´ximo es igual al ma´ximo
de los logaritmos, si hacemos que δ tienda a 0 se obtiene dimb(B1
⋃
B2) ≤
ma´x{dimbB1, dimbB2}.
iii) Sea {Ui}ni=1 un δ-recubrimiento de B de modo que B ⊆
⋃n
i=1 Ui y
Nδ(B) = n. Por tanto, f(B) ⊆
⋃n
i=1 f(Ui). Aplicando ahora que f es
lipschitziana, diam(f(Ui)) ≤ cδ. Con lo que Ncδ(f(B)) ≤ n = Nδ(B).
Desde aqu´ı, basta con volver a tomar logaritmos y hacer el l´ımite cuan-
do δ tiende a 0 para llegar al resultado.
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iv) Una desigualdad nos la garantiza el apartado precedente. La otra se
razona del mismo modo que en el Corolario 4.3.3 ii).
v) Dado un conjunto B, es claro que por la monoton´ıa de la dimensio´n box-
counting dimbB ≤ dimbB. Por otro lado, supongamos que B puede ser
recubierto por Nδ(B) conjuntos de dia´metro como mucho δ. Por tanto,
para recubrir a B nos basta con los mismos conjuntos pero toma´ndolos
cerrados. De este modo, Nδ(B) ≤ Nδ(B) y el resultado ya es evidente.

Observamos que, como ocurr´ıa con la dimensio´n de Hausdorff, la dimensio´n
box-counting tambie´n es invariante bajo aplicaciones bi-Lipschitz. Sin em-
bargo, a continuacio´n se observa una limitacio´n importante:
Del apartado iv) de la proposicio´n anterior se deduce que dimb(Q
⋂
[0, 1]) =
1, pues el cierre de este conjunto es todo el intervalo [0, 1] y dimb[0, 1] = 1.
No obstante, la dimensio´n box-counting de cada punto de Q
⋂
[0, 1] es 0,
por lo que no es cierto en general que si {Bi} es una familia numerable de
conjuntos entonces
dimb
∞⋃
i=1
Bi = sup
1≤i<∞
{dimbBi}.
De este modo, si consideramos conjuntos numerables es posible que su di-
mensio´n no sea nula. A pesar de ello, existen modificaciones de la dimensio´n
box-counting que solventan este problema, pero teniendo en cuenta ciertas
nociones de la dimensio´n de Hausdorff que vuelven a complicar su ca´lculo.
Es por ello que no vamos a entrar en detalle en tales redefiniciones. De
hecho, el programa que desarrollamos a continuacio´n tomara´ conjuntos finitos
de puntos.
5.2. Programa para calcular la dimension box-
counting
La dimensio´n box-counting nos da la oportunidad de calcular compu-
tacionalmente una dimensio´n fractal de forma sencilla e intuitiva.
En nuestro caso, pretendemos crear un algoritmo que, dada una imagen
de entrada, nos devuelva el valor de su dimensio´n box-counting. Y para ello,
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utilizaremos la definicio´n equivalente siguiente: Nδ(B) sera´ el nu´mero de cua-
drados en la malla de lado δ que intersecan a B.
Teo´ricamente, vimos en la seccio´n anterior que
log(Nδ(B)) = s log(
1
δ
) + log(k).
Obse´rvese que se trata de la ecuacio´n de una recta cuya pendiente, s, es
la dimensio´n box-counting. Por tanto, si hacemos una representacio´n a escala
logar´ıtmica (log − log) para distintos valores de δ obtendremos una serie de
puntos con los que conseguir una recta de regresio´n.
La pendiente de la recta sera´ una aproximacio´n de la dimensio´n box-
counting de la imagen.
Ahora bien, para evitar variar δ aleatoriamente realizaremos subdivisiones
iguales de la imagen como potencias de base dos, esto es, tomaremos que
δ = 1
2n
. De esta manera, en la primera iteracio´n la imagen se dividira´ en 4
partes iguales, en la segunda tendremos 16, en la tercera 64, etce´tera.
Evidentemente este proceso es finito, y adema´s, deberemos ajustar la imagen
para que sus dimensiones sean potencias de base 2. Con esto nos garantizamos
llegar en la u´ltima iteracio´n al mı´nimo nu´mero de p´ıxeles.
Te´ngase en cuenta que este reajuste no afecta a la dimensio´n box-counting
de la imagen, dado que se trata de una aplicacio´n af´ın bi-Lipschitz.
A continuacio´n, mostramos el co´digo de dimensionBC.m:
1 function [ ]= dimensionBC ( imagen )
2%RECONOCIMIENTO DE IMAGEN
3 I=imread ( imagen ) ;
4 ImagenBinaria=im2bw( I ) ;
5% Para v i s u a l i z a r l a imagen , imshow ( ImagenBinaria )
6 [ a1 , b1]= s ize ( ImagenBinaria ) ;
7%TRANSFORMACION AFIN AL NUEVO RECINTO
8 a2=2ˆ( f ix ( log2 ( a1 ) ) ) ;
9 b2=2ˆ( f ix ( log2 ( b1 ) ) ) ;
10 M=zeros ( a2 , b2 ) ;
11 for i =1:a1
12 for j =1:b1
13 i f ImagenBinaria ( i , j )==0
14 x=i *( a2/a1 ) ;
15 y=j *( b2/b1 ) ;
16 M(round( x ) ,round( y ) ) =1;
17 end
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18 end
19 end
20 %Ahora e l v a l o r 1 es negro y e l 0 es b lanco
21%RECUENTO DE CAJAS
22 for n=1: log2 (min( a2 , b2 ) )
23 I =2ˆ( log2 ( a2 )−n) * ones (1 ,2ˆ n) ;
24 J=2ˆ( log2 ( b2 )−n) * ones (1 ,2ˆ n) ;
25 Bloques = mat2ce l l (M, I , J ) ;
26 vectorBloques=reshape ( Bloques , 1 , numel ( Bloques ) ) ;
27 contador =0;
28 for i =1:numel ( vectorBloques )
29 i f i s e q u a l ( vectorBloques { i } , zeros (2ˆ(
log2 ( a2 )−n) ,2ˆ( log2 ( b2 )−n) ) )==0;
30 contador=contador +1;
31 end
32 end
33 nCajas (n)=contador ;
34 end
35 %nCajas ( end ) = [ ] ;
36%REPRESENTACION Y RECTA DE REGRESION
37 f igure (1 )
38 u=1: length ( nCajas ) ;
39 v=log2 ( nCajas ) ;
40 plot (u , v , ’ * ’ ) ;
41 xlabel ( ’n ’ )
42 ylabel ( ’ Logaritmo en base 2 de l numero de c a j a s para
cada n ’ )
43 t i t l e ( ’AJUSTE POR MINIMOS CUADRADOS’ )
44 %Recta de a j u s t e por minimos cuadrados
45 r e c t a=polyf it (u , v , 1 ) ;
46 %rec ta (1)=pendiente
47 %rec ta (2)=ordenada en e l or i gen
48 r=corrcoef (u , v ) ;
49 c o e f c o r r e l a c i o n=r (2 , 1 ) ;
50 hold on
51 plot (u , r e c t a (1 ) *u+re c t a (2 ) , ’ r ’ ) ;
52 text (2 , 3 , sprintf ( ’ C o e f i c i e n t e = %f ’ , c o e f c o r r e l a c i o n ) )
53 dimensionBoxCounting=r ec ta (1 )
Analicemos el co´digo:
1. Reconocimiento de imagen. Al principio, utilizamos imread para
introducir la imagen como una matriz tridimensional con sus coordena-
das de posicio´n y su color en formato RGB. Posteriormente, con im2bw
se obtiene la imagen en blanco y negro (matriz de unos y ceros donde
uno es blanco y cero es negro). Para nosotros, el color no tendra´ ningu´n
papel en el ca´lculo de la dimensio´n.
2. Transformacio´n af´ın al nuevo recinto. Definimos una matriz de ce-
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ros con las dimensiones ya ajustadas (como potencia de base 2). Ahora,
con la aplicacio´n af´ın, desplazamos tan solo los puntos negros hasta su
nueva posicio´n en dicha matriz. En estas posiciones, su valor pasara´ a
ser uno.
3. Recuento de cajas. Este apartado se basa en el uso de mat2cell. Este
comando permite dividir una matriz en celdas de cualquier taman˜o.
Las definiciones de I y J se realizan convenientemente para que en cada
iteracio´n se divida cada bloque en 4 del mismo taman˜o.
Con reshape se colocan los bloques en un vector para acceder mejor
a cada bloque y posteriormente se compara con matrices nulas de las
mismas dimensiones para contar aquellas que no tengan ceros, es decir,
que no este´n vac´ıas.
4. Representacio´n y recta de regresio´n. Esta es la parte ma´s sencilla.
Dado el vector con el nu´mero de cajas con elementos en cada iteracio´n
(nCajas) , representamos n frente a log2(nCajas). Finalmente, se ob-
tiene la recta de regresio´n con polyfit y se toma su pendiente y su
coeficiente de regresio´n.
Veamos un ejemplo. Para la Figura 1 (alfombra de Sierpinski) se genera
la siguiente gra´fica:
Figura 5.1: Recta de regresio´n para la alfombra de Sierpinski cuya pendiente es igual a
1,8512.
Dado que la dimensio´n real de este conjunto es log8
log3
≈ 1,8928 y el coefi-
ciente de correlacio´n es cercano a 1, la aproximacio´n es bastante buena (error
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de |1,8512 − 1,8928| = 0,04). No cabe duda de que si con el programa di-
buja.m hicie´ramos ma´s iteraciones de la alfombra, este valor debe tender
al real. Au´n as´ı, si observamos con ma´s detalle la gra´fica anterior, vemos
como el u´ltimo valor empeora la aproximacio´n. Esto se debe a que amplia-
mos demasiado el conjunto y desde tan cerca se pierde su comportamiento
autosimilar (recue´rdese que los conjuntos que generamos son finitos).
Por tanto, veamos que ocurre si representamos la gra´fica sin el u´ltimo
valor (basta con ejecutar el programa con nCajas(end)=[];)
Figura 5.2: Recta de regresio´n sin el u´ltimo valor, la pendiente ahora es 1,912.
En esta ocasio´n la aproximacio´n es obviamente mejor. El coeficiente de
correlacio´n es ma´s pro´ximo a 1 y el error se reduce a |1,912−1,8928| = 0,019.
Cap´ıtulo 6
Dimensio´n de conjuntos
autosimilares
En esta seccio´n reuniremos los conocimientos adquiridos anteriormente
para demostrar un resultado esencial y muy pra´ctico que relaciona la di-
mensio´n de Hausdorff y la de box-counting para conjuntos autosimilares: el
teorema de Moran (1946).
Este resultado consigue caracterizar la dimensio´n de estos fractales a partir
de sus factores de contraccio´n.
6.1. Teorema de Moran
La Seccio´n 2.2 nos dec´ıa que un conjunto autosimilar K es aquel tal que
K =
m⋃
i=1
fi(K),
donde las aplicaciones fi : Rn → Rn son similaridades, es decir,
d(fi(x), fi(y)) = ci d(x, y), x, y ∈ Rn.
Utilizando el Lema 4.1.1 y que los fi(K) no se solapan “demasiado”, tendr´ıamos
que
Hs(K) =
m∑
i=1
Hs(fi(K)) =
m∑
i=1
csiHs(K),
te´ngase en cuenta que Hs es una medida. Con lo cual,
m∑
i=1
csi = 1.
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Observemos que este razonamiento es va´lido cuando Hs(K) sea finito, en
cuyo caso, s = dimHK.
Ahora bien, con el teorema de Moran podemos formalizar el hecho de que
las fi(K) no se superpongan en exceso. Para ello, ha de existir un conjunto
abierto no vac´ıo y acotado V tal que
m⋃
i=1
fi(V ) ⊂ V,
con la unio´n disjunta. Esta propiedad recibe el nombre de condicio´n de con-
junto abierto.
Los pro´ximos resultados preparan el terreno para demostrar el teorema
de Moran. El primero de ellos, es un resultado puramente geome´trico.
Lema 6.1.1 Sea {Vi} una familia de abiertos disjuntos de Rn de modo que
cada Vi contiene una bola de radio αr y esta´ contenida en otra bola de radio
βr. Entonces, toda bola B de radio r corta como mucho a (1 + 2β)nα−n
cierres Vi.
Demostracio´n 18 Es evidente que puede ocurrir que B no interseque a
ningu´n Vi, pero como lo que buscamos es una cota superior, supongamos
que existe algu´n i para el cual B
⋂
Vi 6= ∅. De este modo, como cada Vi
esta´ contenido en una bola de radio βr, existira´ algu´n punto de B para el cual
Vi esta´ contenido en una bola con centro en dicho punto y radio (1 + 2β)r.
Ahora bien, si hay u cierres Vi que cortan a B podemos considerar el volumen
de las bolas de radio αr para llegar a que
u(αr)n ≤ (1 + 2β)nrn.
Por tanto, u ≤ (1 + 2β)nα−n.

Proposicio´n 6.1.2 Dado cualquier subconjunto K de Rn,
dimHK ≤ dimbK.
Demostracio´n 19 Sea U1, . . . , Un es un δ-recubrimiento de K con Nδ(K) =
n. De aqu´ı, Hsδ(K) ≤
∑n
i=1 diam(Ui)
s ≤∑ni=1 δs = δsNδ(K).
Queremos comparar la dimensio´n de Hausdorff con la dimensio´n inferior
de box-counting, luego existe una subsucesio´n δn de tal modo que
logNδn (K)
− log δn
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converge a dimbK. De este modo, para todo ε > 0, existe un natural n a
partir del cual
| logNδn(K)− log δn − dimbK| < ε.
De forma equivalente, dimbK − ε < logNδn (K)− log δn < dimbK + ε. Y realizando
algunos ca´lculos sencillos llegamos a
1
δdimbK−εn
< Nδn(K) <
1
δdimbK+εn
.
Ahora bien, si s > dimbK y tomamos que dimbK + ε < s deducimos que
Hsδn(K) ≤ δsn
1
δdimbK+εn
= δs−dimbK−εn .
En el l´ımite cuando δn tiende a 0, para todo s mayor que la dimensio´n box-
counting Hs(K) = 0. Por tanto, dimHK ≤ dimbK, y en el caso de que exista
dicha dimensio´n, dimHK ≤ dimbK.

Para el siguiente resultado debemos tener en cuenta que una medida µ
de cualquier subconjunto A de Rn donde 0 < µ(Rn) < ∞ recibe el nombre
de distribucio´n de masa, y pensaremos en µ(A) como la masa del conjunto
A.
Teorema 6.1.3 Sea µ una distribucio´n de masa en K y {Ui} un δ-recubrimiento
de K.
Si existe un s tal que µ(Ui) ≤ c diam(Ui)s para cada i (con c > 0), entonces
Hs(K) ≥ µ(K)/c y s ≤ dimHK ≤ dimbK ≤ dimbK.
Demostracio´n 20 Dada una distribucio´n de masa µ, tenemos que por ser
una medida
µ(K) ≤ µ(
∞⋃
i=1
Ui) ≤
∞∑
i=1
µ(Ui) ≤ c
∞∑
i=1
diam(Ui)
s,
para todo {Ui} un δ-recubrimiento de K. En particular, se cumple para el
ı´nfimo Hsδ(K). As´ı, en el l´ımite cuando δ tiende a 0,
0 < µ(K) ≤ c Hs(K).
La cadena de desigualdades ya es evidente utilizando la Proposicio´n 6.1.2.
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
Procedemos ya a enunciar y demostrar el teorema de Moran, por el cual, se
podra´ calcular la dimensio´n de conjuntos autosimilares de forma ra´pida y
sencilla.
Teorema 6.1.4 (de Moran) Sean f1, . . . , fm similaridades sobre Rn con fac-
tores de contraccio´n c1, . . . , cm y cumpliendo la condicio´n de conjunto abierto.
Entonces, si K es el conjunto invariante y tal que K =
⋃m
i=1 fi(K), entonces
dimHK = dimbK = s,
donde s es la solucio´n de
m∑
i=1
csi = 1. Adema´s, para dicho valor de s
0 < Hs(K) <∞.
Demostracio´n 21 Sea s cumpliendo que
m∑
i=1
csi = 1. Encontremos una cota
superior para la medida de Hausdorff.
En primer lugar, dado un conjunto B, denotamos a Bi1,...,ik como la com-
posicio´n fi1◦. . .◦fik(B) de las similaridades hasta el nivel (o iteracio´n) k. Pa-
ra simplificar, denotamos por Jk a las secuencias (i1, . . . , ik) con 1 ≤ ij ≤ m.
Como K es invariante bajo la accio´n de las similaridades, se tiene que
K =
⋃
Jk
Ki1,...,ik .
La similaridad dada por la composicio´n fi1 ◦ . . . ◦ fik tiene por factor de
contraccio´n al producto ci1 . . . cik con lo que∑
Jk
diam(Ki1,...,ik)
s =
∑
Jk
(ci1 . . . cik)diam(K)
s =
= (
∑
i1
csi1) . . . (
∑
ik
csik)diam(K)
s = diam(K)s,
pues
m∑
i=1
csi = 1. Ahora, dado δ > 0, tomemos un nivel k de modo que
diam(Ki1,...,ik)
s ≤ (ma´x
i
ci)
k ≤ δ,
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esto significa que hacemos tantas iteraciones hasta que el dia´metro del con-
junto resultante elevado a s no sobrepase a δ. Entonces ya tenemos un recu-
brimiento de dia´metro menor que δ, por lo que Hsδ(K) ≤ diam(K)s y en el
l´ımite Hs(K) ≤ diam(K)s <∞.
Una vez que sabemos que la medida de Hausdorff es finita, probemos que
es no nula.
Por el teorema del encaje de Cantor en Rn (que es completo), tomando una
sucesio´n de cerrados encajados de forma que los dia´metros converja a 0,
la interseccio´n es un punto. Con este fin, podemos tomar las combinacio-
nes infinitas de ı´ndices I = {(i1, . . .) : 1 ≤ ij ≤ m}. Adema´s, definimos
Ii1,...,ik = {(i1, . . . , ik, tk+1, . . .) : 1 ≤ tj ≤ m} como las sucesiones infinitas
que coinciden hasta el te´rmino ik. Para hacernos una idea, se trata de ver
cada punto del conjunto como el l´ımite de una sucesio´n infinita (no tiene
por que´ ser u´nica) de modo que en cada nivel reducimos el dia´metro hasta
hacerlo tender a 0. Y es que existe una equivalencia sobreyectiva entre I y
xi1,i2,... =
⋂∞
n=1 Ii1,...,in . De este modo, si por ejemplo estamos en el tria´ngu-
lo de Sierpinski estas sucesiones nos llevan en cada nivel k a tria´ngulos de
dia´metro 1
2k
.
Ahora, vamos a construir una distribucio´n de masa en I que nos ayu-
dara´ a dar una cota inferior de la medida de Hausdorff. En efecto, sea
µ(Ii1,...,ik) = (ci1 . . . cik)
s. Observemos que esto se asemeja mucho a una pro-
babilidad. Por ejemplo, en la primera iteracio´n del tria´ngulo de Sierpinski
tenemos que la probabilidad de tomar cada tria´ngulo es µ(Ii1) = (
1
2
)s = 1
3
,
en la siguiente µ(Ii1,i2) = (
1
4
)s = 1
9
, y as´ı sucesivamente. En este caso son
equiprobables, algo que no ocurre en general.
Un hecho importante en la definicio´n de µ es que
µ(Ii1,...,ik) =
m∑
i=1
µ(Ii1,...,ik,i),
y esto se debe a que
m∑
i=1
(ci1 . . . cikci)
s = (ci1 . . . cik)
s
m∑
i=1
csi = (ci1 . . . cik)
s. Por
esto llegamos a que µ(I) = 1, algo evidente en el caso de probabilidades y
que nos dice que la masa de I es finita.
Una vez vista la definicio´n de µ en dicho conjunto, vamos a extenderla a una
distribucio´n de masa µ en K de forma natural de la siguiente manera: dado
A cualquier subconjunto de K definimos
µ(A) = ı´nf{
∞∑
j=1
µ(Ii1,...,ij) : A ∩K ⊆
∞⋃
j=1
Ii1,...,ij}.
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Si A = K, es evidente que µ(K) = µ(I) = 1.
Veamos si se cumplen las hipo´tesis del Teorema 6.1.3.
Sea V cumpliendo la condicio´n de conjunto abierto. Entonces, fi(V ) ⊆ V y
fi(V ) ⊆ fi(V ) ⊆ V por ser cada fi continua. Con esto, si f es el operador
de Hutchinson tenemos que
m⋃
i=1
fi(V ) = f(V ) ⊂ V , que es compacto por ser
cerrado y acotado. Por tanto, fk(V ) converge a K.
Como K ⊂ V se tiene que Ki1,...,ik ⊂ V i1,...,ik para cada sucesio´n (i1, . . . , ik).
Tomemos B cualquier bola de radio r < 1. Vamos a calcular µ(B) conside-
rando los conjuntos Vi1,...,ik . Para ello, buscaremos un valor de k para que
los dia´metros de estos conjuntos sean comparables con el de B y sus cierres
intersequen a K ∩B.
Para cada sucesio´n (infinita) de I nos quedamos con el primer valor de
k tal que
ci1ci2 . . . cik ≤ r,
y sea Q el conjunto formado por todas las sucesiones finitas obtenidas de esa
manera. No´tese que de aqu´ı se obtiene que ci1ci2 . . . cik−1 > r, y por consi-
guiente, (ci1ci2 . . . cik−1)ck > r ck ≥ (mı´ni ci)r.
Para cada sucesio´n infinita (i1, i2, . . .) existira´ un valor k tal que
(i1, . . . , ik) ∈ Q.
Como V1, . . . , Vm son disjuntos, tambie´n lo son Vi1,...,ik,1, . . . , Vi1,...,ik,m para
cada (i1, . . . , ik). Por tanto, utilizando este hecho de forma anidada, tene-
mos que la familia {Vi1,...,ik : (i1, . . . , ik) ∈ Q} es disjunta. Adema´s, K ⊂⋃
QKi1,...,ik ⊂
⋃
Q V i1,...,ik .
Sean ahora α y β tales que V contiene una bola de radio α y esta´ conte-
nido al mismo tiempo en una bola de radio β. Entonces, por lo que hemos
visto, Vi1,...,ik contiene una bola de radio ci1 . . . cikα y por tanto una de radio
(mı´ni ci)αr, adema´s de estar contenido en una bola de radio ci1 . . . cikβ y con
ello en una bola de radio βr.
Denotaremos por Q1 a las sucesiones infinitas de Q para las que B corta a
V i1,...,ik . Utilizando el Lema 6.1.1 hay como mucho u = (1+2β)
nα−n(mı´ni ci)−n
sucesiones en Q1. De este modo,
µ(B) = µ(K ∩B) ≤
∑
Q1
µ(Ii1,...,ik) =
∑
Q1
(ci1 . . . cik)
s ≤
∑
Q1
rs ≤ rsu,
puesto que tenemos que ci1ci2 . . . cik ≤ r para los elementos de Q1 por cons-
truccio´n.
Como todo conjunto U esta´ contenido en una bola de radio diam(U), lo an-
terior nos garantiza que µ(U) ≤ diam(U)su y con esto hemos probado que
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se cumplen las hipo´tesis del Teorema 6.1.3.
Si lo aplicamos, tenemos que Hs(K) ≥ u−1 > 0. As´ı que sabemos que la
dimensio´n de Hausdorff de K es no nula y finita (por lo probado anterior-
mente), luego dimHK = s.
Dado que
∑m
i=1 c
s
i = 1, por induccio´n se llega a que
∑
Q(ci1ci2 . . . cik)
s = 1.
Adema´s, si tomamos Q de modo que (mı´ni ci)r ≤ ci1ci2 . . . cik ≤ r, llega-
mos a que
∑
Q(mı´ni ci)
srs ≤ 1 y deducimos que Q contiene como mucho
(minici)
−sr−s sucesiones, para las cuales diam(V i1,...,ik) = ci1 . . . cikdiam(V ) ≤
r diam(V ).
Con todo esto, para cada r < 1 tenemos que K puede ser cubierto por
(minici)
−sr−s conjuntos con dia´metro menor o igual que r diam(V ), con lo
que
dimbK = l´ım
δ→0
logNδ(K)
− log δ ≤ l´ımr→0
log((minici)
−sr−s)
− log(r diam(V ))
= l´ım
r→0
s(− log(minici)− log r)
− log r − log diam(V )
= s.
Por el Teorema 6.1.3 llegamos finalmente a que s = dimHK ≤ dimbK ≤
dimbK ≤ s, con lo que queda demostrado el resultado.

La condicio´n de conjunto abierto utilizada en la demostracio´n nos garantiza
que las dimensiones son iguales a dicho valor de s. No obstante, se puede
demostrar que sin tener en cuenta esta propiedad dimHK = dimbK ≤ s.
Este teorema es una herramienta muy u´til para calcular la dimensio´n de
conjuntos autosimilares.
6.2. Ejemplos de ca´lculo
Ejemplo 1 Sean fi : R2 → R2 con i = 1, 2, 3 tres similaridades tales que
f1(x, y) =
1
2
(x, y), f2(x, y) = (
1
2
, 0)+f1(x, y) y f3(x, y) = (
1
4
, 1
2
)+f1(x, y). En
efecto, se trata del tria´ngulo de Sierpinski, el cual generamos con el programa
de la seccio´n 3.1.
En la iteracio´n inicial comenzamos con un tria´ngulo equila´tero. Posterior-
mente, dividimos este tria´ngulo en cuatro tria´ngulos iguales y retiramos el
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del interior, y as´ı sucesivamente. Como se suele utilizar en gran parte de
conjuntos, tomaremos como V el interior de la primera iteracio´n, con lo
que se satisface la condicio´n de conjunto abierto. As´ı pues, tenemos que∑3
i=1(ci)
s =
(
1
2
)s
+
(
1
2
)s
+
(
1
2
)s
= 1, por el Teorema de Moran.
Resolviendo esta ecuacio´n obtenemos s = log 3
log 2
.
En el caso donde los factores de contraccio´n sean iguales (como lo son los
ma´s famosos), es decir, ci = c para todo i, el valor de s resulta de
m∑
i=1
(ci)
s = m cs = 1.
Despejando se tiene que s = − logm
log c
, donde m es el nu´mero de similaridades.
As´ı, en la alfombra de Sierpinski s = − log 8
log 1
3
= log 8
log 3
. O tambie´n, para la
esponja de Menger s = − log 20
log 1
3
= log 20
log 3
.
Ejemplo 2 Consideremos ahora el helecho de la Figura 7. En este caso los
factores (homotecias) no son iguales. Adema´s, no parece tan sencillo obtener
un V con el que conseguir la condicio´n de conjunto abierto (pues no nos basta
con el interior de la primera iteracio´n). En la siguiente imagen vemos como
obtener V gra´ficamente como la envolvente convexa de todos los puntos del
conjunto. Del mismo modo se puede obtener un recubrimiento de f1(V ), f2(V )
y f3(V ).
Figura 6.1: Obtencio´n gra´fica de V y de las fi(V ) = U1, U2, U3 con i = 1, 2, 3, respec-
tivamente.
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Como f1(V ) ∪ f2(V ) ∪ f3(V ) ⊆ V y las fi(V ) son disjuntas dos a dos,
podemos garantizar que el helecho cumple la condicio´n de conjunto abierto
para el V elegido.
Con lo cual, aplicando el teorema de Moran
3∑
i=1
(ci)
s =
(
2
3
)s
+
(
1
3
)s
+
(
1
3
)s
= 1.
Lo que nos da la aproximacio´n s = 1,395.
Dado que este valor coincide con las dimensiones de Hausdorff y box-counting,
podemos comparar este resultado con el del algoritmo desarrollado en la sec-
cio´n 5.2 para la Figura 7, donde la dimensio´n alcanza un valor aproximado
de 1,345.
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Cap´ıtulo 7
Conclusiones
En este trabajo se han puesto en pra´ctica los conocimientos adquiridos
en geometr´ıa, topolog´ıa, ana´lisis matema´tico, teor´ıa de la medida y progra-
macio´n vistos en el grado para aplicarlos en la construccio´n de conjuntos au-
tosimilares y en el ca´lculo de la dimensio´n fractal tanto teo´rica como compu-
tacionalmente.
Estos conjuntos son un caso particular de fractales que han surgido al
aplicar el Teorema del punto fijo de Banach al hiperespacio de cualquier
espacio me´trico. Para esto, ha sido esencial probar que dicho hiperespacio es
completo (Teorema de Zenor-Morita).
Como aplicacio´n de los resultados teo´ricos expuestos, hemos implemen-
tado un algoritmo en Matlab para dibujar conjuntos autosimilares como la
alfombra y la pira´mide de Sierpinski.
Por otro lado, se ha estudiado la teor´ıa de dimensio´n fractal, en particular,
las dimensiones de Hausdorff y box-counting. Adema´s, se ha realizado otro
programa para calcular la dimensio´n box-counting de un subconjunto del
plano (imagen). En concreto, se han introducido ima´genes de los conjuntos
autosimilares generados con el programa inicial comparando los resultados
obtenidos con los reales.
Aunque en general las dimensiones de Hausdorff y box-counting no tienen
por que´ coincidir, si ocurre esto cuando nos referimos a conjuntos autosimi-
lares estrictos (cumpliendo la condicio´n de conjunto abierto), hecho que nos
ha sido garantizado por el Teorema de Moran. Este resultado, con el que
hemos calculado la dimensio´n de algunos ejemplos, prepara el terreno para
continuar investigando en el campo de la dimensio´n fractal, sus relaciones
con la topolog´ıa y su extensio´n a espacios fractales generalizados.
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