Restart is a general framework, of prime importance and wide applicability, for expediting first-passage times and completion times of general stochastic processes. Restart can be applied via deterministic or stochastic protocols. The deterministic protocols -also known as "sharp restart" -assume a principal role: if there exists a stochastic restart protocol that improves mean-performance, then there exists a deterministic restart protocol that performs as good or better. To date, despite its focal role, sharp restart received relatively limited attention and investigation. In this paper, the first of a duo, we present a comprehensive statistical analysis of the mean-performance of sharp restart.
Introduction
The application of restart to general stochastic processes is a subject that drew vigorous scientific investigation recently [1] , e.g.: in statistical physics [2] - [26] , in chemical and biological physics [27] - [34] , and in computer science and computational physics [35] - [38] . In particular, major efforts were made in order to understand the effect of restart on first-passage times and on completion times of stochastic processes [39] - [55] . Namely, with regard to a specific restart protocol applied to a specific stochastic process, the following fundamental question arises: does restart expedite or hinder the first-passage/completion time of the process?
Restart protocols use timers to time the epochs at which they reset the stochastic processes to which they are applied. The timers can be either deterministic (fixed) or stochastic (random), and restart protocols with deterministic timers are henceforth termed "sharp restart". As there are infinitely many stochastic processes and infinitely many restart protocols, general approaches are required to understand the effect of restart beyond particular examples. The recent development of such approaches revealed the focal role of sharp restart: when the goal is to minimize the first-passage/ completion time of a given stochastic process -sharp restart can either match or outperform any other restart protocol [43] - [47] .
Counter-wise to the focal role of sharp restart, the investigation of sharp restartas reported in the scientific literature -is rather limited and not much is known about the properties and features of this restart algorithm. This paper is the first part of a duo addressing the mean-performance of sharp restart: the first part presents a comprehensive statistical analysis, and the second part shall present a comprehensive analysis based on a socioeconomic-inequality perspective. Specifically, this part establishes a roadmap of statistical analytic criteria that determine when the application of sharp restart improves or worsens mean-performance.
The reminder of the paper is organized as follows. Section 2 provides a concise description of sharp restart. Section 3 uses the renewal-processes notion of residual lifetime to determine, for any given sharp-restart timer, if mean-performance improves or worsens. Section 4 further uses the notion of residual lifetime to determine the very existence of sharp-restart timers for which mean-performance improves or worsens. Section 5 uses the reliability-engineering notion of hazard rate to investigate the global optimum -as a function of the sharp-restart timer -of mean-performance; as shall be shown, the global optimum can be attained either by infinitely fast timers, or by infinitely slow timers, or by critical timers. Section 6 further explores the case of fast and slow timers, and Section 7 further explores the case of critical timers. Section 8 concludes with a summary of the key results established along the paper. The results' derivations are detailed in the Methods.
A note about notation: along the paper E [X] denotes the expectation of a (nonnegative) random variable X; and IID is acronym for independent and identically distributed (random variables).
Sharp restart
Sharp restart is an algorithm that is described as follows. There is a general task with completion time T , a positive-valued random variable. To this task a three-steps algorithm, with a positive deterministic timer τ, is applied.
Step I: initiate simultaneously the task and the timer.
Step II: if the task is accomplished up to the timer's expiration -i.e. if T ≤ τ -then stop upon completion.
Step III: if the task is not accomplished up to the timer's expiration -i.e. if T > τ -then, as the timer expires, go back to Step I.
The sharp-restart algorithm generates an iterative process of independent and statistically identical task-completion trials. This process halts during its first successful trial, and we denote by T R its halting time. Namely, T R is the overall time it takeswhen the sharp-restart algorithm is applied -to complete the task. The sharp-restart algorithm is a non-linear mapping whose input is the random variable T , whose output is the random variable T R , and whose parameter is the deterministic timer τ.
The input-to-output map T → T R admits the stochastic representation
where: I {E} is the indicator function of the event E 1 ; and T R is an IID copy of the output T R that is independent of the input T . Indeed, if the event {T ≤ τ} occurs then T R = T . And, if the event {T > τ} occurs then T R = τ +T R i.e.: τ time units are spent on the first (unsuccessful) task-completion trial; the task-completion process starts anew at the end of the first (unsuccessful) trial; and then an additional T R time units are spent till the new task-completion process halts. In this paper we use the following notation regarding the input's statistics: distribution function, F (t) = Pr (T ≤ t) (t ≥ 0); survival function,F (t) = Pr (T > t) (t ≥ 0); density function, f (t) = F (t) = −F (t) (t > 0); and mean, µ = E [T ] = ∞ 0 t f (t) dt. The input's density function is henceforth considered to be positive-valued over the positive half-line: f (t) > 0 for all t > 0.
We denote by M (τ) = E [T R ] the output's mean; this notation underscores the fact that the output's mean is a function of the timer τ, the parameter of the sharp-restart algorithm. In terms of the input's distribution and survival functions, the output's mean is given by [46] :
Eq. (2) is obtained by taking expectation on both sides of Eq. (1), and thereafter performing a probabilistic calculation. The derivation of Eq. (2) is detailed in the Methods.
A key issue in the context of the sharp-restart algorithm is determining when will its application expedite task-completion, and when will it impede task-completion. To address this issue, the main approach employed in the literature is mean performance: comparing the input's mean µ to the output's mean M (τ), and checking which of the two means is smaller [41] - [55] . To that end we use the following terminology:
• Sharp restart with timer τ is beneficial if it improves mean-performance, M (τ) < µ.
• Sharp restart with timer τ is detrimental if it worsens mean-performance, M (τ) > µ.
Eq.
(2) implies that the output's mean is always finite: M (τ) < ∞ for all timers τ. Thus, if the input's mean is infinite, µ = ∞, then the application of the sharp-restart algorithm is highly beneficial -as it reduces the input's infinite mean to the output's finite mean: M (τ) < µ = ∞. Having resolved the case of infinite-mean inputs, we henceforth set the focus on the case of finite-mean inputs, µ < ∞. In the next sections we shall address the case of finite-mean inputs via two different perspectives: residual lifetimes and hazard rates.
Residual perspective
Consider a renewal process [56] - [59] that repeats indefinitely, in a Sisyphean and independent manner, the underlying task whose completion time is the input T . This renewal process is described as follows.
We start at time t = 0 and perform the task for the first time; upon the first completion we start performing the task for the second time; upon the second completion we start performing the task for the third time; and so on and so forth. Denoting by {T 1 , T 2 , T 3 , · · ·} the durations of the tasks -these durations being IID copies of the input T -we obtain that: T 1 is the completion time of the first task, T 1 + T 2 is the completion time of the second task, T 1 + T 2 + T 3 is the completion time of the third task, etc. The sequence of completion times is the renewal process generated from the input T . Now, tracking the renewal process from some large time epoch t = l onwards, consider the waiting duration till observing the first task completion after time t = l. For a finite-mean input T , the theory of renewal processes asserts the following asymptotic result [59] : the waiting duration converges in law, as l → ∞, to a stochastic limit -a positive-valued random variable T res that is termed the residual lifetime of the input T . The density function governing the statistical distribution of the residual lifetime T res is [59] :
(t ≥ 0). In turn, the distribution and survival functions of the residual lifetime T res are, respectively,
. With the residual lifetime T res at hand, we can re-formulate Eq. (2). Indeed, dividing both sides of Eq. (2) by the input's mean µ, and then using Eq. (3) and the distribution and survival functions of the residual lifetime T res , we arrive at the following formula for the ratio of the output's mean to the input's mean:
Eq. (4) straightforwardly implies the following pair of residual criteria:
• Sharp restart with timer τ is beneficial if and only ifF (τ) <F res (τ).
• Sharp restart with timer τ is detrimental if and only ifF (τ) >F res (τ).
The pair of residual criteria determines the mean-performance of the sharp-restart algorithm by comparing the survival function of the input T to the survival function of the input's residual lifetime T res . We emphasize that the pair of residual criteria may provide different answers for different timers τ. Indeed, it may be that while restart is beneficial for some timers τ, it is detrimental for other timers τ and vice versa ( Fig. 1) .
A well-known fact from probability theory asserts that a finite-mean input T is equal in law to its residual lifetime T res if and only if the input is Exponential [59] . Specifically, an Exponential input T is characterized by the exponential survival func-tionF (t) = exp (−t/µ) (t ≥ 0). In turn, combining this fact with Eq. (4), we arrive at the following conclusion: M (τ) = µ for all timers τ if and only if the input T is Exponential ( Fig. 1 ). 4)], plotted vs. the timer parameter τ. Two plots are depicted: one for an Exponential input -characterized by the survival function F (t) = exp (−t/µ); and one for a type-III Pareto input -characterized by the survival functionF (t) = 1/(1+t p ) (where the parameter p is the Pareto power, and here p = 2). For the Exponential input sharp restart is neither beneficial nor detrimental. For the Pareto type-III input sharp restart with timers τ > 1 is beneficial, and sharp restart with timers τ < 1 is detrimental. Panel (b): The survival functionsF (τ) andF res (τ) for the Pareto type-III input of panel (a). For timers τ > 1 we haveF (τ) <F res (τ), and for timers τ < 1 we haveF (τ) >F res (τ). Evidently, for the type-III Pareto input, panels (a) and (b) are in accord with the residual criteria.
Exponential

Existence results
The pair of residual criteria established in the previous section are timer-specific. Namely, for a given timer τ, the pair of residual criteria determines if sharp restart with that specific timer is beneficial or detrimental. In this section we shift from timer-specific criteria to existence criteria: results that determine the very existence of timers for which sharp restart is beneficial or detrimental. We note that existence criteria do not pinpoint specific timers τ for which sharp restart is beneficial or detrimental.
Residual lifetime and CV
The mean of a positive-valued random variable equals the integral, over the positive half-line, of its survival function. Hence, the mean of the input T is given by µ = ∞ 0F (t) dt, and the mean of the input's residual lifetime T res is given by µ res = ∞ 0F res (t) dt. Also, in terms of the first and second moments of the input T , the mean of the input's residual lifetime T res is given by µ res = E[T 2 ]/(2µ) [57] - [59] . Consequently, combining these facts together, a simple calculation implies that
where σ is the input's standard deviation and σ 2 is the input's variance.
Comparing the input's mean µ to the mean µ res of the input's residual lifetimeor, equivalently, comparing the input's mean µ to the input's standard deviation σdetermines the existence of timers τ for which sharp restart is beneficial or detrimental. Indeed, Eq. (5) together with the residual criteria of section 3 yield the following pair of existence criteria:
• If µ < µ res -which is equivalent to µ < σ -then there exist timers τ for which sharp restart is beneficial.
• If µ > µ res -which is equivalent to µ > σ -then there exist timers τ for which sharp restart is detrimental.
The input's coefficient of variation (CV) is the ratio of its standard deviation to its mean, CV = σ /µ. Evidently, the pair of existence criteria above can be formulated in terms of the input's CV: larger than one (µ < σ ), or smaller than one (µ > σ ). To this end, it should be noted that a similar CV result is known for stochastic restart protocols with an Exponential timer. Specifically, set r to be the rate parameter of the Exponential timer (the timer's mean is 1/r). Then, for a sufficiently small rater 1 -it was shown that [43] : if the CV is larger than one (µ < σ ) then stochastic restart is beneficial, and if the CV is smaller than one (µ > σ ) then stochastic restart is detrimental. Moreover, for stochastic restart protocols with an Exponential timer, the CV result was further extended to include restart with branching [50] as well as restart with fixed, random, and space-time coupled delays [27, 28, 54 ].
Residual lifetime and minimum
Given two IID copies of the input, T 1 and T 2 , denote by f max (t) (t > 0) the density function of the copies' maximum max {T 1 , T 2 }, and denote by µ min the mean of the copies' minimum min {T 1 , T 2 }. With these notations at hand, we can now present two equivalent formulae that follow from Eq. (4); the derivations of these formulae are detailed in the Methods.
The first formula is
where the random variables that appear in the right hand side of Eq. (6) -the input T and the input's residual lifetime T res -are independent of each other. The second formula is
Eq. (6) and Eq. (7) yield the following pair of existence criteria:
• If µ > 2µ min -which is equivalent to Pr (T > T res ) < 1 2 -then there exist timers τ for which sharp restart is beneficial.
• If µ < 2µ min -which is equivalent to Pr (T > T res ) > 1 2 -then there exist timers τ for which sharp restart is detrimental.
As an illustrative demonstration of this pair of existence criteria, consider a Weibull input -which is characterized by the survival functionF (t) = exp (−λt ε ) (where λ and ε are positive parameters). The Weibull distribution [60]- [61] is one of the three universal laws emanating from the Fisher-Tippett-Gnedenko theorem [62]- [63] of Extreme Value Theory [64] - [66] , and it has numerous uses in science and engineering [67] - [69] . This input displays the following scaling property: min {T 1 , T 2 } = 2 −1/ε T , where the equality is in law. Consequently, µ min = 2 −1/ε µ, and hence we obtain that: if ε < 1 then µ > 2µ min ; and if ε > 1 then µ < 2µ min . The parameter range ε < 1 manifests the Stretched Exponential distribution -which is of major importance in anomalous relaxation phenomena [70] - [72] .
Hazard perspective
At the end of section 3 we noted that the output's mean M (τ) -as a function of the timer parameter τ -is flat if and only if the input is Exponential. Hence, given an input T that is not Exponential, it is natural to seek a timer τ that minimizes the output's mean M (τ) globally. This global minimum can be attained either at the limit τ → 0, or at the limit τ → ∞, or at a local minimum of the output's mean M (τ) (if such exist).
In this section we examine these three global-minimum cases. To that end we employ the notion of hazard function (described below), and use the shorthand notation ϕ (0) = lim t→0 ϕ (t) and ϕ (∞) = lim t→∞ ϕ (t) to denote the limit values of a general positive-valued function ϕ (t) that is defined over the positive half-line (t > 0); these limit values are assumed to exist in the wide sense, 0 ≤ ϕ (0) , ϕ (∞) ≤ ∞.
The input's hazard function is given by the following limit:
(t > 0). Namely, H (t) is the likelihood that the input T will be realized right after time t, given the information that it was not realized up to time t. The hazard function -also known as "hazard rate" and "failure rate" -is a widely applied tool in survival analysis [73] - [75] and in reliability engineering [76] - [78] . Now, with the input's hazard function H (t) at hand, we are all set to examine the global minimum of the output's mean M (τ). The derivations of Eqs. (9)-(11) below are detailed in the Methods. Firstly, we address the case of fast timers: τ 1. Taking the limit τ → 0 in the middle part of Eq. (4), while using L'Hospital's rule, yields the limit value
Consequently, we obtain the following pair of fast criteria 2 :
• If H (0) < 1/µ then sharp restart with fast timers is detrimental; in particular, this criterion applies whenever the hazard function vanishes at the origin, H (0) = 0.
• If H (0) > 1/µ then sharp restart with fast timers is beneficial; in particular, this criterion applies whenever the hazard function explodes at the origin, H (0) = ∞.
Secondly, we address the case of slow timers: τ 1. Taking the limit τ → ∞ in Eq. (4) yields the limit value M (∞) = µ. In turn, a calculation using Eq. (4) and L'Hospital's rule asserts that the asymptotic behavior of the output's mean M (τ) about its limit value M (∞) = µ is given by the following limit:
Consequently, we obtain the following pair of slow criteria:
• If H (∞) < 1/µ then sharp restart with slow timers is beneficial; in particular, this criterion applies whenever the hazard function vanishes at infinity, H (∞) = 0.
• If H (∞) > 1/µ then sharp restart with slow timers is detrimental; in particular, this criterion applies whenever the hazard function explodes at infinity, H (∞) = ∞.
Thirdly, we address the case of critical timers: τ c for which the derivative of the output's mean vanishes, M (τ c ) = 0. Evidently, a local minimum of the output's mean M (τ c ), if such exits, is attained at a critical timer τ c . A calculation using Eq. (4) asserts that, at critical timers (if such exist), the value of the output's mean is given by:
Consequently, we obtain the following pair of critical criteria:
• If H (τ c ) < 1/µ then sharp restart with the timer τ c is detrimental.
• If H (τ c ) > 1/µ then sharp restart with the timer τ c is beneficial.
Interestingly, the three pairs of criteria established in this section -for fast timers (τ 1), for slow timers (τ 1), and for critical timers (M (τ c ) = 0) -all share a common pattern: comparing the input's hazard function H(τ) to the level 1/µ, the reciprocal of the input's mean. An equivalent formulation of this common pattern is: comparing the reciprocal 1/H(τ) of the input's hazard function to the input's mean µ (Fig. 2) . In the next two sections we shall further explore the cases of fast, slow, and critical timers. In accord with the fast criteria: for fast timers (τ 1) the reciprocal hazard function is larger that input's mean (1/H(τ) > µ), and sharp restart is detrimental (M(τ) > µ). In accord with the slow criteria: for slow timers (τ 1) the reciprocal hazard function is larger that input's mean (1/H(τ) > µ), and sharp restart is beneficial (M(τ) < µ). In accord with the critical criteria: at the critical timer -the timer τ c at which the output's mean attains its global minimum -the output's mean and the reciprocal hazard function intersect (M(τ c ) = 1/H(τ c )); also, the reciprocal hazard function is smaller than the input's mean (1/H(τ c ) < µ), and sharp restart is beneficial (M(τ) < µ).
Fast and slow timers
In the previous section we addressed the case of fast timers (τ 1), and the case of slow timers (τ 1). However, we did not provide the precise meanings of these timers. Namely: how small should the timer τ be in order to qualify as 'fast'? and how large should the timer τ be in order to qualify as 'slow'? Considering the input's hazard function H (t) to be continuous over the positive half-line (t > 0), in this section we answer these two questions.
The interplay between the following terms assumed a key role in the previous section: the input's hazard function H (t) on the one hand, and the input's mean µ on the other hand. This interplay will assume a key role also in this section -via the two following thresholds:
and
Namely, the lower threshold τ * and the upper threshold τ * are, respectively, the smallest and largest times at which the hazard function H (t) intersects the level 1/µ (Fig. 3) .
In particular, if the hazard function H (t) does not intersect the level 1/µ then: τ * = ∞ and τ * = 0. Combining together Eq. (4) and the input's hazard rate, the difference between the output's mean and the input's mean admits the following formulations:
The derivations of Eqs. (14) and (15) are detailed in the Methods. Observing Eqs. (14) and (15), it is evident that the sign of the difference M(τ) − µ depends on the interplay between the input's hazard function and mean. Armed with the thresholds of Eqs. (12) and (13), as well as with the mean-difference formulae of Eqs. (14) and (15), we are all set to analyze the cases of fast and slow timers. At the end of section 3 we noted the special and unique role of Exponential inputs. Specifically, these are the only inputs that produce a flat output mean: M (τ) = µ for all timers τ. An Exponential input is characterized by the flat hazard function 1/µ. Consequently -for a general input T -the difference between the reciprocal 1/H (t) Figure 3 : Illustration of the lower and upper thresholds, τ * and τ * . We continue with the type-III Pareto input of Fig. 1 and Fig. 2 , for which: the mean is µ = π/2, and the hazard function is H(t) = 2t/(1 + t 2 ); this mean level and this hazard function are plotted here. In turn, the lower threshold is τ * = (π − √ π 2 − 4)/2, and the upper threshold is τ * = (π + √ π 2 − 4)/2. In Fig. 1 we saw that sharp restart with timers τ < 1 is detrimental, and that sharp restart with timers τ > 1 is beneficial. The lower and upper thresholds are in accord with Fig. 1 : the range of fast timers (τ < τ * ) is included in the range of 'detrimental timers' (τ < 1), and the range of slow timers (τ > τ * ) is included in the range of 'beneficial timers' (τ > 1). of the input's hazard function and the input's mean µ is actually: the difference between the reciprocals of two hazard functions -one of the general input, and one of an Exponential input with mean µ. Thus, in a 'hazard-function sense', the integrals in Eqs. (14) and (15) measure the deviation of the general input T from an Exponential input with the same mean (µ).
Critical timers
In section 5 we addressed the case of critical timers: τ c for which the derivative of the output's mean vanishes, M (τ c ) = 0. Evidently, these are the timers at which the local minima and the local maxima -if such exist -of the output's mean M (τ) are attained. In this section we elaborate on critical timers.
To analyze the critical timers we take the logarithm of the left and middle parts of Eq. (4), and differentiate this logarithm twice. As we shall now describe, the first differentiation gives rise to the notion of backward hazard function, and the second differentiation gives rise to the notion of Gibbs gradient function.
The hazard function, which we employed quite extensively in sections 5 and 6, implicitly assumes that the flow of time is forward. But what if the flow of time is reversed, and time runs backward rather than forward? In such a time-reversal setting we shift from the input's 'forward' hazard function of Eq. (8) to the following 'backward' hazard function:
Namely, B (t) is the likelihood that the input T will be realized right before time t, given the information that it was not realized after time t. 3 Interestingly, critical timers link together the notion of residual lifetime (which we described and used in section 3), and the notion of backward hazard function. Indeed, consider the input's backward hazard function B (t) of Eq. (16) . Also, consider the backward hazard function, B res (t) (t > 0), of the input's residual lifetime T res ; this function is defined identically to Eq. (16) . In terms of these two backward hazard functions the following implication holds:
Namely, the critical timers τ c (if such exist) are the intersection points (if such exist) of the two backward hazard functions: that of the input, B (t); and that of the input's residual lifetime, B res (t). The derivation of Eq. (17) -via the differentiation of the logarithm of Eq. (4) -is detailed in the Methods.
Considering the input's density function f (t) to be smooth, we introduce its negative logarithmic derivative:
(t > 0). The negative logarithmic derivative G (t) has a profound meaning: up to a scale factor, it is the gradient of the potential function that underpins the Gibbs representation of the input's density [79] - [81] . The Gibbs representation emerges via entropy maximization [82] - [84] , as well as via the steady-state statistics of the Langevin equation which is a positive-valued random variable, and -using a positive timer parameter τproduces an output T R which is also a positive-valued random variable. The analysis focused on comparing the output's mean M (τ) to the input's mean µ. The two principal analytic tools employed here were the residual lifetime of renewal theory, and the hazard rate of reliability engineering. The analysis provides a detailed statistical roadmap for the mean-performance of the sharp-restart algorithm: six pairs of statistical criteria that determine if the application of the algorithm improves mean-performance, M (τ) < µ, or if the application worsens mean-performance, M (τ) > µ.
The six pairs of statistical criteria are summarized in Table 1 . The Table's Table 1 Timer
Parameter Improve Worsen Applying expectation to both sides of Eq. (1), while using the properties of the sharprestart algorithm, yields
Note that
Substituting Eq. (20) into Eq. (19) yields
In turn, Eq. (21) implies Eq. (2):
9.2 Eqs. (6)- (7) Eq. (4) implies that
In what follows the random variables T 1 and T 2 are IID copies of the input T . The distribution function of the maximum
Integrating both sides of Eq. (24) over the positive half-line yields
In what follows the random variables T and T res are considered independent of each other. Note that Pr (T > T res ) = Pr (T res ≤ T )
Substituting Eq. (26) into Eq. (25) yields Eq. (6):
The survival function of the minimum T min = min {T 1 , T 2 } is: Pr (T min > t) =F (t) 2 (t ≥ 0). Consequently, the minimum's mean is µ min = ∞ 0F (t) 2 dt. In turn, using Eq. (3), we have Pr (T > T res ) = ∞ 0 Pr (T > t|T res = t) f res (t) dt
Substituting Eq. (28) into Eq. (27) yields
In turn, Eq. (29) yields Eq. (7).
Eqs. (9)-(11)
Eqs. (3) and (8) imply that
Taking the limit τ → 0 in the middle part of Eq. (4), and using L'Hospital's rule and Eq. (30), yields
In turn, Eq. (31) yields Eq. (9). Eq. (23) implies that
Taking the limit τ → ∞ in the right part of Eq. (32), and using L'Hospital's rule and Eq. (30), yields lim τ→∞
In turn, Eq. 
Substituting Eq. (37) into the middle part of Eq. (23) yields Eq. (14) . Using Eq. (30) we havē
Substituting Eq. (38) into the right part of Eq. (23) yields Eq. (15).
Critical-timer results
Taking logarithm on the left and middle parts of Eq. (4), we introduce the function
(τ > 0). Evidently, the local minima and the local maxima (if such exist) of the functions M (τ) and L (τ) occur at the very same points. Differentiating Eq. (39) with respect to the timer τ, using the backward hazard function of the input T (Eq. (16)), and using the backward hazard function of the input's residual lifetime T res , we obtain that: 
In turn, Eq. (41) implies Eq. (17) . Note that f (τ) 
