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The approximation of differentiable functions by algebraic polynomials 17, 
with respect to the norm /lJ’IiF = maxjZl ,, IJfckJ I(, where 0 =-- k, < . .s?), 
12, < ... < k, and ji . (j is the Chebyshev norm on [a, b], is considered. The 
main result is the precise determination of the set of polynomials of best 
approximation in the norm /( . IIF. This is achieved by characterizing q, the 
smallest of the numbers ki for which Prr’l) is the unique best approximation 
to f(q) from II,-, with respect to a norm /i ijG of the same type as above 
(see below). The dimension in question is precisely q. 
Approximation in the norm Ij Ijp is nothing but the simultaneous approxi- 
mation of a real valued function f and its derivatives f(lii) in the Chebyshev 
norm by P and PcJct). The simplest special case p = 1, k, := 1 of the problem 
was treated in detail by Moursund [IX], who showed that a polynomial P of 
best approximation from 17n to some functionfis either unique, or else, P’ is 
the unique polynomial of best approximation from II,_, to f’ with respect 
to the Chebyshev norm. Our ma n theorem also contains a result of 
Johnson [5] who showed that if P and Q are polynomials of best 
approximation to some functionfwith respect to the seminorm rnaxi.[li gfki) ii} 
where 0 < k, < k, -c .‘. -=c k, , then Pctn) = Q(*D). Other proofs of 
Moursund’s result and of Johnson’s result for the case ki = i - 1 as well as 
characterizations of Kolmogorov type can be found in [l-4]. 
The main tools used in this paper are the notion of minimal polynomials 
of best approximation and theorems about Birkhoff interpolation. 
Let F = {k, , k, ,..., k,) where 0 = k, < k, < ... < k, are integers and 
[a, b] be an interval. We introduce the Banach space BF = B of /<,-times 
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continuously differentiable real-valued functions on [u, h] with the norm 
11 IF defined by 
where 1 . 11 is the Chebyshev norm. 
Let ?I : k, . We want to approximate ,f‘~ B by an algebraic polynomial 
P ~fl, of degree not exceeding II with respect to the norm 1 ~jF. We will 
denote this kind of approximation by “simultaneous approximation.” That 
there exist best approximations follows easily from compactness arguments. 
We want to show that either there exists exactly one polynomial of best 
approximation or, if not, we want to characterize precisely all the polynomials 
of best approximation. 
We begin with some terminology. Let Q(j) be the set of best 
approximations from r17, to,f’in B and set 
which we will always assume to be nonzero. We define 
We also define the extremal sets 
which will play the same role as the set of extremal points in ordinary 
Chebyshev approximation. Clearly the Ui are compact. 
We shall make use of “minimal” polynomials which are the algebraic 
interior points of the convex set Q(.f). 
LEMMA 1. There exists a F E l&f) (called a “nzinimal” polynomial) IvitA 
the property that 
Ui(P, f, c UdP, f) 
and i = 0, 1,. . .) p, 
P(x) = P(x). x E UiP,f 1, 
for any otherf t Q(f). 
The proof can be carried out as in [6] or [7] or by use of the theory of 
convex sets. We note that the Ui(p,f) are independent of the choice of P and 
so we will just write U,(f) for them. It is clear that at least one of them is 
nonempty. 
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The following lemma is a modification of a characterization theorem of 
Kolmogorov type which is given in [8]. 
LEMMA 2. P E L?(f) is a rninimalpol-~nornial qf best approximation tof 6 B 
lf arid only if there exists no Q E II,, witll 
,=“,,,,.,,,, ,riwf, ~.l.(“+9 - P”‘+)l Q(%) _ 1 0 max 
L , 
and such that the strict inequality! 
holds ,for some i, , 0 :,< i,) < p anrl,for some xi, E 17;” ( f). 
Proqf By means of the usual continuity arguments, one can show that if 
Q E IIJT, satisfies both of the above inequalities, then for all h :P 0 sufficiently 
small. P,, -= P + XQ is a polynomial of best approximation tof for which 
Ui(P,, ,f) C U,(P,f) for all i and that xi, $ I/,!,(P, ,f). It follows that P 
cannot be a minimal polynomial of best approximation. Conversely, if P is 
not a minimal polynomial, then the difference P ~ P,,, of P and a minimal 
polynomial P,, satisfies the above inequalities for some k?,, and xi, . 
We need some more facts about the U,(P,f) for P E L&f ). If f ckz II) exists, 
P c1 Q(f) and if x E U,(P, f), x f a. h, then 
p(‘w)(s) 1= f’“” IQ. (1) 
It is easy to see that if g and /I are two continuous functions on [a, h]. 
differentiable at x, a < x < 6, if g ._ II in some neighborhood of x and if 
g(x) =- h(x), then g’(x) = h’(x). Since f(“#- l) exists, our statement follows 
immediately from this observation. Next, let kj, 1 = k, + I for some i. Then, 
for P c Q(f), 
U,(P, f) n ui ! l(P, .f> n (a, h) = 3. 
Indeed, if x E U,(P,f) n (a, b), then we have (1). That is 
If also x E U,+l , then 
pi klyx) = ,pi +qy), 
which is not compatible with the last equality above. 
For a function f E BF , the sets U,(P,f) do not depend on the particular 
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choice of the minimal polynomial P (by Lemma 1) and we write U,(f) for 
them. We put 
and 
G = (k< / ki t F, U,(f) 7 I;; (2) 
q = min {k,:. 
h&G 
(3) 
By G - q, we mean the set (k, - y 1 iii E G). Thus 0 E G - q. 
On the way to our main theorem, we give some results of interest in 
themselves. For a givenfE BF , we consider the minimum 
THEOREM 3. The number (3a) is equal to A(f) and is achieved by each 
Q E Q(f 1. 
Proof. Clearly, A < A(f). It remains to show that the maximum in (3a) 
is at least A(f) for each Q E sZ(f). Otherwise 
IJfW - Q’“z’ 1) < /l(f) - 6, ki E G, 
for some Q E 52(f) and some 6 > 0. Let A4 ‘2 0 be so large that ilf”“’ /~, 
iI Q(“c) 1~ z< M for all ki E F. If P is a minimal polynomial, there exists an 
t > 0 for which, 
Ihf hi) - p(“i) ;j q = A(f), ki E G, 
i f(“,) 
I. 
_ p(I:‘) i, < A(f) - E, ki E F’:G. 
Let 0 < X < 4 be so small that h < t(4M-‘. We estimate the degree of 
approximation of the functionf by the polynomial Q, == XQ + (1 - A)P. 
If ki E G, then 
On the other hand, if ki E F/G, 
11 fcri) - Qpi) 11 < 2Mh + (1 - A) (A(f) - <)  
< E/2 + A(f) - (1 - h>E <A(f). 
Thus, Ilf - Q, IIF < 4f 1, a contradiction which completes the proof. 
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The following theorem gives a sufficient condition under which the 
approximation offin the norm ii . j!F is unique. 
THEOREM 4. If for the function f, which is h-, + l-times dt@&entiable, we 
have q = 0, that is U,,(f) F o , then f has a unique polynomial of best 
approximation in the norm II i;F . 
Remark. The more natural assumption that f’~ BF cannot be used to 
replace the existence of the k, -$- I-st derivative off. This can be seen by the 
counterexample which is given in Chalmers [3]. It is an example of a function 
which is differentiable but has no second derivative and which has more than 
one best approximation by quadratic polynomials with respect to the norm 
IIJ’II, = maxCll.fi if’ I:> even though U,(f) : o. Although there is a small 
mistake in Chalmer’s example, his claim holds none the less. 
From the proof of Theorem 4: one can however see that if U,,(f) ~- :/, 
then the assumptionsft B, and Oo(f) Y (’ suffice for the uniqueness of the 
best approximation. 
Proof qf Theorem 4. Let P be an element of Q(f), and let P be a minimal 
polynomial with P = P. From the definition of a minimal polynomial, we 
have P(“z)(.u) = P(‘(~)(x), x E Ui , i := 0, I,..., p. From (l), we get 
P(‘c7’1)(.~) = ,f’“l-“(s) =- P(‘l+l)(x), x E U,(f) n (a, b), i = O,..., p. 
Thus it is sufficient to show that only the polynomial R which is identically 
zero satisfies the conditions 
+“‘($ x 0, x E U‘(f), i = 0, 1,. . ., p, (4) 
R(‘-j(x) = 0, .Y t Ui(f) n (a, b). (5) 
This is done by means of known theorems about the Birkhoff interpolation 
problem. In the following, we use the terms, notations and results given in 
G. G. Lorentz [II]. 
The sets Ui = U,(f) might be infinite. For each i for which this happens, 
we omit some of the elements x E U, leaving arbitrary n L 2 of them. We still 
denote the new sets by lJi . By Ii, we denote the number of points of Ui, 
by e, , the number of points of UC which are a or h. Let E be the incidence 
matrix corresponding to the Birkhoff interpolation problem (4) and (5). 
LEMMA 5. The matrix E of problem (4), (5) has 
N + 1 = f (21, - ei) 
idJ 
(6) 
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entries; it is a,free nlatrix,fbr the Birkhqjf interpolation prohlenl,ftir pol~womials 
of degree N. Moreol’er, N II j 1. 
Proqf: First of all, we note that the conditions (4) and (5) cannot overlap. 
This follows from relation (2). Hence the number of different equations (4) 
and (5) is equal to the sum of the number of points in all sets U, , CT, n (a, h). 
That is, it is given by (6). 
By a theorem of Atkinson and Sharma [IO, I 11, an incidence matrix is free 
it it has no odd supported sequences and satisfies the strong P6lya condition. 
However, all conditions (4) and (5) involving points from the interior of [a. h] 
come in nonoverlapping pairs. This means that any sequence of ones in E not 
lying in the first or the last row of E is even. 
Thus it remains to check that E satisfies the strong P6lya condition. This 
condition can be written 
i, 171. . k 2, 0 k- N. (7) 
where in, is the number of ones in the sth column of E, or, what is the same. 
the number of Eqs. (4) for which k, .’ s and of Eqs. (5) for which k, - I . ’ s. 
We first note that (7) is satisfied for k -- 0, which means that nz, 2. By 
assumption, U,, + :’ and so ~ ,f ~- p j A(f). Since p I~ I’, where c is a - - 
constant, has the same derivatives as P, P i c cannot be a better Chebyshev 
approximation tof’than B is, because then p ~- c would have smaller extremal 
sets than B. It follows from this observation that if(x) ~- P(x)1 attains its 
maximum at at least two points and so /?I,, 2. 
Let (7) be violated for some k and let I; be the.smallest such k. Then k II 
and k 1. Moreover, cf’i III,~ -: I? -‘. 1, but z:‘: ,, 171, 
that cf-,, 171, 
’ 6 1. This implies 
k -C I and that tn/; -= 0. 
Let i? denote the incidence matrix consisting of the first k I columns of E. 
Like E, the matrix ,!? has no odd supported sequences. Moreover, from (7), 
,!? satisfies the strong P6lya conditions. Then E is free for polynomials of 
degree not exceeding E. Therefore, one can find a polynomial R, of degree 
at most E, which satisfies the conditions 
Here a(a) denotes the sign of 01. In addition, 
This contradicts Lemma 2 and proves Lemma 5. 
(10) 
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From Lemma 3, it follows immediately that P E Q(f) is unique. 
MAIN THEOREM. Let f be k, + I-times d@rentiable and let G aruE q be 
dejined by (2) and (3). Then Q(f) is a convex set of dimension q. In addition, 
jbr P E G(f), the dericatice P(q) is unique. 
Proqf: The condition ,f’- P I,~ -1 A(f) is equivalent to the two 
conditions 
From Theorem 3, we see that (12) means exactly that P(Q) is the polynomial 
of best approximation in the norm ,i i {;-my tof”‘). This defines Peg) uniquely. 
Then also P is defined uniquely up to a polynomial of degree not exceeding 
4, so that Heinz L?(f) S: q. On the other hand, let llj be a minimal polynomial 
in Q(f). Then conditions (12) are satisfied, while instead of (11) we have 
If Q is an arbitrary polynomial of degree not exceeding q with sufficiently 
small coefficients, both (11) and (12) will be satisfied for P = i? -I- Q. All 
these polynomials belong to Q(,f). 
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