Abstract: In this paper we deal with local properties of solutions of the boundary value problem −div(a(x, u, ∇u)) = µ in Ω, u = 0 on ∂Ω where the left hand side is a Leray-Lions operator and µ a Radon measure. In particular we look at properties of the solution away from the set where the datum is singular.
Introduction and main results.
This paper deals with properties of solutions of nonlinear boundary value problems of the type −div(a(x, u, ∇u)) = µ in Ω, u = 0 on ∂Ω
or −div(a(x, u, ∇u)) = f (x) in Ω, u = 0 on ∂Ω
where Ω is a bounded, open subset of R N , N > 2, the right hand side is either a bounded Radon measure µ or a summable function f and the partial differential operator A is defined as 
|a(x, s, ξ)| ≤ β|ξ|, (4) (a(x, s, ξ) − a(x, s, ξ ′ )) · (ξ − ξ ′ ) > 0 .
Under these assumptions, A turns out to be pseudomonotone, and is hence surjective on W 1,2 0 (Ω) (see [5] ). We point out that, for the sake of simplicity, we will restrict ourselves to the case of differential operators defined in W The existence of a distributional solution u of (1) and (2) has been proved by an approximation procedure (see [2] , [3] ): u belongs to W , and is the W 1,q 0 (Ω)-limit of a subsequence of {u n }, where u n is a weak solution of the Dirichlet problem u n ∈ W 1,2 0 (Ω) : −div(a(x, u n , ∇u n )) = f n (x) (6) and {f n } is a sequence of smooth functions converging to µ in M(Ω), Ω |f n | bounded,
if we study the boundary value (1), and
if we study the boundary value (2). Thus the results of Theorem 1.1 and Theorem 1.2 concern the solutions u obtained as limit of u n , as above.
On the other hand if we consider a datum
, it has been proved in [3] that the sequence {u n } is bounded in W 
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The properties of local summability for "local solutions" have been studied by G. Stampacchia (see Theorem 5.4 of [8] 
Here we look at local properties of (global) solutions of (1); more precisely we study the behavior of the solutions "far" from the singularities of the datum.
In other words, as the intuition suggests, we expect that a solution of the mentioned problems has suitable summability properties that depend on the local regularity of the datum. For instance, if the datum f (x) (or µ) has a singularity concentrated only at a certain x 0 ∈ Ω, we expect that the solution is smooth away from x 0 .
We state here our results if the right hand side f belongs to L , the function uψ η is more regular for some η > 1 (its regularity depending on m).
In the same spirit of the existence results quoted above, the main point in our are a priori estimates on the sequences {ψ η u n }, {ψ η ∇u n }, for some η > 1.
Our proofs are completely self contained and follow the techniques of [8] , [2] , [3] , [1] . In particular, in Lemma 2.3 we follow the idea of the paper [8] by G. Stampacchia; it would be interesting to give a second proof following the idea of the paper [10] by N. Trudinger.
Let us define, now,
(Ω) be such that there exists ψ ∈ E L with the property f ψ ∈ L m (Ω), 1 < m. Then there exist a distributional solution u of (2) and η > 1 (depending on ψ, m and N ) such that
We also state the following theorem concerning Dirichlet problems with right hand side measure. Thanks to the above considerations, the proof is the same of Theorem 1.1. (4), (5) . Assume that there exists ψ ∈ E L with the property that the sequence {f n ψ} is bounded in L m (Ω), 1 < m, where {f n } is the sequence defined in (7) . Then there exist a distributional solution u of (1) and η > 1 (depending on ψ, m and N ) such that
Note that we prove the results for distributional solutions of (1.1) and (1.2) obtained as limit of approximations. The enhanced regularity of solutions is not true in general since, as a counterexample by J. Serrin shows ( [7] ), distributional solutions of (1.1) and (1.2) may not be unique. Moreover the conclusion of our theorems are false for the pathological solution of the counterexample by J. Serrin.
In [1] (see also [4] ), a notion of solution for (2) has been introduced if f ∈ L
1
(Ω) and the function a(x, s, ξ) does not depend on s, so that the differential operator A is strictly monotone, with the purpose of proving its uniqueness: the so-called entropy solution. In this case, the strong limit u in W
, of the sequence {u n } is the unique entropy solution of (2), so that Theorem 1.1 can be seen as giving improved summability properties of the entropy solution.
A priori estimates and proof of the results.
We begin recalling the following proposition (see [2] ).
The first step relies in proving some local summability properties of the sequence {u n }.
, where {f n } is as in (8) and ψ ∈ E L . Then there exists η 1 > 1 (depending on ψ, m and N ) such that the sequence {u n ψ
Proof. We follow [3] and we choose v ǫ ψ p as test function in (6) , where v ǫ is the function [(ǫ + |u n |) 
and by Young's inequality we get
We note that
so that by Sobolev inequality (S denotes the Sobolev constant) we have
L. BOCCARDO AND T. LEONORI
Now, taking the limit as ǫ → 0 and using that γ < m * * 2 * (and consequently
Note that
since p > 2γ, so we apply Young's inequality in the first term on the right hand side of the previous inequality (with exponents 2γ 2γ−1 and 2γ) and we have
we get
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Note that both C ; nevertheless, as we will see later, we will need to deal with values of γ > γ 0 > 1 2 . Recalling that p = 2 + 2γ the previous inequality becomes
where C 0 = max{
, 1}. It is clear that inequality (13) is crucial in order to obtain the result: indeed it is, roughly speaking, a control of the weighted norm of u n in a Lebesgue space with a norm in a bigger Lebesgue space, but with a different weight.
Note that the previous inequality, thanks to Proposition 2.1, implies the result for "small" m:
In the case m * * ≥ 2 * 2 2 , the idea of our proof is to use (13) recursively a finite number of times; therefore we do not need a precise control on the quantities in the left hand side of (13).
Recalling the result of Proposition 2.1, our starting point is I ∈ N, I ≥ 1, such that 2
Moreover we define
and we note that
so that our constants, which depend continuously on γ i , will run on a bounded subset of R.
If I = 1, we consider only the first inequality above (I ≥ 1 since m * * ≥ 2 * 2 2 ); while, if I ≥ 2, let us define ψ i+1 = ψ 
Thus setting i = I and iterating this inequality we deduce that there exist two constants C f and C 2 such that
where
f n ψ I−j 2γ I m ; using again inequality (13) we obtain
Combining the above inequality with (14), using that 2γ 0 < N N −2 and the result of Proposition 2.1, we deduce that there exist η 1 > 0 and M > 0 such that
Now we prove a local boundedness property for the sequence {u n }.
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Lemma 2.3. Assume (3), (4), (5), (8) and that {f n ψ} is bounded in L m (Ω), m > N 2 , where {f n } is as in (8) and ψ ∈ E L . Then there exists η 1 > 1 (depending on ψ and N ) such that the sequence {u n ψ
Proof. We first note that by Lemma 2.2, since {f n ψ} is bounded also in L (Ω) (even though not uniformly with respect to r). Following G. Stampacchia (see [8] ), we define
Let us multiply the equation (6) by
, where p > 1 is to be chosen. Thus
By (4) and Young's inequality, we deduce
L. BOCCARDO AND T. LEONORI
Moreover since |G k (s)| ≤ |s|, ∀k > 0, ∀ s ∈ R, we have
Thus, by (3), by adding α 2
on both sides of (16) and by the previous inequalities, we get
0 (Ω) we deduce by Sobolev inequality
Moreover we fix r > N > 2, so that
Choosing, now, p = 1+η 1 (η 1 has been defined in (15)) and setting u n ψ η 1 r = R, we obtain, using (15),
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On the other hand, by Hölder and Young inequalities, we deduce
Thus the first integral in the right hand side of (17) can be absorbed in the left hand side of (17), while again by Hölder inequality (with exponents
Moreover , since r > N and m > N 2 , for k large enough so that
which implies
Since m > N 2 , we have
> 1. Thus, thanks to Real Analysis lemma by G. Stampacchia (see [8] , Lemma 4.1, first part) there exists t > 0 such that = m * * .
The next two lemmas give local estimates on the sequence {∇u n }.
Lemma 2.6. Assume (3), (4), (5), (8) and that {f n ψ} is bounded in L
, where {f n } is as in (8) and ψ ∈ E L . Then there exists η 2 > 1 such that the sequence {ψ
Proof. Arguing as in the first part of the proof of Lemma 2.2 we deduce the analogue of inequality (10) 
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Note that, since m < 
Letting now ǫ go to 0 and recalling the choice of η 2 , we deduce that
Using Lemma 2.2, the right hand side of the previous inequality is bounded and so the proof is completed.
Lemma 2.7. Assume (3), (4), (5), (8) and that {f n ψ} is bounded in L
, where {f n } is as in (8) and ψ ∈ E L . Then there exists η 3 > 1 (depending on ψ, m and N ) such that the sequence {ψ
Proof. Using Lemma 2.2 and m ≥ 2N N +2 , we can multiply equation (6) by u n ψ 2(η 1 +1) (η 1 as in (15)) and thus, using that m * * ≥ m ′ , we deduce by standard computations that
Therefore, the result holds with η 3 = 2(η 1 + 1).
Now we can prove Theorem 1.1 and Theorem 1.2. Proof. As already remarked, the existence of a solution for (2) and (1) is a consequence of compactness results for u n (see [2] , [3] , [1] , [4] ), thanks to the properties of the sequence {f n } defined in (8) and (7). The results follow by applying the four lemmas above and by choosing η in a suitable way (depending, of course by η 1 , η 2 , η 3 , where η i , i = 1, 2, 3 are the exponents defined in the lemmas).
3. Local properties of solutions depending on local properties of the data.
A consequence of Theorem 1.1 is a local estimate on solutions of (1) away from the singularities of the datum. Indeed assume that f ∈ L
1
(Ω) and there exists a subset S such thatS ⊂ Ω and
The existence of a function ψ ∈ W 1,∞
(Ω), 0 ≤ ψ ≤ 1,
S ⊂⊂ S ′ ⊂⊂ Ω , follows in a standard way by regularization. With this choice of ψ we can write the statement of Theorem 1.1 in the following manner. We conjecture that in this case u is Hölder continuous in Ω \ S ′ . We also conjecture that Neil Trudinger can prove this conjecture (perhaps with the approach of [9] ).
