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Wireless ad hoc network is one of the network 
technologies that have gained lots of attention from 
computer scientists for the future telecommunication 
applications. However it has inherits the major 
vulnerabilities from its ancestor (i.e., the fixed wired 
networks) but cannot inherit all the conventional intrusion 
detection capabilities due to its features and 
characteristics. Wireless ad hoc network has the potential 
to become the de facto standard for future wireless 
networking because of its open medium and dynamic 
features. Non-infrastructure network such as wireless ad 
hoc networks are expected to become an important part of 
4G architecture in the future. In this paper, we study the 
use of an Artificial Immune System (AIS) as anomaly 
detector in a wireless ad hoc network. The main goal of 
our research is to build a system that can learn and detect 
new and unknown attacks. To achieve our goal, we 
studied how the real-valued negative selection algorithm 
can be applied in wireless ad hoc network network and 
finally we proposed the enhancements to real-valued 
negative selection algorithm for anomaly detection in 





     Wireless ad hoc network has gained its popularity 
among computer security researchers because of its open 
medium and dynamic features. However it does not just 
introducing new vulneribilities, but also inherits the major 
vulnerabilities from its ancestor, i.e., the fixed wired 
networks. But it cannot inherit all the conventional 
intrusion detection capabilities due to its features and 
characteristics. Wireless ad hoc network has the potential 
to become the de facto standard for future wireless 
networking. Infrastructureless network such as wireless ad 
hoc networks are expected to become an important part of 
4G architecture in the future [1]. 
 
     There are two type of intrusion detection; host-based 
and network-based. As mentioned above, wireless ad hoc 
network is a purely non-infrastructured network. 
Obviously, fixed wired network intrusion detection 
system (i.e., misuse or anomaly detection) cannot operate 
well without major modification in this new wireless 
environment. New or enhanced intrusion detection system 
(IDS), especially the anomaly detection model, design, 
approach, technique and architecture need to be studied 
for this purpose. 
      
Due to the wireless ad hoc dynamic features, anomaly 
detection has been known as the best technique for 
intrusion detection. However, anomaly detection IDS has 
to undergo long training sessions of noiseless data to 
construct fairly accurate statistics for nomal condition. 
Another issue of anomaly detection is it relies on data 
belonging to one single class or limited instances of some 
known class with the goal of detecting all unknown class 
[2]. Particularly, a major difficulty in using machine 
learning methods for anomaly detection lies in the making 
the learner discover boundaries between known and 
unknown classes. 
 
Eventhough anomaly detection is the only intrusion 
detection technique that is best suited with wireless ad hoc 
networks, the false alarms is still become the major issue. 
Particularly, the data collection is very important. It 
becaused the training data is very crucial and sensitive. In 
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infrastructure networks, anomaly detection and data 
collection can be done at server, switch, gateway or 
router. But in wireless ad hoc network, each node must 
act both as terminals and information relays and 
participates actively in the routing protocol. There is no 




The human immune system is a highly dynamic, 
distributed, adaptive and decentralized system which can 
recognizes and classifies many different and unseen 
pathogens (i.e., non-self cells) such as bacterias and 
viruses at any given time [3]. Negative selection is the 
process for self and non-self discrimination occurred in 
thymus gland in our body where antibodies can be 
produced using only the self cells information. In artificial 
immune system, negative selection algorithm is one of the 
components which commonly used in the field of fault 
tolerant and fault detection, intrusion detection and 
several others applications. 
 
     This paper is organized as follows: In section 2, we 
explain the features and characteristics of wireless ad hoc 
networks and how the wireless ad hoc network differs 
from fixed wired network. Then in section 3 and 4, 
negative selection and real-valued negative selection 
algorithm is explained and discussed. An enhancement for 
real-valued negative selection algorithm was proposed as 
anomaly detector in wireless ad hoc network. Section 5, is 
the conclusion to the discussion of this selected issues. 
 
 
2. Wireless Ad Hoc Networks 
 
     Wireless ad hoc network is a collection of wireless 
nodes that can be rapidly deployed as a multi-hop packet 
radio network without the aid of any existing network 
infrastructure [4].  Each node in wireless ad hoc network 
is a switch and router at the same time. Wireless ad hoc 
network also recognized with its fully decentralized 
topology. Communication beyond the transmission range 
is possible by having all nodes act both as terminals and 
information relays [5]. This is known as hopping which 
can increase ad hoc network scalability [6]. Individual 
nodes will discover dynamically which other nodes they 
can communicate with. Ad hoc networks is very ideal for 
military, save-and-rescue operation or in a situation where 
installing infrastructure network is not possible or when 
the purpose of the network is too transient or even for the 
reason that the previous infrastructure network was 





 Figure 1. Example of Small Scale Wireless  
Ad Hoc Network  
 
     Figure 1 shows the example of small scale wireless ad 
hoc network consists of nine nodes. All the nodes were 
connected to form a network. Single-hop is a term used 
when a node can directly connect to other node to 
communicate. And multi-hop is implemented when 
several nodes has to become both a router and a relay to 
other node to form a connection. One of the distinct 
characteristics of wireless ad hoc network is that all 
participating nodes have to involve in the routing process. 
Nevertheless, routing in wireless ad hoc network needs to 
rely on the trustworthiness of all nodes that are 
participating in the routing process. Thus, traditional 
routing protocols designed for fixed wired network cannot 
be applied in ad hoc network [4]. 
 
    Its dynamic features and decentralized topology makes 
security in wireless ad hoc network is very hard to 
achieve. Existing intrusion detection system for 
infrastructure network is not suitable for wireless ad hoc 
network. Obviously, wireless ad hoc network have its 
own vulnerabilities that cannot be solved by existing 
wired security solutions [4]. It becomes even worst when 
attacks on wireless ad hoc networks can come from any 
direction and it can be targeted to any node [7]. The most 
important things in ad hoc networks are its routing 
process where all nodes need to involve and participate in 
a very cooperative way. Once the node has been hijacked, 
the entire wireless network can be paralyzed by 
disseminating false routing information [7]. 
 
     Wireless ad hoc networks have a very bright future in 
several fields of application. Especially in the field of 
military operation [8], search-and-rescue mission, 
academic environment or anywhere where file sharing is 
very important and at the any location and situation where 
network infrastructure cannot be found. It also very cost 
effective when compared to the fixed wired network due 
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2.1 Artificial Immune System 
 
     The main function of the Immune System is to protect 
the body against different types of pathogens, such as 
harmful viruses, bacteria and parasites [9]. It consists of a 
large number of different immune cells which interact in 
order to provide the detection, elimination of the 
pathogens and finally recovered (heal) the body from the 
attacks. 
 
     Artificial Immune System is an approach where 
natural human immune system is translated into 
component of computer algorithms. The most widely used 
of AIS algorithms are Negative Selection Algorithm, 
Clonal Selection Algorithm, and Immune Network 
Algorithm. These algorithms have evolved into versions 
of enhanced algorithms. However, only negative selection 
algorithm will be discussed in this paper. The advantages 
and disadvantages of this algorithm was identified, and 
then modified to make it works with anomaly detection in 
wireless ad hoc networks. 
 
 
2.1.1 AIS and Wireless Ad Hoc Network 
 
     The important and most difficult step in applying the 
AIS concept into our application is the mapping from AIS 
to our field of domain [10]. Wireless ad hoc network 
architecture operates in open medium through limited 




Figure 2. The Architecture of Wireless Ad hoc Network 
 
     Figure 2 illustrates the architecture of wireless ad hoc 
network which consists of eight nodes. Each node can 
communicate directly in peer-to-peer connection. The 
radio signal used in wireless ad hoc network can be 
considered as the chemical or signal released by immune 
cells such as B-cell or T-cell to interact with each other in 
natural human immune system. Implementing this onto 
wireless ad hoc networks using Artificial Immune System 
approach is very challenging task. Three factor need to be 
considered when doing the mapping process: 
 
a. data collection 
b. normal profiling 
c. classification 
 
     The type of data to collect as the input data is very 
important because it will effects the normal profiling 
stage. And in the final stage, classification will rely on the 
normal profiled condition to compare between the 




3. Negative Selection Algorithm 
 
     Negative selection algorithm was first introduced by 
Forrest [11]. The algorithm has two phases which is 1) 
generate a set of detectors and 2) monitor the protected 
data (i.e, matching function). There are two major issues 
raised by this algorithm. The issues are meaningless 
information and scalability. Meaningless information 
occured when negative selection has to perform its 
processing (i.e matching function) in binary value form. 
In the end, negative selection has to retrieve the result 
(output) to its original form as in input. This is known as 
low level representation of the detectors and also the main 
cause of low meaningful of domain knowledge [12]. 
However, this binary valued negative selection also was 
applied firstly in wireless ad hoc by [5] as misbehavior 
detection. Eventhough negative selection has shown a 
promising result in misbehavior detection, its false alarm 




Table 1. The Result of Detection using different Matching Function in 
the Negative Selection Algorithm [13]. 
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     Table 1 shows the result of detection using different 
macthing function techniques using Mackey-Glass data 
series. Rogers and Tanimoto represent the euclidean 
distance technique which produces the good result in true 
detection. However, the false alarm is still high. 
 
     In negative selection algorithm, false alarm is due to 
the scalability issue when the negative selection has to 
generate sufficient detectors to ensure that its detection 
capability can detect large numbers of anomaly traffic. 
The issue here is how much detectors has to be generated 
and is sufficient enough in order to ensure its good 
detection capability. If the amount of generated detectors 
is too small, detection will be not effective and will 
produce high volume of unwanted false alarm. Otherwise, 
if the detectors are too large, it could be unmanageable 
and can caused bad effects for wireless ad hoc node itself. 
This is known as energy consumption issue. 
 
     Negative selection algorithm which uses binary 
representation for its matching rules has raised several 
issues such as scaling problems, meaningless data 
representation and sharp distinction between self and non-
self boundary [14]. To overcome these problem, an 
enhanced negative selection algorithm was introduced by 
[15,16,17,18,19,20,21]. It was known as real-valued 
negative selection algorithm. 
 
4. Real-Valued Negative Selection 
 
     We believe that anomaly detection in wireless ad hoc 
networks should use real-valued negative selection 
because it will use only normal samples to generate 
abnormal samples.  
      
     Real-valued negative selection algorithm was first 
proposed by Fabio Gonzalez in his publications [15,16]. 
The idea of using real-valued is to use representation 
schemes that are closer to the problem space. This higher-
level representation provides advantages such as 
increased expressiveness, i.e, the possibility of extracting 
high-level knowledge especially from the generated 
detectors. 
 
     This algorithm operates on a unitary hypercube [0,1]n. 
A detector  has a center  and a non-
self recognition radius . An every self element 
( , )nsd c r= [0,1]nc∈
nsr ∈ ¡
( , )ss c r=  has a center of self radius sr . Self radius was 
used to consider other elements as self which are close to 
the self center. If an element lies within a detector, then it 
will classified as non-self, otherwise as self. An element 
 lies within a detector  if the euclidean 
distance 
e ( , )nsd c r=
( )( )1/ 221( , ) n i i nidist c e c e r= s= − <∑ . 
 
     Euclidean function was primarily used as the matching 
function in the real-valued representation. Candidate 
detectors are generated randomly. As in the negative 
selection algorithm, those that match any self samples will 
be eliminated.  
 
     In the mean time, real-valued negative selection is 
based on heuristic rules that try to move the detectors 
away from each other and from the self point. An indirect 
result of this is an increase in the non-self space covered 
by the set of detectors. 
 
     Several version of real-valued negative selection has 
evolved such as randomized real-valued negative 
selection RRNS using the mathematical models which 
uses mathematical modelling such as Monte Carlo 
simulation technique as its randomized detector 
generation engine [17].  
 
     Real-valued negative selection with variable sized 
detectors known as V-detector was proposed by [19]. It 
was a new scheme of detector generation and matching 
mechanism for negative selection algorithm. The V-
detector algorithm can evaluate and estimate the coverage 
automatically when the detector set is generated. It 
randomly determines the center of a detector which must 
not lie within the boundary of the hypersphere of a self 
element. Then the radius is dynamically resized until the 






(a) Constant-sized detectors 
 





Figure 3. Main Concept of Negative Selection and V-detector [19] 
 
 
     Figure 3 (a) illustrates the main concept of negative 
selection using the constant-sized detector while figure 3 
(b) is the negative selection using the variable-sized 
detectors. The area in dark gray indicates the self region 
and the light gray is the detector coverage. And the black 
color indicates the holes which detector coverage is 
impossible. This means, there is certain criteria that 
detection cannot be done. But using variable-sized 
detectors can decrease the holes area. 
 
     Stibor [21] has concluded that negative selection 
whether it is a binary scheme or real-valued has raised the 
algorithm complexity issue. He has proposed the Real-
valued Self Detector Classification which based on 
positive selection approach. The main goal of the 
algorithm is to overcome the scaling problem inherent in 
the hamming shape space negative selection algorithm. 
There is no non-self detectors exist. This means that no 
detector generation phase is needed. But the classifcation 
for each unseen element is computationally expensive 
[21]. 
 
     Table 2 shows the result of classification result of 
intrusion detection using several version of real-valued 
negative selection algorithm. Self detector shows the most 
promising detection result. But as mentioned above, it 
was computionally expensive.  
 
(b) Variable-sized detectors 
 
Table 2. Classification Results for Self Detector Classification using 
KDD Dataset by [21] 
 
 
     Eventhough real-valued negative selection has used the 
representation schemes that are closer to the problem 
space, it has to consider on the three important parameters 
namely self radius, estimated coverage and maximum 
numbers of detectors.  Before we implement this 
algorithm in the wireless ad hoc networks, we must 
answer the following research question: 
 
• What size of radius is the best for self and non-
self to cover the self and non-self coverage? 
 
• What size of estimated coverage need to be 
covered by the detectors to get a high detection 
rate? 
 
• What maximum numbers of detectors need to be 
generated until we can have a good detection 
capability? 
 
     These question is important solve the anomaly 
detection problems in anomaly detection for wireless ad 
hoc networks using artificial immune system approach. 
 
4.1 Anomaly Detection using Real-Valued NSA 
 
     Intrusion Detection technique can be divided into 
misuse detection and anomaly detection. Misuse detection 
will detect signature or pattern of known attacks. The 
great advantage of misuse detection is it can produce high 
rate of true detection. However, it cannot detect new 
attack pattern and it have to update its attack pattern very 
often. In self-organized such as wireless ad hoc networks, 
this is not impossible but very difficult to implement. 
Anomaly detection is the technique that best suited with 
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wireless ad hoc dynamic environment. It can detect new 
attack pattern without rely upon previous attack signature 
or patterns.     The major drawback is it produces high 
percentage of false alarm. Besides, it also has to go for a 
long training session to produce its normal condition 
before attacks can be detected. 
 
     Several researches have applied anomaly detection 
technique in wireless ad hoc environment such as in [7, 9, 
10,22].  And the major drawback of their anomaly 
detection is the high rate of false alarm. We believed that 
the main reason is because the selection criteria of the 
input features is not appropriate enough to conclude what 
is  actually the normal condition in wireless ad hoc 
networks.  
 
     Obviously, [9, 10, 23, 24] has shows that the real-
valued representation scheme must be used instead of 
binary representation in applying anomaly detection in 
wireless ad hoc environment. Thus, real-valued negative 





     Our study has shows that Artificial Immune System 
(i.e. Real-valued Negative Selection Algorithm) is still 
relevant to be applied in wireless as hoc networks as an 
anomaly detector. But, several modifications need to be 
done to the original algorithm to make it significant with 
this new dynamic environment. Especially to its affinity 
measurement (i.e. matching function), knowledge 
representation and mapping from AIS to wireless ad hoc 
networks.  
 
     Anomaly detection in wireless ad hoc networks should 
be simple but effective enough to detect intrusions. 
Training session should be shorter and it must not 
computationally expensive since energy usage in wireless 
ad hoc networks is very limited. 
 
     We also believe that there is no sharp distinction 
between normal and anomaly condition. In this case, we 
are considering on adapting fuzzy logic approach in our 
real-valued negative selection algorithm to tackle the false 
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