In this paper, we develop a direct blowing-up and rescaling argument for a nonlinear equation involving the fractional Laplacian operator. Instead of using the conventional extension method introduced by Caffarelli and Silvestre, we work directly on the nonlocal operator. Using the integral defining the nonlocal elliptic operator, by an elementary approach, we carry on a blowing-up and rescaling argument directly on nonlocal equations and thus obtain a priori estimates on the positive solutions for a semi-linear equation involving the fractional Laplacian.
Introduction
The fractional Laplacian in R n is a nonlocal pseudo-differential operator, assuming the form
α/2 u(x) = C n,α lim ǫ→0 R n \Bǫ (x) u(x) − u(z) |x − z| n+α dz (1)
where α is any real number between 0 and 2. This operator is well defined in S, the Schwartz space of rapidly decreasing C ∞ functions in R n . In this space, it can also be equivalently defined in terms of the Fourier transform
whereû is the Fourier transform of u. One can extend this operator to a wider space of functions. Let
|u(x)| 1 + |x| n+α dx < ∞}.
Then it is easy to verify that for u ∈ L α ∩ C 1,1 loc , the integral on the right-hand side of (2) is well defined. Throughout this paper, we consider the fractional Laplacian in this setting.
The non-locality of the fractional Laplacian makes it difficult to investigate. To circumvent this difficulty, Caffarelli and Silvestre [CS] introduced the extension method that reduced a nonlocal problem into a local one in higher dimensions. For a function u : R n →R, consider the extension
This extension method has been applied successfully to problems involving the fractional Laplacian, and a series of fruitful results have been obtained (see [BCPS] [BCPS1] [CZ] and the references therein).
The main purpose of this paper is to introduce a direct approach to study these nonlocal operators. We will carry on the blowing up and rescaling arguments on the nonlocal problem directly to obtain the a priori estimates on the solutions and to obtain the following.
Theorem 1 For 0 < α < 2 and a bounded domain Ω ⊂ R n , consider
, then there exists some constant C, independent of u, such that
It is well-known that a priori estimates play important roles in establishing the existence of solutions. Once there is such an a priori estimate, then one can use various methods, such as continuation or topological degrees, to derive the existence of solutions.
Proof of Theorem 1
Proof. Suppose (4) does not hold, then there exists a sequence of solutions {u k } to (3) and a sequence of points {x k } ⊂ Ω such that
Let
then we have
Let d k = dist(x k , ∂Ω). We will carry out the proof using the contradiction argument while exhausting all three possibilities.
It's not difficult to see that
We'll prove that there exists a function v such that as k→∞,
It has been proved that (9) has no positive solution (see ). Meanwhile, (6) indicates that
This is a contradiction. Hence u must be uniformly bounded in Ω.
To obtain (8), we need the following propositions to boost the regularity of v k .
for a constant C depending only on n, α and σ.
•
Notice that |v k | ≤ 1, applying the propositions above to (7) gives:
where l is the integer part of 1 + α + σ and γ = 1 + α + σ − l.
Part I and part II can be derived directly from Proposition 2.2 and Proposition 2.3. To obtain part III, we first apply Proposition 2.2 and it gives
Then we show that v k has the regularity claimed above in a neighborhood of the origin. Because such reasoning can be done in a neighborhood of any point in R n , we conclude that v k has the desired uniform regularity. Let ϕ be a smooth cutoff function such that
it then follows from the C 2,σ −estimates for the poisson equation (see [GT] ) that (−△) −1 (ϕg k ) ∈ C 3,σ . Also, its norm is solely dependent of v k C 1,σ . Thus applying Proposition 2.1 gives v o k ∈ C l,γ and l > α. This proves III. Due to the equi-continuity of {v k } in R n , we are able to employ the Arzelà-Ascoli theorem and claim the existence of a converging sequence {v 1m } in B 1 (0). For sure, one can find a subsequence of {v 1m }, denoted by {v 2m }, that converges in B 2 (0). Then another subsequence of {v 2m }, denoted as {v 3m }, converges in B 3 (0). By induction, we get a chain of sequences {v jm } ⊃ {v 2m } ⊃ {v 3m } · ·· such that {v jm } converges in B j (0). Now form the diagonal sequence {v jj }, whose jth term is the jth term in the jth subsequence {v jm }. Such {v jj } converges at all points in any B R (0). Thus we have constructed a sequence of solutions that converges point-wise in R n . To show the other part of (8), we turn to the definition of the fractional Laplacian.
Henceforth we use C to denote positive constants whose values may vary from line to line. Doing Taylor expansion near x to v k in I 2 , the equi-continuity of v k gives
Meanwhile, since |v k | ≤ 1,
It then follows from the Lebesgue's dominated convergence theorem that
This proves (8) and (9).
In this case,
Similar to Case i, here we're able to establish the existence of a function v such that as k→∞,
and thus
It's known that (11) has no positive solution (see ). Meanwhile, it follows from (6) that
This is a contradiction. Hence (4) is true. Next we prove (10) and (11).
Through an argument similar to that in Case i, we have the equicontinuity of v k and
Together with |v k (x)| ≤ 1, we are able to show the existence of a converging subsequence {v 1k } of {v k } such that for each given x ∈ D 1 ,
}. We can still have
This again gives a converging subsequence {v 2k } of {v 1k } such that for each given x ∈ D 2 ,
}. There exists a subsequence {v 3k } of {v 2k } such that for each given x ∈ D 3 ,
Repeating the process above for m times and it gives a pointwise converging subsequence
C}. Now we take the diagonal sequence {v mm } with v mm (x) being the mth term in {v mk }. It's easy to see that for a fixed x 0 ∈ R n +C , there exists some m x 0 such that for m > m x 0 + 1,
Thus verifies (10) and (11).
In this case, there exists a point x o ∈ ∂Ω such that
Then we will show that v k is uniformly Hölder continuous nearx o , i.e.
We postpone the proof of (12) for a moment. Notice that
On the other hand, it follows from (12) that
This contradicts (13). Therefore Case iii will not happen. To prove (12), we introduce an auxiliary function ϕ such that for all x nearx o , it holds that
(1 +x o ) and B c 1 (z) = R n \B 1 (z). To simplify the calculation, without any loss of generality, we set z to be the origin, thus
Let ψ 2 (x) = 1 |x| n−α ψ 1 ( x |x| 2 ) be the Kelvin transform of ψ 1 (x). Then ≥ kC n,α |x| n+α − C ≥ 1.
Applying the maximum principle (see [Si] ) to (18), it gives
To show that ϕ(x) is Hölder continuous nearx o in D, it suffices to show that ψ 2 (x) has such Hölder continuity. Indeed, ψ 2 (x) − ψ 2 (x o ) = 1 |x| n (|x| − 1) α/2 (|x| + 1)
This proves (15) and completes the proof of Case iii.
