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Abstract
In 1989 M. Sapir posed the problem of describing all semigroup varieties where every finitely generated
(f.g.) semigroup has polynomial growth. Here we find the solution of this problem for the case of an arbitrary
nonperiodic semigroup variety defined by a system of identities over a finite set of variables. We also show
that there exists an algorithm to decide whether or not the given finite system of homogeneous semigroup
identities defines a variety where every f.g. semigroup has polynomial growth.
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In 1981 Gromov [7] proved that every f.g. group of polynomial growth is virtually nilpotent.
One of numerous applications of this result and Zel’manov’s theorem [24] on the nilpotency of
torsion-free locally nilpotent n-Engel groups is the description of all group varieties in which
every f.g. group has polynomial growth (first noted by Sapir in [22], also see in [4]).
Sapir [22] posed the problem of finding a similar description for semigroup varieties:
Problem. Describe all semigroup varieties in which every f.g. relatively free semigroup has
polynomial growth.
We note a few known examples of such semigroup varieties: locally finite varieties (for in-
stance, the variety of all idempotent semigroups, any variety generated by a finite semigroup)
and any variety satisfying the multilinear identity
x1x2 . . . xn = xi1xi2 . . . xin
where
( 1 2 ... n
i1 i2 ... in
)
is a non-identity permutation of degree n (see in [3]).
Our main goal is to give a solution of Sapir’s problem formulated above for the case of an
arbitrary nonperiodic (i.e., containing a free monogenic semigroup) variety defined by a system
of identities over a finite set of variables.
The paper is a continuation of the author’s papers [19] and [20].
In [19] we found the first examples of relatively free semigroups having intermediate growth
and introduced some constructions giving a different type of examples of f.g. semigroups with
intermediate growth. In [20] we proved Sapir’s conjecture about the connections between growth
in nonperiodic semigroup varieties and unavoidable words arising in the theory of formal lan-
guages [10,13] and having interesting applications in modern algebra (see the survey [8] for more
details). Roughly speaking, a word U over some alphabet X is called unavoidable if any infinite
word over a finite alphabet contains an image of U under some homomorphism of the free semi-
group X+. The complete description of unavoidable words was found by Bean, Ehrenfeucht and
McNulty [2] and independently by Zimin [25].
Let {Zn} be the sequence of unavoidable Zimin’s words defined by
Z1 = x1, Zn+1 = Znxn+1Zn (n = 1,2, . . .). (1.1)
It is shown in [20] that in a nonperiodic semigroup variety satisfying the nontrivial identity
whose left-hand side is the term Zn, every f.g. semigroup has subexponential growth.
Let s be a positive integer and x, y,u,w1,w2, . . . ,ws be variables.
For any positive integer γ put
Vγ,s = xγ uyγw1xγ uyγw2xγ uyγw3 . . . xγ uyγwsxγ uyγ .
Now we formulate our main result.
Theorem 1.1. Let  be a nonperiodic semigroup variety defined by a system of identities de-
pending on n or fewer variables. Then the following conditions are equivalent:
(a) Every f.g. semigroup in  has polynomial growth.
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(c) Every semigroup S ∈  satisfies the nontrivial identities of the types
Zn+1 =W (1.2)
and
Vγ,s = V (s  n) (1.3)
for some γ > 0.
A semigroup identity is called homogeneous if the number of occurrences of each variable in
the left-hand side is the same as in the right-hand side. It is well known that a semigroup variety
is nonperiodic if and only if it can be defined by a system of homogeneous identities.
One of the corollaries of Theorem 1.1 is:
Theorem 1.2. There exists an algorithm to decide whether a finite system of homogeneous semi-
group identities defines a variety in which every f.g. semigroup has polynomial growth.
Let S be a semigroup with a finite set A of generators. Let A+ be the free semigroup over the
alphabet A. Clearly, we may represent the elements of S using the words from A+.
The next definition originates from Shirshov’s article [18] where it is proved that every f.g.
associative algebra over a field satisfying a nontrivial polynomial identity has polynomial growth.
We say that a semigroup S has Shirshov’s bounded height if the following conditions hold:
(I) There exists a positive integer L and a finite subset H ⊆ A+ such that every element W ∈ S
can be represented as a product W of less than or equal to L factors which are some powers of
elements from H .
(II) In the representation above the number of occurrences of each letter from the alphabet A
in the words W and W are equal.
It is well known that every f.g. semigroup satisfying conditions (I) and (II) has polynomial
growth.
Let S be a semigroup having Shirshov’s bounded height. The minimum number L satisfying
the condition (I) is called the height of S with respect to H or, in short, the height of S.
We say that a semigroup variety  satisfies Shirshov’s bounded height condition if every f.g.
semigroup in  has Shirshov’s bounded height.
Theorem 1.3. Let  be a nonperiodic semigroup variety defined by a system of identities over a
finite set of variables. The following conditions are equivalent:
(a) every f.g. semigroup in  has polynomial growth,
(b)  satisfies Shirshov’s bounded height condition.
We mention that in [21] the author constructed an example of a semigroup that has Shirshov’s
bounded height and does not satisfy any nontrivial identity.
The remainder of this paper is divided into 5 sections. In Section 2 we introduce the basic
definitions. In Section 3 we prove (Theorem 3.2 in combination with Proposition 3.3) that if a
nonperiodic variety  defined by a system of identities over a finite set of variables does not
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Sections 4–5 we show that if  does not satisfy identity of type (1.2), it contains a semigroup
of intermediate growth (Theorem 5.1). In Section 6 we show that every f.g. semigroup simulta-
neously satisfying identities (1.2) and (1.3) has Shirshov’s bounded height (Theorem 6.1) and,
therefore, it has polynomial growth. This completes the proof of Theorems 1.1 and 1.3. Some
applications of Theorem 1.1 and impossibility of its extension to the class of all nonperiodic
semigroup varieties are also consider in this section.
Notice that in Sections 4 and 5 we significantly use the results of Bean, Ehrenfeucht and
McNulty [2] and Zimin [25] mentioned above and some constructions from M. Sapir’s article
[14], where the solutions of Burnside-type problems for nonperiodic and some other semigroup
varieties defined by identities over a finite set of variables are given.
We also show (Corollary 6.3) that every f.g. semigroup in  has polynomial growth if and
only if  satisfies an identity both sides of which arise from the hyperword introduced by Sapir
in [14] and playing a crucial role in his proofs and from hyperwords applied by the author in [19]
for constructing examples of semigroups with “low intermediate growth.”
In [6] Grigorchuk posed the problem of existence of a f.g. cancellative semigroup whose
growth is intermediate, but smaller than the growth [2√m] of the Hardy–Ramanujan function
p(m) of all partitions of a positive integer m. He also asked a similar question for different
classes of semigroups, in particular for relatively free semigroups. In [19] we gave an example of
a relatively free semigroup whose growth is intermediate, but smaller than the growth of p(m).
We prove:
Theorem 1.4. Let  be a nonperiodic semigroup variety defined by a system of identities over
a finite set of variables. If the growth of every f.g. semigroup in  is smaller than [2√m], then
all f.g. semigroups in  have polynomial growth. Furthermore, if  contains a semigroup of
non-polynomial growth, then it contains a semigroup whose growth is equal to [2√m].
2. Preliminaries
We shall use the following definitions and notations.
Let U be a word over some alphabet. We shall denote the length of U by l(U). The set of all
letters occurring in the word U is denoted by occ(U) and the number of occurrences of some
letter u in the word U is denoted by lu(U). We use the symbol ≡ for the graphical equality of
words.
As in Section 1, let A be a finite alphabet and A+ a free semigroup over A. The free monoid
over the alphabet A is denoted by A∗. The word T ∈ A+ is said to be primitive if it is not a power
of another word.
Let f and g be two monotone non-decreasing mappings from N into R+. We shall write
[f]  [g] and say that the growth of f is smaller than or equal to the growth of g if there exist
constants C1,C2 such that f (m) C1g(C2m) for m = 1,2, . . . . We write [f] = [g] and say that
f and g have the same growth if [f] [g] and [g] [f].
A language L is an arbitrary subset in A+. The language which is closed under taking sub-
words is called the filter. An infinite word over A is an infinite sequence of the symbols of A.
An infinite word ω is called uniformly recurrent if for every finite subword U of ω there exists
a number Nω(U) such that every subword of ω of length Nω(U) contains U as subword.
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a finite alphabet there exists a uniformly recurrent word ω such that every finite subword of ω is
a subword of ω.
Let L be a language and let gL(m) : N → N be a mapping such that
gL(m) = card
{
U : U ∈ L and l(U)m}.
The function gL(m) is called the growth function of the language L and its growth [gL] is called
the growth of L.
Let S be a semigroup with a finite fixed set A of generators. Let gS(m) be the growth function
of S with respect to A. Its growth [gS] is called the growth of the semigroup S.
Let us consider the lexicographic order  on the free semigroup A+.
Definition 2.1. The word U ∈ S will be called shortlex reduced (relative to S) if for any word
V ∈ A+ such that U = V in S, we have that l(U) l(V ) and if l(U)= l(V ), then U  V in A+.
The words which are not shortlex reduced relative to S will be called shortlex-reducible.
Let H be some set of finite or infinite words over the alphabet A. The set of all possible
nonempty subwords of all words from H is denoted by C(H). Also let JH = A+ \ C(H). It is
easy to see that JH is an ideal in A+. Let S = SH be a Rees-factor semigroup with respect to the
ideal JH. The semigroup S has a zero and the word U over the alphabet A is equal to zero in S if
and only if U ∈ JH. Also, let U,V ∈ A+ and U = V in S. Then either U,V = 0 in S or U ≡ V .
In the case when H= {W } is a one-element set, instead of C(H), JH and SH, we write C(W),
JW and, respectively, SW .
The class of semigroups satisfying a given system of identities is called a semigroup variety.
Let  be a semigroup variety. We say that  has a finite axiomatic rank if  can be defined by
a system of identities depending on a finite set of variables. The minimal number n for which
there exists a basis Σ of identities of  such that every identity in Σ involves no more than n
variables is called the axiomatic rank of .
The words over some alphabet of variables will be also called the terms.
Let P(x1, x2, . . . , xn) be a term P depending on variables x1, x2, . . . , xn and let t1, t2, . . . , tn
be words over some alphabet.
Then
Sub
[
x1 x2 . . . xn
t1 t2 . . . tn
]
(P )
is the result of a simultaneous substitution of the words t1, t2, . . . , tn for x1, x2, . . . , xn in P .
The term U over some alphabet is called an isoterm (Perkins [12]) relative to the semigroup
S if S does not satisfy any nontrivial identity whose left-hand side is the term U . We say that U
is an isoterm relative to the variety  if U is an isoterm relative to some -free semigroup. An
infinite term Δ will be called an isoterm relative to  if every finite subterm of Δ is such. The
term U is said to be an isoterm relative to the identity P = Q if for any substitution f on the
set of variables of the term P and such that f (P ) is a subword of U , the equality f (P ) ≡ f (Q)
holds. The variable u is called non-repeated in the term U if U contains a unique occurrence of
this variable.
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is an isoterm relative to .
Definition 2.3. The term U over some alphabet X is called shortlex-reduced relative to the variety
 if for every term V such that U = V is an identity holding in , we have that U  V in the
free semigroup X+.
Definition 2.4. Let
X = {x1, x2, . . . , xd} (d > 2) (2.1)
be a set of variables and also let W ∈ X+ be a word of the form
W ≡
k∏
j=1
(
x
αj
1 x
αj
2 . . . x
αj
q
)
(2 q  d). (2.2)
A word W is said to be a word of Fibonacci type (positively directed word of Fibonacci type
in the sense of [19]) if in the right-hand side of the graphical equality (2.2)
αj+2 > αj + αj+1 (j = 1,2, . . .). (2.3)
LetPn be a filter formed by all possible subwords of all words of Fibonacci type in n variables.
Proposition 2.2. (See [19], Section 5.) The filters Pn (n = 2,3, . . .) have intermediate growth
larger than [m0.25 ln m] and smaller than [m2.1 ln m].
The reader is also referred to the monographs [9,10] and the surveys [3,8,16,17,23] for basic
background information.
3. Growth and 4-layer identities
Let
α1 < α2 < α3 < · · ·< αk < · · · (3.1)
be an increasing sequence of positive integers denoted, in short, by {αk}. Also, let
A= {x1, x2, . . . , xn;u1, u2, . . . , un} (3.2)
be a 2n-letter alphabet consisting of two groups of variables: xi and ui . Let us introduce a se-
quence {Ti} of terms over the alphabet (3.2) by the rule
Ti ≡ xαi1 u1xαi2 u2 . . . xαin un (i = 1,2, . . .).
Let
Δ{αk } ≡
∞∏
Ti (3.3)
i=1
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be called an n-hyperword.
Let Jn be a filter formed by all finite subwords of all n-hyperwords.
Proposition 3.1. For any positive integer n, the growth of the filter Jn is equal to the growth
[2√m] of the Hardy–Ramanujan function p(m).
Proof. Let f (m) be the cardinality of the set of all possible strictly monotone increasing se-
quences {αk} satisfying the condition
α1 + α2 + · · · + αk m.
It is well known ([11], Theorem 10.12) that
2
√
m < f (m) < e
π
√
2
3m (m> 3).
In particular, the growth [f] of the function f (m) is equal to [2√m].
Now let gJn(m) be the growth function of the filter Jn. Since every word
R ≡ (xα11 u1xα12 u2 . . . xα1n un)(xα21 u1xα22 u2 . . . xα2n un) . . . (xαk1 u1xαk2 u2 . . . xαkn un) ∈ Jn (3.4)
can be associated with the finite sequence {αk} and
l(R)= n
(
k +
k∑
i=1
αi
)
< 2n
k∑
i=1
αi
we obtain that
card
{
W : W ∈ Jn and l(W) 2nm
}
 f (m).
In other words,
f (m) gJn(2mn)
and therefore,
[f] [gJn].
At the same time, every word W ∈ Jn can be represented in the form W ≡XRY where either
R is empty or it has the form (3.4), X is a proper suffix of the word xα1 u1xα2 u2 . . . xαn un (α < α1)
and Y is a proper prefix of the word xβ1 u1x
β
2 u2 . . . x
β
n un (β > αk). Clearly, if l(X), l(Y ) mn,
then there are less than m2n2 possibilities for the choice of X and Y . It is also evident that the
number of words of type (3.4) whose length is less than or equal mn does not exceed f (m).
Thus if l(W)  mn, then W can be chosen in less than m4n4f (m) distinct ways. Therefore,
gJn(mn)m4n4f (m). Since the function f (m) has intermediate growth, [m4n4f(m)] = [f(m)]
and so,
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Hence, [gJn] = [f] = [2
√
m].
The proposition is proved. 
Definition 3.1. The hyperword (3.3) will be called an n-hyperword of Fibonacci type if the
corresponding sequence {αk} satisfies the inequalities (2.3).
Let Ln be the filter formed by all finite subwords of all n-hyperwords of Fibonacci type.
Again, let  be a semigroup variety.
Proposition 3.2. Let the filter Ln be free relative to the variety  for some number n > 1. Then 
contains a semigroup of intermediate growth larger than [m0.25 ln m] and smaller than [m2.1 ln m].
Proof. Let SLn be the Rees-factor semigroup with respect to the filter Ln. Since every finite
word W ∈ Ln is an isoterm relative to , we have that SLn ∈ . At the same time, the growth of
SLn is the growth of the filter Ln. Clearly, the filters Pn and Ln have the same growth. Thus, by
Proposition 2.2, the semigroup SLn has the required type of intermediate growth.
The proposition is proved. 
Similarly, using Proposition 3.1, we obtain
Proposition 3.3. If the filter Jn is free relative to the variety , then  contains a semigroup
whose growth is [2√m].
Remark 3.1. It is easy to see that the terms
Di,μ ≡ ui(xi+1)αμui+1 (i = 1,2, . . . , n− 1; μ= 1,2, . . .) (3.5)
and
Gn,ς ≡ un(x1)ας u1 (ς = 1,2, . . .) (3.6)
are the subterms of a hyperword (3.3) and this hyperword contains the unique occurrence of each
of these terms.
Remark 3.2. Suppose that uλxμ (1  λ, μ  n) is a subterm of a hyperword (3.3). Then μ =
λ+ 1 if λ < n and μ= 1 if λ= n.
Let r, γ, s ∈ N and as in the introduction,
Vγ,s ≡ xγ uyγw1xγ uyγw2 . . . xγ uyγws−1xγ uyγwsxγ uyγ . (3.7)
Theorem 3.1. Let  be a nonperiodic semigroup variety defined by the set of identities depending
on no more than r variables. Let
n > 2r (3.8)
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integers γ and s (s  r) such that a nontrivial identity of the form
Vγ,s = V (x, y,u,w1,w2, . . . ,ws) (3.9)
holds in .
Proof. Suppose that the n-hyperword Δ{αk} (3.3) satisfies the conditions of our theorem. Then
there exists a sequence of positive integers {αk} (3.1) such that the hyperword (3.3) contains
a finite subword, say E, which is not an isoterm relative to the variety . Thus there exist a
nontrivial identity
P(z1, z2, . . . , zδ)=Q(z1, z2, . . . , zδ) (3.10)
depending on some number δ of variables
z1, z2, . . . , zδ (3.11)
and terms
t1, t2, . . . , tδ (3.12)
over the alphabet (3.2) such that
(a) Sub
[
z1 z2 . . . zδ
t1 t2 . . . tδ
]
(P )≡E, (3.13)
(b) Sub
[
z1 z2 . . . zδ
t1 t2 . . . tδ
]
(Q) ≡G (3.14)
and
(c) the terms E and G are not graphically equal.
Let q be a natural number such that a prefix
Δ(q) ≡
q∏
i=1
Ti (3.15)
of the hyperword (3.3) contains E as a subword. Clearly, we may represent the term Δ(q) in the
form
Δ(q) ≡XEY (X,Y ∈A∗). (3.16)
Since the variety  can be defined by identities in no more than r variables, we also have that
in (3.10)
δ  r.
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and let
σ :Ξ+ →A+
be a homomorphism of the corresponding free semigroups such that
σ(zi)= ti (i = 1,2, . . . , δ). (3.17)
Then the graphical equalities (3.13) and (3.14) can be rewritten in the forms
σ(P )≡ E, σ(Q)≡G,
where
σ(P )≡E ≡ P(t1, t2, . . . , tδ)=Q(t1, t2, . . . , tδ)≡G≡ σ(Q) (3.18)
is a nontrivial identity holding in . The homomorphism σ will be also called a key homomor-
phism and the substitution defined by the equalities (3.17) will be called a key substitution and
denoted by the same letter σ .
Let μ,ς be positive integers. Also let Di,μ and Gn,ς be terms defined by the graphical equal-
ities (3.5) and, respectively, (3.6). Using Remark 3.1, we immediately obtain:
Lemma 3.1. Let tα be the term that belongs to the sequence (3.12) and contains the occurrence
of Di,μ or Gn,ς . Then the corresponding variable zα from (3.11) is non-repeated in the term P .
Corollary 3.1. If the term tα contains different occurrences of the variables uk,ul (1 k, l  n)
then the variable zα is non-repeated in the term P .
Proof. Indeed, assume that {k, l} 
= {1, n} and k  l. It follows from the structure of the term
Δ(q) (3.15) and our conditions, that there exists a positive integer μ such that the term tα contains
the subterm Dk,μ ≡ uk(xk+1)αμuk+1.
Similarly, if {k, l} = {1, n}, then tα contains an occurrence of the term of the form D1,μ or
Gn,ς for some numbers μ and ς . Applying Lemma 3.1, we obtain that the variable zα is non-
repeated in the term P .
Corollary 3.1 is proved. 
Since the variety  is nonperiodic and the nontrivial identity (3.18) holds in , we have that
σ(P ) cannot be a power of some variable xi . Therefore, σ(P ) must contain an occurrence of
some variable uj . It follows from the structure of the hyperword (3.3) and inequality (3.8) that
either the term σ(P ) contains at most one occurrence of each of the variables uj (1  j  n)
or there exists a variable zα such that the term tα contains non-overlapping occurrences of some
variables uk,ul . Taking into account Corollary 3.1, this shows that at least one of the variables
occurring in the term P is non-repeated.
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{w1,w2, . . . ,wq}
be the set of all non-repeated variables occurring in the term P . Clearly, P can be written in the
form
P ≡ P1w1P2w2 . . . PqwqPq+1. (3.19)
The terms
P1,P2, . . . ,Pq+1 (3.20)
will be called the blocks of P . The images σ(P1), σ (P2), . . . , σ (Pq+1) of the blocks (3.20) under
a key homomorphism σ will be called σ -blocks. The representation (3.19) will also be called the
block decomposition of the term P .
The following proposition easily follows from Corollary 3.1.
Proposition 3.4. Let up (1  p  n) be a letter from the alphabet A (3.2) and let Pi (1 
i  q + 1) be one of the blocks of the decomposition (3.19). Then σ(Pi) contains at most one
occurrence of up .
Let U be a subterm of the term σ(P ) and let Ψ (U) be the set of low indices of the variables
occurring in U . The number card(Ψ (U))− 1 is said to be an increment of U and is denoted by
incr(U). As above, let Pi be one of the blocks (3.20). There are two possibilities:
(a) σ(Pi) does not contain the subword unx1,
(b) σ(Pi) contains the subword unx1.
Case (a). Let qi and pi be the minimal and maximal elements, respectively, in the set Ψ (Pi).
Since Pi is a subterm of the hyperword (3.3), we have that
σ(Pi)≡ (xqi )γ0uqi (xqi+1)γ1 . . . (xpi )γpi−qi (upi )ε,
where γj > 0 for j = 1, . . . , pi − qi ; γ0  0 and ε ∈ {0,1}. Thus
Ψ
(
σ(Pi)
)= {qi, qi + 1, . . . , pi} (3.21)
and incr(σ (Pi))= pi − qi .
Case (b). Again, it follows from the structure of the hyperword ΔW{αk } (3.3) and Proposi-
tion 3.4 that
σ(Pi)≡ (xqi )γ0uqi (xqi+1)γ1 . . . (xn)γn−qi un(x1)β1u1(x2)β2u2 . . . (xpi )βpi (upi )ε
where γi, βl > 0 (j = 1,2, . . . , n− qi; l = 1,2, . . . , pi) and γ0  0; ε ∈ {0,1}.
Thus
Ψ
(
σ(Pi)
)= {qi, qi + 1, . . . , n,1,2, . . . , pi} (3.22)
and incr(σ (Pi))= pi + n− qi .
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Lemma 3.2. If incr(ti) 2, then the variable zi is non-repeated in the term P .
Proof. It directly follows from the consideration of cases (a), (b) that under the given condition
for the increment, the term ti contains occurrences of two distinct variables up and uq (1 p <
q  n). Hence, we can apply Corollary 3.1.
The lemma is proved. 
Let
R= {zi1, zi2, . . . , zik } ⊆ occ(P )
be the set of all repeated variables occurring in the term P , and let
Γ =
k⋃
j=1
Ψ (tij )
be the set of all low indices of all variables occurring in the images
ti1 = σ(zi1), ti2 = σ(zi2), . . . , tik = σ(zik )
under the key substitution σ of variables from R. Clearly, Γ ⊆ {1,2, . . . , n}.
Definition 3.2. The graph Γ = Γ (P,σ ) associated with the term P and substitution σ (3.17) is
a directed graph with the properties described below. The set of vertices of Γ (P,σ ) is the set Γ
and Γ (P,σ ) contains an edge
λ→ μ (3.23)
if and only if the word uλxμ is a subword of the word σ(P ) and, in addition, in the block
decomposition (3.19) at least one of the following conditions holds:
(1) there exists a block Pi of the term P such that the term σ(Pi) contains an occurrence of the
term uλxμ,
(2) there exist two distinct blocks Pi and Pj (i  j) of the term P such that the term σ(Pi)
contains an occurrence of the letter uλ and σ(Pj ) contains an occurrence of the letter xμ.
Definition 3.3. Let λ be an initial vertex of some edge (3.23) of the graph Γ . Then we say that λ
is a vertex of Γ associated with the variable uλ.
Notice that since σ(P ) is a subterm of the hyperword (3.3), in view of Remark 3.2, for every
edge (3.23) we have that
μ≡
{
λ+ 1 if λ 
= n,
1 if λ= n.
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Γ = Γ1 ∪ Γ2 ∪ · · · ∪ Γd (3.24)
be the decomposition of the graph Γ into the direct sum of its connected components. Clearly, for
any block Pi from (3.20), all vertices associated with the variables occurring in the corresponding
σ -block σ(Pi) are connected in the graph Γ . So for any variables v ≡ uλ and w ≡ uξ occurring
in the same σ -block, the corresponding vertices λ and ξ belong to the same connected component
of the decomposition (3.24). In particular, for any repeated variable zα , all elements of the set
Ψ (tα) belong to the same connected component of the graph Γ .
Lemma 3.3. In the decomposition (3.24) each connected component Γi is a simple chain.
Proof. Assume that the graph Γ contains two distinct edges, say, λ → μ and λ → ξ (μ 
= ξ)
with the same initial vertex λ. Then the word Δ(q) (3.15) and hence, also the hyperword (3.3),
must contain the subwords uλxμ and uλxξ . This contradicts Remark 3.2.
Thus, every vertex of Γ can be initial only for at most one edge. The same argument shows
that Γ cannot contain two distinct edges with the same terminal vertex.
Let us show that the graph Γ has no cycles.
Indeed, suppose the contrary. Then there exists a connected component Γi of the graph Γ and
a sequence of distinct vertices
λ1, λ2, . . . , λk ∈ Γi
such that Γi contains the edges
λ1 → λ2, λ2 → λ3, . . . , λk → λ1. (3.25)
At the same time, each of the initial vertices λj (j = 1,2, . . . , k) originates from the variable
uλj occurring in some term tα = σ(zα) where the variable zα is repeated in the term P . By
Remark 3.1, the term tα does not contain any occurrences of the subterms of types (3.5) and (3.6).
In particular, tα does not contain any occurrences of the variable uλj+1 . Thus, different initial
vertices from the sequence (3.25) correspond to different repeated variables zα occurring in the
term P .
At the same time, existence of the sequence of edges (3.25) yields that the word Δ(q) (3.15)
and also the hyperword (3.3) must contain the subwords
uλ1xλ2, uλ2xλ3, . . . , uλk−1xλk , uλkxλ1 .
Clearly, this is possible if and only if
{λ1, λ2, . . . , λk} = {1,2, . . . , n}.
Then k = n and, therefore, the total number of repeated variables occurring in the term P must
be larger than or equal to n. This yields that n r and contradicts the inequality (3.8).
Thus, the graph Γ does not have any cycles.
The lemma is proved. 
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Lemma 3.3 that there exist numbers λ(i), μ(i) ∈ {1,2, . . . , n} such that in the decomposition
(3.24) each Γi is a simple chain of the form
λ(i) = λ(i)1 → λ(i)2 → ·· · → λ(i)ki = μ(i). (3.26)
Hence, the following lemma holds:
Lemma 3.4. Let a connected component Γi of the graph Γ not contain at least one of the vertices
1 or n. Then the chain (3.26) has the form
λ(i) → (λ(i) + 1)→ (λ(i) + 2)→ ·· · → (λ(i) + ki − 1)= μ(i)
with λ(i) + ki  n. In particular,
Γi =
{
λ(i), λ(i) + 1, . . . , λ(i) + ki − 1
}
.
Otherwise, the chain (3.26) has the form
λ(i) → (λ(i) + 1)→ (λ(i) + 2)→ ·· · → n− 1 → n→ 1 → 2 → ·· ·
→ (ki − n+ λ(i) − 1)= μ(i).
In this case
Γi =
{
λ(i), λ(i) + 1, . . . , n− 1, n,1,2, . . . , λ(i) − n+ ki − 1
}
.
Definition 3.4. A connected component Γi of the graph Γ is called a component of type I if Γi
does not contain at least one of the vertices 1, n. We say that Γi is a component of type II if Γi
contains both vertices 1 and n.
Let us introduce a binary relation ≺ρ on the set of all vertices of the graph Γ .
Definition 3.5. Let λ, μ ∈ Γ. Put α ≺ρ μ if and only if Γ contains a chain
α = α0 → α1, α1 → α2, . . . , αk−1 → αk = μ
starting with α and terminating with μ.
Clearly, if Γi is a connected component of Γ of type I with initial vertex λi , then by
Lemma 3.4
λi ≺ρ λi + 1 ≺ρ · · · ≺ρ λi + ki .
Similarly, if Γi is a connected component of type II for which λi is an initial vertex, then
λi ≺ρ λi + 1 ≺ρ · · · ≺ρ n− 1 ≺ρ n≺ρ 1 ≺ρ 2 ≺ρ · · · ≺ρ λi − n+ ki − 1.
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Ψ (tβ) be the set of low indices of all variables occurring in the terms tα and, respectively, tβ . By
Remark 3.3, all elements of the set Ψ (tα) (Ψ (tβ)) belong to the same connected component of
the graph Γ .
Definition 3.6. Put
zα ≺∗ zβ (3.27)
if there exists a connected component Γj of the graph Γ such that Γj contains Ψ (tα) and Ψ (tβ)
and, in addition, one of the following conditions holds:
(i) inf{Ψ (tα)}≺ρ inf{Ψ (tβ)}
or
(ii) there exists a number λ (1 λ n) such that
inf
{
Ψ (tα)
}= inf{Ψ (tβ)}= λ
and
tα ≡ (xλ)l1 , tβ ≡ (xλ)l2uλ(xν)l3 (l1 > 0, l2, l3  0).
The importance of this definition follows from the following statement.
Lemma 3.5. Let zα , zβ be repeated variables occurring in the term P and such that zα ≺∗ zβ .
Also, let Pj be an arbitrary block of P from the list (3.20). Then the projection of the term Pj on
the alphabet {zα, zβ} does not contain any occurrences of the term zβzα .
Proof. Let
Pj ≡ zi1zi2 . . . zip
(
ziμ ∈ occ(P ) for μ= 1,2, . . . , p
)
be a letter by letter graphical representation of Pj . Let σ be a key substitution defined by equali-
ties (3.17). Then
σ(Pj )≡ σ(zi1)σ (zi2) . . . σ (zip )≡ ti1 ti2 . . . tip .
Also, let
Ψ (Pj )=
p⋃
μ=1
Ψ (tiμ)
be the set of all low indices of all variables occurring in the block σ(Pj ). By Remark 3.3 the
elements of the set Ψ (Pj ) belong to the same connected component, say, Γ1 of the graph Γ .
Now suppose that the statement of our lemma is false. Then the term P contains two variables
zα and zβ such that
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(b) There exists a block Pj of the term P such that its projection, say, Pj (zα, zβ) on the alphabet
{zα, zβ} contains the subterm zβzα .
We mention that condition (a), in particular, yields that
occ(tα) 
= occ(tβ). (3.28)
In view of condition (b), we have that the term σ(Pj ) contains an occurrence of the term of
the type
tβRtα (R ∈A∗). (3.29)
Without loss of generality we may consider only two cases:
(1) The component Γ1 is of type I.
(2) The component Γ1 is of type II.
Case 1. Since σ(Pj ) is a subword of the hyperword (3.3), we have that σ(Pj ) can be repre-
sented in the form
σ(Pj )= (xj1)λ1uj1(xj1+1)λ2(uj1+1) . . . (xjs−1)λs−1(ujs−1)(xjs )λs
(λ1, λs  0, λ2, . . . , λs−1 > 0).
Since Γ1 is a connected component of type I and the term σ(Pj ) contains a subword of
type (3.29), combining (3.28) and Lemma 3.3 we obtain that either infΨ (tβ) < infΨ (tα) or
infΨ (tβ)= infΨ (tα)= λ for some λ ∈ {1,2, . . . , n} and such that
Ψ (tβ)≡ (xλ)k, R ≡ (xλ)l1 , Ψ (tα)≡ (xλ)l2uλ(xλ+1)l3
(k, l1 > 0, l2, l3  0). (3.30)
This means that zβ ≺∗ zα which contradicts (3.27).
Case 2. The term σ(Pj ) is a subterm of the word of the type
(xj1)
λ1uj1(xj1+1)λ2(uj1+1) . . . (xn−1)λn−j1 un−1(xn)
λn−j1+1un(x1)
μ1u1(x2)
μ2u2 . . . (xn1)
μt un1 .
Then j1, j1 + 1, . . . , n,1,2, . . . , n1 ∈ Γ1 and Γ1 contains the subgraph
j1 → j1 + 1 → ·· · → n→ 1 → 2 → ·· · → n1.
Put A = {j1, j1 + 1, . . . , n}, B = {1,2, . . . , n1}. By Lemma 3.3, Γ1 is a simple chain. This, in
particular, means that A∩B = ∅.
Suppose that infΨ (tβ) ∈ A. Taking into account (3.27) we get that infΨ (tα)  infΨ (tβ).
Hence, we can use the same arguments as in Case 1.
2234 L.M. Shneerson / Journal of Algebra 320 (2008) 2218–2279Now suppose that infΨ (tβ) ∈ B . Again, the case when infΨ (tα) ∈ B is similar to the Case 1.
Thus, without loss of generality we may assume that infΨ (tα) ∈ A. Then combining the ex-
istence of the subword (3.29) with (3.27) and Lemma 3.3 we get that infΨ (tβ) ∈ A. This
contradicts to the fact that A and B are disjoint subsets of the set {1,2, . . . , n}.
The lemma is proved. 
Again, let  be a nonperiodic semigroup variety satisfying the identity P =Q (3.10) depend-
ing on variables (3.11). Without loss of generality we may assume that the first q (1  q  δ)
variables from the list (3.11) are non-repeated. As above, in order to distinguish repeated and non-
repeated variables from list (3.11), we shall also denote every non-repeated variable zi by wi .
Let
W = {w1,w2, . . . ,wq} (3.31)
be the set of non-repeated variables of the term P (3.19).
Since the identity (3.10) is homogeneous, it can be rewritten in the form
P ≡ P1w1P2w2 . . . PqwqPq+1 =Q1wi1Q2wi2 . . .QqwiqQq+1 ≡Q, (3.32)
where
{wi1,wi2, . . . ,wiq } = {w1,w2, . . . ,wq}
and, furthermore
lwj (Q)= lwj (P )= 1 (j = 1,2, . . . , q).
Let P(W) and Q(W) be the projections of the terms P and, respectively, Q on the alphabet W
(3.31).
Clearly,
P(W) ≡w1w2 . . .wq
and
Q(W) ≡wi1wi2 . . .wiq .
As before, let Vγ,s be the term given by the graphical equality (3.7).
Lemma 3.6. If the words P(W) and Q(W) are not graphically equal, then a nontrivial identity of
the form
xξ zxς = xδzxν (ξ, ς, δ, ν  0)
holds on the variety . In particular, the term Vγ,1 is not an isoterm relative to  for some
positive integer γ .
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= Q(W) in W+. Then there is a number i such that Q(W) ≡
w1w2 . . .wi−1wjQ˜1 and j 
= i.
Let us introduce a substitution f on the set occ(P ). First define the images of f on the set
(3.31) of non-repeated variables of the identity (3.32). Namely, let x, z be independent variables.
Put f (wα)= xl(P )α , if 1 α  q and α 
= i, and f (wα)= z if α = i.
For any repeated variable zβ (β < q  δ) occurring in the term P , put f (zβ)= xl(P )β .
It is easy to see that there exist nonnegative integers ξ1, ξ2, θ1, θ2 with ξ1 
= θ1 such that
f (P )= xθ1zxθ2 and, at the same time, f (Q) = xξ1zxξ2 . Therefore,
xξ1zxξ2 = xϑ1zxθ2 (ξ1, ξ2, θ1, θ2  0)
is a nontrivial identity holding in the variety . Putting now γ = max{ξ1, ξ2} and z =
xγ−ξ1uyγwxγ−ξ2 , we obtain another nontrivial identity
xγ uyγwxγ = xγ−ξ1+ε1uyγwxγ−ξ2+ε2
also holding in . Multiplying both sides of the last identity by uyγ from the right, we obtain
the required nontrivial identity
xγ uyγwxγ uyγ = xγ−ξ1+ε1uyγwxγ−ξ2+ε2uyγ
which  satisfies.
The lemma is proved. 
Taking into account Lemma 3.6 we may assume that the projections of the words P and Q on
the alphabet (3.31) are graphically equal. So on the right-hand side of (3.32),
wi1 ≡w1, wi2 ≡w2, . . . , wiq ≡wq
and thus, the identity (3.32) can be rewritten in the form
P ≡ P1w1P2w2 . . . PqwqPq+1 =Q1w1Q2w2 . . .QqwqQq+1 ≡Q. (3.33)
Let Π be a free commutative semigroup over the alphabet occ(P ) of variables occurring in
the term P . Since the identity (3.33) is homogeneous, P =Q in Π .
Lemma 3.7. Suppose that there exists a positive integer k (1 k  q+1) such that in the identity
(3.33) Pk 
=Qk in the semigroup Π . Then the variety  satisfies a nontrivial identity of type (3.9)
with s = 1.
Proof. Let us introduce a substitution τ on the set of all variables (3.11) of the term P .
For any non-repeated variable zi ≡wi (i = 1,2, . . . , q), put
τ(wi)≡wi.
For any repeated variable zα occurring in the term P , put
τ(zα)≡ xl(P )α .
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τ(Pi)≡ xβi , τ (Qi)≡ xγi (i = 1,2, . . . , q + 1)
for some nonnegative integers βi and γi (i = 1,2, . . . , q + 1). It follows from (3.33) that the
identity
τ(P ) ≡ xβ1w1xβ2w2 . . . xβqwqxβq+1 = xγ1w1xγ2w2 . . . xγqwqxγq+1 ≡ τ(Q) (3.34)
holds in the variety . At the same time, it is easy to see that βi = γi ⇔ Pi = Qi in the semi-
group Π . Since Pk 
=Qk in the semigroup Π , we have that in (3.34) βk 
= γk for some integer k
(1 k  q + 1). So, the identity (3.34) is nontrivial. Without loss of generality we may assume
that k is a minimal number such that Pk 
=Qk in Π .
Now we define on the set occ(P ) a substitution τ associated with the substitution τ . Let
z ∈ occ(P ) and let γ = max{β1, β2, . . . , βq+1}.
Put τ(z) = τ(z) if the variable z is repeated in the term P . Obviously
τ(Pi)≡ τ(Pi)≡ xβi , τ (Qi)≡ τ(Qi)≡ xγi (i = 1,2, . . . , q + 1). (3.35)
Now let us assume that a variable z is non-repeated in the term P . Then z ≡ wi for some
integer i such that 1 i  q .
Put
τ(wi)≡ x (i 
= k),
and also put
τ(wk)≡ z.
Combining these equalities with the graphical equalities (3.34), (3.35) we obtain that
τ(P ) ≡ xξ zxς (ξ, ς  0) (3.36)
where (ξ, ς  0) and τ(P ) = τ(Q) is a nontrivial identity holding in the variety . Repeating
the arguments from the proof of Lemma 3.6 we get that  satisfies a nontrivial identity of the
form (3.9) with s = 1.
The lemma is proved. 
Again, let P and Q be the terms representing the left-hand and, respectively, the right-hand
sides of the identity (3.10). Let E ≡ σ(P ) (3.13) and G≡ σ(Q) (3.14) be terms over the alphabet
(3.2) such that E is a subterm of the n-hyperword ΔW{αk } and (3.18) is a nontrivial identity
holding in the variety .
Remark 3.4. Let E1 be a maximal common prefix of the terms E and G. Since the identity
(3.18) is nontrivial, we can rewrite it in the form
σ(P )≡E ≡E1 · h ·E2 =E1 · g ·E′ ≡G≡ σ(Q)
(
E1,E2,E
′ ∈A∗) (3.37)2 2
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Q̂(z1, z2, . . . , zδ) be minimal prefixes of the terms P(z1, z2, . . . , zδ) and Q(z1, z2, . . . , zδ), re-
spectively, such that the term σ(P̂ (z1, z2, . . . , zδ)) ≡ P̂ (t1, t2, . . . , tδ) contains the prefix E1h
of the term E and the term σ(Q̂(z1, z2, . . . , zδ)) ≡ Q̂(t1, t2, . . . , tδ) contains the prefix E1g
of the term G. Also, let zξ and zη be the terminal letters of the words P̂ (z1, z2, . . . , zδ) and
Q̂(z1, z2, . . . , zδ) respectively. An inspection of the left-hand and right-hand sides of the equal-
ity (3.37) shows that h ∈ occ(tξ ) and g ∈ occ(tη).
Definition 3.7. The letters h and g from the right-hand and left-hand sides of the identity (3.37)
will be called the active letters. The variables zξ and zη described in Remark 3.4 will be called
the key variables of the term P(z1, z2, . . . , zδ).
Lemma 3.8. If at least one of the key variables, zξ , zη is non-repeated, then the term Vγ,s (3.7)
is not an isoterm relative to the variety  for s = 1 and some positive integer γ .
Proof. Indeed, suppose that the variable zξ is non-repeated. Then zξ ≡ wk ∈W for some posi-
tive integer k such that 1 k  q . In addition, by Remark 3.4, the term σ(zξ ) ≡ tξ contains the
active letter h.
In view of Lemma 3.6, without loss of generality, we may assume that the identity
P = Q can be written in the form (3.33). Let Pk ≡ P1w1P2w2 . . . Pk−1wk−1Pk and Qk ≡
Q1w1Q2w2 . . .Qk be the maximal prefixes of the terms P and Q that do not contain an oc-
currence of the variable wk . Then E1h is a prefix of the term σ(P kwk) and by the choice of h,
we have that σ(P k) is a prefix of the term E1. By virtue of Lemma 3.7, it suffices to consider the
case when P k = Qk in a free commutative semigroup Π and, therefore, l(σ (P k)) = l(σ (Qk)).
Combining the last equality with (3.37), we immediately obtain that σ(Qk) also is a prefix of the
term E1 and so,
σ(P k)≡ σ(Qk). (3.38)
Then
σ(P kwk)≡ σ(Qkwk).
Since E1h is a prefix of σ(P kwk), again, using graphical equalities (3.37) and (3.38) we ob-
tain that the terms σ(P kwk), σ(Qkwk) have identical prefixes of length l(E1) + 1. Since
σ(P kwk) and σ(P kwk) are the prefixes of the term σ(P ) and, respectively, σ(Q) we get that the
terms σ(P ) and σ(Q) must have identical prefixes of length l(E1) + 1. This obviously contra-
dicts (3.37).
The case when zη ∈W is similar.
The lemma is proved. 
Lemma 3.9. If both key variables zξ and zη are repeated, then the identity of type (3.9) holds in
the variety .
Proof. It follows from the form (3.37) of the identity (3.33) and Lemma 3.7 that on the left-hand
side of (3.33) one can find a block Pν (1 ν  q + 1) containing occurrence of the key variable
zξ and such that the corresponding block Qν of the term Q from the right-hand side of (3.33)
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term P with respect to the identity P =Q.
By virtue of Lemma 3.7, it suffices to consider the case when
lzξ (Pν)= lzξ (Qν), lzη (Pν)= lzη (Qν).
This yields that the blocks Pν,Qν contain at least one occurrence of each of the variables zξ
and zη . Thus, the projections P ν (zξ , zη) and Qν (zξ , zη) of the blocks Pν and Qν on the alphabet
{zξ , zη} contain occurrences of both zξ and zη . Notice that by Remark 3.3, the low indices of
variables occurring in the terms tξ and tη belong to the same connected component, say Γk , of
the graph Γ .
Again, let us pay attention to the active letters g and h belonging to the alphabet (3.2) and
occurring in the both sides of the identity (3.37).
Let ϑ and μ be the low indices of the active letters g and h respectively.
Without loss of generality we may consider the following cases:
(a) h≡ xϑ , g ≡ xμ (ϑ 
= μ),
(b) h≡ xϑ, g ≡ uμ,
(c) h≡ uϑ , g ≡ xμ,
(d) h≡ uϑ , g ≡ uμ (ϑ 
= μ).
Since ϑ , μ ∈ occ(tξ ) we have that ϑ and μ are the vertices of connected component Γk of the
graph Γ . Also, let ≺ρ be a relation on Γ introduced in Definition 3.5. and let ∗ be a relation on
the set of all repeated variables of the term P introduced in Definition 3.6. Since ϑ and μ belong
to the same connected component of graph Γ, either ϑ ρ μ or μ≺ρ ϑ .
By Lemma 3.7 it suffices to consider only the case when P = Q in the semigroup Π . Then
σ(P ) = σ(Q) in the free commutative semigroup over the alphabet (3.2) and in the graphical
equality (3.37)
lxμ(hE2)= lxμ
(
gE′2
)
, luμ(hE2)= luμ
(
gE′2
)
. (3.39)
If μ ≺ρ ϑ then the suffix hE2 of the term σ(P ) does not contain any occurrences of the
variables xμ or uμ. Hence lxμ(hE2) = luμ(hE2) = lxμ(gE′2) = luμ(gE′2) = 0. In particular, g 
=
xμ,uμ which contradicts our assumption.
Therefore, thinking of ϑ and μ as elements of partially ordered set (Γ,ρ ), we have that
ϑ ρ μ in cases (a)–(d). In particular,
inf{ϑ,μ} = ϑ. (3.40)
We also note that in case (c) lxϑ (hE2)= lxϑ (gE2)′ = 0 and hence, in all cases g 
= xϑ .
Remark 3.5. Since the term σ(P ) is a subterm of an n-hyperword, we have that the main block
Pν is such and inspection of cases (a)–(d) shows that Pν always contains an occurrence of the
variable uϑ . Using Proposition 3.4, we immediately obtain that the block Pν contains exactly
one occurrence of uϑ .
The letter uϑ will be called the main letter of the terms σ(P ) and σ(Q).
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a substitution τ ∗ associated with the key variables zξ and zη , the active letters h and g and the
main letter uϑ .
Suppose that zα ∈R. Clearly, if the term tα = σ(zα) contains an occurrence of the variable uϑ ,
it can be written in the form
tα ≡XαuϑYα (3.41)
where, by Corollary 3.1, the terms Xα,Yα ∈A∗ do not contain any occurrences of the letter uϑ .
We note that in view of inequality (3.8), Remark 3.3 and Lemma 3.3, occ(Xα)∩ occ(Yα)= ∅.
Also, let c(tα) be the low index of the terminal letter of the term tα .
Put
τ ∗(zα)=
⎧⎨⎩x
l(tα), if c(tα)≺ρ ϑ or the last letter of the term tα is xϑ,
xl(Xα)uyl(Yα), if tα contains uϑ and it is represented in the form (3.41),
yl(tα), in all other cases.
(3.42)
As above, let Pν be the main block of the term P containing occurrences of the key variables
zξ and zη associated with the fixed occurrences (3.37) of the active letters h and g with respect
to the common prefix E1 of the terms σ(P ) and σ(Q).
Proposition 3.5. The words τ ∗(Pν) and τ ∗(Qν) are not graphically equal.
Proof. Let P̂ and Q̂ be the terms introduced in Remark 3.4. Then
P̂ ≡ Czξ , Q̂≡Dzη
where the word σ(Czξ ) has the prefix E1h and the term σ(Dzη) has the prefix E1g.
Combining with the graphical form (3.33) of the identity P = Q, we obtain that the terms C
and D are the prefixes of P and Q which end with some (may be empty) prefixes, say, C1 and
D1 of the terms Pν and Qν . In other words
C ≡ P1w1 . . . Pν−1wv−1C1, D ≡Q1w1 . . .Qν−1wv−1D1, (3.43)
Pν ≡ C1zξM, Qν ≡D1zηN. (3.44)
Hence,
P̂ ≡ P1w1 . . . Pν−1wv−1C1zξ , Q̂≡Q1w1 . . .Qν−1wv−1D1zη.
It follows from Lemma 3.7 that for any variable z, occurring in the terms C and D, in the
graphical equalities (3.43)
lz(P1w1 . . . Pν−1wv−1)= lz(Q1w1 . . .Qν−1wv−1). (3.45)
This yields that σ(P1w1 . . . Pν−1wv−1) and σ(Q1w1 . . .Qν−1wv−1) are prefixes of the same
length of the terms σ(C) and σ(D). Combining equalities (3.37), (3.44) and (3.45) we obtain
that
σ(P1w1 . . . Pν−1wv−1)≡ σ(Q1w1 . . .Qν−1wv−1). (3.46)
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blocks Pν and Qν of the terms P and respectively, Q can be written in the forms:
σ(Pν)≡ σ(C1zξM)≡KhM1, σ (Qν)≡ σ(D1zηN)≡KgN1 (K,M1,N1 ∈A∗). (3.47)
As above, let ϑ and μ be the low indices of the active letters h and g. By Remark 3.5, Pν
contains exactly one occurrence of the variable uϑ . It follows from Lemma 3.7 that we may
consider only the case when the term Qν is such. Since uϑ ∈ occ(Pν), then ϑ ∈ Ψ (Pν). As we
noted before, the component Γk of the graph Γ containing the set Ψ (Pν) of all low indices of
the term Pν is a simple chain. Hence, for any vertex κ of the graph Γ such that κ ∈ Ψ (Pν) we
have that either κ ≺ρ ϑ or ϑ ρ κ .
According to the definition of the substitution τ ∗, we obtain that the term τ ∗(Pν) can be
represented in the form τ ∗(Pν)≡ xl1uyl2 (l1, l2  0).
More precisely, it follows from the formula (3.42) and graphical equalities (3.47) that
τ ∗(Pν)≡
{
xl(K)uyl(M1) if h≡ uϑ,
xγ1uyγ2 (γ1 > l(K), γ2 > 0) if h≡ xϑ
and, at the same time
τ ∗(Qν)≡
{
xl(K)uyl(N1) if ϑ = μ and g = uϑ,
xl(K)yT (T ∈ {x,u, y}+) if ϑ ≺ρ μ.
Since g 
= h the words τ ∗(Pν) and τ ∗(Qν) cannot be graphically equal.
The proposition is proved. 
Proposition 3.6. Let Pi be an arbitrary nonempty block of the term P . Then
τ ∗(Pi)=
⎧⎪⎪⎨⎪⎪⎩
xδi if supΨ (σ(Pi))ρ ϑ and σ(Pi) does not contain
an occurrence of the letter uϑ,
xϑi uyζi if σ(Pi) contains an occurrence of the variable uϑ,
yξi in all other cases
(δi, ξi > 0, ϑi, ζi  0).
Proof. Again, let R be the set of all repeated variables of the term P . Put
R1 =
{
zα ∈R: supΨ (tα)ρ ϑ and uϑ /∈ occ(tα)
}
,
R2 =
{
zα ∈R: uϑ ∈ occ(tα)
}
and
R3 =R \ (R1 ∪R2).
Clearly,R1 ∪R2 ∪R3 =R. It follows from the proof of Lemma 3.5 that for any two variables
zα, zβ ∈ occ(Pi) from distinct subsets Rk , Rl either zα ≺∗ zβ or zβ ≺∗ zα . In the first case the
block Pi does not contain an occurrences of zβzα , and in the second it does not contain any
occurrences of zαzβ .
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Pi contains at most one occurrence of some variable from the set R2. In particular, according
to definition of substitution τ ∗ the term τ ∗(Pi) contains at most one occurrence of the letter u.
Clearly, if zα ∈Rk , a zβ ∈Rl and k < l, then zα ≺∗ zβ .
Combining all this information, we obtain that the block Pi has one of the following forms:
(1) Pi ≡D(1)i , (2) Pi ≡D(1)i zα, (3) Pi ≡D(1)i zαD(3)i ,
(4) Pi ≡ zαD(3)i , (5) Pi ≡ zα, (6) Pi ≡D(3)i , (3.48)
where D(k)i ∈R+k for k = 1,3 and zα ∈R+2 .
According to the definition of the substitution τ ∗, there are nonnegative integers δi, ϑi, ζi, ξi
such that
τ ∗(Pi)=
⎧⎨⎩x
δi in case (1),
xϑi uyζi in cases (2)–(5),
yξi in case (6)
(i = 1,2, . . . , q + 1). (3.49)
Cases (1)–(6) are exhausted all possibilities for the structure of the word σ(Pi). Now, in order
to complete the proof of our proposition it suffices to note that by the definition of the sets
R1,R2,R3, we have that supΨ (σ(Pi))ρ ϑ in case (1) and σ(Pi) contains an occurrence of
the letter uϑ only in cases (2)–(5).
The proposition is proved. 
Now, let us complete the proof of Lemma 3.9.
It follows from the formula (3.49) that the image τ ∗(Pi) of any nonempty block Pi of the
term P under the substitution τ ∗ can be represented in the form
τ ∗(Pi)≡ xki uεi yri , (3.50)
where ki, ri  0, εi ∈ {0,1} and if εi = 0, then either ki = 0 or ri = 0.
Substitution τ ∗ has been defined on the setR of all repeated variables occurring in the term P .
Now we extend the definition of τ ∗ to the set occ(P ) of all variables of the term P . The new
substitution will be denoted by τ ∗1 .
Namely, for any variable zα ∈R, put τ ∗1 (zα) = τ ∗(zα). Then for any word U over the alpha-
bet R, the equality τ ∗1 (U) ≡ τ ∗(U) holds. In particular, we have that in the left-hand side of
(3.33)
τ ∗1 (Pi)≡ τ ∗(Pi) (i = 1,2, . . . , q + 1). (3.51)
Suppose now that a variable zα ∈ occ(P ) is non-repeated and so, in (3.33) wi ≡ zα for some i.
The definition of the image τ ∗1 (wi) is based on the graphical equalities (3.50).
Let
γ = max{1, ki, ri}.
i
2242 L.M. Shneerson / Journal of Algebra 320 (2008) 2218–2279Put
τ ∗1 (w1)≡
⎧⎪⎪⎨⎪⎪⎩
yγ−r1w1xγ−k2 if r1 > 0, k2 > 0,
yγ−r1w1xγ u1−ε2 if r1 > 0, k2 = 0,
u1−ε1yγw1xγ−k2 if r1 = 0, k2 > 0,
u1−ε1yγw1xγ u1−ε if r1 = 0, k2 = 0.
(3.52)
Also put
τ ∗(wi)≡
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
yγ−riwixγ−ki+1 if ri > 0, ki+1 > 0,
yγ−riwixγ u1−εi+1 if ri > 0, ki+1 = 0,
u1−εi yγ wixγ−ki+1 if ri = 0, ki, ki+1 > 0,
u1−εi yγ wixγ u1−εi+1 if ri = 0, ki > 0, ki+1 = 0,
yγ wix
γ−ki+1 if ri = 0, ki = 0, ki+1 > 0,
yγ wix
γ u1−εi+1 if ri = 0, ki = 0, ki+1 = 0
(i = 2,3, . . . , q). (3.53)
Obviously,
τ ∗1 (P ) = τ ∗1 (Q) (3.54)
is an identity holding in the variety  and using the form (3.33) of the identity P =Q we obtain
τ ∗1 (P )≡ τ ∗1 (P1)τ ∗1 (w1)τ ∗1 (P2)τ ∗1 (w2) . . . τ ∗1 (Pq)τ ∗1 (wq)τ ∗1 (Pq+1)
= τ ∗1 (Q1)τ ∗1 (w1)τ ∗1 (Q2)τ ∗1 (w2) . . . τ ∗1 (Qq)τ ∗1 (wq)τ ∗1 (Qq+1)≡ τ ∗1 (Q). (3.55)
Combining (3.55) and the graphical equalities (3.50)–(3.53) we see that
τ ∗1 (P ) ≡ xk1uε1yγw1xγ uyγw2xγ uyγ . . .wq−1xγ uyγwqxγ uεq+1yrq+1 , (3.56)
where ε1, εq+1 ∈ {0,1} and ε1 = 1, if k1 > 0 and εq+1 = 1, if rq+1 > 0.
As above, let Pν be the block of the term P containing the fixed as indicated in (3.47) oc-
currences of the key variables zξ , zη . It follows from the graphical equality (3.56) that the term
τ ∗1 (P ) has a prefix
U1 ≡ xk1uε1yγw1xγ uyγw2xγ uyγ . . .wν−1τ ∗1 (Pν).
By the definition of substitutions τ ∗ and τ ∗1 , for any variables zα , zβ ∈ occ(P ), if σ(zα)≡ σ(zβ)
then τ ∗1 (zα)≡ τ ∗1 (zβ). Hence, the equality (3.46) yields
τ ∗1 (P1w1 . . . Pν−1wv−1)≡ τ ∗1 (Q1w1 . . .Qν−1wv−1)
and shows that the term τ ∗1 (Q) has a prefix
U2 ≡ xk1uε1yγw1xγ uyγw2xγ uyγ . . .wν−1τ ∗1 (Qν).
Since substitutions τ ∗ and τ ∗1 coincide on the set R of repeated variables occurring in the
term P , τ ∗1 (Pν) ≡ τ ∗(Pν) and τ ∗1 (Qν) ≡ τ ∗(Qν). By Proposition 3.5 this implies that the terms
τ ∗(Pν) and τ ∗(Qν) are not graphically equal and also shows that the terms U1 and U2 are not1 1
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assume that l(τ ∗1 (Pν))= l(τ ∗1 (Qν)). Thus l(U1)= l(U2), and since U1 and U2 are the prefixes of
τ ∗1 (P ) and, respectively, τ ∗1 (Q), we obtain that the terms τ ∗1 (P ) and τ ∗1 (Q) cannot be graphically
equal.
Therefore, (3.54) is a nontrivial identity holding on variety . Then
xγ−k1u1−ε1τ ∗(P )u1−εq+1yγ−rq+1 = xγ−k1u1−ε1τ ∗(Q)u1−εq+1yγ−rq+1
is a nontrivial identity also holding in the variety . In view of (3.56),
xγ−k1u1−ε1τ ∗(P )u1−εq+1yγ−rq+1 ≡ xγ uyγw1xγ uyγw2 . . . xγ uyγwq−1xγ uyγwqxγ uyγ
≡ Vγ,q .
This shows that the term Vγ,q is not an isoterm the variety .
Lemma 3.9 is proved. 
Combining Lemmas 3.8 and 3.9, we obtain that the statement of Theorem 3.1 is true.
Theorem 3.1 is proved. 
Definition 3.8. The identity P = Q (3.10) will be called special if the terms P and Q have
the same projections on the alphabet W (3.31) of non-repeated variables and in the form (3.33)
Pj = Qj (j = 1,2, . . . , q + 1) in the free commutative semigroup Π over the alphabet occ(P ).
Clearly, every special identity is homogeneous. It follows from Lemmas 3.6, 3.7 that every
semigroup with non-special homogeneous identity satisfies an identity of type (3.9).
Lemma 3.10. Let  be a nonperiodic variety of a finite axiomatic rank r and P =Q be a special
identity holding in the variety . Suppose that there exists a substitution σ such that σ(P ) is a
subterm of a hyperword (3.3) and σ(P )= σ(Q) is a nontrivial identity holding in . Also let Pν
be the main block of the term P with respect to the identity P = Q and substitution σ . Then the
following conditions hold:
(a) The set occ(P ) of all variables of the term P is a disjoint union of 4 subsets:
R1,R2,R3,W
where
W = {w1,w2, . . . ,wq} (q  r)
is a set of non-repeated variables and such that in the left-hand side of the identity (3.33) every
block Pj (j = 1,2, . . . , q + 1) of P is a subterm of the term of the form
P (j) ≡Xjuij Yj
(
Xj ∈R+1 , uij ∈R2, Yj ∈R+3 (j = 1,2, . . . , q + 1)
)
. (3.57)
(b) The projections of the blocks Pν and Qν on some alphabet {zα , zβ} consisting of two
letters from distinct subsets Rk,Rk+1 with k = 1 or k = 2 are not graphically equal.
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be subsets of the set occ(P ) associated with the identity P = Q, which have been introduced in
the proof of Proposition 3.6.
Statement (a) directly follows from the graphical representation of an arbitrary block Pi of
the term P in one of the forms (3.48).
Let us prove statement (b). As above, let Pν be the main block of the term P containing
occurrences of the key variables zξ and zη which were introduced in Remark 3.4. Let zα be
a variable occurring in Pν such that tα = σ(zα) contains an occurrence of the main letter uϑ
introduced in the proof of Lemma 3.9 and such that the graphical equality (3.41) holds. Then
zα ∈R2 and Pν ≡XzαY, where X ∈R∗1, Y ∈R∗3. Since the identity P =Q is special, the block
Qν of the term Q has a form Qν ≡ UuϑV , where each letter occurs in Qν the same number of
times as in Pν . Using the substitution τ ∗ defined above we obtain that τ ∗(Pν) ≡ xθ1uyθ2 where
xθ1 ≡ τ ∗(Xν), u = τ ∗(uϑ) and yθ2 ≡ τ ∗(Yν). Since, by Proposition 3.5 τ ∗(Pν) 
= τ ∗(Qν), we
get that there is a letter zβ ∈R1 ∪R3 such that lzβ (X) 
= lzβ (U) or lzβ (Y ) 
= lzβ (V ). It is clear
that the projections of the terms Pν and Qν on the alphabet {zα , zβ} are not graphically equal.
The lemma is proved. 
Definition 3.9. Let P be a term over the alphabet (3.11). Let R1,R2,R3,W be disjoint subsets
of the set occ(P ) such that
(1) W is the set of all non-repeated variables of the term P and W 
= ∅.
(2) occ(P ) =R1 ∪R2 ∪R3 ∪W .
(3) For any subword zαzβ (zα, zβ ∈ occ(P )) of the term P the following conditions hold
{
zα ∈R1 ∪W, if zβ ∈R1 ∪R2,
zα ∈R2 ∪R3 ∪W, if zβ ∈R3.
Then we say that P is a 4-layer term with respect to the subsets R1,R2,R3,W .
It is easy to see that every 4-layer term P can be written in the form (3.32) where Pj (j =
1,2, . . . , q + 1) satisfy the condition (a) of Lemma 3.10. Namely, Pj is a subterm of the term
P (j) having the form (3.57). In other words,
P ≡X1uε1i1 Y1w1X2u
ε2
i2
w2Y2 . . .Xqu
εq
iq
YqwqXiq+1u
εq+1
q+1Yq+1, (3.58)
where Xj ∈R∗1, Yj ∈R∗3, j = 1,2, . . . , q + 1; εj ∈ {0,1} and if εj = 0, then at least one of the
words Xj ,Yj is empty.
As before, let x, u, y be independent variables.
Definition 3.10. The homogeneous identity P = Q is called a 4-layer identity if P is a 4-layer
term with respect to some subsetsR1,R2,R3,W of occ(P ) from Definition 3.9 and there exists
a substitution f on the set occ(P ) such that
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f (zj )≡
⎧⎪⎨⎪⎩
zj , if zj ∈W,
u, if zj ∈R2,
(x)αj (αj > 0) if zj ∈R1,
(y)βj (βj > 0) if zj ∈R3.
(ii) The terms f (P ) and f (Q) are not graphically equal.
It follows from the proofs of Lemmas 3.6 and 3.7 every non-special homogeneous identity
P = Q is 4-layered (in this case R2,R3 = ∅). It is easy to see that a multilinear identity (see
Section 1) is a particular case of 4-layer identity, when the sets R1,R2,R3 are empty.
Remark 3.6. Clearly, an identity P =Q is 4-layer if and only if it satisfies the conditions (a) and
(b) of Lemma 3.10. Hence, there exists an algorithm to decide whether or not the given identity
is 4-layer.
Again, let W be a set of all non-repeated variables of the term P .
Proposition 3.7. Every semigroup satisfying a 4-layer identity P =Q simultaneously satisfies a
nontrivial identity Vγ,s = V of type (3.9), with s  cardW .
Proof. By Lemma 3.7, if the identity P =Q is non-special then our statement is true.
Now consider the case when the identity P = Q is special. It follows from the graphical
equality (3.58) and Definition 3.10 that there exists a substitution f on the set occ(P ) which is
identical on the set of W such that
f (P )= xk1uε1yr1w1xk2uε2yr2w2 . . . xkq uεq yrqwqxkq+1uεq+1yrq+1 ,
f (Q) ≡ f (Q1)w1f (Q2)w2 . . . f (Qq)wqf (Qq+1),
where the words f (Qi) and xki uεi yri (i = 1,2, . . . , q +1) are equal in a free commutative semi-
group over the alphabet {x,u, y}, and, at the same time the identity f (P ) = f (Q) is nontrivial.
Then there exists a positive integer ν (1 ν  q + 1) such that the terms f (Pν) and f (Qν) are
not graphically equal. Comparing with the formulas (3.50) we see that a substitution f has sim-
ilar properties as the substitution τ ∗ used in the proof of Theorem 3.1. Repeating the arguments
from the end of the proof of Lemma 3.9, we get that semigroup S satisfies the nontrivial identity
whose left-hand side is the term Vγ,q .
We also note that occ(f (P )) =W ∪{x, y,u} and therefore, in (3.9) a number s can be chosen
so that s  cardW .
The proposition is proved. 
Proposition 3.8. Let  be a semigroup variety satisfying the identity of type (3.9) and Δ=Δ{αk}
be an arbitrary n-hyperword (3.3). Then Δ is not an isoterm relative to .
Proof. Indeed, assume that Δ has form (3.3). Let k be an integer such that αk > γ . Putting in
both sides of (3.9)
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(i = 1,2, . . . , s)
we get the nontrivial identity whose left-hand side is a term
(
x
γ
1 u1x
αk+1
2 u2x
αk+1
3 . . . x
αk+1
n un
)(
x
αk+2
1 u1x
αk+2
2 . . . x
αk+2
n un . . . x
αk+s
1 u1x
αk+s
2 u2 . . . x
αk+s
n un
)
· (xαk+s+11 u1xγ2 )
which is a subterm of hyperword Δ.
The proposition is proved. 
Combining Theorem 3.1, Propositions 3.7, 3.8 and Lemma 3.10 we obtain:
Theorem 3.2. Let  be a nonperiodic semigroup variety defined by a system of identities over
a finite set of r variables and let n be an integer such that n > 2r . The following conditions are
equivalent:
(1) There exists an n-hyperword which is not an isoterm relative to .
(2) Every basis of identities of  contains some 4-layer identity.
(3) The nontrivial identity of the form (3.9) holds on .
Also, using Remark 3.6 we obtain
Corollary 3.2. There exists an algorithm to decide whether or not a semigroup variety defined
by a finite system of homogeneous identities satisfies a nontrivial identity of type (1.3).
We note the following statement which easily follows from methods using in the proof of
Proposition 3.6.
Lemma 3.11. Let P be a term in r variables such that for some substitution σ on the set of
variables of P , the term σ(P ) is a subterm of the n-hyperword (3.3). Let λ be a positive integer
such that 1 λ n. If n > 2r , then the term P is 4-layered in the sense of Definition 3.9 and the
set R2 can be chosen so that it consists of exactly those letters from occ(P ) \W whose images
under substitution σ contain the occurrence of the letter uλ.
4. Some constructions on infinite words
As before, let  be a nonperiodic semigroup variety of a finite axiomatic rank. In this section
for any infinite word Δ over some finite alphabet we construct a family of infinite words which
are modifications of n-hyperwords introduced in Section 3 and at the same time inherit the struc-
ture of Δ. We shall use this construction in Sections 5 and 6 to formulate criteria under which
every f.g. -semigroup has polynomial growth.
Let
{αk} (4.1)
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A = {a1, a2, . . . , ap} (4.2)
be a finite alphabet and
Δ= ai1ai2 . . . aim . . . (4.3)
be a hyperword over the alphabet A.
For any positive integer n we shall introduce a new hyperword Δ({αk}, n) over 2pn-letter
alphabet
Z = {x(j)i , u(j)i : i = 1,2, . . . , p; j = 1,2, . . . , n} (4.4)
with respect to the sequence (4.1), Δ and n.
Let Δ(β) be the initial segment of the hyperword Δ of length β . Also, put
βk = n(α1 + α2 + · · · + αk + k). (4.5)
Then we may represent a word Δ(βk) in the form
Δ(βk) ≡ T1T2 . . . Tk,
where
l(Tq)= nαq + n (q = 1,2, . . . , k).
Clearly, every word Tq (q = 1,2, . . . , k) can be written in the form
Tq ≡G(1)q a(1)q G(2)q a(2)q . . .G(n)q a(n)q , (4.6)
where
l
(
G
(j)
q
)= αq (q = 1,2, . . . , k; j = 1,2, . . . , n) (4.7)
and a(1)q , a(2)q , . . . , a(n)q ∈ A.
We shall need 2n “extra copies”
X (j) = {x(j)1 , x(j)2 , . . . , x(j)p }, U (j) = {u(j)1 , u(j)2 , . . . , u(j)p } (j = 1,2, . . . , n)
of the original p-letter alphabet A (4.2).
Let
ϕj : A+ →
(X (j))+, φj : A+ → (U (j))+ (j = 1,2, . . . , n)
be isomorphisms of the corresponding free semigroups such that
ϕj (ai)= x(j) and φj (ai)= u(j) (j = 1,2, . . . , n; i = 1,2, . . . , p). (4.8)i i
2248 L.M. Shneerson / Journal of Algebra 320 (2008) 2218–2279Let us form a term
Tq ≡ ϕ1
(
G(1)q
)
φ1
(
a(1)q
)
ϕ2
(
G(2)q
)
φ2
(
a(2)q
)
. . . ϕn
(
G(n)q
)
φn
(
a(n)q
)
(q = 1,2, . . . , k)
associated with the term Tq (4.6) and the isomorphisms (4.8). Clearly, the last graphical equality
can be rewritten in the form
Tq ≡Dq1u(1)q Dq2u(2)q . . .Dqnu(n)q , (4.9)
where every Dqj ≡ ϕj (G(j)q ) is a word over the alphabet X (j) (j = 1,2, . . . , n) and it can be
obtained from G(j)q by changing each letter ai to x(j)i . By virtue of equalities (4.7)
l(Dq1)= l(Dq2) = · · · = l(Dqn)= αq (q = 1,2, . . . , k). (4.10)
Put
Δ
({αk}, n)≡ ∞∏
q=1
T q. (4.11)
Let
X =
n⋃
j=1
X (j), U =
n⋃
j=1
U (j)
and as in (4.4), put
Z =X ∪ U .
Let
ψ :Z+ → {x1, x2, . . . , xn, u1, u2, . . . , un}+ = T (4.12)
be a homomorphism such that
ψ
(
x
(j)
i
)≡ xj , ψ(u(j)i )≡ uj (j = 1,2, . . . , n). (4.13)
Also put
Δ(βk) ≡ T1T2 . . . Tk.
In view of the graphical representation (4.9) and equalities (4.10) we obtain
Proposition 4.1. For any positive integer q , the graphical equality
ψ(Tq)≡ (x1)αq u1(x2)αq u2 . . . (xn)αq un
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ψ
(
Δ(βk)
)≡ k∏
q=1
(x1)
αq u1(x2)
αq u2 . . . (xn)
αq un.
Remark 4.1. It is easy to see that ψ(Δ(βk)) is an initial segment of length βk (4.5) for the
hyperword
W
({αk}, n)≡ ∞∏
q=1
(x1)
α1u1(x2)
α1u2 . . . (xn)
α1un (4.14)
which can be obtained from the hyperword Δ({αk}, n) (4.11) by identification via homomor-
phism ψ some groups of variables, as indicated in formulas (4.13).
It is also clear that the word W({αk}, n) depends only on the sequence {αk} and the number n
and it does not depend on the choice of the word Δ (4.3).
We also mention an obvious
Remark 4.2. Let χ be a substitution on the set Z+ of variables of the hyperword Δ({αk}, n)
such that
χ
(
x
(j)
i
)= χ(u(j)i )= ai (j = 1,2, . . . , n; i = 1,2, . . . , p).
Then χ(Δ({αk}, n))≡Δ.
Let L({αk}, n) be a filter formed by all finite subwords of hyperword (4.14). Also let SΔ,SΔ
and SW({αk},n) be Rees-factor semigroups with respect to the hyperwords (4.3), (4.11) and (4.14)
respectively. It is clear, that the growth functions of the filter L({αk}, n)∪ {0} and the semigroup
SW({αk},n) are equal.
Lemma 4.1. The growth functions of the semigroups SΔ and SΔ and the filter L({αk}, n) are
related by the inequality
gSΔ(m) < gL({αk},n)(m)gSΔ(m). (4.15)
Proof. It is easy to see that every word U ∈ Z+ is uniquely defined by its images χ(U) and
ψ(U).
Let C(Δ) = C(Δ({αk}, n)) be the set of all finite subwords of the hyperword (4.11). Let
U ∈ C(Δ) and [U ] = {V ∈ C(Δ): ψ(V )=ψ(U)} be an equivalence class of C(Δ) with respect
to the homomorphism ψ . Then all elements of the class [U ] have the same length. Thus,
card
{[U ]: U ∈ C(Δ) and l(U)m}= gL({αk},n)(m).
Clearly, if V ∈ [U ] and χ(U) = χ(V ), then U ≡ V . Therefore, if l(U)m, the total number
of elements in the class [U ] does not exceed gSΔ(m). Taking into account that all elements of the
set Z+ \C(Δ) are equal to zero in the semigroup SΔ, we get the inequality (4.15).
The lemma is proved. 
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Let K(Δ,n) be a filter formed by all subwords of all possible hyperwords Δ({αk}, n) of
the form (4.11). Let M(Δ,n) be a filter defined by those hyperwords Δ({αk}, n) for which a
hyperword W({αk}, n) has Fibonacci type. Also, letKn andMn be similar filters generated by all
n-hyperwords and, respectively, by all n-hyperwords of Fibonacci type of the form W({αk}, n).
As in Section 3, let Jn and Ln be filters defined by all n-hyperwords and all n-hyperwords of
Fibonacci type. In view of Remark 4.1 we have that Kn = Jn and Mn = Ln.
Also, let Π(Δ,n) and Π˜(Δ,n) be Rees-factor semigroups with respect to the filters K(Δ,n)
and M(Δ,n).
Taking into account Lemma 4.1, we have
gΠ(Δ,n)(m) < gKn(m)gSΔ(m)= gJn(m)gSΔ(m) (4.16)
and
gΠ˜(Δ,n)(m) < gMn(m)gSΔ(m)= gLn(m)gSΔ(m). (4.17)
By virtue of Proposition 3.1 [gJn(m)] = [2
√
m], and in view of Propositions 3.2 and 2.2,
[e0.25 ln m] ≺ [gLn(m)] ≺ [e2.1 ln m].
Combining with (4.16) and (4.17) we obtain
Corollary 4.1. For any hyperword Δ (4.3)
[
gΠ(Δ,n)(m)
]

[
2
√
mgSΔ(m)
]
and [
gΠ˜(Δ,n)(m)
]≺ [e2.1 ln mgSΔ(m)].
Since the hyperword W({αk}, n) can be obtained from Δ({αk}, n) by identification some
groups of the variables, gK(Δ,n)(m) > gJn(m) and gM(Δ,n)(m) > gLn(m). Thus, we have
Proposition 4.2. If the filter K(Δ,n) is free relative to the variety  then [gK(Δ,n)] [2
√
m] and
[gM(Δ,n)]  [e0.25 ln m].
Again, let ψ be a mapping defined by (4.12) and (4.13).
Definition 4.1. Let P and Q be terms over the alphabet Z . The identity P = Q holding in the
variety  is called ψ -nontrivial relative to  or, in short, ψ -nontrivial if the terms ψ(P ) and
ψ(Q) are not graphically equal. The term over alphabet Z (4.4) which cannot be the left-hand
side of any ψ -nontrivial identity holding in the variety  will be called a ψ -isoterm relative to
the variety . A hyperword is called a ψ -isoterm relative to  if its every finite subword is such.
As before, let r be the axiomatic rank of a nonperiodic variety .
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that n > 2r and the hyperword Δ({αk}, n) (4.11) is not ψ -isoterm relative to the variety .
Then there exist terms P and Q and substitution σ1 on the set occ(P ) satisfying the following
conditions:
(I) the term σ1(P ) is a subterm of the term Δ({ak}, n),
(II) σ1(P ) = σ1(Q) is a nontrivial ψ -identity holding in ,
(III) the identity P =Q is 4-layer identity in r variables.
Proof. Since  has a basis of identities depending on r variables and Δ({αk}, n) is not an isoterm
relative to , there exists an identity P = Q (3.11) in δ (δ  r) variables, holding in  and a
substitution σ1 on the set occ(P ) such that σ1(P ) is a subterm of Δ ({αk}, n) and
ψ
(
σ1(P )
)=ψ(σ1(Q))
is a nontrivial identity holding on . Since σ1(P ) is a subterm of Δ({αk}, n), then ψ(σ1(P )) is
a subterm of n-hyperword W({αk}, n) (4.14).
Let θ =ψ ◦ σ1 be a composition of the mappings ψ and σ1.
If the identity θ(P ) = θ(Q) is not special in the sense of Definition 3.8, then the condition
(III) is obviously true. Using Lemma 3.10 (also see Remark 3.6) we get that the condition (III)
also holds in the case when this identity is special.
The lemma is proved. 
Combining condition (III) from the statement of the last lemma and Theorem 3.2, we obtain
Corollary 4.2. Suppose that n > 2r and the hyperword Δ({αk}, n) is not a ψ -isoterm relative to
variety . Then  satisfies a nontrivial identity of the form (3.9).
5. Remarks on growth, identities and unavoidability
Definition 5.1. Let U be a word over the alphabet Λ and W be a word over the alphabet Ξ . We
say that W avoids U if there is no a homomorphism h of free semigroups
h :Λ+ →Ξ+ (5.1)
such that h(U) is a factor of W . The word U is called avoidable if there are arbitrarily long
words that avoid U over some fixed finite alphabet.
The complete description of unavoidable words was obtained by Bean, Ehrenfeucht and Mc-
Nulty [2], and independently by Zimin [25].
In the article [25], the sequence
Z1 ≡ x1, Zn+1 ≡ Znxn+1Zn (n = 1,2, . . .)
of the terms over the alphabet Ξ = {x1, x2, . . . , xn, . . .} is considered and the following result is
proved
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unavoidable if and only if there is a homomorphism h (5.1) such that h(U) is a subterm of the
term Zn.
We refer the reader to [10] (see also in [1,2,25]) for the criterion of unavoidability in terms of
the so-called free deletions (σ -deletions in Zimin’s terminology [25]).
As in [14] let
Z∞ = x1x2x1x3x1x2x1x4x1x2x1x3x1x2x1x5 . . .
be a hyperword whose initial segment of length 2n − 1 is the word Zn. It is well known that Z∞
is uniformly recurrent.
Proposition 5.2. (See Sapir [14].) Let  be a semigroup variety of a finite axiomatic rank r . If
the term Zr is an isoterm relative to , then Z∞ also is an isoterm relative to .
The following statement was conjectured by Sapir and proved by the author in [20].
Proposition 5.3. Let  be a nonperiodic semigroup variety satisfying the nontrivial identity
whose left-hand side is the term Zn. Then the growth of every f.g. -semigroup is subexponential.
In this section we investigate possible types of growth of -semigroups in the case when the
term Z∞ is an isoterm relative to the variety . Our main goal is to prove
Theorem 5.1. Let  be a semigroup variety of a finite axiomatic rank r . If the term Zr+1 is an
isoterm relative to the variety , then  contains a semigroup whose growth is equal to [2√m].
At the same time,  contains a semigroup whose growth is larger than [e0.25 ln m] and smaller
than [e2.1 ln m].
Proof. We start from the following lemma.
Lemma 5.1. Let P ≡ P1w1P2w2 . . . PswsPs+1 be an unavoidable word with the set W =
{w1,w2, . . . ,ws} of non-repeated variables. Also let  be a semigroup variety that satisfies an
identity P = Q whose left-hand side is a term P . If Z∞ is an isoterm relative to , then the
projections of the terms P and Q on the alphabet W are graphically equal.
Proof. Suppose that Z∞ is an isoterm relative to the variety . Then Q is an unavoidable word
and occ(P )= occ(Q). LetR= occ(P )\W . Then the identity P =Q can be written in the form
P ≡ P1w1P2w2 . . . PswsPs+1 =Q1wi1Q2wi2 . . .QtwitQt+1 ≡Q (5.2)
where Qj ∈R∗ (j = 1,2, . . . , t + 1) and wiα ∈W (α = 1,2, . . . , t). Assume that the term P
depends on n variables. Since P is unavoidable, by Proposition 5.1 there exists a substitution ϕ
on the set occ(P ) such that ϕ(P ) is a subterm of the term Zn. Let P i = ϕ(Pi), Qi = ϕ(Qi) and
P ≡ P 1w1P 2w2 . . . P swsP s+1, Q≡ Q1wi Q2wi . . .QtwitQt+1.1 2
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rent it contains infinitely many occurrences of each of these subwords. In particular, Z∞ contains
a subword
P 1w˜1P 2w˜1 . . . P sw˜sP s+1 ≡ P˜
such that
l(w˜1) > l(P )+ l(Q) (5.3)
and
l(w˜k+1) > l2(w˜k) (k = 1,2, . . . , s − 1). (5.4)
Define a substitution σ on the set occ(P ) by the rule: σ(wk) = w˜k (k = 1,2, . . . , s) and σ(x) =
ϕ(x) for any x ∈R. Since the word σ(P ) is a subword of Z∞ and Z∞ is an isoterm relative to
the variety , we get that σ(P )≡ σ(Q). Taking into account the inequalities (5.3) and (5.4) this
yields that s = t and {wi1,wi2, . . . ,wis } =W .
Suppose that the projections w1w2 . . .ws and wi1wi2 . . .wis of the words P and Q on the
alphabet W are not graphically equal. Then there exists the minimal number q such that in (5.2)
iq 
= q . Clearly, iq > q .
It follows from (5.2) that the graphically equal words σ(P ) and σ(Q) can be written in
the form σ(P ) ≡ Uw˜iqV , σ(Q) ≡ U1w˜iq V1, where in view of inequalities (5.3) and (5.4)
l(U1) < l(U) < l(w˜iq ). Thus U ≡ U1T where T is a nonempty prefix of w˜iq . Then the word
σ(P ) contains an occurrence of a subword T 2. In particular, σ(P ) must be an avoidable word.
This contradiction shows that w1 ≡wi1,w2 ≡wi2, . . . ,ws ≡wis .
The lemma is proved. 
Let P be a term and let C ⊆ occ(P ). As in [14] PC will denote the term obtaining from P by
deleting all symbols from C.
Lemma 5.2. Let P be an unavoidable term in k (k  r) distinct variables such that occ(P ) is
a disjoint union of subsets X ,Y,U,W , where W = {w1,w2, . . . ,ws} is a set of non-repeated
variables of P . Suppose that
P ≡X1uα1Y1w1X2uα2Y2w2 . . .Xsuαs YswsXs+1uαs+1Ys+1 (5.5)
where Xp ∈ X ∗, Yp ∈ Y∗, uαp ∈ U∗ (p = 1,2, . . . , s + 1), and in the case of uαp is empty at
least one of the words Xp,Yp is empty (i.e. P is 4-layered with respect to X ,Y,U,W). Let us
also suppose that a variety  satisfies an identity
P =Q
whose left-hand side is the term P . If Zk+1 is an isoterm relative to  then
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form
Q≡X′1uα1Y ′1w1X′2uα2Y ′2w2 . . .X′suαs Y ′swsX′s+1uαs+1Y ′s+1 (5.6)
as P . In addition, if uαp is empty and X′p ∈X ∗ (Y ′p ∈ Y∗) is nonempty then Yp (respectively,
Xp) is empty (p = 1,2, . . . , s + 1).
(b) Zr+1 is an isoterm relative to each of the identities PX =QX and PY =QY .
Proof. Since the term P is unavoidable, by Proposition 5.1, there exists a substitution ϕ on the
set occ(P ) such that ϕ(P ) is a subterm of the term Zk.
We shall use the method introduced by Zimin in [25]. Let ξ be a substitution on the set
{x1, x2, . . . , xn} such that ξ(xi) = xi+1x1. Then ξ(ϕ(P )) is a subterm of the term Zk+1. Let
v ∈ occ(P ). Clearly,
ξ
(
ϕ(v)
)≡ xlV x1 (V ∈ {x1, x2, . . . , xk+1}∗, 2 l  k + 1).
Let us define a substitution ϕ on the set occ(P ).
First consider the case when v ∈X ∪ U ∪Y . Put
ϕ(v)=
{
xlV x1 if v ∈X ,
xlV if v ∈ U,
x1xlV if v ∈ Y .
Also put Tp ≡ ϕ(XpuεpjpYp) (p = 1,2, . . . , s + 1).
Now suppose that v ≡wj ∈W .
Put ϕ(wj )=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
xlV x1 if Tj is empty or ends with the letter x1 and either Tj+1 begins with
some letter xt (t > 1) or Tj+1 is empty,
xlV if either Tj is empty or it ends with the letter x1 and Tj+1 begins with
the letter x1,
x1xlV x1 if Tj ends with the letter xm (m> 1) and Tj+1 begins with the letter
xt (t > 1) or Tj+1 is empty,
x1xlV if Tj ends with the letter xm (m> 1) and Tj+1 begins with the
letter x1.
It is easy to see that in all cases ϕ(P ) is a subterm of the term Zk+1.
Suppose that the term Q is not 4-layered with respect to the sets X ,U,Y and W . Then Q
contains at least one of the subterms
yu, ux, yx, xy, uz (x ∈X , u, z ∈ U, y ∈ Y).
So, ϕ(Q) contains one of the subterms
(1) yαuβ, (2) uαxβ, (3) yαxβ, (4) xαyβ, (5) uαzβ (1 α,β  k + 1),
where xα,uα, yα are the terminal letters of ϕ(x), respectively ϕ(u) and ϕ(y) and xβ,uβ (zβ), yβ
are the initial letters of the same terms.
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= x1 and xα ≡ yβ ≡ x1.
Therefore, ϕ(Q) must contain an occurrence of some word of the form xξxη (ξ, η > 1) in
cases (1), (2), (3), (5) and an occurrence of x21 in case (4). Then ϕ(Q) cannot be a subterm of the
term Zk+1 which contradicts the fact that Zk+1 is an isoterm relative to the variety .
Hence, the term Q is 4-layered with respect to X ,U,Y,W .
It is clear that
PX ≡ uα1Y1w1uα2Y2w2 . . . uαs Yswsuαs+1Ys+1.
Notice that P ≡ X1f (PX) where f is a substitution on the set occ(PX ) such that f (z) ≡ z if
z /∈W and f (wi) = wiXi+1 (i = 1,2, . . . , s). In particular, unavoidability of the term P yields
that the term PX is also unavoidable. Similarly, the term
(PU )Y ≡X1w1X2w2 . . .XswsXs+1
is unavoidable. Since the variables wi (i = 1,2, . . . , s) are non-repeated in P , the term
w1w2 . . .ws can be obtained from (PU )Y by a successive sequence of free deletions [2,25].
Taking into account that the sets of variables X ,U,Y,W are pairwise disjoint, the term PX can
be obtained from P by the same successive sequence of free deletions. Since the term Zr+1 is
an isoterm relative to the variety , by virtue of Lemma 4.3 from [14] we have that Zr+1 is an
isoterm relative to the identity PX =QX .
Similarly, Zr+1 is an isoterm relative to each of the identities PY = QY and (PX )Y =
(QX )Y .
At the same time,
(PX )Y ≡ uα1w1uα2w2 . . . uαswsuαs+1 , (QX )Y ≡ uβ1w1uβ2w2 . . . uβswsuβs+1 .
It evident that in the case when (PX )Y and (QX )Y are not graphically equal, some nontriv-
ial identity whose left-hand side is the term Zr+1 can be deduced from the identity (PX )Y =
(QX )Y . Thus, (PX )Y ≡ (QX )Y and the term Q has the form (5.6).
The lemma is proved. 
Let d, l and q be positive integers with d > 6l and q = d2.
In [14], Section 4 (also see [15]) Sapir, in fact constructed an infinite word
Ω = ai1ai2 . . . aik... (5.7)
over a finite alphabet
A = {a1, a2, . . . , aq}
satisfying the following properties:
Property I. Let  be a semigroup variety of axiomatic rank l and such that the term Zl+1 is an
isoterm relative to the variety . Then Ω is an isoterm relative to .
Property II. Let H be a finite subword of Ω , R is an arbitrary term depending  l variables and
σ is a substitution such that σ(R)≡H . Then the word R is unavoidable.
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Property III. Ω is uniformly recurrent.
Construction of the hyperword Ω uses specified type of endomorphism θ of the free semi-
group A+ such that some letter a ∈ A is a proper prefix of θ(a) (it is an example of an infinite
word generated by the so-called DOL system [13]), and for every letter b ∈ A, the length of the
word θ(b) equals d . Then in the sequence
a, θ(a), θ2(a), . . . , θn(a), . . .
every preceding term is a prefix of the next. It defines a hyperword whose prefix of length dn
is θn(a). The hyperword which is a “limit” of the sequence θn(a) is exactly equal to Ω . We
note that the DOL system introduced in [14] generates an infinite word, say Δ, over the alphabet
{aij (i, j = 1,2, . . . , d)} such that Δ is not uniformly recurrent, but is related to Ω as described
in Proposition 2.1. A hyperword Ω arises in Sapir’s DOL system if instead of a letter a11 that
occurs in Δ once, we start from the letter a ≡ a21.
Let SΩ be a Rees-factor semigroup with respect to Ω.
Remark 5.1. Semigroup SΩ has quadratic growth.
Indeed, let p be a positive integer, vi = θp(ai) (i = 1,2, . . . , q). Put
A(p) = θp(A)= {v1, v2, . . . , vq}.
Then for every number p, Ω can be written as a hyperword
Ω = vi1vi2 . . . vik . . .
over the alphabet A(p). Let m ∈ N and let p be a positive integer such that
dp m< dp+1.
Thus, every subword D of Ω with length m can be written in the form D ≡ MD1N (M,N ∈
A∗,D1 ∈ (A(p))∗) where D1 is a word in < d symbols from A(p), the word M ∈ is a suffix and
N is a prefix of some words vi and respectively vj from the set A(p). Since the alphabet A(p)
consists of q symbols, the word viD1vj can be chosen in less than 1+q+q2 +· · ·+qd+2 ways.
Clearly, if vi, vj and D1 are fixed than the word D is uniquely defined by its prefix M . Since
l(M)m, we get that the total number of subwords of length m occurring in the hyperword Ω
does not exceed q(q−1)2 m(1 + q + q2 + · · · + qd+2) < mqd+5. In particular, the semigroup SΩ
has at most quadratic growth. Since the hyperword Ω is square-free, by Bergman Gap Theorem
([9], Theorem 2.5) the semigroup SΩ has exactly quadratic growth.
Let {αk} be a monotone increasing sequence of positive integers and Ω be Sapir’s hyper-
word (5.7). Also let Ω({αk}, n) be a hyperword with respect to the triple (Ω, {αk}, n) and con-
struction of which was described in Section 4 (see the graphical equality (4.11)). Let W({αk}, n)
be a corresponding n-hyperword of the form (4.14). Let K(Ω,n) be a filter formed by all sub-
words of all possible hyperwords Ω({αk}, n). Also, let ψ be a substitution (4.12) on the set of
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the axiomatic rank of the variety .
Theorem 5.2. If the term Zr+1 is an isoterm relative to the variety , then every hyperword of
the type Ω({αk}, n) with n > 2r also is an isoterm relative to . In particular, the filter K(Ω,n)
is free relative to the variety .
Proof. Suppose a contrary. Since Ω is an isoterm relative to the variety , there exists an infinite
word Ω({αk}, n) which is not a ψ -isoterm (in the sense of Definition 4.1) relative to the variety .
Then, by Lemma 4.2 there exist the terms P,Q over some alphabet consisting of  r variables
and a substitution σ1 on the set occ(P ) such that the following conditions hold:
(i) P =Q is an identity holding in .
(ii) The term σ1(P ) is a subterm of the hyperword Ω({αk}, n) and ψ(σ1(P )) is a subterm of
the hyperword W({αk}, n).
(iii) The terms ψ(σ1(P )) and ψ(σ1(Q)) are not graphically equal.
Let χ be a substitution introduced in Remark 4.2. Then χ(Ω({αk}, n)) ≡ Ω. In particular,
χ(σ1(P )) is a subword of the hyperword Ω and applying Property I of the hyperword Ω , we
also get
χ
(
σ1(P )
)≡ χ(σ1(Q)). (5.8)
As above, let W = {w1,w2, . . . ,ws} be the set of all non-repeated variables of the term P .
Then the terms P and Q can be written in the forms
P ≡ P1w1P2w2 . . . PswsPs+1
and
Q≡Q1wi1Q2wi2 . . .QtwitQt+1.
By Property II of the hyperword Ω , the term P is unavoidable. We note that since the term Zr+1
is an isoterm relative to , condition (i) implies that the term Q is also unavoidable. In view of
Lemma 5.1, the projections w1w2 . . .ws and wi1wi2 . . .wit of the words P and Q on the alphabet
W are graphically equal. Since σ1(P ) is not graphically equal to σ1(Q), we get that there exists
an integer k (1 k  s + 1) such that σ1(Pk) is not graphically equal to σ1(Qk).
Combining the conditions (i)–(iii) formulated above and Lemma 3.11, we get that the alphabet
occ(P ) is a disjoint union of 4 subsets R1 =X , R2 = U , R3 = Y , W such that
Pj ≡Xjuαj Yj (Xj ∈X ∗, uαj ∈ U∗, Yj ∈ Y∗; j = 1,2, . . . , s + 1) (5.9)
and if uαj is empty then at least one of the terms Xj ,Yj is such. At the same time, by Lemma 5.2,
every subterm Qj of Q has similar form
Qj ≡X′j uαj Y ′j
(
X′j ∈X ∗, uαj ∈ U∗, Y ′j ∈ Y∗, j = 1,2, . . . , s + 1
)
. (5.10)
Since the terms σ1(Pk) and σ1(Qk) are not graphically equal, we get that the words σ1(Xk)
and σ1(X′ ) are not graphically equal or the words σ1(Yk) and σ1(Y ′) are not graphically equal.k k
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Proposition 5.4. In the graphical equalities (5.9) and (5.10)
χ
(
σ1(Pj )
)≡ χ(σ1(Qj )) (j = 1,2, . . . , s + 1).
Proof. For any word K over the alphabet occ(P ) put K ≡ χ(σ1(K)).
Clearly, the identity P = Q holds on the variety  and since P , Q are subwords of the
hyperword Ω , by Property I, we have that P ≡ Q. In view of Lemma 5.1, the last graphical
equality can be rewritten in the form
P ≡ P 1w1P 2w2 . . . P swsP s+1 ≡Q1w1Q2w2 . . .QswsQs+1 ≡Q. (5.11)
By Property III, the hyperword Ω is uniformly recurrent. Therefore, Ω contains infinitely
many occurrences of each own subword. In, particular, Ω contains a subword of the type
M̂ ≡ P 1ŵ1P 2ŵ2 . . . P sŵsP s+1,
where
l(ŵj ) > l(P ) (j = 1,2, . . . , s). (5.12)
Let σ2 be a substitution on the set occ(P ), such that for any variable c ∈ occ(P ),
σ2(c)= σ1(c)
{
σ1(c) if c /∈W,
ĉ if c ∈W .
Then
σ2(P ) ≡ M̂ = Q1ŵ1Q2ŵ2 . . .QsŵsQs+1 ≡ σ2(Q)
is the identity holding in the variety . At the same time, since M̂ is a subword of Ω , by Prop-
erty I, σ2(P )≡ σ2(Q).
Now let us assume that the statement of our lemma is false and let q (1  q  s + 1) be
a minimal positive integer such that the terms Pq and Qq are not graphically equal. In view
of graphical equality (5.11) we get that l(P q) 
= l(Qq). At the same time, by (5.12) we have
that l(ŵq) > l(P q), l(Qq) and at least one of the words Pqŵq or Qqŵq cannot be square free.
Clearly, Pqŵq and Qqŵq are subwords of the hyperword Ω . Hence, Ω cannot be a square-free.
This contradicts Property II.
The proposition is proved. 
The next proposition is a generalization of the previous one.
Proposition 5.5. In the graphical equalities (5.9) and (5.10)
χ
(
σ1(Xj )
)≡ χ(σ1(X′j )), χ(σ1(Yj ))≡ χ(σ1(Y ′j )) (j = 1,2, . . . , s + 1). (5.13)
Proof. As before, let PX ≡ uα1Y1w1uα2Y2w2 . . . uαs Yswsuαs+1Ys+1 and QX ≡ uα1Y1w1uα2
Y2w2 . . . uαs Yswsuαs+1Ys+1 be the terms obtaining from P and, respectively, Q by deleting
all occurrences of the letters from X . It was shown in the process of the proof of Lemma 5.2
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Zr+1 is an isoterm relative to the identity PX = QX . Applying Remark 4.2, Proposition 5.4
and the graphical equalities (5.9) and (5.10) for the identity PX = QX we obtain that for
any substitution σ˜ such that σ˜ (PX) is a subword of the hyperword Ω({αk}, n) the equalities
χ(˜σ (uαj Yj )) ≡ χ(˜σ (uαj Y ′j )) (j = 1,2, . . . , s + 1) are hold. Therefore, χ(˜σ (Yj )) ≡ χ(˜σ (Y ′j ))
for j = 1,2, . . . , s + 1. Using a mapping f introduced in the proof of Lemma 5.2 we may
choose the substitution σ˜ such a way that its restriction on the set Y is the substitution σ1. Then
the equalities χ(σ1(Yj ))≡ χ(σ1(Y ′j )) (j = 1,2, . . . , s+1) are hold. Again using Proposition 5.4
and the equality (5.10) we get that the equalities χ(σ1(Xj )) ≡ χ(σ1(X′j )) are also hold.
The proposition is proved. 
Now let us complete the proof of Theorem 5.2.
It follows from the condition (iii) that there exists the minimal number ν (1 ν  s + 1) such
that in (5.9), (5.10) ψ(σ1(Pν)) 
=ψ(σ1(Qν)). At the same time, by Proposition 5.4 χ(σ1(Pν))≡
χ(σ1(Qν)). Let E be the maximal common prefix of the words ψ(σ1(Pν)) and ψ(σ1(Qν)).
Since ψ(σ1(P )) is a subterm of the n-hyperword W({αk}, n) without loss of generality we may
consider the following cases:
(1) ψ(σ1(Pν))≡ExλD, ψ(σ1(Qν))≡ExμD′ (λ 
= μ),
(2) ψ(σ1(Pν))≡ExλD, ψ(σ1(Qν))≡EuμD′,
(3) ψ(σ1(Pν))≡EuλD, ψ(σ1(Qν))≡ExμD′,
(4) ψ(σ1(Pν))≡EuλD, ψ(σ1(Qν))≡EuμD′ (λ 
= μ),
where (1 λ,μ n).
Let us consider the binary relations ρ and ≺∗ (see Definitions 3.5, 3.6) with respect to the
term ψ(σ1(P )). Suppose that the variables λ and μ are comparable under ρ . Let
ϑ = inf{λ,μ}.
Let U = {z ∈ occ(P ) \ W: ψ(σ(z)) contains an occurrence of the letter uϑ },
X = {z ∈ occ(P ) \ W: (∀u ∈ U) (z ≺∗ u)} and let Y = occ(P ) \ {X ∪ U}. By virtue of
Lemma 3.11 the term P is 4-layered with respect to the subsets R1 = X , R2 = U , R3 = Y,W
of occ(P ). By Lemma 5.2 we obtain that the term Q has the same property and if one of the
blocks Pν or Qν contains an occurrence of the letter z such that ψ(σ(z)) is a term depending on
the variable uϑ then the other block is such.
Suppose that μ ≺ρ λ. If the term ψ(σ(Pν)) does not contain a variable uϑ ≡ uμ, then ev-
ery variable from the set occ(Pν) must belong to the set Y . Using Lemma 5.2 we obtain that
occ(Qν) ⊆ Y . At the same time the term Qμ contains an occurrence of a variable z such that
ψ(σ(z)) contains a letter xμ or uμ. Since μ ≺ λ, we get z ∈ X ∪ U . Thus, z ∈ (X ∪ U) ∩ Y
contradicting the fact that X ∪ U and Y are disjoint subsets of occ(P ). If ψ(σ(Pν)) contains a
variable uμ, then clearly, uμ ∈ occ(E) and ψ(σ(Pν)) ≡ XuμY. Since E is the subterm of the
term ψ(σ(Qν)), by Lemma 5.2 ψ(σ(Qν))≡X′uμY ′. At the same time, the term ψ(σ(Qν)) has
a prefix either Exμ or Euμ. Then the term Y ′ must contain an occurrence at least one of the
letters xμ or uμ. It is easy to see that this contradicts the equalities X ∩Y = U ∩Y = ∅.
Suppose that λ ≺ρ μ. Then ϑ = λ and either Exμ or Euμ is a prefix of the term ψ(σ(Qν)).
It is evident that any variable z ∈ occ(Pν) such that ψ(σ(z)) is a subword of E belongs to the
set X . At the same time, in the case when ψ(σ(z)) contains a suffix of Exμ or Euμ, clearly
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contradicts Lemma 5.2.
Consider the case when λ = μ. If ψ(σ(Pν)) ≡ ExϑD, then ψ(σ(Qν)) ≡ EuϑD′ and there
exists a variable z ∈ occ(Qν) such that ψ(σ(z)) contains an occurrence of the letter uϑ . As we
noted above, this yields that z ∈ occ(Pν) and the word ψ(σ(Pν)) also can be represented in
the form ψ(σ(Pν)) ≡ KuϑM where the word K has the prefix E. It is also clear that l(E) <
l(K). Then Pν ≡ XνzYν , Qν ≡ X′νzY ′ν where Xν , X′ν ∈X , z ∈ U , Yν,Yν ∈ Y . At the same time,
l(χ(σ (Xν))) = l(ψ(σ (Xν))) > l(ψ(σ (X′ν))) = l(χ(σ (X′ν))). This contradicts Proposition 5.6.
The case when ψ(σ(Pν))≡EuϑD, ψ(σ(Qν))≡ExϑD′ is similar.
If the numbers λ and μ are uncomparable under ρ , then according to Lemma 3.11, we can
choose the sets X ,U,Y so that any variable z ∈ occ(Pν) containing occurrences of xλ or uλ
belongs to the set X ∪ U and, at the same time, occ(Q) ⊆ Y . This contradicts Lemma 5.2.
Hence, the terms ψ(σ(P )) and ψ(σ(Q)) must be graphically equal and the condition (iii)
formulated at the beginning of the proof of Theorem 5.2 does not hold.
Theorem 5.2 is proved. 
Now we can complete the proof of Theorem 5.1 formulated at the beginning of this section.
Let Ω be Sapir’s hyperword (5.7). Following the notations introduced in Section 4, let
K(Ω,n) be the filter generated by of all hyperwords of type Ω({αk}, n) and let M(Ω,n) ⊂
K(Ω,n) be the filter generated by those hyperwords for which W({αk}, n) is an n-hyperword
of Fibonacci type. Let Π(Ω,n) and Π˜(Ω,n) be the Rees-factor semigroups with respect to the
filters K(Ω,n) and M(Ω,n). By Theorem 5.2, the filter K(Ω,n) is free relative to the variety
 and so, Π(Ω,n), Π˜(Ω,n) ∈ .
Applying Proposition 4.2 we obtain that
[
2
√
m
]

[
gΠ(Ω,n)(m)
]
.
At the same time, combining Corollary 4.1 and Remark 5.1 we get
[gΠ(Ω,n)]
[
2
√
m
][gSΩ ] [2√m][m2]= [2√m].
Therefore,
[gΠ(Ω,n)] =
[
2
√
m
]
.
Using similar arguments we obtain that
[
e0.25 ln m
]≺ [gΠ˜(Ω,n)(m)]≺ [e2.1 ln m].
Hence, the variety  contains semigroups Π(Ω,n), Π˜(Ω,n) whose growths satisfy the con-
ditions formulated in Theorem 5.1
Theorem 5.1 is proved.
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In the previous sections, we proved that if a nonperiodic semigroup variety  can be defined
by a system of identities depending on r or fewer variables and it does not contain semigroups
of intermediate growth, then  satisfies nontrivial identities of the types
Zr+1 =W (6.1)
and
Vγ,t ≡ xγ uyγw1xγ uyγw2 . . . xγ uyγwt−1xγ uyγwtxγ uyγ = V (t  r). (6.2)
Here are main goal is to prove
Theorem 6.1. If the identities (6.1) and (6.2) hold in the variety  then every f.g. semigroup in 
has polynomial growth. Furthermore, every f.g. -semigroup has a bounded height in the sense
of Shirshov.
Proof. Let S ∈  be a semigroup with a finite generating set A.
Lemma 6.1. Suppose a nontrivial identity of the type
P ≡ xiyxi =Q (6.3)
holds in . Also, let T1, T2 ∈ A+ and
T1T2 
= T2T1
in A+. Then for any positive integer ξ  2i, the word
T
ξ
1 T2T
ξ
1
is shortlex-reducible relative to the semigroup S.
Proof. First note, that since the identity (6.3) is homogeneous, it has the form
xiyxi = xδyxγ (δ + γ = 2i, δ 
= γ ). (6.4)
Since the words T1 and T2 are not commute in A+, either T1T2 ≺ T2T1 or T2T1 ≺ T1T2.
First assume that
T1T2 ≺ T2T1. (6.5)
Using the identity (6.4) we get (T1)iT2(T1)i = (T1)δT2(T1)γ and so,
T
ξ
1 T2T
ξ
1 = T ξ−i+δ1 T2T ξ−i+γ1 ≡Q
in the semigroup S.
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T
ξ
1 T2T
ξ
1 ≡ (T1)ξ−δ(T1)δT2(T1)γ (T1)ξ−γ and in view of the identity (6.4)
T
ξ
1 T2T
ξ
1 = T ξ−δ+i1 T2T ξ−γ+i1 ≡ Q.
Taking into account the inequality ξ − δ + i > ξ and (6.5), we obtain that
Q≺ T ξ1 T2T ξ1 .
The case when T2T1 ≺ T1T2 is analogous.
The lemma is proved. 
We shall need the following result of the paper [20].
Proposition 6.1. Let S be a semigroup with a finite set A of generators satisfying the nontrivial
identity (6.1). Then there exists a finite set of primitive words
T = {T1, . . . , Tμ} ⊂ A+ (6.6)
with the following property: For any integer δ > 0 there exists a number g(δ) such that every
shortlex-reduced relative to S word K ∈ A+ with l(K) > g(δ) contains a subword which is the
δth power of some element from T .
In particular, if η = max{l(Tν): (ν = 1,2, . . . ,μ)} and δ ∈ N, then every word H ∈ A+ whose
length is sufficiently large and which is shortlex-reduced relative to S can be represented in the
form
H ≡G1(Tj1)γ1G2(Tj2)γ2G3(Tj3)γ3 . . .Gλ(Tjλ)γλGλ+1, (6.7)
where γ1, γ2, . . . , γλ  δ, l(Gq) g(δ), Tjq ∈ T with
l(Tjq ) η (6.8)
for q = 1,2, . . . , λ+ 1.
Definition 6.1. The words T1, . . . , Tμ from the set (6.6) will be called T -words.
Lemma 6.2. Let S be a f.g. semigroup satisfying homogeneous nontrivial identities (6.1) and
xiyxi = V. (6.9)
Then S has a bounded height in the sense of Shirshov. In particular, the growth of S is poly-
nomial.
Proof. Let H ∈ A+ be a word whose length is sufficiently large and which is shortlex-reduced
relative to the semigroup S. Without loss of generality we may also assume that on the right-hand
side of the graphical equality (6.7), Gα is not a power of Tjα for α = 1,2, . . . , λ.
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right-hand side of graphical representation (6.7) Tjq ≡ Tjβ for some distinct positive integers q
and β = q + s. Then H contains a subterm
H ≡ (Tjq )γqGq+1(Tjq+1)γq+1 . . .Gjβ (Tjq )γβ .
Clearly,
H ≡ (Tjq)2iG(Tjq)2i
(
G ∈ A+).
Since H is shortlex-reduced, relative to S, the term H is such. Now using Lemma 6.1, we obtain
that GTjq ≡ TjqG and since the word Tjq is primitive, G is some power of the word Tjq . This
contradicts our assumption made above.
Thus, in the right-hand side of (6.7)
λ μ. (6.10)
Let η = max{g(2i), η} and let M be the set of all primitive words over the alphabet A of length
 η. Combining the graphical representation (6.7) and the inequalities (6.8), (6.10), we get that
every word H which is shortlex-reduced relative to semigroup S has a bounded height  2μ+ 1
relative to the set T ∪M.
The lemma is proved. 
Lemma 6.3. Let S be a f.g. semigroup satisfying a homogeneous identity of the type
D ≡D1p1D2 . . . pk−1DkpkDk+1 =Q1p1Q2p2 . . .QkpkQk+1 ≡Q (6.11)
where Ds,Qs (s = 1,2, . . . , k + 1) are the terms depending on the variables x1, x2, . . . , xl
and the variables p1,p2, . . . , pk are non-repeated. Let xi,pj , p˜j ∈ S (i = 1,2, . . . , l; j =
1,2, . . . , k).
Also, let
Ds = Sub
[
x1 x2 . . . xl
x1 x2 . . . xl
]
(Ds), Qs = Sub
[
x1 x2 . . . xl
x1 x2 . . . xl
]
(Qs)
for s = 1,2, . . . , k + 1. Put
D ≡ Sub
[
x1 x2 . . . xl p1 p2 . . . pk
x1 x2 . . . xl p1 p2 . . . pk
]
(D),
and
D˜ ≡ Sub
[
x1 x2 . . . xl p1 p2 . . . pk
x1 x2 . . . xl p˜1 p˜2 . . . p˜k
]
(D).
Suppose that l(Dλ)= l(Qλ) and Qλ ≺Dλ for some λ (1 λ k+ 1). Then for every R ∈ S,
the word N ≡DRD˜ is shortlex-reducible relative to the semigroup S.
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N ≡ (D1p1D2p2 . . .DkpkDk+1)R(D1p˜1D2p˜2 . . .Dkp˜kDk+1). (6.12)
Applying twice on the right-hand side of (6.12) the identity (6.11) for the terms D and D˜ we
obtain
N = (Q1p1Q2p2 . . .QkpkQk+1)R(Q1p˜1Q2p˜2 . . .Qk−1p˜k−1Qkp˜kQk+1)≡N1.
Clearly,
N1 ≡
(
Q1p1Q2p2 . . .Qλ−1(pλ−1QλB)Qλp˜λQλ+1p˜λ+1 . . .Qkp˜kQk+1
)
for some B ∈ S. Again, applying the identity (6.11) for xi = xi (i = 1,2, . . . , l), pi = pi (i <
λ − 1), pi = p˜i (λ  i  k) and also replacing pλ−1 with the word pλ−1QλB , we obtain the
equality
N1 =
(
D1p1D2p2 . . .Dλ−1(pλ−1QλB)Dλp˜λDλ+1p˜λ+1 . . .Dkp˜kDk+1
)≡G. (6.13)
Let us use the graphical equalities (6.12) and (6.13) in order to compare the words N and G.
They have common beginning F ≡ D1p1D2p2 . . .Dλ−1pλ−1. At the same time, N has a prefix
FDλ and G has a prefix FQλ. It follows from the conditions of our lemma that l(FDλ) =
l(FQλ) and FQλ ≺ FDλ. Therefore, G ≺ N . This shows that the word N is shortlex-reducible
relative to the semigroup S and contradicts our assumption.
The lemma is proved. 
Let Π1 be a free commutative semigroup over the alphabet {x, y,u}. The next lemma follows
directly from Lemmas 3.6 and 3.7.
Lemma 6.4. If the term xiyxi is an isoterm relative to the variety  for any positive integer i
then the identity (6.2) has a form
Vγ,t ≡ xγ uyγw1xγ uyγw2 . . . xγ uyγwtxγ uyγ =G1w1G2w2 . . .GtwtGt+1 ≡ V (6.14)
where the words G1,G2, . . . ,Gt+1 are terms of the variables x, y,u which are equal to the
word xγ uyγ in the semigroup Π1. In other words lx(Gi) = ly(Gi) = γ and lu(Gi) = 1 (i =
1,2, . . . , t + 1).
Remark 6.1. Lemma 6.2 shows that in order to prove Theorem 6.1 it suffices to consider only
the case when the term xiyxi is an isoterm relative to  for any positive integer i. This is
equivalent to the fact that the basic identities (6.1), (6.2) are special in the sense of Definition 3.8.
In particular, the identity (6.2) has the form (6.14).
Remark 6.2. We note that every word g which is equal to xγ uyγ in the semigroup Π1 has one
of the following forms:
(1) g ≡ xαuyδxR (0 < α < γ,0 < δ  γ ),
(2) g ≡ xαuxβyδR (0 < α < γ,β > 0,0 < δ  γ ),
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(4) g ≡ uyδxR (0 < δ  γ ),
(5) g ≡ uxαR (0 < α  γ )
where in all cases R ∈ {x, y,u}∗.
Lemma 6.5. As above, let  be a nonperiodic semigroup variety satisfying the identities (6.1),
(6.2) and such that the terms of the type xiyxi are isoterms relative to . Let S ∈  be a semi-
group with a finite set A of generators. Also let T ∈ A+ be a primitive word with l(T ) > 1. Then
T L is shortlex-reducible relative to S for all sufficiently large positive integers L.
Proof. Since the word T is primitive and l(T ) > 1, the word T must contain occurrences at least
two different letters from the alphabet A.
Consider the hyperword
T∞ ≡ T T T T . . . T . . . .
Let T1 be a word which is a cyclic shift of T in A+, and at the same time T and T1 begin with
different letters. Then the words T and T1 are not graphically equal, and furthermore, they do not
commute in the free semigroup A+. Let k be a positive integer. Clearly, if L is sufficiently large,
there exists a word U ∈ A+ such that T L contains more than k non-overlapping and non-adjacent
occurrences of the subword T γU(T1)γ . In particular,
T L ≡K(T γUT γ1 )C1(T γUT γ1 )C2 . . . (T γUT γ1 )Ck(T γUT γ1 )N (6.15)
for some words K,N and Ci (i = 1,2, . . . , k) over the alphabet A. Since T L is a subword of the
hyperword T∞, the words U and T have the same initial letter and the terminal letter of U is a
terminal letter of T1.
By Remark 6.1, the identity (6.2) has a form (6.14). Now put k = t . Applying the iden-
tity (6.14) in the right-hand side of (6.15) for x = T , u = U , y = T1, wi = Ci (i = 1,2, . . . , t)
we get the equality of the form
T L =K(G1)C1(G2)C2 . . . (Gt )Ct (Gt+1)N (Gi ∈ A+, i = 1,2, . . . , t + 1) (6.16)
holding in S. In view of Remark 6.2, Gi = T γUT γ1 in a semigroup Π1 and therefore, every word
Gi has one of the following forms:
(1) Gi ≡ T αiUT δi1 T Ri (0 < αi < γ, δi > 0),
(2) Gi ≡ T αiUT βi T δi1 Ri (0 < αi < γ, βi > 0, δi > 0),
(3) Gi ≡ T αi T δi1 Ri (0 αi  γ, δi > 0),
(4) Gi ≡UT δi1 T Ri (δi > 0),
(5) Gi ≡UT αiRi (αi > 0).
At the same time, by the choice of L, we can represent the word T L as
T L ≡K1
(
T
γ
1 ET
γ
)
W1
(
T
γ
1 ET
γ
)
W2 . . .
(
T
γ
1 ET
γ
)
Wt
(
T
γ
1 ET
γ
)
N1 (6.17)
where K1,N1,E,Wj ∈ A+ (j = 1,2, . . . , t).
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Wi (i = 1,2, . . . , t + 1) we obtain that the equality of the form
T L =K1
(
G′1
)
W1
(
G′2
)
W2
(
G′3
)
. . .Wt−1
(
G′t
)
Wt
(
G′t+1
)
N1(
G′i ∈ A+, i = 1,2, . . . , t + 1
)
, (6.18)
where
G′i ≡
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
T
αi
1 ET
δi T1R
′
i in case (1)
T
αi
1 ET
βi
1 T
δiR′i in case (2)
T
αi
1 T
δiR′i in case (3)
ET δi T1R
′
i in case (4)
ET
αi
1 R
′
i in case (5)
⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
, (6.19)
holds in S.
Put for simplicity on the right-hand sides of graphical equalities (6.15) and (6.17),
T γUT
γ
1 ≡ F
and, respectively, (
T
γ
1 ET
γ
)≡ F ′.
Now suppose that in (6.16) Gλ ≺ F for some λ (1 λ t + 1). Then the term T 2L+1 which
contains 2(t + 1) non-overlapping and non-adjacent occurrences of F , satisfies the conditions of
Lemma 6.3 for D1 ≡ D2 ≡ · · · ≡ Dk ≡ Dk+1 ≡ F , pi = p˜i ≡ Ci (i = 1,2, . . . , t) and R ≡ T .
Hence, T 2L+1 is shortlex-reducible relative to the semigroup S.
Similarly, if in (6.17), (6.18), G′λ ≺ F ′ for some λ, then the term T 2L+1 also cannot be
shortlex-reduced relative to S.
Therefore, in order to prove the statement of our lemma it suffices to show that Gλ ≺ F or
G′λ ≺ F ′ for some number λ such that 1 λ t + 1. Without loss of generality we may assume
that
T ≺ T1.
Since T and T1 are primitive words, the graphical equalities (6.15), (6.17) yield that F and F ′
are prefixes of the hyperwords T∞ and respectively (T1)∞.
Case (1). Put Ai ≡ T αiUT δi1 T and Bi ≡ T αiUT δi+11 . It is clear that Ai is a prefix of the word
Gi and Ai ≺ Bi . Since Bi is a subword of the word T∞, it is a prefix of T∞ and so, Bi is a prefix
of the word F . Since l(Ai)= l(Bi), we get that Gi ≺ F .
Case (2). Put Ai ≡ T αiUT , Bi ≡ T αiUT1. Clearly, as in the previous case, Ai is the prefix of
the word Gi and Ai ≺ Bi . On the other hand, Bi is a prefix of the hyperword T∞ and thus, Bi is
a prefix of the word F . Therefore, Gi ≺ F .
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F ′. At the same time, in view of (6.19) G′i has the prefix T αi1 T . Since l(T ) = l(T1) and T ≺ T1,
we have that T αi1 T ≺ (T1)αi+1. Then G′i ≺ F ′.
Case (4). Since T is a primitive word and T UT1 is a subword of the hyperword T∞, then
U(T1)δi+1 is a prefix of the hyperword T∞ and so U(T1)δi+1 is a prefix of the word T γU(T1)γ .
Since, T ≺ T1, we get UT δi1 T ≺U(T1)δi+1. Therefore, Gi ≡U(T1)δi T R ≺ T γU(T1)γ ≡ F .
Case (5). Since the word UT1 is a prefix of the hyperword (T )∞ and UT ≺ UT1, we have that
Gi ≡UT αiR ≺ F .
The lemma is proved. 
As above, let S ∈  be a f.g. semigroup with a finite set A of generators. By Proposition 6.1,
there exists a finite set T of words (6.6) such that every word H ∈ A+ which is shortlex-reduced
relative to S and whose length is sufficiently large can be represented in the form (6.7).
Applying Lemma 6.5 we immediately obtain
Corollary 6.1. Let a semigroup S satisfy the identities (6.1), (6.2) and let, in addition, the terms
of the form xiyxi be isoterms relative to S. Suppose the word H is shortlex-reduced relative to S
and on the right-hand side of the graphical representation (6.7) the numbers γ1, γ2, . . . , γλ are
sufficiently large. Then in (6.7)
l(Tj1)= l(Tj2)= · · · = l(Tjλ)= 1.
Lemma 6.6. Let  be a semigroup variety satisfying the special identities (6.1), (6.2). Also, let
S ∈  be a semigroup with a finite set A of generators. Suppose that K ∈ A+ and X and U are
subwords of the word K that do not commute in the free semigroup A+. If K contains t + 1
non-overlapping and non-adjacent occurrences of the word (X)4γ U(X)4γ , then K is shortlex-
reducible relative to S.
Proof. Put A≡ (X)4γ U(X)4γ . Clearly, it is suffices to consider the case when
K ≡AW1AW2 . . .AWtA (6.20)
where Wj ∈ A+ for j = 1,2, . . . , t . Putting in (6.2) x = y and replacing γ with 2γ , we obtain a
new nontrivial identity, say V ′2γ,t = V ′, holding in the variety . By Remark 6.1, it can be written
in the form
V ′2γ,t ≡ (x)2γ u(x)2γ w1(x)2γ u(x)2γ w2 . . . (x)2γ u(x)2γ wt (x)2γ u(x)2γ
= (x)γ1u(x)γ2w1(x)γ3u(x)γ4w2 . . . (x)γ2t−1u(x)γ2t wt (x)γ2t+1u(x)γ2t+2
≡ V ′, (6.21)
where
γ2i−1 + γ2i = 4γ (i = 1,2, . . . , t + 1)
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= 2γ for some j (1 j  t + 1). Let
k = min{j : γ2j−1, γ2j 
= 2γ }.
Put
B ≡ (x)2γ u(x)2γ w1(x)2γ u(x)2γ w2 . . . (x)2γ u(x)2γ wk−1.
Then in (6.21)
V ′2γ,t ≡ Bx2γ ux2γ C, V ′ ≡ Bxγ2k−1yxγ2kD (6.22)
for some terms C and D. Replacing in (6.21) every non-repeated variable wi with x2γ wix2γ for
i = 1,2, . . . , t and multiplying both sides of (6.21) by x2γ from the right and from the left, we
obtain the identity
M ≡ (x)4γ u(x)4γ w1(x)4γ u(x)4γ w2 . . . (x)4γ u(x)4γ wt (x)4γ u(x)4γ
= (x)2γ+γ1u(x)γ2+2γ w1(x)2γ+γ3u(x)γ4+2γ w2 · . . .
· (x)2γ+γ2t−1u(x)γ2t+2γ wt (x)2γ+γ2t+1u(x)γ2t+2+2γ ≡N (6.23)
which S satisfies. It follows from the graphical equalities (6.22), that there exists a term B1 (may
be empty) such that
M ≡ B1x4γ ux4γM1, N ≡ B1x2γ+γ2k−1ux2γ+γ2kN1 (2γ 
= γ2k−1, γ2k < 4γ ). (6.24)
At the same time, since in the right-hand side of identity (6.21) γ2i−1, γ2i < 4γ for 1  i 
t + 1, the transformation of the type
M ≡X1V ′′X2 →X1V ′′2γ,tX2
where
V ′′ ≡ Sub
[
x u w1 w2 . . . wt
x u x4γ−γ2w1x4γ−γ3 x4γ−γ4w2x4γ−γ5 x4γ−γ2t wtx4γ−γ2t+1
]
(V ′)
and
V ′′2γ,t ≡ Sub
[
x u w1 w2 . . . wt
x u x4γ−γ2w1x4γ−γ3 x4γ−γ4w2x4γ−γ5 x4γ−γ2t wtx4γ−γ2t+1
](
V ′2γ,t
)
is also applicable to the term M , and, therefore, the identity of the form
M = B1x4γ+(2γ−γ2k−1)ux4γ+(2γ−γ2k)wkx4γ+(2γ−γ2k+1)ux4γ+(2γ−γ2k+2)wk+1 · . . .
· x6γ−γ2t−1ux6γ−γ2tt wtx6γ−γ2t+1ux6γ−γ2t+2 ≡M2 (6.25)
holds in S. Let W1,W2, . . . ,Wt be an arbitrary words over the alphabet A.
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Ẑ = Sub
[
x u w1 w2 . . . wt
X U W1 W2 . . . Wt
]
(Z).
As above, let M be the term from the left-hand side of (6.23) and let K be a word (6.20).
Clearly, K ≡ M̂ .
Using identity (6.23) and graphical equalities (6.24) we obtain that
K ≡ M̂ = B̂1
(
X4γ UX4γ
)
M̂1 = B̂1
(
X2γ+γ2k−1UX2γ +γ2k
)
N̂1 ≡ N̂ . (6.26)
At the same time, applying the identity (6.25) to the right-hand side of (6.26) we obtain
K = B̂1X6γ−γ2k−1UX6γ−γ2kR
(
R ∈ A+). (6.27)
Since the terms X and U do not commute in a free semigroup A+, we have that either XU ≺UX
or UX ≺XU .
It is easy to see that X2γ+γ2k−1UX2γ+γ2k ≺ X4γ UX4γ if UX ≺ XU and γ2k−1 < 2γ , or
XU ≺ UX and γ2k−1 > 2γ . Similarly, X6γ−γ2k−1UX6γ −γ2k ≺ X4γ UX4γ if UX ≺ XU and
γ2k−1 > 2γ , or XU ≺UX and γ2k−1 < 2γ . This shows that in (6.26) and (6.27) either(
X2γ+γ2k−1UX2γ +γ2k
)≺X4γ UX4γ
or
X6γ−γ2k−1UX6γ−γ2k ≺ (X4γ UX4γ ).
Since B̂1(X4γ UX4γ ) is the prefix of K , we have that K is shortlex-reducible relative to the
semigroup S.
The lemma is proved. 
Again, let  be a nonperiodic semigroup variety satisfying the identities (6.1) and (6.2). By
Remark 6.1 we assume that any term of the form xiyxi is an isoterm relative to . Then, by
Lemma 6.4 the right-hand side of the identity (6.2) has the form
G1(x,u, y)w1G2(x,u, y)w2 . . .Gt (x,u, y)wtGt+1(x,u, y)≡ V, (6.28)
where Gi(x,u, y) is a term depending on the variables, x,u, y such that
lx(Gi)= ly(Gi)= γ, lu(Gi)= 1 (i = 1,2, . . . , t + 1).
An inspection of cases (1)–(5) from Remark 6.2 shows that for every term Gi there exists a
nonnegative integer θi such that Gi has a prefix of the type either xγ−θi u (in cases (1), (2), (4),
(5)) or xγ−θi y (in case (3)).
Definition 6.2. The identity (6.2) is called an identity of type A1 if in (6.28) Gi(x,u, y) ≡
xγ−θi uRi (0 θi  γ, i = 1,2, . . . , t + 1). Otherwise the identity (6.2) is said to be an identity
of the type A2.
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let the identity (6.2) have type A2. Then every word over the alphabet A which contains at least
2(t +1) non-overlapping and non-adjacent occurrences of the word (ci)2γ U(cj )2γ where i > j ,
is shortlex-reducible relative to S.
Proof. Indeed, changing in both sides of (6.2) x to x2 and y to y2 we obtain that the semigroup
S satisfies the identity of the form
V2γ,t ≡ x2γ uy2γ w1x2γ uy2γ w2 . . . x2γ uy2γ wtx2γ uy2γ = F1w1F2w2 . . . FtwtFt+1. (6.29)
By the condition of our lemma, there exists a number q (1 q  t +1) such that on the left-hand
side of the identity (6.28)
Gq ≡ xγ−θq yRq(x, y,u) (0 θq  γ ) (6.30)
and so,
Fq ≡ x2γ−2θq y2Rq
(
x2, y2, u
)
.
Let
H ≡ (ci)2γ U(cj )2γ (i > j)
and let K ∈ A+ be a word containing 2t + 2 non-overlapping and non-adjacent occurrences of
H . Then K has a subword of the form
N ≡MRM1
(
R ∈ A+), (6.31)
where
M ≡HP1HP2 . . .HPtH, (6.32)
M1 =HP˜1HP˜2 . . .H P˜tH (6.33)
for some words P1,P2, . . . ,Pt ; P˜1, . . . , P˜t ∈ A+.
Put U ≡ cγi Ucγj . Clearly, H ≡ cγi Ucγj . The inspection of the identity (6.2) shows that
M ≡ Sub
[
x y u w1 . . . wt
ci cj U P1 . . . Pt
]
(Vγ,t ) (6.34)
and
M1 ≡ Sub
[
x y u w1 . . . wt
ci cj U P˜1 . . . P˜t
]
(Vγ,t ). (6.35)
As before, let V be a right-hand side of the identity (6.2) and
V ≡ Sub
[
x y u w1 . . . wt
c c U P . . . P
]
(V ). (6.36)i j 1 t
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M = V (6.37)
in S. It follows from (6.28) that we can rewrite the right-hand side of the last equality in the form:
V ≡ G1(ci,U, cj )P1G2(ci,U, cj )P2 . . .Gt (ci,U, cj )PtGt+1(ci,U, cj ). (6.38)
Combining (6.32), (6.37) and (6.38) we obtain
HP1HP2 . . .HPtH
=G1(ci,U, cj )P1G2(ci,U, cj )P2 . . .Gt (ci,U, cj )PtGt+1(ci,U, cj ). (6.39)
At the same time, in view of (6.30) we have that
Gq(xi,U,xj )≡ (ci)γ−θq cjRq(ci,U, cj ).
Thus, the word Gq(ci,U, cj ) has a prefix (ci)γ−θq cj of length γ +1. By Lemma 6.4, the words
xγ uyγ and xγ−θq yRq(x,u, y) are equal in a free commutative semigroup over the alphabet
{x,u, y} and so,
l(H)= l(Gq(ci,U, cj )).
Since the word (ci)γ+1 is a prefix of the word H and i > j , we have that in the equality (6.38)
Gq(ci,U, cj )≺H. (6.40)
It follows from (6.34), (6.35) and (6.39), (6.40) that the word N defined by graphical equality
(6.31) satisfies the conditions of Lemma 6.3 for k = t , l = 3, λ= q and
D ≡ V2γ,t , D1 ≡ D2 ≡ · · · ≡ Dt+1 ≡H, pi ≡ Pi, p˜i ≡ P˜i (i = 1,2, . . . , t).
Applying this lemma we obtain that the word N is shortlex-reducible relative to the semigroup S.
Since N is a subword of K , we have that K also is such.
The lemma is proved. 
As above, let S ∈ .
Lemma 6.8. Let the identity (6.2) have type A2. Then the set of all words which are shortlex-
reduced relative to a semigroup S has a bounded height in the sense of Shirshov.
Proof. Let A be a finite generating set for S and let T be a finite set described in Proposition 6.1.
Then for any positive integer δ there exists a number g(δ) such that every word C ∈ A+ which
is shortlex reduced relative to S and whose length is sufficiently large, can be represented in the
form
C ≡ U0(Ti )δ1U1(Ti )δ2 . . . (Uk−1)(Ti )δkUk (6.41)1 2 k
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Let
Hδ = T ∪
{
U ∈ A∗: l(U) g(δ)}.
Clearly, for every value of δ, Hδ is a finite set.
Let us show that if a number δ is sufficiently large, then S has a bounded height relative to the
set Hδ . Again, let C ∈ A+ be a word which is shortlex-reduced relative to the semigroup S.
Definition 6.3. We say that a word C has a characteristic  β if in the right-hand side of (6.41)
δq  β (q = 1,2, . . . , k).
Remark 6.3. By Corollary 6.1 there exists a number, say, e such that if a characteristic of the
word C is larger than e, then in the right-hand side of the graphical equality (6.41), l(Tiq ) = 1
for q = 1,2, . . . , k. Hence, for our goals, without loss of generality we may assume that in (6.41)
l(Ti)= 1 (i = 1,2, . . . , k). In particular, there exist letters
ci1, ci2, . . . , cik ∈ A
such that in the right-hand side of (6.41),
Tiq ≡ ciq (q = 1,2, . . . , k). (6.42)
Definition 6.4. Let K ≡ (ci1)δ1U1(ci2)δ2 . . . (Uk−1)(cik )δk be a word over the alphabet A which
can be obtained from the word C (6.41) by deleting the prefix U0, the suffix Uk and replac-
ing each Uij with cij as indicated in (6.42). The word K is called T -cyclic if k > 1 and
ci1, ci2, . . . , cik−1 are distinct letters with cik ≡ ci1 .
Thus, T -cyclic word K has a form
K ≡ (ci1)δ1U1(ci2)δ2 . . . (Uk−2)(cik−1)δk−1Uk−1(ci1)δk (k > 1). (6.43)
Let
K ′ ≡ (cj1)ξ1U ′1(cj2)ξ2 . . . (Ul−2)′(cjl−1)ξl−1U ′l−1(cj1)ξl (6.44)
be another T -cyclic word.
Definition 6.5. Two T -cyclic words K and K ′ are called similar if in the graphical equalities
(6.43) and (6.44) k = l, iα = jα and Uα ≡U ′α for α = 1,2, . . . , k − 1.
Let e be a number introduced in Remark 6.3 and let K (6.43) be a T -cyclic word of charac-
teristic  e. Clearly, the height of the word K relative to the set He does not exceed 2k − 1.
Now put e = max{e,4γ }. As above, let t be a number of non-repeated variables occurring in
identity (6.2).
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overlapping and non-adjacent occurrences of similar words of characteristic  e. Then M is
shortlex-reducible relative to a semigroup S.
Proof. Assume that M contains occurrences of the words, say,
K1,K2, . . . ,K2(t+1) (6.45)
of characteristic  e which are similar to the word K (6.43).
We may consider two cases:
(a) In the graphical equality (6.43), k = 2.
(b) In the equality (6.43) k > 2.
Case (a). Every word Ks (s = 1,2, . . . ,2(t + 1)) from the sequence (6.45) has a form
Ks ≡ cμsi1 Upc
νs
i1
(μs, νs  e).
Since e 4γ , the word Ks contains an occurrence of the subword
N ≡ c4γi1 Upc
4γ
i1
.
Hence, the word M contains more that (t + 1) non-overlapping and non-adjacent occurrences
of the word N and by Lemma 6.6, M is shortlex-reducible relative to the semigroup S.
Case (b). Let
ip = max{i1, i2, . . . , ik−1}.
Then in the sequence (6.45), every word Ks always contains an occurrence of the subword
ceipUpc
e
ip+1 and thus, it contains an occurrence of the word c
4γ
ip
Upc
4γ
ip+1 . Since ip > ip+1, by
Lemma 6.7 we obtain that K is shortlex-reducible relative to the semigroup S.
The proposition is proved. 
Let us complete the proof of Lemma 6.8.
Since the alphabet A is finite, by virtue of Proposition 6.1 there exists a number α such that
every word M ∈ A+ of characteristic  e and which height relative to the set He is larger than α,
contains more than 2(t + 1) non-overlapping and non-adjacent occurrences of similar words of
characteristic  e. Applying Proposition 6.2, we obtain that M is shortlex-reducible relative to
the semigroup S.
Lemma 6.8 is proved. 
It follows from Lemma 6.8 that in order to complete the proof of Theorem 6.1, it suffices to
consider the case, when (6.2) is the identity of type A1 in the sense of Definition 6.2.
Let  be a semigroup variety defined by a system of nontrivial identities (6.1) and (6.2) and
let A be an alphabet of variables occurring in these identities. It is obvious that  is a subvariety
of . Also let S ∈  be a semigroup with a finite set A of generators.
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identical on the set of generators A and such that f (cd) = f (d)f (c) for any c, d ∈ A+. Let
ϕ be a similar anti-automorphism of the free semigroup A+. Then a semigroup f (S) satisfies
the nontrivial identities ϕ(Zr+1) = ϕ(W), ϕ(Vγ,t ) = ϕ(V ). It is clear that ϕ(Zr+1) ≡ Zr+1 and
ϕ(Vγ,t )≡ V γ,t , where
V γ,t ≡ Sub
[
x u y w1 w2 . . . wt−1 wt
y u x wt wt−1 . . . w2 w1
]
(Vγ,t ).
In particular, the semigroup f (S) satisfies the nontrivial identity of the form Vγ,t = T .
Let ′ be a semigroup variety defined by the identities
Zr+1 = ϕ(W), V γ,t = ϕ(V ).
It is obvious that if S ∈ , then f (S) ∈ ′ and semigroups S and f (S) have the same growth.
At the same time, combining Lemma 6.4 and Remark 6.2 we obtain that if the identity (6.2)
has type A1, then the identity V γ,t ≡ ϕ(V ) has type A2. Hence, the case when (6.2) is identity
of type A1 can be reduced to the case when (6.2) is identity of type A2.
For any word D ∈ A+, let rev(D) be a word arising when we are reading D from the right to
the left. Let U ∈ A+. We say that the word U is reverse shortlex-reduced relative to the semigroup
S if for any word V ∈ A+,U = V in S yields that l(U) l(V ) and in the case when l(U)= l(V ),
we have rev(U)  rev(V ). It directly follows from Lemma 6.8 that if semigroup f (S) has a
bounded height relative to the set H ⊆ A+, then the set of all words over alphabet A which are
reverse shortlex-reduced semigroup S has a bounded height relative to the set f (H). Therefore,
every f.g. semigroup of the variety  has Shirshov’s bounded height. Since  ⊆ , the variety 
is also such.
Theorem 6.1 is proved. 
Proof of Theorem 1.2. Since, there exists an algorithm to decide whether or not a semigroup
variety defined by a finite system of homogeneous identities satisfies the nontrivial identity of the
form (6.1), combining Theorem 6.1 and Corollary 3.2 we obtain the statement of Theorem 1.2.
Theorem 1.2 is proved. 
Let us prove Theorem 1.4.
Proof of Theorem 1.4. Suppose that the growth of every f.g. semigroup of the variety  is
strictly less than [2
√
m]. Then in view of Proposition 3.3 the filter Jn is not free relative to the
variety  for n = 1,2, . . . . Applying Theorem 3.2, we obtain that in this case  satisfies the
identity of the form (6.2). At the same time, according to Theorem 5.1 the identity of the form
(6.1) also holds in . Thus,  satisfies both identities (6.1) and (6.2) and by Theorem 6.1 every
f.g. semigroup in  has polynomial growth.
Theorem 1.4 is proved. 
As before, let  be a nonperiodic variety satisfying the identities (6.1) and (6.2) and let k be
a positive integer. Also, let X = {x1, x2, . . . , xk} be k-letter alphabet of variables and let Lk()
(Rk()) be the languages of all words over X which are shortlex-reduced (respectively, their
reverses are shortlex-reduced) relative to .
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proof of Theorem 6.1.
Corollary 6.2. If identity (6.2) has type A1, then Rk() has Shirshov’s bounded height. If identity
(6.2) has type A2, then the language Lk() is such.
Taking into account Corollary 6.2 we can reformulate Theorem 1.3 in a stronger form:
Theorem 6.2. Let  be a nonperiodic semigroup variety defined by a system of identities over a
finite set of variables. The following conditions are equivalent:
(a) Every f.g. semigroup in  has polynomial growth.
(b)  satisfies Shirshov’s bounded height condition.
(c) The language Lk() has Shirshov’s bounded height for (k = 1,2, . . .) or the language Rk()
is such.
We also note the following statement formulated in terms of notations introduced in Section 5
and giving another important interpretation of our main result.
Corollary 6.3. Let  be a nonperiodic semigroup variety defined by identities over a finite set
of r variables. Then every f.g. semigroup in  has polynomial growth if and only if  satisfies a
nontrivial ψ -identity whose left-hand side is a subword of the hyperword of the form Ω({αk}, n)
(n > 2r) constructed from Sapir’s hyperword Ω (5.7) by the method described in Section 5.
Proof. As in Sections 4–5, let K(Ω,n) be the filter generated by all possible hyperwords of
the form Ω({αk}, n). Suppose that every f.g. semigroup in  has polynomial growth. Then,
by Proposition 4.2, the filter K(Ω,n) cannot be free relative to . Thus, there exist monotone
increasing sequences {αk} and {βk} such that  satisfies a nontrivial ψ -identity whose left-hand
and right-hand sides are subwords of the hyperwords Ω({αk}, n) and Ω({βk}, n).
Conversely, suppose that some nontrivial ψ -identity whose left-hand side belongs to the filter
K(Ω,n) holds in . Using Theorem 5.2 we obtain that the term Zr+1 is not an isoterm relative
to . Therefore,  satisfies some nontrivial identity of type (6.1). It follows from Corollary 4.2
that a nontrivial identity of type (1.3) also holds in the variety . Then, by Theorem 6.1, every
f.g. -semigroup has polynomial growth.
The corollary is proved. 
Finally we formulate some other corollaries showing applications of Theorem 1.1.
1. It is obvious that if a nonperiodic variety  has axiomatic rank 1, then  is the variety of
all semigroups and it contains semigroups of non-polynomial growth. Consider the case when
the axiomatic rank of  is equal to 2. Since the unavoidable words over 2-letter alphabet {x, y}
are x, y, xy, yx, xyx and yxy the variety  must satisfy one of the following identities:
(i) xy = yx, (ii) xyx = x2y, (iii) xyx = yx2.
At the same time, clearly all of the identities (i)–(iii) are 4-layer identities which are non-
special in the sense of Definition 3.8. Thus, applying Theorem 1.1 we have
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variables. The following conditions are equivalent:
(a) every finitely generated semigroup in  has polynomial growth,
(b)  satisfies one of the identities (i)–(iii).
2. Now suppose that  has the axiomatic rank 3.
Up to renaming the variables any unavoidable word P over the alphabet {x, y, z} consisting
of the occurrences each of the variables x, y, z has one of the following forms: (1) xyz, (2) xzxy,
(3) xyzx, (4) yxzx, (5) xyzxy, (6) xyxzx, (7) xyxzy (8) yzxyx, (9) xyzyx, (10) xyzxyx, (11)
xyxzxy, (12) yxzxyx, (13) xyxzyx, (14) xyxzxyx.
It easy to see that if  satisfies the nontrivial identity whose side is one of the terms (1)–
(14) then  satisfies the nontrivial identity whose left-hand side is the term Z3. Thus, if some
non-special identity holds in  then by Lemmas 3.7 and 6.2 every f.g. semigroup in  has
polynomial growth. It is also evident that a special identity P(x, y, z) =Q(x,y, z) with the non-
repeated variable z is 4-layered if and only if at least one of the terms P,Q does not contain any
occurrences of either xy or yx. Clearly, every nontrivial homogeneous identity whose left-hand
side is one of the terms (1)–(8) is 4-layered. In particular, if  satisfies one of such identities then
every f.g. semigroup in  has polynomial growth. In the case when  can be defined by only one
identity, combining these remarks with Theorem 1.1 we get
Corollary 6.4. Let  be a semigroup variety defined by a nontrivial homogeneous identity P =Q
depending on 3 variables x, y, z. The following conditions are equivalent:
(a) Every f.g. semigroup in  has a polynomial growth.
(b) Up to renaming of the variables x, y, z the term P is graphically equal to one of the words
(1)–(14) and, in addition, in cases (9)–(14) the identity P = Q is non-special or the term Q
does not contain any occurrences of either xy or yx.
Similarly, in the variety defined by one homogeneous identity in 4 variables every f.g. semi-
group has polynomial growth if and only if this identity is 4-layered and at least one of terms
P,Q is unavoidable. Note that this result cannot be extended to the case of identities depending
on 5 variables.
However, we note
Corollary 6.5. Let  be a semigroup variety defined by a special identity P =Q.
The following conditions are equivalent:
(i) Every f.g. -semigroup has polynomial growth.
(ii) One of the terms P or Q is unavoidable and P =Q is a 4-layer identity.
Proof. The implication (i) → (ii) directly follows from Theorems 1.1, 3.2 and Proposition 5.1.
Let us show the converse implication (ii) → (i). Let r be a number of variables occurring in the
terms P and Q. In view of Theorems 1.1 and 3.2 it suffices to show that the term Zr+1 is not an
isoterm relative to .
Suppose that Zr+1 is an isoterm relative to . Without loss of generality we may assume
that the term P is unavoidable 4-layered term with respect to some sets X ,U,Y,W ⊆ occ(P ).
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(5.6). Since the identity P =Q is special, for any substitution f on the set occ(P ) we have that in
(5.5) and (5.6) f (Xp) = f (X′p), f (Yp) = f (Y ′p) (p = 1,2, . . . , s + 1) in the free commutative
semigroup over the alphabet occ(P ). This yields that the identity P = Q cannot be 4-layered
with respect to the sets X ,U,Y,W and contradicts the condition (ii). Therefore, we must reject
the assumption that the term Zr+1 is an isoterm relative to .
The corollary is proved. 
Clearly, a homogeneous identity P = Q is non-special if and only if the nontrivial identity
of the form (6.3) can be deduced from it. Thus, by virtue of Theorem 5.1 and Lemma 6.2 a
non-special homogeneous identity P = Q with r variables defines a variety where every f.g.
semigroup has polynomial growth if and only if the term Zr+1 is not an isoterm relative to
P =Q.
3. Let  be a variety defined by a nontrivial identity of the form Zn =W . By Proposition 5.3
every f.g. semigroup in  has subexponential growth. Since Zn ≡ Zn−1xnZn−1, there is only
one variable, namely xn which is non-repeated in Zn and only variable xn−1 occurs in Zn twice.
This shows that if Zn = W is a special 4-layer identity with respect to the sets X ,U,Y,W then
U = {xn−1} andW = {xn}. Hence, combining Theorems 3.2 and 6.1 and using all possible forms
of 4-layer identities for the given case we get
Corollary 6.6. Let  be a semigroup variety defined by a nontrivial homogeneous identity
Zn = T . The following conditions are equivalent:
(i) Every finitely generated semigroup in  has polynomial growth.
(ii) T ≡ KxnM where M 
= Zn−1 in the free commutative semigroup over the alphabet
{x1, x2, . . . , xn−1} or
T ≡ T1xn−1T2xnT3xn−1T4
with (
occ(T1)∪ occ(T3)
)∩ (occ(T2)∪ occ(T4))= ∅.
4. The problem of describing the semigroup varieties in which all f.g. semigroups are finitely
presented was posed by L.N. Shevrin in 70’s. Such type varieties will be called coherent.
Let L be a nonperiodic semigroup variety. In [26] Zimin proved that if all f.g. L-semigroups
are finitely presented modular the identities of L then they are finitely presented in the class of
all semigroups. He also found some important conditions which are equivalent to the coherence
property in an arbitrary nonperiodic semigroup variety.
Combining [26] with Sapir’s article [14] one can get
Proposition 6.3. (See in [14,26].) Let  be a nonperiodic variety of finite axiomatic rank n.
Then  is coherent if and only if it satisfies the nontrivial identity of the form Zn+1 = W , and
simultaneously an identity of one of the forms wP = TwU or Pw =UwT where w is a variable
which does not occur in the term P and the terms P and T are nonempty.
It follows from Lemma 6.2 that if  satisfies the identities described in Proposition 6.3 then
every f.g. -semigroup has polynomial growth. However, it also follows from Zimin’s proof of
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finitely presented then they have bounded heights in the sense of Shirshov. Combining this result
with Remark 6.4 we obtain
Remark 6.5. Let  be a nonperiodic variety defined by the system of identities in two variables.
The following conditions are equivalent:
(a) All finitely generated -semigroups are finitely presented.
(b) Every f.g. -semigroup has polynomial growth.
The last result cannot be extended to the case of varieties defined by the identities depending
on 3 variables. Indeed, let  be a variety defined by the 4-layer identity
x1x2x3x2x1 = x1x2x3x1x2. (6.46)
Then the identity Z3 ≡ x1x2x1x3x1x2x1 = x1x2x1x3x21x2 also holds in . Hence  satisfies the
conditions of Theorem 1.1 but at the same time, since both sides of the identity (6.46) begin and
end with repeated variables,  does not satisfy the second condition of Proposition 6.3.
5. Let us show that it is impossible to extend Theorem 1.1 formulated for the nonperiodic
varieties of a finite axiomatic rank to the case of an arbitrary nonperiodic variety.
Theorem 6.3. There exists a nonperiodic semigroup variety  which does not satisfy any non-
trivial identity whose left-hand side is one of the terms of the sequence {Zn} and such that every
f.g. semigroup in  has polynomial growth. In addition, all n-generated semigroups in  sat-
isfy the nontrivial identity whose left-hand side is Zn+1 and all f.g. semigroups in  are finitely
presented.
Proof. For any positive integer k let Σk denote the system of all possible nontrivial semigroup
identities
Pj (x1, x2, . . . , xk)=Qj(x1, x2, . . . , xk) (j = 1,2, . . .)
depending on the variables x1, x2, . . . , xk with lxi (Pj ) = lxi (Qj ) for i = 1,2, . . . , k and l(Pj ) =
l(Qj )= 2k. It is shown in [25] that every unavoidable term on k-letter alphabet has a length less
than 2k . Thus all terms Pj ,Qj are avoidable.
Let Σ =⋃∞k=1 Σk and let  be a variety defined by the system of identities Σ. Let F be an-free semigroup of a countable rank and let Fn ⊂ F be an -free semigroup of a finite rank n.
Since l(Zn)= 2n−1, by the method of constructing the variety , a subsemigroup Fn satisfies
the identity
xn+1Zn = Znxn+1. (6.47)
Then Fn satisfies the nontrivial identities Zn+1 = Z2nxn+1, x1x2
n−1
2 = x2
n−1
2 x1 and by virtue of
Theorem 6.1, the semigroup Fn has polynomial growth.
At the same time, since each side of the nontrivial identity depending on  n variables and
holding in Fn is an avoidable term, we obtain that the term Zn is an isoterm relatively to Fn for
n= 1,2, . . . .
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in  are finitely presented.
The theorem is proved. 
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