Abstract. We study the geometry of oriented right-angled hexagons in H 4 , the hyperbolic 4-space, via Clifford numbers or quaternions. We show how to augment alternate sides of such a hexagon so that for the non-augmented sides, we can define quaternion half side-lengths whose angular parts are obtained from half the Euler angles associated to a certain orientation-preserving isometry of the Euclidean 3-space. This generalizes the complex half side-lengths of oriented right-angled hexagons in H 3 . We also define appropriate complex half side-lengths for the augmented sides of the hexagon. We further explain how to geometrically read off the quaternion half side-lengths for a given oriented, augmented, right-angled hexagon in H 4 . Our main result is a set of generalized Delambre-Gauss formulas for oriented, augmented, right-angled hexagons in H 4 , involving the quaternion half side-lengths and the complex half side-lengths. We also show in the appendix how the same method gives Delambre-Gauss formulas for oriented right-angled hexagons in H 3 , from which the well-known sine and cosine laws can be deduced. These formulas generalize the classical Delambre-Gauss formulas for spherical/hyperbolic triangles.
Introduction
Teichmüller theory and the study of right-angled hexagons in the hyperbolic plane H 2 are closely related. In particular, in studying the Weil-Petersson metric and the Fenchel-Nielsen coordinates for the Teichmüller space, a hyperbolic surface is decomposed into pairs of pants with geodesic boundary, which are further decomposed into planar right-angled hexagons. The side-lengths of the resulting right-angled hexagons then form part of the parameters of the Teichmüller space. This can be extended to the study of quasi-Fuchsian space using complex FenchelNielsen coordinates in an analogous way, using right-angled hexagons in the hyperbolic space H 3 and complex side-lengths instead; see, for example, Tan [26] , Series [25] , and Goldman [15] . Parker and Platis [23] have also made analogous studies on representations of surface groups into the isometry group of complex hyperbolic plane.
Fundamental to this point of view is that, generically, there is a direct correspondence between equivalence classes of irreducible representations ρ of a rank two free group F 2 = X, Y into Isom + (H 2 ) (respectively, Isom + (H 3 )) with points in the moduli space of right-angled hexagons in H 2 (respectively, H 3 ): the axes of ρ(X), ρ(Y ) and ρ(Y −1 X −1 ) form the alternate sides of a right-angled hexagon, whose (complex) lengths are half the (complex) translation lengths of ρ(X), ρ(Y ) and ρ(Y −1 X −1 ), respectively. Things are more complicated for representations of F 2 into Isom + (H 4 ), where H 4 denotes the hyperbolic 4-space. Although one can still define a right-angled hexagon from a generic representation ρ as above, the equivalence class of ρ is not determined by the right-angled hexagon, which can be seen by a simple dimension count. So there is a non-trivial fibre for the map from the character variety Hom(F 2 , Isom
onto the space of equivalence classes of right-angled hexagons in H 4 . Thus, the study of this character variety is significantly more difficult and we hope to pursue this in the future. As a preparation for this, this paper is devoted to studying the geometry of right-angled hexagons, in particular, to obtaining trigonometric relations such as the law of cosines or its equivalent for the geometric configuration determined by ρ(X), ρ(Y ) and ρ(Y −1 X −1 ). Recall that a convex right-angled hexagon in the hyperbolic plane H 2 is a cyclically ordered sextuple (L 1 , · · · , L 6 ) of complete geodesics in H 2 such that for each n = 1, · · · , 6, the two geodesics L n and L n+1 (with indices modulo 6) intersect perpendicularly (and these are the only intersections among the six geodesics).
It is well known (see, for example, Beardon's book [8] , pp.160-161) that, for a convex right-angled hexagon (L 1 , · · · , L 6 ) in H 2 with side-length l n > 0 for the side L n , n = 1, · · · , 6, the Law of Cosines holds: for each n modulo 6, cosh l n = − cosh l n+2 cosh l n+4 + sinh l n+2 sinh l n+4 cosh l n+3 ,
as well as the Law of Sines: sinh l 1 sinh l 4 = sinh l 3 sinh l 6 = sinh l 5 sinh l 2 .
An oriented right-angled hexagon in the hyperbolic 3-space H 3 is a cyclically ordered sextuple ( L 1 , · · · , L 6 ) of oriented, complete geodesics in H 3 such that for each n modulo 6, the two geodesics L n and L n+1 intersect perpendicularly.
Each ordered triple ( L n−1 , L n , L n+1 ) defines a complex length σ n for the side L n , defined up to multiples of 2πi, that is, σ n ∈ C/2πiZ. This is the signed complex translation length of the Möbius transformation with oriented axis L n which sends L n−1 to L n+1 (see §7.3 for the precise definition). By Fenchel's work (see [14, Chapter VI]), the complex side-lengths {σ n } 6 n=1 of an oriented right-angled hexagon in H 3 satisfy several trigonometric identities, the most important of which are the Law of Cosines: for each n modulo 6, cosh σ n = cosh σ n+2 cosh σ n+4 + sinh σ n+2 sinh σ n+4 cosh σ n+3 ,
and the Law of Sines: sinh σ 1 sinh σ 4 = sinh σ 3 sinh σ 6 = sinh σ 5 sinh σ 2 .
(Note that the above law of cosines and that of sines for oriented right-angled hexagons in H 3 were known to Schilling as early as in 1891 [24] , but the correct treatment of signs and a convincing proof seem to be first given by Fenchel in [14] .)
One nice aspect of the law of cosines and the law of sines above for oriented right-angled hexagons in H 3 is that they specialize to various well-known identities for relatively simple polygons, convex or self-intersecting, in H 2 , such as triangles, quadrilaterals with two right angles, pentagons with four right angles, and rightangled hexagons; see [14, §VI.3] for a complete list of formulas in each case. In fact, this can be seen by observing that each of these planar polygons can be regarded as a subset of the sides of a right-angled hexagon in H 3 ; for example, the three sides of a triangle may be regarded as three alternate sides of a right-angled hexagon in H 3 . In particular, in the case of a convex, planar right-angled hexagon, we may regard it as an oriented right-angled hexagon in H 3 by orienting its side-lines consistently. The complex side-lengths are then l n + πi, n = 1, · · · , 6 and formulas (3) and (4) above simplify to formulas (1) and (2) .
On the other hand, recall that, for a spherical triangle in the unit sphere, there are the Delambre-Gauss formulas (142)-(145) (often called Delambre's analogies or Gauss formulas separately) for the half side-lengths and half interior angles of the given triangle, from which the law of cosines and the law of sines follow easily. Similar formulas hold for hyperbolic triangles in the hyperbolic plane.
In §7, we obtain Delambre-Gauss formulas for oriented right-angled hexagons in H 3 (Theorem 7.9), from which one may easily obtain (3) and (4), namely the law of cosines and the law of sines, for oriented right-angled hexagons in H 3 . The main purpose of this paper is to obtain analogous formulas for oriented right-angled hexagons in H 4 . For convenience, we shall use the simple terms lines and planes to mean respectively complete geodesic lines and totally geodesic 2-planes in H 4 . To start with, we observe that for a given oriented right-angled hexagon ( L 1 , · · · , L 6 ) in H 4 , one could similarly define a "complex length" for each side L n , which is invariant under orientation-preserving isometries of H 4 . The six complex lengths so defined, however, do not determine the right-angled hexagon up to isometries of H 4 , as the information is incomplete. We overcome this problem by considering oriented, augmented, right-angled hexagons as follows. Starting with an oriented right-angled hexagon ( L 1 , . . . , L 6 ) in H 4 , we choose three alternate sidelines, say L 2 , L 4 , L 6 , and augment them as oriented line-plane flags F n = ( L n , Π n ), n = 2, 4, 6, where F n consists of L n together with a oriented plane Π n in H 4 such that L n is contained in Π n , and, crucially, the lines L n−1 and L n+1 are both perpendicular to Π n ; see Figure 1 for an illustration.
It is always possible to define an oriented, augmented right-angled hexagon from a given oriented right-angled hexagon in H 4 . In fact, generically, the second condition above ensures that Π n is well-defined up to orientation, unless L n−1 , L n and L n+1 are coplanar, in which case there is an S 1 worth (or more) of possible Π n 's. We may of course alternatively augment the three odd-indexed side-lines. However, we do not consider a full augmentation of all the side-lines.
Consider an oriented, augmented right-angled hexagon (
. Let A 2 be the Clifford algebra Cl 0,2 , that is, the associative algebra over the reals generated by e 1 , e 2 , subject to the relations e 1 e 2 + e 2 e 1 = 0 and e 2 1 = e 2 2 = −1. As ungraded algebras, A 2 is isomorphic to the algebra of quaternions. For each side-line L n , n = 1, 3, 5, the configuration ( F n−1 , L n , F n+1 ) allows us to define two quaternion half side-lengths δ n ∈ A 2 modulo period, where the two values of δ n modulo period differ by πu for some u ∈ A 2 with u 2 = −1. They can be described by a real translation part and three angles. The real part is uniquely defined to be half the signed translation length of moving the intersection point of L n with L n−1 to that of L n with L n+1 , measured along the oriented axis L n . The three angles are determined by the orientation-preserving isometry of the Euclidean 3-space R 3 ≡ R + Re 1 + Re 2 induced by parallel translation along L n which sends the unit tangent vector on the unit sphere S 2 in R 3 determined by the oriented flag F n−1 to that determined by F n+1 ; explicitly, they are the half Euler angles associated to the above isometry of R 3 . On the other hand, for each flag F n , n = 2, 4, 6, the configuration ( L n−1 , F n , L n+1 ) allows us to define two e 2 -complex half side-lengths modulo 2πe 2 , denoted by δ n , that is, δ n ∈ (R + e 2 R)/2πe 2 Z. Note that the two values of δ n modulo 2πe 2 differ by πe 2 .
The main result of this paper are the generalized Delambre-Gauss formulas, (5)-(8) below, for oriented, augmented, right-angled hexagons in H 4 . We expect that these formulas will prove useful in the study of hyperbolic 4-manifolds as well as the representation varieties of surface groups into Isom + (H 4 ). We remark that the asterisk notation () * appearing in formulas (5)-(8) denotes the reverse involution of the graded algebra A 2 (see §2.2): (x 0 + x 1 e 1 + x 2 e 2 + x 12 e 1 e 2 ) * := x 0 + x 1 e 1 + x 2 e 2 − x 12 e 1 e 2 , with real coefficients x 0 , x 1 , x 2 , x 12 , while the definitions of the hyperbolic functions cosh and sinh with an A 2 -variable will be discussed in §3.3: in short, we define
Theorem 1.1 (Generalized Delambre-Gauss formulas for hexagons in
4 with any choice of {e 1 , e 2 }-quaternion half side-lengths δ 1 , δ 3 , δ 5 and e 2 -complex half sidelengths δ 2 , δ 4 , δ 6 , the following formulas hold:
with ε = 1 or −1, depending on the choices of the six half side-lengths {δ n } 6 n=1 . Remark 1.2. We emphasize that, for a fixed choice of the six half side-lengths, it is the same ε that occurs in the identities. For easy memorization, the complicated formulas (5)-(8) above can be conveniently abbreviated as follows:
(scs + ccc) 123 = ε(scs + ccc) * 456 ; (scc + ccs) 123 = ε(sss − csc) * 456 ; (sss − csc) 123 = ε(scc + ccs) * 456 ; (ssc − css) 123 = ε(ssc − css) * 456 . Remark 1.3. These formulas rewritten in another form, (138)-(141), which makes use of the operations ⊕ and ⊖ in A 2 to be defined later will be given in §6.
To fully understand the meaning of these identities, and the terms involved, it is useful to understand the difficulties involved in attempting this generalization. The main difficulty is related to the fact that the point-wise stabilizer of a complete geodesic in Isom + (H 4 ) is isomorphic to SO(3), which is non-commutative, as opposed to the case of H 3 , where the point-wise stabilizer of a complete geodesic in Isom + (H 3 ) is isomorphic to SO(2) and is commutative. To a certain extent, this non-commutativity is reflected by the non-commutativity of A 2 , so that the representation of elements of Isom + (H 4 ) by Vahlen matrices (2 × 2 matrices with entries in A 2 satisfying certain conditions, following Vahlen [27] and more recently Ahlfors and his collaborators and several others ([1]- [6] , [21] , [28] , [29] , [30] )), is particularly useful and appropriate. This is the approach adopted here. It also has the advantage of shedding some light on the geometry of A 2 , in relation to H 4 and ∂H 4 ; indeed some of the results in §3 and §4 are of independent interest, in particular, the definitions of the functions exp, sinh, cosh and log for elements of A 2 and the Euler decomposition of units of A 2 (Proposition 4.1 and (91)). Nonetheless, this lack of commutativity also means that appropriate generalizations of the hyperbolic functions sinh and cosh to Clifford numbers (or quaternions) need to take careful account of the non-commutativity. We do this in §3.3 and it is with respect to these definitions that the identities (5)- (8) in Theorem 1.1 should be interpreted. The non-commutativity also means that we are unable to obtain analogues of the cosine and sine rules from the Delambre-Gauss formulas in H 4 .
The rest of this paper is organized as follows. In §2 we introduce the Clifford algebra A n ≡ Cl 0,n and briefly review the theory of representing Möbius transformations of general dimension by 2×2 Vahlen matrices. In §3 we focus on the Clifford algebra A 2 , and carefully define the exponential function exp, the hyperbolic trigonometric functions cosh and sinh, the logarithmic function log of an A 2 -variable, as well as the operations ⊕ and ⊖ in A 2 . We also give the Vahlen matrix representations of Möbius transformations of ∂H 4 which fix −1 and 1 in terms of the hyperbolic trigonometric functions defined. In §4 we study the geometry of SO(3) via the Clifford algebra A 2 ; in particular, we study the Euler decomposition of units in A 2 and explore the algebraic and geometric meaning of the associated Euler angles. In §5 we define {e 1 , e 2 }-quaternion half side-lengths and the e 1 -and e 2 -complex ones for configurations ( F n−1 , L n , F n+1 ) and ( L n−1 , F n , L n+1 ) of oriented lines and flags in H 4 . In §6 we prove our main theorem (Theorem 6.5, rephrasing Theorem 1.1), the generalized Delambre-Gauss formulas involving the {e 1 , e 2 }-quaternion and e 2 -complex half side-lengths for oriented, augmented, right-angled hexagons in H 4 . Finally, in the appendix ( §7) we establish the Delambre-Gauss formulas for oriented right-angled hexagons in H 3 , whose proof uses the same method used in the proof of Theorem 6.5 but does not require the material in the earlier sections. The reader who is familiar with the geometry of H 3 and would like to understand the geometric idea of the proof of the main theorem should first read the appendix.
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2. The classical Clifford algebras A n 2.1. The classical Clifford algebras A n . Following Ahlfors, we use A n to denote the classical Clifford algebra Cl 0,n , that is, the associative algebra over the reals generated by the elements e 1 , e 2 , · · · , e n subject to the relations Thus A n is a real algebra of dimension 2 n and is a subalgebra of A n+1 . An element of A n can be written uniquely in the form
with real coefficients a 0 , a i1 , a i1i2 , a i1i2i3 , · · · , a i1i2···in−1 , a 12···n . Let us write a (p) for the degree p part of a, that is, a (0) = a 0 and
Then
We call the elements in A n of the form a (p) the (degree) p-vectors in A n ; in particular, the 0-vectors are the reals. Correspondingly, we have a decomposition of A n as the direct sum of its p-vector subspaces (with A (0)
Notice that A 0 = R, A 1 ∼ = C, and A 2 ∼ = H, the quaternions. An element of A n is called even if it is the linear combination of even-degree vectors of A n ; similarly for odd elements. The even elements of A n form a subalgebra A + n of A n , while the odd elements only form a subspace A − n of A n . We shall conveniently regard A n as a Euclidean space with norm
(where the sum runs over all its coefficients) and the inner product
2.2. Three involutions of A n . There are three involutions of A n . The main (or prime) involution () ′ : A n → A n , the reverse (or star) involution () * : A n → A n and the conjugate (or bar) involution() : A n → A n are defined respectively by
In particular, for the basis elements, we have
(e i1 e i2 · · · e ip ) * = e ip e ip−1 · · · e i1 = (−1)
e i1 e i2 · · · e ip = ((e i1 e i2 · · · e ip ) ′ )
Remark 2.1. Note that in [20] the main involution () ′ is denoted by ()ˆand the reverse involution () * is denoted by ()˜.
It is easily checked that the composite (in any order) of any two of the three involutions above is the remaining one, that is,
Note also that the main involution is an algebra isomorphism and the other two involutions are anti-isomorphisms; in other words, they are all isomorphisms for addition, and, for multiplication,
For the rules of commutativity, we note the following special cases:
2.3. The group A × n of invertible elements in A n . As usual, an element a ∈ A n is said to be invertible if there exists an element b ∈ A n such that
By E. Cartan [10] , A n is isomorphic to a subalgebra of the matrix algebra Mat(m, R) for some integer m; hence the single equality ab = 1 implies ba = 1. Such an element b ∈ A n , if it exists, is unique and is denoted by a −1 , as usual. The set of all invertible elements of A n is a multiplicative group which we denote by A × n .
As simple examples, it is easy to verify that
2.4. The spaces of 1-vectors and para-vectors of A n . We are interested in the 1-vector subspace A
n and the para-vector subspace
n which are of (real) dimensions n and n + 1, respectively.
It is clear that all the three involutions leave the 1-vector subspace A
n , we havex = −x and x 2 = −|x| 2 .
Hence every non-zero para-vector x ∈ A (0,1) n is invertible, with x −1 =x/|x| 2 .
As for the inner product in
2.5. The pure Clifford and full Clifford groups of A n . Following Chevalley [12] , we call the multiplicative group consisting of all products of non-zero 1-vectors in A n the (pure) Clifford group of A n and denote it by Γ pure n ; that is
where, as a convention, we regard the null product as 1. (Note that the idea of the definition goes back to R. Lipschitz [18] .) Following Ahlfors-Lounesto [6] , we call the group consisting of all products of non-zero para-vectors in A n the full Clifford group of A n and denote it by Γ full n or simply Γ n ; that is,
Notice that Γ pure n is subgroup of Γ n . As simple examples, we have
We also define the pure even Clifford group Γ +pure n of A n by
n , m ≥ 0}. (32) The two versions of Clifford groups are related by the following proposition.
Proof. Notice that A n ∼ = A + n+1 as real algebras with an isomorphism given by e i ↔ e i e n+1 , i = 1, 2, · · · , n. The desired isomorphism follows by observing that (s 1 e 1 + · · · + s n e n + s n+1 e n+1 )(t 1 e 1 + · · · + t n e n + t n+1 e n+1 ) = (s 1 e 1 e n+1 + · · · + s n e n e n+1 − s n+1 )(t 1 e 1 e n+1 + · · · + t n e n e n+1 + t n+1 ), with real coefficients s i and t i , i = 1, 2, · · · , n + 1.
The following deep theorem says that an element of Γ n with real part 1 is actually determined by its 1-and 2-parts; for a proof, see [19] or [6] .
n , there exists exactly one element a ∈ Γ n with a (0) = 1, a (1) = u and a (2) = v.
As a consequence of Theorem 2.5, we conclude that the full Clifford group Γ n is a Lie group of dimension 1 + n + n(n − 1)/2 = (n 2 + n + 2)/2. On the other hand, it can be shown that the group A × n of invertible elements in A n is a Lie group of dimension 2 n . Hence we have Γ n ⊂ A × n and Γ n = A × n for n ≥ 3. To give an explicit example of invertible elements of A n which are not in Γ n , consider the element a = 1 + te 1 e 2 · · · e n ∈ A n with t ∈ R\{−1, 1}. Then a is invertible since (1 + te 1 e 2 · · · e n )(1 − te 1 e 2 · · · e n ) = 1 ± t 2 ∈ R × . That a / ∈ Γ n (with n ≥ 3 and t = 0) follows immediately from Theorem 2.5 since 1 ∈ Γ n and a = 1.
2.6. Another characterization of the full Clifford group Γ n . It is easy to show (say, by induction) that if a ∈ Γ n then for all
Conversely, we have:
Thus we obtain the following characterization of the full Clifford group:
Note that Γ n is a subgroup of Γ n+1 . In particular, we have, for a ∈ Γ n ,
Since |ρ(a)x|
, we see that ρ(a) ∈ O(n + 1). It can be shown that ρ(a) ∈ SO(n + 1) (say, first prove the conclusion for a = 1, e 1 , · · · , e n , then for a ∈ A (0,1) n \{0} by continuity, and finally for a ∈ Γ n by induction). This defines a homomorphism of groups ρ : Γ n −→ SO(n + 1).
It can be shown that ρ is an epimorphism with kernel R × . Thus we have obtained the following isomorphisms of groups:
2.8. The one-point compactificationÂ
. Following Ahlfors, we identify the Euclidean space R n+1 with A (0,1) n , and hence the one-point compacti-
where, as usual, the symbol ∞ := 0 −1 operates as follows:
and the operations ∞ ± ∞, ∞ · 0 and 0 · ∞ are forbidden. 
By Ahlfors' observation (Lemma 2.7), the condition a
, and similarly for the other conditions in (iii). On the other hand, while keeping (i) and (ii) unchanged, one can drop any two except the last two of the four requirements in (iii). Precisely, we have
Example 2.9. We give a simple example to show that the converse implication of part (a) in Proposition 2.8 is not true, that is,
For this, let n = 2 and
and ab * = cd * = (
Proposition 2.10. The Vahlen matrices of dimension n form a group under matrix multiplication, with the inverse of A = a b c d given by
For a detailed proof of Proposition 2.10, see Waterman [30] .
Notation 2.11. We denote by SL(2, Γ n ) the multiplicative group of all Vahlen matrices of dimension n.
Since Γ n ⊂ Γ n+1 , it follows that SL(2, Γ n ) is a subgroup of SL(2, Γ n+1 ). 
Möbius transformations ofÂ
Note that T A (∞) equals the limit of T A (x) (where
, first note that this is the case when
where y ∈ A (0,1) n and g ∈ Γ n . For a general A ∈ SL(2, Γ n ), this can be seen from the following decomposition of a general Vahlen matrix into simpler ones.
be decomposed into a product of simple ones as follows:
Notice that −A gives rise to the same Möbius transformation as A does. Furthermore, it is easy to verify that each Möbius transformation ofÂ (0,1) n is given by a Vahlen matrix and that A ∈ SL(2, Γ n ) gives rise to the identity transformation ofÂ (0,1) n if and only if A = ±I. Thus a Möbius transformation is given by exactly two Vahlen matrices ±A and we have the isomorphism of groups
Observe that the inclusion of groups SL(2, Γ n ) ⊂ SL(2, Γ n+1 ) induces the Poincaré extension of Möbius transformations: Möb(Â
2.12. The group Isom + (H n+2 ). Since the Euclidean space R n+2 is identified with
n+1 , the upper half-space model of the hyperbolic (n + 2)-space H n+2 is given by
equipped with Riemannian metric ds 2 = (dx
of constant sectional curvature −1. Its boundary at infinity, ∂H n+2 , is then identified witĥ
It is well-known that a totally complete geodesic m-plane, 1 ≤ m ≤ n + 1, is the upper half of either a Euclidean m-plane or a Euclidean msphere, both orthogonal to A (0,1) n ≡ R n+1 . In this model the orientation-preserving isometries of H n+2 are exactly the Möbius transformations ofÂ (0,1) n extended to H n+2 . Thus we have the isomorphisms of groups 
By Poincaré extension, A gives a Möbius transformation ofÂ
in particular, T A (e n+1 ) = e n+1 if and only if |a| = 1.
2.14. Möbius transformations ofÂ n+1 is isomorphic to SO(n + 2).
The Clifford algebra A 2
As our aim is to study the geometry of hyperbolic 4-space, we shall be focusing on the case n = 2 in the rest of this paper.
3.1. A brief account of A 2 . Let us first briefly recall the basic facts that will be used frequently in the rest of this paper. As associative algebras over the reals, the Clifford algebra A 2 = Cl 0,2 = R + Re 1 + Re 2 + Re 1 e 2 (with e 2 1 = e 2 2 = −1 and e 1 e 2 + e 2 e 1 = 0) is isomorphic to the algebra H = R + Ri + Rj + Rk of quaternions, with an algebra isomorphism given by e 1 ←→ i, e 2 ←→ j, e 1 e 2 ←→ k.
However, A 2 is a graded algebra, equipped with three involutions; explicitly, for a = a 0 + a 1 e 1 + a 2 e 2 + a 12 e 1 e 2 ∈ A 2 with a 0 , a 1 , a 2 , a 12 ∈ R, the images of a under the three involutions () ′ , () * and() of A 2 are respectively given by
, that is,
The space A 
The full Clifford group Γ 2 of A 2 , defined as the multiplicative group consisting of the products of non-zero para-vectors of A 2 , is identical with A × 2 ; that is,
As a special rule of commutativity in A 2 , we notice that
3.2. The exponential function exp. As usual, we define the exponential function exp : A 2 → A 2 by its Taylor expansion:
The convergence is guaranteed as usual since we have |x m | = |x| m for x ∈ A 2 and for integers m ≥ 0. Note that in fact exp(x) ∈ A × 2 since we have exp x exp(−x) = exp(−x) exp x = 1.
However, in general, we have, for x, y ∈ A 2 , exp x exp y = exp y exp x = exp(x + y).
3.3. Hyperbolic functions cosh and sinh of an A 2 -variable. For reasons that will be clear in §3.8, we define the hyperbolic functions cosh : A 2 → A 2 and sinh : A 2 → A 2 , respectively, by
(note the reverse or star involution in the expressions). In general,
However, the following two identities hold:
Since exp(x * ) = (exp x) * , cosh(x * ) = (cosh x) * and sinh(x * ) = (sinh x) * , we may abuse notation and write them as exp x * , cosh x * and sinh x * respectively. It is easy to verify that
3.4. The polar decomposition of non-real elements in A 2 \R. It is easy to verify that every non-real element a ∈ A 2 \R can be written as
where
are determined by a up to sign. Indeed, a can be written as above in exactly two ways, the other one being
with the same θ and u as in (74). It is useful to observe that (−θ)(−u) = θu. We remark that the u appearing in (74) is a square root of −1 in A 2 ; indeed,
Notice that we can also write every a ∈ R × as in (74), by setting θ = 0 or ±π according as a > 0 or a < 0 and u ∈ A 
is the same as in (74). Recall that the pair ±u is unique for non-real a ∈ A 2 \R, while u ∈ A 
where log R : R + → R is the usual real-valued logarithmic function;
(c) if a ∈ A 2 \R, then
where θ and u are the same as in the polar decomposition (74) of a (recall that θu is well defined, as already observed in §3.4).
3.6.
A single valued logarithmic function. We may also define a single valued function Log : A 2 \R ≤0 → A 2 as follows:
where θ and u are the same as in the polar decomposition (74) of a; in particular, θu is well defined. It can be easily verified that the function Log is continuous in A 2 \R ≤0 .
3.7.
Operations ⊕ and ⊖ in A 2 . For x, y ∈ A 2 , we define, as a subset of A 2 ,
Note that, in general, x ⊕ y = y ⊕ x. Observe that cosh(x ⊕ y) and sinh(x ⊕ y) are well-defined elements in A 2 and the following identities are easily verified:
cosh(x ⊕ y) = cosh x cosh y + sinh x sinh y, (83) sinh(x ⊕ y) = sinh x cosh y + cosh x sinh y.
For convenience, we also write
Since cosh(−x) = cosh x * and sinh(−x) = − sinh x * , we obtain from (83) and (84):
sinh(x ⊖ y) = sinh x cosh y * − cosh x sinh y * .
Möbius transformations ofÂ
(0,1) 2 fixing both −1 and 1. The following proposition explains why we choose to define the hyperbolic functions cosh and sinh as we did in §3.3. 
Proof. By Proposition 2.14 (with n = 2), a Möbius transformation ofÂ and aa * − bb * = 1. Since ab
Now let x ∈ log(a + b). Then a + b = exp(x). Therefore (a − b) * = exp(−x) and a − b = (exp(−x)) * = exp(−x * ). It follows that a = cosh x and b = sinh x.
(0,1) 2 fixing both 0 and ∞. The following two propositions will be used in §5. They can be proved by easy calculations. fixes each of −1, 1, −e 1 , e 1 , 0 and ∞ then it is the identity transformation, that is, its Vahlen matrices are ±I.
Geometry of SO(3) via the Clifford algebra A 2
In this section we study the geometry of SO(3) via the Clifford algebra A 2 or quaternions. As explained earlier, the unit elements in A 2 form the spinor group Spin(3), the double covering of SO(3). More precisely, every unit element a in A 2 acts as a rotation ρ a on the Euclidean 3-space A fixing the origin corresponds to exactly one pair of unit elements ±a in A 2 such that ρ = ρ a = ρ −a . We shall first determine the axis and the rotation angle of ρ a in terms of a, and then study the Euler decomposition of a and determine the Euler angles associated to ρ a . This will be used in §5 to define the quaternion half lengths between two oriented line-plane flags in H 4 with a common perpendicular line.
Axis and rotation angle of an element in SO(3)
. It is a well-known fact that every non-identity element φ ∈ SO(3) has 1 as a simple eigenvalue and hence fixes pointwise a unique straight line in A naturally induces an orientation of the plane v ⊥ and φ| v ⊥ : v ⊥ → v ⊥ is a rotation of a certain angle 2θ ∈ (0, 2π) about the origin. We then say that φ is the rotation of angle 2θ about v (precisely, about the oriented axis Rv with the orientation given by v).
Observe that the rotation angle of φ about −v is 2π − 2θ. defined by ρ a (x) = ax(a ′ ) −1 = axa * . As a special case of the polar decomposition (74), we obtain Proposition 4.1. An element a ∈ A unit 2 \{±1} can be written uniquely in the form a = cos θ + ve 1 e 2 sin θ = exp(θve 1 e 2 ),
The unit elements in
where θ ∈ (0, π) and v ∈ A (that is, v is a unit para-vector).
Observe that, with the same θ and v as in (89), we have
Example 4.2. Let θ ∈ (0, π). Then we have (a) v = e 2 if a = exp(θe 1 ), since e 1 = e 2 e 1 e 2 ; (b) v = −e 1 if a = exp(θe 2 ), since e 2 = (−e 1 )e 1 e 2 ; (c) v = 1 if a = exp(θe 1 e 2 ).
The axis and rotation angle of ρ a are related to θ and v in (89) as follows. , then v is an eigenvector of ρ a ∈ SO(3) with eigenvalue 1 and the rotation angle of ρ a about v is 2θ.
Proof. Noticing that vv ′ = |v| 2 = 1, we have ρ a (v) = ava * = (cos θ + ve 1 e 2 sin θ)v(cos θ + e 2 e 1 v sin θ)
Thus v is an eigenvector of ρ a with eigenvalue 1.
To determine the rotation angle of ρ a about v, let us first consider the special case where v = e 2 . In this case, a = a * = cos θ + e 1 sin θ and ρ a restricted to the plane (e 2 ) ⊥ = R + Re 1 oriented by e 2 is a rotation about the origin of angle 2θ ∈ (0, 2π) since we have ρ a (1) = a1a * = a 2 = cos(2θ) + e 1 sin(2θ).
In the general case, we choose c ∈ A 2 \{0} so that ρ c (v) = cv(c ′ ) −1 = e 2 . Then cac −1 = cos θ + (sin θ)cve 1 e 2 c −1 = cos θ + (sin θ)cv(c ′ ) −1 e 1 e 2 = cos θ + e 1 sin θ.
By the special case just considered, ρ cac −1 = ρ c ρ a (ρ c ) −1 is the rotation of angle 2θ about e 2 . Hence ρ a is the rotation of angle 2θ about v. 
Euler decomposition of units in
, suppose a = a 0 + a 1 e 1 + a 2 e 2 + a 12 e 1 e 2 , a 0 , a 1 , a 2 , a 12 ∈ R.
We pursue the following Euler decomposition:
with α, β, γ ∈ R/2πZ. (A geometric interpretation of this decomposition will be given in the next subsection.) Expanding the right side of (91), we obtain a = cos β cos(γ + α) + e 1 cos β sin(γ + α) + e 2 sin β sin(γ − α) + e 1 e 2 sin β cos(γ − α).
Thus the decomposition (91) is equivalent to the following system of equations: . If sin(2β) = 0, then a solution of β ∈ R/2πZ determines γ + α, γ − α ∈ R/2πZ and hence we obtain two solutions, (α, β, γ) and (α + π, β, γ + π), to the above system of equations in (R/2πZ) 3 . Since there are exactly four solutions of β ∈ R/2πZ, we obtain in total eight solutions to the system of equations in (R/2πZ) 3 as follows:
It is easy to verify that the condition sin 2β = 0 is equivalent to that
In this case, sin β = 0 or cos β = 0 and only α + γ ∈ R/2πZ or only α − γ ∈ R/2πZ is determined. As a result, there are infinitely many solutions in (R/2πZ) 3 .
Definition 4.5. We call a triple (α, β, γ) ∈ (R/2πZ) 3 or (α, β, γ) ∈ (R/πZ) 3 regular if and only if sin 2β = 0. For convenience, we introduce the following notations:
(R/πZ)
Then we have proved the following propositions. is an eight-fold covering map.
Proposition 4.7. The map Ψ : (R/πZ)
is a two-fold covering map. Explicitly, we have
Geometric interpretation of the Euler decomposition (91).
Given an element a = exp(αe 1 ) exp(βe 1 e 2 ) exp(γe 1 ) ∈ A unit 2 with α, β, γ ∈ R/2πZ, the orthogonal transformation ρ a : A defined by ρ a (x) = ax(a ′ ) −1 can be decomposed as follows:
1 and η 3 = (η 2 η 1 )ρ exp(γe1) (η 2 η 1 ) −1 . By Proposition 4.3, the orthogonal transformation η 1 = ρ exp(αe1) is the rotation of angle 2α about e 2 , the orthogonal transformation
is the rotation of angle 2β about η 1 (1) = exp(2αe 1 ), and the orthogonal transformation η 3 = (η 2 η 1 )ρ exp(γe1) (η 2 η 1 ) −1 is the rotation of angle 2γ about η 2 η 1 (e 2 ) = η 2 (e 2 ). The transformation ρ a = η 3 η 2 η 1 ∈ SO(3) can be better understood if we consider its action on the unit sphere S 2 in the Euclidean space A and hence on the unit tangent bundle of S 2 :
Thus an element φ ∈ SO (3) is determined by the image of a chosen unit tangent vector, say (1, e 1 ), of S 2 under φ. Alternatively, we may think of a unit tangent vector (x, u) of S 2 as a pointed, oriented great circle C x,u in S 2 since the unit vector u ∈ S 2 is tangent at x ∈ S 2 to a unique great circle C x,u passing through x and gives C x,u an orientation.
Given a = exp(αe 1 ) exp(βe 1 e 2 ) exp(
, recall that ρ a = η 3 η 2 η 1 as in (99). Now we explain how to obtain geometrically the unit tangent vector
For this, we start from (1, e 1 ) ∈ T 1 S 2 , traverse along the oriented great circle C 1,e1 in its orientation by distance 2α ∈ [0, 2π) and arrive at
Then we perform the rotation about η 1 (e 1 ) by angle 2β ∈ [0, 2π) and arrive at
Finally, we traverse along the the oriented great circle C η2η1(1),η2η1(e1) in its orientation by distance 2γ ∈ [0, 2π) and arrive at (ρ a (1), ρ a (e 1 )) ∈ T 1 S 2 .
2α 2β Conversely, given a general unit tangent vector (x, u) ∈ T 1 S 2 , we may read off a pair of elements ±a ∈ A unit 2 as follows so that the transformation ρ a = ρ −a sends (1, e 1 ) to (x, u) . For this, consider the pointed, oriented great circles C 1,e1 and C x,u .
First suppose these two great circles are distinct. Let z be one of the intersection points of them (the other one is −z). Suppose that, starting from (1, e 1 ) ∈ T 1 S 2 , we traverse along the oriented great circle C 1,e1 in its orientation by distance 2α ∈ [0, 2π) to arrive (z, w) ∈ T 1 S 2 . Suppose further that we need to perform a rotation by angle 2β ∈ [0, 2π) about z to arrive at (z, v) ∈ T 1 S 2 so that the great circles C z,v and C x,u coincide and are orientated in the same way. Finally, let 2γ ∈ [0, 2π) be the angle traversed from z to x along the oriented great circle C z,v = C x,u in its orientation. In this way, we have obtained the desired decomposition (91), that is, a = exp(αe 1 ) exp(βe 1 e 2 ) exp(γe 1 ). See Figure 2 for an illustration of the procedure described above. Note that if we choose −z instead of z, then we obtain the Euler decomposition (91) for −a instead of a, that is,
Remark 4.8. The two triples of angles (2α, 2β, 2γ) and (2α + π, 2π − 2β, 2γ + π) in (R/2πZ) 3 are (the two choices of) the Euler angles associated to the orthogonal transformation ρ a = ρ −a ∈ SO(3). Note that Euler angles have been widely used by physicists and astronomers (see for example [16, pp.289] 
or [17, pp.100]).
The case when the great circles C 1,e1 and C x,u coincide is simpler. In this case, we have either a = exp(γe 1 ) or a = exp( π 2 e 1 e 2 ) exp(γe 1 ) for some γ ∈ [0, π). 4.5. An identity of Arnold on quaternions. As a special case of (92), we obtain identity (101) below which was used in an essential way by Arnold in [7] . given by the ordered orthogonal frame at e 3
We introduce notations for oriented lines and planes in H 4 as follows. 
4 which contains both L 1 and L 2 , with the orientation determined by the ordered frame ( L 1 , L 2 ). In particular, when
Notation 5.5 (The horizontal and vertical planes in H 4 ). We denote respectively by Π h and Π v the horizontal and vertical oriented planes in H 4 : Indeed, the Vahlen matrices ±A of η are of the form
For λ > 0, let τ λ ∈ Isom + (H 4 ) be the isometry whose Vahlen matrices are
Then τ λ is a pure hyperbolic translation along the oriented line L [0,∞] by the signed translation distance 2 log R λ ∈ R.
By Proposition 4.3, the element ρ a/|a| ∈ SO(3), when regarded as in Isom 
5.4.
Correspondence between flag-line crosses and orthogonal frames in H 4 . We set up a one-to-one correspondence between the set of oriented flag-line crosses in H 4 and the set of ordered orthogonal frames in H 4 as follows. Given an ordered orthogonal frame in H 4 , that is, an ordered quadruple of ori-
meeting at a point, we obtain an oriented flag-line cross in 5.5. A specific isometry of H 4 . We shall need in §5.7 the isometry ι ∈ Isom + (H 4 ) which sends the oriented flag-line cross (
In terms of orthogonal frames of H 4 , this is equivalent to the requirement that ι Frame e3 (1, e 1 , e 2 , ∞) = Frame e3 (∞, −e 2 , −e 1 , 1).
The isometry ι ∈ Isom + (H 4 ) is unique and has Vahlen matrices ±K, where
It is interesting to note that ι is an involution (ι 2 = id), with K −1 = −K.
5.6.
The quaternion half distances between oriented flags in H 4 . We define two quaternion half distances from one oriented flag in H 4 to another along an oriented common orthogonal line of the two flags (if such a line exists). Recall that we have identified the algebra of quaternions H with the Clifford algebra A 2 .
Definition 5.10. Suppose F 1 and F 2 are two oriented flags both orthogonal to an oriented line L in H 4 . Let ι be the unique orientation-preserving isometry of H 4 such that ι( L) = L v and ι( F 1 ) = F h . Then there exists a unique orientation-preserving isometry η of
η has Vahlen matrices ± a 0 0 a * −1 for some pair ±a ∈ A 2 \ {0}. We then define the two quaternion half distances from
Remark 5.11. The discussions in §4.4 allow us to read off the pair ±a (or precisely, ±a/|a|) in the above definition geometrically from the configuration ( F 1 , L, F 2 ).
The following proposition recaptures Definition 5.10 and will be used later .
Proposition 5.12. Suppose F 1 and F 2 are two oriented flags orthogonal to an oriented line L in 
Definition 5.14. Suppose L 1 and L 2 are two oriented lines both orthogonal to an oriented flag F in H 4 . Let ι be the unique orientation-preserving isometry of H (it will be shown in Proposition 5.16 below that δ ∈ R + Re 2 ) for a unique pair δ, δ + πe 2 ∈ R + Re 2 mod 2πe 2 . We define the two e 2 -complex half distances from L 1 to L 2 along F as
Remark 5.15. The quaternion, e 1 -and e 2 -complex half distances defined above are easily seen to be invariant under orientation-preserving isometries of H 4 .
The e 1 -and e 2 -complex half distances are simply related by the R-linear map χ : R + Re 1 → R + Re 2 determined by χ(1) = 1 and χ(e 1 ) = e 2 .
Proposition 5.16. Suppose L 1 and L 2 are two oriented lines orthogonal to an oriented flag F in H 4 . Then
Proof. With no loss of generality, we may assume that
Let K be the Vahlen matrix defined as in (110) and let ι ∈ Isom + (H 4 ) be the isometry corresponding to ±K.
It is easy to check that the isometry η := ιτ ι −1 satisfies η(ι( F )) = ι( F ) and η(ι( L 1 )) = ι( L 2 ), with Vahlen matrices (write e = e 1 + e 2 temporarily)
e(sinh δ)e −1 e(sinh δ)e −1 e(cosh δ)e
By definition, we have δ
The following proposition recaptures Definition 5.14 and will be used later .
Proposition 5.17. Suppose L 1 and L 2 are two oriented lines both orthogonal to an oriented flag 
Then we have the following relations:
Proposition 5.19. Suppose F 1 and F 2 are two oriented flags in H 4 orthogonal to an oriented line L. Let δ L ( F 1 , F 2 ) be the quaternion half distances from F 1 to F 2 along L. Then we have the following relations:
6. Generalized Delambre-Gauss formulas for oriented, augmented right-angled hexagons in H Then the following generalized Delambre-Gauss formulas hold:
with ε = 1 or −1, depending on the choice of the half side-lengths {δ n } 6 n=1 . The main idea in our proof of Theorem 6.5 is to use an identity involving six isometries of H 4 , namely (121), rewritten as a different identity (122) in Lemma 6.6 below, where the entries of the Vahlen matrices of the isometries in (122) are given by appropriate functions of the quaternion and the e 2 -complex half side-lengths associated to the given oriented, augmented, right-angled hexagon in H 4 .
Lemma 6.6. Given an oriented, augmented, right-angled hexagon { S n } 6 n=1 in H 4 , let τ n , ι n , η n ∈ Isom + (H 4 ), n = 1, · · · , 6 be determined and defined by
with indices modulo 6. Then the isometries satisfy
Proof. To prove (121), write τ = τ 6 τ 5 τ 4 τ 3 τ 2 τ 1 . Then τ ∈ Isom + (H 4 ) and it can be checked that τ ( S 6 ) = S 6 and τ ( S 1 ) = S 1 by going through the following table:
Since ( S 6 , S 1 ) or ( S 1 , S 6 ) is an oriented flag-line cross and τ leaves it invariant, it follows that τ must be the identity isometry.
To prove (122), first note that ι 0 = ι 6 = id by (121). Then
To verify (123) and (124), one evaluates ι −1 n ( S 6 ) and ι
This completes the proof of Lemma 6.6.
Proof of Theorem 6.5. With no loss of generality, we may assume that S 1 , S 3 , S 5 are lines and S 2 , S 4 , S 6 are flags in H 4 . Then each δ n , n = 1, 3, 5 is one of the two quaternion half side-lengths of { S n } 6 n=1 along S n , and each δ n , n = 2, 4, 6 is one of the two e 2 -complex half side-lengths of { S n } 6 n=1 along S n . By applying an orientation-preserving isometry of H 4 , we may assume that the oriented flag-line cross (
Let τ n ∈ Isom + (H 4 ), n = 1, · · · , 6, with indices modulo 6, be determined by τ n ( S n ) = S n and τ n ( S n−1 ) = S n+1 . Set ι n = (τ n · · · τ 2 τ 1 ) −1 and η n = ι n−1 τ n ι −1 n−1 . By Lemma 6.6 we have (122) through (124).
By (123) and (124) we have, for n = 1, 3, 5,
Then Proposition 5.12 applies and concludes that η n ∈ Isom + (H 4 ), n = 1, 3, 5 has Vahlen matrices ±A n where
By (123) and (124) again, we have, for n = 2, 4, 6,
Now Proposition 5.17 applies and concludes that η n ∈ Isom + (H 4 ), n = 2, 4, 6 has Vahlen matrices ±A n where
By (122) we have η 1 η 2 · · · η 6 = id. Hence there exists ε ∈ {−1, 1} such that
where I is the identity 2 × 2 matrix, or equivalently,
Working out the products of matrices on both sides of (133) Remark 6.7. It is not difficult to check that the formulas (114) through (117) can be rewritten as the following formulas (138) through (141), respectively:
and two other similar formulas.
7.2. Delambre-Gauss formulas for hyperbolic triangles and convex planar right-angled hexagons. We may obtain the Delambre-Gauss formulas for hyperbolic triangles (and consequently, the Napier's analogies as well as the law of tangents) by simply changing all the appearance of trigonometric functions of sidelengths in the identities for spherical triangles over to the corresponding hyperbolic trigonometric functions of the same side-lengths of hyperbolic triangles.
Theorem 7.5 (Delambre-Gauss formulas for hyperbolic triangles). For a triangle in the hyperbolic plane having side-lengths a, b, c > 0 and corresponding opposite interior angles α, β, γ ∈ (0, π), the following formulas hold: cosh Theorem 7.9 (Delambre-Gauss formulas for oriented right-angled hexagons in H 3 ). Given an oriented right-angled hexagon { L n } 6 n=1 in H 3 , let δ n ∈ C/2πiZ be one of the two complex half side-lengths of { L n } 6 n=1 along L n . Then cosh(δ 1 + δ 3 ) cosh δ 2 = ε cosh(δ 4 + δ 6 ) cosh δ 5 , (160) − sinh(δ 1 + δ 3 ) cosh δ 2 = ε cosh(δ 4 − δ 6 ) sinh δ 5 ,
− cosh(δ 1 − δ 3 ) sinh δ 2 = ε sinh(δ 4 + δ 6 ) cosh δ 5 , (162) sinh(δ 1 − δ 3 ) sinh δ 2 = ε sinh(δ 4 − δ 6 ) sinh δ 5 ,
with ε = 1 or −1, depending on the choices of the six half side-lengths {δ n } 6 n=1 . Our proof of Theorem 7.9 uses an identity involving six isometries of H 3 , (165) in Lemma 7.10 below, associated to an oriented right-angled hexagon in H 3 .
Lemma 7.10. Given an oriented right-angled hexagon { L n } 6 n=1 in H 3 , let τ n ∈ Isom + (H 3 ), n = 1, · · · , 6 be determined by τ n ( L n ) = L n and τ n ( L n−1 ) = L n+1 , with indices modulo 6, and set η n = (τ n−1 · · · τ 1 ) −1 τ n (τ n−1 · · · τ 1 ). Then
and furthermore, η n ( L 1 ) = L 1 for n = 1, 3, 5, and η n ( L 6 ) = L 6 for n = 2, 4, 6.
Proof. To prove (164), write τ = τ 6 τ 5 τ 4 τ 3 τ 2 τ 1 . It can be checked that τ ( L 6 ) = L 6 and τ ( L 1 ) = L 1 by going through the following table:
Since oriented lines L 6 and L 1 intersect perpendicularly and τ ∈ Isom + (H 3 ) leaves each of them invariant, it follows that τ must be the identity isometry.
One verifies (165) by direct calculation:
1 τ 2 τ 1 )((τ 2 τ 1 ) −1 τ 3 (τ 2 τ 1 )) · · · ((τ 5 τ 4 τ 3 τ 2 τ 1 ) −1 τ 6 (τ 5 τ 4 τ 3 τ 2 τ 1 )) = τ 6 τ 5 τ 4 τ 3 τ 2 τ 1 = id.
The verification of the "furthermore" part of the lemma is easy.
Proof of Theorem 7.9. Since the δ n 's are invariant under orientation-preserving isometries of H 3 , by applying such an isometry, we may assume that
Then the isometry η n ∈ Isom + (H 3 ), n = 1, · · · , 6 defined in Lemma 7.10 is given by matrices ±A n ∈ SL(2, C) where , n = 1, 3, 5;
A n = cosh δn sinh δn sinh δn cosh δn , n = 2, 4, 6.
By (165) there holds η 1 · · · η 6 = id. Hence there exists ε ∈ {−1, 1} such that
where I is the identity 2 × 2 matrix, or equivalently, 
Working out the products of matrices on both sides of (168) and equating the corresponding (1, 1)-, (1, 2)-, (2, 1)-and (2, 2)-entries, we obtain exp δ 1 cosh δ 2 exp δ 3 = ε(cosh δ 4 exp(−δ 5 ) cosh δ 6 + sinh δ 4 exp δ 5 sinh δ 6 ),
− exp δ 1 sinh δ 2 exp(−δ 3 ) = ε(sinh δ 4 exp(−δ 5 ) cosh δ 6 + cosh δ 4 exp δ 5 sinh δ 6 ),
− exp(−δ 1 ) sinh δ 2 exp δ 3 = ε(cosh δ 4 exp(−δ 5 ) sinh δ 6 + sinh δ 4 exp δ 5 cosh δ 6 ), 
then it is easily checked that ε ′ = ε. Following this rule, one obtains formulas (161), (162) and (163) from (160) by simply changing the orientation of L 6 , that of L 3 , and those of L 6 and L 3 , respectively.
