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Abstract
This paper examines encompassing test for parametric and nonparametric methods. We
provide the asymptotic normality of the encompassing statistic associated to the encompass-
ing hypothesis with parametric and nonparametric regression methods. We develop various
results on this test for more general processes satisfying several dependence structures. More-
over, we apply the encompassing test on real economic activity modelling.
Keywords: encompassing test, functional parameter, mixing processes, nonpara-
metric techniques, asymptotic normality.
JEL: C22 - C53 - E32.
1 Introduction
Model selection is a challenging step in statistical modelling of economics and finance. Mod-
elling economic or financial data requires characterization of the associated data generating pro-
cess (DGP). The DGP is unknown and therefore we face several admissible competing models.
Model selection consists on selecting a model, which mimics such unknown DGP, from a set of
admissible models according to a criterion. One retains the model which makes such criterion
optimal. There exist various model selection criteria in the literature when admissible models
have fully parametric specification, such as the Wald test, the likelihood ratio test, the Lagrange
multiplier test, the information criteria and so on. The other case, that is when admissible mod-
els contain simultaneously parametric and nonparametric specifications, seems underdeveloped.
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Encompassing test appears to be helpful for the latter situation where an encompassing model
is intended to account the salient feature of the encompassed model. Therefore, encompassing
test can detect redundant models among the admissible models.
Encompassing tests are based on two points, that the encompassing model ought to be able to
explain the predictions and to predict some mis-specifications of the encompassed model, Hendry
et al. (2008). We know that there are various considerations and developments of encompassing
tests, we refer readers to Mizon (1984), Hendry and Richard (1989), Gouriéroux and Monfort
(1995) and Florens et al. (1996). For an overview on the concept of the encompassing test,
see Bontemps and Mizon (2008) and Mizon (2008). Applications of encompassing tests can be
found inside the model selection procedure of GETS modelling developed by Hendry and Doornik
(1994) and Hoover and Perez (1999).
Recently, Bontemps et al. (2008) have developed encompassing tests which cover large set of
methods such as parametric and nonparametric methods. Among their results, encompassing
tests with nonparametric methods are established, considering kernel regression method. They
provide asymptotic normality of the associated encompassing statistics under the independent
and identically distributed hypothesis (i.i.d).
We extend the results of Bontemps et al. (2008) in two directions. First, we extend their encom-
passing tests using the nearest neighbor regression method which has be claimed more flexible
compared to kernel regression method. Other motivation on developing encompassing test for
nearest neighbor regression would be its consideration in the literature for different applications
in finance as well as in economics for capturing nonlinear features of the financial and economic
data sets, Mizrach (1992), Nowman and Saltoglu (2003), Guégan and Huck (2005) and Gué-
gan and Rakotomarolahy (2010), among others. In independent framework, we achieve similar
asymptotic normality result as in Bontemps et al. (2008) for the encompassing test under some
regularity conditions.
Second, we relax the independent hypothesis by focusing on processes with some dependence
structures. This second extension lies on the generalization of encompassing test for dependent
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processes.
We will provide an application on real economic activity modelling. We will adress variable
selection as well as model selection problems when modelling the Gross Domestic Product.
The paper is organized as follows. After a brief introduction for the motivation on developing
this encompassing test, we will make an overview of such test in section 2. In section 3, we will
provide new results on the asymptotic normality of the encompassing test associated to linear
parametric modelling and nonparametric kernel and nearest neighbor regression methods. In
section 4, we will make an illustration of the results on real data and last we conclude.
2 Preliminary study
This section introduces the encompassing test and then builds the corresponding encompassing
hypothesis. So, given two regression models M1 and M2, we are interested in knowing if the
modelM1 can account the result of modelM2. In other words, we want to know ifM1 encom-
passes M2 or in a short notation M1EM2. Testing such a hypothesis will be done using the
notion of encompassing test.
Generally speaking, model M1 encompasses model M2, if the parameter θM2 of the latter
model can be expressed in function of the parameter θM1 of the former model. In other words,
let ∆(θM1) be the pseudo true value of θM2 onM1. In general, the pseudo-true value is defined
as the plim of θˆM2 on M1, Bontemps et al. (2008). For more discussion on pseudo-true value
associated with the KLIC1, we refer to Sawa (1978) and Govaerts et al. (1994) among others.
The encompassing statistic is given by the difference between θˆM2 and ∆(θˆM1) scaled by a coef-
ficient an. Specification of the encompassing test will depend on the estimation of the regression
method: parametric or nonparametric methods.
Let S = (Y,X,Z) be a zero mean random process with valued in RxRdxRq where d, q ∈ N∗. For
x ∈ Rd and z ∈ Rq, consider the two modelsM1 andM2 as the conditional expectations m(x)
1Kullback-Leiber information criterion
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and g(z), respectively and are defined as follows:
M1 : m(x) = E[Y |X = x] and M2 : g(z) = E[Y |Z = z] (2.1)
Moreover, the general unrestricted model is given by r(x, z) = E[Y |X = x, Z = z]. We follow
the encompassing test in Bontemps et al. (2008).
We are interested in testing the hypothesis thatM1 encompassesM2, and then introducing the
null hypothesis:
H : E[Y |X = x, Z = z] = E[Y |X = x]. (2.2)
This null states that M1 is the owner model, and M2 will be served on validating this state-
ment and is called the rival model. We test this hypothesis H through the following implicit
encompassing hypothesis:
H∗ : E[E[Y |X = x]/Z = z] = E[Y |Z = z]. (2.3)
The following homoskedasticity condition will be assumed all along this chapter:
V ar[Y |X = x, Z = z] = σ2. (2.4)
Moreover, a necessary condition for the encompassing test relies on the errors of both models
where the intended encompassing model M1 should have smaller standard error than the en-
compassed modelM2.
In general,M1 orM1 can be estimated using nonparametric or parametric regression method.
We will consider these different situations when the processes (Sn)n are independent or depen-
dent. We begin by constructing the encompassing statistic associated to each of these four
situations and after we discuss their asymptotic behaviors.
3 Encompassing statistic
3.1 General framework
We are interested on the asymptotic behavior of the encompassing statistic associated to the
null hypothesisM1EM2. We can encounter the following four situations: M1 andM2 are both
estimated parametrically, M1 andM2 are both estimated nonparametrically, M1 is estimated
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nonparametrically and M2 parametrically and M1 is estimated parametrically and M2 non-
parametrically. We will consider the kernel and the k-NN regression estimates for nonparametric
methods and the linear regression for the parametric methods. For both independent and depen-
dent processes, we will study and establish the asymptotic normality of the corresponding four
encompassing tests.
Consider a sample Si = (Yi, Xi, Zi), i = 1, ..., n, which can be viewed as realization of the random
process S = (Y,X,Z) with valued in RxRdxRq where d, q ∈ N∗. We suppose that Si, i = 1, ..., n
has a joint density f . Moreover, ϕ(., .), ϕ(. | .) and ϕ(.) will denote the joint, the conditional and
the marginal densities of the process (Y,Z), respectively. That is, for y ∈ R and z ∈ Rq, ϕ(y, z),
ϕ(y | z) and ϕ(z) correspond to the density of the following processes (Y,Z) at point (y, z),
(Y | Z = z) at point y and Z at point z, respectively. Similarly, h will denote the joint, the con-
ditional and the marginal densities of the process (Y,X), according to the argument that it takes.
Throughout this section, we assume the existence of continuous version of the various joint and
marginal density functions and of the three conditional means m, g and r. In addition, the
square integrability will be assumed.
In this paragraph, N(µ, v) will denote the Gaussian distribution with mean µ and variance v.
We now consider the first case that is the encompassing test when the two modelsM1 andM2
have parametric specification.
3.2 Parametric modelling vs parametric modelling
Encompassing test for parametric modelling has been developed a lot in the literature. We discuss
briefly one parametric encompassing test where models M1 and M2 have linear parametric
specification. In that case, the two modelsM1 andM2 are given by (3.1) and the nesting model
is represented by the function r:
m(x) = β′x with β = (E[XX ′])−1E[XY ]
g(z) = γ′z with γ = (E[ZZ ′])−1E[ZY ]
r(x,z) = α′w with α = E[WW ′]−1E[WY ] and W = (X,Z).
(3.1)
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We can get the estimates βˆ, γˆ and αˆ of the paramaters β, γ and α, respectively, using the sample
Si = (Yi, Xi, Zi), i = 1, ..., n. Now, testingM1EM2 corresponds to the test of the null hypothesis
H where the conditional mean is just the linear projection. Therefore, the encompassing statistic
of the nullM1EM2 can be written as follows.
δˆβ,γ = γˆ − γˆL(βˆ), (3.2)
where γˆL(βˆ) is an estimate of the pseudo-true value γL(β) associated with γˆ on H1. Remarking
that the pseudo-true value is defined by γL(β) = (E[ZZ ′])−1E[ZX ′]β, we state in the following
theorem the asymptotic behavior of the encompassing statistic in relation (3.2).
Theorem 3.1. Assume that the relation 2.4 is satisfied. When the sample Si = (Yi, Xi, Zi),
i = 1, ..., n are i.i.d., then under H, we get:
√
nδˆβ,γ → N(0, σ2Ω) in distribution as n→∞. (3.3)
where Ω = V ar(Z)−1E[V ar(Z | X)]V ar(Z)−1.
For development on this asymptotic behavior of the encompassing statistic, we refer to Gouriéroux
et al. (1983) and Mizon and Richard (1986) among others. For recent discussion on this encom-
passing test for fully parametric case, Bontemps et al. (2008) is a good reference.
Development of the parametric encompassing test goes beyond independent processes in the liter-
ature. We may mention the remark in Bontemps et al (2008) stating the obvious extension of the
asymptotic results for independent processes to stationary ergodic processes in line with White
(1990a). Moreover, encompassing test for dynamic stationary models and time series regressions
have been discussed in Govaerts et al. (1994), Hendry (1995), Hendry and Nielsen (2006), among
others.
Next, we will study the completely nonparametric case.
3.3 Nonparametric modelling for M1 and M2
We now consider the case where the two models M1 and M2 defined in (2.1) are estimated
using nonparametric techniques. To test the hypothesis "M1 encompassesM2 ", we build the
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corresponding encompassing statistic and establish asymptotic property of such statistic.
Using the sample Si = (Yi, Xi, Zi), i = 1, ..., n and the associated functional estimates mn and
gn of the unknown functions m and g in relation (2.1) respectively, we define the encompassing
statistic as follows:
δˆm,g(z) = gn(z)− Gˆ(mn)(z), (3.4)
where Gˆ(mn) is an estimate of the pseudo true value G(m) associated with gn on H, which is
defined by G(m) = E[m | Z = z]. We focus on the following two nonparametric regression
function estimates: the kernel and the k-NN regression function estimates.
a) Encompassing test when m and g are estimated using kernel regression estimate
We estimate the unknown conditional means m and g defined in (2.1) using kernel regression
estimate. We consider the sample Si = (Yi, Xi, Zi), i = 1, ..., n, which is a realization of the
random process S = (Y,X,Z). Then, the kernel regression estimates mn of the function m, and
gn of the function g have the following expressions:
mn(x) =
1
nhd1n
∑n
i=1K1(
x−Xi
h1n
)Yi
1
nhd1n
∑n
i=1K1(
x−Xi
h1n
)
gn(z) =
1
nhq2n
∑n
i=1K2(
z−Zi
h2n
)Yi
1
nhq2n
∑n
i=1K2(
z−Zi
h2n
)
(3.5)
where hjn and Kj , j = 1, 2 are window widths and kernel densities, respectively. The kernel
densities satisfy
Kj(u) ≥ 0 and
∫
Kj(u)du = 1 j = 1, 2. (3.6)
We separate the independent case and the dependent case.
a1) Independent case
We establish asymptotic normality of the encompassing statistic defined in equation (3.4). Bon-
temps et al. (2008) has provided asymptotic property of encompassing statistic for the kernel
regression function estimate under the independent hypothesis and some assumptions. In addi-
tion to the usual kernel regularity condition, we need the following assumption to eliminate the
bias.
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Assumption 3.1. Assume that limn→∞ n.h
d+2p
1n = 0 and limn→∞ n.h
q+2p
2n = 0 with p is the order
of differentiability of the density and regression functions.
Under the previous assumption, the bias of the kernel regression disappears, for discussion we
refer to Vieu (1994) and Bontemps et al. (2008), among others.
The last assumption concerns the speed of convergence of the smoothing parameters.
Assumption 3.2. Assume that the window widths satisfy: limn→∞ n.hd1n = 0, limn→∞ n.h
q
2n = 0
and limn→∞
hq2n
hd1n
= 0.
Now, we can establish the asymptotic normality of the encompassing statistic.
Theorem 3.2. Assume that relation (2.4) is satisfied. When the kernel densities Kj and the
window widths hjn, j = 1, 2 satisfy the kernel regularity condition, given in assumptions 3.1 and
3.2, under H, we get:√
nhq2nδˆm,g(z)→ N(0,
σ2
∫
K22 (u)du
ϕ(z)
) in distribution as n→∞. (3.7)
ϕ(z) is the marginal density of the Z at z.
For the proof of this theorem, we refer to Bontemps et al. (2008). We now move to the case that
the processes exhibit some dependence structures.
a2) Dependent case
For dependent processes, to get the asymptotic normality of the associated encompassing statis-
tic, we need the following assumptions. The assumptions have been drawn from Bosq (1998).
The first assumption characterizes the dependence structure.
Assumption 3.3. (St) is α-mixing with α(n) = O(n−ρ) where ρ > ν
2+4
2ν for some positive ν.
The next assumption collects regularity conditions on the continuity and on the differentiability
of the density functions.
Assumption 3.4. ϕ and g∗ϕ are C2,d(b) for some real b where C2,d(b) the space of twice contin-
uously differentiable real valued functions f , defined on Rd, such that ||ϕ||∞ ≤ b and ||ϕ(2)||∞ ≤ b
with ϕ(2) denotes any partial derivative of order 2 for ϕ. Next, Supt≥k||ϕ(Z1, Zt)||∞ < ∞ and
last, ϕ(.)E[Y 21 |Z1 = .] is continuous at z.
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The last assumption concerns finiteness on the moments of the process (Yn, Zn)n.
Assumption 3.5. ||E[|Y1|4+ν |Z1 = .]||∞ <∞; E[|Z1|4+ν ] <∞ for some positive ν;
Supt∈N||E[Y i1Y jt |Zt = ., Z1 = .]||∞ <∞ where i ≥ 0, j ≥ 0, i+ j = 2.
We provide in the following, a theorem establishing the asymptotic convergence of the encom-
passing statistic.
Theorem 3.3. Suppose that assumptions 3.3-3.5 hold. Moreover, suppose that relation (3.11)
is satisfied. Then, under H, we get:√
nhq2nδˆm,g(z)→ N(0,
σ2
∫
K22 (u)du
ϕ(z)
) in distribution as n→∞. (3.8)
ϕ(z) is the marginal density of the Z at z and σ2 = V ar[Y |X = x, Z = z].
Proof of theorem 3.3 The proof of this theorem will be based on the decomposition of the
expression of the encompassing statistic into two parts as follows:√
nhq2nδˆm,g(z) =
√
nhq2n(gn(z)− Gˆ(mn)(z))
=
√
nhq2n(
n∑
t=1
K2(
z−Zt
h2n
)∑n
t=1K2(
z−Zt
h2n
)
Yt −
n∑
t=1
K( z−Zthn )∑n
t=1K(
z−Zt
hn
)
mn(xt))
=
√
nhq2n
n∑
t=1
K2(
z−Zt
h2n
)∑n
t=1K2(
z−Zt
h2n
)
(Yt −m(xt))
+
√
nhq2n
n∑
t=1
K( z−Zthn )∑n
t=1K(
z−Zt
hn
)
(m(xt)−mn(xt))
= C1 + C2.
(3.9)
The first part C1 coincides to the kernel regression of the residuals t = Yt − m(xt) onto Zt.
When assumptions 3.3-3.5 hold, then under H, we achieved the convergence in distribution of
the first part to a normal distribution using Rhomari’s result in Bosq (1998). The second part
C2 reflects the limit in probability of the supremum of the difference mn(xt)−m(xt) at xt ∈ Rd
scaled by
√
nhqn and its convergence can be derived from the rate of covergence of the uniform
convergence of the estimate mn(xt) which has been provided by Bosq (1998).
We are interested on establishing similar asymptotic results for encompassing test associated to
other nonparametric methods. So, instead of considering the kernel regression, we now consider
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the nearest neighbor regression.
b) Encompassing test when m and g are estimated using k-NN regression estimate
The previous result can be extended to the nonparametric nearest neighbor regression estimate
with different assumptions. Then, we establish asymptotic distribution of the encompassing
statistic δˆm,g in relation (3.4) when the conditional mean functions m and g defined in (2.1) are
estimated using the k-NN regression method. For example the k-NN regression estimate gn of
the conditional mean g can be written as follows:
gn(z) =
1
nRqn
∑n
i=1w(
z−Zi
Rn
)Yi
1
nRqn
∑n
i=1w(
z−Zi
Rn
)
(3.10)
where Rn will be defined as distance, according to the Euclidean norm in Rq, from z to its
k-th neighbors with k the number of neighbors, and w(u) is a bounded, non negative function
satisfying ∫
w(u)du = 1 and w(u) = 0 for |u| ≥ 1 (3.11)
To get the asymptotic normality of encompassing test, we need some assumptions that we state
now.
b1) Independent case
When we work with independent processes, we will use the following assumptions which are the
same as assumptions introduced in Mack(1981).
The first assumption relies on the density function ϕ of the process (Y,Z).
Assumption 3.6. The function χβ(z) =
∫
yβϕ(z, y)dy is bounded and continuous at z for
β = 0, 1, 2, and continuously differentiable in a neighborhood of z for β = 0, 1.
The next assumption concerns conditions on the moments of Y up to order three.
Assumption 3.7. E|Y |3 <∞, V ar(Y | Z = z) > 0 and f(z) > 0.
The last assumption states conditions on the relationship between the number of neighbors k
and the sample size n.
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Assumption 3.8. k = o(n), log(n) = o(k) and k →∞ as n→∞.
When assumptions 3.6-3.8 hold and the relation (3.11) is satisfied, then Mack (1981) has es-
tablished the asymptotic normality of the centered k-NN regression of gn. Moreover, we need
also that the bias of such k-NN regression estimate vanishes to zero. To guarantee the latter
statement, we complete the three previous assumptions with the following one:
Assumption 3.9. k = nα with 0 < α < 44+d .
We now provide the asymptotic normality of the encompassing statistic δˆm,g when m and g are
estimated using the k-NN regression method.
Theorem 3.4. Assume that relation (2.4) is satisfied. When assumptions 3.6-3.9 and the relation
(3.11) are satisfied, under H, we have:
√
k − 1δˆm,g(z)→ N(0, c.σ2
∫
w2(u)du) in distribution as n→∞. (3.12)
where c = pi
q/2
Γ((q+2)/2) is the volume of unit ball in R
q with Γ(.) the gamma function.
Proof of Theorem 3.4. We mention that the functional parameters mn and gn are from k-NN
regression estimate. We introduce the following notation for the weighting function in relation
(3.10):
W (
z − Zi
Rn
) =
1
nRqn
w( z−ZiRn )
1
nRqn
∑n
i=1w(
z−Zi
Rn
)
(3.13)
The estimate Gˆ(mn) of the pseudo true value G(m) = E[m | Z] associated with gn on H at a
given point z is given by:
Gˆ(mn)(z) =
n∑
i=1
W1(
z − Zi
R1n
)mn(xi) (3.14)
where W1 is a weighting function which is defined as follows:
W1(
z − Zi
R1n
) =
1
nRq1n
w1(
z−Zi
R1n
)
1
nRq1n
∑n
i=1w1(
z−Zi
R1n
)
(3.15)
where the function w1 satisfies condition in relation (3.11). We now write down our encompassing
statistic by replacing the estimates gn and Gˆ(mn) as follows:
√
k − 1δˆm,g(z) =
√
k − 1(gn(z)− Gˆ(mn)(z))
=
√
k − 1
n∑
i=1
W (
z − Zi
Rn
)Yi −
√
k − 1
n∑
i=1
W1(
z − Zi
R1n
)mn(xi)
(3.16)
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Following similar techniques as in Bontemps et al. (2008), we decompose this statistic into three
parts:
√
k − 1δˆm,g(z) =
√
k − 1
n∑
i=1
W (
z − Zi
Rn
)(Yi −m(xi)) +
√
k − 1
n∑
i=1
W1(
z − Zi
R1n
)(m(xi)−mn(xi))
= A1 +A2.
(3.17)
This equality (3.17) is obvious when one considers the same weighting functions for both k-NN es-
timates gn G(mn), that isW = W1. Otherwise, we have extra term
√
k − 1(∑ni=1W ( z−ZiRn )m(xi)−∑n
i=1W1(
z−Zi
R1n
)m(xi)), which can be viewed as difference bewteen two k-NN regression estimates
of m(xi). We know that some regularity conditions k-NN regression estimate is asymptotically
unbiased. Then the equality vanishes to zero. Thus, the equality (3.17) holds. We now proceed
on analysing the two expressions A1 and A2 of this equality (3.17).
For A1 which is the first expression in RHS of the first equality in relation (3.17), it involves a
k-NN regression of i = Yi −m(xi) on Zi scaled by the coefficient
√
k − 1 which indicates the
convergence speed rate when n goes to infinity. From the asymptotic normality result due to
Mack (1981), when assumptions 3.6 - 3.9 and relation (3.11) are satisfied, under H we have:
A1 → N(0, c.V ar(/Z = z)
∫
w2(u)du) in distribution as n→∞. (3.18)
Next, for the second expression A2, we can bound by taking its supremum with respect to xi
and then we get:
|A2| ≤ Supxi
√
k − 1|mn(xi)−m(xi)|
≤ Supxi
√
k − 1|mn(xi)− E[mn(xi)]|+ Supxi
√
k − 1|E[mn(xi)]−m(xi)|
= B1 +B2
(3.19)
When using the expression of the bias, theorem 1 in Mack(1981), B2 becomes:
B2 = (SupxiA(xi))(
k
n
)
2
d
√
k − 1 + o((k
n
)
2
d )
√
k − 1 +O( 1
k
)
√
k − 1 (3.20)
where A(.) is a function which depends only on xi and its expression can be found in Mack
(1981). Then from assumption 3.9, B2 vanishes to zero when n → ∞. It remains on showing
that B1 goes to zero also. This can be achieved using result of Mukerjee (1993) or Cheng (1984).
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We remark that when the number of neighbors k increases more the weights given to neighbors
decrease, then rewriting mn(xi) and we have the following equivalence:
mn(xi) =
∑n
j=1K(
xi−Xj
Ri
)Yj∑n
j=1K(
xi−Xj
Ri
)
∼=
n∑
i=1
cj
k
Yj (3.21)
where K(.) is a given weight function which satisfies condition (3.11), cj is a bounded weight
equal to zero when j larger than the number of neighbors and Ri is the distance between xi and
its kth neighbor. When we denote by m˜n(xi) =
∑n
i=1
cj√
k
Yj , then from theorem 2.1 in Mukerjee
(1993), we have:
B1 = Supxi |m˜n(xi)− E[m˜n(xi)]|
= O(
1
θn
) +O(n−
a−1
a )
(3.22)
with a > 1 and θn a positive sequence which tends to zero as n→∞. So we get |A2| converges
to zero in probability as B1. This completes the proof of (a).
We have just established asymptotic normality of the encompassing statistic for k-NN regression
under the i.i.d assumption. Next, we will study possible extension of such encompassing test to
dependent processes.
b2) Dependent case
We study the encompassing test when the processes are dependent. Let reintroduce first the
following assumptions on the process and on the regularity condition for the density functions.
Assumption 3.10. (Sn)n is φ-mixing process.
Assumption 3.11. g(z), ϕ(y | z) and ϕ(z) are p continuously differentiable. Moreover suppose
that ϕ(y | z) is bounded.
Assumption 3.12. The sequence k(n) < n and such that
∑k(n)
t=1 wt = 1 where wi a weight
function satisfying 0 < wt < 1 when t ≤ k(n) and wt = 0 otherwise.
Under assumptions 3.10-3.12, we have an asymptotic normality of the centered k-NN regression
estimate gn of g, Guégan and Rakotomarolahy (2010). In addition to these assumptions, we
make the following assumption to ensure that the bias will be asymptotically negligible.
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Assumption 3.13. log(n) = o(k) and k = nβ, 0 < β < 2p2p+d .
We now provide asymptotic normality of the encompassing statistic of functional parameter for
time series.
Theorem 3.5. Suppose that assumptions 3.10-3.13 hold, then under H, we have:
√
kδˆm,g(z)→ N(0, γ.σ2) in distribution as n→∞. (3.23)
where γ a positive constant which is equal to 1 when one considers uniform weights.
Proof of theorem 3.5. We have the following encompassing statistic when replacing the
estimator of gn and Gˆ(mn) at a given point z:
√
kδˆmn,gn(z) =
√
k(
n∑
t=1
w(z − Zt)Yt)−
√
k(
n∑
t=1
w(z − Zt)mn(xt))
=
√
k(
n∑
t=1
w(z − Zt)(Yt −m(xt)) +
√
k(
n∑
t=1
w(z − Zt)(m(xt)−mn(xt))
= C +D
(3.24)
where C is the first expression in RHS of the equality which is a k-NN regression of t = Yt−m(xt)
on Zt scaled by the coefficient
√
k. Under H and with the assumptions of theorem 3.5, theorem
?? (theorem 1 in Guégan and Rakotomarolahy (2010)) provides:
C → N(0, γ.σ2) in distribution as n→∞. (3.25)
For the second expression D, we can bound it by taking its supremum with respect to xt, so we
get:
|D| ≤ Supxt
√
k|mn(xt)−m(xt)|
≤ Supxt
√
k|mn(xt)− E[mn(xt)]|+ Supxt
√
k|E[mn(xt)]−m(xt)|
= D1 +D2
(3.26)
Using the expression of the bias, in theorem ?? (lemma 1 in Guégan and Rakotomarolahy (2010)),
D2 becomes:
D2 = (SupxtA(xt))O((
k
n
)
(1−β)p
d )
√
k (3.27)
which vanishes to zero when assumption 3.13 holds. A(.) is a function which depends only on xt
and its expression can be found in Guégan and Rakotomarolahy (2010).
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Concerning D1, we can obtain the following inequality:
D1 ≤ Supxt
√
k|mn(xt)−mn(x)|+
√
k|mn(x)− E[mn(x)]|+ Supxt
√
k|E[mn(x)]− E[mn(xt)]|
= E1 + E2 + E3
(3.28)
If we denote by rt the distance between xt and its ktht neighbors, then the two nearest neighbor
estimates mn(xt) and mn(x) are given by:
mn(x) =
n∑
s=1
w(x−Xs)Ys and mn(xt) =
n∑
s=1
w(xt −Xs)Ys (3.29)
where w(x − Xs) = 0 when ||x − Xs|| > rn for all s = 1, ..., n and w(xt − Xs) = 0 when
||xt −Xs|| > rt or s ≥ t. So, using relation (3.29), we have:
E1 = Supxt
√
k|
n∑
s=1
(w(x−Xs)− w(xt −Xs))Ys| ≤ Supxt
n∑
s=1
ck√
k
|Ys| (3.30)
where the last inequality comes from Supxt |(w(x − Xs) − w(xt − Xs))| ≤ ckk for some positive
number ck. If Supxt
∑∞
s=1 ||Ys|| <∞, E1 is negligible. Else Supxt
∑∞
s=1 |Ys| =∞ which could be
Supxt
∑n
s=1 |Ys| ≈ M
√
log(n) around infinity for a given positive real M , then E1 < M
√
log(n)
k
which goes to zero as n goes to infinity under assumption 3.13.
Concerning E2, for a given non zero real sequences atn, we have:
E2 =
√
k|
n∑
t=1
(w(x−Xt)Yt − Ew(x−Xt)Yt)| =
√
k|
n∑
t=1
atnψt| (3.31)
where ψt = 1atn (w(x−Xt)Yt−Ew(x−Xt)Yt). Applying Tchebyshev inequality on E2, for  > 0
we have:
P (|E2| > ) = P (
√
k|
n∑
t=1
atnψt| > ) ≤ k
2
E(
n∑
t=1
atnψt)
2 (3.32)
We know that Eψt = 0 and ψt is a φ-mixing process, then from inequality of Yoshihara (1978)
relation (3.32) becomes: P (E1 > ) ≤ k2 cAn with c is a constant and An =
∑n
t=1 a
2
tn where
we choose atn according to k2 cAn → 0 as n → ∞, then E2 → 0 in probability. For the last
expression E3, using relation (3.29), we obtain the following result:
E3 = Supxt
√
k|E[mn(x)]− E[mn(xt)]| = Supxt
√
k|
n∑
s=1
E[(w(x−Xs)− w(xt −Xs))Ys]| (3.33)
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Using iterated conditional expectation, we have:
E3 = Supxt
√
k|
n∑
s=1
E[(w(x−Xs)− w(xt −Xs))E[Ys | Xs]]|
= Supxt
√
k|
n∑
s=1
E[(w(x−Xs)− w(xt −Xs))m(Xs)]|
(3.34)
One can write m(Xs) = m(Xs)−m(x) +m(x) and then (3.34) becomes:
E3 = Supxt
√
k|
n∑
s=1
E[(w(x−Xs)− w(xt −Xs))(m(Xs)−m(x) +m(x))]|
= Supxt
√
k|
n∑
s=1
E[(w(x−Xs)− w(xt −Xs))(m(Xs)−m(x))]|
(3.35)
When m(.) satisfies the Lipschitz condition, then relation (3.35) gives the following inequality:
E3 ≤ Supxt(c
√
k
n∑
s=1
E|w(x−Xs)− w(xt −Xs)|||Xs − x||)
≤ cr
√
kSupxt(
n∑
s=1
E|w(x−Xs)− w(xt −Xs)|)
(3.36)
then under assumption 3.13 the RHS of the inequality (3.36) vanishes since Supxt(
∑n
s=1E|w(x−
Xs)− w(xt −Xs)|) <∞. So E3 goes to zero as n→∞. Thus, the proof is established.
Next, we will consider the mixed situation where the owner model has parametric specification
and the rival is from nonparametric method.
3.4 Parametric modelling vs nonparametric modelling
In this section, we consider the case that model M1 is a linear parametric model and M2 is
estimated by nonparametric techniques. Therefore, through out of this section, the hypothesis
H will have linear parametric specification. The encompassing statistic associated to the null
M1EM2 can be written as follows:
δˆβ,g(z) = gn(z)− GˆL(βˆ)(z), (3.37)
where GˆL(βˆ) is an estimate of the pseudo-true value GL(β)(z) associated with gn on H, which
is defined by GL(β)(z) = β′E[X | Z = z].
For the nonparametric specification ofM2, we will consider again the two nonparametric meth-
ods: the kernel regression method and k-NN regression method.
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i) Encompassing test when g is estimated using a kernel regression estimate
We consider the estimate gn which is the kernel regression estimate of g given in (2.1). Since the
rival model g is estimated using kernel method, the various assumptions on kernel density and
window width for both independent and dependent case in previous section will be maintained.
Moreover, we mention that the unknown conditional means in the hypothesis H have linear pro-
jection specification. We separate the two cases: independent and the dependent variables.
i1) Independent case
The asymptotic property of the encompassing statistic defined in relation (3.37), where the rival
model is estimated using kernel regression method, under the i.i.d assumption has been developed
in Bontemps et al. (2008). We summarize the asymptotic result in the following theorem.
Theorem 3.6. Assume that the relation (2.4) is satisfied. When the window width h2n sat-
isfies the usual kernel regularity condition and the assumption (3.1), then under H with linear
specification, we get:√
nhq2nδˆβ,g(z)→ N(0,
σ2
∫
K22 (u)du
ϕ(z)
) in distribution as n→∞. (3.38)
where Ω = V ar(Z)−1E[V ar(Z | X)]V ar(Z)−1 and ϕ(z) is the marginal density of the zi at z.
For the proof of this theorem, we refer to Bontemps et al. (2008).
We now relax the independent hypothesis which seems to be too restricted in time series mod-
elling.
i2) Dependent case
The process does not need to match the independent assumption. It may exhibit some depen-
dence. In that case, we still can establish the asymptotic normality of the encompassing statistic
defined in relation (3.37), using similar assumption as in previous section for dependent processes.
Theorem 3.7. Assume that relation 2.4 and assumptions 3.3-3.5 are satisfied. Then, under H
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with linear specification and when the bandwidth h2n satisfy kernel regularity condition, we get:√
nhq2nδˆβ,g(z)→ N(0,
σ2
∫
K22 (u)du
ϕ(z)
) in distribution as n→∞. (3.39)
ϕ(z) is the marginal density of the Z at z.
Proof of theorem 3.7 The proof of this theorem will be based on the decomposition of the
expression of the encompassing statistic into two parts like in the previous case. Using such
techniques, we can write the encompassing statistic as follows:√
nhq2nδˆβ,g(z) =
√
nhq2n(gn(z)− GˆL(βˆ)(z))
=
√
nhq2n(
n∑
t=1
K2(
z−Zt
hn
)∑n
t=1K2(
z−Zt
h2n
)
Yt −
n∑
t=1
K( z−Zthn )∑n
t=1K(
z−Zt
hn
)
βˆ′Xt)
=
√
nhq2n
n∑
t=1
K2(
z−Zt
hn
)∑n
t=1K2(
z−Zt
h2n
)
(Yt − β′Xt)
+
√
nhq2n
n∑
t=1
K( z−Zthn )∑n
t=1K(
z−Zt
hn
)
X ′t(β − βˆ)
= D1 +D2.
(3.40)
When assumptions 3.3-3.5 hold, then under H, D1 converges in distribution to a normal law
with mean zero and variance σ
2
ϕ(z)
∫
K22 (u)du, see Bosq (1998). Concerning D2, we know that
under mixing conditions, the normality asymptotic of the linear process has been established, see
Peligrad and Utev (1997, 2006). Therefore, this implies the normality asymptotic of
√
n(β − βˆ).
The remaining expression in D2 vanishes to zero as n tends to infinity. Thus, D2 converges in
distribution to zero. This completes the proof. Next, we consider the k-NN regression estimate
for the modelM2.
ii) Encompassing test when g is estimated using k-NN regression estimate
In this section, we assume that we estimate the rival modelM2 using k-NN regression method
where the owner modelM1 is still with linear parametric specification. The following theorem
provides the asymptotic behavior of the encompassing statistic introduced in relation (3.37)
for both independent and dependent processes. We can use kernel method or k-NN regression
estimates.
18
Theorem 3.8. Assume that the relation (2.4) is sastified. When one of the following points
holds:
(A1) Assumptions 3.6-3.9 and the relation (3.11) are satisfied,
(A2) Assumptions 3.10-3.13 are satisfied.
Then under H, we get:
√
k − 1δˆβ,g(z)→ N(0,Σ) in distribution as n→∞. (3.41)
where for (A1) we have Σ = cσ2
∫
w2(u)du with c is the volume of unit ball in Rq and for (A2)
we have Σ = γσ2 with γ a positive constant which is equal to 1 when one considers uniform
weights.
We have provided the asymptotic results of the encompassing statistic respectively for indepen-
dent and dependent processes where (A1) corresponds to the independent case and (A2) for the
dependent case. We now provide the proof of this theorem.
Proof of Theorem 3.8. We now prove the case that the owner model M1 is the linear
regression parametric and the rival modelM2 is the k-NN regression nonparametric. We write
the encompassing statistic as follows:
√
k − 1δˆβ,g(z) =
√
k − 1(gn(z)− GˆL(βˆ)(z))
=
√
k − 1(
n∑
i=1
W (
z − Zi
Rn
)Yi −
n∑
i=1
W˜ (
z − Zi
R˜n
)βˆ′Xi)
=
√
k − 1
n∑
i=1
W (
z − Zi
Rn
)(Yi − β′Xi) +
√
k − 1
n∑
i=1
W˜ (
z − Zi
R˜n
)X ′i(β − βˆ)
= N1 +N2.
(3.42)
We mention that this equality 3.42 holds since the difference
√
k − 1∑ni=1W ( z−ZiRn )β′Xi −√
k − 1∑ni=1 W˜ ( z−ZiR˜n )β′Xi is negligible.
For the first expression N1 =
√
k − 1∑ni=1W ( z−ZiRn )i, with i = Yi − β′Xi. When (A1) in
theorem 3.8 holds, then using result of Mack (1981) we have:
N1 → N(0,Σ) in distribution as n→∞. (3.43)
where Σ = c.σ2
∫
w2(u)du. We have similar asymptotic convergence when (A2) in theorem 3.8
but asymptotic variance Σ = γσ2, from the asymptotic result in Guégan and Rakotomarolahy
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(2010).
For N2 = (β − βˆ)′
√
k − 1∑ni=1 W˜ ( z−ZiR˜n )Xi, under (A1), we know that the estimate √n(β − βˆ)
converges in distribution to a normal law Z with mean zero and variance . The remaining part
of N2, the other expression
√
k−1√
n
∑n
i=1 W˜ (
z−Zi
R˜n
)Xi converges in distribution to zero. Thus, from
Slutsky’s theorem, N2 tends to zero in distribution. Same result can be achived under (A2)
where this part vanishes from the uniform convergence in Guégan and Rakotomarolahy (2010).
Thus, the proof of theorem 3.8 is established.
We now consider the last case where the owner model M1 is a nonparametric method and the
rival modelM2 is a linear parametric model.
3.5 Nonparametric modelling vs parametric modelling
In this section, we consider the owner modelM1 to be estimated using a nonparametric method
and the rival modelM2 to be a linear parametric method. Therefore, the encompassing statistic
associated to the nullM1EM2 is given by:
δˆm,γ = γˆ − γˆ(mn), (3.44)
where γˆ(mn) is an estimate of the pseudo-true value γ(m) associated with γˆ on H, which is
defined by γ(m) = (E[ZZ ′])−1E[Zm]. We estimate the unknown conditional mean m associated
to the modelM1 using first the nonparametric kernel regression estimate and next the nonpara-
metric k-NN regression estimate.
*) Encompassing test when m is estimated using kernel regression estimate
When the estimate of model M1 is obtained from the kernel regression and the model M2 is
from linear parametric modelling, we establish asymptotic normality of the encompassing statistic
introduced in relation (3.44). For the independent case we need the following assumption. The
assumption concerns the speed of convergence of the window width h1n.
Assumption 3.14.
√
nmax( log(n)
nhd1n
, h2d1n)→ 0 as n→∞.
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For dependent case, we will reconsider the assumptions previously done for the use of kernel
method. We summarize the asymptotic results in the following theorem.
Theorem 3.9. Assume that relation (2.4) is satisfied. When the kernel K1 and the bandwidth
h1n satisfy the usual regularity condition and when we have one of the following points:
(1) The i.i.d assumption, the regularity conditions in linear regression and the assumption 3.14
are satisfied
(2) Assumption 3.3 holds and the kernel regression estimate mn and the process (Yn, Xn)n satisfy
assumptions 3.4 and 3.5.
Then, under H, we get:
√
nδˆm,γ → N(0,Σ) in distribution as n→∞. (3.45)
where Σ = plimn→∞V ar(
√
nδˆm,γ).
Proof of theorem 3.9 First, when we meet the point (1) in theorem 3.9 i.e the processes are
independent, the proof of the theorem 3.9 can be found in Bontemps et al. (2008).
Second, for point (2) of theorem 3.9 which corresponds to the case that the processes are depen-
dent. The proof will be based on the decomposition of the expression of the encompassing statistic
into two parts like in the previous proves. More precisely, we split the encompassing statistic
√
nδˆm,γ into two parts. The first part yields F1 =
√
n( 1n
∑n
i=1 ZiZi)
−1( 1n
∑n
i=1 Zi(Yi −m(xi)))
which gives the asymptotic normality of the theorem Peligrad and Utev (1997). The second part
is F2 =
√
n( 1n
∑n
i=1 ZiZi)
−1( 1n
∑n
i=1 Zi(m(xi) −mn(xi))). Again, we bound this by taking the
supremum with respect to xi. Thus, F2 vanishes to zero from the uniform convergence of mn(xi),
Bosq (1998). This completes the proof of theorem 3.9. Next, we consider the fact that model
M1 will be estimated using k-NN regression method.
**) Encompassing test when mn is from k-NN regression estimate
We suppose that the mn is a k-NN regression estimate. We state in the following theorem the
asymptotic normality of the encompassing statistic in relation (3.44) for both independent and
dependent processes. We precise that we use the assumptions introduced in previous section for
k-NN regression estimate mn.
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Theorem 3.10. Assume that relation 2.4 is satisfied. Moreover, assume that:
(1) the i.i.d assumption, assumptions 3.6-3.9, relation (3.11) and the regularity conditions in
linear regression are satisfied.
or
(2) Assumption 3.10 holds and the k-NN estimate mn and the process (Yn, Xn)n satisfy assump-
tions 3.11-3.13.
Then under H, we get:
√
nδˆm,γ → N(0,Ω) in distribution as n→∞. (3.46)
where Ω = plimn→∞V ar(
√
nδˆm,γ), in particular for independent case Ω = σ2(E[Z ′Z])−1.
Proof of Theorem 3.10. We mention that the functional parameters mn is from k-NN regres-
sion estimate. We rewrite the associated encompassing statistic as follows:
√
nδˆm,γ =
√
n(γˆ − γˆ(mn))
=
√
n((
1
n
n∑
i=1
ZiZi)
−1(
1
n
n∑
i=1
ZiYi)− ( 1
n
n∑
i=1
ZiZi)
−1(
1
n
n∑
i=1
Zimn(xi)))
=
√
n(
1
n
n∑
i=1
ZiZi)
−1(
1
n
n∑
i=1
Zi(Yi −m(xi)))
+
√
n(
1
n
n∑
i=1
ZiZi)
−1(
1
n
n∑
i=1
Zi(m(xi)−mn(xi)))
= L1 + L2.
(3.47)
where L1 corresponds to the first expression in the RHS of the equality (3.47). It coincides to
the linear regression of the error  on Z, with i = Yi −m(xi).
When the processes satisfy independent condition, point (1) in theorem 3.10, then L1 con-
verges in distribution to Z where Z is normally distributed with mean zero and variance Ω =
σ2(E[Z ′Z])−1. For the second expression L2, we bound it by taking the maximum with respect
to xi and then we get |L2| ≤
√
nSnDnSup{(m(xi) −mn(xi))), xi ∈ Rd} where Sn =
∑n
i=1 |Zi|
and Dn = ( 1n
∑n
i=1 ZiZi)
−1. We remark that
√
nSn asymptotically converges to a normal dis-
tribution with mean E[|Z|] and variance V ar(|Z|). Moreover, the remaining expression involves
the supremum which vanishes to zero. Thus, the product vanishes to zero also from Slutsky’s
theorem.
When the processes are dependent, point (2) in theorem 3.10, then the normality asymptotic of
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the first expression L1 is achieved using the normality asymptotic result for dependent processes
in Peligrad and Utev (1997). Similarly, the second expression L2 vanishes from the same asymp-
totic normality of linear process in Peligrad and Utev (1997). This completes the proof.
We now mention some points about the encompassing test as well as about its asymptotic
behaviors developed in previous paragraphs. For both independent and dependent cases, we have
some remarks concerning the hypotheses on the encompassing test as well as on the asymptotic
results of the encompassing statistics.
Remark 3.1. The two hypothesis H and H∗ are not at all equivalent. As pointed in Bontemps et
al. (2008) the implication H ⇒ H∗ always holds and equivalence is proved only for linear models.
Remark 3.2. We should be careful also about mutual encompassing of both models which concerns
the bijection of the pseudo true value function G(.).
Remark 3.3. We have considered the same number of neighbors for different regressions in
encompassing test associated to nearest neighbor regression. In general, we have two different
number of neighbors entering in the proof of theorems which correspond to the k-NN estimate of
m and g, but the asymptotic results remain valid.
In the following remarks, we take a view on the rate of convergences and asymptotic variances
of the asymptotic encompassing statistic to k-NN and kernel regression estimates.
Remark 3.4. When we take a look at the convergence rates of the asymptotic encompassing
statistic associated to k-NN and kernel regressions, it depends only on the number of neighbors k
for k-NN while for kernel it depends on the number of observation n and the bandwidth hn. We
have the same convergence rate when hn = k/n.
Remark 3.5. Concerning the variances of the asymptotic encompassing statistic for both re-
gression methods, we see that the asymptotic variance of the encompassing statistic associated to
kernel regression depends on the density, which is not the case for nearest neighbor regression
estimate.
These last two remarks appear in both independent and dependent processes. They show some
advantages of k-NN nearest neighbor regression. We now provide an application on real data of
the asymptotic result on encompassing test.
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4 Illustration
In this section, we provide example on possible application of the above theoretical results. We
focus on economic modelling and consider the problem about the relationship between financial
variables and real economic activity such as modelling the impact of the interest rate changes on
the Gross Domestic Product (GDP). We consider five variables which are well known to affect
the behavior of the GDP. We will use the linear autoregressive modelling and the nearest neigh-
bor nonparametric regression method. The last modelling is interesting as it is known to take
nonlinearity into account.
We use quarterly data of US real GDP from 1995Q1 to 2010Q1 and the following US monthly
data from 1995M1 to 2010M3: stock market index (Index), real estate price index, oil price
index, real effective exchange rate (EER) and interest rate spread. The last variable is obtained
by taking the difference between ten year and three month government bonds. In general, we
transform the monthly variables into quarterly by aggregating the monthly values in a quarter.
For the linear modelling, we look at the dynamic of the centered logarithm GDP. From the sta-
tionary analysis, we consider a linear autoregressive representation with determistic trend. We
use several criteria for model selection. They are the out-of-sample selection FPE and the two
information criteria BIC and the corrected AIC. We consider also the apriori order four that we
often meet in autoregressive modelling of the quarterly GDP. Then using sample from 1995Q1
to 2005Q1, AICc and BIC criteria result to AR(1) denoted by M1 and the out-of-sample FPE
criterion yields AR(3) denoted by M2. The third model AR(4) is denoted by M3 . The decision
on choosing one model will be based on encompassing test. A necessary condition is that the
encompassing model should fit better than encompassed model. Therefore, encompassing model
is expected to have smaller error variance than its rival. The standard errors of models Mi,
i = 1, 2, 3 are σ1 = 0.0050, σ2 = 0.0047 and σ3 = 0.0048, respectively. Then, among the three
models,M1 has the worst fit. In contrast,M2 has the best fit. For the encompassing test between
two linear parametric models, we present the associated results in table 1.
From table 1, we accept the null M2EM3 that is, M2 encompasses M3. In contrast, we reject
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Table 1: Encompassing test for the logarithm GDP model.
M1EM3 M3EM1 M3EM2 M2EM3
tencomp 0.79 (0.43) 11.50 (0.00) 3.95 (0.00) 1.03 (0.31)
Notes: Statistics of the test with their p-values in parenthesis.
M3EM2 and M1EM2 and therefore M3 encompasses neither M1 nor M2. Moreover, M2 has the
smallest error variance. Thus, we retain model M2 which is from the out-of-sample selection
criterion.
We now consider the nonparametric nearest neighbor regression method. We will use the follow-
ing nonlinear representation
yt+1 = β
′zt +my(zt) + ut and xt+1 = mx(xt) + vt (4.1)
where zt = (yt, xt)′ with yt is the logarithm GDP, xt is the logarithm of financial/economic
variables except for the interest rate spread which is always in level, ut and vt are error processes
and the uknown parameters are β and the two nonlinear functions my and mx.
We use the same information set for the estimation sample as in previous modelling. For the es-
timation procedure, we estimate the parameters in two steps where we first regress yt+1 on zt for
the parameter β, we next recuperate the estimated residuals. We then use the estimated residuals
for the estimation of functions my and mx using nearest neighbor method with a priori choice for
the number of neighbors k = 3 and for the dimension d = 2. We now have model from estimation
step. Next, we are interested on testing if the nearest neighbor regression technique can encom-
pass linear model. We apply the encompassing test on nonparametric and parametric regression
techniques developed previously having as null hypothesis: the early nearest neighbor regression
of GDP with exogenous variables encompasses the linear AR(3) for the GDP. Under this null,
we have the statistic S = δˆ√
Ωˆ
, which is approximately standard normal distribution, where Ωˆ is
an estimate of the asymptotic variance Ω. That is we have S = δˆ√
Ωˆ
= (
∑
t ZtZt)
−1∑
t utZt/
√
Ωˆ
where Ωˆ = σˆ2(
∑
t ZtZt)
−1, with Zt = yt−3 is the regressor of the model AR(3), uˆt is the es-
timated residuals from nearest neighbor model and σˆ2 is a k-NN estimate of the conditional
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variance σ2 = var(yt/yt−1, yt−3, xt−1), recalling that yt is the centered logarithm GDP and xt
the logarithm financial/economic variables. We report the result in table 2. We remark that,
Table 2: Encompassing test nearest neighbor vs autoregressive.
test Statistic for horizon h (p-value in parenthesis)
kNNEAR(3) 1 2 4 8
SpreadEAR(3) -0.75 (0.45) -1.32 (0.20) -1.83 (0.08) -0.55 (0.58)
OilEAR(3) -0.67 (0.50) -1.00 (0.32) -0.91 (0.37) -0.22 (0.22)
HousingEAR(3) -0.45 (0.65) -0.91 (0.37) -0.47 (0.63) 0.04 (0.96)
IndexEAR(3) -0.36 (0.71) -0.72 (0.47) -0.59 (0.56) 0.01 (0.99)
EEREAR(3) -0.48 (0.63) -0.88 (0.38) -0.56 (0.57) -0.06 (0.94)
given a risk level for example five percent, overall we accept the null. This implies that k-NN
modelling of GDP with exogenous variables encompasses the model AR(3) of GDP. In other
words, information content on the model AR(3) is already included in the k-NN modelling of
GDP with financial/economic variables. Such failure of the model based on the sole GDP to
encompass the model based on the five variables highlights that economic and financial variables
contain information unexplained in the GDP dynamic. We remark the presence of nonlinearity
on the relationship of economic/financial variables with GDP. Accounting such nonlinear feature
on the model would be essential when assessing the role of those economic and financial variables
on forecasting GDP.
5 Conclusion
We know that different approaches of encompassing tests present in the literature provide dif-
ferent results. We have considered encompassing test in asymptotic way which is inline with
the encompassing principle announced in the introduction. The work has been conducted for
nonparametric methods.
As stated in Hendry et al. (2008) that the work of Bontemps et al. (2008) is the starting
treatment of encompassing tests to functional parameter based on nonparametric methods. We
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have extended that work first to nearest neighbor functional parameter estimate under the i.i.d
assumption and second to dependent process.
When using nearest neighbor regression as estimator for conditional expectations, we have estab-
lished asymptotic normality of the encompassing test for independent processes. Same results
have been provided for dependent processes, considering both kernel and nearest neighbor re-
gressions.
Development of encompassing test to nonparametric methods opens new research direction in
theory as well as in practice. Application of the various results on real data would accelerate
such development.
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