A fast identification algorithm is proposed for systems with delayed inputs. It is based on a non-asymptotic distributional estimation technique initiated in the framework of systems without delay. Such technique leads to simple realization schemes, involving integrators, multipliers and piecewise polynomial or exponential time functions. Thus, it allows for a real time implementation. In order to introduce a generalization to systems with input delay, three simple examples are presented here. The first illustration is a first order model with delayed input and noise. Then, a second order system driven through a transmission line is considered. A third example shows a possible link between simultaneous identification and generalized eigenvalue problems.
Introduction
Time delay is a classical source of complexity in control problems. Actuators, sensors, computers, field networks and wireless communications that are involved in feedback loops unavoidably introduce delays, which are generally time-varying. Despite numerous advances in this field, delay remains a theoretical and practical challenge (see, e.g., the survey Richard (2003) ), for systems controlled over networks in particular. Among the numerous open problems, the real-time delay identification is most crucial. On the one hand, various powerful control techniques (predictors, flatness-based predictive control, finite spectrum assignments, observers, ...) may be applied, provided the delay is known. On the other hand, the existing identification techniques for timedelay systems (see, e.g., Ren et al. (2005) for a modified least squares technique, and a survey in (Belkoura et al. 2004) ) generally suffer from poor speed performance. This paper is a synthesis of the distributional approach for input delay and parameter estimation that was recently proposed in (Belkoura et al. , 2008 (Belkoura et al. , 2009 ). Let us recall that those techniques are not asymptotic (in other words, they allow for a finite-time convergence) and do not need any statistical knowledge of the noises corrupting the data (see, e.g., Fliess et al. (2004) for applications to nonlinear state estimation, Fliess et al. (2005) for linear and nonlinear diagnosis). Several successful laboratory experiments have already been performed; see, e.g., (Beltrán-Carvajal et al. (2005) ), (Pereira et al. (2009) ), (Villagra et al. (2009) ) and (Gédouin et al. (2009) ).
We adopt in this paper a distributional formulation (compare with Fliess et al. (2003) ) from which the parameters as well as the input delays may be easily estimated. The identification procedure employs elementary input signals, i.e., piecewise constant or more general polynomial time functions. This paper is organized as follows. Section 2 gives the main theoretical tools we shall need for our identification problem. Section 3 and 4 focuse respectively on identification problem of a first order system with noisy delayed input and on a local identification with application to systems with transmission delays. Section 5 aims at showing how simultaneous parameters and delays identification can be formulated in terms of generalized eigenvalue problem.
Mathematical framework

Notations
We recall here some standard definitions and results from distribution theory Schwartz (1966) and fix the notations we shall use in the sequel. Let Ω be an open subset of Ê. The space of C ∞ -functions having compact support in Ω is denoted by D(Ω), D ′ (Ω) is the space of distributions on Ω, i.e., the space of continuous linear functionals on D(Ω). The complement of the largest open subset of Ω in which a distribution T vanishes is called the support of T and is written supp T . Write D ′ + (resp. E ′ ) the space of distributions with support contained in [0, ∞) (resp. compact support). It is an algebra with respect to convolution with identity δ, the Dirac distribution. When concentrated at a point {τ }, the latter distribution δ(t − τ ) is written δ τ . A distribution is said to be of order r if it acts continuously on C r -functions but not on C r−1 -functions. Measures and functions are of order 0. Functions are considered through the distributions they define and are therefore indefinitely differentiable. If y is a continuous function except at a point a with a finite jump σ a , its derivative dy/dt is dy/dt =ẏ + σ a δ a , whereẏ is the distribution stemming from the usual derivative of y. Derivation, integration and translation can be formed from the convolution productsẏ = δ (1) * y, y = H * y, y(t − τ ) = δ τ * y, where δ (1) is the derivative of the Dirac distribution, and H is the familiar Heaviside function. With a slight abuse of notations, we shall write H k y the k th -order iterated integration of y and, more generally, T k the iterated convolution product of order k. For S, T ∈ D ′ + , supp S * T ⊂ supp S + supp T , where the sum in the right hand side is defined by {x + y ; x ∈ supp S, y ∈ supp T }. Finally, with no danger of confusion, we shall sometimes denote T (s), s ∈ , the Laplace transform of T .
Background
Multiplication of two distributions (say α and T ) is not always defined. This operation makes however sense if one of the two terms is a smooth function. Several properties can be derived from such products. In particular, the next Theorem is the key result from which most of the parameters (including the delays) can be estimated.
Theorem 2.1 : If T has a compact support K and is of finite order m, α T = 0 whenever α and all its derivatives of order ≤ m vanish on K (Schwartz 1966) .
The following examples illustrate this statement when α is a polynomial or exponential function, and T a singular distribution. Note that, in forming the product α T , the delay τ involved in the argument T (t − τ ) now appears also as a coefficient.
The usual Leibniz rule (α T ) ′ = α ′ T + α T ′ remains valid. We shall make use of another property involving both multiplication by t n or e −γt and the convolution product, in case one of the two inria-00437377, version 1 -30 Nov 2009 distributions (S or T ) is of compact support:
e −γt (S * T ) = e −γt S * e −γt T.
The C k n are the familiar binomial coefficients. Combining Leibniz rule and (1) with S = δ (p) and T = y allows us to transform terms of the form t n y (p) or v = e −γt y (p) into linear derivatives sums of products t k y. Setting z i = t i y and v = e −γt y yields
where, z 1 = t y, z
is the first derivative of z 2 = t 2 y, and z
is the second derivative of z 3 = t 3 y. Note that integrating twice these expressions results in integration by parts formula.
Single delay and parameter estimation
Identification method
Consider a first order system with a delayed input 1 :
where γ 0 is a constant perturbation, a, b, and τ are constant parameters. The coefficient a is assumed to be known for the moment. Consider also a step input u = u 0 H. A first order derivation yieldsÿ
where ϕ 0 = (ẏ(0) + ay(0)) δ + y(0) δ (1) , of order 1 and support {0}, contains the contributions of the initial conditions. By virtue of Theorem 2.1, multiplication of equation (6) by a function α such that α(0) = α ′ (0) = 0, α(τ ) = 0 cancels the right side. The choice of the polynomial function α(t) = t 3 − τ t 2 results in:
The delay τ becomes available after k ≥ 2 successive integrations. More precisely, since
, equation (8) shows that all the obtained functions will vanish on (0, τ ) and the delay is consequently not identifiable on this interval. Conversely, those functions being nonzero for all t > τ , the delay is everywhere identifiable on (τ, ∞). We therefore obtain from (7):
where, by virtue of equation (1) and recalling the notation z i = t i y of the previous Section, we set:
3 ,
3 .
These coefficients show that k ≥ 2 integrations avoid any derivation in the delay identification. Due to the non identifiability on (0, τ ), the delay τ is set to zero until the numerator or denominator in the right hand side of (9) reaches a significant nonzero value. The algorithm given in (9) only requires the values of a and of the output y. If a is also unknown, the same approach may be utilized for a simultaneous identification. The following relation is easily derived from (7):
A linear system with unknown parameters (τ, a τ, a) is obtained by using different integration orders
The parameters (τ ,âτ , −â) to be estimated are obtained from the resolution of this last linear system (11). Figure 1 shows a partial realization scheme corresponding to the term H k w 0 . Each of the terms, H k w i (i = 0, · · · , 3), involved in (9) and (11) are realized by using the same principle. The resulting numerical simulations are shown in Figure 2 for the parameters y(0) = 0.3, a = 2, τ = 0.6, γ 0 = 2, b = 1, u 0 = 1. For the previous identifiability reason, the obtained linear system may be not consistent for t < τ . Moreover, and unlike the single delay case, a local loss of identifiability (see Belkoura (2005) ) may occur for t > τ as suggested in Figure 2 for t ≈ 1.7s. Multiplying (6) by other smooth function permits the estimation of other parameter combinations. By setting, for instance, α(t) = t(t − τ ) and by using the same previous techniques we obtain: the explicit value of τ is required is its associated parameter b. Finally, due to the fast convergence of the algorithms, we may also consider a separate procedure in which the undelayed terms are firstly identified and used afterward for the delay identification.
Robustness with regard to noise
As mentioned in Section 2.2, iterated convolutions using H k result in nothing but integration by part formulae. With noisy data, integration with H(s) = 1/s may be replaced by any strictly proper transfer function and particularly by low pass filters such as T (s) = 1/(γs + 1). The following simulations show favorable robustness properties of the proposed delay identifier with respect to noise corrupted data. The input and output white noise perturbations powers were taken to be of amplitude 2 × 10 −6 and 4 × 10 −6 respectively, while γ = 2 was used for the filter. T k ((t p ν) (q) ) for which the power spectrum is given by
If the noise spectrum φ νν (ω) is assumed to be constant on a sufficiently large strip −L < ω < L (which is the case for white noise approximations), and by virtue of the strict causality obtained with k > q, these quantities, and hence the noise effects remain negligible.
Local identification with application to systems with transmission delay
The input delay of the previous Section has been estimated because it also corresponded to the commutation instant of the right hand side γ 0 H + b u 0 H(t − τ ) of (5). Based on this observation, our techniques may be extended to a possible infinite number K of delays by means of one of the three following approaches:
(1) A multiplication with the
a recursive identification, (3) a local identification if one assumes a lower bound for two successive delays, i.e., h k+1 − h k > ∆. In such case K may also be infinite.
The first case may however lead to a large size linear system for which the delays remain unknown until t > h K , while error propagations may result from the second case. We next consider the third case described by Figure 4 and assume that a discrete reference signal {u k } with fixed period T is sent from a Master to a continuous process (Slave) for which each data is hold until the next step. Due to the delay τ k introduced by the transmission line, the actual input of the process will consist in a piecewise constant signal of the form
where χ k denotes the characteristic function of the interval [kT + τ k , (k + 1)T + τ k+1 ]. Based on the output observations, we propose an on-line identification scheme of the time-instants kT + τ k . By this way, if the period T is known and if Master and Slave share the same time origin, then the transmission delays τ k become available on-line from the only measurements of y. The estimation of these transmission delays is important for Networked Control Systems. When the sent packets include time-stamps, the receiver may estimate the delay's duration and take appropriate corrective actions (see, e.g., Hespanha et al. (2007) , Zampieri (2008) , Yang et al. (2008) and Zhang et al. (2008) ). When such time-stamps are not available (for instance, in some Bluetooth devices, the packets content is not modifiable by the user), our method is still applicable. For simplicity reasons, the process under consideration consists in a second order linear systemÿ where γ 0 H is a constant perturbation, and ϕ 0 (of order 1 and support {0}) contains the initial conditions. Following the previous section, derivation and multiplication by t 3 (t − λ) yields
where we have denoted h k = kT + τ k and σ k the jumps of u a at h k . Using the assumption h k+1 − h k > ∆, a "local" integration is now considered with T (s) = (1 − e −∆s/3 )/s instead of H(s) = 1/s. Here, suppT ⊂ (0, ∆/3) and the coefficient 3 also represents the number of integrations required in order to ensure causality of the identification scheme. This results in
where, from the right hand side of (16), and by virtue of the support of a convolution product given in Section 2.1, one has
On each of the latter intervals, the commutation instant h k , and hence the delay τ k are therefore obtained from the relation
As in the previous section, terms of the form T k t l y (q) involved in the expressions of N and D are implemented by considering first the development of t l y (q) described in (1) and (3) and then the integration with T k . A simulation result is given in Figure 5 with the parameters a 0 = 2, a 1 = 1, b = 1, y(0) = 1.3,ẏ(0) = −2.3, ∆ = 2 and the delays {τ k } = {0.3, 0.5, 0.2, 0.3}. Clearly, the quality of the estimation depends on the choice of the support ∆. Our numerical investigations, using various choices of the ∆ value, pointed out that a large support ∆ improves the estimation and shows more interest in the noisy case. However, due to the constraint ∆ < min(h k+1 − h k ), increasing ∆ cannot be done without some additional information on the
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expected times h k . Note that the same study could be conducted with unknown parameters a 0 and a 1 as well.
Simultaneous delay and parameters identification as a generalized eigenvalue problem
Problem statement
Unlike the undelayed case where the parameters are identified from a linear system of equations, this last example, taken from the aeronautic field (Veysset et al. 2006 ) and improved, shows how combined delay-and-parameter identification can be formulated in terms of a generalized eigenvalue problem. The example consists in a system with both delayed and undelayed inputs and in which each of the corresponding effects results in a first order transfer:
Some simple computations show that the right-hand side of the resulting differential equation can be canceled by means of a multiplication with a function α such that α (k) (0) = α (k) (τ ) = 0 for k = 0, 1, 2. The choice of the exponential function
results in
where for ease of notations we denoted x = e −γt , λ = e −γτ , and a 2 = τ t τ w , a 1 = τ t + τ w . Note that the latter equation non longer requires the knowledge of the gains k w0 , k w1 , k t0 and k t1 .
Here again, k ≥ 3 successive integrations (or a convolution with H k ) result in functions equality from which the delay τ and the coefficients τ w , τ t become available. More precisely, equation (23) combined with integrations leads to the following formulation:
where the matrices entries are obtained by means of integration by part formula and are given by:
The identification problem is therefore transformed into a generalized eigenvalue problem (24) for which the delay is deduced from one of the eigenvalues (i.e. τ = − log(λ)/γ), while the coefficients a 2 and a 1 are obtained from the corresponding normalized eigenvector. Figure 6 shows the generalized eigenvalues of (24) (and more precisely − log(λ)/γ) solved using the polyeig Matlab function and the parameters τ w = 0.6, k w0 = 2, k w1 = 0.5, τ t = 0.4, k t0 = 0.7, k t1 = 0.1, τ = 0.5, γ = 0.2. The result clearly shows one constant eigenvalue corresponding to the unknown delay τ . This value appears after a transitory phase for which the delay is not identifiable. We therefore get nine possible eigenvalues (resp. eigenvectors) of which one corresponds to the time delay (resp. coefficients a 2 and a 1 ) and the others are to be rejected. It is therefore necessary to design an on-line identification algorithm which allows to select the desired eigenpair. Such a procedure is a direct continuation of Belkoura et al. (2008) and is developed in the following section.
Resolution of the spectral problem
The previous section shows that the desired eigenpair satisfies the equation (24) for any k ≥ 3. Therefore, finding this eigenpair is equivalent to select the eigenpair (λ,v) that minimizes (A 0 +λ A 1 +λ 2 A 2 +λ 3 A 3 )v 2 , where A i=0,...3 are typically rectangular (m × n) matrices. Clearly, more measurements (and thus more rows) imply better possible estimation. In order to understand the physical aspect of this eigenvalues, it is interesting to make the analytic computation of the eigenvalues of the first order system described by equation (5) under zero initial condition and without constant perturbation for the simple case of candidate function α(t) = (t − τ ). The results of the eigenvalues computation for the square pencil (A, B) formed by lines (1, 2) and lines (2, 3) are respectively given by the systems of equations (S1) and (S2).
where, a 0 is the time constant and ∆ 1 = (t + 2a 0 − τ ) exp(− t−τ a0 ) + t − τ − 2a 0 , and
where, ∆ 2 = (2ta 0 − 2a 0 τ + 6a 2 0 ) exp(− t−τ a0 ) − t 2 + 4ta 0 +2τ t − 4a 0 τ − 6a 2 0 − τ 2 . The analytic computation of eigenvalues of the square pencil clearly shows that there are two distinct eigenvalues. For both, the first one is constant and corresponds to the time delay τ , while the other is unstationar. This example shows that the unstationar eigenvalues does not satisfy the rectangular pencil. The choice of the eigenvalue that fits the delay has been made by adding a line to square pencil that became rectangular. We do know as well that the delay satisfies this equation and so it cancels the whole rectangular pencil. That is why we've chosen the eigenvalue that minimizes (A −λB)v 2 where A and B are rectangular. Figure 7 shows the simulation results for k = 5 successive integrations. Due to non identifiability on (0, τ ), parameters τ, a 1 and a 2 have no significant values. Note also that a singularity occurred for t ≃ 1.5s.
Remark on the choice of the candidate function α(t)
The identification algorithms depend on the choice of the candidate function α(t). Indeed, this choice is linked to the Schwartz's theorem 2.1. Our first two examples involved polynomial functions, whereas the previous third example used exponential ones. More generally, any combination of the type α(t) = α 1 (t) − λ(τ )α 2 (t), where, λ(t) is a bijective function of τ , can be proposed.
Conclusion
The original contribution of this paper is the simultaneous delay and parameters identification of a widespread class of systems. Simulated examples have been presented here, that show the efficiency of the approach. On these bases, we hope that the high speed convergence of our algorithms will now permit to treat simultaneously the on-line identification and control of time-delay systems in concrete applications. Our investigations pointed out that the candidate function α and the filter can be oriented with regard to the situation. Concerning the candidate function α(t), the polynomial functions are simple to manipulate but they raise robustness problems in the case of noisy data. That is why, in noisy situations, it is recommended to use the exponentional functions or a bounded function in general. Concerning the filter, as it was explained in Section 3.2, any low-pass filter T (s) can be implemented and replace the basic integration H(s), which increases the robustness with regard to noise. Identifiability issues, MIMO systems with partial state measurements, state delay estimation, as well as discrete-time extensions are under active investigation.
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