Less than continuum many translates of a compact nullset may cover any infinite profinite group
Let G be a profinite group and let m denote the normalized Haar measure on G. If X J G is a measurable subset of measure zero, then trivially countably many Gtranslates of X cannot cover G. Thus the continuum hypothesis (CH) implies that one needs at least continuum many translates of X to cover G. However, it turns out that if we do not assume CH, then, consistently with the axioms of set theory, the situation may be di¤erent. Theorem 1. It is consistent with the axioms of set theory that for every infinite profinite group G there exists a closed subset X J G of Haar measure zero such that less than continuum many left G-translates of X cover G.
Our proof is non-constructive in the sense that it uses a probabilistic argument. Theorem 1 answers a question of Elekes and Tó th [5, Question 3.10 ]. The first result of this type is due to Elekes and Steprans [4] who proved the analogue of Theorem 1 for the real line. For the background on covering the real line with less than continuum many nullsets see [2] . Recently Elekes and Tó th [5] proved the theorem in the realm of real Lie groups and locally compact Abelian groups, and also showed that Theorem 1 would imply the result for arbitrary infinite compact topological groups and also for locally compact groups with some natural restrictions (see [5, Corollary 3.2] ). So now this is settled.
In turn, Darji and Keleti [3] proved that if X is a compact subset of the real line Let G be an infinite profinite group and ðN i Þ a strictly descending chain of open normal subgroups in G. Then ðN i Þ naturally gives rise to a dimension function; for a subset X J G let
See [1] for an introduction to this dimension notion. This suggests the following Question 2. Let G be an infinite profinite group and let X J G be a compact subset such that dim X < 1 with respect to some strictly descending chain of open normal subgroups of G. Is it true that one needs at least continuum many left translates of X to cover G?
Let G be a group. We say that a subset Y J G can be translated into X J G if there exists an element g A G such that gY J X .
Let G be a profinite group and let N 0 ; N 1 ; . . . be open normal subgroups of G. Let f : N ! N be a function. We say that a subset X J G is f -thin with respect to
The proof of Theorem 1 relies on the following purely group-theoretic result.
Theorem 3. Let G be an infinite profinite group. Let f ð0Þ ¼ 1 and f ðnÞ ¼ n ðn > 0Þ. Then G has a descending chain
of open normal subgroups and a closed subset X of measure zero such that every subset of G that is f -thin with respect to ðN i Þ can be translated into X .
We prove this theorem after a series of results on finite groups. Theorem 4. Let G be a finite group of size n and let k A N with k < n À log 2 log n :
Then for all integers l with 2ðk log n þ log 2Þ 1=k n 1À1=k < l c n there exist subsets X 1 ; . . . ; X k J G of size l such that for all g 1 ; . . . ; g k A G the intersection 7 i X i g i is non-empty.
Proof. We can trivially assume that n d 3 and
The assumption on k implies that p < 1. By a random subset of G we mean a subset which is produced by choosing each element of G independently with probability p. Let X 1 ; X 2 ; . . . ; X k be independent random subsets of G. We will show that with positive probability these subsets satisfy the theorem. Fix g 1 ; g 2 ; . . . ; g k A G. Then the subsets X 1 g 1 ; X 2 g 2 ; . . . ; X k g k are also independent random subsets of G. Thus for all x A X we have
Also, the events
are independent, so we have
Summing up these bad probabilities for the possible elements g 1 ; g 2 ; . . . ; g k A G we get
and using
we get
We also want to control the sizes of the X i from above. For each i with 1 c i c k the size jX i j equals the sum of independent variables which take 1 with probability p and 0 with probability 1 À p. Thus the expected value is
1À1=k ðk À 1Þ log n;
and the standard deviance is
Now using Cherno¤ 's inequality PðjX i j > asÞ c 2 expðÀa 2 =4Þ
for a ¼ 2pn=s, we obtain
Using n d 3 and k d 2 we get
which implies
Adding up, we obtain
which implies that with positive probability for all i c k we have
and for all g 1 ; g 2 ; . . . ; g k A G we have
In particular, these events happen for at least one value of X 1 ; X 2 ; . . . ; X k . If necessary, we can enlarge the X i to have size l, keeping the intersection condition untouched. The theorem is proved. r
Let k be a natural number. We say that a subset X J G is k-covering in G if every subset Y J G of size k can be translated into X .
Lemma 5. Let G be a finite group of size n and let k be a natural number. If ð4kÞ k ðk log n þ log 2Þ < n then there exists a k-covering subset X J G of size at most n=2.
Proof. The inequality implies 2ðk log n þ log 2Þ 1=k n 1À1=k < n 2k
Since the assumptions of Theorem 4 hold, there exist subsets X 1 ; X 2 ; . . . ; X k J G of size at most n=2k satisfying the conclusion. Let X ¼ 6 i X i . Then we have jX j c n=2. Let Y J G be an arbitrary subset of size k. Let us list the elements of Y as y 1 ; y 2 ; . . . ; y k and let
By Theorem 4, K is non-empty. Let g A K. Now for 1 c i c k we have
So X is a k-covering subset of G. r
The following extension lemma is the key to passing from finite to profinite groups.
Lemma 6. Let G be a finite group, let j : G ! H be an epimorphism with kernel N of size n and let X J H be a subset in H. Assume that ð4kÞ k ðk log n þ log 2Þ < n:
Then there exists a subset X 0 J G such that
(2) jX 0 j c njX j=2;
(3) every subset Y J G of size at most k þ 1 for which jðY Þ can be translated into X can be translated into X 0 .
Proof. ChooseX X J G such that jðX X Þ ¼ X and jX X j ¼ jX j. Lemma 5 implies that there exists a ðk þ 1Þ-covering subset L J N of size jLj c n=2. Let X 0 ¼ LX X . Then (1) and (2) trivially hold and we only have to check (3) .
Let Y J G be a subset with for which jðY Þ can be translated into X . This means that there exists h A H such that hjðY Þ J X . Choose g A G such that jðgÞ ¼ h. Then we have jðgY Þ ¼ hjðY Þ J X , implying that gY J NX X . Let us list the elements of X X as x 1 ; x 2 ; . . . ; x t with t ¼ jX j. Using this notation, we see that there exist subsets
and so there exists an element
and so Y can be translated into X 0 . r Proof of Theorem 3. Since G is infinite, it has a descending chain
of open normal subgroups. Let n i ¼ jN i =N iþ1 j. By passing to a suitable subchain we can also assume that for all i > 0 we have
Let G i ¼ G=N i and let j i : G ! G i denote the quotient map. We claim that there exist subsets X i A G i such that for all i A N the following hold:
We prove our claims by induction on i. For i ¼ 0 we set X i ¼ G i ¼ f1g and everything holds trivially.
Assume that we have already constructed X i as above. Let j : G iþ1 ! G i be defined by jðgÞ ¼ j i ðgN i Þ and let H ¼ G i . Then setting X ¼ X i and G ¼ G iþ1 we can use Lemma 6. Let X iþ1 ¼ X 0 obtained from the lemma. Now (1) follows immediately from (1) of Lemma 6. Using (2) of Lemma 6 and induction we have
and so (2) also holds. Finally, if Y J G is an f -thin subset with respect to ðN i Þ then j i ðY Þ J G i can be translated into X i by induction. Since Y J G is f -thin, we have
and so (3) of Lemma 6 holds for j iþ1 ðY Þ. It follows that j iþ1 ðY Þ can be translated into X iþ1 in G iþ1 , as claimed in (3). So all of the claims hold. Now let
Since all the X i N i are open and closed, X is closed. Also, if m stands for the normalized Haar measure on G then using (2) we have
Then (3) tells us that the sets T i are non-empty. Also the T i are unions of N i -cosets, so they are open and closed. On the other hand, if g A T iþ1 then j iþ1 ðgY Þ J X iþ1 and so, using (1) we have
which implies that g A T i . That is, we have T iþ1 J T i ði A NÞ. Now by the compactness of G the sets T i have non-empty intersection. Let g A 7 i T i . From j i ðgY Þ J X i we have gY J X i N i . Thus gY J 7 i X i N i ¼ X and so Y can be translated into X . r Proof of Theorem 1. Let f ð0Þ ¼ 1 and f ðnÞ ¼ n (n > 0). Applying Theorem 3 to G we get a descending chain
of open normal subgroups in G and a closed subset X J G of measure zero such that every subset of G that is f -thin with respect to ðN i Þ can be translated into X . For i A N let G i ¼ G=N i and let j i : G ! G i denote the quotient map.
Let P ¼ Q i G i and let j : G ! P be defined by jðgÞ ¼ ðj 0 ðgÞ; j 1 ðgÞ; . . . ; j n ðgÞ; . . .Þ:
Then P is a profinite group endowed with the product topology, j is continuous and since G is compact, A ¼ jðGÞ is a closed subgroup of P.
. It is consistent with the axioms of set theory (see [5, Lemma 2.10] ) that there exists a cardinality k < 2 $ such that we can cover P by k f -slaloms. The idea of using slaloms for coverings in this way comes from [4] and [5] .
Let L j ð j A JÞ be a set of f -slaloms such that 6 j A J L j ¼ P. Here J is an index set of cardinality k.
and so we have covered G by k < 2 $ translates of X . r
Remark. For a finite group G of size n and a natural number k let covðG; kÞ denote the size of a minimal k-covering subset of G. Using Theorem 4 and the proof of Lemma 5 we get covðG; kÞ c 2kðk log n þ log 2Þ 1=k n 1À1=k :
On the other hand, it is easy to show that if X is a k-covering subset of G then for all g 1 ; g 2 ; . . . ; g k A G we have 7 i X i g i 0 q. We claim that this implies that jX j d n 1À1=k . Indeed, if A and B are subsets of G, then it is easy to see that the expected value of jA V Bgj is jAj jBj=n where g is a uniform random element of G. So with the notation g 1 ¼ 1 and l ¼ jX j there exists g 2 A G such that jXg 1 V Xg 2 j < l 2 =n. Similarly, we can find g 3 A G such that jXg 1 V Xg 2 V Xg 3 j < l 3 =n 2 . Using induction, we can find g 4 ; . . . ; g k A G such that j7 i X i g i j < l n =k nÀ1 . Now if jX j < n 1À1=k then j7 i X i g i j < 1; that is, it is empty. This shows that our claim holds and that n 1À1=k c covðG; kÞ:
It would be interesting to see whether the extra 2kðk log n þ log 2Þ 1=k in the upper estimate is really needed. For the case k ¼ 2 the question is equivalent to finding the smallest subset X of G with XX À1 ¼ G. This has been settled in [6] (see also [7] ). It follows that covðG; 2Þ ¼ Oð ffiffi ffi n p Þ; so this suggests that at least the log n factor in covðG; kÞ could be omitted. Note, however, that elementary counting arguments only give covðG; 2Þ ¼ Oð ffiffiffiffiffiffiffiffiffiffiffiffiffi n log n p Þ and the asymptotically sharp estimate Oð ffiffi ffi n p Þ relies on the classification of finite simple groups.
