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RÉSUMÉ. Ce papier aborde le problème de l’ambiguïté des termes dans les documents, en par-
ticulier dans le domaine de la biomédecine. Notre objectif est de proposer une méthode de
désambiguïsation des termes ambigus utilisés dans la biomédecine et de l’intégrer dans un modèle
d’indexation sémantique et de recherche d’information basé sur le sens des concepts dans les
documents ainsi que de la requête. Nous exploitons l’architecture poly-hiérarchique du thé-
saurus MeSH (Medical Subject Headings) pour désambiguïser les concepts et les indexer avec
leur sens le plus adéquat associé dans chaque document. L’évaluation des résultats de nos ex-
périmentations sur la collection de TREC9-FT 2000 montre une amélioration de la performance par
rapport aux modèles d’indexation classiques dans le domaine de la Recherche d’Information.
ABSTRACT. This paper discusses the term ambiguity problem for indexing biomedical literature.
Our objective is to propose a method of disambiguating biomedical terms and integrate them
into a semantic indexing and retrieval model. We exploit the poly-hierarchical structure of the
Medical Subject Headings (MeSH) to disambiguate terms having more than one sense.
Unambiguous terms are then semantically indexed with their appropriate sense. The
experimental evaluation carried out on the TREC9-FT 2000 collection shows that our
semantic approach of indexing and retrieval is promising.
MOTS-CLÉS : Indexation sémantique, Recherche d’Information sémantique, Désambiguïsation,
Ressources biomédicales
KEYWORDS: Semantic Indexing, Semantic Information Retrieval, Word Sense Disambiguation,
Biomedical Resources
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1. Introduction
Depuis l’avènement d’Internet, des librairies digitales et de la large accessibilité
des médias, les volumes d’informations évoluent de manière signiﬁcative tant en vo-
lume qu’en qualité. Plus précisément, dans le domaine biomédical, les services de
production et d’accès à l’information ne cessent de se diversiﬁer. A titre d’exemple,
MEDLINE1 (Medical Literature Analysis and Retrieval System Online) est la base de
données bibliographiques de premier ordre, développée par la NLM (US National Li-
brary of Medicine), qui contient plus de 19 millions de références d’articles en science
de la vie, notamment de la biomédecine. Un trait distinctif de MEDLINE est que les
documents sont indexés manuellement ou automatiquement avec les concepts du thé-
saurus MeSH (Medical Subject Headings). Le portail PubMed2 de la NCBI (National
Center for BioTechnology Information) fournit un accès aux publications scientiﬁques
de la base d’articles MEDLINE. De manière générale, les informations biomédicales
sont exprimées sous forme de langage naturel, ce qui ne présente relativement pas
de problème pour l’humain mais demeure encore un grand déﬁ pour les processus
automatiques de traitement de l’information. Une des problématiques majeures est
l’ambiguïté dans le texte, en particulier dans la biomédecine. Par exemple, le terme
“has" en anglais indique à la fois un verbe et le nom d’une protéine. Normalement,
les sens d’un terme sont déﬁnis dans un dictionnaire, une encyclopédie, un thésaurus,
ou encore une ontologie, etc. Un terme est dit ambigu s’il a plus de deux sens dans
les contextes différents. La reconnaissance et l’affectation du sens le plus adéquat aux
termes ambigus dans un contexte donné font référence à la désambiguïsation (Word
Sense Disambiguation).
Aﬁn de répondre à cette problématique, différentes approches de désambiguïsation
ont été proposées. Ces dernières peuvent se subdiviser en quatre catégories : appren-
tissage supervisé (Lee et al., 2004) (Liu et al., 2004), apprentissage non-supervisé
(Yarowsky, 1995), apprentissage semi-supervisé (Abney, 2002) et approche basée
sur la connaissance (Knowledge-based) (Lesk, 1986), (Gale et al., 1993), (Mihalcea,
2005). Les méthodes basées sur l’apprentissage supervisé comme les arbres de déci-
sion, les machines à vecteurs de support, l’entropie maximale, la classiﬁcation naïve
bayésienne, etc. utilisent les corpus d’apprentissage étiquetés pour entraîner les clas-
siﬁcateurs. La classiﬁcation non-supervisée s’applique sur les corpus non-étiquetés
pour en extraire plusieurs groupes de textes sémantiquement similaires. L’approche
semi-supervisée est basée sur un petit échantillon étiqueté pour entraîner d’abord les
classiﬁcateurs initiaux, puis sur une plus large collection non-étiquetée pour réentraî-
ner et enrichir les classiﬁcateurs au fur et à mesure du processus itératif de l’apprentis-
sage. L’approche basée sur la connaissance du domaine utilise des ressources externes
comme les dictionnaires (Machine Readable Dictionaries - MRDs), thésaurus, onto-
logies, etc. comme des ressources sémantiques pour représenter la connaissance du
domaine. La plupart des approches dédiées à la désambiguïsation du texte biomédical
se base sur l’apprentissage supervisé (Liu et al., 2004), (Leroy et al., 2005), (Joshi et
1. http ://www.nlm.nih.gov/pubs/factsheets/medline.html
2. http ://www.ncbi.nlm.nih.gov/pubmed
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al., 2005), ce qui les rend complètement dépendant des corpus étiquetés et induisent
un coût élevé pour annoter manuellement et maintenir la connaissance.
La désambiguïsation des termes biomédicaux est importante et primordiale dans
l’indexation sémantique des ressources biomédicales. Les travaux de la recherche
d’information biomédicale ont été initiés et intégrés dans le développement de l’ou-
til d’indexation des textes biomédicaux MTI (Medical Text Indexer) (Aronson et al.,
2004) aux Etats-Unis ou F-MTI (French-Multiterminology Indexer) (Pereira et al.,
2008) en France. L’indexation sémantique des documents de la littérature biomédicale
vise à assister les annotateurs dans leurs tâches d’indexation et est vue comme une re-
commandation automatique de descripteurs (Kim et al., 2001), (Cai et al., 2004) ou
de couples de descripteurs/qualiﬁcatifs (Névéol et al., 2007). Concernant particulière-
ment l’indexation des ressources francophones, les travaux intègrent une ou plusieurs
terminologies médicales (MeSH, ICD-10, CCAP, TUV) en associant des descripteurs
MeSH aux documents dans le catalogue CiSMEF (Névéol et al., 2006), (Pereira et al.,
2008).
Ce papier propose une approche d’indexation sémantique basée sur le sens précis
de concepts dans le document ainsi que de la requête. Notre approche d’indexation et
de recherche d’information sémantique exploite la structure poly-hiérarchique du thé-
saurus MeSH (Medical Subject Headings) pour désambiguïser les concepts ambigus
dans les documents et les requêtes. La suite de cet article est organisée comme suit :
La section 2 présente un état de l’art sur l’indexation de la littérature biomédicale et
puis positionne notre contribution dans ce cadre. La section 3 décrit notre méthode
de désambiguïsation et le processus d’indexation des documents biomédicaux basée
sur le sens des concepts biomédicaux. Une évaluation expérimentale est présentée et
discutée dans la section 4. La section 5 conclut le papier et annonce des perspectives.
2. Ambiguïté et indexation sémantique de documents biomédicaux
2.1. Problématique de l’ambiguïté
L’ambiguïté est un problème commun dans les textes généraux ainsi que dans les
domaines spéciﬁques comme la biomédecine. A titre d’exemple, une étude de (Schie-
mann et al., 2008) a montré qu’il existe 175 termes désignant à la fois des espèces
et des protéines, 67 termes désignant des médicaments et des protéines, 123 termes
désignant des cellules et des tissus. Dans le thésaurus MeSH, un concept peut avoir
plusieurs sens. A titre illustratif, le concept “Pain" appartient à quatre branches de
trois hiérarchies dont les concepts les plus génériques sont : Nervous System Disease
(C10) ; Pathological Conditions, Signs and Symptoms (C23) ; Psychological Pheno-
mena and Processes (F02) ; Musculoskeletal and Neural Physiological Phenomena
(G11). Des méthodes de désambiguïsation ont été proposées pour associer le sens le
plus adéquat aux concepts dans leur contexte d’apparition. Différents travaux ont traité
l’ambiguïté des termes issus de l’UMLS (Widdows et al., 2003), des acronymes (Gau-
dan et al., 2005) et expressions de gènes (Andreopoulos et al., 2008) en proposant des
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méthodes basées sur les distributions des fréquences des termes dans les sources d’in-
formations ou en entraînant les différents sens des termes ambigus en se basant sur
des méthodes d’apprentissage automatique ou de classiﬁcation.
La plupart des approches de désambiguïsation dans le texte biomédical sont
basées sur l’apprentissage supervisé (Liu et al., 2004), (Gaudan et al., 2005), (Leroy
et al., 2005), (Joshi et al., 2005), (Andreopoulos et al., 2008), (Mohammad et al.,
2004). Le travail de (Andreopoulos et al., 2008) a utilisé le méta-thésaurus UMLS
pour désambiguïser les termes biomédicaux dans les documents en entraînant un
classiﬁcateur naïf bayésien qui prend en compte la co-occurrence de termes dans les
documents. Les abréviations dans les articles de MEDLINE sont résolues par les
machines à vecteurs de support (SVMs) qui intègrent un dictionnaire d’abréviations
avec leurs formes complètes. Brièvement, les travaux exploitent les caractéristiques
linguistiques et lexicales connues dans les textes en général et les appliquent sur les
textes biomédicaux comme : l’étiquette grammaticale (Part-Of-Speech), les relations
sémantiques entre les mots (Leroy et al., 2005), l’unigramme, le bigramme (Joshi et
al., 2005), les relations syntaxiques et lexicales (Mohammad et al., 2004). Récem-
ment, le travail de (Stevenson et al., 2008) utilise les identiﬁants uniques de concepts
dans l’UMLS, obtenus par l’outil MetaMap (Aronson, 2001), et les termes de MeSH
qui sont manuellement annotés dans les articles de MEDLINE pour construire des
vecteurs de caractéristiques en entraînant les classiﬁcateurs basés sur les vecteurs
à machine de support, les réseaux bayésiens et les modèles vectoriels. Cependant,
les méthodes abordées sont basées complètement sur des corpus d’apprentissage qui
demandent un coût d’annotation en terme de temps et compétence requise.
L’ambiguïté a un impact important non seulement sur la performance des appli-
cations du traitement du langage naturel en général mais aussi sur la performance de
la recherche d’information (RI). Par conséquent, les travaux de recherche ont tenté
de représenter les documents de manière sémantique en prenant en compte une ou
plusieurs ressources sémantiques. Nous synthétisons dans ce qui suit les travaux de
représentation et/ou indexation sémantique de la littérature biomédicale.
2.2. Indexation sémantique de documents biomédicaux
Les documents biomédicaux, notamment les publications scientiﬁques du domaine
sous forme d’articles de journaux, d’ouvrages, de rapports ou guides de bonnes pra-
tiques, sont continuellement croissants. Leur accessibilité et indexation sont particu-
lièrement confrontées aux problèmes de la synonymie, polysémie et présence d’acro-
nymes (Hersh, 2008). Il existe deux principales approches d’indexation qui sont l’ap-
proche manuelle et (semi)-automatique. L’indexation manuelle a été initiée par la
NLM et a essentiellement servi à l’association de concepts ou descripteurs séman-
tiques de MeSH aux résumés des documents de la base MEDLINE3. L’accroissement
3. http ://www.nlm.nih.gov/pubs/factsheets/medline.html
Actes du XXVIII° congrès INFORSID, Marseille, mai 2010
264
des articles publiés dans MEDLINE a conduit au développement d’outils d’indexation
(semi)-automatique tel que MTI (Medical Text Indexer) (Aronson, 2001). L’indexa-
tion (semi)-automatique a été plus largement utilisée dans le domaine et vue comme
une recommandation automatique de concepts ou descripteurs sémantiques (Kim et
al., 2001), (Cai et al., 2004), ou de couples de descripteurs/qualiﬁcatifs (Névéol et al.,
2007). Récemment, le travail de (Trieschnigg et al., 2009) montre que la recommanda-
tion ou l’affectation des descripteurs MeSH dans les documents peut être considérée
comme la catégorisation textuelle dans le sens que le classiﬁcateur décide lui-même
si un descripteur est potentiellement associé à chaque document. Concernant parti-
culièrement l’indexation des ressources francophones, les travaux intègrent une ou
plusieurs terminologies médicales (MeSH, ICD-10, CCAP, TUV, ...) en associant des
descripteurs MeSH aux documents dans le catalogue CiSMEF (Névéol et al., 2006),
(Pereira et al., 2008).
2.3. Objectifs de notre contribution
Dans ce cadre général, notre contribution présentée dans le domaine est résumée à
travers les points suivants :
1) Nous proposons une méthode de désambiguïsation qui identiﬁe d’abord les
concepts biomédicaux issus de MeSH, et puis associe le sens le plus adéquat à chaque
concept dans le contexte du document. Comparativement aux autres méthodes de
désambiguïsation, notre approche possède les caractéristiques suivantes : (1) elle est
basée sur le contexte local du document sans avoir besoin de corpus d’apprentissage,
et (2) exploite l’architecture poly-hiérarchique de MeSH pour identiﬁer le sens correct
de concepts ambigus. Cette méthode de désambiguïsation présentée dans (Dinh et al.,
2010) a été évaluée sur un corpus de dossiers médicaux de patients. Nous l’adaptons
dans ce travail à un corpus de documents de la littérature biomédicale.
2) Nous proposons un modèle d’indexation et de recherche d’information séman-
tique basé sur le sens local désambiguïsé des concepts issus du thésaurus MeSH. A
notre connaissance, c’est une première tentative de l’exploitation du sens issus de la
poly-hiérarchie de MeSH pour l’indexation et l’appariement de documents biomédi-
caux.
3. Recherche d’information sémantique basée sur le sens de concepts
Nous proposons par la suite un schéma d’indexation sémantique de documents
biomédicaux. Nous présentons dans cette section notre algorithme de désambiguïsa-
tion, puis nous détaillons le processus de la recherche d’information sémantique basé
sur le sens non ambigu de concepts.
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3.1. Algorithme de désambiguïsation de concepts biomédicaux
Notre algorithme de désambiguïsation consiste à sélectionner le sens le plus adé-
quat d’un concept dans le contexte local du document. Pour cela, nous rappelons les
éléments clés de MeSH, puis décrivons notre méthode de désambiguïsation.
Dans le vocabulaire de MeSH, un terme préféré, utilisé pour l’indexation, repré-
sente le nom d’un concept. Les termes non-préférés sont utilisés pour la recherche
d’information. Dans l’architecture poly-hiérarchique de MeSH, un concept est repré-
senté par un noeud appartenant éventuellement à une (non-ambigu) ou plusieurs hié-
rarchies (ambigu). Chaque hiérarchie correspond à un des seize domaines de MeSH
(A-Anatomie, B-Organismes, C-Maladies, ...). Notre méthode est basée sur les déﬁni-
tions et notations suivantes (Dinh et al., 2010) :
1) Déﬁnition 1 : Un mot est une chaîne de caractère alphanumérique séparée par
un espace.
2) Déﬁnition 2 : Un terme composé d’un ou plusieurs mots détermine une unité
linguistique dans le vocabulaire de MeSH.
3) Déﬁnition 3 : Un concept représente une classe sémantique d’un objet et se
compose d’un ou plusieurs termes synonymes.
4) Déﬁnition 4 : Le sens d’un concept est représenté par un noeud, indiqué par le
numéro d’arbre dans la poly-hiérarchie. L’ensemble de sens d’un concept c est désigné
par syn(c).
5) Déﬁnition 5 : La relation is-a relie les concepts d’une même hiérarchie.
Notre méthode de désambiguïsation est basée sur les hypothèses suivantes :
1) H1 : l’unicité du sens d’un concept dans le document (Gale et al., 1992),
2) H2 : la corrélation des sens des concepts voisins : les sens associés à des
concepts voisins sur une fenêtre (contexte) sont sémantiquement proches les uns des
autres,
3) H3 : la priorité du sens est déﬁnie selon la précédence des concepts : le concept
le plus à gauche détermine le sens global de la suite du discours, ce qui crée une chaîne
sémantique du discours à partir du début jusqu’à la ﬁn du document.
Nous calculons de proche en proche le sens du concept dans le document par la
similarité entre celui-ci et son voisin précédent désambiguïsé. En se basant sur l’hy-
pothèse (H1), une fois que le concept est désambiguïsé, son sens est propagé pour
toutes ses occurrences dans le document. En considérant la liste de n concepts du do-
cument, Ln = {c1, c2, ..., cn}, nous proposons la formule suivante pour identiﬁer le









sim(sk−1, s)) if k > 2
[1]
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où sk : le sens du concept ck,
syn(ck) : l’ensemble de sens du concept ck,
sim(s1, s2) : similarité basée sur les hiérarchies de s1 and s2.
La similarité entre deux sens de deux concepts est calculée en utilisant la similarité
de graphes des hiérarchies de concepts associés selon la formule de (Leacock et al.,
1998) :
sim(s1, s2) = − log length(s1, s2)2 ∗D [2]
où length(s1, s2) est le chemin le plus court entre s1 and s2, and D est le
niveau le plus profond de la hiérarchie.
3.2. Le processus de recherche d’information sémantique
Notre objectif ici est de générer un index sémantique contenant à la fois des
concepts identiﬁés selon l’approche de désambiguïsation précédente et les mots
simples qui ne correspondent pas à des entrées de MeSH. Plus précisément, chaque
concept est annoté par son sens local désambiguïsé, identiﬁé par son numéro d’arbre
dans MeSH. Nous calculons par la suite la similarité entre les documents et la re-
quête selon un schéma sémantique basé sur le sens des concepts dans la requête ainsi
que dans les documents. Notre processus d’indexation et de recherche d’information
sémantique est décrit par les étapes suivantes :
Etape 1 : Représentation des documents. Etant donné le document initial Di
qui contient à la fois des concepts du thésaurus et des mots simples du vocabulaire,
Di peut être représenté formellement comme suit :
Dsi = {ds1i, ds2i, ..., dsmi}
Dwi = {dw1i, dw2i, ..., dwni} [3]
où Dsi , D
w
i sont respectivement l’ensemble de concepts et mots simples, m et n sont
respectivement le nombre de concepts et mots du document Di, dsji est le j-ième
concept et dwji est le j-ième mot du document Di.
Etape 2 : Représentation de la requête. Les requêtes sont traitées de la même
manière que les documents. Par conséquent, la requête Q peut être représentée
formellement comme suit :
Qs = {qs1, qs2, ..., qsu}
Qw = {qw1 , qw2 , ..., qwv } [4]
où Qs, Qw sont respectivement l’ensemble de concepts et de mots simples, u et v
sont respectivement le nombre de concepts et mots de Q, qsk est le k-ième concept et
qwk est le k-ième mot de Q.
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Etape 3 : Calcul de la pertinence. La mesure de pertinence du document Di
vis-à-vis de la requête Q considère dans notre cas deux principaux facteurs : (1) l’adé-
quation du sens de concepts dans le document et de la requête, (2) la spéciﬁcité de
concepts dans le document. Formellement :
RSV (Q,Di) = RSV (Q,Dwi ) + RSV (Q,D
s
i ) [5]
où RSV (Q,Dwi ) est la mesure de la similarité TF-IDF basée sur les mots et
RSV (Q,Dsi ) est la pertinence basée sur le sens du concept du document vis-à-vis
de la requête, calculée comme suit :




k ) ∗ IDF (qwk )
RSV (Q,Dsi ) = qsk∈Q αk ∗ (1 + h(q
s
k)) ∗ TFi(qsk) ∗ IDF (qsk)
[6]
où TFi : la fréquence normalisée du mot qwk ou du concept q
s
k dans le document Di,
IDF : la fréquence de document inverse normalisée de qwk ou q
s
k dans la collection,
αk : le facteur d’adéquation du sens du concept qsk entre Di et Q, h(q
s
k) : la spéciﬁcité





où niveau(qsk) : niveau de profondeur de q
s










où sens(qsk, Q) (resp. sens(q
s
k, Di)) indique le sens du concept q
s
k dans la requête
(resp. dans le document Di) (cf. déﬁnition 4) ; β est un paramètre expérimental dont
la valeur est dans l’intervalle [0, 1]. En effet, nous supposons qu’un concept à un ni-
veau de la spéciﬁcité plus élevé est plus pertinent pour l’utilisateur. La spéciﬁcité dans
la formula 7 est considérée aﬁn de privilégier les documents contenant les concepts au
niveau de la spéciﬁcité plus élevé. Le coefﬁcient sémantique αk est considéré pour at-
ténuer le poids du document Di où le sens du concept qsj est différent de celui identiﬁé
dans la requête.
4. Evaluation expérimentale
L’objectif de notre évaluation expérimentale est d’étudier l’impact de la désam-
biguïsation de concepts de MeSH sur la performance de la recherche d’information
biomédicale. Nous décrivons dans ce qui suit le cadre d’évaluation et présentons, puis
discutons les résultats obtenus.
4.1. Cadre d’évaluation
– Collection test : Nous utilisons la collection OHSUMED, proposée dans le cadre
de la tâche TREC9-Filtering en 2000, qui est constituée des titres et/ou résumés de
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270 journaux médicaux publiés entre 1987-1991 (Hersh et al., 1994). Un document
contient six champs : titre (.T), résumé (.W), concepts indexés de MeSH (.M), auteur
(.A), source (.S), and publication (.P). Quelques caractéristiques statistiques de la col-
lection sont données dans le tableau 1.
Nous avons testé 48 requêtes, chacune est fournie avec un ensemble de documents
jugés pertinents par un groupe de médecins. Le champ titre indique la description du
patient (patient description) et le champ description annonce le besoin en information
(information request).
Nombre de documents 293.856
Longueur moyenne du document 100
Nombre de requêtes 48
Longueur moyenne de la requête 6 (TITRE)12 (TITRE+DESC)
Nombre moyen de concepts/requête 1.50 (TITRE)3.33 (TITRE+DESC)
Nombre de documents jugés pertients/requête 50
Tableau 1. Statistiques de la collection test
– Mesures d’évaluation : Nous utilisons les mesures P@5, P@10 qui sont res-
pectivement la précision moyenne aux 5, 10 premiers documents retournés et MAP
(Mean Average Precision) sur l’ensemble de 48 requêtes. Pour chaque requête, les
1000 premiers documents sont renvoyés par le système et les précisions moyennes
(P@5, P@10, MAP) sont calculées pour mesurer la performance de la RI.
– Medical Subject Headings : Nous avons utilisé le thésaurus de référence du do-
maine biomédical développé par la NLM aux Etats-Unis. Plus précisément, c’est la
traduction en français de la version anglaise des termes MeSH établie par l’Institut
National de la Santé et de la Recherche Médicale (INSERM) qui est utilisée. Le thé-
saurus MeSH dans sa version 2009 est composée d’environ 25,186 entrées ; chacune
correspond à un concept préféré (main heading) pour l’indexation.
4.2. Résultats expérimentaux
Pour évaluer la performance de notre méthode de désambiguïsation et son impact
sur la performance de notre approche d’indexation et d’appariement sémantiques pro-
posée, nous avons réalisé deux séries d’expérimentations : la première est basée sur
l’indexation classique de la partie titre et résumé d’articles de MEDLINE en utilisant
la conﬁguration standard sous la platforme Terrier (http://ir.dcs.gla.ac.uk/
terrier/) avec le schéma de pondération de référence OKAPI BM25 (Robertson et
al., 1998). Cette conﬁguration est utilisée comme la base d’évaluation comparative
(baseline), notée BM25. La seconde série d’expérimentations concerne notre méthode
d’indexation sémantique qui se décline selon deux scénarios :
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1) le premier est basé sur la sélection naïve du premier sens du concept trouvé
dans le thésaurus, appelé WSD-0,
2) le second est basé sur notre méthode de désambiguïsation, appelée WSD-1.
Nous utilisons à la fois les termes qui représentent les entrées de MeSH (concepts
ou main headings), et les mots simples du vocabulaire qui ne font pas partie des entrées
de ce thésaurus. Dans l’approche d’indexation classique, les documents et les requêtes
sont indexés en utilisant la plateforme Terrier.
Dans notre approche basée sur le sens du concept qui intègre l’information séman-
tique du concept, les documents et les requêtes sont d’abord désambiguïsés et indexés
avec les sens appropriés des concepts de MeSH. Puis, le schéma de pondération est ap-
pliqué à chaque terme dans la requête en utilisant la formule 6. Des expérimentations
préliminaires nous ont permis d’ajuster le paramètre β (voir la formule 8) à 0.15.
Le tableau 2 présente les performances de recherche pour les requêtes courtes
(titre) et pour les requêtes longues (titre et description). La ﬁgure 1 montre les taux
d’accroissement de notre méthode par rapport à la baseline. Nous avons obtenu
les résultats suivants : notre méthode WSD-1 dépasse la baseline au niveau de la
performance quelque soit la longueur de la requête. Le taux d’accroissement obtenu
de notre méthode WSD-1 par rapport à la baseline est de 5.61% pour les requêtes
courtes et de 7.48% pour les requêtes longues. Cela montre l’intérêt de la prise
en compte de la sémantique du document et de la requête en même temps avec la
spéciﬁcité du document ainsi que de la requête dans le processus de la RI. En plus,
les résultats montrent que la sélection naïve du sens de concepts (WSD-0) n’améliore
pas la performance de la recherche (P@10 de la méthode WSD-0 se détériore). En
revanche, une affectation correcte de sens à chaque concept dans le document permet
d’améliorer la performance de la RI. Nous avons observé que la méthode WSD-1
donne toujours une meilleure précision que WSD-0 (5.61% vs. 0.7% de la MAP par
rapport à la baseline).
Nous avons également testé l’évaluation de la requête avec titre et titre et descrip-
tion à la fois pour démontrer l’impact de la longueur de la requête sur la performance
de la RI. En comparant les résultats obtenus dans les tableaux 2a et 2b, nous nous aper-
cevons que la chaîne sémantique inspirée par notre méthode de désambiguïsation amé-
liore mieux pour les requêtes longues (taux d’accroissement de 7.48%) que pour les
requêtes courtes (taux d’accroissement de 5.61%). En effet, pour les requêtes longues,
notre méthode identiﬁe mieux le sens de chaque concept qui révèle son propre niveau
de la spéciﬁcité dans le document. Nous pouvons conﬁrmer que notre méthode WSD-
1 donne une meilleure précision que WSD-0 quelque soit la longueur de la requête
(7.48% vs. 5.12% du taux d’accroissement de la MAP par rapport à la baseline).
Nous avons mené une analyse plus ﬁne au niveau de la requête pour vériﬁer l’im-
pact de la spéciﬁcité en fonction de la longueur de la requête et le nombre de concepts
utilisés dans la requête. Comme présenté dans le tableau 3, pour chaque requête, nous
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Mesure BM25 WSD-0 WSD-1
P@5 0.17500 0.1792 0.19170
P@10 0.18540 0.1771 0.18750
MAP 0.10270 0.1034 0.10800
(a) Requêtes sous forme de titre
Mesure BM25 WSD-0 WSD-1
P@5 0.50420 0.50830 0.52080
P@10 0.45630 0.46040 0.47500
MAP 0.24210 0.25450 0.26110
(b) Requêtes sous forme de titre et description
Tableau 2. Résultats ofﬁciels sur la collection test OHSUMED
(a) titre (b) titre + description
Figure 1. Taux d’accroissement par rapport à la baseline
calculons la spéciﬁcité moyenne et nous obtenons des valeurs entre 2 et 6. Les re-
quêtes sont ensuite regroupées selon leur spéciﬁcité moyenne qui est la moyenne de la
spéciﬁcité des concepts de la requête. Pour chaque groupe de requêtes, nous calculons
la longueur moyenne, le nombre moyen de concepts utilisés, et le taux moyen d’ac-
croissement. Nous nous apercevons que plus la requête est spéciﬁque, c’est-à-dire, les
concepts de la requête sont plus spéciﬁques, plus le nombre de concepts utilisés dans
la requête diminue. Cela pourrait s’expliquer par le fait que quelques-uns des concepts
les plus spéciﬁques couvrent sufﬁsamment le besoin de l’utilisateur alors que plus de
concepts génériques sont nécessaires pour mieux exprimer son besoin en informa-
tion. Dans la plupart des cas, notre approche privilégie les documents contenant des
concepts à un niveau de spéciﬁcité le plus élevé et montre une amélioration par rap-
port à la baseline. Toutefois, si la requête est longue mais le nombre de concepts ayant












2 12.00 4.20 4.50
3 11.47 3.82 10.84
4 13.22 3.94 11.41
5 8.83 2.50 11.32
6 11.00 2.50 -13.38
Tableau 3. Analyse de résultats en fonction de la spéciﬁcité de la requête
un degré de spéciﬁcité élevée dans la requête est moindre, notre approche tend à re-
tourner les premiers documents contenant ces concepts. Cela peut être la cause de la
dégradation de la performance lorsque quelques-uns des concepts les plus spéciﬁques
ont un impact important sur d’autres termes dans la requête.
5. Conclusion
Dans ce travail, nous avons proposé et évalué une approche d’indexation séman-
tique basée sur le sens des concepts. Notre approche s’appuie sur la méthode de désa-
mbiguïsation de concepts ambigus issus de MeSH. Cette méthode de désambiguï-
sation est basée sur le contexte local du document et de la requête où apparaissent
les concepts. Le modèle d’indexation et d’appariement sémantique proposé prend en
compte l’adéquation du sens des concepts et leur spéciﬁcité dans le document et de
la requête. L’évaluation de la méthode d’indexation et d’appariement sémantique sur
le corpus standard OHSUMED montre que nos résultats sont prometteurs. Dans nos
futurs travaux, nous envisageons de procéder à une expansion automatique de la re-
quête à l’aide de concepts désambiguïsés de la hiérarchie indiquée par le sens le plus
approprié des concepts.
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