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ABSTRAKT
Diplomová práce se zabývá problematikou optické lokalizace cílů s velikostí jednoho
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architekturou ARM na vývojové desce fungující pod systémem GNU/Linux. Dále byly
otestovány dílčí metody zpracování obraze, které je vhodné využít pro účely projektu. Na
základě testů byl vyhotoven vhodný algoritmus na detekování malých částic v obrazu. V
jazyce C bylo sepsáno množství funkcí s dílčími algoritmy.
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ABSTRACT
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pictures are included. There was proposed experimental aparat for standalone locator
for real-time operation. It is consisted from two devices - CMOS camera module and
development board based on ARM processor. System GNU/Linux is used as operation
system on this board. There were also tested methods useful for the essence of this
project. On behalf of the tests was developed an algorithm to detect small particle in
video sequence. C language routines were build including essence algorithms.
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ÚVOD
Optická lokace se využívá v mnoha odvětvích. Nejčastěji se s ní setkáváme v bezpeč-
nostních složkách, robotice, medicíně, astronomii a hlavně ve vojenské technice. V
tomto semestrálním projektu se zaměříme na aktuální stav řešení problematiky pa-
sivní optické lokace. V projektu bude zaměření na všechny uplatnění pasivní optické
lokace, v dalších částech se ale zaměřím pouze na objekty malých rozměrů o velikosti
několika pixelů.
Primárním účelem tohoto projektu je ochrana vinic pomocí systému kamer, nebo
otočné kamery, před špačky. Špačci jsou schopní zničit nejenom úrodu, ale i samot-
nou vinnou révu. Již existují určité typy pasivní jednoduché ochrany založené na
odrazu světla a vyplašení, nebo preventivní výstřely do vzduchu slepými náboji, ale
tyto systémy jsou buď málo účinné, nebo nejsou pohotové. Pro zvýšení efektivity je
třeba přidat detekci jedinců nebo celého hejna špačků a poté je možné spustit další
systém jako například výstřel do vzduchu a škůdce vyplašit. Pravidelná střelba bez
detekce má také nevýhodu, že ruší okolní prostředí i bez toho, že by byla střelba
potřeba.
Systém by mohl mít také mnohá další využití, jako například sekundární optický
radar na letištích, nebo pro detekci částic plasmy, které se jeví jako objekty o ve-
likosti jednoho či několika pixelů, stejně jako v ostatních případech. Byly testovány
algoritmy na jejich detekci pomocí kamerového systému a spolehlivost byla testována
na snímcích s letícími holuby. Testy byly však provedeny pouze za přesných pod-
mínek a různé algoritmy se tedy v prostředí s různými podmínkami může vyvolávat
mnoho falešných poplachů. Robustní algoritmus, který funguje univerzalne je obtížné
vytvořit.[1] [2]
Pro tento projekt je třeba vyvinout lokační systém, který bude pracovat v reál-
ném čase. Mělo by to být standalone zařízení, realizované na DSP, výkonném ARM
procesoru anebo FPGA.
V poslední době se na pasivní optické lokaci pohyblivých cílů malých rozměrů
začíná intenzivně pracovat. Existuje velké množství publikací na detekci objektů
středních rozměrů, avšak tyto metody jsou neúčinné pokud se aplikují na zadanou
problematiku v této práci. Často se naráží na problém udělat levné a dostatečně
výkonné zařízení.
Jádra metod bývají různá a pro vyšší pravděpodobnost detekce cíle se kom-
binují. Mnoho metod se spoléhá na spektrální charakteristiku obrazu, využívá se
jak Fourierova transformace, tak i Vlnková. Detekování je založeno na změnách ve
spektrální oblasti.[5][7][9] [10][19]
Metoda obrazové diference je nejčastěji používaná metoda pro detekci dynamiky
v sekvenci obrazových snímků. Často tvoří první stupeň procesu detekce a poté
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nastupují další metody, které poté pracují s výstupem diference.[7] [8][11]
V případě, že je potřeba umístit lokátor na pohybující se vozidlo nebo letadlo
je metoda diference obrazu těžce použitelná. Ze statického pozadí se tedy stane
dynamické a poté je třeba zapojit jiný typ zpracování obrazového signálu. K tomuto
účelu se hodí optický tok. Optický tok je však náročný na výpočty a je těžké dostat
při implementaci alespoň rychlost několika fps.[13]
Pro samotné sledování pohybu je vhodné využít filtry, které dokážou předpovídat
polohu objektu na základě předchozích poloh. Je však třeba nejprve objekt deteko-
vat některou jinou metodou. Pro tento účel se používá Kalmanův filtr případně
Bayesánský filtr, nebo regrese.[10][15][18][19][20]
Vědci se také často přiklání k biologickým pochodům zdokonalené evolucí živých
tvorů. Z inspirace funkce oka mouchy byla vytvořena metoda, jenž je schopná de-
tekovat malé objekty s dynamickým pozadím. [17]
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1 ZÁKLADNÍ METODY ZPRACOVÁNÍ
OBRAZU
V číslicovém zpracování představuje obraz obecně dvourozměrnou matici hodnot.
Tyto hodnoty v diskrétním prostoru představují zobrazovanou intensitu pixelu na zo-
brazovací jednotce. Takovéto vyobrazení je však šedotónové. Pro zavedení barevného
obrazu je třeba ještě jeden rozměr, ve kterém bude uchována informace o použité
barevné paletě (RGB, CMYK) a hloubce barev. Pro některé operace s obrazem
často postačuje právě šedotónová informace a obraz se ze své barevné interpretace
transformuje. Tato úprava má také za následek zjednodušení a zrychlení analýzy a
dalšího zpracování obrazu.
V první kapitole se budeme zabývat základní analýzou a operacemi s digitálním
obrazem. Ukážeme si možnosti, které nám nabízí filtrace, segmentování, morfologické
operace apod. Tyto metody se často využívají jako dílčí bloky samotné optické
detekce pohybu a lokalizace (trackování).
Mnoho z následující metod je možné nalézt v Matlabovské knihovně Image pro-
cessing toolbox, anebo ve volně přístupné knihovně pro jazyky C, C++ nebo Python
openCV.
1.1 Filtrace
Filtrace je pravděpodobně jedna z nejhojněji používaných metod zpracování obrazu.
Základní filtry fungují principielně stejně jako elektrické filtry, protože obraz je
možné interpretovat jako dvojrozměrné spektrum pomocí Fourierovy transformace
(2DFT). Takový filtr můžeme navrhnout i instinktivně ve frekvenční oblasti. Po
vynásobení modulové kmitočtové charakteristiky obrazu a filtru prvek po prvku
dostaneme filtrované spektrum. Protože se jedná o 2D signál, tak můžeme např.
ponechat hrany obrazu v určitém směru (gradientu). Podle matematických teorémů
je známo, že násobení v kmitočtové oblasti odpovídá konvoluci v oblasti časové. Při
2DFT-1 navrženého filtru dostáváme tzv. konvoluční masku.
Jak v této podkapitole, tak v další se spíše o základních metodách zmíníme, ale
nebudeme se jimi zabývat dopodrobna, jsou součástí, ale ne předmětem této práce.
1.1.1 Průměrování
Je to nejjednodušší filtrace. Maska s lichým počtem řádků a sloupců, která při
konvoluci funguje částečně jako dolní propust (DP) slouží tedy pro odstranění šumu,
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zejména Gaussovského, ale ničí hrany. Je možné použít váhovat při zvýšení hodnoty
středního aktuálního pixelu.
Tento filtr je vlastně speciální případ filtru Gaussovského, kdy hodnoty prvků
konvoluční masky sou dané Gaussovskou funkcí.
1.1.2 Mediánový filtr
Tento filtr namísto průměrné hodnoty použije hodnotu, která je uprostřed posloup-
nosti hodnot okolí podle velikosti, této hodnotě se říká medián. Tento filtr je ideální
k potlačení impulsního šumu (salt and pepper).
1.2 Segmentace
Segmentací obrazu se rozumí metody, která slouží k rozdělení původního obrazu na
oblasti se společnými vlastnostmi, které mají pro analýzu obrazu určitý význam.
Často se využívá před samotnou segmentací filtrace obrazu, z důvodu degradace
šumem, který může způsobit přesegmentování. Výstupemmetod jsou uzavřené křivky
ohraničující objekty zachycené v obraze.
Se segmentací se setkáváme při analýze biomedicínských dat (CT, MRI), počí-
tačového vidění (lokace cílů). Metody pro segmentaci obrazu dělíme do několika
skupin, v závislosti na fundamentálním principu:
• prahování,
• regionální metody,
• metody založené na hranici,
• ostatní metody.
1.2.1 Prahování
Je to nejjednodušší metoda. Je dobře použitelná při obrazech, které mají vyšší stu-
peň kontrastu, homogenní odstín povrchu a osvětlení objektů, kde se zvolí určitý
práh intenzity (jasová konstanta) a výstupem je binární signál podle vztahu:
𝑔(𝑖, 𝑗) = 1 𝑝𝑟𝑜 𝑓(𝑖, 𝑗) ≥ 𝑇,
0 𝑝𝑟𝑜 𝑓(𝑖, 𝑗) ≤ 𝑇, (1.1)
kde 𝑇 je prahová konstanta.
Před samotným prahováním se také ještě provádí 2D konvoluce obrazu s tzv.
ostřící maskou, která zajistí lepší výsledky segmentace. Díky jednoduchosti a malé
časové náročnosti je tato metoda v jejich různým modifikacích používána pro real-
time zpracování vstupního obrazu. [3]
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Obr. 1.1: Použitá metoda prahování s omezením prahu zleva i zprava na reálný
obraz, pro zostření byl použit detektor Canny.
Určování prahu je možné volit buď manuálně, anebo je možné využít metody
automatického vyhledání prahové konstanty. [3]
1.2.2 Narůstání oblastí
Patří mezi regionální metody. Pro případy špatně rozeznatelných hranic objektů
nebo degradaci obrazu šumem vykazuje tato metoda velmi dobré výsledky. Využívá
se velmi hojně v medicíně, například při zjišťování velikosti nádoru.
Princip metody spočívá v porovnávání homogenity okolí se seedem resp. s již
částečně segmentovanou oblastí obraze. První bod tzv. „seed“, se zvolí manuálně a
algoritmus porovnává intensitu okolních pixelů s výchozí.
Algoritmus může pracovat s jinými parametry než pouze intensitou bodu, ale
např. s texturou.
Kritérium přidání pixelu do segmentované oblasti se nastavuje buď statické nebo
dynamické. [3]
Statické je definované jako:
|𝑝𝑠 − 𝑝𝑗| ≤ 𝑇, (1.2)
kde 𝑝𝑠 je hodnota intensity seedu, 𝑝𝑗 je hodnota intensity porovnaného.
A dynamické:
|𝑝𝑖 − 𝑝𝑗| ≤ 𝑇, 𝑛𝑒𝑏𝑜 |𝑝𝑖 − 𝑝𝑎| ≤ 𝑇, (1.3)
kde 𝑝𝑖 je hodnota intensity pixelu na okraji seg. části, 𝑝𝑎 je průměrná hodnota
intensity již segmentované části.
Dynamické kritérium umožňuje detekovat ohraničený objekt s pozvolnou změnou
homogenity intensity povrchu. [3]
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Obr. 1.2: Ukázka výstupu algoritmu narůstání oblasti na MRI snímku.
1.3 Vlnková transformace
Vlnková transformace (WT) je integrální transformace, podobně jako Fourierova
transformace (FT). Pomocí WT získáme časově-frekvenční popis obrazu (2D funkce).
Rozdíl mezi nimi je pouze v bázové funkci, kde namísto harmonického průběhu
nalezneme tzv. „vlnky“, díky kterým dokážeme zjistit i změnu signálu s časem
oproti FT. Nachází tedy i využití při detekci pohybujících se cílů viz. kapitola 2.
WT je popsána následující rovnicí:
𝑆𝑊𝑇 (𝑎, 𝜏) =
∞∫︁
−∞
𝑠(𝑡) 1√
𝑎
𝜓( 𝑡
𝑎
− 𝜏)𝑑𝑡, (1.4)
kde 𝑎 značí dilataci vlnky, 𝜏 je posun vlnky v čase.
Obr. 1.3: Příklad bázové vlnky s dilatací a posuvem.
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Vlnky mají vždy energii rovnou 1 a střední hodnotu 0. Proto při dilataci po-
zorujeme snížení vrcholu, aby plocha pod křivkou zůstala konstantní. Vlnek existuje
velké množství lišící se tvarem. Volba konkrétní vlnky je určena na základě vhodnosti
pro diskrétní nebo spojitou WT a dále spíše intuitivně. Příklady několika vlnek:
• Mexican hat,
• Morletova vlnka,
• Meyerova vlnka,
• Haarova vlnka,
• Vlnka Daubechie,
• Vlnka Biortogonální. [4]
Obr. 1.4: Vlnka typu Mexican hat (1D a 2D).
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2 OPTICKÁ LOKACE
V předchozí kapitole byly stručně popsány některé metody analýzy a úpravy obrazu.
Nyní se dostáváme do oblasti, kde již nebude figurovat pouze jeden obraz, ale celá
sekvence. Vstupem následujících metod (funkcí) již tedy budou obrazové signály
minimálně dva.
Optická lokace má využití převážně v bezpečnostních složkách. Jedná se o de-
tekci pohybu v sekvenci obrazu a následné vyhodnocení cíle a trackování. V poslední
době také nachází uplatnění např. při „face detection“, kdy nejprve je složitým algo-
ritmem nalezen obličej v obraze a poté zachycen a trackován jinými méně náročnými
algoritmy, aby systém mohl běžet rychleji v reálném čase.
2.1 Diferenční metoda
Nejjednodušší metoda pracující s rozdílem dvou po sobě jdoucích obrazů. Je třeba
zajistit stacionaritu kamery pro správné fungování. Metoda pracuje s hodnotami
rozdílu intensity totožných souřadnic pixelů scén. Rozdílový obraz se obvykle volí
binární, je zde zavedeno prahování s podmínkami:
𝑑1,2 =
0 𝑝𝑟𝑜 |𝑓1(𝑖, 𝑗)− 𝑓2(𝑖, 𝑗)| < 𝑒,
1 𝑗𝑖𝑛𝑎𝑘,
(2.1)
kde 𝑓1(𝑖, 𝑗) je hodnota pixelu v předcházejícím obraze, 𝑓2(𝑖, 𝑗) je hodnota intensity
pixelu v následujícím obraze a 𝑒 předem určeno kladné číslo.
Při takovéto analýze scén vznikají chyby, které je třeba potlačit. Při nastavení
konstantního rozdílu e se může stát, že algoritmus nezachytí pomu se pohybující
objekty s neostrým ohraničením. Nebo vlivem velkého šumu se projeví v obraze
mnoho detekovaných pohybů. [3]
Pro zajištění určení směru pohybujícího se objektu se využívá akumulativního
rozdílového obrazu, který tuto informaci v čase zaznamená. Bez uvažování váhování
bude mít následující tvar:
𝑑𝑎𝑘𝑢𝑚(𝑖, 𝑗) =
𝑛∑︁
𝑙=1
𝑎𝑙|𝑓1(𝑖, 𝑗)− 𝑓𝑙(𝑖, 𝑗)|, (2.2)
kde 𝑎𝑙 jsou váhové koeficienty jednotlivých obrazů.
Problém této metody však nastává při scéně, kde se děje nepřetržitý pohyb.
Zaznamenaný pohyb objektů se začne překrývat dalšími. [3]
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2.2 Kalmanův filtr
Účelem Kalmanova filtru je získat z naměřených dat (posloupnosti scén) v čase,
obsahující šum a další nepřesnosti, hodnoty blížící se reálným . Tento filtr má použití
v mnoha odvětvích. Nejčastěji se používá ve smyčce PLL, která se používá pro
synchronizaci. Filtr předpovídá hodnoty v čase t+1, tedy ze sekvence snímků jdoucí
přímo z kamery „předpovídá“ obraz, který ještě nebyl nasnímán. [1] [2]
Chování systému, který Kalmanův filtr zpracovává j v čase definováno touto
rovnicí:
𝑥𝑡+1 = Φ𝑡+1|𝑡𝑥𝑡 +𝐷𝑡𝑑𝑡 + Γ𝑡𝑤𝑡, (2.3)
Definice: „Stav systému v čase 𝑡+ 1 popsaný vektorem 𝑥𝑡 + 1 je závislý na stavu
𝑥𝑡, na deterministickém budícím signálu 𝑑𝑡 a na šumu 𝑤𝑡 v čase 𝑡. Je zřejmé, že
vektor 𝑥𝑡 + 1 je lineární kombinací prvků vektorů xt, dt, wt. Matice Φ𝑡+1|𝑡, 𝐷𝑡 , Γ𝑡
obsahují koeficienty lineární kombinace.“
Poslední člen v rovnici znázorňuje přidání šumu, který má význam v neurčitosti
chování systému. Nemusíme tedy znát přesný popis systému. Z rovnice můžeme dále
odečíst, že stav systému v čase 𝑡+ 1 záleží pouze na znalosti stavu v čase 𝑡, nikoliv
na předešlých stavech.
Aby bylo možné pochopit princip Kalmanova filtru je nejprve nutné začít s jed-
ním pixelem. [1] [2]
2.3 Metoda spektrální diference
Pro vyhodnocení možného pohybu ve scéně je také možné využít spektrálních vlast-
ností dvou po sobě jdoucích scén. Detekce cíle a jeho pohybu je vyhodnocena na
základě rozdílu amplitudových spekter, které je velmi specifické pro jednoduchý ob-
jekt. Pokud je cíl složitější nebo je pohyblivé nebo kvazi-pohyblivé pozadí, poté by
již bylo velmi obtížné, nebo dokonce nereálné vyčíst z charakteristiky spektra nějaké
užitečné informace (nejen z tohoto důvodu se snímek rozděluje na množství oblastí,
každá z nich se samostatně vyhodnocuje).
Z Obr. 2.1je vidět zřejmá souvislost směru pohybujícího se objektu a rozdílu
amplitudových spekter. Z diference frekvenčního spektra nelze na první pohled nic
jednoduše vyčíst.
2.4 Optický tok
Zpracovávat sekvence obrazů je možné i jiným způsobem než jako postupné zpra-
cování statických snímků. Pokud je k dispozici dostatečná rychlost snímání obrazů,
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Obr. 2.1: Znázornění diferencí spekter pro 3 pohyby (nahoře ampl. a dole freq. spek-
trum). Převzato z [1].
můžeme video uvažovat jako spojitou scénu. Optický tok zachycuje veškeré změny
intenzity pixelů v čase dt. Sekvenci obrazu se přiřazuje pole, kde každému pixelu je
přiřazen dvojrozměrný vektor obsahující údaj o rychlosti a směru. [3]
Dynamický obraz lze popsat jako jasovou funkci polohy a času následovně:
𝑓(𝑥+ 𝑑𝑥, 𝑦 + 𝑑𝑦, 𝑡+ 𝑑𝑡) = 𝑓(𝑥, 𝑦, 𝑡) + 𝑓𝑥𝑑𝑥+ 𝑓𝑦𝑑𝑦 + 𝑓𝑡𝑑𝑡. (2.4)
Pro odhad rychlosti pohybu platí:
−𝑓𝑡 = 𝑓𝑥𝑢+ 𝑓𝑦𝑣 = ∇𝑓−→𝑟 . (2.5)
kde −→𝑟 je vektor rychlosti:
−→𝑟 = (𝑑𝑥/𝑑𝑡, 𝑑𝑦/𝑑𝑡)𝑇 = (𝑢, 𝑣)𝑇 . (2.6)
Z rovnice plyne, že časová změna jasu v daném místě obrazu je způsobena
součinem plošné změny jasu v daném místě obrazu a rychlosti pohybu tohoto místa
vůči pozorovateli. Směr rychlosti−→𝑟 je kolmý na směr přímky dané rovnicí a rovnoběžný
se směrem gradientu. [3]
Optický tok se počítá pomocí Gauss-Seidelovy iterační metody z dvojice násle-
dujících dynamických obrazů. Odhad vektoru rychlosti je počítám z předchozího
odhadu.
Analýza pohybu pomocí optického toku není omezena pouze na statickou kameru,
je možné ji využít i v případech, kdy je se pohybuje zároveň cíl i snímač. Výsledkem
jsou totiž obecnější vlastnosti pohybu. [3]
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Obr. 2.2: Znázornění optického toku.
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3 TESTOVACÍ PRVEK LOKÁTORU 1
Cílem této práce je sestrojit zařízení, které bude robustní metodou detekovat pohy-
bující se cíle o rozměrech několika pixelů. Metoda, která má být použita, je schopná
detekovat částice plasmy v relativně zašuměné scéně s kvazi-pohybujícími se objekty
a letící ptáky vzdálené desítky metrů od kamerového modulu.
Výběr zařízení se zakládal na vhodnosti zpracování metody FFT, u kamery
záležel na dobrém poměru signál/šum a o snadném ovládání driveru.
3.1 Hardwarové vybavení
Jako základ byl vybrán kamerový modul VS6624 na x24 kitu od výrobce ST Mi-
croelectronics. Jedná se o demonstrační kit tohoto kamerového modulu. Je k němu
dodáván software pro systém Microsoft Windows. Software je demo, které přes USB
rozhraní nastavuje registry a ovládá kameru přes sběrnici I2C. Pomocí příslušných
jumperů lze nastavit ovládaní, napájení, hodiny atd. externě. Kamera má senzor
technologie CMOS s počtem aktivních pixelů 1280x1024 a RGB Bayer filtr.
Obr. 3.1: Zjednodušené blokové schéma x24 kitu.
V tomto projektu se k zařízení přistupuje z pozice cílové aplikace. Dále bude
projednán výběr a důvod tohoto cílového zařízení.
Pro implementaci bylo vybíráno z více mikroprocesorů. Nejprve byl uvažován
vývojový kit od společnosti Spectrum Digital - DSK6416 - s digitálním signálovým
procesorem TI. Avšak kvůli velké složitosti naprogramování rozhraní se od něj up-
ustilo. Byl vybrán procesor s architekturou ARM i.MX31, který byl již ve škole
dříve používaný, a který disponuje množstvím periferií a je koncipován jako mul-
timediální, a tak obsahuje hardwarové akcelerátory pro práci s obrazy a s videem.
Tento procesor je možné ovládat operačními systémy Windows CE anebo operačním
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systémem GNU/Linux. Byl vybrán systém GNU/Linux právě kvůli volné šiřitelnosti
a open source politice. Další výhodou je možnost připojení jakékoliv kamery s libo-
volným rozhraním bez nutnosti dalšího programování portů díky rozhraní CSI. Pro
vývoj optického lokátoru byla použita deska phyCORE-i.MX31 RDK. Tato vývo-
jová deska disponuje všemi periferiemi, které procesor podporuje a tak je relativně
snadné s nimi experimentovat. Nutností je však použít zařízení, které má podporu
v jádru Linux. [7]
Obr. 3.2: Deska x24 evaluation board a vývojový kit i.Evolution s deskou Phycore.
Na boardu i.Evolution je možné propojit libovolný CMOS senzor pomocí rozhraní
CSI s 8 bitovým datovým vstupem pro YCC, YUV, Bayer a RGB. Pinové propojení
by bylo možné řešit způsobem popsaným v Tab. 3.1:
3.2 Softwarové vybavení vývojové desky
Jako operační systém pro desku se používá systém s jádrem Linux od Německé firmy
Pengutronix, která vyvíjí operační systém s názvem OSELAS.BSP pro embedded
systémy. Jelikož byla deska již dříve používaná, bylo na ní nastaveno uživatelské
jméno a heslo, bylo zkoušeno asi 2 dny heslo prolomit metodou Brutal force, protože
heslo stále nebylo prolomeno, začalo se s novou instalací.
Na webu Pengutronixu je možné nalézt k příslušné desce Phycore s procesorem
i.MX31 zdrojové kódy. Při koupi je na desce pouze nainstalován zavaděč U-boot-v1.
Pomocí aplikace ptxdistrib je možné snadno nastavit kompilaci všech potřebných
částí systému (jádro, toolchain, nebo updatovat zavaděč) a zavést je na desku přes
ethernetové rozhraní pomocí protokolu tftp.
Nejprve se pro komunikaci používá sériový port COM, poté je již možné se
zalogovat na funkční systém z ethernetového rozhraní přes Telnet nebo SSL.
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Tab. 3.1: Propojení pinů mezi deskami x24 camera kit a i.Evolution (SCI) [22].
Pad name Type Description Reference volt Odpovídající
pin
i.Evolution -
X8
HSYNC OUT Horizontal synchro-
nization output
VDD Není potřeba
VSYNC OUT Vertical synchroniza-
tion output
VDD Není potřeba
SCL IN 𝐼2𝐶 clock input VDD 4A
CLK IN Master clock input -
6.5MHz to 27MHz
VDD 13B
SDA I/O 𝐼2𝐶 data line VDD 3B
VDD PWR Digital supply 1.8 V OR 2.8 V Není potřeba
AVDD PWR Analogue supply 2.4 V to 3.0 V Není potřeba
VLEVEL PWR Level shifter voltage 3,3V 2A
EXT POWER PWR External power 2,8V to 4,6V 2B
PCLK OUT Pixel qualification
clock
VDD 12B
CE IN Chip enable signal
active HIGH
VDD 4B
DO5 OUT Data output D5 VDD 9B
GND PWR Ground(1)
DO3 OUT Data output D3 VDD 10A
DO2 OUT Data output D2 VDD 10B
DO1 OUT Data output D1 VDD 11A
DO0 OUT Data output D0 VDD 11B
DO6 OUT Data output D6 VDD 8B
DO7 OUT Data output D7 VDD 8B
FSO OUT Flash outpu VDD Není potřeba
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3.2.1 Využití aplikace GStreamer pro optický lokátor
Výše vyplněná tab. 3.1 nám ukazuje jakým způsobem je možné propojit obě desky.
Distribuce OSELAS BSP Linux obsahuje open source vývojový framework napsaný
v jazyce C s názvem GStreamer. Na jejím základě je postaven známý Linuxový audio
přehrávač Amarok, či multimediální přehrávač Totem.
GStreamer obsahuje již značné množství pluginů pro editaci multimediálních
signálů. Princip je takový, že GStreamer vytváří „rouru“, do které vstupuje signál a
je předáván pluginům jdoucím v řadě po sobě. Na konci je signál po digitální úpravě
posílán na výstup (data jsou zapsána do nějakého zařízení např. XWindow, LCD,
soubor apod).
Obr. 3.3: Princip GStreamer.
GStreamer realizuje toto předávání dat, programátor se věnuje z největší části
pouze napsání svého vlastního pluginu. V případě tohoto projektu realizovány 3
pluginy, které budou vykonávat metody zmíněné v kapitole 7 a popsané v kapitole
2.
GStreamer je možné sehnat v jednotlivých distribucích GNU/Linux systémů v
repozitářích, nebo je možné zkompilovat tento framework přímo ze stránek vývojárů.
(http://gstreamer.freedesktop.org/)
3.3 Vývoj driverů pro Linux
Některé byly vyzkoušeny s USB webovou kamerou která nevyhovuje požadavkům
na vstupní data algoritmů, posílá se již komprimovaný video formát, namísto jed-
notlivých hodnot naměřených na CCD/CMOS chipu. Proto byla vybrána jiná ka-
mera, jenž je popsána v předcházející kapitole.
Vybraná kamera však nemá zatím v jádře Linux podporu, je tudíž třeba pro ní
napsat také driver, aby s ní aplikace GStreamer mohla komunikovat.
Drivery je možné zkompilovat přímo s jádrem systému, anebo implementovat
jako modul do již zkompilovaného jádra.
Pro vývoj driverů pro Linux se využívá 12 důležitých funkcí. Polovina z nich
slouží pro komunikaci s horní vrstvou (aplikace) a druhá polovina pro komunikaci s
dolní vrstvou (HW). V následující tabulce jsou tyto funkce všechny uvedené. [22]
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Tab. 3.2: Tabulka funkcí potřebných k vývoji driverů pro Linux [22].
Událost Uživatelská funkce Kernel funkce
Nahrát modul insmod module_init()
Otevřít zařízení fopen file_operations: open
Číst ze zařízení fread file_operations: read
Zapsat na zařízení fwrite file_operations: write
Uzavřít zařízení fclose file_operations: release
Odebrat modul rmmod module_exit()
Výše uvedené funkce a mnohé další jsou obsaženy v knihovnách nezbytných pro
vývoj vlastních ovladačů: init.h, config.h, module.h, kernel.h, slab.h, fs.h, errno.h,
types,h, proc_fs.h, fcntl.h, system.h a uaccess.h. Tyto knihovny je nezbytné vložit
do zdrojového kódu pro běh funkcí.
Oproti systému Windows jsou drivery v Linux systémech zastoupeny linkem na
modul v podobě souboru ve složce /dev. Např. pro webkameru je v jádře podpora
driveru V4L2 (Video for Linux v2), link na tento driver je nalezen v souboru /de-
v/videoX. Tento link interpretuje samotnou kameru. Ovládání přes I2C je řešeno v
GNU/Linux systémech obdobně. Ve složce /sys/bus/i2c/devices/ je možné nalézt
soubory, které slouží jako interface pro zapisování a čtení dat z této sběrnice.
Pro kameru VS6624 je tedy třeba napsat driver, který bude možné ovládat přes
výše popsané principy. Je také možné, že se v brzké době driver v mainlinech jádra
objeví, jelikož komunita open source vývojářů je velká a je po celém světě.
3.4 Instalace systému na desku
Jelikož operační systém není v dodání v předkompilovaných binárních souborech, je
třeba si všechny zdrojové kódy zkompilovat, nebo použít instalační disky z krabice.
Návod a instalační disky byly zastaralé a vyžadovaly operační systém OpenSUSE.
Nejprve bylo vyzkoušeno systém downgradovat, což znamenalo vyhledávání starých
balíčků, nové odstranit a staré jimi nahradit. Po tomto neúspěšném snažení, se raději
přešlo na vlastní kompilaci zdrojových kódů. Pro vlastní kompilaci se používá ap-
likace ptxdist. Když se přejde k samotné kompilaci, tak začaly vyvstávat problémy.
Bylo třeba mít toolchain pro křížovou kompilaci a zdrojové kódy. Avšak i přes použití
aktuálních verzí, si program ptxdist vyžadoval starší verzi toolchainu. Po stažení
starší, začal program požadovat opět novou verzi toolchainu. Bylo tedy potřebné
vyvolat nucenou kompilaci. Kvůli mnoha chybám při kompilaci, bylo potřeba stáh-
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Obr. 3.4: Komunikace aplikací s HW.
nout množství dalších balíčků. Nakonec po velké snaze desku rozchodit bylo kon-
taktováno support centre Pengutronixu a napsán email do mailing listu systému
OSELAS. Avšak nikdo nedokázal poradit. Po této snaze bylo raději od desky up-
uštěno.
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4 TESTOVACÍ PRVEK LOKÁTORU 2
Po neúspěšném pokusu zprovoznění desky s procesorem i.MX31, byl použit levnější
přípravek s procesorem ARMv7 Cortex-M3. Procesory s tímto jádrem zvládají velmi
dobře FFT, které je také nutné zohlednit při vývoji algoritmu. [22]
Deska byla také vybrána z důvodu ceny a nízkoúrovňového programování, kde
částečně odpadl problém ovladače pro digitální kameru, jelikož stačí program pustit
do smyčky a není třeba jej ovládat přes složitý operační systém. S kitem se dodává
kamera OV7670. Jedná se o starší verzi čipu, který je teoreticky schopný zvládat až
30 fps a rozlišení VGA (640x480).
Obr. 4.1: Vývojový kyt HY-smart-STM32.
4.1 Vlastnosti desky
Deska je vyrobena čínský výrobcem Thaoyu Electronics (http://www.powermcu.
com/product-9.html). Má spektrum periferií, díky niž je vysoce výhodná pro vývoj
embedded řídících aplikací. Mezi ně patří odporový dotykový LCD display, slot
na SD kartu, konektory pro sběrnici CAN a I2C, 20 pinový konektor na kameru
(OV7670, OV7725,..), potenciometr a několik tlačítek. Nevýhodou této desky je
procesor STM32F103VCT6 (jádro Cortex-M3), který běží na kmitočtu 72 MHz a je
opatřen 256 kB flash pamětí a 48 kB SRAM. Kvůli rychlosti byla nejprve myšlenka
použít snímky s velmi nízkým rozlišením a 8 bitovou hloubkou grayscale, kdy by
výpočty probíhaly maximální rychlostí a data 2 snímků by se mohly vejít přímo
do paměti procesoru. Na procesor je dále také napojena rychlá SPI flash paměť,
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která představuje alternativu pro meziukládání informací a rychlému přístupu k
nim (16M bit kapacita, rychlost až 80 MHz). S teoretickými hodnotami by měla
být rychlost mnohonásobně vyšší než je třeba. V případě použití rozlišení 320x240
s 8 bitovou hloubkou, by čas na čtení z paměti měl trvat v ideálním případě 76800
taktů.
4.2 Ovládání kamery OV7670
Kameru lze ovládat impulzy pro vyprázdnění FIFO paměti. Nejprve je však potřeba
kameru zinicializovat. Je potřeba přes I2C sběrnici zapsat do řídícího registru infor-
maci od podvzorkování pixelů až po výstupní formát, citlivost apod. Kamera má 5
možností výstupních formátů:
• YUV/YCbCr 4:2:2 ,
• RGB565/555/444 ,
• GRB 4:2:2 ,
• Raw RGB Data.
S ohledem na frekvenci procesoru (72 MHz) a cílenou aplikaci, byl výstupní
formát zvolen YUV. Kde složky U a V nejsou potřeba jelikož určují barvu ve 2D
souřadnicích. Y složka je složka jasu, která postačuje.
S kitem a kamerou byla také dodaná dobrá dokumentace a ukázky použití desky.
Pro zprovoznění kamery bylo tedy třeba upravit řídící registry, jenž se nastavují
přes I2C. Na obr.4.2 je ukázka z dokumentace pro nastavení DCR (Device Control
Register) registr pro to, aby se na 8 digitálních výstupů zapisovala data ve formátu
YUV. Jelikož se jedná o 8 bitovou sběrnici a data jsou 16 bitová, každý pixel je tedy
třeba přenést dvěma takty, které vyprázdní FIFO paměť a zapíší do ní nová data.
Změna na formát výstupních dat se provede zapsáním 0x00 na adresu 0x12
přes sběrnici I2C viz. Obr. 4.2. Schématické znázornění kamerového modulu je na
Obr. 4.3.
4.3 Shrnutí
Kvůli lepšímu odfiltrování pozemních falešných cílů a vyšší pravděpodobnosti de-
tekce skutečného cíle bylo nakonec rozhodnuto raději použít snímky s barevným
rozlišení. Kritérium bylo takto nakonec vyhodnoceno 320x240 jako minimální ro-
zlišení pro testování. Tyto informace by již nebylo možné naplnit do paměti proce-
soru. Snímky byly tedy ukládány do SPI flash paměti. Jelikož flash měla paměť o
velikosti 16M bit a díky vyššímu toku manipulaci dat, bylo třeba ji nahradit větší
32 Mbit pamětí. Avšak jakmile se přešlo k ukládání a nahrávání dat z flash, nastaly
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problémy s reálnou rychlostí paměti SPI flash a vývoj na této desce byl pozastaven.
Načtení snímku o rozlišení 320x240x8 a zobrazení na displeji trvalo řádově několik
sekund. LCD displej sice měl také určitou odezvu, nicméně nebyla srovnatelná s
tak nízkou rychlostí jako flash. Procesor i rozhraní kamery by měly být schopny
rychlostně zvládat operace s obrazovými daty, kdyby se realizace podařila na tomto
kitu, bylo by to ideální řešení. Raději se však přešlo k výkonnější alternativě.
Obr. 4.2: Nastavení výstupního formátu kamery. Převzato z [24]
Obr. 4.3: Schematické znázornění modulu kamery OV7670. Převzato z [25]
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5 FINÁLNÍ PŘÍPRAVEK
Jelikož všechny předchozí pokusy byly vyhodnoceny jako neproveditelné ať už kvůli
časové náročnosti, velkým komplikacím s kompilací Root File Systému(RFS) a jádra,
nebo malé paměti a její rychlosti potřebné ke zpracování, bylo rozhodnuto najít
vývojovou desku, která má velké uživatelské zázemí a má vysokou podporu z řad
vývojářů. Dále je třeba také splňovat výkonové výkonnostní kritérium na náročnější
algoritmy a kritérium přístupné ceny.
Byla zvolena deska Beagleboard (BB), konkrétně Beagleboard-xM rev.C, která
byla vyvinuta, a stále se vyvíjí, jedním vývojářem z Texas Instruments. Je oblíbená
díky svému výkonu, množství periférií a především ceně. Deska obvykle běží pod
systému na bázi jádra Linux. Existuje několik možností. Je možné si vytvořit svoji
vlastní distribuci za pomocí Buildrootu, Open Embedded (OE), nebo stáhnout již
zkompilované zdrojové kódy jádra a RFS.
Nejvíce používaná a zároveň dodávaná distribuce pro BeagleBoard je Angstrom.
Na webových stránkách http://www.angstrom-distribution.org/ je možné si
nechat zkompilovat RFS přímo na jejich serveru, jednoduše „naklikat“ balíčky a
prostředí. Server poskládá vše dohromady a zkompiluje přímo pro architekturu
ARMv7. Další možností je si zkompilovat RFS a kernel přímo na PC doma. Po-
mocí systému OE je možné si nakonfigurovat moduly a drivery jádra. Po kompilaci
jádra, je také možné si zkompilovat RFS. Výhodou je, že oproti RFS, který je možné
vygenerovat na serveru (kernel 2.6.32), tady se RFS zkompiluje přímo pro stejnou
verzi jádra (aktuální 3.8.6). Odpadá tedy mnoho problémů s nefunkčností.
Bohužel kvůli nejrůznějším problémům, které se objevovaly na různých jádrech
i RFS, se od distribuce Angstrom upustilo. Na jádře 2.6.xx byl například problém s
ethernetovým adaptérem, s novějšími jádry byl problém občas desku vůbec spustit
a i přes zkompilované ovladače pro kameru a zadané parametry jádru, nebyl systém
schopný inicializovat kameru a zavést do adresáře /dev reprezentaci driveru kamery.
5.1 Technické specifikace Beagleboardu – xM
Deska Beagleboard – xM se začala vyrábět v srpnu 2010 a stále vychází nové revize.
Poslední revize je rev C. Následně budou uvedeny nejdůležitější parametry:
• procesor TI DM3730 – 1GHz ARM Cortex-A8,
• DSP TMS320C64x+ - 800MHz – až HD 720p@30fps,
• Imagination Technologies PowerVR SGX 2D/3D grafický procesor,
• 512 MB LPDDR RAM,
• 4GB microSD dodávaná s Angstrom distribucí a jádrem 2.6.32,
30
• DVI-D (HDMI konektor, maximální rozlišení 1400x1050),
• 4 USB proty,
• microSD/MMC slot,
• Ethernetový port,
• stereo jack, in/out,
• RS-232 port,
• soket pro kamery LI,
• 14x2 patice pro připojení dalších zařízení.
Obr. 5.1: Beagleboard s kamerou li5m03.
5.1.1 Zavedení systému do desky
Pro chod desky BB-xm je potřeba paměťová karta microSD. Existují scripty, které
kartu připraví pro použití, anebo je možné si kartu připravit manuálně. Oddíly
je třeba rozložit na alespoň 512 MB FAT32, kam je třeba nakopírovat následující
soubory v přesném pořadí:
1. MLO,
2. u-boot – systémový zavaděč,
3. uImage – Linuxové jádro,
4. uEnv.txt – textový soubor s parametry prostředí.
Tyto soubory automaticky vygeneruje OE, buildroot, nebo jsou již k nalezení v
již předkompilovaných distribucích.
Do souboru uEnv.txt se například zapisuje kmitočet procesorové jednotky, na
který terminál posílat výpisy, apod.
Příklad uEnv.txt:
mpurate =1000 ## nastavení kmitočtu na 1GHz
dvimode =1024 x768MR -16@60 ##výstupní rozlišení
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uenvcmd=mmc init; run loaduimagefat; run mmcboot ## boot z SD karty
rdblacklist=smsc95xx ##zakázání ethernet ovladače (ukázka)
camera=li5m03 ##zadání parametru jádra pro typ kamery
uEnv.txt je jediný textový soubor, zbytek jsou soubory binární.
Druhý oddíl SD karty se nastaví na ext4. Po zformátování stačí překopírovat celý
RFS na tento oddíl a vše by mělo fungovat.
Kvůli značným problémům s distribucí Angstrom se přešlo na distribuci Ubuntu,
která je asi nejznámější distribuce pro PC. Na webu: http://elinux.org/Beagle\
BoardUbuntu se nachází dokumentace, jak postupovat při vlastní kompilaci systému
nebo kde je možné stáhnout již předkompilovaný image. Stránky jsou pravidelně
aktualizované, je tedy možné stáhnout poslední verzi Ubuntu 12.10 pro BB.
5.2 Kamera LI-5m03
Na poslední verzi BB-xM je k nalezení konektor pro připojení kamer od výrobce
Leopard Imaging. Většina kamer již má podporu v nejnovějších jádrech. Byla vy-
brána 5 megapixelová kamera s označením li5m03 (Obr. 5.2), která používá senzor
od výrobce Aptina. Driver je sice obsažen, ale bohužel díky chybě vývojářů, není ka-
mera schopná dosahovat slibovaného fps = 30. Je potřeba na jádro aplikovat patch
a poté znovu zkompilovat, jinak kamera posílá jednotlivé snímky v rychlosti asi
8,9 fps. Tento patch lze nalézt např. Na GITHUBu Roberta Nelsona nebo Maxe
Galemina avšak tento patch je pro starší jádro 2.6.32. [27] [28].
Obr. 5.2: Modul li5m03.
5.2.1 Technické specifikace LI-5m03
Kamera li5m03 je založena na chipu mt9p031 od výrobce Aptina. Tento chip je
schopen poskytovat snímky až o rozlišení 5 megapixelů (2592H x 1944V) pixelů
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a rychlosti 14 fps při plném rozlišení a při rozlišení VGA až 53 fps. Kamera má
12 digitálních výstupů, které jsou přímo propojeny s rozhraním procesoru DM
umístěném na BB. Díky tomuto je možné odchytávat data s velkou rychlostí. Dy-
namický rozsah je na úrovni 70,1 dB a SNRmax 38,1 dB. Bližší informace je možné
nalézt v datasheetu. [29]
Driver přímo od vývojářů lze nalézt opět na serveru github.com. Jedná se však
o driver pro starší verzi jádra 2.6.32. [30]
V mainlinu jádra je již nový driver od jiných vývojářů obsažen, avšak stále není
možné dosahovat plné fps, které odhaduje výrobce. Navíc driver zatím neumožňuje
nastavení parametrů snímání kamery. Po zkontaktování vývojáře Bastiana Hechta,
jsem byl informován, že na záplatě pracuje a měl by se stát brzy součástí Linux kernel
mainlinu. Obr. 5.3 je vyfocen kamerou li5m03 umístěnou na Beagleboardu, před
kameru musely být umístěny 2 optické filtry, aby kvůli dlouhé době závěrky, která
zatím nelze měnit, nebyly RGB zesilovače přesycené, tedy aby nebylo na snímku
vidět nic jiného než bílá barva.
Obr. 5.3: Snímek z kamery li5m03.
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6 PŘÍPRAVA BB-XM
Deska BB je dodávána s microSD kartou, na které je funkční systém Angstrom
s jádrem 2.6.32. Jelikož už začíná být zastaralý a obsahuje řadu chyb, je vhodné
implementovat systém aktuální.
6.1 Základní příprava a práce se systémem
Vývoj softwaru probíhal na stanici s operačním systémem Ubuntu 12.04 (x86). Na
desce Beagleboard-xM byl kvůli možnosti řešit systémové problémy všeho druhu
nainstalován totožný systém, samozřejmě velmi ořezaný a s grafickým rozhraním
Lxfce, které patří mezi nejméně náročné mezi GUI pro GNU/Linux systémy. I tak
je grafické rozhraní na procesor OMAP relativně náročné.
Pro samotný vývoj bylo použito vývojové studio Eclipse, opět nainstalováno na
obou stanicích. Kvůli paměťové náročnosti množství knihoven a samotného vývo-
jového studia a dalších doprovodných aplikací je vhodné uložit RFS na microSD
kartu s kapacitou alespoň 8 GB. 4 GB karta, jenž je dodávaná s deskou je ne-
dostačující. Kvůli rezervě byla přikoupena microSD karta s kapacitou 16 GB a velkou
datovou propustností. Díky vyšší datové propustnosti je možné dosáhnout o něco
rychlejšího systému a tedy i celkově rychlejší práce.
Oproti ostatním systémům jako Angstrom a jiné, Ubuntu resp. Debian má kva-
litně připravené skripty pro snadnou přípravu SD karty na vytvoření oddílů, kom-
pilaci a zavedení bootovacích souborů a RFS. Mimo jiné, Debian se také používá u
obdobné, ale zdaleka ne tak výkonné a progresivní desky, Raspberry-PI.
Od Angstromu bylo opuštěno především kvůli špatně fungujícímu sestavení ba-
líčků na serveru, kdy velmi často docházelo k chybám a potřebné balíčky nebyly
zkompilovány do hotového RFS a navíc, tento RFS byl sestaven pro starší jádro
2.6.32, u kterého má BB problém například se změnou mac adresy, která byla
potřeba, kvůli politice internetového poskytovatele, aby bylo možné se s deskou
připojit na internet. S deskou bez připojení k internetu by byla práce značně zkom-
plikována, kvůli instalaci dalších potřebných balíčků a aplikací jako například fftw3.
Nicméně Ubuntu je kvalitní systém s velkou podporou a díky značné rozšířitel-
nosti a totožného systému i na PC je prakticky práce totožná. Také je možnost
vytvořit si svůj vlastní OS pomocí Buildroot, avšak to se doporučuje spíše pro
jednoduché malé systémy.
Jelikož jsou na desce 4 USB porty, je jednoduše možné připojit periferní zařízení
jako myš, klávesnici anebo pendrive. Díky HDMI portu se dá deska připojit na
nejnovější LCD displeje s touto technologií. Na desku je také možné se připojit
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přes sériové rozhraní na terminál. V GNU/Linux systémech se nejčastěji používají
aplikace Putty anebo Minicom. V tomto projektu byla používána aplikace Putty.
Nastavení sériového portu je následující:
• Serial line /dev/ttyUSB0,
• Speed 115200,
• Data bits 8,
• Stop bits 1,
• Parity „None“,
• Flow control „None“.
V systému Ubuntu se využívá Debiánovského správce balíčků APT. Oproti OPKG,
který je použit v Angstromu, je tento správce o třídu výš s počítáním závislostí na
dalších balíčcích. Správce balíčků je třeba spouštět jako správce. Příklad syntaxí:
$apt -cache search fftw ## najde vsechny balíčky obsahující
řetězec "fftw",
$sudo apt -get install libfftw3 -3 ## nainstaluje knihovnu pro
počítání DFT.
Také je třeba občas updatovat databázi, jelikož je uložená na stanici, nevyhledává
se na serveru:
$sudo apt -get update.
Pro rychlejší práci se soubory, je také možné si nastavit složky v RFS (tzv.
RAMDISK), kde umístěné soubory by se nenacházeli na stejném úložišti jako zbytek
systému a souborů, ale přímo v operační paměti. Odpadá tak zbrzdění mezi načítáním
souboru a ukládání na pomalejší microSD kartě. Problém může nastat, kdy si uži-
vatel/programátor nedá pozor na zaplnění paměti a v konečném hledisku, by se
takto používaný filesystem mohl stát spíše přítěží. Na Beagleboardu se však nachází
512 MB RAM. Po načtení systému a Desktop manageru Lxde zbývá pro práci se
soubory stále asi 300 MB.
Následuje nastavení, jak systému přikázat, aby obsah složky /tmp ukládal přímo
do paměti RAM.
\$sudo nano /etc/fstab
Poté přidat na konec souboru tento řetězec:
##RAMDISK ##
none /tmp tmpfs defaults , size =100m 0 0
V případě, že zadáme parametr „size=100m“, systém nedovolí, aby se alokovalo
více než 100 MB z paměti RAM pro složku /tmp.
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6.2 Knihovna OpenCV a kompilátor GCC
OpenCV je knihovna pod licencí BSD hojně využívána vývojáři po celém světě. Ob-
sahuje velké množství funkcí a datových typů pro práci s obrazovými daty, obsahuje
více než 2500 optimalizovaných algoritmů. Je napsána v jazycích C/C++, Java a
Python. Tato knihovna je napsána s důrazem na rychlé zpracování dat v reálném
čase a muže využít vícejádrové zpracování.
Před použitím je třeba knihovnu stáhnout a zkompilovat. Nejdůležitější balíčky
ke stáhnutí před samotnou instalací jsou: build-essential, cmake, pkg-config, lib-
jpeg=dev, libtiff4-dev, libjasper-dev, libgtk2.0-dev libavcodec-dev, libavformat-dev,
libswscale-dev, libv4l-dev.
Zdrojové kódy lze nalézt a stáhnout pomocí aplikace wget z http://sourceforge\
.net. Pro správnou instalaci a nastavení, kam knihovnu nainstalovat je vhodné
přečíst README.
Instalace se provede:
$cmake ##jednotlivé parametry , složka pro instalaci , apod.,
$make
$sudo make install
Po instalaci je již možné začít využívat mocné funkce knihovny. Příkazem
$pkg -config opencv --cflags“
se vypíše umístění hlavičkových souborů, které jsou potřeba pro kompilátor (gcc
-c) a příkazem
$pkg -config opencv –libs
se nalezne umístění knihoven pro linker (gcc -o).
Obvykle jsou hlavičkové soubory k nalezení ve složce /usr/local/include/opencv
a /usr/local/include. Knihovny je možné nalézt ve složce /usr/local/lib.
Pro psaní programu byl jazyk C. V případě, že se pro vývoj nepoužívá žádné
vývojové prostředí, je potřeba napsanou aplikaci zkompilovat a slinkovat.
$gcc -c foo.c -l/usr/local/include -l/usr/local/include/opencv ,
$gcc -o foo.o output -I/usr/local/lib -lopencv_core.so -lopencv_
......
Kompilátor potřebuje znát cestu k hlavičkovým souborům a linker potřebuje
cestu ke knihovnám a samotné knihovny v ní obsažené.
Pro takto psané aplikace se nejčastěji využívá program nano anebo vi(m). Také
je možné používat grafický editor například Gedit apod.
Při složitějších projektech je vhodné psát vlastní makefile. Tento soubor je skript
ve které se provádí veškeré kompilace a slinkování. Pro účel tohoto projektu bylo však
raději použito vývojové prostředí Eclipse, které vytváří tento makefile samo. Je však
potřeba do něj ručně nakonfigurovat hlavičkové soubory a knihovny. Jeho parametry
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se zadávají v nastavení jednoduchým „klikáním“. Vývojové prostředí pouze takto
umožňuje snadnější práci s kompilátorem, linkerem a celkově. Pro ladění se využívá
debugger GDB.
Na desce BB-xm je prostředí Eclipse značně pomalé, proto značná část kódu
byla psána a laděna na stanici s x86 procesorem. Existují dvě možnosti, jak vytvořit
zdrojový kód pro určitou architekturu. Je možné vytvářet pro ARM procesory kód
a následně jej zkompilovat křížovým kompilátorem. Problém však nastává s kni-
hovnou OpenCV, jejíž knihovny musí být zkompilovány stejným křížovým kompilá-
torem. Zpravidla nefunguje zkompilování knihoven na cílové stanici a jednoduché
překopírování. Jednoduchým řešením je využít např. křížovým kompilátorem, kterým
se kompilovalo jádro Linux pro BB-xM a tím zkompilovat OpenCV. Anebo všechen
software vytvářet na jiné architektuře než cílové a poté později kód zkompilovat
na cílové stanici. Pro tyto dvě možnosti však existují značné omezení, například
nemožnost vyzkoušení periférií, jenž jsou připojeny na cílové stanici. Další, ale nej-
pomalejší možností je vytvářet kód na cílové desce, avšak je obtížné využít pohodlí
vývojového prostředí a samotná kompilace trvá také mnohem déle.
Pro zprovoznění kamery li-5m03 je potřeba zkompilovat jádro s podporou Aptina
mt9p031. Existuje také čip s podobným označením mt9t031 od jiného výrobce, který
byl omylem párkrát zaměněn se mt9p031. Kamera je připojena přímo k procesoru
přes ISP rozhraní a ovládá se přes I2C sběrnici na adrese 0x0048. Ovladač pro tuto
kameru je stále ve vývoji a není schopen momentálně zvládat více jak 10 fps, i přesto
že výrobce uvádí mnohem více. Také není možné měnit nastavení zesilovače, závěrku
a další možnosti kamery. Na tento problém brzy vyjde v nových mainlinech patch.
Existují také ovladače přímo od výrobce Aptina, avšak tento driver je pro starší
problematické jádro a navíc obsahuje chyby, které mu také znemožňují vyšší fps.
Jelikož kamera posílá po 12-bitové sběrnici pixelová data ve formátu UYVY
(možný YUVY) je potřeba nejprve data překonvertovat a zbavit se zbytečných
barevných složek, které pro správnou funkčnost nejsou třeba a zbytečně by brzdily
výpočty v průběhu vykonání programu. Je možné napsat samotnou jednoduchou
konverzi z 12 bitů na hloubku 8 bitů grayscale – tedy 256 úrovní šedé barvy. Pro
tento první krok byla využita funkce convert z open source knihovny Imagemagic.
Pomocí této funkce lze i podvzorkovávat nebo převzorkovávat obrazová data. Byl
použit nejjednodušší nekompresovaný formát PGM.
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7 TESTOVANÉ METODY
Systém pro detekci pohybujících se objektů by měl být univerzální, měl by detekovat
jak malé, daleko letící objekty, tak rychle letící blízké objekty. Nicméně tato práce je
především zaměřena na detekci objektů v dáli. Účel této práce, je detekovat letícího
špačka na vzdálenost desítek metrů. U chování špačků bylo pozorováno, že nejprve
jeden jedinec se vydá na prozkoumání okolí, v našem případě vinic a až poté se přidá
zbytek hejna. Proto zkoumaná metoda se bude zaměřovat na detekci jednoho nebo
dvou letících objektů.
Po zpracování rešerše na detekci objektů malých rozměrů byly vybrány určité
metody zpracování obrazových dat a otestovány. Testovány byly metody založené
na diferenci obrazu, na spektrální analýze, na konvoluci a predikci pohybu. Většina
z nich byla testována v jazyce Matlab v předešlých pracích. [1] [2]
V této práci byly vyzkoušeny výše zmíněné metody přepsané do jazyka C.
Následně jsou ukázány výsledky testů na reálných obrazech i umělých obrazech.
7.1 Diference obrazu
Tato metoda byla popsána v kapitole 2.1. Zde si tedy ukážeme především výsledky
z reálného prostředí. U této metody je třeba rozumně nastavit práh, nejlépe použí-
vat adaptabilní prahování na bází histogramu obrazu. Metoda spolehlivě detekuje
jakýkoliv pohyb v obrazu, avšak i množství falešných cílů, které je třeba vyfiltrovat.
Na Obr.7.1 můžeme vidět dva kamerové snímky. Tyto fotky byly pořízeny s
rychlostí 10 fps. Dále jsou uvedeny dva výsledky jejich vzájemné diference s rozdíl-
ným prahem. Při menším prahu jsou mnohem viditelnější i objekty s nevýraznými
hranami. Na snímcích je velké množství detekované diference, jelikož i přesto, že
byla kamera upevněná, senzor zaznamenal nepatrné vibrace a celý snímaný obraz
se posunul o jednu řadu pixelů. I přesto, že reálný cíl je jeden, můžeme vidět 2, to je
způsobeno tím, že funkce vrací absolutní hodnotu rozdílu. Pro odstranění „ducha“ by
stačilo nepoužít absolutní hodnotu a hodnoty normovat od 0 do 255, kvůli záporným
číslům. Snímek je pouze pro ilustraci. Ve většině případů se používá normovaný.
7.2 Segmentace obrazu
Pro urychlení metody detekce a lepší filtrování falešných cílů je dobré celý obraz
segmentovat na konečný počet prvků stejně velkých rozměrů. Jako vhodný počet
se ukázal 100 z hlediska potřeby a vybavení. Záleží však především na optice a
nastaveném rozlišení kamery. Ilustrační ukázka segmentace je na Obr.7.2.
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Obr. 7.1: Vlevo dole můžeme vidět diferenci horních dvou snímků s prahem 10,
vpraho s prahem 20.
Na jednotlivé segmenty můžeme aplikovat další metody s tou výhodou, že seg-
menty, které nejsou podezřelé na pohybující se objekt můžeme vyřadit z dalších
výpočtů a výrazně tak urychlit metodu. Můžeme tak tedy vyřadit pozemní cíle jako
stromy pohybující se ve větru, které diference obrazu zachytí.
7.3 Diference fázových spekter
Stromy zmítající se ve větru je možné odfiltrovat touto metodou. V bakalářských
pracích, jenž jsou citovány byla k této detekci použita metoda diference amplitu-
dových spekter. Nicméně, na testech v této práci se ukázalo, že metoda je naprosto
neúčinná. Pravděpodobně se bude jednat o chybu v popiscích, jelikož při testování s
podobnými vzorky obrazového signálu nedošlo k ani nejmenší podobě výsledků. Na
Obr.7.3 jsou výsledky metody diference spektra na různých vzorcích.
Na Obr7.3. Můžeme vidět amplitudová spektra uměle vytvořených snímků s 8b
hloubkou Grayscale a s 1b hloubkou (simulující obraz po prahování) na Obr.7.4. U
8b snímku vidíme, že amplitudová spektra jsou téměř totožná. Jejich amplitudová
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Obr. 7.2: Rozdeleni obrazu na segmenty.
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Obr. 7.3: Na obrázcích je jsou znázorněny amplitudová spektra dvou horních snímků,
dole vidíme rozdíl amplitudového (vlevo) a fázového (vpravo) spektra.
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Obr. 7.4: Rozdíl fázových spekter dvou naprahovaných snímků, je možné pozorovat
vertikální čáry určující vektor pohybu.
42
Obr. 7.5: Rozdíl fázových spekter částic, kde se všechny nepohybují do stejného
směru, rozdíl fázového spektra má charakter šumu.
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diference vypovídá o tom, že obsah dat je totožný, ale s určitostí již nemůžeme určit
rozložení pixelů v obraze – hodnoty diference amplitudových spekter se prakticky
rovnají 0. Fázová spektra mají stejných charakter, vypadají jako šum (nejsou ilus-
trována), stejně jejich diference. Z těchto informací nejsme schopni vyvodit nic, co
by nám pomohlo v detekci. Pokud ale snímek nejprve naprahujeme, můžeme po-
zorovat pravidelnosti v diferenci fázového spektra. Nyní se již amplitudová spektra
obou vzorků naprosto rovnají. Z diference fáze jsme schopni zjistit i směr pohybu ob-
jektu (kolmice na výrazná minima a maxima). V poslední sérii je simulováno chování
vzorku objektu, u kterého se minoritní část pixelů nepohybuje ve stejném směru.
Ve fázovém spektru se již nenachází žádná užitečná jednoznačně pozorovatelná in-
formace. Je tedy možné využít ověřené pravidelnosti spektra pohybu skutečného
cíle. Jsou dvě možná řešení. Buď použít Houghovu transformaci na detekci přímek
v obraze anebo si vytvořit alespoň 4 masky se vzorky chování skutečného cíle a jed-
notlivé segmenty s ní korelovat. Druhý postup je vhodnější z důvodu jednoduchosti
a rychlosti.
7.4 Korelace s maskou falešných/skutečných cílů
Dále se nabízí možnost, jak efektivně odfiltrovat a nebrat v úvahu pozemní falešné
cíle ihned, ještě před prahováním, pomocí korelace, anebo naopak použít masku
pro detekci skutečného cíle. Funkčnost této metody můžeme vidět v následující ilus-
traci. Pro tento účel byla využita knihovna OpenCV. Byly vybrány pouze parametry
funkce cvMatchTemplate, při kterým má funkce signifikantní výstup. Pro stručnost
budou uvedeny pouze názvy metod. Bližší info je možné nalézt v dokumentaci
na webu OpenCV. Na Obr.7.6. a Obr.7.7 jsou zobrazeny výstupy po zpracování
a maska, jenž obsahuje část oblohy a část vrcholku stromů. [31]
Metoda používaná v článku Detecting and Tracking of Small Moving Target un-
der the Background of Sea Level [18] je zajímavá v tom, že namísto korelace masky
s obrazem, používá korelaci histogramu, tedy není třeba znát přesné umístění ob-
jektu, pouze přibližné. Není třeba porovnávat tedy masku po jednotlivých pixelech,
ale po několika desítkách pixelů (v závislosti na velikosti masky). To by mohlo být
vhodné využít pro urychlení algoritmu. Hledaly by se tedy sektory, kde se cíl nachází,
namísto hledání přesné pozice.
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Obr. 7.6: Originální snímek (vlevo nahoře), prahovaná korelace (vpravo nahoře),
prahovaná kvadraturní diference (vlevo dole) a normovaná kvadraturní diference
(vpravo dole).
Obr. 7.7: Maska použitá při zpracování z Obr.7.6 o velikosti 36x36 pixelů.
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7.5 Navržená metoda pro detekování malých ob-
jektů
Byla navržena metoda, jenž čerpá z bakalářských prací Pasivní optická lokace, Zpra-
cování obrazu dynamického obrazu, článku Detecting and tracking of small moving
target under the background of sea level a A passive optical location with limited
range. Z testovaných metod z těchto prací byly vybrány spolehlivé a jednoduché
metody, aby samotné zpracování obrazu nebylo náročné, ale efektivní. [1][2][7][18]
Dle zmíněných prací byla navržena metoda pro detekování objektů malých roz-
měrů. Vývojový diagram je znázorněn na Obr.7.8.
Obr. 7.8: Vývojový diagram navrhnuté metody.
Postup metody je následující:
• Převedení dat z UYVY prostoru na šedo-tónový,
• diference snímku s předchozím,
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• adaptabilní prahování na základě porovnání histogramu s referenčního his-
togramem,
• zapsání začátku sekce, kde je detekován pohyb, viz. Obr. 7.2,
• korelace fázového spektra zapsaných sekcí se 4 mi předdefinovanými maskami
pro vertikální, horizontální a úhlopříčkový pohyb,
• dle pravděpodobnosti předchozího kroku následuje vyhodnocení skutečných
cílů,
• pokud je zájem sledovat spolehlivě trajektorii cíle, můžeme využít predikci
polohy a následnou detekci.
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8 VÝVOJ APLIKACE
Je třeba vyvinout aplikaci, která bude zvládat několik metod zpracování obrazového
signálu v reálném čase. Dílčí části k navržené metodě na Obr.7.8 byly přepsány do
jazyka C. Ale již nebyly sestaveny do jedné aplikace. V této kapitole je popsáno,
jak zprovoznit kameru, pro chod aplikace v reálném čase a dále budou popsány
jednotlivé funkce, jenž byly v rámci tohoto projektu napsány.
8.1 Získání snímku z kamery
Ke kameře se přistupuje přes soubor /dev/video6. Test zachycení snímku a uložení
na disk je možné přes aplikaci Yavta nebo GStreamer. Pomocí aplikace yavta je
syntaxe následující:
$sudo media -ctl -r -l ’"mt9p031 2 -0048":0 ->" OMAP3 ISP CCDC ":0[1] ,"
OMAP3 ISP CCDC":2->"OMAP3 ISP preview ":0[1] , "OMAP3 ISP preview
":1->" OMAP3 ISP resizer ":0[1] , "OMAP3 ISP resizer ":1->" OMAP3 ISP
resizer output ":0[1] ’ # počáteční inicializace
$sudo media -ctl -f ’"mt9p031 2 -0048":0 [SGRBG10 1280 x1024], "OMAP3
ISP CCDC ":2 [SGRBG10 1280 x1024], "OMAP3 ISP preview ":1 [UYVY
1280 x1024], "OMAP3 ISP resizer ":1 [UYVY 1024 x768]’ nastaví
snímání na 1280 x1024 a podvzorkuje na 1024 x768
$sudo yavta -f UYVY -s 1024 x768 --capture =1 --file=/var/www/img.
uyvy /dev/video6 # otevře kanál a zachytí z kamery snímek s
rozlišením 1024 x768 ve formátu UYVY a uloží do složky}
Yavta je určena primárně pro testování funkčnosti kamery. Při testu GStreameru,
však díky nedokončenému driveru kamery nebo chybě systému, otevření kanálu
a zachycení selhává. Pomocí GStreameru by se dal naprogramovat algoritmus ve
skriptovacím jazyce a jednotlivé dílčí metody spouštět za sebou v rouře.
Pokud programujeme v jazyce C, je třeba otevírat rozhraní kamery pomocí funkcí
driveru V4L2 (Video For Linux). [33]
Protože většina vývoje probíhala na stanici s architekturou x86, na kterém není
možné připojit vybranou kameru, pracovalo se se snímky přímo ve formátu BMP
případně PGM. Které byly dříve kamerou li5m03 zachyceny, nebo kamerou SONY
DSC-HX1. Kvůli nemožnosti nastavit závěrku byly třeba před kameru li5m03 umístit
2 clony, aby byl obrázek použitelný kvůli defaultní nastavené vysoké závěrce, avšak
přes tento systém čoček se vstupní světlo nedokonalostmi ohýbá a filtrují se také
barevné složky. Proto byly použity pro testy snímky z druhé kamery.
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Pro zachytávání snímků přímo aplikací v jazyce C, je třeba používat funkce
ovladače V4L2. Je však také možné přímo přistupovat z funkcí knihovny OpenCV
následujícím způsobem:
Bohužel se zjistilo, že na systému Ubuntu existuje chyba, která znemožňuje
inicializovat driver a zachytávat data z kamery. Na OpenCV fóru bylo nalezeno
řešení.[34]
Do proměnné prostředí je třeba přidat:
$LD_PRELOAD = /usr/lib/libv4l/v4l1compat.so
Knihovna v4l1compat.so je umístěná v balíčku libv4l-0. Ukázalo se ale, že i po
nainstalování se tato knihovna nikde na RFS nenachází. Problém se řeší na fóru
Ubuntu.[35]
8.2 Aplikace v jazyce C
Pro základ aplikace na detekci cílů bylo vytvořeno několik funkcí v jazyce C. Funkce
nabízejí možnost snadné práce s maticemi, nebo na výstup posílají zpracovaná data
po dílčím metodách zpracování obrazu. Zdrojové kódy všech uvedený funkcí jsou k
nalezení v příloze, kde je obsažen celý projekt.
8.2.1 Prototypy funkcí
int convertBGR(IplImage* image1 , unsigned char * matice2DB ,
unsigned char * matice2DG ,unsigned char * matice2DR);
Funkce načte standardní strukturu pro obrazová data knihovny OpenCV, IplImage,
a vytáhne z něj barevné složky, které uloží na místo ukazatelů matic pro jednotlivé
složky.
fftw_complex* DFT( fftw_plan plan1 , fftw_plan plan2 , IplImage*
image1 , IplImage* image2 , IplImage* image3 , fftw_complex* in1 ,
fftw_complex* dft1 ,fftw_complex* in2 ,fftw_complex* dft2 );
Funkce počítá FFT pro 2 vstupní struktury IplImage, následně je možné si vy-
brat, zda programátor chce amplitudové nebo fázové spektrum obrazů, anebo rozdíly
těchto spekter, také je možné je předělat do logaritmického měřítka. Dále funkce
mění strukturu výstupu, aby složky s nejnižším kmitočtem, se nacházely uprostřed
(FFTShift).
unsigned int * diference(IplImage* image1 , IplImage* image2 ,
unsigned int* souradnice);
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Tato funkce vypočítá diferenci dvou snímků, je možné nastavovat práh, dle
kterého bude určovat, zda ve snímku pohyb nastal, nebo ne. Funkce vrací černo
bíly obraz.
int Dto2D(IplImage* image1 , unsigned char matice2D [][ sirka] );
Tato funkce je vhodná pro pokud je potřeba převést vektor ze struktury IplImage
do matice.
int histogram(char* matice , char* histogram);
Funkce vrací vektor o délce 255. Hodnota elementů určuje počet stejných pixelů
v matici. Pokud bude mít první prvek hodnotu 5, znamená to, že 5 pixelů z matice
má černou barvu.
int KALMAN(void);
Demonstrační funkce jenž předpovídá umístění pixelu, jenž se náhodně pohybuje
po kružnici.
int segmentace(IplImage* image1 , unsigned char matice_segmentu
[][2]);
Segmentační funkce, jenž ze struktury IpLImage vytvoří matici, jenž indexuje
na počátky jednotlivých segmentů. Matice má 100 řádků a 2 sloupce, protože ze
snímku vytvoří 10x10 segmentů a na každý segment spadají dva indexy.
int* xtoxy(int x, int *xy );
Tato funkce z indexu matice, vrací skalár - index na stejné umístění dat ve
struktuře IpLImage.
int yuv2bmp(char *infile , char *outfile)ů
int* xtoxy(int x, int *xy );
Kvůli pomalému převodu z UYVY do formátu, jenž rozumí OpenCV, např. BMP,
byla sepsána vlastní metoda. Snímek o rozlišení 640*480*24 dokáže konvertovat za
pár desítek milisekund.
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9 VYHODNOCENÍ JEDNOTLIVÝCH ETAP
Kvůli požadavkům na projekt bylo třeba vyzkoušet několik zařízení, na kterých
by byl projekt realizovatelný. Postupně se uvažovalo až o čtyřech různých kitech s
různými procesory. V této práci byly testovány celkově tři desky. Protože bylo třeba
nastudovat dokumentaci a desky rozchodit, bylo stráveno hodně práce na samotné
přípravě před programováním aplikace.
9.1 Phytec i.MX31
• Výkonný procesor,
• GNU GPL operační systém - zdarma,
• množství periferií na vývojovém kitu,
• složité rozchození desky - špatná podpora,
• čas strávený na práci cca. 4 měsíce.
9.2 Hayo electronics - STM32 Cortex-M3 kit
• Slabší procesor, i přesto vhodný pro FFT,
• GNU GPL operační systém, nebo nekonečná smyčka - zdarma,
• nízké náklady,
• množství periferií,
• kamera a LCD přímo na kitu,
• pomalý přenos dat mezi SPI flash a procesorem,
• čas strávený na práci cca 3 měsíce.
9.3 Beagleboard - xM, Rev. C
• Výborný poměr cena/výkon,
• GNU GPL operační systém - zdarma,
• rozhraní pro kamery od Leopard Imaging,
• problém s dosavadními drivery na kameru li5m03 - stále ve vývoji,
• pokud by aplikace běžela velmi rychle po odladění a bez použití DSP, je
možnost přesedlání na levnější platformu se stejnou architekturou a stejným
OS - Raspberry - PI, kde se začíná intenzivně pracovat na propojení s kamerou,
první testy byly již demonstrovány,[32]
• čas strávený na práci cca 2 měsíce.
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10 ZÁVĚR
Tato práce se zabývá problematikou pasivní optické lokalizace a implementací na
autonomní systém s kamerou. Byly popsány základní metody zpracování obrazu
potřebné pro pre-processing metod optických lokačních systémů. Dále byly popsány
vývojové desky, na kterých byla implementace zkoušena a nakonec postup rozchození
desky a implementace.
Nejprve byla provedena rešerše různých metod pasivní optické lokace z odborných
článků převážně ve sbornících IEEE a Jyxo. Byly uvedeny některé metody pro zpra-
cování dynamického obrazu (jádro většiny moderních metod), které byly vyhod-
noceny jako vhodné k sestavení robustního algoritmu pro sledování objektů (čás-
tic plasmy) o velikosti několika pixelů. Tyto algoritmy byly v předchozích částech
projektu testovány na scéně s letícími holubi a kvazi-pohybujícím se pozadím jako
stromy v blízkosti a mraky na pozadí. Na základě výsledků testů a prostudovaných
zdrojů byla navržena metoda pro detekci malých objektů pro navrhovaný účel.
Navázal jsem na předchozí práci na tomto projektu, ve kterém byla zatím pouze
testována USB Kamera. Projekt však vyžaduje použití kamerového modulu, který
zasílá nekompresovaná RAW data RGB nebo UYV. Nejprve bylo uvažováno sestavit
optický lokátor na desce PHYtec s procesorem i.MX31 Freescale. Nebylo však možné
tuto starší desku zprovoznit díky chybějící updatované podpoře od společnosti Pen-
gutronix, jenž se stará o RFS pro tyto procesory. Pro průměrného uživatele sys-
tému GNU/Linux je zprovoznění takovéto desky velmi obtížné a musí projít nemalé
množství diskuzních fór, dokumentů a kontaktovat podporu.
Poté byla uvažována deska bez operačního systému. Na této desce s procesorem
Cortex-M3 by měly být výpočty realizovatelné. Úspěšně byla deska zprovozněna,
vytvořil se kostra programu a návrh. Bylo zprovozněna i komunikace mezi kamerou
procesorem a LCD. Avšak práce se zasekla na reálné rychlosti SPI flash paměti, kdy
rychlost přenosu dat byla asi 10x menší než uváděl výrobce. Tato paměť měla sloužit
především pro uložení jednoho až dvou přechodných snímků.
Bylo také uvažováno o FPGA, konkrétně desce ZedBoard, která by výkonem
splňovala všechny požadavky. Deska je ale velmi drahá a nesplňovala by kritérium
na levný výrobek. Nakonec bylo rozhodnuto použít desku Beagleboard - xM s kval-
itní podporou, výkonem, paralelním ISP rozhraním pro kameru a DSP. Tato deska
byla úspěšně zprovozněna a byl na ni nahrán systém Ubuntu 12.04. Pro jednodušší
práci s obrazovými daty a množstvím doplňujících funkcí byla také nainstalována
knihovna OpenCV 2.4.5 a knihovna fftw3, která obsahuje rychlejší zpracování FFT.
Byla zprovozněna poslední verze driveru pro kameru li-5m03. Byl vytvořen základ
pro obslužný program v jazyce C, který bude sloužit pro další vývoj softwaru, jenž
bude převádět RAW data UYVY z kamery a následně detekuje pohybující se objekty
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a falešné cíle odfiltruje. Jelikož kamera obsahuje základní optiku a v poslední verzi
driveru zatím není zakomponováno ovládání parametrů kamery přes I2C sběrnici,
nemohl být algoritmus otestován v reálných podmínkách, jelikož při výchozím nas-
tavením závěrky se zesilovače RGB přesytí a žádné užitečná informace není schopen
čip zpracovat. Dočasným řešením by mohl být kvalitní optický filtr. Algoritmy byly
tedy otestován se snímky z jiné kamery
Zadání práce je velmi komplexně náročné, zahrnovalo porozumění hardwaru
mikrokontrolérů, operačního systému GNU/Linux na uživatelské, programátorské a
vývojové úrovni, znalost zpracování obrazu a navíc nalezení, co nejlevnější zařízení,
na kterém by se práce realizovala.
Ve stanoveném čase se nepodařilo splnit všechny body zadání, nicméně práce
přinesla platformu, na kterou se bude dobře navazovat. Díky vytvořeným funkcím
pro jednoduché převody mezi strukturami, které používá OpenCV, a standardními
maticemi a dalšími užitečnými rutinami, se vývoj softwaru může zjednodušit.
Dospělo se k platformě, která splňuje požadovaná kritéria (nízké náklady, vysoký
výkon, opensource software, kvalitní kamera, dokumentace).
V přiložených zdrojových kódech je možné nalézt všechny dílčí funkce používané
v řetězci algoritmu. Zrychlení algoritmu by se dalo dokázat použitím DSP, kde by
mohly např. probíhat první fáze algoritmu, jako převod z UYVY, nebo diference,
kde je potřeba vyšší výpočetní výkon.
53
LITERATURA
[1] DANIEL, M. Pasivní optická lokace. Brno: Vysoké učení technické v Brně,
Fakulta elektrotechniky a komunikačních technologií, 2007. 51 s. Vedoucí
bakalářské práce doc. Ing. Pavel Fiala,Ph.D.
[2] SUCHARDA, J. Zpracování obrazu dynamického objektu. Brno: Vysoké učení
technické v Brně, Fakulta elektrotechniky a komunikačních technologií, 2007.
40 s. Vedoucí bakalářské práce doc. Ing. Pavel Fiala, Ph.D.
[3] HLAVÁČ, V., ŠONKA, M. Počítačové vidění. Praha: Grada, 1992.250 s. ISBN
80 - 85424-67-3
[4] KUČERA, Michal. Segmentovaná vlnková transformace obrazu: diplomová
práce. Brno:Vysoké učení technické v Brně, Fakulta elektrotechniky a komu-
nikačních technologií,Ústav telekomunikací, 2010. 51 s. Vedoucí práce byl Ing.
Zdeněk Průša
[5] Karacali, B.;Snyder,W.; Automatic target detection using multispectral imaging,
Applied Imagery Pattern Recognition Workshop, 2002. Proceedings. 31st , vol.,
no.,pp.55-59,16-17Oct.2002 doi: 10.1109/AIPR.2002.1182255
[6] Nguyen, H.T.; Worring, M.; Dev, A.; , Detection of moving objects in video using
a robust motion similarity measure, Image Processing, IEEE Transactions on ,
vol.9, no.1, pp.137-141, Jan 2000 doi: 10.1109/83.817605
[7] FIALA, P., et al. A passive optical location with limited range. Piers. 2006, No.6,
s. 685-688
[8] Hu, M.; Chen, Z.; , Spatial-temporal difference method for detecting small mov-
ing targets in visible image background clutter, Signal Processing, 2006 8th Inter-
national Conference on , vol.2, no., 16-20 2006 doi: 10.1109/ICOSP.2006.345725
[9] Kai Wang, Yan Liu, Xiaowei Sun, Small Moving Infrared Target Detection Algo-
rithm under Low SNR Background, ias, vol. 2, pp.95-97, 2009 Fifth International
Conference on Information Assurance and Security, 2009
[10] DESAI, U., et al. Small Object Detection and Tracking: Algorithm, Analysis
and Application. Pattern Recognition and Machine Intelligence. 2005, 3776, s.
108-117
[11] Jinqiu Sun; Yanning Zhang; Jiangbin Zheng; Lei Jiang; Siwei You; , Small
and dim moving target detection in deep space background, Multimedia Signal
54
Processing, 2008 IEEE 10th Workshop on , vol., no., pp.902-905, 8-10 Oct. 2008
doi: 10.1109/MMSP.2008.4665202
[12] Nichols, S.A.; Naylor, R.B.; , Reliable motion detection of small targets in
video with low signal-to-clutter ratios, Security Technology, 1995. Proceedings.
Institute of Electrical and Electronics Engineers 29th Annual 1995 Interna-
tional Carnahan Conference on , vol., no., pp.447-456, 18-20 Oct 1995. doi:
10.1109/CCST.1995.52494
[13] Fenghui Yao; Sekmen, A.; Malkani, M.J.; , Multiple moving target detection,
tracking, and recognition from a moving observer, Information and Automation,
2008. ICIA 2008. International Conference on , vol., no., pp.978-983, 20-23 June
2008 doi: 10.1109/ICINFA.2008.4608141
[14] Tzannes, A.P.; Brooks, D.H.; , Detecting small moving objects using temporal
hypothesis testing, Aerospace and Electronic Systems, IEEE Transactions on ,
vol.38, no.2, pp.570-586, Apr 2002. doi:[14] 10.1109/TAES.2002.1008987
[15] Yu, Yong; Guo, Lei;, Infrared Small Moving Target Detection Using Facet Model
and Particle Filter, Image and Signal Processing, 2008. CISP ’08. Congress on
, vol.4, no., pp.206-210, 27-30 May 2008. doi: 10.1109/CISP.2008.214
[16] Yang Ran, Qinfen Zheng, Multi moving people detection from binocular se-
quences, icme, vol. 2, pp.297-300, 2003 International Conference on Multimedia
and Expo - Volume 2 (ICME ’03), 2003
[17] Wiederman, S.; Shoemaker, P.A.; O’Carroll, D.C.; , Biologically Inspired Small
Target Detection Mechanisms, Intelligent Sensors, Sensor Networks and Infor-
mation, 2007. ISSNIP 2007. 3rd International Conference on , vol., no., pp.269-
273, 3-6 Dec. 2007. doi: 10.1109/ISSNIP.2007.4496855
[18] Lin-peng Wang; Shao-hai Hu; Xiang-yang Zhang; , Detecting and tracking of
small moving target under the background of sea level, Signal Processing, 2008.
ICSP 2008. 9th International Conference on , vol., no., pp.989-992, 26-29 Oct.
2008. doi: 10.1109/ICOSP.2008.4697294
[19] ZAVERI, Mukesh A.; MERCHANT, S. N.; DESAI, Uday B. AIR-BORNE
APPROACHING TARGET DETECTION AND TRACKING IN INFRARED
IMAGE SEQUENCE. SPA Lab, Electrical Engineering Dept. 2004, 400076, s.
1025-1028.
[20] Junyong Ma; Desheng Wen; Shaodong Yang; , A trace acquisition method of
small moving target, Advanced Computer Theory and Engineering (ICACTE),
55
2010 3rd International Conference on , vol.5, no., pp.V5-450-V5-454, 20-22 Aug.
2010. doi: 10.1109/ICACTE.2010.5579516
[21] Jirků, T. Ústní výklad problematiky, UTEE FEKT VUT Brno
[22] FREESOFTWAREMAGAZIN.COM. Writing device driver in Linux: Brief tu-
torial [online, cit. 28.12.2012] Dostupné z: <www.freesoftwaremagazine.com/
articles/drivers_linux>
[23] COACTIONOS.COM. FFT on the ARM Cortex M3 [online, cit.
28.12.2012] Dostupné z: <http://www.coactionos.com/embedded-design/
115-fft-on-the-arm-cortex-m3.html>
[24] STMicroelectronics. STM32F10xxx Cortex-M3 programming manual April 2009
[25] OmniVision OV7670/OV7171 CMOS VGA (640x480) CameraChipTM Imple-
mentation Guide September 2005
[26] JIRKŮ, T. Pasivní optická lokace s omezeným dosahem, dizertační práce,
rozpracováno červen 2010
[27] GITHUB.com RobertCNelson. [online, cit. 24.4.2013] Dostupné z:
<https://github.com/RobertCNelson/linux-dev/blob/master/patches/
omap_beagle_expansion/>
[28] GITHUB.com MaxGalemin. [online, cit. 24.4.2013] Dostupné z:
<https://github.com/MaxGalemin/buildroot/tree/master/board/
beagleboard/xm/kernel-patches>
[29] Aptina.com. [online, cit. 24.4. 2013] Dostupné z: <http://www.aptina.com/
support/documentation.jsp?t=0&q=18&x=27&y=13#>
[30] GITHUB.com APTINA/Beagleboard. [online, cit. 24.4. 2013] Dostupné
z: <https://github.com/Aptina/BeagleBoard-xM/tree/master/MT9P031/
Angstrom>
[31] OpenCV.org [online, cit 21.5. 2013] Dostupné z: http://docs.opencv.org/
modules/imgproc/doc/object_detection.html
[32] www.designspark.com [online, cit 21.5. 2013] Dos-
tupné z: http://www.designspark.com/blog/
the-world-s-first-public-demo-of-the-raspberry-pi-camera
[33] linuxtv.org [online, cit 21.5. 2013] Dostupné z: http://linuxtv.org/
downloads/v4l-dvb-apis/
56
[34] opencv-users.1802565.n2.nabble.com [online, cit 22.5. 2013]
Dostupné z: http://opencv-users.1802565.n2.nabble.com/
ubuntu-v4lv2-webcam-cvCaptureFromCAM-returns-NULL-td2497359.html
[35] ubuntuforums.org [online, cit 22.5. 2013] Dostupné z: http://ubuntuforums.
org/showthread.php?t=2045226
57
SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK
DSP číslicové zpracování signálů – Digital Signal Processing
𝑓vz vzorkovací kmitočet
RGB interpretace barevné škály – Red Green Blue
CMYK interpretace barevné škály – Cyan Maroon Yeallow blacK
2DFT dvourozměrná Fourierova transformace – 2 Dimensional Fast
Fourier Transformation
2DFFT dvourozměrná Fast Fourierova Transformace
CT výpočetní tomografie – Computational Tomography
MRI magnetická resonance – Magnetic Resonance Imaging
𝑇 prahová Konstanta
𝑝 hodnota intensity pixelu
𝑎 dilatace vlnky
GNU GPL všeobecná veřejná licence GNU – GNU’s Not Unix General
Public License
GNU/Linux operační systém GNU používající jádro Linux
CSI sériové rozhraní pro kameru – Camera Serial Interface
I2C Inter-Integrated Circuit
CMOS Complementary Metal–Oxide–Semiconductor
BSP Board Support Package
COM sériové rozhraní pro IBM kompatibilní systémy
SSL šifrovaný protokol pro zabezpečenou komunikaci přes internet –
Secure Sockets Layer
CCD charge-coupled device
CAN controller area network
SPI Serial Peripheral Interface Bus
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A UKÁZKA ZDROJOVÝCH KÓDŮ
A.1 Výpočet DFT a FFTShift
fftw_complex* DFT( fftw_plan plan1 , fftw_plan plan2 , IplImage*
image1 , IplImage* image2 , IplImage* image3 , fftw_complex* in1 ,
fftw_complex* dft1 ,fftw_complex* in2 ,fftw_complex* dft2 )
{
int i,j,k;
int h = image1 ->height;
int w = image1 ->width;
float temp[h*w];
// Populate input data in row -major order - image1
for (i = 0, k = 0; i < h; i++)
{
for (j = 0; j < w; j++, k++)
{
in1[k][0] = (( uchar *)(image1 ->imageData+ i * w))[j];
in1[k][1] = 0.0;
dft1[k][0] = 0.0;
dft1[k][1] = 0.0;
in2[k][0] = (( uchar *)(image2 ->imageData+ i * w))[j];
in2[k][1] = 0.0;
dft2[k][0] = 0.0;
dft2[k][1] = 0.0;
}
}
// Computing of DFT
fftw_execute(plan1);
fftw_execute(plan2);
float max=0;
float mag=0;
float angle =0;
float angle_pom = 0;
float min=0;
float norma =0;
/* Convert DFT result to output image */
for(k=0;k<=h*w-1;k++)
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{
mag = (sqrt(dft1[k][0]* dft1[k][0] + dft1[k][1]* dft1[k][1])) -(
sqrt(dft2[k][0]* dft2[k][0] + dft2[k][1]* dft2[k][1]));//muze
byt zaporne proto log pozdeji
mag = mag /1000000; // ochrana proti preteceni a normovani
angle = atan(dft1[k][0]/ dft1[k][1]) - atan(dft2[k][0]/ dft2[k
][1]);
mag = angle;
if (angle < 0 )
{
angle = 0;
}
// double mag = dft[k][1];
if (max < mag)
{
max = mag; // Nalezeni nejvetsi hodnoty magnitudy
}
if (min >mag)
{
min = mag; // Nalezeni nejmensi hodnoty magnitudy
}
temp[k] = mag;
}
for(k=0;k<=h*w-1;k++)
{
angle_pom =(temp[k]-min);
//temp[k]= log(angle_pom);
temp[k]= (angle_pom);
//image3 ->imageData[k]=log(temp[k]+min);
//image3 ->imageData[k] = (uchar)255* temp[k]/max;
//(uchar)255* temp[k]/max;
}
printf("maximum a minimum %f a %f \n", max , min);
// -----------------------------FFT SHIFT
k=0;
for (i=0;i<=(h/2) -1;i++)
{
for (j=0;j<=(w/2) -1;j++)
{
image3 ->imageData[i*w+j+w*h/2+w/2]= (uchar)255*( temp[i*
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w+j])/(max -min);
image3 ->imageData[i*w+j]=( uchar)255*( temp[i*w+j+w*h/2+w
/2])/(max -min);
image3 ->imageData[i*w+j+w*h/2]=( uchar)255*( temp[i*w+j+w
/2])/(max -min);
image3 ->imageData[i*w+j+w/2]=( uchar)255*( temp[i*w+j+w*h
/2])/(max -min);
}
}
// -----------------------------END FFT SHIFT
cvShowImage("Original1.", image1);
cvShowImage("Original2.", image2);
cvShowImage("Phase difference.", image3);
cvWaitKey (0);
cvDestroyWindow( "iplimage_dft (): original" );
cvDestroyWindow( "iplimage_dft (): result" );
cvReleaseImage (& image1);
cvReleaseImage (& image2);
cvReleaseImage (& image3);
// cvReleaseImage (& image4);
return 0;
}
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