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Abstract We consider a nonlinear, free boundary fluid-structure interaction model in a
bounded domain. The viscous incompressible fluid interacts with a nonlinear elastic body
on the common boundary via the velocity and stress matching conditions. The motion of
the fluid is governed by incompressible Navier-Stokes equations while the displacement
of elastic structure is determined by a nonlinear elastodynamic system with boundary
dissipation. The boundary dissipation is inserted in the velocity matching condition. We
prove the global existence of the smooth solutions for small initial data and obtain the
exponential decay of the energy of this system as well.
Keywords Fluid-structure interaction, Nonlinear elastodynamic systems, boundary dis-
sipation, Navier-Stokes equations, Energy decay, Global well-posedness
1 Introduction
We consider a free boundary fluid-structure interaction model which consists of the viscous
incompressible fluid and the nonlinear elastic structure. Both fluid and elastic body are
contained in Ω which is a smooth bounded domain in R3. This domain is divided into two
parts by the common interface of fluid and structure where the interaction takes place. The
inner part is taken over by the elastic body, denoted by Ωe(t) ⊂ Ω while the fluid occupied
the exterior part Ωf (t) = Ω \ Ω¯e(t). We denote the fluid portion and the solid portion in the
domain Ω at the start time by Ωe and Ωf , respectively. Both Ωe and Ωf are also smooth
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bounded domains in R3. Moreover, we use the symbol Γc = ∂Ωe ∩ ∂Ωf to stand for the
common boundary of fluid and solid at t = 0(For more details, see [1, 8, 9, 10]). The motion
of the fluid is described by the incompressible Navier-Stokes equations(see [12]):
ut −∆u+ (u · ∇)u+∇p = 0 in Ωf (t), (1.1)
∇ · u = 0 in Ωf (t), (1.2)
in which the vector field u ∈ R3 is the velocity of the fluid, while the displacement of elastic
structure w ∈ R3 is dominated by the following nonlinear elastodynamic system:
wtt = divDW (Dw),
which is derived by variational methods from the action functional
I[w] =
∫ T
0
∫
Ωe
[
1
2
| wt |
2 −W (Dw) + |w|2]dxdτ, (1.3)
where W (F ) : R3×3 → R is the stored-energy function of the elastic material. The term |w|2
in (1.3) is needed for the energy estimate consideration, see [7]. The interaction occurs on
the common boundary Γc(t) via the natural transmission boundary conditions matching the
velocity and the stress.
Fluid-structure interaction models have drawn considerable attention from both engineers
and mathematical researchers. At beginning, these models were considered in a finite element
framework (see([3],[4],[5]) and reference therein). Recently, the topics about the mathematical
theory of existence, uniqueness and stability of solutions for such models have been becoming
quite attractive. For the linear elastic material, local in time well-posedness of the free
boundary model was first established by Coutand and Shkoller in [1] and improved in [6, 9]
and [10] where there are no dissipative mechanisms on the interface. Then the global-in-time
existence for the fluid-structure system with damping is established in [7] and [8] for small
initial data and linear isotropic elastic material. Besides, [13], the global solutions and energy
decay are also obtained for the linear wave equations with variable coefficients coupling with
incompressible viscous fluid. For other topics on fluid-linear elastic structure system, see the
short review in the introduction in [8].
As for the nonlinear elastic material, in [2], Coutand and Shkoller developed the short-
time wellposedness theory for the system in which fluid couples with some specific quasilinear
elastic material.
In this paper we assume that the elastic body is a general nonlinear material to consider
the global smooth solutions and energy decay of the system where the fluid interacts the
nonlinear elastic body determined by the action functional (1.3). For the fluid part of this
system, we employ the method and the estimates obtained in [7]. For the elastic body, we
use the multiplier methods and invoke the related lemmas derived in [15], [16] and [17] to
deal with our problem.
Let η(x, t) : Ω → Ω(t) be the position function with Ω(t) = Ω being the different states
of the system with respect to different time. With the help of position function, the incom-
pressible Navier-Stokes equations can be reformulated in the Lagrangian framework:{
∂tv
i − ∂j(a
jlakl∂kv
i) + ∂k(a
kiq) = 0 in Ωf × (0, T ),
aki∂kv
i = 0 in Ωf × (0, T ),
i = 1, 2, 3, (1.4)
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where v(x, t) and q(x, t) denote the Lagrangian velocity and the pressure of the fluid over the
initial domain Ωf , respectively. This means that v(x, t) = ηt(x, t) = u(η(x, t), t) and q(x, t) =
p(η(x, t), t) in Ωf . The matrix a(x, t) is defined as the inverse of the matrix Dxη(x, t), which
means a(x, t) = (Dxη(x, t))
−1. Note that the Einstein summation convention is employed.
The nonlinear elastodynamic equations for the displacement function w(x, t) = η(x, t) − x
are formulated as the following:
wtt − divDW (Dw + I) + w = 0 in Ωe × (0, T ), i = 1, 2, 3. (1.5)
We seek a solution (v,w, q,a, η) to the system (1.4) and (1.5), where the matrix a =
(aij)(i, j = 1, 2, 3) and η |Ωf are determined in the following way:
at = −a : Dv : a, in Ωf × (0, T ), (1.6)
ηt = v in Ωf × (0, T ), (1.7)
a(x, 0) = I, η(x, 0) = x, in Ωf , (1.8)
where the symbol “ : ” stands for the usual multiplication between matrices and I represents
the identity matrix in R3×3.
Making use of the notation a, we rewrite (1.4) as{
∂tv − div (a : a
T : Dv) + div (aq) = 0 in Ωf × (0, T ),
tr(a : Dv) = 0 in Ωf × (0, T ).
On the interface Γc between Ωf and Ωe, we assume the transmission boundary condition
wt = v − γwνN on Γc × (0, T ), (1.9)
where the constant γ > 0 and
wνN = DW (Dw + I)ν,
and the matching of stress
wνN = (a : a
T : Dv)ν − q(aν) on Γc × (0, T ), (1.10)
where ν = (ν1, ν2, ν3) is the unit outward normal with respect to Ωe. On the outside fluid
boundary Γf = ∂Ω, we impose the non-slip condition
v = 0 on Γf × (0, T ). (1.11)
We supplement the system (1.4) and (1.5) with the initial data v(x, 0) = v0(x) and (w(x, 0), wt(x, 0)) =
(w0(x), w1(x)) in Ωf and Ωe, respectively. Let H = {u ∈ L
2(Ωf ) : div u = 0, u · ν|Γf = 0}
and V = {u ∈ H1(Ωf ) : div u = 0, u|Γf = 0}. Based on the initial data v0, the initial
pressure q0 is determined by solving the problem

△q0 = −∂iv
k
0∂kv
i
0 in Ωf ,
Dq0 · ν = △v0 · ν on Γf ,
−q0 = −∂jv
i
0νjνi + w
i
νN
νi, on Γc.
(1.12)
Let the initial data v0 ∈ V∩H
5(Ωf ), w0 ∈ H
4(Ωe), and w1 ∈ H
3(Ωe) be provided. Moreover,
v0, w0 and w1 are supposed to satisfy suitable compatibility conditions(for the details of the
compatibility conditions, see [2]).
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We now consider the hypothesis on the stored-energy function.
(H1) The system is in equilibrium with w = 0, i.e.
DW (I) = 0. (1.13)
By this assumption, we rewrite (1.5) as following:
wtt −Nw(t)w + w = 0, (1.14)
where the operator Nw(t)φ is defined for φ ∈ H
2(Ωe) as
Nw(t)φ = div lDφNw(t),
and Nw(t) =
∫ 1
0 D
2W (I+ sDw)ds. And in above definition, lXK is defined as a k − 1 order
tensor field in R3×3 by
lXK(X1, ...,Xk−1) = K(X1, ...,Xk−1,X), for Xi,X ∈ X (R
3×3), 1 6 i 6 k − 1.
We need to impose the strong ellipticity condition at the zero equilibrium for the material
function W .
(H2) There exists a positive constant µ > 0 such that
D2W (I)(b1 ⊗ b2, b1 ⊗ b2) > µ | b1 |
2| b2 |
2, for all b1, b2 ∈ R
3. (1.15)
The fourth order tensor D2W (F ) = ( ∂
2W
∂Fij∂Fkl
(F )) is the Hessian of W with respect to the
variable F = (Fij) ∈ R
3×3.
We assume that short time solutions to problem (1.4) and (1.5) with the boundary damp-
ing (1.9)-(1.11) exist if the initial data satisfy suitable compatibility conditions. This can be
proved by applying the method in [2].
Our main results are given as follows.
Theorem 1.1 Let the assumptions (H1) and (H2) hold and Ωe be star-shaped with re-
spect to a fixed point x0 ∈ Ωe. Suppose that initial data v0 ∈ V ∩H
5(Ωf ), w0 ∈ H
4(Ωe), and
w1 ∈ H
3(Ωe) are given small such that the corresponding compatibility conditions hold and
γ > 2C > 0, where the constant C depends on the value of initial data. Then, there exists a
unique global smooth solution (v,w, q,a, η) such that
v ∈ L∞([0,∞);H4(Ωf )); vt ∈ L
∞([0,∞);H3(Ωf ));
vtt ∈ L
∞([0,∞);H2(Ωf ));
vttt ∈ L
∞([0,∞);L2(Ωf )), Dvttt ∈ L
2([0,∞);L2(Ωf ));
∂kt w ∈ C([0,∞);H
4−k(Ωe)), k = 0, 1, 2, 3, 4,
with ∂jt q ∈ L
∞([0,∞);H3−j(Ωf ))(j = 0, 1, 2); a,at ∈ L
∞([0,∞);H3(Ωf )), att ∈ L
∞([0,∞);H2(Ωf )),
attt ∈ L
∞([0,∞);L2(Ωf )), Dattt ∈ L
2([0,∞);L2(Ωf )), ∂
4
t a ∈ L
2([0,∞);L2(Ωf )) and η|Ωf ∈
C([0,∞);H4(Ωf )).
Remark 1.1 Given initial data small the total energy of the system decays exponentially,
where the total energy is defined in (4.1) later.
The proof of Theorem 1.1 will be given in Section 4.
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2 Preliminaries
We list some lemmas and estimates in the literature which are needed in the proof of
Theorem 1.1. Constant C may be different from line to line throughout this note.
Lemma 2.1 [6, Lemma 3.1] Assume that ‖ ∇v ‖L∞([0,T ];H3(Ωf ))6 M . Let p ∈ [1,∞] and
1 ≤ i, j, k, l ≤ 3. With T ∈ [0, 1
CM
] where C > 0 is large enough, the following statements
hold:
(i) ‖ ∇η ‖H3(Ωf )6 C for t ∈ [0, T ];
(ii) ‖ a ‖H3(Ωf )6 C for t ∈ [0, T ];
(iii) ‖ at ‖Lp(Ωf )6 C ‖ ∇v ‖Lp(Ωf ) for t ∈ [0, T ];
(iv) ‖ ∂iat ‖Lp(Ωf )6 C ‖ ∇v ‖Lp1 (Ωf )‖ ∂ia ‖Lp2 (Ωf ) +C ‖ ∇∂iv ‖Lp(Ωf ), t ∈ [0, T ] where
1 6 p, p1, p2 6∞ are given such that
1
p
= 1
p1
+ 1
p2
;
(v) ‖ ∂ijat ‖L2(Ωf )6 C ‖ ∇v ‖
1
2
H1(Ωf ))
‖ ∇v ‖
1
2
H2(Ωf ))
+C ‖ ∇v ‖H2(Ωf ), t ∈ [0, T ];
(vi) ‖ att ‖L2(Ωf )6 C ‖ ∇v ‖L2(Ωf )‖ ∇v ‖L∞(Ωf ) +C ‖ ∇vt ‖L2(Ωf ) and
‖ att ‖L3(Ωf )6 C ‖ v ‖
2
H2(Ωf )
+C ‖ ∇vt ‖L3(Ωf ) for t ∈ [0, T ];
(vii) ‖ attt ‖L2(Ωf )6 C ‖ ∇v ‖
3
H1(Ωf )
+C ‖ ∇vt ‖L2(Ωf )‖ ∇v ‖L∞(Ωf ) +C ‖ ∇vtt ‖L2(Ωf ),
t ∈ [0, T ];
(viii) for every ǫ ∈ (0, 12 ] and all t 6 T
∗ = min{ ǫ
CM2
, T}, we have
‖ δjk − a
jlakl ‖2H3(Ωf )6 ǫ, (2.1)
and
‖ δjk − a
jk ‖2H3(Ωf )6 ǫ, (2.2)
In particular, the form ajlaklξijξik satisfies the ellipticity estimates
ajlaklξijξik >
1
C
|ξ|2, ξ ∈ R3×3, (2.3)
for all t ∈ [0, T ∗] and x ∈ Ωf , provided ǫ 6
1
C
with C sufficiently large.
Using a similar method carried out in Lemma 2.1, we have the following estimates on a.
As for the proof, we leave it out.
Corollary 2.1 Under the assumptions demanded in Lemma 2.1, it follows that for t ∈
[0, T ] with some T > 0 and 1 6 i, j, k 6 3,
(1) ‖∂iatt‖L2 6 C‖v‖
2
H2
+ C‖v‖
3
2
H2
‖v‖
1
2
H3
+C‖vt‖H2 ;
(2) ‖∂4t a‖L2 6 C‖v‖
7
2
H2
‖v‖
1
2
H3
+ C‖v‖
1
2
H2
‖v‖
1
2
H3
‖vtt‖H1 + C‖vt‖
2
H2
+ C‖Dvttt‖L2 ;
(3) ‖∂ijkat‖L2 6 C‖Dv‖H2 + C‖Dv‖
1
2
H1
‖Dv‖
1
2
H2
+ C‖Dv‖H3 ;
(4) ‖∂ijatt‖L2 6 C‖v‖
2
H3
+ C‖v‖H2 + C‖vt‖H3 ;
(5) ‖∂iattt‖L2 6 C‖v‖
2
H2
+ C‖v‖H3‖vt‖H1 + C‖vt‖
2
H2
+ C‖v‖H3‖vtt‖H1 + C‖vtt‖H1 +
C‖Dvttt‖L2 .
From [6], we recall the pointwise a-priori estimates for variable coefficient Stokes system.
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Lemma 2.2 [6, Lemma 3.2] Assume that v and q are solutions of the system

∂tv
i − ∂j(a
jlakl∂kv
i) + ∂k(a
kiq) = 0 in Ωf × (0, T ),
aki∂kv
i = 0 in Ωf × (0, T ), i = 1, 2, 3
vi = 0, on Γf ,
ajlakl∂kv
iνj − a
kiqνk = (ω
i)νN , on Γc,
where aji ∈ L∞(Ωf ) satisfies Lemma 2.1 with ǫ =
1
C
sufficiently small. Then we have
‖ v ‖Hs+2(Ωf ) + ‖ q ‖Hs+1(Ωf )6 C ‖ vt ‖Hs(Ωf ) +C ‖ wνN ‖Hs+
1
2 (Γc)
, s = 0, 1, 2 (2.4)
for t ∈ (0, T ). Moreover, we obtain for t ∈ (0, T ), (1)
‖ vt ‖H3(Ωf ) + ‖ qt ‖H2(Ωf )6 C ‖ vtt ‖H1(Ωf ) +C ‖ (wt)νB ‖H
3
2 (Γc)
+C(‖ v ‖
1
2
H2(Ωf )
‖ v ‖
1
2
H3(Ωf )
+‖v‖H3(Ωf ))(‖ v ‖H3(Ωf ) + ‖ q ‖H2(Ωf )), (2.5)
where T 6 1
CM
and C is sufficiently large; and (2)
‖vtt‖H2(Ωf ) + ‖qtt‖H1(Ωf ) 6 C‖vttt‖L2(Ωf ) + C‖(wtt)νB‖H
1
2 (Γc)
+ CL(t)
+C‖v‖H2(Ωf )(‖ vt ‖H3(Ωf ) + ‖ qt ‖H2(Ωf ))
+C(‖ v ‖H3(Ωf ) + ‖ q ‖H2(Ωf ))[‖vt‖H2(Ωf ) + ‖v‖
2
H2(Ωf )
+ ‖v‖
3
2
H2(Ωf )
‖v‖
1
2
H3(Ωf )
+‖v‖H2(Ωf )(‖v‖H3(Ωf ) + ‖v‖
1
2
H3(Ωf )
‖v‖
1
2
H2(Ωf )
)].
From now on, for simplicity, we omit specifying the domains Ωf and Ωe in the norms
involving the velocity v and the displacement w. But we still emphasize the boundary domains
Γc and Γf .
Now we turn to the nonlinear elastodynamic system. Let w be a solution of (1.5) on [0, T ]
for some T > 0. Set
C(t) = DW (Dw + I).
We differentiate C(t) in time and have
C˙(t) = (
3∑
i,j=1
∂2W
∂Fij∂Fkl
(Dw + I)
∂w˙i
∂xj
)kl = lDwtD
2W. (2.6)
Then, the derivatives of order j of C(t) for j = 2, 3, 4 with respect to t are listed as follows:
C¨(t) = lDwttD
2W + lDwt(lDwtD
3W ), (2.7)
C(3)(t) = lDwtttD
2W + 3lDwt(lDwttD
3W ) + lDwt lDwtlDwtD
4W, (2.8)
C(4)(t) = lDwttttD
2W + 4lDwt(lDwtttD
3W ) + 3lDwttlDwttD
3W
+6lDwt lDwt lDwttD
4W + lDwt lDwt lDwtlDwtD
5W. (2.9)
Define
Bw(t)φ = div lDφ[D
2W (Dw + I)], for φ ∈ H2(Ωe). (2.10)
Let
φνB = (lDφD
2W )ν, for φ ∈ H2(Ωe) (2.11)
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be a vector field on the interface Γc, given by the formulas
〈φνB ,X〉 = D
2W (Dφ,X ⊗ ν), for φ ∈ H2(Ωe), X ∈ X (Γc).
With the help of the above notations we introduce, we differentiate (1.5) or (1.14) in time
for j(> 1) times and obtain
w
(j)
tt − Bw(t)w
(j) + w(j) − rj−1(t) = 0, (2.12)
where the remainder term caused by the nonlinearity of W is
rj−1(t) = div (C
(j)(t)− Bw(t)w
(j)) as j > 2; r0(t) = 0. (2.13)
Therefore, with above preparations, we introduce the following various types of energy:
the energy for (1.5) or (1.14)
V e0 (t) =
1
2
(‖wt‖
2
L2 + ‖w‖
2
L2 +
∫
Ωe
〈lDwNw(t),Dw〉R3×3dx),
the first level energy of the whole system
V0(t) = V
e
0 (t) +
1
2
‖v‖2L2 ,
for j > 1, the energy for (2.12)
V ej (t) =
1
2
(‖w
(j)
t ‖
2
L2 + ‖w
(j)‖2L2 +
∫
Ωe
〈lDw(j)D
2W,Dw(j)〉R3×3dx),
the j-th level energy of the fluid-structure interaction model
Vj(t) = V
e
j (t) +
1
2
‖v(j)‖2L2 ,
and the total energy of the whole system and the elastic body
Q(t) =
3∑
j=0
Vj(t), and E
e(t) =
4∑
k=0
‖w(k)(t)‖2H4−k(Ωe).
Moreover, we denote a remainder term which will appear by L(t) =
∑8
k=3(E
e(t))
k
2 .
Now, with necessary notation introduced above, we give some lemmas which will be
frequently utilized.
Suppose that the assumption (H2) holds. Hence, there exists a constant γ0 > 0 such
that if w ∈ H1(Ωe) with
sup
x∈Ωe
| Dw |6 γ0, (2.14)
then
D2W (Dw + I)(b1 ⊗ b2, b1 ⊗ b2) > µ | b1 |
2| b2 |
2, (2.15)
for all b1, b2 ∈ R
3. Thus, it yields the following lemma, by Ga¨rding’s inequality.
Lemma 2.3 [17, Lemma 2.1] Let (H2) hold. Then there is γ0 > 0 such that, if w ∈
H1(Ωe) is such that the condition (2.14) holds, then∫
Ωe
D2W (Dw + I)(Dφ,Dφ)dx > cγ0‖Dφ‖
2
L2 , φ ∈ H
1(Ωe), (2.16)
for some cγ0 > 0.
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By slightly modifying the proofs in [15, 16], we obtain the following lemmas. Before the
statement of these lemmas, we collect a few basic properties of Sobolev space which we’ll use
often first.
(i) Let s1 > s2 > 0 and D be a bounded, open set with smooth boundary in R
n(n > 2).
For any ǫ > 0 there is cǫ > 0 such that
‖φ‖2Hs2 (D) 6 ǫ‖φ‖
2
Hs1 (D) + cǫ‖φ‖
2
L2(D), ∀φ ∈ H
s1(D). (2.17)
(ii) If s > n2 , then for each k = 0, ..., we have H
s+k(D) ⊂ Ck(D) with continuous inclusion.
(iii) If r , min{s1, s2, s1 + s2 − [
n
2 ]− 1} > 0, then there is a constant c > 0 such that
‖f1f2‖Hr(D) 6 c‖f1‖Hs1 (D)‖f2‖Hs2 (D) ∀f1 ∈ H
s1(D), f2 ∈ H
s2(D). (2.18)
(iv) Let sj > 0, j = 1, ..., k and r , min16i6kminj16...6ji{sj1+···+sji−(i−1)×([
n
2 ]+1)} >
0. Then there is a constant c > 0 such that
‖f1 · · · fk‖Hr(D) 6 c‖f1‖Hs1 (D) · · · ‖fk‖Hsk (D) ∀fj ∈ H
sj(D), 1 6 j 6 k. (2.19)
Lemma 2.4 [15, Lemma 2.1] Let γ0 > 0 be given and φ ∈ H
1(D) be such that the con-
dition (2.14) hold. Let f(·, ·) be a smooth function on D × Rn and F (x) = f(x,Dφ). Then
there is cγ0 > 0, depending on γ0, such that
‖F‖Hk(D) 6 cγ0
k∑
j=1
(1 + ‖φ‖Hm(D))
j , (2.20)
for 0 6 k 6 m− 1 and m > [n2 ] + 3. Moreover, if f(x, 0) = 0 for x ∈ D and ‖φ‖Hm(D) 6 γ0,
then there is cγ0 > 0 such that
‖F‖Hk(D) 6 cγ0‖φ‖Hk+1(D), 0 6 k 6 m− 1. (2.21)
Lemma 2.5 [15, Lemma 2.2] Let γ0 > 0 be given and w satisfy the problem (1.5) on the
interval [0, T ] for some T > 0 such that
sup
06t6T
‖w(t)‖Hm(Ωe) 6 γ0. (2.22)
For 1 6 j 6 2, let
rj(t) = div (C
(j+1)(t)− Bw(t)w
(j+1)), rj,Γc = [C
(j+1)(t)− Bw(t)w
(j+1)]ν,
where the operator Bw(t) is given by (2.10). Then,
‖rj(t)‖
2
H2−j (Ωe)
, ‖rj,Γc(t)‖
2
H
5
2−j(Γc)
6 cγ0
3∑
k=2
Ek(t), j = 1, 2. (2.23)
Lemma 2.6 [15, Lemma 2.3] Let γ0 > 0 be given and w satisfy the problem (1.5) on the
interval [0, T ] for some T > 0 such that (2.22) is true. Then there is cγ0 > 0, which depends
on γ0, such that
‖φ‖2Hk+1(Ωe) 6 cγ0(‖Bw(t)φ‖
2
Hk−1(Ωe)
+ ‖φνB‖
2
H
k− 12 (Γc)
+ ‖φ‖2Hk(Ωe)), 1 6 k 6 3, (2.24)
for φ ∈ Hk+1(Ωe) and t ∈ [0, T ].
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Combining all the lemmas from (2.4) to (2.6), we arrive at the following theorem for
Qe(t) =
∑3
j=0 V
e
j (t) and E
e(t).
Theorem 2.1 [15, Theorem 2.1] Let γ0 > 0 be given and w satisfy the problem (1.5) on
the interval [0, T ] for some T > 0 such that (2.22) holds. Then there are constants c0,γ0 > 0
and cγ0 > 0, which depend on γ0, such that
c0,γ0Q
e(t) 6 Ee(t) 6 cγ0Q
e(t) + cγ0L(t) + cγ0
2∑
j=0
‖w(j)νB ‖
2
H
5
2−j(Γc)
, (2.25)
− cγ0L(t)− cγ0L
2
3 (t) +
3∑
j=0
∫
Γc
〈(lDw(j)D
2W ) · ν,w(j+1)〉dσ 6 Q˙e(t), (2.26)
Q˙e(t) 6 cγ0L(t) + cγ0L
2
3 (t) +
3∑
j=0
∫
Γc
〈(lDw(j)D
2W ) · ν,w(j+1)〉dσ, (2.27)
and
V e0 (t) 6 cγ0 [
∫ t
0
L(τ) + ‖wνN ‖
3
2
L2(Γc)
dτ + V e0 (0)]e
t. (2.28)
Thus, all the preparations for the proof of Theorem 1.1 have been made.
3 A-priori estimates
We derive a priori estimates for the global existence of solutions to the dissipative fluid-
nonlinear structure system when the initial data are sufficiently small.
Assume that
‖ v0 ‖
2
H1 , ‖ vt(0) ‖
2
H1 , ‖ vtt(0) ‖
2
H1 , ‖vttt(0)‖
2
L2 , ‖ w0 ‖
2
H4 , ‖ w1 ‖
2
H36 ǫ,
where ǫ > 0 is given small enough,i.e. ǫ < γ0.
We demand several auxiliary estimates involving different levels of energy.
3.1 First level estimates
As defined above, V0(t) is the first level energy. We deal with this energy in this subsection.
Lemma 3.1 Suppose that all the assumptions of Theorem 1.1 are true, the following
inequality holds for t ∈ [0, T ]
V0(t) +
∫ t
0
D0(τ)dτ 6 V0(0) +Cγ0
∫ t
0
L(τ)dτ, (3.1)
where
D0(t) =
1
C
‖ Dv(t) ‖2L2 +γ ‖ wνN (t) ‖
2
L2(Γc)
(3.2)
is a dissipative term.
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Proof Take the L2-inner product of (1.4) with v and (1.5) with wt, respectively. Hence,
by (2.3), we have
1
2
d
dt
‖v‖2L2 +
1
C
‖Dv‖2L2 6 −
∫
Γc
〈(a : aT : Dv)ν − q(aν), v〉dσ (3.3)
and
1
2
d
dt
(‖wt‖
2
L2 + ‖w‖
2
L2 +
∫
Ωe
〈lDwNw(t),Dw〉dx) −
1
2
∫
Ωe
N ′w(t)(Dwt,Dw,Dw)dx
=
∫
Γc
〈wνN , wt〉dσ, (3.4)
whereN ′w(t)(Dwt,Dw,Dw) =
∫ 1
0 s
∂3W
∂Fij∂Fkl∂Fαβ
(Dw+I)ds
∂wαt
∂xβ
∂wk
∂xl
∂wi
∂xj
as i, j, k, l, α, β = 1, 2, 3.
Note that ∫ t
0
∫
Ωe
N ′w(t)(Dwt,Dw,Dw)dxdτ 6 Cγ0
∫ t
0
L(τ)dτ.
Add (3.3) and (3.4) together and integrate in time from 0 to t. With the help of boundary
condition (1.9) and (1.10), we arrive at the resulted inequality. ✷
In order to proceed further, we have to derive the multiplier identities which will play a
central role in our calculations.
Denote wˆ = w(j) for 0 6 j 6 3. From (1.14) and (2.12), wˆ satisfies the following equations:
wˆtt −Aw(t)wˆ + wˆ − r(t) = 0, (3.5)
where r(t) = rj−1(t) as j = 2, 3; r(t) = 0 when j = 0, 1 and the operator Aw(t) = Bw(t) if
j > 1, or else Aw(t) = Nw(t) if j = 0.
Lemma 3.2 Let wˆ be a solution of (3.5) and H be a vector field on Ωe with H(wˆ) = DH wˆ.
And let the scalar function ξ(x) ∈ C1(Ωe). Then we have for ̺ > 0,∫ t
s
∫
Γc
(| wˆt |
2 −Aw(t)(Dwˆ,Dwˆ)− | wˆ |
2)〈H, ν〉dσdτ +
∫ t
s
∫
Γc
〈wˆνA , 2H(wˆ) + ̺wˆ〉dσdτ
= (wˆt, 2H(wˆ) + ̺wˆ)L2 |
t
s +
∫ t
s
∫
Ωe
(| wˆt |
2 −Aw(t)(Dwˆ,Dwˆ)− | wˆ |
2)( divH − ̺)dxdτ
+2
∫ t
s
∫
Ωe
Aw(t)(Dwˆ,Dwˆ : DH)dxdτ −
∫ t
s
∫
Ωe
DAw(t)(Dwˆ,Dwˆ,DHDw)dxdτ
−
∫ t
s
∫
Ωe
〈r(t), 2H(wˆ) + ̺wˆ〉dxdτ (3.6)
and
(wˆt, ξwˆ)L2 |
t
s −
∫ t
s
∫
Ωe
〈r(t), ξwˆ〉dxdτ +
∫ t
s
∫
Ωe
ξ(| wˆ |2 − | wˆt |
2)dxdτ
+
∫ t
s
∫
Ωe
ξAw(t)(Dwˆ,Dwˆ)dxdτ +
∫ t
s
∫
Ωe
Aw(t)(Dwˆ,Dξ ⊗ wˆ)dxdτ
=
∫ t
s
∫
Γc
ξ〈wˆνA , wˆ〉dσdτ, (3.7)
where Aw(t) = D
2W (Dw + I),DAw(t) = D
3W if j > 1 or else Aw(t) = Nw(t),DAw(t) =
N ′w(t) if j = 0.
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Proof For (3.6), we take 2H(wˆ)+ ̺wˆ as the multiplier. Multiply (3.5) by 2H(wˆ)+ ̺wˆ and
integrate by parts over (s, t)× Ωe. Thus, we have∫ t
s
∫
Ωe
〈wˆtt, 2H(wˆ) + ̺wˆ〉dxdτ = (wˆt, 2H(wˆ) + ̺wˆ)L2 |
t
s +
∫ t
s
∫
Ωe
| wˆt |
2 ( divH − ̺)dxdτ
−
∫ t
s
∫
Γc
| wˆt |
2 〈H, ν〉dσdτ ; (3.8)
−
∫ t
s
∫
Ωe
〈Aw(t)wˆ, 2H(wˆ) + ̺wˆ〉dxdτ =
∫ t
s
∫
Ωe
〈lDwˆAw(t), 2DH(wˆ) + ̺Dwˆ〉dxdτ
−
∫ t
s
∫
Γc
〈wˆνA , 2H(wˆ) + ̺wˆ〉dσdτ = 2
∫ t
s
∫
Ωe
Aw(t)(Dwˆ,Dwˆ : DH)dxdτ
+
∫ t
s
∫
Ωe
(̺− divH)Aw(t)(Dwˆ,Dwˆ)dxdτ −
∫ t
s
∫
Ωe
DAw(t)(Dwˆ,Dwˆ,DHDw)dxdτ∫ t
s
∫
Γc
Aw(t)(Dwˆ,Dwˆ)〈H, ν〉dσdτ −
∫ t
s
∫
Γc
〈wˆνA , 2H(wˆ) + ̺wˆ〉dσdτ, (3.9)
with the help of
D[H(wˆ)] = Dwˆ : DH +DHDwˆ
and
div [Aw(t)(Dwˆ,Dwˆ)H] = Aw(t)(Dwˆ,Dwˆ) divH + 2Aw(t)(Dwˆ,DHDwˆ)
+DAw(t)(Dwˆ,Dwˆ,DHDw);
and ∫ t
s
∫
Ωe
〈wˆ, 2H(wˆ) + ̺wˆ〉dxdτ =
∫ t
s
∫
Ωe
̺ | wˆ |2 dxdτ −
∫ t
s
∫
Ωe
divH | wˆ |2 dxdτ
+
∫ t
s
∫
Γc
| wˆ |2 〈H, ν〉dσdτ (3.10)
Combining (3.8)-(3.10), we acquire (3.6).
As for (3.7), we regard ξ(x)wˆ as the multiplier. Carry out similar calculations and we’ll
arrive at the multiplier identity (3.7). ✷
Taking advantage of the above multiplier identities, we establish the following Lemma.
Moreover, we intend to deal with the similar estimates in subsection 3.1-3.4 in a unified way.
The related boundary conditions of (3.5) are the following:
wˆt = vˆ − γ(wˆνA + rˆ(t)), (3.11)
where vˆ = v(j) for the related 0 6 j 6 3, and
wˆνA = ∂
(j)
t (a : a
T : Dv)ν − ∂
(j)
t (qa)ν − rˆ(t), (3.12)
where 0 6 j 6 3 and rˆ(t) = 0 if j = 0, 1 or else rˆ(t) = rj−1,Γc = [C
(j)(t) − Bw(t)w
(j)]ν if
j = 2, 3. Besides, in order to simplify the notations, we denote V (t) = Vj(t) as 0 6 j 6 3 and
V e(t) = V ej (t).
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Lemma 3.3 Under the assumptions of Theorem 1.1, it holds for 0 6 s < t 6 T with
some T > 0 that there exists a positive constant C such that∫ t
s
V (τ)dτ 6 CV (s) + CV (t) + C
∫ t
s
L(τ)dτ + C
∫ t
s
∫
Γc
| wˆνA |
2 dσdτ
+C
∫ t
s
‖Dvˆ‖2L2dτ. (3.13)
Proof Submit H = x − x0 and ̺ = 3 − ε, where 0 < ε < 1 is to be determined, into
(3.6). Note that divH = 3 and DH = I. Hence, we have∫ t
s
∫
Γc
(| wˆt |
2 −Aw(t)(Dwˆ,Dwˆ)− | wˆ |
2)〈H, ν〉dσdτ +
∫ t
s
∫
Γc
〈wˆνA , 2H(wˆ) + ̺wˆ〉dσdτ
= (wˆt, 2H(wˆ) + ̺wˆ)L2 |
t
s +ε
∫ t
s
∫
Ωe
(| wˆt |
2 −Aw(t)(Dwˆ,Dwˆ)− | wˆ |
2)dxdτ
+2
∫ t
s
∫
Ωe
Aw(t)(Dwˆ,Dwˆ)dxdτ −
∫ t
s
∫
Ωe
DAw(t)(Dwˆ,Dwˆ,DHDw)dxdτ
−
∫ t
s
∫
Ωe
〈r(t), 2H(wˆ) + ̺wˆ〉dxdτ. (3.14)
Now we estimate the terms in (3.14).
By Cauchy-Schwartz inequality and (2.15) or Lemma 2.3, we have
| (wˆt, 2H(wˆ) + ̺wˆ)L2 |
t
s|6 CV (s) + CV (t). (3.15)
With the help of Lemma 2.5 and Young inequality, we derive that
|
∫ t
s
∫
Ωe
〈r(t), 2H(wˆ) + ̺wˆ〉dxdτ |6 ǫ1
∫ t
s
V e(τ)dτ + Cǫ1
∫ t
s
L(τ)dτ, (3.16)
where ǫ1 > 0 is sufficiently small and to be determined later on.
Applying the property of Stored-functionW and the Sobolev inequality ‖φ‖L∞ 6 C‖φ‖H2 ,
it follows that
|
∫ t
s
∫
Ωe
DAw(t)(Dwˆ,Dwˆ,DHDw)dxdτ |6 C
∫ t
s
L(τ)dτ. (3.17)
Using the Cauchy-Schwartz inequality, Young inequality and Lemma 2.3 again, we have
|
∫ t
s
∫
Γc
〈wˆνA , 2H(wˆ) + ̺wˆ〉dσdτ | 6 ǫ2
∫ t
s
∫
Γc
[Aw(t)(Dwˆ,Dwˆ)+ | wˆ |
2]dσdτ
+ Cǫ2
∫ t
s
∫
Γc
| wˆνA |
2 dσdτ, (3.18)
in which ǫ2 > 0 is also to be determined.
By the star-shaped condition for the domain Ωe, it implies that there exists a constant
ρ0 > 0 such that
〈x− x0, ν〉 > ρ0. (3.19)
Therefore, we take ǫ2 6
ρ0
2 .
12
Insert (3.15)-(3.19) into (3.14) and thus we deduce that
ε
∫ t
s
∫
Ωe
| wˆt |
2 dxdτ + (2− ε)
∫ t
s
∫
Ωe
Aw(t)(Dwˆ,Dwˆ)dxdτ
+
ρ0
2
∫ t
s
∫
Γc
[Aw(t)(Dwˆ,Dwˆ)+ | wˆ |
2]dσdτ 6 ε
∫ t
s
∫
Ωe
| wˆ |2 dxdτ
+
∫ t
s
∫
Γc
| wˆt |
2 〈H, ν〉dσdτ +Cǫ2
∫ t
s
∫
Γc
| wˆνA |
2 dσdτ
+CV (s) + CV (t) + ǫ1
∫ t
s
V e(τ)dτ +Cǫ1
∫ t
s
L(τ)dτ. (3.20)
Note that the Poincare´ inequality
‖φ‖2L2 6 C‖Dφ‖
2
L2 + C
∫
Γc
| φ |2 dσ
and set ε small enough so that 2− ε(1 + 2CCγ0) > 1 and
ρ0
2 − 2εC >
ρ0
4 hold. Then it leads
to
ε
∫ t
s
∫
Ωe
| wˆt |
2 dxdτ +
∫ t
s
∫
Ωe
Aw(t)(Dwˆ,Dwˆ)dxdτ + ε
∫ t
s
∫
Ωe
| wˆ |2 dxdτ
+
ρ0
4
∫ t
s
∫
Γc
[Aw(t)(Dwˆ,Dwˆ)+ | wˆ |
2]dσdτ 6
∫ t
s
∫
Γc
| wˆt |
2 〈H, ν〉dσdτ
+Cǫ2
∫ t
s
∫
Γc
| wˆνA |
2 dσdτ +CV (s) + CV (t) + ǫ1
∫ t
s
V e(τ)dτ +Cǫ1
∫ t
s
L(τ)dτ. (3.21)
Let the constant ǫ1 <
ε
2 . Thus we have∫ t
s
∫
Ωe
| wˆt |
2 dxdτ +
∫ t
s
∫
Ωe
Aw(t)(Dwˆ,Dwˆ)dxdτ +
∫ t
s
∫
Ωe
| wˆ |2 dxdτ
+
ρ0
4ε
∫ t
s
∫
Γc
[Aw(t)(Dwˆ,Dwˆ)+ | wˆ |
2]dσdτ 6
C
ε
∫ t
s
∫
Γc
| wˆt |
2 dσdτ
+
Cǫ2
ε
∫ t
s
∫
Γc
| wˆνA |
2 dσdτ +
C
ε
V (s) +
C
ε
V (t) +
Cǫ1
ε
∫ t
s
L(τ)dτ. (3.22)
Add 12
∫ t
s
∫
Ωe
| vˆ |2 dxdτ to both sides of (3.22) and submit the boundary condition (3.11)
into (3.22). Therefore, thanks to the Poincare´ inequality ‖φ‖L2 6 C‖Dφ‖L2 for φ ∈ H
1
Γf
(Ωf )
and (2.23) in Lemma 2.5, (3.13) can be obtained directly from (3.22). ✷
According to Lemma 3.3, for the first order energy, it implies that∫ t
s
V0(τ)dτ 6 CV0(s) + CV0(t) + C
∫ t
s
L(τ)dτ + C
∫ t
s
∫
Γc
| wνN |
2 dσdτ
+C
∫ t
s
‖Dv‖2L2dτ. (3.23)
Next, we multiply (3.23) by sufficiently small ǫ3 > 0 and add the resulted inequality to (3.1).
Thus, we get the following lemma.
Lemma 3.4 Assume that all of the hypotheses in Theorem 1.1 hold. Then it’s true for
t ∈ [0, T ] with some T > 0 that
V0(t) +
∫ t
0
V0(τ)dτ 6 CV0(0) + C
∫ t
0
L(τ)dτ. (3.24)
Remark 3.1 If the solution of this fluid-nonlinear structure interaction system can exist
for all time and all the assumptions in Theorem 1.1 hold, then we may infer from the above
lemma that the first level energy V0(t) decays exponentially.
13
3.2 Second level estimates
As we have defined in Section 2, the second order energy
V1(t) = V
e
1 (t) +
1
2
‖vt‖
2
L2 , with V
e
1 (t) =
1
2
(‖wtt‖
2
L2 + ‖wt‖
2
L2 +
∫
Ωe
〈lDwtD
2W,Dwt〉dx),
and the corresponding dissipation term
D1(t) =
1
C
‖ Dvt(t) ‖
2
L2 +γ ‖ (wt)νB(t) ‖
2
L2(Γc)
.
To start with deriving the similar estimates with (3.1) and (3.24) in above subsection, we
differentiate the whole system in time. It follows that
∂tvt − ∂t div (a : a
T : Dv) + ∂t div (aq) = 0 in Ωf × (0, T ), (3.25)
tr(at : Dv) + tr(a : Dvt) = 0 in Ωf × (0, T ), (3.26)
wttt − Bw(t)wt + wt = 0 in Ωe × (0, T ). (3.27)
Besides, the boundary conditions with respect to (3.25)-(3.27) are
wtt = vt − γ(wt)νB on Γc × (0, T ), (3.28)
(wt)νB = ∂t(a : a
T : Dv)ν − ∂t(qa)ν on Γc × (0, T ), (3.29)
vt = 0 on Γf × (0, T ). (3.30)
Lemma 3.5 Let the assumptions in Theorem 1.1 hold. The following energy inequality
holds for t ∈ [0, T ]
V1(t) +
∫ t
0
D1(τ)dτ 6 V1(0)+ |
∫ t
0
(R1(τ), vt(τ))dτ | +C
∫ t
0
L(τ)dτ, (3.31)
where ∫ t
0
(R1(τ), vt(τ))dτ = −
∫ t
0
∫
Ωf
〈∂t(a : a
T) : Dv,Dvt〉dxdτ
+
∫ t
0
∫
Ωf
〈∂taq,Dvt〉dxdτ −
∫ t
0
∫
Ωf
〈∂ta∂tq,Dv〉dxdτ. (3.32)
Proof Take L2 inner product with vt and wtt to (3.25) and (3.27), respectively. Utilizing
the boundary conditions (3.28)-(3.30), we attain that
1
2
d
dt
‖ vt ‖
2
L2 +
∫
Ωf
〈a : aT : Dvt,Dvt〉dx+
∫
Ωf
〈∂t(a : a
T) : Dv,Dvt〉dx (3.33)
−
∫
Ωf
〈∂t(aq),Dvt〉dx+
∫
Γc
〈(ωt)νB , vt〉dσ = 0
and
1
2
d
dt
(‖ wtt ‖
2
L2 + ‖ wt ‖
2
L2 +
∫
Ωe
〈lDwtD
2W,Dwt〉dx)−
1
2
∫
Ωe
D3W (Dwt,Dwt,Dwt)dx
−
∫
Γc
〈(wt)νB , vt − γ(wt)νB〉dσ = 0. (3.34)
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Add (3.33) and (3.34) together and integrate in time from 0 to t. Note that∫
Ωe
D3W (Dwt,Dwt,Dwt)dx 6 CL(t).
Due to the ellipticity of a(x, t), we get
V1(t) +
∫ t
0
D1(τ)dτ 6 V1(0) + C
∫ t
0
L(τ)dτ −
∫ t
0
∫
Ωf
〈∂t(a : a
T) : Dv,Dvt〉dxdτ
+
∫ t
0
∫
Ωf
〈∂t(aq),Dvt〉dxdτ (3.35)
Taking advantage of (3.26), we have∫ t
0
∫
Ωf
〈∂t(aq),Dvtdxdτ =
∫ t
0
∫
Ωf
〈∂taq,Dvt〉dxdτ +
∫ t
0
∫
Ωf
〈a∂tq,Dvt〉dxdτ (3.36)
=
∫ t
0
∫
Ωf
〈∂taq,Dvt〉dxdτ −
∫ t
0
∫
Ωf
〈∂ta∂tq,Dv〉dxdτ
We submit (3.36) into (3.35) and obtain (3.31). ✷
According to Lemma 3.3, we find that∫ t
0
V1(τ)dτ 6 CV1(0) + CV1(t) + C
∫ t
0
L(τ)dτ + C
∫ t
0
∫
Γc
| (wt)νB |
2 dσdτ
+C
∫ t
0
‖Dvt‖
2
L2dτ. (3.37)
After a similar procedure with subsection 3.1, we conclude that
Lemma 3.6 Under the same hypotheses as in Lemma 3.5, we have for all t ∈ [0, T ] that
V1(t) +
∫ t
0
V1(τ)dτ 6 CV1(0) + C
∫ t
0
L(τ)dτ + C |
∫ t
0
(R1(τ), vt(τ))dτ | . (3.38)
3.3 Third level estimates
Here, we go further for the third level energy estimates. The third level energy is defined
by
V2(t) = V
e
2 (t) +
1
2
‖vtt‖
2
L2 ,
with
V e2 (t) =
1
2
(‖wttt‖
2
L2 + ‖wtt‖
2
L2 +
∫
Ωe
〈lDwttD
2W,Dwtt〉dx)
and the dissipative term
D2(t) =
1
C
‖ Dvtt(t) ‖
2
L2 +γ ‖ (wtt)νB(t) ‖
2
L2(Γc)
.
Before the derivation of our estimates, we give the equations satisfied by vtt and wtt.
∂tvtt − ∂tt div (a : a
T : Dv) + ∂tt div (aq) = 0 in Ωf × (0, T ), (3.39)
tr(att : Dv) + 2tr(at : Dvt) + tr(a : Dvtt) = 0 in Ωf × (0, T ), (3.40)
wtttt − Bw(t)wtt + wtt − r1(t) = 0 in Ωe × (0, T ). (3.41)
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Moreover, the boundary conditions with respect to (3.39)-(3.41) are the following:
wttt = vtt − γ[(wtt)νB + r1,Γc ] on Γc × (0, T ), (3.42)
(wtt)νB = ∂tt(a : a
T : Dv)ν − ∂tt(qa)ν − r1,Γc on Γc × (0, T ), (3.43)
vtt = 0 on Γf × (0, T ). (3.44)
Lemma 3.7 Suppose that the assumptions in Theorem 1.1 hold, then the following energy
inequality holds for t ∈ [0, T ]
V2(t) +
∫ t
0
D2(τ)dτ 6 CV2(0)+ |
∫ t
0
(R2(τ), vtt)dτ | +C
∫ t
0
L(τ)dτ
+ 2ǫ¯
∫ t
0
∫
Ωe
| wttt |
2 dxdτ, (3.45)
where 0 < ǫ¯ < 1 sufficiently small and∫ t
0
(R2(τ), vtt)dτ = 2
∫ t
0
∫
Ωf
〈∂t(a : a
T) : Dvt,Dvtt〉dxdτ −
∫ t
0
∫
Ωf
〈∂tt(aq),Dvtt〉dxdτ
+
∫ t
0
∫
Ωf
〈∂tt(a : a
T) : Dv,Dvtt〉dxdτ. (3.46)
Proof Take Euclidean dot product to (3.39) with vtt and integrate over Ωf . After
integrating by parts, we obtain
1
2
d
dt
‖ vtt ‖
2
L2 +
∫
Ωf
〈a : aT : Dvtt,Dvtt〉dx+
∫
Γc
〈(wtt)νB + r1,Γc , vtt〉dσ
+
∫
Ωf
〈∂tt(a : a
T) : Dv,Dvtt〉dx+ 2
∫
Ωf
〈∂t(a : a
T) : Dvt,Dvtt〉dx
−
∫
Ωf
〈∂tt(aq),Dvtt〉dx = 0. (3.47)
Next, we do the same operation to (3.41) with wttt as above and also integrate by parts over
Ωe. Thus it follows that
1
2
d
dt
(‖wttt‖
2
L2+ ‖ wtt ‖
2
L2 +
∫
Ωe
〈lDwttD
2W,Dwtt〉dx)−
∫
Ωe
〈r1(t), wttt〉dx
−
1
2
∫
Ωe
D3W (Dwtt,Dwtt,Dwt)dx−
∫
Γc
〈(wtt)νB , vtt − γ[(wtt)νB + r1,Γc ]〉dσ = 0.(3.48)
Adding (3.47) to (3.48) and integrating in time from 0 to t, it leads to
V2(t) +
∫ t
0
∫
Ωf
〈a : aT : Dvtt,Dvtt〉dxdτ + γ
∫ t
0
‖ (wtt)νB ‖
2
L2(Γc)
dτ
+
∫ t
0
∫
Γc
〈r1,Γc , vtt〉dσdτ + γ
∫ t
0
∫
Γc
〈(wtt)νB , r1,Γc〉dσdτ +
∫ t
0
(R2(τ), vtt)dτ
= V2(0) +
∫ t
0
∫
Ωe
〈r1(t), wttt〉dxdτ +
1
2
∫ t
0
∫
Ωe
D3W (Dwtt,Dwtt,Dwt)dxdτ. (3.49)
By Lemma 2.5 and the Poincare´ inequality, we have
|
∫ t
0
∫
Γc
〈r1,Γc , vtt〉dσdτ | 6 Cǫ
∫ t
0
∫
Γc
| r1,Γc |
2 dσdτ + ǫ
∫ t
0
∫
Γc
| vtt |
2 dσdτ
6 Cǫ¯
∫ t
0
L(τ)dτ + ǫ¯
∫ t
0
| Dvtt |
2 dτ, (3.50)
16
and
γ |
∫ t
0
∫
Γc
〈(wtt)νB , r1,Γc〉dσdτ |6 ǫ¯
∫ t
0
∫
Γc
| (wtt)νB |
2 dσdτ + Cǫ¯,γ
∫ t
0
L(τ)dτ, (3.51)
where 0 < ǫ¯ < 1 is small enough and to be determined.
Similarly, also by using Lemma 2.5, we obtain
|
∫ t
0
∫
Ωe
〈r1(t), wttt〉dxdτ |6 ǫ¯
∫ t
0
∫
Ωe
| wttt |
2 dxdτ + Cǫ¯
∫ t
0
L(τ)dτ. (3.52)
Note that
|
∫ t
0
∫
Ωe
D3W (Dwtt,Dwtt,Dwt)dxdτ |6 C
∫ t
0
L(τ)dτ. (3.53)
Substitute (3.50)-(3.53) into (3.49) and set 1−Cǫ¯ > 12 and 1−
ǫ¯
γ
> 12 . Thus, via the uniformly
ellipticity, we finally get (3.45). ✷
From Lemma 3.3, we deduce that∫ t
0
V2(τ)dτ 6 CV2(0) + CV2(t) + C
∫ t
0
L(τ)dτ + C
∫ t
0
∫
Γc
| (wtt)νB |
2 dσdτ
+C
∫ t
0
‖Dvtt‖
2
L2dτ. (3.54)
Multiply (3.54) by ǫ′ > 0 with 2ǫ¯ < ǫ′ < min{ 12C ,
γ
C
} and add the resulted inequality to
(3.45). Hence, it turns out that we arrive at the following lemma.
Lemma 3.8 Let the hypotheses in Theorem 1.1 be true. Then we have for t ∈ [0, T ],
V2(t) +
∫ t
0
V2(τ)dτ 6 CV2(0) + C |
∫ t
0
(R2(τ), vtt)dτ | +C
∫ t
0
L(τ)dτ. (3.55)
3.4 Fourth level estimates
We move on to the Fourth level energy estimates and repeat what we do as above. The
fourth level energy is defined by
V3(t) = V
e
3 (t)+
1
2
‖vttt‖
2
L2 and V
e
3 (t) =
1
2
(‖wtttt‖
2
L2 + ‖wttt‖
2
L2 +
∫
Ωe
〈lDwtttD
2W,Dwttt〉dx)
as in the previous section. Besides, the dissipative term for the fourth energy is
D3(t) =
1
C
‖ Dvttt(t) ‖
2
L2 +γ ‖ (wttt)νB(t) ‖
2
L2(Γc)
.
First of all, as before, we differentiate the whole system three times in time and obtain
∂tvttt − ∂ttt div (a : a
T : Dv) + ∂ttt div (aq) = 0 in Ωf × (0, T ), (3.56)
tr[∂ttt(a : Dv)] = 0 in Ωf × (0, T ), (3.57)
w
(3)
tt − Bw(t)wttt + wttt − r2(t) = 0 in Ωe × (0, T ). (3.58)
And, the boundary conditions satisfied by the system (3.56)-(3.58) are as follows:
wtttt = vttt − γ[(wttt)νB + r2,Γc ] on Γc × (0, T ), (3.59)
(wttt)νB = ∂ttt(a : a
T : Dv)ν − ∂ttt(qa)ν − r2,Γc on Γc × (0, T ), (3.60)
vttt = 0 on Γf × (0, T ). (3.61)
Hence, we are ready to derive the energy estimates for the fourth order energy.
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Lemma 3.9 Assume that the hypotheses of Theorem 1.1 hold, then the following energy
estimate is true for t ∈ [0, T ]
V3(t) +
∫ t
0
D3(τ)dτ 6 CV3(0)+ |
∫ t
0
(R3(τ), vttt)dτ | +C
∫ t
0
L(τ)dτ
+ 2ǫ
∫ t
0
V3(τ)dτ, (3.62)
where 0 < ǫ˜ < 1 is sufficiently small and∫ t
0
(R3(τ), vttt)dτ =
∫ t
0
∫
Ωf
〈∂ttt(a : a
T) : Dv,Dvttt〉dxdτ −
∫ t
0
∫
Ωf
〈∂ttt(aq),Dvttt〉dxdτ
+3
∫ t
0
∫
Ωf
〈∂t(a : a
T) : Dvtt,Dvttt〉dxdτ + 3
∫ t
0
∫
Ωf
〈∂tt(a : a
T) : Dvt,Dvttt〉dxdτ. (3.63)
Proof Take L2 inner product with vttt and w
(4) to (3.56) and (3.58), respectively. From
(3.59) and (3.60), we attain that
1
2
d
dt
‖ vttt ‖
2
L2 +
∫
Ωf
〈a : aT : Dvttt,Dvttt〉dx+
∫
Γc
〈(wttt)νB + r2,Γc , vttt〉dσ
+
∫
Ωf
〈∂ttt(a : a
T) : Dv,Dvttt〉dx+ 3
∫
Ωf
〈∂tt(a : a
T) : Dvt,Dvttt〉dx
+3
∫
Ωf
〈∂t(a : a
T) : Dvtt,Dvttt〉dx−
∫
Ωf
〈∂ttt(aq),Dvttt〉dx = 0 (3.64)
and
1
2
d
dt
(‖wtttt‖
2
L2+ ‖ wttt ‖
2
L2 +
∫
Ωe
〈lDwtttD
2W,Dwttt〉dx)
−
∫
Ωe
〈r2(t), wtttt〉dx−
1
2
∫
Ωe
D3W (Dwttt,Dwttt,Dwt)dx
−
∫
Γc
〈(wttt)νB , vttt − γ[(wttt)νB + r2,Γc ]〉dσ = 0. (3.65)
Add (3.64) and (3.65) together and we have analogous estimates to (3.50)-(3.53) as well.
Using the similar method with that in Lemma 3.7, we may arrive at (3.62) and conclude the
proof. ✷
As a consequence of Lemma 3.3, we have∫ t
0
V3(τ)dτ 6 CV3(0) + CV3(t) + C
∫ t
0
L(τ)dτ + C
∫ t
0
∫
Γc
| (wttt)νB |
2 dσdτ
+C
∫ t
0
‖Dvttt‖
2
L2dτ. (3.66)
After the same procedure as that in Subsection 3.3, we acquire the following lemma.
Lemma 3.10 Suppose that the hypotheses in Theorem 1.1 are true. Then for t ∈ [0, T ],
V3(t) +
∫ t
0
V3(τ)dτ 6 CV3(0) + C |
∫ t
0
(R3(τ), vttt)dτ | +C
∫ t
0
L(τ)dτ. (3.67)
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3.5 Superlinear estimates
Our aim of this subsection is to deal with the perturbation terms in the second, third and
fourth level energy estimates. They are∫ t
0
(R1(τ), vt(τ))dτ,
∫ t
0
(R2(τ), vtt(τ))dτ
and ∫ t
0
(R3(τ), vttt(τ))dτ
The concrete presentation of the above three perturbation terms can be found in (3.32), (3.46)
and (3.63), respectively. For the estimates of (3.32) and (3.46), we only list the results. For
detail, refer to [7].
Lemma 3.11 [7, Lemma 4.10] We have
| (R1(t), vt) |6 C ‖ v ‖
1
2
H1
‖ v ‖
1
2
H2
‖ vt ‖H1 (‖ v ‖H2 + ‖ q ‖H1) + C ‖ v ‖
3
2
H1
‖ v ‖
1
2
H2
‖ qt ‖H1 ,
for all t ∈ [0, T ].
Lemma 3.12 [7, Lemma 4.11] For ǫ0 ∈ (0,
1
C
], we have
|
∫ t
0
(R2(s), vtt(s))ds | 6 ǫ0
∫ t
0
‖ ∇vtt ‖
2
L2 ds+ Cǫ0
∫ t
0
‖ v ‖
3
2
H1
‖ v ‖
1
2
H3
‖ qt ‖
2
H1 ds
+ Cǫ0
∫ t
0
(‖ v ‖2H3 + ‖ q ‖
2
H2)(‖ v ‖
5
2
H1
‖ v ‖
3
2
H3
+ ‖ vt ‖
2
H1)ds
+ ǫ0 ‖ v(t) ‖
2
H3 +ǫ0 ‖ qt(t) ‖
2
H1 +ǫ0 ‖ vt(t) ‖
2
H2
+ Cǫ0 ‖ v(t) ‖
6
H1‖ v(t) ‖
4
H2 +Cǫ0 ‖ v(t) ‖
2
H1‖ v(t) ‖
2
H2‖ vt(t) ‖
2
L2
+ C
∫ t
0
(‖ v ‖2H2 + ‖ vt ‖
1
2
H1
‖ vt ‖
1
2
H2
) ‖ qt ‖H1‖ vt ‖H1 ds
+ C
∫ t
0
(‖ v ‖3H2 + ‖ vt ‖H1‖ v ‖
1
4
H1
‖ v ‖
3
4
H3
) ‖ qt ‖H1‖ v ‖
3
4
H1
‖ v ‖
1
4
H3
ds
+ C ‖ v(0) ‖6H3 +C ‖ vt(0) ‖
4
H1 +C ‖ qt(0) ‖
2
H1 ,
for all t ∈ [0, T ].
Now, we turn to (3.63), even though the computation is quite involved.
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Lemma 3.13 For ǫ0 ∈ (0,
1
C
], it follows that for all t ∈ [0, T ]
∫ t
0
(R3(τ), vttt(τ))dτ 6 ǫ0
∫ t
0
‖Dvttt‖
2
L2dτ + Cǫ0
∫ t
0
‖v‖4H3(‖v‖H1 · ‖v‖H3 + ‖vt‖H1)
2dτ
+Cǫ0
∫ t
0
(‖v‖2H3 + ‖q‖
2
H2)(‖v‖
3
H2 + ‖vt‖H1‖v‖H3 + ‖vtt‖H1)
2dτ
+Cǫ0
∫ t
0
(‖vt‖
2
H2 + ‖qt‖
2
H1)(‖v‖
2
H2 + ‖vt‖
1
2
H1
‖vt‖
1
2
H2
)2dτ
+Cǫ0
∫ t
0
‖v‖2H3(‖vtt‖
2
H1 + ‖qtt‖
2
L2)dτ + Cǫ0
∫ t
0
‖qtt‖
2
H1‖v‖
3
2
H1
‖v‖
1
2
H3
dτ
+C
∫ t
0
(‖v‖
7
2
H2
‖v‖
1
2
H3
+ ‖v‖
1
2
H2
‖v‖
1
2
H3
‖vtt‖H1 + ‖vt‖
2
H2)‖qtt‖H1‖v‖
3
4
H1
‖v‖
1
4
H3
dτ
+C
∫ t
0
(‖v‖3H2 + ‖v‖
1
2
H2
‖v‖
1
2
H3
‖vt‖H1 + ‖vtt‖H1)‖qtt‖H1‖vt‖
3
4
H1
‖vt‖
1
4
H3
dτ
+C
∫ t
0
‖vtt‖H1‖qtt‖H1(‖v‖
2
H2 + ‖vt‖
3
4
H1
‖vt‖
1
4
H3
)dτ + ǫ0‖qtt‖
2
H1 + ǫ0‖vt‖
2
H3
+Cǫ0‖vt‖
6
H1 + C‖v‖
4
H3 +Cǫ0‖vt‖
3
H1‖v‖
6
H1 + Cǫ0‖v‖
7
H2‖v‖H1
+Cǫ0‖vt‖
2
H1‖v‖
3
2
H3
‖v‖
3
2
H1
‖v‖H2 + Cǫ0‖vtt‖
2
H1‖v‖H1‖v‖H2 +C‖qtt(0)‖
2
H1
+C‖vtt(0)‖
4
H1 + C‖v(0)‖
4
H2 + C‖vt(0)‖
4
H3 + C‖v(0)‖
8
H3
Proof From (3.63), we have
|
∫ t
0
(R3(τ), vttt)dτ |6|
∫ t
0
∫
Ωf
〈∂ttt(a : a
T) : Dv,Dvttt〉dxdτ |
+3 |
∫ t
0
∫
Ωf
〈∂t(a : a
T) : Dvtt,Dvttt〉dxdτ |
+3 |
∫ t
0
∫
Ωf
〈∂tt(a : a
T) : Dvt,Dvttt〉dxdτ |
+ |
∫ t
0
∫
Ωf
〈∂tttaq,Dvttt〉dxdτ | + |
∫ t
0
∫
Ωf
〈aqttt,Dvttt〉dxdτ |
+3 |
∫ t
0
∫
Ωf
〈∂ttaqt,Dvttt〉dxdτ | +3 |
∫ t
0
∫
Ωf
〈∂taqtt,Dvttt〉dxdτ |
= R31 +R32 +R33 +R34 +R35 +R36 +R37 (3.68)
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By Ho¨lder inequality and Lemma 3.1, we get
4∑
j=1
R3j 6 C
∫ t
0
‖Dvttt‖L2‖Dv‖L∞(‖Dv‖
3
H1 + ‖Dvt‖L2‖Dv‖L∞ + ‖Dvtt‖L2)dτ
+C
∫ t
0
‖Dvttt‖L2‖Dv‖
2
L∞(‖Dv‖L2‖Dv‖L∞ + ‖Dvt‖L2)dτ
+C
∫ t
0
‖Dvttt‖L2‖Dvtt‖L2‖Dv‖L∞dτ +C
∫ t
0
‖Dvttt‖L2‖Dvt‖L2‖Dv‖
2
L∞dτ
+C
∫ t
0
‖Dvttt‖L2‖Dvt‖L6(‖v‖
2
H2 + ‖Dvt‖L3)dτ
+C
∫ t
0
‖q‖L∞‖Dvttt‖L2(‖v‖
3
H2 + ‖vt‖H1‖v‖H3 + ‖vtt‖H1)dτ
6 C
∫ t
0
‖Dvttt‖L2‖v‖H3(‖v‖
3
H2 + ‖vt‖H1‖v‖H3 + ‖vtt‖H1)dτ
+C
∫ t
0
‖Dvttt‖L2‖v‖
2
H3(‖v‖H1‖v‖H3 + ‖vt‖H1)dτ
+C
∫ t
0
‖Dvttt‖L2‖vtt‖H1‖v‖H3dτ + C
∫ t
0
‖Dvttt‖L2‖vt‖H1‖v‖
2
H3dτ
+C
∫ t
0
‖Dvttt‖L2‖vt‖H2(‖v‖
2
H2 + ‖vt‖
1
2
H1
‖vt‖
1
2
H2
)dτ
+C
∫ t
0
‖q‖H2‖Dvttt‖L2(‖v‖
3
H2 + ‖vt‖H1‖v‖H3 + ‖vtt‖H1)dτ (3.69)
and
R35 +R36 6 C
∫ t
0
‖Dvttt‖L2‖qt‖H1(‖v‖
2
H2 + ‖vt‖
1
2
H1
‖vt‖
1
2
H2
)dτ
+ C
∫ t
0
‖Dvttt‖L2‖qtt‖L2‖v‖H3dτ, (3.70)
where the Sobolev and interpolation inequalities are employed. Now we begin to treat R37.
By the differentiated divergence-free condition (3.57), we deduce that
R37 = −
∫ t
0
∫
Ωf
〈qtttattt,Dv〉dxdτ − 3
∫ t
0
∫
Ωf
〈qtttatt,Dvt〉dxdτ − 3
∫ t
0
∫
Ωf
〈qtttat,Dvtt〉dxdτ
= −
∫
Ωf
〈qttattt,Dv〉dx |
t
0 −3
∫
Ωf
〈qttatt,Dvt〉dx |
t
0 −3
∫
Ωf
〈qttat,Dvtt〉dx |
t
0
+
∫ t
0
∫
Ωf
〈qtt∂
4
t a,Dv〉dxdτ + 4
∫ t
0
∫
Ωf
〈qttattt,Dvt〉dxdτ
+ 6
∫ t
0
∫
Ωf
〈qttatt,Dvtt〉dxdτ + 3
∫ t
0
∫
Ωf
〈qttat,Dvttt〉dxdτ.
Applying Lemma 2.1 and Corollary 2.1 along with Ho¨lder’s, Sobolev and interpolation
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inequalities, we have
R37 6 ‖attt(t)‖L2‖Dv(t)‖L3‖qtt(t)‖L6 + 3‖att(t)‖L2‖Dvt(t)‖L3‖qtt(t)‖L6
+3‖at(t)‖L3‖Dvtt(t)‖L2‖qtt(t)‖L6 + ‖attt(0)‖L2‖Dv(0)‖L3‖qtt(0)‖L6
+3‖att(0)‖L2‖Dvt(0)‖L3‖qtt(0)‖L6 + 3‖at(0)‖L3‖Dvtt(0)‖L2‖qtt(0)‖L6
+
∫ t
0
‖∂4t a‖L2‖Dv‖L3‖qtt‖L6dτ + 4
∫ t
0
‖attt‖L2‖Dvt‖L3‖qtt‖L6dτ
+6
∫ t
0
‖att(0)‖L3‖Dvtt‖L2‖qtt‖L6dτ + 3
∫ t
0
‖at‖L3‖Dvttt‖L2‖qtt‖L6dτ.
The sum of the first three terms on the right hand side of the above estimate is bounded
by
C(‖Dv‖3H1 + ‖Dvt‖L2‖Dv‖L∞ + ‖Dvtt‖L2)‖qtt‖H1‖v‖
1
2
H1
‖v‖
1
2
H2
+C(‖Dv‖L2‖Dv‖L∞ + ‖Dvt‖L2)‖qtt‖H1‖vt‖
3
4
H1
‖vt‖
1
4
H3
+C‖Dv‖L3‖vtt‖H1‖qtt‖H1 6 ǫ0‖qtt‖
2
H1 + ǫ0‖vt‖
2
H3 +Cǫ0‖vt‖
6
H1
+C‖v‖4H3 +Cǫ0‖vt‖
3
H1‖v‖
6
H1 + Cǫ0‖v‖
7
H2‖v‖H1
+Cǫ0‖vt‖
2
H1‖v‖
3
2
H3
‖v‖
3
2
H1
‖v‖H2 + Cǫ0‖vtt‖
2
H1‖v‖H1‖v‖H2
with the help of Lemma 3.1. Thus, thanks to the Agmon’s inequality ‖φ‖L∞ 6 C‖φ‖
1
2
H1
‖φ‖
1
2
H2
in particular, we obtain
R37 6 ǫ0‖qtt‖
2
H1 + ǫ0‖vt‖
2
H3 +Cǫ0‖vt‖
6
H1 + C‖v‖
4
H3
+Cǫ0‖vt‖
3
H1‖v‖
6
H1 + Cǫ0‖v‖
7
H2‖v‖H1 + Cǫ0‖vt‖
2
H1‖v‖
3
2
H3
‖v‖
3
2
H1
‖v‖H2
+Cǫ0‖vtt‖
2
H1‖v‖H1‖v‖H2 + C‖qtt(0)‖
2
H1 + C‖vtt(0)‖
4
H1
+C‖v(0)‖4H2 + C‖vt(0)‖
4
H3 + C‖v(0)‖
8
H3 + C
∫ t
0
‖qtt‖H1‖Dvttt‖L2‖v‖
3
4
H1
‖v‖
1
4
H3
dτ
+C
∫ t
0
(‖v‖3H2 + ‖v‖
1
2
H2
‖v‖
1
2
H3
‖vt‖H1 + ‖vtt‖H1)‖qtt‖H1‖vt‖
3
4
H1
‖vt‖
1
4
H3
dτ
+C
∫ t
0
(‖v‖
7
2
H2
‖v‖
1
2
H3
+ ‖v‖
1
2
H2
‖v‖
1
2
H3
‖vtt‖H1 + ‖vt‖
2
H2
+‖Dvttt‖L2)‖qtt‖H1‖v‖
3
4
H1
‖v‖
1
4
H3
dτ. (3.71)
Therefore, combining (3.69)-(3.71), we conclude the proof of this lemma. ✷
4 Energy decay and global existence of the system
We aim at the global existence of solutions and the energy decay estimates in this section.
Let the total energy of the whole system
X(t) =
3∑
i=0
Vi(t) + ǫ1(‖Dv‖
2
L2 + ‖Dvt‖
2
L2 + ‖Dvtt‖
2
L2) (4.1)
and its equivalent version
X (t) =
1
2
3∑
i=0
‖v(j)‖2L2 + E
e(t) + ǫ1(‖Dv‖
2
L2 + ‖Dvt‖
2
L2 + ‖Dvtt‖
2
L2)
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where ǫ1 > 0 is given sufficiently small and to be determined later.
We make some preparations for the proof of Theorem 1.1.
We have
‖ Dv(t) ‖2L2 =‖ Dv(0) ‖
2
L2 +
∫ t
0
d
dτ
‖ Dv(τ) ‖2L2 dτ
=‖ Dv(0) ‖2L2 +2
∫ t
0
‖ Dv ‖L2‖ Dvt ‖L2 dτ
≤‖ Dv(0) ‖2L2 +C
∫ t
0
(D0(τ) +D1(τ))dτ, (4.2)
Similarly, we obtain
‖ Dvt(t) ‖
2
L26‖ Dvt(0) ‖
2
L2 +C
∫ t
0
(D1(τ) +D2(τ))dτ (4.3)
and
‖ Dvtt(t) ‖
2
L26‖ Dvtt(0) ‖
2
L2 +C
∫ t
0
(D2(τ) +D3(τ))dτ. (4.4)
In addition, it follows from Lemmas 3.1 and 3.4 that
V0(t) +
∫ t
0
V0(τ)dτ +
∫ t
0
D0(τ)dτ 6 CV0(0) + C
∫ t
0
L(τ)dτ. (4.5)
Combining Lemmas 3.5, 3.6 and 3.11, we have
V1(t) +
∫ t
0
V1(τ)dτ +
∫ t
0
D1(τ)dτ 6 CV1(0) + C
∫ t
0
L(τ)dτ
+C
∫ t
0
P1(‖ v ‖H2 , ‖ q ‖H1 , ‖ vt ‖H1 , ‖ qt ‖H1)dτ. (4.6)
From Lemmas 3.7, 3.8 and 3.12,
V2(t) +
∫ t
0
V2(τ)dτ +
∫ t
0
D2(τ)dτ 6 CV2(0) + C
∫ t
0
L(τ)dτ + ǫ0 ‖ v(t) ‖
2
H3
+ ǫ0 ‖ qt(t) ‖
2
H1 +ǫ0 ‖ vt(t) ‖
2
H2 +ǫ0
∫ t
0
‖ Dvtt ‖
2
L2 dτ +P2(‖ v ‖H2 , ‖ vt ‖L2)
+
∫ t
0
P3(‖ v ‖H3 , ‖ q ‖H2 , ‖ vt ‖H2 , ‖ qt ‖H1)dτ
+ P4(‖ v(0) ‖H3 , ‖ vt(0) ‖H1 , ‖ qt(0) ‖H1). (4.7)
Moreover, according to Lemma 3.9, 3.10 and 3.13, we attain
V3(t) +
∫ t
0
V3(τ)dτ +
∫ t
0
D3(τ)dτ 6 CV3(0) + C
∫ t
0
L(τ)dτ + ǫ0‖qtt‖
2
H1
+ǫ0‖vt‖
2
H3 + ǫ0
∫ t
0
‖Dvttt‖
2
L2dτ +P5(‖v‖H3 , ‖vt‖H1 , ‖vtt‖H1)
+
∫ t
0
P6(‖v‖H4 , ‖q‖H3 , ‖vt‖H3 , ‖qt‖H2 , ‖vtt‖H2 , ‖qtt‖H1)dτ
+P7(‖v(0)‖H3 , ‖vt(0)‖H3 , ‖qtt(0)‖H1 , ‖vtt(0)‖H1), (4.8)
where the symbols Pi, 1 6 i 6 7 denote the superlinear polynomials of their arguments,
which are allowed to depend on ǫ0 from Lemmas 3.12 and 3.13. Now multiply (4.2)- (4.4) by
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sufficiently small ǫ1, sum up (4.5)-(4.8) and then add them together to obtain
X(t) +
∫ t
0
X(τ)dτ 6 CX(0) + ǫ0‖v(t)‖
2
H3 + ǫ0‖qt(t)‖
2
H1 + ǫ0‖vt(t)‖
2
H3
+ǫ0‖qtt‖
2
H1 + C
∫ t
0
L(τ)dτ + P¯1(‖ v ‖H3 , ‖ vt ‖H1 , ‖vtt‖H1)
+
∫ t
0
P¯2(‖v‖H4 , ‖q‖H3 , ‖vt‖H3 , ‖qt‖H2 , ‖vtt‖H2 , ‖qtt‖H1)dτ
+P¯3(‖v(0)‖H3 , ‖vt(0)‖H3 , ‖qtt(0)‖H1 , ‖vtt(0)‖H1 , ‖ qt(0) ‖H1). (4.9)
Because of (2.25) in Theorem 2.1, we find that
X (t) +
∫ t
0
X (τ)dτ 6 CX (0) + Cǫ0‖v(t)‖
2
H3 + Cǫ0‖qt(t)‖
2
H1 + Cǫ0‖vt(t)‖
2
H3
+Cǫ0‖qtt‖
2
H1 + C
∫ t
0
L(τ)dτ + P¯1(‖ v ‖H3 , ‖ vt ‖H1 , ‖vtt‖H1)
+
∫ t
0
P¯2(‖v‖H4 , ‖q‖H3 , ‖vt‖H3 , ‖qt‖H2 , ‖vtt‖H2 , ‖qtt‖H1)dτ
+P¯3(‖v(0)‖H3 , ‖vt(0)‖H3 , ‖qtt(0)‖H1 , ‖vtt(0)‖H1 , ‖ qt(0) ‖H1)
+CL(t) + C
2∑
j=0
‖w(j)νB ‖
2
H
5
2−j(Γc)
+ C
2∑
j=0
∫ t
0
‖w(j)νB ‖
2
H
5
2−j(Γc)
dτ. (4.10)
From (2.4), Lemma 2.4 and the properties of Sobolev space we list, we have
‖ v ‖2H3 + ‖ q ‖
2
H26 CX (t). (4.11)
Thanks to (2.5) and (4.11), similarly we obtain
‖ vt ‖
2
H3 + ‖ qt ‖
2
H26 CX (t) + CX
2(t). (4.12)
For (2.4) in case of s = 2, by (4.12) and Lemma 2.4,
‖ v ‖2H4 + ‖ q ‖
2
H36 CX (t) + CX
2(t). (4.13)
From (2) in Lemma 2.2, (4.11) and (4.13), via a similar way, we deduce that
‖ vtt ‖
2
H2 + ‖ qtt ‖
2
H16 CX (t) +CP˜(X (t)), (4.14)
where P˜ is a polynomial with the degree of each term of it is at least 2.
Submitting (4.11)-(4.14) and the boundary condition (3.11) into (4.10) and setting ǫ0
small enough and γ > 2C, where the constant C depends on X (0), by Lemma 2.5, it follows
from (4.10) that
X (t) +
∫ t
0
X (τ)dτ 6 CX (0) +P(X (t)) +
∫ t
0
P(X (τ))dτ +P(X (0)), (4.15)
where P is a superlinear polynomial as well. We rewrite (4.15) as
X (t) +
∫ t
0
X (τ)dτ 6 C0
m∑
j=1
∫ t
0
X (τ)αjdτ +C0
n∑
k=1
X (t)βk +C0
n∑
k=1
X (0)βk +C0X (0), (4.16)
where C0 > 1, α1, ..., αm > 1 and β1, ..., βn > 1.
Following [7, Lemma 5.1], we have
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Lemma 4.1 Suppose that X : [0,∞) → [0,∞) is continuous for all t such that X (t) is
finite and assume that it satisfies
X (t) +
∫ t
τ
X (s)ds 6 C0
m∑
j=1
∫ t
τ
X (s)αjds+ C0
n∑
k=1
X (t)βk + C0
n∑
k=1
X (τ)βk + C0X (τ),
where α1, ..., αm > 1 and β1, ..., βn > 1. Also, assume that X (0) 6 ǫ. If ǫ 6
1
C
, where the
constant C depends on C0,m, α1, ..., αm, β1, ..., βn, we have X (t) 6 Cǫe
−
t
C .
Proof of Theorem 1.1 Utilizing Lemma 4.1 and following the proof of [7, Theorem
2.1] and [17, Theorem 1.1], the proof of Theorem 2.1 is finished. ✷
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