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OPERADS OF FINITE POSETS
FRE´DE´RIC FAUVET, LOI¨C FOISSY, AND DOMINIQUE MANCHON
Abstract. We describe four natural operad structures on the vector space generated by iso-
morphism classes of finite posets. The three last ones are set-theoretical and can be seen as a
simplified version of the first, the same way the NAP operad behaves with respect to the pre-Lie
operad. Moreover the two first ones are isomorphic.
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1. Introduction
A finite poset is a finite set E endowed with a partial order ≤. The Hasse diagram of (E,≤)
is obtained by representing any element of E by a vertex, and by drawing a directed edge from e
to e′ if and only if e′ sits directly above e, i.e. e < e′ and, for any e′′ ∈ E such that e ≤ e′′ ≤ e′,
one has e′′ = e or e′′ = e′. A poset is connected if its Hasse diagram is connected. Here are the
isomorphism classes of connected posets up to four vertices, represented by their Hasse diagrams:
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Let ≤ and 6 be two partial orders on the same finite set E. We say that 6 is finer than ≤ if
x 6 y ⇒ x ≤ y for any x, y ∈ E. We also say that the poset (E,6) is finer than the poset (E,≤)
and we write (E,6)  (E,≤). The finest partial order on E is the trivial one, for which any
x ∈ E is only comparable with itself.
It is well-known that the linear span H (over a field k) of the isomorphism classes of posets is a
commutative incidence Hopf algebra: see [10, Paragraph 16], taking for F the family of all finite
posets with the notations therein. The product is given by the disjoint union, and the coproduct
is given by:
(1) ∆∗P =
∑
P1⊔P2=P,P1<P2
P1 ⊗ P2,
where the sum runs over all admissible cuts of the poset P , i.e. partitions of P into two (possibly
empty) subposets P1 and P2 such that P1 < P2, which means that for any x ∈ P1 and y ∈ P2, we
have x 6≥ y. For algebraic structures on finite posets, see also [8].
The linear species of finite posets P is defined as follows: to any finite set A one associates the
vector space PA freely generated by all poset structures on A. The species structure is obviously
defined by relabelling. The natural internal involution is defined as follows: for any finite poset
A = (A,≤) we set A := (A,≥).
We exhibit in this work several (precisely four) natural operad structures on the linear species
P of posets. Let us briefly describe them by their partial compositions [6, Paragraph 5.3.7]: the
first one, denoted by a circle ◦, is obtained by inserting one poset into another one at some vertex
summing up over all possibilities. The three others, denoted by a black circle • and two black
triangles H and N, are obtained by retaining three different ”optimal” insertions, in a way to be
precised. The natural involution on posets preserves the set operad •, and exchanges H and N.
It happens that the operads (P, ◦) and (P, •) are isomorphic: there is a species automorphism
Φ of P such that for any pair (A,B) of posets and any a ∈ A, we have:
(2) Φ(A •a B) = Φ(A) ◦a Φ(B).
The species automorphism Φ is simply defined by:
ΦA : PA −→ PA
A 7−→
∑
A′A
A′.
We give in Section 4 some compatibility relations between the three set-theoretic operad struc-
tures •, H and N. Section 5 is devoted to the various binary products on free algebras given
by the elements of arity two in the operads under investigation. Three associative products and
two non-associative permutative (NAP) products are obtained this way. Coproducts obtained by
dualization of the aforementioned associative products are also investigated.
We give in Section 6 a presentation of the suboperadWNP of (P, •) generated by the elements
of arity two. The posets thus obtained are exactly the WN posets, i.e. the posets which do not
contain q q
q q
 as a subposet [3]. Finally, we give a presentation of the suboperad of ▽-compatible
posets, i.e. the suboperad CP▽ of (P,H) generated by the elements of arity two, as well as a
set-theoretical species isomorphism θ :WNP→ CP▽ from WN posets onto ▽-compatible posets.
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2. A first operad structure on finite posets
2.1. Reminder on the set operad of sets. We refer the reader to [9] for an account of species
as well as operads in the species formalism, see also [1]. Recall that a set species (resp. a linear
species) is a contravariant1 functor from the category of finite sets together with bijections, into
the category of sets (resp. vector spaces) together with maps (resp. linear maps). The collection
of finite sets is endowed with a tautological species structure, given by A 7→ A for any finite set,
and ϕ 7→ ϕ−1 for any bijection ϕ : A→ B.
Let A and B be two finite sets, and let a ∈ A. We introduce the finite set:
(3) A ⊔a B := A ⊔B \ {a}.
It is obvious that the partial compositions ⊔a above are functorial, and endow the species of finite
sets with an operad structure. Indeed, let a, a′ ∈ A with a 6= a′, let b ∈ B, and let C be a third
finite set. The parallel associativity axiom reads:
(4) (A ⊔a B) ⊔a′ C = (A ⊔a′ C) ⊔a B = A ⊔B ⊔ C \ {a, a
′}
and the nested associativity axiom reads:
(5) (A ⊔a B) ⊔b C = A ⊔a (B ⊔b C) = A ⊔B ⊔C \ {a, b}.
2.2. Quotient posets. Let P be a set and B ⊆ P be a subset. We denote by P/B the set
P \B ⊔ {B}. Let P = (P,≤) be a poset, and let B a nonempty subset of P . We define a binary
relation 6 on P/B as follows: x 6 y if and only if:
• either x = {B} and there exists x′ ∈ B such that x′ ≤ y,
• or y = {B} and there exists y′ ∈ B such that x ≤ y′,
• or x, y ∈ P \B and x ≤ y,
• or x, y ∈ P \B and there exist b, b′ ∈ B such that x ≤ b and b′ ≤ y.
Recall that the interval [a, b] in a poset P = (P,≤) (with a, b ∈ P ) is defined by:
[a, b] := {x ∈ P, a ≤ x ≤ b}.
We say that B is convex if any interval [x, y] of P with x, y ∈ B is included in B.
Proposition 1. Let P = (P,≤) be a poset, let B be a subset of P . Then the binary relation 6
defined above is a partial order on P/B if and only if B is convex.
Proof. If B is not convex, there exist x, y, z ∈ P with x, y ∈ B, z /∈ B and x ≤ z ≤ y. By
definition of 6 we have then {B} 6 z 6 {B}, hence 6 is not antisymmetric.
Now suppose that B is convex. Let x, y, z ∈ P/B with x 6 z and z 6 y. If they are not distinct
we immediately get x 6 y. If x = {B}, there exists x′ ∈ B with x′ ≤ z. Two subcases can occur:
If z ≤ y then x′ ≤ y, and then x = {B} 6 y. If there exist b, b′ ∈ B such that z ≤ b and b′ ≤ y,
then x′ ≤ b and b′ ≤ y, hence x = {B} 6 y again. The cases z = {B} and y = {B} are treated
similarly. The last case, when the three elements x, z, y are different from {B}, divides itself into
four subcases:
• if x ≤ z and z ≤ y, then x ≤ y hence x 6 y.
• if there exist b, b′ ∈ B such that x ≤ b, b′ ≤ z and z ≤ y, then x ≤ b and b′ ≤ y, hence
x 6 y.
• if there exist b′′, b′′′ ∈ B such that x ≤ z, z ≤ b′′ and b′′′ ≤ y, then x ≤ b′′ and b′′′ ≤ y,
hence x 6 y.
1in order to get right actions of permutation groups. It is purely a matter of convention: [1] and [9] prefer the
covariant definition.
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• if there exist b, b′, b′′, b′′′ ∈ B such that x ≤ b, b′ ≤ z, z ≤ b′′ and b′′′ ≤ y, then z ∈ B by
convexity, which contradicts the hypothesis: this last subcase cannot occur.
This proves the transitivity of the binary relation 6. Now suppose x 6 y and y 6 x. If x = {B},
and y 6= x, there are b, b′ ∈ B such that b ≤ y and y ≤ b′. Hence y ∈ B by convexity, which is
a contradiction. The case y = {B} is treated similarly. If both x and y are different from {B},
four subcases can occur:
• if x ≤ y and y ≤ x, then x = y.
• If there exist b, b′ ∈ B with x ≤ b, b′ ≤ y and y ≤ x, then b′ ≤ y ≤ x ≤ b, hence x, y ∈ B
by convexity, which is impossible.
• If there exist b′′, b′′′ ∈ B with y ≤ b′′, b′′′ ≤ x and x ≤ y, then b′′′ ≤ x ≤ y ≤ b′′, hence
x, y ∈ B by convexity, which is impossible.
• If there exist b, b′, b′′, b′′′ ∈ B such that x ≤ b, b′ ≤ y and y ≤ b′′, b′′′ ≤ x, then y ∈ B by
convexity, which is impossible.
Hence 6 is a partial order. 
For any poset P = (P,≤) and any convex subset of P , we will denote by P/B the poset
(P/B,6) thus obtained.
2.3. The first poset operad. Let A = (A,≤A) and B = (B,≤B) be two finite posets, and let
a ∈ A. We denote by Ω(A, a,B) the set of all partial orders ≤ on A ⊔a B such that:
(1) ≤ |B
=≤B,
(2) B is convex in (A ⊔a B,≤),
(3) (A ⊔a B,≤)/B ∼ A, where the set (A ⊔a B)/B = (A \ {a}) ⊔ {B} is naturally identified
with A by sending B on a.
The partial compositions of posets, which we denote by ◦a, are then defined by:
(6) A ◦a B :=
∑
≤∈Ω(A,a,B)
(A ⊔a B,≤).
For example, we have
q
q
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q q
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+ q q
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c 2
.
Note that a and c are not comparable in the last term, but become comparable (namely a 6 c)
when the subposet q
q
1
2
is shrunk.
Theorem 2. The partial compositions (6) define an operad structure on the species of finite
posets.
We postpone the proof to Paragraph 3.4 in the next section.
3. The set triple operad of finite connected posets
We will define set-theoretical partial compositions by retaining one privileged term in the sum
(6) defining the partial compositions ◦a. It turns out that three different procedures are available
leading to three families of partial compositions •a, Ha and Na, providing the species of finite
posets with three distinct set operad structures.
For any two finite posets A = (A,≤A) and B = (B,≤B), and a ∈ A, the partial order on
A •a B is obtained from ≤A and ≤B by saturation, and the operad axioms can be deduced from
saturation by stages. We give an account of this general phenomenon in Paragraph 3.1 below
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before looking at the partial compositions •a themselves.
The operad axioms for the family Ha, and similarly for Na, are obtained by a direct check,
which can also be used with very few modifications for •a.
3.1. Saturation of relations. Let E be a set. Let ∼ be an equivalence relation on E, let R be
a binary relation on E/ ∼ and let S be a binary relation on E. The class of e ∈ E in E/ ∼ will
be denoted by [e]. Let T be the relation on E defined by eT e′ if and only if, either [e] 6= [e′] and
[e]R[e′], or [e] = [e′] and eSe′.
Proposition 3. If the two binary relations R and S above are partial orders, then T is also a
partial order.
Proof. Reflexivity is obvious. Now let e, e′, e′′ ∈ E such that eT e′ and e′T e′′. Several cases can
occur:
(1) If [e] = [e′] = [e′′], then eSe′ and e′Se′′, hence eSe′′, which yields eT e′′.
(2) If [e] = [e′] 6= [e′′], then [e′]R[e′′]. Hence [e]R[e′′], which yields eT e′′. Similarly for
[e] 6= [e′] = [e′′].
(3) If [e] 6= [e′] and [e′] 6= [e′′], then [e]R[e′] and [e′]R[e′′], hence [e]R[e′′]. Moreover, [e] 6= [e′′]:
otherwise, we would have [e] = [e′] = [e′′], as R is a partial order. This yields eT e′′.
This proves transitivity of T . Finally, if eT e′ and e′T e then:
(1) If [e] = [e′], then eSe′ and e′Se, hence e = e′ by antisymmetry of S.
(2) If [e] 6= [e′], then [e]R[e′] and [e′]R[e], contradiction.
This proves antisymmetry of T . 
Proposition 4 (Saturation by stages). Let E be a set. Let ∼ be an equivalence relation on E,
let ≈ be an equivalence relation on E finer than ∼, and let ≃ be the equivalence relation on E/ ≈
deduced from ∼. The quotient E/ ∼ is in bijection with (E/ ≈)/ ≃. Let
• R be a binary relation on E/ ∼= (E/ ≈)/ ≃,
• S be a binary relation on E/ ≈,
• T be the relation on E/ ≈ obtained from R and S by saturation as explained above,
• S ′ be a binary relation on E,
• S ′′ be the binary relation on E obtained from S and S ′ by saturation,
• T ′ be the relation on E obtained from T and S ′ by saturation.
Then T ′ is also obtained from R and S ′′ by saturation.
Proof. For any e ∈ E, we will denote by [e] the class of e for the relation ≈, and by [[e]] the class
of e for ∼, which is the same as the class of [e] for ≃. We have eT ′e′ if and only if either [e] = [e′]
and eS ′e′, or [e] 6= [e′] and [e]T [e′]. Using the definition of T we have that eT ′e′ if and only if:
• either [e] = [e′] and eS ′e′,
• or [e] 6= [e′], [[e]] = [[e′]] and [e]S[e′],
• or [[e]] 6= [[e′]] and [[e]]R[[e′]].
Hence eT ′e′ if and only if:
• either [[e]] = [[e′]] and eS ′′e′,
• or [[e]] 6= [[e′]] and [[e]]R[[e′]],
which proves the claim. 
3.2. The first set operad structure. Let A = (A,≤A) and B = (B,≤B) be two finite posets,
and let a ∈ A. Then we define:
(7) A •a B := (A ⊔a B,≤),
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where ≤ is obtained from ≤A on A = A ⊔a B/ ∼ and ≤B on A ⊔ B by the saturation process
described in Paragraph 3.1. Here the equivalence relation ∼ is obtained by identifying all elements
of B with a, and the partial order ≤B is trivially extended to A ⊔a B, i.e. x ≤ y if and only if
x = y in case x or y does not belong to B. The relation ≤ is a partial order by Proposition 3. To
sum up, for any x, y ∈ A ⊔a B, x ≤ y if and only if:
• either x, y ∈ B and x ≤B y,
• or x, y ∈ A \ {a} and x ≤A y,
• or x ∈ A \ {a}, y ∈ B and x ≤A a,
• or x ∈ B, y ∈ A \ {a} and a ≤A y.
for exemple, we have:
q
q
q
a
b
c
•b q
q
1
2
= q
q
q
q
a
1
2
c
,
q
q
q
a
b
c
•b q1 q2 = q∨
qq
q
∧
a
c
1 2
.
Remark 5. Note that the partial order ≤ defined above is an element of the set Ω(A, a,B) defined
in Paragraph 2.3.
Theorem 6. The partial compositions •a endow the set species of finite posets with a structure
of operad.
Proof. Partial composition of two posets is a single poset, and functoriality with respect to re-
labelling is obvious. It remains to check the two associativity axioms. The nested associativity
axiom is directly derived from Proposition 4, with E = A ⊔b B ⊔b C. The equivalence relation
≈(resp. ∼) is obtained by shrinking C to {b} (resp. B ⊔b C to {a}). The set E/ ≈ is identified
with A ⊔a B, and ≃ is obtained by shrinking B on {a}. It remains to apply Proposition 4 with
the following dictionary:
• R: partial order ≤A on A = E/ ∼.
• S: partial order ≤B trivially extended on E/ ≈= A ⊔a B.
• T : partial order of A •b B on E/ ≈= A ⊔a B.
• S ′: partial order ≤C trivially extended to E,
• S ′′: partial order of B •b C trivially extended from B ⊔b C to E.
• T ′: partial order of (A •a B) •b C.
The proof of the parallel associativity is similar and left to the reader. 
3.3. Two more set operad structures. We define two families of partial compositions Na and
Ha as follows: for two finite posets A = (A,≤A) and B = (B,≤B) and a ∈ A, the poset ANaB is
the set A ⊔a B together with the partial order ≤ defined by x ≤ y if and only if:
• either x, y ∈ B and x ≤B y,
• or x, y ∈ A \ {a} and x ≤A y,
• or x ∈ A \ {a}, y ∈ maxB and x ≤A a,
• or x ∈ B, y ∈ A \ {a} and a ≤A y.
Similarly, the poset AHaB is the set A ⊔a B together with the partial order ≤ defined by x ≤ y
if and only if:
• either x, y ∈ B and x ≤B y,
• or x, y ∈ A \ {a} and x ≤A y,
• or x ∈ A \ {a}, y ∈ B and x ≤A a,
• or x ∈ minB, y ∈ A \ {a} and a ≤A y.
Theorem 7. Both families of partial compositions Na and Ha endow the species of finite posets
with a set operad structure.
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Proof. Let us prove it for the family Ha. The proof for Na is entirely similar. Let A = (A,≤A),
B = (B,≤B) and C = (C,≤C) be three finite posets, with a ∈ A and b ∈ B. The poset (AHaB)HbC
is the set A ⊔a B ⊔b C endowed with the partial order ≤ defined by: x ≤ y if and only if:
• either x, y ∈ C and x ≤C y,
• or x, y ∈ A ⊔a B \ {b} and x ≤AHaB y,
• or x ∈ A ⊔a B \ {b}, y ∈ C and x ≤AHaB b,
• or x ∈ min C, y ∈ A ⊔a B \ {b} and b ≤AHaB y.
This in turn expands into: x ≤ y if and only if:
• (1) either x, y ∈ C and x ≤C y,
• (2) or x, y ∈ B \ {b} and x ≤B y,
• (3) or x, y ∈ A \ {a} and x ≤A y,
• (4) or x ∈ A \ {a}, y ∈ B \ {b} and x ≤A a,
• (5) or x ∈ (minB) \ {b}, y ∈ A \ {a} and a ≤A y,
• (6) or x ∈ B \ {b}, y ∈ C and x ≤B b,
• (7) or x ∈ A \ {a}, y ∈ C and x ≤A a,
• (8) or x ∈ min C, y ∈ B \ {b} and b ≤B y,
• (9) or x ∈ min C, y ∈ A \ {a}, b ∈ minB and a ≤A y.
On the other hand, the poset AHa(BHbC) is the set A ⊔a B ⊔b C endowed with the partial order
6 defined by: x 6 y if and only if:
• either x, y ∈ B ⊔b C and x ≤BHbC y,
• or x, y ∈ A \ {a} and x ≤A y,
• or x ∈ A \ {a}, y ∈ B ⊔b C and x ≤A a,
• or x ∈ minBHbC, y ∈ A \ {a} and a ≤A y.
This in turn expands into: x 6 y if and only if:
• (1) either x, y ∈ C and x ≤C y,
• (2) or x, y ∈ B \ {b} and x ≤B y,
• (6) or x ∈ B \ {b}, y ∈ C and x ≤B b,
• (8) or x ∈ min C, y ∈ B \ {b} and b ≤B y,
• (3) or x, y ∈ A \ {a} and x ≤A y,
• (4) or x ∈ A \ {a}, y ∈ B \ {b} and x ≤A a,
• (7) or x ∈ A \ {a}, y ∈ C and x ≤A a,
• (9) or x ∈ min C, b ∈ minB, y ∈ A \ {a} and a ≤a y,
• (5) or x ∈ (minB) \ {b}, y ∈ A \ {a} and a ≤A y.
Hence the two partial orders ≤ and 6 coincide of A⊔aB⊔bC, which proves the nested associativity
axiom. Now let a′ 6= a be a second element of A. The poset (AHaB)Ha′C is the set A⊔B⊔C\{a, a
′}
endowed with the partial order ≤ defined by: x ≤ y if and only if:
• either x, y ∈ C and x ≤C y,
• or x, y ∈ A ⊔a B \ {a
′} and x ≤AHaB y,
• or x ∈ A ⊔a B \ {a
′}, y ∈ C and x ≤AHaB a
′,
• or x ∈ min C, y ∈ A ⊔a B \ {a
′} and a′ ≤AHaB y.
This in turn expands into: x ≤ y if and only if:
• either x, y ∈ C and x ≤C y,
• or x, y ∈ B and x ≤B y,
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• or x, y ∈ A \ {a, a′} and x ≤A y,
• or x ∈ A \ {a, a′}, y ∈ B and x ≤A a,
• or x ∈ minB, y ∈ A \ {a, a′} and a ≤A y,
• or x ∈ minB, y ∈ C and a ≤A a
′,
• or x ∈ A \ {a, a′}, y ∈ C and x ≤A a
′,
• or x ∈ min C, y ∈ B and a′ ≤A a,
• or x ∈ min C, y ∈ A \ {a, a′} and a′ ≤A y.
Exchanging (B, a) with (C, a′) leaves the nine conditions above globally unchanged, which proves
the parallel associativity axiom. 
Remark 8. The same proof can be written almost word for word for the operad (P, •): it suffices
to replace Ha and Hb by •a and •b respectively, and to suppress ”min” everywhere in the proof.
Hence we have two proofs for Theorem 6.
We can see the difference between the three structures in this example:
q
q
q
a
b
c
•b q
q
1
2
= q
q
q
q
a
1
2
c
,
q
q
q
a
b
c
Hb q
q
1
2
=
q
qq
q
∨
a
1
2c
,
q
q
q
a
b
c
Nb q
q
1
2
=
q
∧qq
q
a 1
2
c
.
Remark 9. The family of partial compositions Ha restricts itself to the rooted trees. The sub-
operad thus defined is nothing but the NAP operad [4]. The pre-Lie operad [2] is however not
obtained form the family of partial compositions ◦a, which don’t restrict themselves to the rooted
trees.
3.4. Proof of Theorem 2. Recall the species automorphism Φ of P described in the Introduction,
defined by:
Φ(A) =
∑
A′A
A′.
Let A = (A,≤A) and B = (B,≤B) be two finite posets, and let a ∈ A. Let us introduce the two
following sets: Ω′(A, a,B) is the set of all partial orders ≤ on A ⊔a B such that
• B is convex in (A ⊔a B,≤),
• (B,≤ |B
)  B,
• (A ⊔a B,≤)/B  A, where the set (A ⊔a B)/B = (A \ {a}) ⊔ {B} is naturally identified
with A by sending B on a,
and Ω′′(A, a,B) is the set of all partial orders ≤ on A ⊔a B such that
(A ⊔a B,≤)  A •a B.
We obviously have:
(8) Φ(A •a B) =
∑
≤∈Ω′′(A,a,B)
(A ⊔a B,≤)
and
(9) Φ(A) ◦a Φ(B) =
∑
≤∈Ω′(A,a,B)
(A ⊔a B,≤).
To prove Theorem 2, it is then enough to prove the equality Ω′(A, a,B) = Ω′′(A, a,B). Let us
first prove the inclusion Ω′(A, a,B) ⊂ Ω′′(A, a,B): for any partial order ≤∈ Ω′(A, a,B) and x, y
such that x ≤ y, we have four cases to look at:
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• if x, y ∈ B then x ≤ |B
y, hence x ≤B y, hence x ≤A•aB y.
• If x ∈ A \ {a} and y ∈ B, then x ≤A a, hence x ≤A•aB y.
• If x ∈ B and y ∈ A \ {a}, then a ≤A y, hence x ≤A•aB y.
• If x, y ∈ A \ {a}, then x ≤A y, hence x ≤A•aB y.
To sum up, for any partial order ≤∈ Ω′(A, a,B) and for any x, y ∈ A ⊔a B, x ≤ y ⇒ x ≤A•aB y,
which shows the inclusion.
Let us now prove the reverse inclusion Ω′′(A, a,B) ⊂ Ω′(A, a,B): first of all, for any partial
order ≤∈ Ω′′(A, a,B) and for any x, z, y ∈ A ⊔a B with x, y ∈ B and x ≤ z ≤ y, we have
x ≤A•aB z ≤A•aB y, hence z ∈ B by convexity of B in A •a B. Hence B is convex in (A ⊔a B,≤).
Now for any x, y ∈ B we have x ≤ y ⇒ x ≤A•aB y ⇒ x ≤B y. Now let us denote by 6 the partial
order on A ∼ (A⊔a B)/B corresponding to the poset (A⊔aB,≤)/B. We just have to prove that
for any x, y ∈ A, x 6 y ⇒ x ≤A y. Four cases can occur:
(1) if x, y ∈ A \ {a}, two subcases occur:
• if x ≤A y then x ≤A•aB y, then x ≤A y.
• If there exist b, b′ ∈ B such that x ≤ b and b′ ≤ y, then x ≤A•aB b and b
′ ≤A•aB y,
hence x ≤A a and a ≤A y, which yields x ≤A y.
(2) If x ∈ A \ {a} and y = a, there exists b ∈ B such that x ≤ b, hence x ≤A•aB b, hence
x ≤A y.
(3) The case x = a and y ∈ A \ {a} is treated similarly.
(4) The case x = y = a is trivial.
This proves the equality Ω′(A, a,B) = Ω′′(A, a,B), which in turn proves Theorem 2.
Corollary 10. The partial compositions ◦ endow the species P with a linear operad structure,
isomorphic to (P, •).
3.5. The triple suboperad generated by the connected poset with two elements. It
is possible to generate all connected posets up to four vertices with the poset q
q
and the three
families of partial compositions •, H and N. Indeed,
q
q
q
a
b
c
= q
q
a
1
•1 q
q
b
c
, q
qq
∨a
cb
= q
q
1
b
H1 q
q
a
c
,
q
∧qq ab c = q
q
b
1
N1 q
q
c
a
,
q
q
q
q
a
b
c
d
= q
q
q
1
c
d
•1 q
q
a
b
,
q
qq
q
∨
a
b
dc
= q
q
q
a
1
c
H1 q
q
b
d
, q
qq
q
∨a
db
c
= q
q
q
1
b
c
H1 q
q
a
d
,
q
qq q
∨a
d
c
b
= q
qq
∨1
cb
H1 q
q
a
d
,
q
∧qq
q
a b
c
d
= q
q
q
a
1
d
N1 q
q
b
c
,
q
∧qq
qa
b c
d
= q
q
q
a
b
1
N1 q
q
c
d
,
q
∧qq qa
d
c
b
=
q
∧qq 1a b N1 q
q
c
d
, q q
q q
upslope
a d
b c
= q
qq
∨a
1b
N1 q
q
d
c
, q q
q q
upslope
a d
b c
= q
q
1
b
H1
q
∧qq ca d ,
q∨
qq
q
∧
a
d
b c
= q
q
a
1
•1
q
∧qq bc d .
One cannot generate all finite posets with the poset q
q
and the three families of partial composi-
tions •, H and N. For example, q q
q q
q
q
upslopeupsloper cannot be reached this way.
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4. Compatibilities for the operadic products
Proposition 11. Let A = (A,≤A), B = (B,≤B) and C = (C,≤C) be three finite posets, and let
a, b ∈ A, distinct. Then:
(ANaB) •b C = (A •b C)NaB,
(AHaB) •b C = (A •b C)HaB,
(AHaB)NbC = (ANbC)HaB.
Proof. 1. We put (ANaB) •b C = (A ⊔a B ⊔b C,≤S) and (A •b C)NaB = (A ⊔b C ⊔a B,≤T ). Let
x ∈ A ⊔a B ⊔b C. Then x ≤S y if:
y ∈ A \ {a, b} y ∈ B y ∈ C
x ∈ A \ {a, b} x ≤A y y ∈ max(B) and x ≤A a x ≤A b
x ∈ B a ≤A y x ≤B y x ≤ANaB b⇐⇒ a ≤A b
x ∈ C b ≤A y b ≤ANaB y ⇐⇒ x ≤C y
y ∈ max(B) and b ≤A a
Moreover, x ≤T y if:
y ∈ A \ {a, b} y ∈ B y ∈ C
x ∈ A \ {a, b} x ≤A y y ∈ max(B) and x ≤A a x ≤A b
x ∈ B a ≤A y x ≤B y x ≤A•bC b⇐⇒ a ≤A b
x ∈ C b ≤A y y ∈ max(B) and x ≤A•bC a⇐⇒ x ≤C y
y ∈ max(B) and b ≤A a
So ≤S=≤T .
2. Can be deduced from the first point, with the help of the involution on posets.
3. We put (AHaB)NbC = (A ⊔a B ⊔ C,≤S) and (ANbC)HaB = (A ⊔b C ⊔a B,≤T ). Let
x, y ∈ A ⊔a B ⊔b C. Then x ≤S y if:
y ∈ A \ {a, b} y ∈ B y ∈ C
x ∈ A \ {a, b} x ≤A y x ≤A a y ∈ max(C) and x ≤A a
x ∈ B x ∈ min(B) x ≤B y y ∈ max(C), x ∈ min(B) and a ≤A b
and a ≤A y
x ∈ C b ≤A y b ≤AHaB y ⇐⇒ x ≤C y
b ≤A a
Moreover, x ≤T y if:
y ∈ A \ {a, b} y ∈ B y ∈ C
x ∈ A \ {a, b} x ≤A y x ≤A a y ∈ max(C) and x ≤A a
x ∈ B x ∈ min(B) x ≤B y y ∈ max(C), x ∈ min(B) and a ≤ANbC y ⇐⇒
and a ≤A y y ∈ max(C), x ∈ min(B) and a ≤A b
x ∈ C b ≤A y x ≤ANbC a⇐⇒ x ≤C y
b ≤A a
Hence ≤S=≤T . 
Remark 12. Let a ∈ A and b ∈ B. In general:
(ANaB) •b C 6= ANa(B •b C), (AHaB) •b C 6= AHa(B •b C),
(A •a B)NbC 6= A •a (BNbC), (AHaB)NbC 6= AHa(BNbC),
(A •a B)HbC 6= A •a (BHbC), (ANaB)HbC 6= ANa(BHbC).
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For example:
( q
qa
Na q
qb ) •b q
q
=
q
∧qq b •b q
q
=
q
∧qq
q
, q
qa
Na( q
qb •b q
q
) = q
qa
Na q
q
q
=
q
∧qq
q .
( q
q
aHa q
q
b ) •b q
q
= q
qq
∨b •b q
q
=
q
qq
q
∨
, q
q
aHa( q
q
b •b q
q
) = q
q
aHa q
q
q
= q
qq
q
∨ .
( q
qa •a q
qb )Nb q
q
= q
q
qb
•b q
q
=
q
∧qq
q , q
qa •a ( q
qb
Nb q
q
) = q
qa
Na
q
∧qq = q∨
qq
q
∧
.
( q
q
aHa q
qb )Nb q
q
= q
qq
∨b Nb q
q
= q q
q q
 , q
q
aHa( q
qb
Nb q
q
) = q
q
aNa q
qq
∨ = q q
q q
upslope .
( q
q
a •a q
q
b )Hb q
q
= q
q
q
b •b q
q
= q
qq
q
∨ , q
q
a •a ( q
q
b Hb q
q
) = q
q
aNa q
qq
∨ = q∨
qq
q
∧
.
( q
qa
Na q
q
b )Hb q
q
=
q
∧qqb Hb q
q
= q q
q q
upslope , q
qa
Na( q
q
b Hb q
q
) = q
qa
Na q
qq
∨ = q q
q q
upslope .
5. Algebraic structures associated to these operads
5.1. Products. Let us introduce some notations: let A ∈ P{1,2} and B, C be two finite posets.
We put:
A ◦ (B, C) = (A ◦1 B) ◦2 C = (A ◦2 C) ◦1 B,
A • (B, C) = (A •1 B) •2 C = (A •2 C) •1 B,
AN(B, C) = (AN1B)N2C = (AN2C)N1B,
AH(B, C) = (AH1B)H2C = (AH2C)H1B.
The free algebra on one generator over the different operadic structures on P is the vector space:
FP(1) =
∞⊕
n=1
P({1, . . . , n})/Sn,
so it can be identified with the vector space generated by the isomorphism classes (shortly, iso-
classes) of finite posets. This space inherits several bilinear products from the operad structures
on posets, described below.
Notations. If A is a finite poset, we denote by ⌊A⌋ its isomorphism class.
Theorem 13. Let A = (A,≤A) and B = (B,≤B) be two finite posets. Then we have in FP(1):
(1) q1 q2 ◦ (⌊A⌋, ⌊B⌋) = q1 q2 • (⌊A⌋, ⌊B⌋) = q1 q2 N(⌊A⌋, ⌊B⌋) = q1 q2 H(⌊A⌋, ⌊B⌋) = ⌊AB⌋,
where AB = (A ⊔B,≤), with, for all x, y ∈ A ⊔B; x ≤ y if and only if:
• x, y ∈ A and x ≤A y,
• or x, y ∈ B and x ≤B y.
This product, defined on isoclasses of posets and also denoted by m, is sometimes called
the disjoint union [12]. It is associative and commutative.
(2) q
q
1
2 • (⌊A⌋, ⌊B⌋) = ⌊A ↓ B⌋, where A ↓ B = (A ⊔B,≤), with, for all x, y ∈ A ⊔B; x ≤ y if
and only if:
• x, y ∈ A and x ≤A y,
• or x, y ∈ B and x ≤B y,
• or x ∈ A and y ∈ B.
This product, defined on isoclasses of posets and also denoted by ↓, is sometimes called
the direct sum [12]. It is associative.
(3) ( q1 q2 + q
q
1
2 ) ◦ (⌊A⌋, ⌊B⌋) is the sum of isoclasses of posets C on A ⊔B such that:
• If x, y ∈ A, x ≤C y if, and only if, x ≤A y.
• If x, y ∈ B, x ≤C y if, and only if, x ≤B y.
• B < A in the sense of the Introduction, that is to say for all x ∈ B, y ∈ A, x 6≥C y.
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This product, denoted by ∗, is associative.
(4) q
q
1
2
N(⌊A⌋, ⌊B⌋) = ⌊A△B⌋, where ANB = (A ⊔ B,≤), with, for all x, y ∈ A ⊔ B; x ≤ y if
and only if:
• x, y ∈ A and x ≤A y,
• or x, y ∈ B and x ≤B y,
• or x ∈ A and y ∈ max(B).
This product, defined on isoclasses of posets and also denoted by △, is non associative
permutative: for all x, y, z ∈ FP(1),
x△(y△z) = (xy)△z = y△(x△z).
(5) q
q
1
2
H(⌊A⌋, ⌊B⌋) = ⌊A▽B⌋, where AHB = (A ⊔B,≤), with, for all x, y ∈ A ⊔B; x ≤ y if:
• x, y ∈ A and x ≤A y,
• or x, y ∈ B and x ≤B y,
• or x ∈ min(B) and y ∈ A.
This product, defined on isoclasses of posets and also denoted by ▽, is non associative
permutative: for all x, y, z ∈ FP(1),
x▽(y▽z) = (xy)▽z = y▽(x▽z).
Proof. 1. We prove it for ◦; the proof is similar in the other cases. First:
q1 q2
(12) = q1 q2 ;
q1 q2 ◦1 q1 q2 = q1 q2 ◦2 q1 q2 = q1 q2 q3 ,
so the product induced on FP(1) by q1 q2 is associative and commutative. Moreover:
q1 q2 ◦ (⌊A⌋, ⌊B⌋) = ⌊( q1 q2 ◦1 A) ◦2 B⌋.
By definition of ◦, ( q1 q2 ◦1 A) = A q2 , and A q2 ◦2 B = AB.
2. First:
q
q
1
2 •1 q
q
1
2 = q
q
1
2 •2 q
q
1
2 = q
q
q
1
2
3
,
so the product ↓ is associative. Moreover:
q
q
1
2 • (⌊A⌋, ⌊B⌋) = ⌊( q
q
1
2 •1 A) •2 B⌋.
The underlying set of the poset C = q
q
1
2 •1 A is A ⊔ {2}, and:
{(x, y) ∈ (A ⊔ {2})2 | x ≤C y} = {(x, y) ∈ A | x ≤A y} ⊔ ((A ⊔ {2}) × {2}).
Hence, the underlying set of the poset S = ( q
q
1
2 •1 A) •2 B = is A ⊔B, and:
{(x, y) ∈ (A ⊔B)2 | x ≤S y} = {(x, y) ∈ A | x ≤A y} ⊔ {(x, y) ∈ B | x ≤B y} ⊔ (A×B).
3. First:
( q1 q2 + q
q
1
2 ) ◦1 ( q1 q2 + q
q
1
2 ) = q1 q2 q3 + q1 q
q
2
3 + q2 q
q
1
3 + q3 q
q
1
2 + q
qq
∨1
32
+
q
∧qq 31 2 + q
q
q
1
2
3
= ( q1 q2 + q
q
1
2 ) ◦2 ( q1 q2 + q
q
1
2 ),
so ∗ is associative. Let us compute q
q
1
2 ◦ (A,B) = ( q
q
1
2 ◦1A) ◦2 B. By definition, q
q
1
2 ◦1A is the sum
of the posets C on A ⊔ {2} such that:
• For all x, y ∈ A, x ≤C y if, and only if, x ≤A y.
• For all y ∈ A, we do not have 2 ≤C y.
• There exists x ∈ A, x ≤C 2.
Hence, q
q
1
2 ◦ (A,B) is the sum of all the posets S on A ⊔B such that:
• For all x, y ∈ A, x ≤S y if, and only if, x ≤A y.
• For all x, y ∈ B, x ≤S y if, and only if, x ≤B y.
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• For all x ∈ B, y ∈ A, we do not have x ≤S y.
• There exists x ∈ A, y ∈ B, such that x ≤S y.
These conditions are equivalent to:
• For all x, y ∈ A, x ≤S y if, and only if, x ≤A y.
• For all x, y ∈ B, x ≤S y if, and only if, x ≤B y.
• A < B.
• S 6= AB.
Finally, q
q
1
2 ◦ (⌊A⌋, ⌊B⌋) is the sum of isoclasses of posets S on A ⊔B such that:
• If x, y ∈ A, x ≤S y if, and only if, x ≤A y.
• If x, y ∈ B, x ≤S y if, and only if, x ≤B y.
• A <S B.
• S 6= AB.
The first point gives the result for ∗.
4. First:
q
q
1
2
N2 q
q
1
2 = q
q
1
2
N1 q1 q2 =
q
∧qq 31 2 .
So for all x, y, z ∈ FP(1), x△(y△z) = (xy)△z. The commutativity of the product m gives the
permutativity of △. Moreover, ⌊A⌋△⌊B⌋ = ⌊( q
q
1
2
N1A)N2B⌋; the underlying set of the poset
C = q
q
1
2
N1A is A ⊔ {2}, and:
{(x, y) ∈ (A ⊔ {2})2 | x ≤C y} = {(x, y) ∈ A
2 | x ≤A y} ⊔ ((A ⊔ {2})× {2}).
so the underlying set of S = ( q
q
1
2
N1A)N2B is A ⊔B and:
{(x, y) ∈ (A ⊔B)2 | x ≤S y} = {(x, y) ∈ A | x ≤A y} ⊔ {(x, y) ∈ B | x ≤B y} ⊔ (A×max(B)).
5. Comes from the preceding point, using the involution on posets. 
The products m, ↓ and ∗ are extended to F P(1) = K ⊕ FP(1), by assuming that 1 ∈ K is the
unit for all these products. We now identify 1 with the empty poset.
Remark 14. We could also work with the free P-algebra FP(D) generated by a set D: this is the
vector space generated by isoclasses of posets decorated by D , that is to say pairs (A, d), where
A = (A,≤A) is a poset and d : A −→ D is a map.
5.2. Coproducts. We identify F P(1) and its graded dual, via the pairing defined on two isoclasses
of posets ⌊A⌋, ⌊B⌋ by:
〈⌊A⌋, ⌊B⌋〉 = s⌊A⌋δ⌊A⌋,⌊B⌋,
where s⌊A⌋ is the number of poset automorphisms of A. We now define two coproducts on FP(1).
Let A ∈ PA.
• We decompose it as A = A1 . . .Ak, where Ai are the connected components of A. Then:
∆(⌊A⌋) =
∑
I⊆{1,...,k}
⌊
∏
i∈I
Ai⌋ ⊗ ⌊
∏
i/∈I
Ai⌋.
This coproduct is dual of the product m.
• We put:
∆∗(⌊A⌋) =
∑
I⊆A, A\I<I
⌊A|A\I⌋ ⊗ ⌊A|I⌋.
This coproduct is the one of the Introduction, and it is the dual of the product ∗.
Theorem 15. (1) (F P(1), ∗,∆) and (F P(1),m,∆∗) are dual bialgebras.
(2) (F P(1), ↓,∆∗) is an infinitesimal bialgebra [5].
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Proof. Let A = (A,≤A) be a finite poset, and I ⊆ A. We shall say that I is an ideal of A if
A \ I < I.
1. For (F P(1),m,∆∗), it remains only to prove the compatibility of m and ∆∗. Let A and B
be finite posets. The ideals of AB are the subposets I = I1I2, where Ij is an ideal of Aj for all j.
So:
∆∗(⌊AB⌋) =
∑
I ideal of A
∑
J ideal of B
⌊AB|A⊔B\I⊔J⌋ ⊗ ⌊AB|I⊔J⌋
=
∑
I ideal of A
∑
J ideal of B
⌊A|A\I⌋⌊B|B\J⌋ ⊗ ⌊A|I⌋⌊B|J⌋
= ∆∗(A)∆∗(B).
Hence, (F P(1),m,∆∗) is a bialgebra. By duality, (F P(1), ∗,∆) also is.
2. It remains to prove the compatibility between ↓ and ∆∗. Let A and B be two finite posets.
The ideals of A ↓ B are the ideals of B and the ideals I ⊔B, where I is an ideal of A. Note that
in this description, B appears two times, as B and ∅ ⊔B. Hence:
∆∗(⌊A ↓ B⌋) =
∑
I ideal of A
⌊A ↓ B|A\I⌋ ⊗ ⌊A ↓ B|I⊔B⌋+
∑
I ideal of B
⌊A ↓ B|A⊔B\I⌋ ⊗ ⌊A ↓ B|I⌋
− ⌊A ↓ B|A⌋ ⊗ ⌊A ↓ B|B⌋
=
∑
I ideal of A
⌊A|A\I⌋ ⊗ ⌊A|I⌋ ↓ ⌊B⌋+
∑
I ideal of B
⌊A⌋ ↓ ⌊B|B\I⌋ ⊗ ⌊B|I⌋ − ⌊A⌋ ⊗ ⌊B⌋
= ∆∗(⌊A⌋) ↓ (1⊗ ⌊B⌋) + (⌊A⌋ ⊗ 1) ↓ ∆∗(⌊B⌋) − ⌊A⌋ ⊗ ⌊B⌋.
So (F P(1), ↓,∆∗) is indeed an infinitesimal bialgebra. 
All these objects are graded by the cardinality of posets and are connected. By the rigidity
theorem for connected infinitesimal bialgebras [5], (F P(1), ↓,∆∗) is isomorphic to a tensor algebra,
with the concatenation product and the deconcatenation coproduct. Consequently:
Corollary 16. The commutative bialgebra (F P(1),m,∆∗) is cofree; the cocommutative bialgebra
(F P(1), ∗,∆) is free.
6. Suboperads generated in degree 2
6.1. WN Posets. Let A be a finite poset. We shall say that it is a poset without N, or WN
poset, if it does not contain any subposet isomorphic to q q
q q
 [12, 3]. For any finite set A, the space
of finite WN poset structures on A is denoted by WNPA. We define in this way a linear species
WNP. For example, here are the isoclasses of WN posets of cardinality ≤ 4:
q ; q q , q
q
; q q q , q q
q
, q
qq
∨ , q
q
q
,
q
∧qq ;
q q q q , q q q
q
, q
q
q
q
, q
qq
∨ q, q
q
q
q ,
q
∧qq q , q
qq q
∨ , q
qq
q
∨ ,
q
qq
q
∨
, q
q
q
q
,
q
∧qq q ,
q
∧qq
q ,
q
∧qq
q
, q q
q q
upslope , q∨
qq
q
∧
.
Lemma 17. (1) Let A be a WN poset. It can be written in a unique way as A = A1 ↓ . . . ↓
Ak, with for all 1 ≤ i ≤ k, ⌊Ai⌋ = q or Ai is not connected.
(2) Let A and B be two finite posets. The following conditions are equivalent:
(a) A and B are WN.
(b) AB is WN.
(c) A ↓ B is WN.
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Proof. (1) Existence. We proceed by induction on n = |A|. If n = 1, then ⌊A⌋ = q and the result
is obvious. Let us assume the result at all rank < n. If A is not connected, we choose k = 1 and
A1 = A. Let us assume that A is connected. If A has a unique maximal element M , then for all
x ∈ A, x ≤A M so A = (A \ {M}) ↓ {M}: we then apply the induction hypothesis to A \ {M}
and obtain a decomposition of A. Let us assume that A has at least two maximal elements. We
put:
A′ = {x ∈ A | ∀M ∈ max(A′), x ≤A M}, A
′′ = A \ A′.
Let M ∈ max(A) and M ′ be another maximal element of A. We do not have M ≤ M ′, so
M ∈ A′′, hence max(A) ⊆ A′′. Let m ∈ min(A), and let us assume that m /∈ A′. So there
exists a maximal element M ′, such that m and M ′ are not comparable in A. Moreover, there
exists m ∈ max(A), m ≤A M . As A is connected, there exists elements x1, . . . , x2k−1 such that
x0 = M ≥A x1 ≤A x2 ≥A . . . ≥A x2k−1 ≤A x2k = M
′. We choose these elements in such a way
that k is minimal. As A is WN, necessarly k = 1, and then M,m, x1,M
′ is a copy of q q
q q
 in A:
contradiction. So min(A) ⊆ A′: consequently, A′ and A′′ are nonempty.
Let x ∈ A′ and y ∈ A′′. If y ∈ max(A), by definition of A′, x ≤A y. If not, as y ∈ A
′′, there
exists M ∈ max(A) such that y and M are not comparable in A; there exists M ′ ∈ max(A), such
that y ≤A M
′. As x ∈ A′, x ≤A M,M
′. As {x, y,M,M ′} cannot be isomorphic to q q
q q
 , necessarily
x ≤A y. Finally, A = A
′ ↓ A′′. Applying the induction hypothesis to A′ and A′′, we obtain the
result.
Unicity. Let us assume that A = A1 ↓ . . . ↓ Ak = A
′
1 ↓ . . . ↓ A
′
l, with for all i, j, Ai and
A′j reduced to a single point or non connected. We proceed by induction on k. First, observe
that if k ≥ 2, A is connected and not reduced to a single point. So k = 1 is equivalent to
l = 1, which proves the result for k = 1. Let us assume the result at rank k − 1. We consider
A′ = {x ∈ A | ∀M ∈ max(A), x <A M}. Clearly, A1 ↓ . . . ↓ Ak−1 ⊆ A
′. If Ak = {M}, then M
is the unique maximal element of A, and M /∈ A′. If Ak is not reduced to a single element, then
it is not connected. Let x ∈ Ak and let M be a maximal element of Ak which is in a different
connected component. Then M is a maximal element of A and we do not have x <A M , so
x /∈ A′. Consequently, A′ = A1 ↓ . . . ↓ Ak−1. Similarly, A
′ = A1 ↓ . . . ↓ A
′
l−1. Taking the
complement, Ak = A
′
l. Using the induction hypothesis, k = l, and Ai = A
′
i for all 1 ≤ i ≤ k − 1.
(2) (a) ⇐⇒ (b). Let N be a copy of q q
q q
 in AB. As q q
q q
 is connected, it is included in a
component of AB, so is included in A or is included in B. So AB is WN if, and only if, A and B
are.
(a)⇐⇒ (c). Let N be a copy of q q
q q
 in A ↓ B. We put N1 = N ∩A and N2 = N ∩B. Then, for
all x ∈ N1, y ∈ N2, x ≤A↓B y, so N = N|N1 ↓ N|N2 . The only possibilities are (N1, N2) = (N , ∅)
or (∅,N ), so N ⊆ A or N ⊆ B. Hence, A ↓ B is WN if, and only if, A and B are. 
The vector space FWNP(1) generated by the set of isoclasses of WN posets is an algebra for
both products m and ↓: this is a 2-As algebra, with the terminology of [7]. As the first product
is commutative, we shall say that it is a Com-As algebra.
Theorem 18. WNP is a suboperad of (P, •). It is generated by m = q1 q2 and ↓= q
q
1
2 ∈ P{1,2},
and the relations:
m(12) = m, m •1 m = m •2 m, ↓ •1 ↓ =↓ •2 ↓ .
Proof. First step. Let us first prove that WNP is a suboperad of P for the product •. Let A,B
be two WN posets, and a ∈ A. Let us assume that C = A •a B contains a copy N of q q
q q
 . The
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elements of N are denoted in this way:
z
❃
❃
❃
❃
❃
❃
❃
❃
t
x y
As A and B are WN, N cannot be included in A \ {a}, nor in B. If N ∩ B is a singleton,
C/B → {a} = A contains a copy of q q
q q
 , formed by a and the three elements of N ∩A \ {a}: this
is a contradiction. If N ∩ B contains two elements, six cases are possible:
• N ∩ B = {x, y}: as y ≤C t, we should have x ≤C t: this is a contradiction.
• N ∩ B = {x, z}: as y ≤C z, we should have x ≤C z: this is a contradiction.
• N ∩ B = {x, t}: as x ≤C z, we should have t ≤C z: this is a contradiction.
• N ∩ B = {y, z}: as x ≤C z, we should have x ≤C y: this is a contradiction.
• N ∩ B = {y, t}: as y ≤C z, we should have t ≤C z: this is a contradiction.
• N ∩ B = {z, t}: as x ≤C z, we should have x ≤C t: this is a contradiction.
If N ∩ B contains three elements, four cases are possible:
• N ∩ B = {x, y, z}: as y ≤C t, we should have x ≤C t: this is a contradiction.
• N ∩ B = {x, y, t}: as y ≤C z, we should have t ≤C z: this is a contradiction.
• N ∩ B = {x, z, t}: as y ≤C t, we should have y ≤C x: this is a contradiction.
• N ∩ B = {y, z, t}: as x ≤C z, we should have x ≤C y: this is a contradiction.
In all cases, we obtain a contradiction, so C is WN.
Second step. We denote by P′ the suboperad of P generated by q1 q2 and q
q
1
2 . By the first point,
P′ ⊆ WNP. Let us prove the inverse inclusion. Let A be a WN poset, let us prove that A ∈ P′
by induction on n = |A|. This is obvious if n = 1 or n = 2. Let us assume the result at all rank
< n, with n ≥ 3. If A is not connected, we can write A = A1A2, with A1 and A2 nonempty. By
restriction, A1 and A2 are WN, so belong to P
′ by the induction hypothesis. Then:
A = q1 q2 • (A1,A2) ∈ P
′.
If A is connected, as it is WN we can write it as A = A1 ↓ A2, with A1 and A2 nonempty. By
restriction, A1 and A2 are WN, so belong to P
′ by the induction hypothesis. Then:
A = q
q
1
2 • (A1,A2) ∈ P
′.
Last step. In order to give the presentation of WNP by generators and relations, it is enough
to prove that free WNP-algebras satisfy the required universal property. We restrict ourselves to
FWNP(1), the other cases are proved similarly. More precisely, let (A,m, ↓) be a Com-As algebra,
that is to say that (A,m) is an associative, commutative algebra, and (A, ↓) is an associative
algebra, and let a ∈ A. Let us show that there exists a unique morphism φ of Com-As algebras
from FWNP(1) to A, sending q to a. For this, we consider an iso-class ⌊A⌋ of a WN poset. We
define φ(⌊A⌋) by induction on the cardinality of A in the following way:
• φ( q) = a.
• If φ is not connected, we put A = A1 . . .Ak, where k ≥ 2 and A1, . . . ,Ak are connected.
We put:
φ(⌊A⌋) = φ(⌊A1⌋) . . . φ(⌊Ak⌋).
As the product m of A is commutative, this does not depend of the chosen order on the
connected components of A, so is well-defined.
• If ⌊A⌋ 6= q and A is connected, by the preceding lemma it can be uniquely written as
A = A1 ↓ . . . ↓ Ak, with k ≥ 2, with for all i ⌊Ai⌋ = q or Ai not connected. We put:
φ(⌊A⌋) = φ(⌊A1⌋) ↓ . . . ↓ φ(⌊Ak⌋).
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It is an easy exercise to prove that φ is indeed a Com-As algebra morphism. 
6.2. Compositions N and H. We first define the notion of ▽-compatible poset, inductively on
the cardinality. Let A = (A,≤A) be a finite poset of cardinality n. We shall need the following
notation: we first put
A′ = {y ∈ A | ∀x ∈ min(A), x <A y}.
We then define bA = A|A′ and rA = A|A\A′ . Note that the minimal elements of A do not belong
to A′, so rA is not empty. It may happen that bA is empty.
Let us now define ▽-compatible posets by induction on the cardinality. If n = 1, then ⌊A⌋ = q
is ▽-compatible. If n ≥ 2, we shall say that A is ▽-compatible if one of the following conditions
holds:
(1) A is not connected and all the connected components of A are ▽-compatible.
(2) A is connected and the following conditions hold:
(a) bA is not empty.
(b) bA and rA are ▽-compatible.
(c) A = bA▽rA.
The subspecies of P of ▽-compatible posets is denoted by CP▽.
For example, here are the isoclasses of ▽-compatible posets of cardinality ≤ 4:
q ; q q , q
q
; q q q , q q
q
, q
qq
∨ , q
q
q
,
q
∧qq ;
q q q q , q q q
q
, q
q
q
q
, q
qq
∨ q, q
q
q
q ,
q
∧qq q , q
qq q
∨ , q
qq
q
∨ ,
q
qq
q
∨
, q
q
q
q
,
q
∧qq q ,
q
∧qq
q
, q q
q q
 , q q
q q
upslope , q∨
qq
q
∧
.
Lemma 19. Let A = (A,≤A) and B = (B,≤B) be two finite posets.
(1) b(A▽B) = AbB and r(A▽B) = rB.
(2) Let us assume that A is ▽-compatible.
(a) A is connected and different from q if, and only if, bA is nonempty.
(b) If A is connected, then ⌊rA⌋ = q or rA is not connected.
Proof. (1) This comes easily from the observation that min(A▽B) = minB.
(2) (a) =⇒. By definition of the ▽-compatibility. ⇐=. If ⌊A⌋ = q , then obviously bA is empty.
If A is not connected, let us take a ∈ A. If m is a minimal element of connected component of A
which does not contain a, we do not have a >A m, so a /∈ A
′: bA is empty.
2. (b) Let us assume that ⌊rA⌋ 6= q and is connected. By (2) (a), brA is not empty. By (1),
bA = b(bA▽rA) = bAbrA 6= bA, which is a contradiction. 
Lemma 20. Let A = (A,≤A) and B = (B,≤B) be two ▽-compatible posets. Then AB and A▽B
are ▽-compatible.
Proof. Let A = A1 . . .Ak and B = B1 . . .Bl be the decomposition of A and B into connected
components. By definition, A1, . . . ,Ak,B1, . . . ,Bl are ▽-compatible. Then AB is not connected
and its connected components are A1, . . . ,Ak,B1, . . . ,Bl, so AB is ▽-compatible.
Let us prove that C = A▽B is ▽-compatible First, observe that rC = rB and bC = AbB.
• If B is not connected or reduced to a single element, rC = B and bC = A, so are both
▽-compatible.
• If not, rC = rB and bC = AbB are both ▽-compatible, as B is ▽-compatible.
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Moreover:
bC▽rC = (AbB)▽rB = A▽(bB▽rB) = A▽B = C,
so C is ▽-compatible. 
Theorem 21. The species CA▽ is a suboperad of (P,H). It is generated by the elements m = q1 q2
and ▽ = q
q
1
2
in CP▽({1, 2}), and the relations:
m(12) = m, mH1m = mH2m, ▽H1m = ▽H2▽.
Proof. First step. Let us prove that CP▽ is a suboperad. Let A = (A,≤A) and B = (B,≤B) be
two ▽-compatible posets, and let a ∈ A; let us show that C = AHaB is ▽-compatible. We proceed
by induction on the cardinality n of A. If n = 1, then C = B and the result is obvious. Let us
assume the result at all ranks < n. If A is not connected, we can write A = A1A2, with A1 and
A2 nonempty ▽-compatible posets. Then:
C = ( q1 q2 H(A1,A2))HaB
= q1 q2 H(A1HaB,A2) or q1 q2 H(A1,A2HaB)
= (A1HaB)A2 or A1(A2HaB).
We conclude with the induction hypothesis applied to A1 or A2 and with lemma 20. If A is
connected, we can write A = A1▽A2, with A1 = bA and A2 = rA nonempty ▽-compatible
posets. Then:
C = ( q
q
1
2
H(A1,A2))HaB
= q
q
1
2
H(A1HaB,A2) or q
q
1
2
H(A1,A2HaB)
= (A1HaB)▽A2 or A1▽(A2HaB).
We conclude with the induction hypothesis applied to A1 or A2 and with lemma 20.
Second step. Let P′ be the suboperad of (P,H) generated by q1 q2 and q
q
1
2 . The first step
implies that P′ ⊆ CP▽. Let us prove the inverse inclusion. Let A be a ▽-compatible poset; let us
prove that A ∈ P′ by induction on its cardinality n. It is obvious if n = 1. Let us assume the
result at all rank < n. If A is not connected, we can write A = A1A2, with A1 and A2 nonempty
▽-compatible posets. Then A = q1 q2 H(A1,A2) belongs to P
′ by the induction hypothesis. If A
is connected, we can write A = A1▽A2, with A1 = bA and A2 = rA nonempty ▽-compatible
posets. Then A = q
q
1
2
H(A1,A2) belongs to P
′ be the induction hypothesis.
Last step. In order to prove the generation of CP▽ by generators and relations, it is enough
to prove the required universal property for free CP▽-algebras. Let us restrict ourselves to the
case of one generator; the proof is similar in the other cases. FCP▽(1) is the space generated by
the isoclasses of ▽-compatible posets, with the products m and ▽. Let A be an algebra with an
associative and commutative product m and a second product ▽, such that:
∀x, y, z ∈ A, x▽(y▽z) = (xy)▽z.
Let a ∈ A; let us prove that there exists a unique morphism φ : FCP▽(1) −→ A for the two
products m and ▽, such that φ( q) = a.
We define φ(⌊A⌋) for any ▽-compatible poset A by induction on its cardinality n. If n = 1,
then φ(⌊A⌋) = a. If n > 1 and A is not connected, let us put A = A1 . . .Ak be the decomposition
of A into connected components. We then put:
φ(⌊A⌋) = φ(⌊A1⌋) . . . φ(⌊Ak⌋).
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As the product m of A is associative and commutative, this does not depend on the chosen order
on the Ai, so is well-defined. If n > 1 and A is connected, we write A = bA▽rA and put:
φ(⌊A⌋) = φ(⌊bA⌋)▽φ(⌊rA⌋).
Let us prove that this is indeed an algebra morphism for both products. It is immediate for m.
Let A and B be two ▽-compatible posets. We put C = A▽B. If A is not connected, then bC = A
and rC = B. By definition of φ, φ(⌊C⌋) = φ(⌊A⌋)▽φ(⌊B⌋). If A is not connected, then bC = AbB
and rC = rA. By definition of φ:
φ(⌊C⌋) = φ(⌊AbB⌋)▽φ(⌊rB⌋)
= (φ(⌊A⌋)φ(⌊bB⌋))▽φ(⌊rB⌋)
= φ(⌊A⌋)▽(φ(⌊bB⌋)▽φ(⌊rB⌋))
= φ(⌊A⌋)▽φ(⌊B⌋).
So the morphism φ exists. As FCP▽(1) is generated for the products m and ▽ by q , the unicity is
immediate. 
6.3. Comparison of WN posets and ▽-compatible posets. The preceding observations on
WN posets and ▽-compatible posets gives the following decompositions:
(1) (a) If A is a non connected WN poset, it can be written as A = A1 . . .Ak, where
A1, . . . ,Ak are connected WN posets. This decomposition is unique, up to the order
of the factors.
(b) If A is connected and different from q , it can be uniquely written as A = A1 ↓ A2,
where A1 is a WN poset, and A2 is a WN poset, non connected or equal to q.
(2) (a) If A is a non connected ▽-compatible poset, it can be written as A = A1 . . .Ak,
where A1, . . . ,Ak are connected ▽-compatible posets. This decomposition is unique,
up to the order of the factors.
(b) If A is connected and different from q , it can be uniquely written as A = A1▽A2,
where A1 is a ▽-compatible poset, and A2 is a ▽-compatible poset, non connected or
equal to q .
Consequently, the species WNP and CP▽ are isomorphic (as species, not as operads). An
isomorphism is inductively defined by a bijection θ from WNPA to CP
▽
A by:
• θ( qa ) = qa .
• If A = A1 . . .Ak is not connected, θ(A) = θ(A1) . . . θ(Ak).
• If A = A1 ↓ A2 is connected, with A2 non connected or equal to 1, then θ(A) =
θ(A1)▽θ(A2).
For example, if A is a WN poset of cardinality ≤ 4, then θ(A) = A, except if ⌊A⌋ =
q
∧qq
q . Moreover:
θ
(
q
∧qq
q1
2 3
4
)
= θ( q
q
1
2
q3 ↓ q4 ) = q
q
1
2
q3 ▽ q4 = q q
q q
upslope
1 3
2 4
.
As a consequence, the sequences (dim(WNP{1,...,n}))n≥1 and (dim(CP
▽
{1,...,n}))n≥1 are both
equal to sequence A048172 of the OEIS [11]; considering the isoclasses, the sequences (dim(FWNP(1)n)n≥1
and (dim(FCP▽(1)n)n≥1 are both equal to sequence A003430 of the OEIS.
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