ABSTRACT This paper deals with a class of inertial quaternion-valued high-order Hopfield neural networks with state-dependent delays. Without decomposing the considered neural networks into real-valued systems, based on a continuation theorem of coincidence degree theory and the Wirtinger inequality, the existence of anti-periodic solutions of the networks is established. By constructing a suitable Lyapunov function, the global exponential stability of anti-periodic solutions of the networks is obtained. Finally, a numerical example is given to show the feasibility of our results.
I. INTRODUCTION
Since high-order Hopfield neural networks have stronger approximation characteristics, faster convergence speed, larger storage capacity and higher fault tolerance than loworder neural networks, they have become the object of intensive analysis by many scholars in recent years. Since all of these applications depend to a large extent on their dynamics, many scholars have studied various dynamic properties of high-order Hopfield neural networks [3] , [1] - [5] .
On the one hand, it is worth noting that the introduction of inertial terms into neural network models can easily lead to complex dynamic behaviors in networks [6] , [7] . In addition, the inclusion of inertial terms in standard neural network models also has some practical backgrounds [8] , [9] . Therefore, in some cases, it is more reasonable to describe neural network models using second-order differential equations. At present, there is not much literature on the study of inertial neural network dynamics [10] - [13] .
On the other hand, quaternion algebra was introduced into mathematics by Hamilton in 1843. The skew field of The associate editor coordinating the review of this manuscript and approving it for publication was Bing Li. quaternions is denoted by H := {x|x = x Although quaternion-valued neural networks contain realvalued neural networks and complex-valued neural networks as their special cases, due to the non-commutativity of quaternion multiplication, in general, methods for studying real-valued and complex-valued neural networks cannot be directly used to study quaternion-valued neural networks. In order to avoid the non-commutativity, there are two commonly feasible methods: one is to decompose a quaternionvalued neural network into four real-valued systems according to Hamilton's multiplication rules and the other is to decompose a quaternion-valued neural network into two complex-valued systems based on the complex decomposition properties of quaternions. For papers on the study of quaternion-valued neural networks using the method of decomposing a quaternion-valued neural network into four real-valued neural networks, see [14] - [16] ; for papers on the study of quaternion-valued neural networks using the method of decomposing a quaternion-valued neural network into two complex-valued neural networks, see [17] , [18] . However, to date, little research has been done on the dynamics of quaternion-valued neural networks by using nondecomposition methods [19] .
In addition, as we know, periodicity, anti-periodicity, and almost periodicity are important dynamic properties of timevarying neural network systems, and since neural network signal transmission processes can often be described as anti-periodic processes, many authors have studied the antiperiodicity of various types of neural networks [20] - [27] .
Motivated by the aforementioned discussions, in this paper, we are concerned with the following inertial quaternionvalued high-order Hopfield neural network with statedependent delays:
where p = 1, 2, . . . , n and n is the number of units in the neural network, x p (t) ∈ H corresponds to the state vector of the pth unit at time t; α p (t) ≥ 0, β p (t) ≥ 0 are the coefficients of the first derivative term and the connected term, respectively; a pq (t), b pql (t) ∈ H are the first-and second-order connection weights of the neural network at time t, τ pq (t, x q (t)) ≥ 0, σ pql (t, x q (t)) ≥ 0 and ν pql (t, x q (t)) ≥ 0 correspond to the transmission delays, I p (t) ∈ H denotes the external input at time t, and f q , g q : H → H are the activation functions of signal transmission.
Remark 1:
In all existing studies on inertial neural networks, the coefficients of both the first derivative term and the connected term are considered as constants. Considering in real electronic circuit systems, the parameters of the electronic components may vary with the environment. Therefore, it is more practical to assume that all the parameters in the network considered in this paper are time-varying ones.
Throughout this paper, we assume that
and there exists a constant ω > 0 such that 
We will adopt the following notation:
The initial value of system (1) is given by
where
The main purpose of this paper is to study the existence and global exponential stability of anti-periodic solutions of system (1) . Without decomposing system (1) into real or complex value systems, by applying a continuation theorem of coincidence degree theory and the Wirtinger inequality, VOLUME 7, 2019 we establish the existence of anti-periodic solutions of system (1) and by constructing a suitable Lyapunov function, we derive a set of sufficient conditions guaranteeing the exponential stability of anti-periodic solutions of system (1). The results and methods of this paper are brand new.
Remark 2: Even when (1) degenerates into a real-valued system or a complex-valued system, the existence and stability of anti-periodic solutions of system (1) has not been studied. The rest of this paper is organized as follows. In Section 2, we transform system (1) into a system of first-order differential equations and introduce some lemmas. In Section 3, we study the existence of anti-periodic solutions of system (1) . In Section 4, we investigate the global exponential stability of anti-periodic solutions of system (1) . In Section 5, we give a numerical example to illustrate the feasibility of the obtained results. We give a brief conclusion in Section 6.
II. PRELIMINARIES
Let (x 1 , x 2 , . . . , x n ) T be a solution of system (1) with initial value (2). Set variable transformation:
then system (1) becomes
with the initial value:
It is easy to draw the following conclusion through a direct calculation:
Lemma 3: [28] Let X and Y be Banach spaces, and let
Assume that L is one-to-one and K := L −1 N is compact. Furthermore, assume that there exists a bounded and open subset ⊂ X with 0 ∈ such that equation Lu = λNu has no solutions in ∂ ∩ Dom L for any λ ∈ (0, 1). Then the problem Lu = Nu has at least one solution in .
. . ,ỹ n ) T be two arbitrary solutions of system (4) with initial values = (ϕ 1 , . . . , ϕ n , φ 1 , . . . , φ n ) T and = (φ 1 , . . . ,φ n ,φ 1 , . . . ,φ n ) T , respectively. If there exist constants ε > 0 and M > 0 such that
, then every solution of system (4) is said to be globally exponentially stable.
III. THE EXISTENCE OF ANTI-PERIODIC SOLUTIONS
In this section, based on Lemma 3, we shall study the existence of anti-periodic solution of (1) . Let
where for p = 1, 2, . . . , n,
then X is a Banach space with the norm · X . Theorem 1: Assume that (H 1 )-(H 3 ) hold. Furthermore, suppose that (A 1 ) 2π −ω > 0 and 2π (2π −ω)−C > 0, where
|α p (t) − 1|, then system (1) has at least one ω 2 -anti-periodic solution, which lies in the region:
It is easy to see that Ker L = {0} and Im
Denote by L −1 the inverse of L and take K := L −1 N , then by using Arzela-Ascoli theorem, we can verify that K is compact.
Let u ∈ X be an arbitrary solution of Lu = λNu for a certain λ ∈ (0, 1), then we have
Multiplying byẋ * p (t) on both sides of the first equation of (5) and then integrating it over the interval [0, ω], for p = 1, 2, . . . , n, we have
Multiplying byẏ * p (t) on both sides of the second equation of (5) and then integrating it over the interval [0, ω], we have
Since x p , y p are ω 2 -anti-periodic and x p , y p ∈ C 1 , p = 1, 2, . . . , n, then by Lemma 1, we have
and
From (6)-(9), for p = 1, 2, . . . , n, we can get
Hence, for p = 1, 2, . . . , n, we find
For u = (x 1 , x 2 , . . . , x n , y 1 , y 2 , . . . , y n ) ∈ X , we can assume that
, that is, for p = 1, 2, . . . , n,
Therefore, it follows from (10)- (12) that
Take = {u ∈ X : u X < D + 1}, then ⊂ X with 0 ∈ such that equation Lu = λNu has no solutions in ∂ ∩ Dom L for any λ ∈ (0, 1). Thus, by Lemma 3, we obtain that system (4) has at least one ω 2 -anti-periodic solution in . In view of Remark 3, we see that system (1) has at least one ω 2 -antiperiodic solution in X 0 . The proof is complete.
IV. THE GLOBAL EXPONENTIAL STABILITY OF ANTI-PERIODIC SOLUTION
In this section, we construct Lyapunov functionals and use some inequality techniques to study the global exponential stability of anti-periodic solutions of (1). (A 3 ) There exists a positive constant ε > 0 satisfying
Then system (1) has a unique ω 2 -anti-periodic solution and it is globally exponentially stable.
Proof: By Theorem 1, we know that system (4) has an ω 2 -periodic solutionũ(t) and suppose that its initial value is (t). Let u(t) be an arbitrary solution of system (4) with the initial value (t). Set v p (t) = x p (t) −x p (t), w p (t) = y p (t) − y p (t), by (4), we have
where p = 1, 2, . . . , n,
Define a Lyapunov functional as follows:
By (13) and Lemma 2, we can obtain (14) and
Further, based on (14) and (15), we have
Hence, we can obtain
where M = √ . Therefore, the (1) is also globally exponentially stable. The proof is complete.
V. NUMERICAL EXAMPLE
In this section, we give an example to show the feasibility and effectiveness of the results obtained in this paper.
Example 1: In system (1), let n = 2 and take the coefficients as follows: for p, q, l = 1, 2, α p (t) = cos 12t + 2, β p (t) = cos 12t + 5, I p (t) = 0.6 sin 6t + i cos 6t + j sin 6t + k2 cos 6t, and for any x ∈ H, x = x R + ix I + jx J + kx K , take the activation functions as
It is easy to get that Figures 1-6 ).
VI. CONCLUSION
In this paper, the existence and global exponential stability of anti-periodic solutions of inertial quaternion-valued highorder Hopfield neural networks with delays is investigated via direct methods. Our results of this paper are new even when the considered neural networks degenerate into realvalued or complex-valued ones. In addition, our method of this paper is new and can be applied to study other types of the quaternion-valued neural networks with or without inertial terms. 
