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Bibliographische Beschreibung 
Dynamic parameter identification techniques and test structures for microsystems 
characterization on wafer level 
 
Eine Methode zur dynamischen Parameteridentifikation und Teststrukturen zur Cha-
rakterisierung von Mikrosystemen auf Waferebene 
 
Shaporin, Alexey – 199 Seiten, 150 Abbildungen, 21 Tabellen, 242 Literaturstellen 
 
Technische Universität Chemnitz,  
Fakultät für Elektrotechnik und Informationstechnik, 
Dissertation, 2009 
Stichworte 
Mikrosystemtechnik, Prozesstoleranzen, Messtechnik, Finite-Element-Analyse, 
Eigenfrequenzen, Laser-Doppler-Vibrometrie, Qualitätssicherung, Teststrukturen. 
Kurzfassung 
In der vorliegenden Arbeit wird eine Methode zur Charakterisierung von Mikrosys-
temen mit beweglichen Komponenten dargestellt. Sie erlaubt, funktionsrelevante 
Parameter und deren Schwankungen produktionsbegleitend auf Waferlevel zu ermit-
teln.  
 
Dabei wird vorausgesetzt, dass die Sollform der Struktur und die Abweichungsarten 
bekannt sind. Die Methode beruht auf dem Vergleich von numerisch berechneten 
mit experimentell ermittelten Eigenfrequenzen der untersuchten Mikrosysteme. 
Dazu wird die Abhängigkeit verschiedener Eigenfrequenzen von den gesuchten 
Parametern mittels einer Parametervariationsanalyse berechnet und durch eine ge-
eignete Funktion angenähert. Die Messung der dynamischen Eigenschaften erfolgt 
mit Hilfe eines Bewegungsanalysators, der auf einem Laser-Doppler-Vibrometer 
basiert. Im letzen Schritt werden die gesuchten Parameter berechnet. 
 
Kernpunkt der entwickelten Methode sind Messungen auf der Basis von speziellen 
Teststrukturen, die im Waferlayout neben den eigentlichen Nutzstrukturen platziert 
sind und parallel mit den Nutzstrukturen prozessiert werden. Es werden Algorith-
men zur Generierung des Designs der Teststrukturen und ihrer Platzierung im Wa-
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ferlayout entwickelt. Dabei werden das Design der Nutzstruktur und deren funkti-
onsrelevante Parameter, der technologische Ablauf und materialspezifische Kenn-
werte berücksichtigt. Im Ergebnis liegt eine Bibliothek von Standard-Teststrukturen 
vor, die für produktionsbegleitende Messungen sowie für die Übertragbarkeit der 
Ergebnisse geeignet sind. Außerdem werden allgemeingültige Richtlinien zur 
Durchführung der Messungen an den Standard-Teststrukturen abgeleitet. 
 
Das Messverfahren wurde an unterschiedlichen Mikrosystemen mit beweglichen 
Komponenten überprüft und zu einer allgemeinen Messmethode für diese Klasse 
von Mikrosystemen erweitert. 
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Bibliographic description 
Dynamic parameter identification techniques and test structures for microsystems 
characterization on wafer level 
Shaporin, Alexey – 199 pages, 150 figures, 21 tables, 242 references 
Chemnitz University of Technology, Faculty of Electrical Engineering and Informa-
tion Technology, PhD Thesis, 2009 
Keywords 
Microsystems, process tolerances, measurement technique, Eigenfrequencies, Laser 
Doppler vibrometry, FEM, quality control, test structures, structure optimization. 
Abstract 
In this work a method for the characterization of microsystems with movable com-
ponents is presented. The method allows to determine the relevant parameters and 
their variations on wafer level if the nominal shape of the structure and the type of 
deviations are known. The method is based on a comparison of the numerically cal-
culated and experimentally measured Eigenfrequencies of the microsystems.  
 
For that purpose, the relationships between various Eigenfrequencies and the 
searched parameters are calculated by parameter variation analysis and the results of 
this analysis are approximated with appropriate functions. A Laser Doppler vi-
brometer based motion analyzer is used to determine the frequency response func-
tion of the micromechanical structure and extract Eigenfrequencies. The comparison 
of the measured and the calculated frequencies provides values for the searched 
parameters.  
 
The key element of the developed method is the measurement on special test struc-
tures that are placed in the wafer layout next to the actual microsystems and proc-
essed in the same technological process parallel to the actual microsystems. Algo-
rithms for designing the test structures and their placement in the wafer layout are 
shown, taking into account the design of the actual microsystems and the function 
parameters of the technological process as well as material characteristics. As a re-
sult, a library of standard test structures for function relevant parameters is available.  
A general guideline for the measurement on the test structures is presented. The 
presented method is verified on various microsystems and extended to a whole class 
of microsystems with movable components. 
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Symbols and abbreviations 
Latin symbols 
a  Membrane (plate) length 
aijk  Polynomial coefficients 
Amax   Maximum value of the fitted data 
Amin  Minimum value of the fitted data 
AN   Numerical aperture 
br_l  Border length 
br_w, br_w2 Border width 
bw   Bandwidth 
C  Capacitance  
cij   Elastic compliance coefficients  
d   Diameter, Optical resolution, thickness 
E, ER, EV  Young’s modulus, and Young’s modulus defined by  
  Reus model and Voigt model correspondingly 
F  Indices for film 
fexp  Measured real Eigenfrequencies 
fFEM  Calculated nominal Eigenfrequencies 
foN   Eigenfrequency of the mode number N 
FP   Function parameters 
fR  Resonance frequency 
G  Shear modulus 
GP   Geometric parameters,  
h   Thickness,  
i, j, k,  Indices (for iterations and loops) 
Ip   Polar moment of Inertia 
kb   Principal curvature in the bending Mode 
kmech   Mechanical stiffness of the microsystem 
L  Length, wafer radius 
M  Magnification 
m  Mass 
m_l  Mirror length 
m_w  Mirror width 
MatP   Material parameters 
MP   Model parameters 
n, m, N  Numbers (for iterations, loops and matrices size) 
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nf  Number of calculated Eigenfrequencies 
P  Parameter  
p  Pressure, Gaussian distribution 
p  Vector of parameters,  
  geometry of the space between the electrodes 
PP   Process parameters 
Q  Quality factor 
R  Curvature radius, resistivity 
r  Moving range vector  
rT, rL   Relative change in radial and tangential oriented resistors  
s  Indices for substrate, mode indices 
S  Sensitivity (of the piezoresistive pressure sensor) 
S  Stiffness matrix 
s_l  Support length 
sij  Stiffness coefficients 
sl_w  Slits width 
sp_l  Spring length 
t  Thickness 
th  Micromirror thickness, structure thickness, thickness of springs 
u  Displacement 
V  Voltage 
V  Velocity 
VFP  Variation of the function parameters 
VNFP   Normalized variation of the function parameters 
Vout  Output voltage 
Vtun  Tuning voltage 
w  Springs width 
w  Width  
w_sp  Spring width 
x  Wedge shape 
x, y, z  Axis of coordinate system, distance 
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Greek symbols 
  Angle, wedge angle, tilt angle, parameter 
  Searle parameter 
  Parameter variation/deviation 
  Raman frequency shift 
  Angular variations  
δ   Beam tip deflection 
  Surface adhesion energy 
a  Deviation of membrane (plate) length 
h  Deviation of membrane (plate) thickness 
  Strain 
  Strain tensor 
  Wavelength of light 
  Diffraction angle 
B   Bragg angle 
   Material density 
  Stress tensor 
L, T   Longitudinal and transversal stress components,  
  correspondingly  
πij   Piezoresistive coefficients  
πL, πT   Longitudinal and transversal piezoresistive coefficients, 
  correspondingly 
  Poisson’s ratio 
o  Raman peaks position frequency  
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Abbreviations 
AC  Alternating Current 
AFM  Atomic Force Microscopy 
BC  Boundary Conditions 
BDRIE  Bonding and Deep Reactive Ion Etching  
CBED   Convergent Beam Electron Diffraction (Technique) 
CGS   Coherent Gradient Sensing 
CMP   Chemical Mechanical Polishing 
CMP  Chemical Mechanical Polishing  
CUT  Chemnitz University of Technology 
DC   Direct Current 
DOF   Degrees of Freedom 
DFG  German Research Foundation  
  (Deutsche Forschungsgemeinschaft in German) 
DRIE  Deep Reactive Ion Etching  
ESPI  Electronic Speckle Pattern Interferometer/Interferometry 
FEM  Finite Element Method 
FFT  Fast Fourier Transform 
FRF  Frequency Response Function 
FWHM   Full Width at Half Maximum (of the frequency peak) 
GRM   Grid Reflection Method 
HTS   Hadamard Transform Spectrometer 
IC   Integrated Circuits 
IR   Infra Red 
ITO   Indium Tin Oxide 
KOH  Potassium Hydroxide 
LDV  Laser Doppler Vibrometry (Vibrometer) 
LWHM  Left Half Width at Half Maximum  
  (of the frequency peak) 
microDAC Micro Deformation Analysis by Correlation methods 
MEMS  MicroElectroMechanical Systems 
MOR  Model Order Reducing  
MOEMS  MicroOptoElectroMechanical Systems 
PMMA   Polymethylmethacrylate 
PTFE   Polytetrafluoroethylene 
RF  Radio Frequency (MEMS)  
RIE  Reactive Ion Etching  
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ROM  Reduced Order Modeling 
RUS   Resonant Ultrasound Spectroscopy 
RWHM   Right Half Width at Half Maximum  
  (of the frequency peak) 
SAW   Surface Acoustic Wave 
SNR  Signal-to-Noise Ratio 
SCREAM  Single Crystal Reactive Etching and Metallization 
SIMPLE   Silicon Micromachining by Plasma Etching 
SMD  Spring Mass Damping (System) 
SOI   Silicon on Insulator 
STM   Scanning Tunnelling Microscope 
TCO   Temperature Coefficients of the Offset 
TMAH   Tetramethylammonium Hydroxide 
TTV   Total Thickness Variation 
TS  Test Structure 
WG   Waveguide 
XRD   X-Ray Micro-Diffraction 
ZfM  Center for Microtechnologies  
  (Zentrum für Mikrotechnologien in German) 
μRS  Micro Raman Spectroscopy 
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1  Introduction 
1.1  Microsystems: the new characterization challenge 
A microsystem (also called MEMS) is an integrated, miniaturized system that 
 comprises at least electrical and mechanical components 
 is produced by means of microtechnological fabrication processes 
 contains sensor and/or actuator and signal functions.  
Microsystems are also referred to as micromachines in Japan, or microelectrome-
chanical systems (MEMS) in the USA. Microsystems are a key enabling technology 
for developments in areas such as transportation, telecommunications and health 
care. Microsystems have been one of the fastest growing technology areas in the 
past 5 years with an average annual growth rate of more than 20%. The current eco-
nomic crisis impacted on microsystem automotive business. Hence microsystems 
automotive business is decreased. However, new microsystem applications are 
emerging and the current flat growth will be compensated by the fast growing con-
sumer markets for microsystems, such as consumer electronics devices. In spite of 
the late 2000s recession, the microsystems market will continue to grow [1]. The 
main reason for this is the market diversity and the wide range of applications for 
microsystems, from customer electronics to the biomedical and auto industry. The 
global market for microsystem devices and production equipment will increase to at 
least US $10 billion through 2011 (Fig. 1.1a). 
At first glance, fabrication microsystems and integration circuits (IC) seems to be 
very comparable. However, the behaviour of microsystems is much more complex 
than that of ICs. In contrast to ICs, most microsystems have additional mechanical 
movable parts. They are inkjet heads, pressure sensors, inertial sensors like gyro-
scopes and accelerometers, radio frequency microsystems, microfluidic microsys-
tems with valves and pumps. Each market segment is making over 1 Billion US$ 
(Fig. 1.1b). New microsystems market demands cheaper, more reliable and smart 
microsystems. The key element enables sufficient price reduction and high yield is 
sophisticated characterization techniques, preferably on wafer level. There are many 
reasons why testing prior to packaging is beneficial. The packaging process is very 
costly. Devices, failed the test after final packaging squander money and foundry 
time. Sophisticated characterization on wafer level is important in each phase of the 
microsystems lifecycle. According to SUSS MicroTec, during the product R&D 
phase wafer-level characterization reduces development time and development costs 
by up to 15% [3]. 
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Fig. 1.1: Microsystem products market development and forecast (a); main application on 
market at present and in 2012 (b). Sources: iSuppli WTC, Yole Développement  
The main aims in the pilot production phase are to confirm manufacturability in 
high-yield volumes, to develop a production-equipment solution and to establish 
testing needs. The development time and costs can be reduced through on wafer test.  
The goals in the volume production phase are to maximize yield and reduce ex-
penses. Since the yield of the microsystem production is much lower than in the IC 
production, and since cost breakdowns show that 60% to 80% of manufacturing 
costs are incurred during and after packaging, early-stage tests provides a significant 
cost reduction for the volume production of microsystems (Fig. 1.2), [2]-[4]. This 
aspect is emphasized by Table 1.11, where the final cost assumption, incurred during 
an airbag accelerometer’s fabrication is cited. 
Table 1.1: Final cost for an airbag accelerometer’s fabrication 
Operation On a die level Fabrication and packaging Wafer level test 
Cost 3 € 7 € 0.90 € 
 
Microsystems consist of several components that, in turn, consist of function and 
form elements. Many microsystems include movable parts, like springs and mem-
branes. Hence, they can be described as springs mass damping (SMD) systems. 
Fig. 1.3 presents a hierarchy in microsystems on the example of a vibration sensor 
unit, designed at Chemnitz University of Technology (CUT) and fabricated at Cen-
trum for Microtechnologies (ZfM), on behalf of Siemens, Germany [5]. 
 
                                                            
1 Source: Frank-Michael Werner, Michael Harz, SUSS MicroTec, Germany, 2008 (www.suss.com) [3]. 
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Fig. 1.2: Price for one fabricated microsystem vs. yield value shows a significant price reduc-
tion achieved through a characterization and testing procedure (a). Typical costs incurred dur-
ing airbag accelerometers fabrication (b). Sources: SUSS MicroTec Test Systems [3] 
The function and form elements are represented by bending springs, by combs, elec-
trodes and the frame. The component level is represented by a sensor element. The 
whole microsystem includes the sensor element, electronics, power supply and 
packaging. The function parameters of the whole microsystem are strongly depend-
ent on the characteristics of form elements, e.g. on spring stiffness, which, in turn, 
depends on springs geometry. Thus, deviations in the geometry of movable elements 
strongly affect the properties of whole microsystem. In Fig. 1.4 more typical exam-
ples of such systems are shown: actuators, like micromirrors for optical applications, 
acceleration and pressure sensors. For all these components it is easy to distinguish 
spring, mass and damping elements. Typically, a spring element links a movable 
mass to a fixed frame. The damper is the surrounding air. For such systems the fre-
quency response function (FRF) is very important. 
 
 
Fig. 1.3: Hierarchy in microsystems on the example of a vibration sensor unit. SEM imege 
source is CUT, photo credits: R. Forke 
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For microsystem characterization a lot of direct measurement techniques are used. 
They can be subdivided depending on the type of defined parameters. 
The measurement techniques for geometric parameters are based mostly on visual 
(optical) or tactile measurement principles. Resolution of these methods varies from 
nanometers for Atomic Force Microscopy (AFM) to portions of a micrometer for 
optical microscopy. But due to the increasing complexity and the decreasing size of 
the microsystems, it becomes more and more challenging to measure very small 
distances, widths and lengths. 
Measurement systems fail because of insufficient resolution or the inability to cap-
ture the desired property. In the case of microsystems, optical and tactile measure-
ment methods are strongly restricted to in-plane measurements. It is practically im-
possible to measure thickness of the structure without destruction. 
Furthermore, built-in mechanical stress influences the behaviour of microsystems. It 
can physically warp the device, affect the flatness and the microsystem properties. 
Residual stress often leads to device failure due to buckling. Only extremely big 
deformations (more than 100 MPa) can be obtained using direct optical methods. 
But even stress less than 10 MPa can lead to strong changes in the behaviour of a 
microsystem.  
For crystal silicon, the material properties are known within a suitable tolerance. For 
other materials, like polysilicon, silicon nitride or metals films they are subject to 
investigation. Hence, Young’s modulus, Poisson’s ratio, density of material and 




Fig. 1.4: Examples of SMD systems: Optical systems (a, b): a) CUT, Germany b) Texas In-
struments, USA. Accelerometers (c, d, e): c) CUT, Germany, d) Gemac GmbH, Germany, e) 
CUT, Germany for Flight Automatic Control Research Institute, China. Pressure sensors 
(f, g, h): f) CUT, Germany, g) CiS GmbH, Germany, h) Tohoku University, Japan 
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1.2  Goals of the work 
This work is focused on the characterization of microsystems with movable ele-
ments. The goals are  
 to employ “direct”  parameter identification method on microsystem with 
movable components in order to investigate their applicability, ranges and 
limitations  
 to establish for this important class of microsystems an indirect characteriza-
tion method on wafer level, based on special test structures (TS) 
 to find out an optimal design of the TS in order to  
- increase sensitivity of the functionally relevant parameters to process condi-
tions 
- simplify the measurement approach and data evaluation 
- be suitable for standardized test methods and conditions. 
 
The presented characterization method is useful to improve production monitoring 
and quality control, to enhance the efficiency and to lower the cost of microsystems.  
1.3  Structure of the thesis  
The thesis is organized as follows. In Chapter 2 a description of various micro-
machining techniques, their process parameters and an influence of these parameters 
on model parameters of exemplary selected microsystems is given.  
After that an explanation of the common measurement methods suitable for micro-
systems characterization is presented. Their advantages and disadvantages are ana-
lyzed and compared. Methods focused on geometry characterization, characteriza-
tion of dynamic parameters and material properties are analyzed and their applicabil-
ity for microsystems characterization is evaluated. Chapter 2 explains the demand 
for new, high-sensitive and time-efficient methods for the wafer-level characteriza-
tion of microsystems.  
In Chapter 3 the Eigenfrequency-based parameter identification method for micro-
systems is introduced. This method is an important part of the presented characteri-
zation technique. The method can be subdivided into the three following steps: 
 compute the theoretical response of the TS 
 measure the actual response of the TS 
 correlate theoretical with actual response data. 
This so-called “direct” Eigenfrequency-based parameter identification method is 
easy to use on simple structures, but it is not applicable to complex microsystems. 
Practical aspects of the measurements of the Eigenfrequencies e.g. excitation and 
extraction of the Eigenfrequencies are discussed. 
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Consequently, TS as a solution to microsystem characterization problem are intro-
duced and detailed described in Chapter 4. Theoretical models of the TS as well as 
numerical models based on common FE methods and recent modifications of FE 
based simulation techniques are discussed. This is the so-called “indirect” charac-
terization method. This Chapter is also dedicated to the optimal design of TS. Opti-
mization criteria, like sensitivity to the process parameters and measurability of the 
specified modes, are described. After that these criteria are used for selection of the 
most advantageous form of TS and the following optimization of this form in order 
to fulfil these criteria. Special attention is given to the verification of the presented 
indirect characterization technique based on TS. This is done on the basis of “in-
house” available Bonding and Deep Reactive Ion Etching (BDRIE) microsystem 
fabrication technologies. Geometric parameter uncertainties and mechanical stress 
are characterized on wafer level on the basis of TS. Conclusions are discussed in 
Chapter 5. Additional information concerning material parameters deviations and 
geometry of the investigated samples is placed into Appendix. 
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2  Microsystem R&D process. The state of the art 
2.1  Diversity of fabrication technologies 
Ideas, methods and results, mentioned in the thesis are coming from the experience 
obtained from R&D of small microsystem batches. Features of pilot or volume pro-
duction phases are not discussed here. The author assumes that the presented method 
is also applicable in those phases. 
The microsystem R&D process includes three important steps: design, fabrication 
and characterization of the fabricated microsystem (Fig. 2.1). The purpose of the last 
step is to obtain the real system behaviour and compare it with the preliminarily 
defined nominal specifications. Based on this comparison, a microsystem can be 
considered as functional or defective. In the latter case redesign is required. Minimi-
zation of parameter deviations can be performed at further development stages. In 
order to exclude deviations of function parameters the origin of these deviations has 
to be determined. 
 
Fig. 2.1: Microsystems R&D phase 
At first, some common definitions concerning the term “parameters” will be given 
here [6]. Parameters like etching time, temperature or plasma density for the etching 
process or bonding temperature and voltage for the packaging processes are process 
parameters (PPi, i=1..m, where m is the number of process parameters) (Fig. 2.2). 
Process parameters PPi affect k geometric (GPi) and n-k material (MatPi) parameters 
of the microsystem. Thus, process parameters of wet chemical etching determine, 
for instance, the membrane profile and lateral dimensions as geometric parameters 
of a pressure sensor. Such material parameters like texture orientation of polysilicon 
or density of a polymer film are material parameters MatPi. The aggregate of k geo-
metric parameters GPi and (n-k) material parameters MatPi gives n model parame-
ters MPi of the microsystem.  
The interrelation of model parameters MPj and process parameters PPi is given by 
the Eq. 2.1: 
 .PP...,,PP,PPfMP mj 21  (2.1) 
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Function parameters FPi of the microsystem depends on selected model parameters 
MPj, i.e. the geometric and material parameters of function elements: 
 .MP...,,MP,MPfFP ni 21  (2.2) 
Important function parameters are sensitivity, Eigenfrequency or temperature coeffi-
cients of the offset (TCO). 
Deviations ΔPPi of process parameters PPi during microsystem fabrication cause, 
according to Eq. (2.1) changes ΔMPj in model parameters MPi which, in turn, ac-
cording to Eq. (2.2) cause deviations ΔFPi of function parameters FPi.  
The variation of the function parameters VFPi to the model parameter MPj can be 
defined as follows: 
)....,...(-)...,...( 11 njjinjjiij MPMPMPMPFPMPMPMPMPFPVFP 
 
(2.3) 
Here FPi(MP1…,MPj…MPn) and MPj are nominal values of the function parameter 
FPi and the model parameter MPj correspondingly and MPj is the deviation of the 
model parameter MPj. In practice it is more suitable to normalize this variation in 













A precondition of the Eq. 2.4 is that the correlation FPi = f(MPj) is linear or that it 
can be linearized near the nominal value in case of small changes MPj and can be 
expanded there in a Taylor series. It is also necessary, that FP=f(MP) is a smooth 
function. It will be shown later, that this condition is fulfilled in the case of small 
deviations of model parameters for microsystems. A big challenge is to determine 
how process parameters affect function parameters. A more complex problem is the 
effective use of this information in the design process. However, the way to find a 
solution to this problem is only shortly referred here. 
The thesis concentrates on an acquisition of information about model parameters 
from measurements of function parameters, especially on Eigenfrequency. This 
information obtained directly in the production cycle, ensure high yield and cost 
reduction. 
Below a general overview of microsystem fabrication technologies, process parame-
ters for these technologies and their influence on model parameters and function 
parameters for selected microsystems is given. Then common methods aimed on 
characterizing geometry, stress and mechanical properties are explained.  
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Fig. 2.2: Interrelation between model parameters and function parameters under influence of 
fabrication process [6] 
Their advantages and drawbacks are shown and compared on the example of micro-
system characterization. Most microsystem fabrication methods can be subdivided 
into three main classes: bulk micromachining, surface and near-surface micro-
machining. 
2.1.1   Bulk micromachining: typical deviations 
Bulk micromachining defines structures by selectively etching inside a substrate 
(usually silicon wafers). Main steps of bulk micromachining are shown in Fig. 2.3. 
The process starts (see Fig. 2.3a) with a silicon wafer patterned from both sides us-
ing photolithography. The wet etching process typically uses alkaline liquid sol-
vents, such as KOH1 or TMAH2 to dissolve silicon which has been left exposed by 
the photolithographic masking step (Fig. 2.3b-c). The wafer is selectively etched 
from the back (Fig. 2.3b) or on both sides (Fig. 2.3c) with an anisotropic wet etch. In 
the first case a profiled pressure sensor is obtained (Fig. 2.3d). Etching from both 
sides results in movable structures supported on springs (Fig. 2.3e).  
Time and process parameters (temperature and temperature distribution, temper of 
the etching solution) strongly influence the shape of the etched structure and lead to 
deviations from the nominal geometric shape. Etching time is a most critical pa-
rameter, because it strongly influences structure thickness. It is especially important 
for thin membranes of pressure sensors, where variations in membrane thickness of 
1-2 m from the nominal value lead to a big change in the sensor stiffness. 
Fig. 2.4a-e shows typical deviations from the nominal shape for a rectangular pres-
sure sensor membrane. As can be seen, a wedge shape of membrane, or length/width 
deviations from the nominal shape occur. Thickness deviations are shown in 
Fig. 2.4b-e.  
                                                            
1 potassium hydroxide 
2 tetramethylammonium hydroxide 
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Fig. 2.3: Bulk micromachining: main process stages (a-c) and typical examples of fabricated 
microsystems: pressure sensor (d) and micromirror (e). Images source: CUT 
These problems may seem to be uncritical for the fine-tuned fabrication process of 
common pressures sensors. But even companies, specialized in microsystem fabrica-
tion for many years have problems with the mass productions of such “primitive” 
microsystems [7]-[11]. Wafer disorientation, as polishing or cutting, leads to the 
wedge shape of the membrane profile (Fig. 2.4c). Wrongly estimated etching condi-
tions, differences in etchant concentration between the centre of a deepening and the 
region near the frame leads to the so-called “notching” effect: concave or convex 
shape (see Fig. 2.4d) of membrane profiles or membrane waviness (Fig. 2.4e), [12], 
[13].  
In Fig. 2.5a and Fig. 2.5b typical values for these deviations are shown [14]. Even 
various etch-stop techniques cannot ensure nonoccurrence of these deviations. 
New materials with unknown etching properties are also prone to these deviations in 
the fabrication process. Normally maximal values of such a geometric mismatch, in-
plane and out-of-plane are not exceeding 0.5–1 m.  
 
Fig. 2.4: In-plane deviation of a membrane shape (a) and the thickness deviations for a com-
mon pressure sensor 
2 Microsystem R&D process. The state of the art                                                                      29 
 
 
Fig. 2.5: Geometric deviations by wet etching process of silicon: a) notching effect; b) peak to 
valley values for various profile types [14] 
However, a miniaturization trend calls for smaller membrane sizes, which makes 
any kind of these deviations critical. 
In the following, influences of geometric deviations are demonstrated on the exam-
ple of three generations of absolute pressure sensors (Fig. 2.6). An old one (1960s) 
with an isotropically wet-etched membrane (Fig. 2.6a), a classical one (Fig. 2.6b) 
with an anisotropically wet-etched silicon membrane (1970s-80s) and a new one, 
with a small-sized membrane (Fig. 2.6c).  
In the early 1960s metal membrane sensors (not shown here) with bonded silicon 
strain gauges were suppressed by single-crystal membranes with diffused piezoresis-
tors (Fig. 2.6a) [15]-[17]. 
By the early 1970s anisotropic chemical etching of silicon [18]-[20], ion implanta-
tion, and anodic bonding [21]-[22] were developed. Anisotropic etching improved 
the membrane fabrication process: membrane sizes and locations were now well 
controlled by IC photolithography techniques. A representative sensor from this 
period is shown in (Fig. 2.6b). From the 1980s to the present membrane dimensions 
are shrinking to hundreds of micrometres and minimum feature sizes are shrinking 
to micrometres (Fig. 2.6c). Also, anisotropic etching [24]-[26] and bonding tech-
nologies have been improved. In 1985 the direct bonding method was first reported 
[27]. Also, surface micromachined devices have been developed, which have silicon 
nitride [28]-[30] or polysilicon [31]-[33] membranes.  
Sensors are working on the piezoresistive principle. Four piezoresistors located on 
the edge of the membrane form a Wheatstone bridge (Fig. 2.7). A (100) type silicon 
wafer is used to create the silicon chip. There is a higher piezoresistive sensitivity 
along the single-crystal directions [110] and [110] for (100) p-type silicon. 
The influence of geometric deviations on the sensor sensitivity, maximum mem-
brane deflection under the given pressure and the first Eigenfrequency will be calcu-
lated and discussed here. 
A very simple model of sensor sensitivity is chosen below. This is done in order to 
exclude all side effects and nonlinearities except influences of geometric deviations.  
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Fig. 2.6: Three generations of pressure sensors 
The following effects are excluded from the model: nonlinearity of the Wheatstone 
bridge, complexity and nonlinearity of piezoresistive effects, volumetric effects of 
the current flows in piezoresistors, etc. [155]-[158]. 







 . (2.5) 
Here, rT and rL are the relative change in radial (R2 and R4) and tangential (R1 and 
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 where πL and πT are piezoresistive longitudinal and transversal coefficients. In this 


















Longitudinal and transversal stress components L and T are obtained from FE 
simulation. They are influenced by geometry deviations only. Nominal pressure 
sensor parameters are presented in Table 2.1. 
Sensor models are shown in Fig. 2.8. They are typical of medium pressure sensor 
types [84]-[86].  
 
 
Fig. 2.7: Position of piezoresistors on round and rectangular membrane (a) and a Wheatstone 
bridge (b) 
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Table 2.1: Typical sensor dimensions used for simulation 
Sensor generation  I II III 
Membrane size 4000 m  1000 m  100 m  
Membrane thickness 50 m 20 m 3 m 
 
 
Fig. 2.8: Solid models of three sensor generations (not in scale) 
With an etch-stop technique the thickness of a microsystem can be controlled within 
a tolerance of ± 0.5 m [35]-[37]. But even etch-stop techniques do not provide 
thickness uniformity, so membrane wedge or notching effects occur. It is assumed 
that notching and wedge effects also do not exceed ± 0.5 m either. Lateral geomet-
ric dimensions of a membrane are changed due to photomask misorientation or mis-
position. These deviations are also below ±0.5 m for a well-defined technological 
process. It is important to note that thickness and lateral dimensions of a membrane 
are connected parameter. Thus, changes in thickness also influence the membrane 
width due to the nature of the fabrication process. 
Complex form and anisotropy of mechanical properties of silicon are taken into 
account. According to Eq. 2.5, normalized variations of sensitivity, Eigenfrequency 
and membrane deflection are defined for the three sensors. The results are shown in 
Table 2.2. 
Table 2.2: Normalized variations in case of uniform thickness and a lateral deviation of 
± 0.5 m 
Model parameter 
Normalized variation of... 
membrane thickness, % membrane length, % 










 I 5.60 3.10 1.80 0.19 0.15 0.09 
II 14.70 9.10 4.80 0.40 0.63 0.20 
III 59.6 37.9 18.8 3.92 2.36 1.96 
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Fig. 2.9: Notching effect on a pressure sensor membrane (overstate): a) concave b) convex 
The results shown here can also be obtained in an analytical way. Equations for 
deflection, sensitivity, and frequency of a clamped membrane are easy to handle. 
Implementation of wedge shape or complex membrane profiles is also possible, but 
not trivial, especially in case of material anisotropy. Numerical analysis is the best 
way to get normalized deviations of function parameters from model parameters. 
Using the finite element method (FEM), it is possible to implement parameter devia-
tions in the model (Fig. 2.9) even in complex and nontrivial cases. Modern imple-
mentations of FEM in simulation software allow investigating influence of model 
parameters on function parameters quickly and precisely.  
For some design variants of modern pressure sensors (type III), there is no notching 
effect, because of their technological process (silicon fusion bonding [38]), but with 
other fabrication techniques (for example SOI [39]), this effect occurs. In order to 
show the influence of wedge effects on sensor sensitivity, additional information 
about wedge orientation relative to the Wheatstone bridge resistors is needed. There-
fore this analysis is omitted here for the sake of clarity. The influence of notching 
effects on the pressure sensors’ function parameters is shown in Table 2.3. 
It is obvious (see Tables 2.2, 2.3) that with the miniaturization of the microsystems 
the influence of process deviations will rapidly grow. For common microsystems 
they can be neglected, for miniaturized ones they strongly influence the function 
parameters. A more complex FEM analysis can be provided in order to take into 
account the impact of model parameters on function parameters. Using statistical 
methods a robust microsystem design can be performed. 
Table 2.3: Normalized variation in case of a notching effect deviation of ± 0.5 m 
Model parameter Normalized variation of notching effect in % on ... 




 I 0.84 0.15 0.10 
II 6.42 0.42 0.94 
III 26.6 8.80 4.07 
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An advantage of the FEM in this case is a more accurate model, considered effects, 
which cannot be properly described analytically.  
In mass production the model parameters deviate from the nominal values for the 
Gaussian distribution law: 











1 xxp  (2.8) 
Here  is a variance and μ is the nominal value of a model parameter. In Fig. 2.10a 
Gaussian distribution of the membrane thickness and membrane in-plane parameters 
(length) for a sensor type II are shown. As can be seen, thickness of the membrane 
(the red line) deviates from 20 m (μ) with a standard deviation of 0.6 m (). Thus, 
95% of all thicknesses falls in the region 18.8-21.2 m. Length of membrane (the 
blue line) deviates from 1000 m with a standard deviation of 0.1 m. Now, one can 
obtained sensitivity of the pressure sensor (see Eqs. 2.5-2.7) on model parameters. 
The normalized distribution of the sensitivity for 1000 pressure sensors is shown in 
Fig. 2.10b. As before from, it can be seen, that even such small parameter deviation 
influenced sensitivity strongly. The simulation is takes some hours on a PC. Further 
analysis can be aimed at identifying of the critical parameters or estimation of the 
yield value [173], [174]. 
Other and more sophisticated examples of microsystems made by bulk micro-
machining technology are shown in Fig. 1.4a,c,e,f.  
For micromirrors designed for laser projection techniques and for accelerometers for 
airborne applications shown there, Eigenfrequencies are very important function 
parameters. The geometry of such structures is more complex than for pressure sen-
sors and their behaviour is strongly dependent on the spring shape. An example of 
relative big micromirror is shown in Fig. 2.11. The nominal parameters of the mirror 
plate are 9000×6000 m2. 
 
Fig. 2.10: Gaussian distribution of the membrane model parameters (a). Normalized variation 
of the pressure sensor sensitivity (b) 
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Fig. 2.11: Large micromirror for laser projection technique: a) photo, b) 3D model with springs 
zoom for clarity. Here s_w is the spring width above and s_th structure thickness. Image 
source: CUT 
Springs are trapezoidal in shape with a nominal width of 30 m and thickness of 30 
m. For both parameters deviation from nominal values with standard deviation of 
0.6 m for the spring width, and 0.1 m for the spring thickness are implemented 
into the simulation model. Results of the modeling are shown in Fig. 2.12.  
 
The blue line in Fig. 2.12a represent relative deviation of the first (rotation of the 
mirror) Eigenfrequency vs. relative deviation of the spring’s width. The blue line in 
Fig. 2.12a represents relative deviation of the second (translation of the mirror) Ei-
genfrequency vs. relative deviation of the spring’s width. 
 
 
Fig. 2.12: (a) relative frequency deviation vs. relative springs width deviation for two Eigen-
frequencies. (b) 3D diagram of the first Eigenfrequency vs. normal distributed springs and 
thickness parameters 
As can be seen the deviations are different for different mode kind. In Fig. 2.12b a 
3D-diagram of the first Eigenfrequency vs. normal distributed springs and thickness 
parameters is shown. 
In general for this micromirror influence of model parameters on function parame-
ters is moderate and not exceeded 2 %. This is a common situation for “big” micro-
systems, fabricated by bulk micromachining. An example of the springs geometry 
cross-section for the micromirror is shown in Fig. 2.13. 
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Fig. 2.13: The SEM image of spring cross-section of the micromirror (reversed), fabricated by 
the bulk micromachining technique. Image source: CUT 
2.1.2   Surface micromachining: typical deviations 
Surface micromachining techniques build up the structure in layers of thin films on 
the wafer surface. This is a most common process for the fabrication of microsys-
tems. The process typically employs films of two different materials, a structural 
material (polysilicon) and a sacrificial material (SiO2).  
The process (Fig. 2.14) starts with a silicon wafer and grows layers on top of it 
(Fig. 2.14a). Complex components, such as movable parts, are built using a sacrifi-
cial layer. An example of the fabrication process for a suspended cantilever is shown 
in Fig. 2.14a-e. It can be built by depositing (Fig. 2.14a) a sacrificial layer (SiO2), 
which is then selectively removed (Fig. 2.14b) at the locations where the fabricated 
beam must be attached to the substrate (i.e. the anchor points). The structural layer 
(polysilicon) is then deposited on the top of the SiO2 (Fig. 2.14c) and structured 
(Fig. 2.14d) to define the beam. 
 
 
Fig. 2.14: Surface micromachining: main process stages (a-e) and typical examples of fabri-
cated microsystems (f) micromechanical locks and gear trains. Images source: Sandia National 
Labs 
Finally, the sacrificial layer is removed to release the beam (Fig. 2.14e), using a 
selective etch process that will not damage the structural layer. Surface micro-
machining can involve as many layers (up to 100) as necessary with a different pat-
tern on each layer. Normally 5-6 structural layers are used. Surface micromachining 
is used for production of quite complex structures, like micromechanical locks and 
gear trains (Fig. 2.14f). Typical geometric deviations for the surface technology 
based on polysilicon function layers are shown in Fig. 2.15.  
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Fig. 2.15: Nominal and real shape of a polysilicon comb finger. Sources: (a) CUT, (b) Univer-
sity of California at Berkeley [43] 
In terms of type, they are comparable with geometric deviations for the bulk tech-
nology: deviation of in-plane dimensions due to mask undercut, wedge shape of the 
movable structures etc. 
Many authors show and discuss these geometric uncertainties and their origin [43]-
[47]. As can be seen at Fig. 2.15, real geometry can shrink or expand relative to 
layout geometry. Wedge shape can be positive as well as negative. 
In addition to geometric deviations, material property deviations are important for 
microsystems made by surface micromachining. Reference data is presented in Ap-
pendix I (Tables AI.1 and AI.2.) For most parameters values for films on silicon are 
given. The sign (direction) of intrinsic stress also depends on the material and the 
technological process. For some materials it is always one direction (tensile for ox-
ides, compressive for metals), for some materials like polysilicon it can be either 
positive or negative. 
Polysilicon is a base material for surface micromachining and one of the most inves-
tigated function film materials. Even in this case, in spite of the multitude of meas-
urement methods, there is some uncertainty regarding the Young’s modulus values. 
The problem has been discussed in many papers. A good overview and a start point 
for a detailed investigation into this problem can be found in works by Obermeier, 
Sharpe and Paul [111]-[114]. In Fig. 2.16 a historical survey based on these papers 
and extended by the author is shown. The red and blue lines represent Young’s 
modulus determined by Voigt (iso-strain) [115]: 










E  (2.9) 
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The wide variation in the values of Young’s modulus can be easily noticed. The 
main reason for the differences in the reported values is the difficulty in measuring 
strain or in extracting the values from force–displacement records of investigated 
structures. 
 
Fig. 2.16: Range of values for the Young’s modulus of polysilicon reported in literature 
The structural component of microsystem made of polysilicon typically has a thick-
ness of a few microns or less, and the minimum features are in the order of one mi-
cron. They are usually planar devices, i.e., the complete structure may be hundreds 
of microns in area. Mechanical testing should be conducted on specimens of a simi-
lar size produced by the same methods to ensure that the measured material proper-
ties are match with properties of the manufactured material.  
This is not an easy problem – handling a specimen of that size is difficult, the forces 
are small, and the measurement of strain/displacement is a real challenge. Growing 
uncertainty in Young’s modulus and residual stress with decreasing film thickness 
was demonstrated (see Fig. 2.17) in a classical paper by Obermeier [111].   
As can be seen, some material property variations exceed 100 %. From the reference 
review it is clear that most researchers are mistaken. When determining unknown 
parameters they are precede from the assumption, that all other parameters (like film 
thickness) are determined. In fact, these parameters are unknown.  
 
Fig. 2.17: Range of values for Young’s modulus and residuals stress in polysilicon films by 
Obermeier [111] 
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Fig. 2.18: Shape of microsystems elements fabricated by SCREAM (a) [81], AIM (b) [80] and 
SIMPLE (c) [79] technology 
Other parameters are taken as negligible (i.e. surface roughness). These assumptions 
seem to be incorrect. Sputtered or deposited films are not single-crystal materials, 
but textured film with grains with orientation depending on process parameters and 
grain boundaries. Function film thickness now varies from 0.1 m (TiN films) to 15 
m (polysilicon films by Bosch process). That is not small enough for dimensional 
nanoeffects but comparable with grain sizes. Thus, the nature of films must be taken 
into account by estimation of their material properties and isotropic properties can-
not be used for films containing less than 15×15 columnar grains [116]-[119]. 
2.1.3   Near surface micromachining: typical deviations 
Besides “classical” surface micromachining there are various “near-surface” micro-
machining technologies for microsystem fabrication: SCREAM (Single Crystal 
Reactive Etching and Metallization) [77], [78], SIMPLE (Silicon Micromachining 
by Plasma Etching) [79] and AIM (Air-gap Isolated Microsystem) [80]. However, 
the type of geometric deviations from the nominal shape is always the same. This is 
demonstrated in Fig. 2.18, where parts of microsystems fabricated by these tech-
nologies are shown and the wedge shape is accentuated. In the following the Deep 
Reactive Ion Etching (DRIE) as the main available microsystems fabrication tech-
nology at the Center for Microtechnologies of Chemnitz University of Technology 
is described, because microsystem fabricated by DRIE technology are the object of 
investigation.  
A DRIE is a near-surface silicon micromachining technology which allows fabrica-
tion of movable microsystems with a maximum aspect ratio of more than 25:1. In 
this process a single-crystal active wafer contains mechanical elements as well as 
drive and detection electrodes for lateral movement. There is almost no layout re-
striction for the design process. Compared to other silicon on insulator (SOI) tech-
nologies (i.e. SCREAM), holes for releasing the movable structure are not neces-
sary. The seismic mass of the silicon structure can be very large and still adjusted 
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with openings if necessary. At CUT a slightly modified Bonding and Deep Reactive 
Ion Etching Technology (BDRIE) is used [48]. This technology is characterized by 
the bonding of two wafers with pre-patterned vertical gaps and subsequent DRIE 
trench etching of the active layer. In Fig. 2.19 the technological process is described 
by the following main steps: 
1. For vertical insulation and bonding wafers with a thick thermal oxide layer 
are used. 
2. The substrate wafer is pre-etched to form the cavities. They are placed on 
the positions, there movable structures at the next fabrication step will be 
placed. The depth of these cavities is 50 µm (Fig. 2.19a). 
3. The active wafer is bonded to the basic wafer and thinned down to 50 µm, 
which is the height of the micromechanical structures (Fig. 2.19b). 
4. Aluminium is sputtered and patterned on top of the active layer to form the 
contact areas (Fig. 2.19c). 
5. A subsequent deep reactive ion etching process (DRIE) down to the thermal 
oxide or to the cavities respectively completes the fabrication and forms the 
silicon elements in the active wafer. Lateral insulation is achieved by the air 
gaps (Fig. 2.19d). After this step geometrical features of the microsystem 
can be characterized. 
Microsystems fabricated by BDRIE technique are shown in Fig. 2.19e-f. 
Step 3 defines the thickness of the movable structure. All deviations from the nomi-
nal dimension by thinning the wafer down and a Total Thickness Variation (TTV) of 
the initial wafer influence the thickness of the fabricated structure.  
A typical TTV value for a wafer is about ±5 m and it can be up to ±20-30 m [53]. 
Moreover, the bonding process introduces mechanical stress into the structures dur-
ing step 3. This stress state changes throughout step 4 because of aluminium sputter-
ing. The stress state is not high enough to noticeably deform the chip. The whole 
chip deformation can be as low as ±0.5 m. 
 
 
Fig. 2.19: Main processing steps (a-d) of the BDRIE technology, (e-f)  microsystems, fabri-
cated by BDRIE technology. Images source: CUT 
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Nevertheless, it can be sufficient to cause a stress of about ±5-15 MPa in the micro-
system. For some microsystems, this stress level leads to an unwanted shift of the 
Eigenfrequencies of about 5-20 % and makes them unusable [51]. 
In the following, other features of the DRIE process as the main source of model 
parameter deviations and their influence on function parameters of a microsystem 
are presented. Main steps of the microstructure fabrication are shown in Fig. 2.20. 
The process begins with the establishing of a numerical or analytical model. There 
the nominal parameters of the microsystem are determined. With these parameters 
the photomask for the structure fabrication is drawn.  
Some CAD programs like MEMS Pro1, Coventor2 or IntelliSuite3 support the full 
design chain in one software environment, from the design idea up to the mask file 
in a suitable format (GDSII). An example of this program is L-Edit, a part of MEMS 
Pro Design Suite [72], [73]. At step 3 a mask for a photolithographic process is fab-
ricated. This is produced with a laser pattern generator using of the so-called gray 
scaled and multiply exposures techniques. 
The resolution of the obtained mask depends on the address grid resolution [74]. The 
edges coordinates will round to the address grid by the process, called grid snapping. 
Thus, a pattern generator with a 50 nm address grid would be automatically rounded 
to a 2000 or 2100 nm wide line if in the mask layout file 2050 nm (2.05 m) is de-
fined as a nominal parameter.  
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Nowadays, mask production is a quite exact process and a 5 nm address grid is the 
state of the art. BACUS – the international technical group of SPIE dedicated to the 
advancement of photomask technology – reported on a mask-exposure tool with a 
0.16 nm grid array in 2009. Therefore, the mask production step can be considered 
as irrelevant for the final geometric deviation of the produced microsystem. 
The mask deposition process is considerably more critical from this viewpoint. 
Mask disorientation can reach 0.6° from the main crystal orientation [76]. Gapping 
of the mask during this process also leads to a deviation from the nominal geometric 
parameters. This is an important source of the width variation. The last step – DRIE 
etching – is most critical. It is the main source of geometric deviations dedicated to 
the fabrication process. The DRIE process (also known as the Bosch process, time-
multiplexed etching or pulsed etching) has three main phases shown in Fig. 2.21. 
 
1. At the beginning a C4F8-based plasma is used to conformally deposit a few 
monolayers of a PTFE-like fluorocarbon polymer across all surfaces ex-
posed to the plasma (Fig. 2.21a). 
2. The plasma gas is then switched to SF6 to isotropically etch silicon. 
Through the application of a DC bias to the plate, ions from the plasma 
bombard the surface of the wafer and remove the polymer. Increased ion 
energy in the vertical direction results in a much higher rate of removal of 
fluorocarbon from surfaces parallel to the wafer surface (Fig. 2.21b). 
3. Following selective polymer removal, the silicon surface at the base of the 
trench is exposed to reactive fluorine-based species which isotropically 
etch the unprotected silicon. The remaining fluorocarbon polymer protects 
the vertical walls of the trench from etching (Fig. 2.21c). 
 
Each phase lasts for several seconds. These etch/deposit steps are repeated many 
times over resulting in a large number of very small isotropic etch steps taking place 
only at the bottom of the etched pits. The two-phase process causes the sidewalls to 
undulate with an amplitude of about 100–500 nm (Fig. 2.21e).  The cycle time can 
be adjusted: short cycles yield smoother walls, long cycles yield a higher etch rate.  
During step 5 (see Fig. 2.19d) the geometry of the springs and the electrode cross-
section are defined. This is a most critical step that can divert the behaviour of the 
whole microsystem from the nominal one. The two following process parameters 
influence important model parameters: mask undercut and wedge shape. Pressure in 
the process chamber causes an increase in the etching rates. Trenches are tapered in 
the depths, where fewer radicals are present.  
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Fig. 2.21: DRIE process phases (a-c). Sidewall waviness obtained on Alcatel A601E machine. 
Source: EPFL-CMI1 
A bias voltage, or platen power2 parameter, together with coil power, determines the 
energy of ions. A high bias voltage causes a poorer selectivity to mask, but a better 
anisotropy. Bias voltage also influences the wedge shape of electrodes (Fig. 2.22a). 
The process with negative slopes for trenches is preferred (the red line in Fig. 2.22a). 
For near vertical slope angles (near 90°), there is a risk that particles or re-deposited 
sputtered mask material in the trench area act like a mask and produce slender nee-
dles (known as grass or Black silicon effect) [76], [123], [125].  
This effect is unwanted for microsystem fabrication. For this reason, there is a small 
wedge angle in any case. 
 
Fig. 2.22: a) Influence of bias voltage on trench profile; b) SEM image of comb-structures with 
positive sloped trenches and wedge shape of electrodes c) SEM image of “black silicon” fea-
ture of DRIE process. Images sources CUT (b), SiOnyx (c) 
                                                            
1 www.cmi.epfl.ch 
2 power delivered to the wafer chuck (cathode). Coil power or source power is the power fed into the coil to 
maintain the discharge. RF power, platen power or “bias powers” are synonyms for the power fed into the 
cathode where the wafer is placed, in order to create a DC-bias that accelerates positive ions towards the 
wafer. 
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Fig. 2.23: DRIE etching features. Images source: CUT 
Measurement data concerning the wedge shape effects can be found in numerous 
papers, dedicated to DRIE etching processes with a high aspect ratio [54]-[56], 
[122]-[124]. Authors [123] discuss these effects on the process parameters in the 
context of test trenches, fabricated on different etching equipment. 
Moreover, the etching rate is also dependent on the temperature near the etched 
surface. Narrow microsystem elements like long beams etc. do not take heat away 
from the etching places. Not only shape of function elements, but also gaps between 
function elements and frame of the microsystem influence this process. This effect is 
illustrated in Fig. 2.23. In this case movable electrodes, standing far away from a 
microstructure (Fig. 2.23a) are “boiled” during an etching process. Their shape has 
considerably changed (see Fig. 2.23b). The situation was aggravated because of 
narrow (2 m) gap between fixed electrodes (see Fig. 2.23b). 
 
 
Fig. 2.24: Technologically caused deviations in microsystems manufactured by BDRIE proc-
ess: a) undercut and wedge shape, b) tilt angle, (c) SEM images of comb electrodes. Images 
source: CUT 
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Therefore, this effect is well appreciable in the overlapping region. Fig. 2.23c shows 
one teeth of comb electrode. Fig. 2.24 summarizes most important model parameter 
deviations caused by the technological process. Table 2.4 gives typical values for 
these deviations. 
Table 2.4: Values for technologically caused deviations in case of the BDRIE process 
Feature  Target  dimen-
sion 
Typical deviation  
from the nominal value 
Spring/electrode width 3 ... 7 μm ± (100 … 300) nm  
Spring/electrode height 50 μm  ± (1 ... 3) μm 
Wedge angle must be zero ± (0.0 ... 1.0)° 
Mechanical stress must be zero ± (5 ... 15) MPa 
Tilt angle must be zero ± (0.0 ... 1.0)° 
 
In Fig. 2.25 a 3D model of a force coupled sensor-actuator system [5] for adjustable 
resonant low frequency vibration detection is shown. This force-coupled oscillator 
system is designed based on analytical models. FEM simulations are performed only 
for the verification of analytical models. 
 
Fig. 2.25: 3D model of a force coupled sensor-actuator system for adjustable resonant low 
frequency vibration detection [5] 
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Fig. 2.26: Zoom of 3D model of a force coupled sensor-actuator system for adjustable resonant 
low frequency vibration detection and SEM images of the fabricated microsystem. Images 
source: CUT 
The FE model is created on the basis of mask files (Fig. 2.25, background). As can 
be seen from Fig. 2.26, except distortion, coming from SEM 3D model of vibration 
unit reflect all design features of fabricated microsystem. 
Established model can be used for every kind of simulation and is the basis for be-
havioural models. Geometric parameter deviations can be implemented in the 
model. Not only the geometric model parameters and material parameters influence 
the function parameters of microsystems. Geometry deviations in solid parts of a 
microsystem also change gaps between these parts. This in turn influences capaci-
tance and damping parameters of a microsystem. 
Their functions are defined by the moving range r and influenced by the geometry of 
the space p between the electrodes 
).,( ),,( prpr gDfC   (2.11) 
The moving range vector r can include up to 6 variables. For example in gyroscopes 
there are movement in one operational direction and disturbance movement (in two 
other directions) and rotation (around three axes).  The geometry of the space p be-
tween electrodes is defined by the nominal geometry and deviation. Certainly, the 
capacitance variation is very small in this case. However, there are some sensor 
types which use the electrostatic stiffness effect for their operation. In these kind of 
sensors, first or second derivates of capacitance on moving range influence sensor 
Eigenfrequency. One such sensor type has been designed at CUT [81]. 
This is a versatile resonant vibration sensor where the resonator’s Eigenfrequency 
can be tuned before or during operation. This is the so-called electrostatic spring 
softening (negative spring) [81], [179]. Therefore, specially designed tuning elec-
trodes are used to apply electrostatic forces to the seismic mass and hence affect the 
total stiffness of the SMD system.  
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Fig. 2.27: Functional principle of a vibration sensor with tunable resonance frequency 
The Eigenfrequency (near the resonance frequency in case of small damping term) is 
















Here Vtun is the tuning voltage, kmech is the mechanical term of the microsystem stiff-
ness and m is the mass of movable part. The ability of tuning the resonance frequen-
cy is achieved by varying the voltage Vtun. Due to the quadratic dependence between 
tuning voltage and electrostatic force (Eq. 2.12), the resonance frequency can only 
be shifted to lower frequencies. 
The fabricated microsystem is shown in Fig. 2.28. As can be seen from Eq. 2.12, the 
function parameter Eigenfrequency depends on the second derivates of the capacit-
ance. Here, simulations taking into account the nominal design shape of electrodes 
are meaningless. In order to precisely calculate changes in the second derivative of 
the capacitance function, it is necessary to take into account the real electrode shape 
and deviations from it (Fig. 2.29c). In order to accentuate the wedge shape and 
present the model clearly in Fig. 2.29, the height of electrodes is reduced from 50 
m to 15 m. This shape is obtained by SEM and include in FEM model in parame-
trical way in order to change the form, underetching, wedging form and rounding on 
the tip of electrodes parametrically (Fig. 2.29a). In this case, as demonstrated by 
subsequent experiments [180], for an accurate simulation of the capacitance function 
modeling of only one cell is necessary.  
It should be noted that the requirements for the accuracy of capacitance calculation 
vs. model parameter deviations p and moving range r are raised up.  
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Fig. 2.28:  Vibration sensor with frequency tuning capability, fabricated by BDRIE technol-
ogy. Images source: CUT  
For many microsystems, now it is oblige to simulate changes in capacitance for the 
full model with a nominal geometry, defined by mask layout as shown in Fig. 2.25. 
This problem needs to be solved in the near future. 
Then, using the data obtained, the change in capacitance for the entire comb struc-
ture can be calculated (Fig. 2.29b). The results of the simulation are shown in 
Fig. 2.30. The functional principle of the sensor is complex. For this reason the con-




Fig. 2.29:  Simulation model (a) of comb cell for capacitance calculation with a model parame-
ter deviation 
48                       2 Microsystem R&D process. The state of the art 
 
Fig. 2.30:  Relative deviation of the d2C/dx2 term responsible for frequency tuning 
Even a capacitance calculation with sufficient accuracy takes some days. As can be 
seen, even a small change in model parameters can lead to large changes in micro-
system characteristics and make it dysfunctional. The following is also important for 
the topic of the thesis. As well as in case of pressure sensors, only the output signal 
or the transfer functions of a vibration sensor with tuning capabilities do not suffice 
to ascertain the reasons for its deviation from the nominal.  
Measurements of many function parameters, preferably with various natures (capa-
citance and Eigenfrequencies), are necessary to accomplish this task. The results 
shown here shortly is part of the optimization issue of vibration sensor with a tuning 
capability fully described in [180]. Like the capacitance functions, damping is also 
influenced by the space geometry between movable elements of the microsystem. 
However, the calculation of damping parameters is much more complex than capa-
citance calculations. Computational fluid dynamics software like ANSYS CFX1 or 
CFD-ACE+2 is required in order to solve the Navier–Stokes equations numerically. 
There are still a lot of problems with the proper algorithms for damping extraction in 
case of complex movements. Some results, obtained recently are shown below, 
which is greatly to the credit of A. Sorger [181]. 
A simple resonator structure aimed at damping characterization is shown in 
Fig. 2.31a. A SEM image of a microstructure, fabricated by BDRIE technology is 
shown in Fig. 2.31b. A resonator with 88 comb electrodes is suspended on springs. 
There are two damping mechanism here. Squeeze damping in springs takes about 
80 % from the whole damping. The rest is defined by a complex mix of squeeze and 
slide damping mechanisms in comb fingers. A 3D model of one comb cell with 
boundary conditions for a fluidic simulation is shown in Fig. 2.31c. From a complex 
transient analysis a damping force, damping coefficients and other parameters like 
pressure distribution on movable parts can be extracted.  
                                                            
1    www.ansys.com 
2    www.esi-group.com 
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Fig. 2.31:  (a) Principal layout of a resonator, (b) SEM image of the resonator (in-plane view), 
(c) 3D model of a comb cell with boundary conditions for a damping simulation, (d) pressure 
distribution on the fingers surface. Images source: CUT  
The exact geometry of this structure is investigated using SEM (Fig. 2.32a). It is 
established that this resonator has a wedge angle of 0.3°. This value is included in 
parametric model of the comb cell and used for simulation of damping force vs. 
mask underetching (Fig. 2.32b). Results are shown in Fig. 2.32c. As can be seen 
from Fig. 2.32c there, even 0.5 m underetching can reduce the damping force by up 
to 70 % and thus strongly influence the quality factor and even the resonance fre-
quency of the microsystem. 
 
The influence of model parameter deviations on capacitance functions and damping 
parameters becomes crucially important when the gap between movable parts de-
creases. For 40-20 m gaps (e.g. for cascade micromirrors) the influence is negligi-
ble. However, for comb structures gaps are currently about 2-5 m and will be re-
duced to 500-100 nm in the near future. 
The movable parts of microsystem are small and if they come in contact with each 
other or with the fixed part of the microsystem surface forces can dominate all the 
others, and cause microcomponents to stick together. Sticking became a severe prob-
lem for gyroscopes, because their relative floppy structures can stick to the bottom. 
 
 
Fig. 2.32:  (a) SEM view of comb electrodes, (b) principal sketch of the comb cross section, (c) 
damping force vs. mask underetching 
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Fig. 2.33: Sticking phenomena in microsystems: (a) sidewall adhesion by DRIE fabricated 
microstructures, (b) sticking to the bottom surface by surface micromachining fabricated mi-
crosystems and (c) Adhesion energy vs. surface roughness – a common way to characterize 
adhesion energy (AFM image source – CUT) 
That can happen during operation of a microsystem (electronic failure, external 
shock etc.), in a steady state, or even during fabrication process Fig. 2.33. 
The sticking phenomena can be induced by capillary forces, molecular van der 
Waals forces or by the electrostatic force from remnant charges. Often sticking is 
described through the so-called adhesion energy parameter. The theoretical models 
for the determination of the adhesion energy in [182], [183] show that the adhesion 
energy value (s) for silicon varies from 10-1 to 10-6 J/m2 Fig. 2.34. This parameter 
strongly depends on temperature, air humidity as well as the condition of the contact 
surfaces. For the function of the sensor s should be as low as possible. In order to 
reduce the surface adhesion energy the contact areas can be processed with plasma 
[184]. The common way to determine the adhesion energy value is the roughness 
analysis of the contact surfaces using an atomic force microscope. 
2.2  Measurement of geometric parameters 
2.2.1   Microscope 
Optical microscopy that uses visible light and a system of lenses to magnify images 
of small samples has been widely utilized for the characterization of microsystems 
for a long time. A visible light, as an information source impose constraints on a 
resolution of the measurement system. The resolution is affected by the wavelength 
of light (λ), the refractive material used to manufacture the objective lens and the 





  (2.13) 
For a λ of 550 nm (green light) and in air as medium, the highest practical AN 
is 0.95. In practice the lowest value of d is around 0.2 m or 200 nm. Some optical 
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microscope designs can offer an improved resolution. These include microscopes 
using shorter (ultraviolet) wavelengths, near field scanning optical microscopy and a 
holographic microscope. Special software is also used in order to increase the reso-
lution of obtained images. Many automation packages are available allowing auto-
mated die and wafer handling, focus, and intensity optimization. 3D images of mi-
crostructures can be obtained by using confocal microscopes. By confocal micro-
scopes the objective is scanned vertically with respect to the sample, obtaining a 
relative height map. Confocal microscopes have lateral resolution of about 0.4m, 
maximum slope capability to nearly 45 degrees. Vertical resolution can be slightly 
better than 1 nm1. 
However, all these contrivances do not increase resolution considerably. Due to the 
simplicity of the measurement process and the low cost of equipment, optical mi-
croscopy is still a common instrument for the inspection of microsystems. Accord-
ing to Table 2.4, optical resolution is not enough for the characterization of geomet-
ric deviations. In order to gain a higher resolution, an electron beam with a far 
smaller wavelength is used. Scanning electron microscopy (SEM) is a type of mi-
croscopy that investigates a microstructure by scanning it with a high-energy beam 
of electrons. The electrons interact with atoms and produce signals containing in-
formation about the microstructure's geometry. The SEM can produce high-
resolution images of a microstructure, revealing details about 1 to 5 nm in size. A 
wide range of magnifications is possible, from about x25 to about x250 000. De-
pending on the instrument, the resolution can lie between 1 nm and 20 nm. The 
highest SEM resolution is about 0.4 nm. Images obtained by both methods are 
shown in Fig. 2.34. It can be seen that images obtained by optical microscopy are 
good enough for the inspection of the shape but blurred due to the limit of optical 
resolution. From Fig. 2.34a,b it is clear, that comb profile features are not detectable 
for microsystems with a high aspect ratio, and only destruction of movable structure 
can provide any information about these features. 
 
 
Fig. 2.34: Images, getting on microsystem (a vibration sensor, Chemnitz University of Tech-
nology for Siemens) by optical microscopy (a, c) and by SEM (b, d). Comb electrode systems 
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The SEM combined with the focused ion beam (FIB) technology offers great poten-
tial for dimensional measurement and composition detection at the surface of proc-
essed wafers and even in inner regions after FIB treatment [215]-[217]. 
In transmission electron microscopy (TEM) an electron beams is sent through a very 
thin sample. Therefore, the microsystem needs to be sliced prior to measurements, 
which makes TEM practically useless for the characterization of geometric devia-
tions in the production chain. Nevertheless, TEM is widely used in microelectronics 
and for mechanical stress characterization. This will be shown and discussed later. 
Other methods like holographic microscopy are rather exotic for microsystem char-
acterization and are not considered in this work. 
The main problem arising in connection with all microscopic methods of microsys-
tem characterization lies in the impossibility to define thickness and characterize 
profile features (wedge, notching effects) through the narrow trenches without de-
stroying the microsystem. With the measurements using SEM there is always some 
uncertainty about the angle of view and distortion of the electron beam. The micro-
scope needs to be calibrated prior to measurement and calibration itself in case of 
micro dimensions poses a challenge [129], [130].  
2.2.2   Computed Tomography and ultrasound microscopy 
In the computed tomography (CT) technique digital geometry processing is used to 
generate a 3D image of the inside of an object from a large series of two-
dimensional X-ray images taken around a single axis of rotation. X-ray slice data is 
generated using an X-ray source that rotates around the object; X-ray sensors are 
positioned on the opposite side of the circle from the X-ray source. Many data scans 
are progressively taken from the object. 
They are combined together by the so-called tomographic reconstruction. The data is 
arranged in a matrix in memory, and each data point is convolved with its 
neighbours in accordance with a seed algorithm using Fast Fourier Transform (FFT) 
techniques. Then a process known as Back Projection essentially reverses the acqui-
sition geometry and stores the result. This data can be used as an input for further 
processing. The latest development of X-ray sources with a small source spot en-
ables high resolution CT investigation of microsystems.  
Commercially available equipment achieves a resolution better than 1 m in three 
dimensions. CT is a very promising way to get a 3D image of a microsystem. To-
gether with ultrasound microscopy, these are the only way to characterize capsulated 
microsystems. However, CT still has a lot of disadvantages. The measurement 
equipment is bulky, the scan time is inappropriately high (some hours for the highest 
resolution). The resolution of 1m is not enough to determine common geometric 
deviations in microsystems.  
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Fig. 2.35: Computed tomography image of a part of a SMD-system. Image source: ENAS 
Fraunhofer, Chemnitz  
Ultrasound microscopy based on the same principle as a well known medical ultra-
sonography. Unlike to investigations of biological tissues, this method is not appli-
cable in microsystems. Fragile movable parts inside will be destroyed during meas-
urements. 
2.2.3   Coordinate measuring machines and contact methods 
A coordinate measuring machine (CMM) is used to measure the geometry of a mi-
crosystem by a probe attached to a precise computer controlled 3D positioner. 
Probes may be mechanical, optical, laser, or white light. There are models that have 
probes that drag along the surface of the investigated microstructure taking points at 
specified intervals. Many thousands of points are taken and used to not only check 
size and position, but to create a 3D image of the part as well. This point-cloud data 
is obtained optically or with a stylus transferred to CAD software1 to create a work-
ing 3D model of the sample. Optical measurement methods are working well in case 
of profile measurements of large areas (as shown in Fig. 2.5, for a pressure sensor 
membrane). In case of sharp edges they definitely get problems with edge recogni-
tion and are almost useless for measurements of high aspect ratio DRIE shape ge-
ometry. 
Many scientists are still trying to adopt common contact methods for geometry char-
acterization of micro- and even nanosystems. However, these methods are practi-
cally not applicable for microsystems with movable components. Even during the 
fabrication step, before release of movable parts tactile methods are useless for get-
ting information about deviations of geometric parameters.  
This is illustrated in Fig. 2.36, where comb drive and spring profile are shown 
(Fig. 2.36a). The following geometric dimensions are typical of a BDRIE fabricated 
microsystem: 50 m × 3 m fingers, 2-5 m gap between and 10 m gap for 
springs. Various tactile probes are shown in scale to microsystem in Fig. 2.36b-d. 
                                                            
1 http://www.simpleware.com 
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Fig. 2.36: Typical comb structure profile a) and styluses from common tactile characterization 
methods (to scale): (b) CMM, (c) AFM and (d) AFM3D 
Fig. 2.36b represents a stylus from CMM with the smallest possible radius (1 m) 
[131]. A cantilever Fig. 2.36c used in atomic force microscopy (AFM) has a very 
small tip radius and can be used for width measurements as is shown in [132]. In 
2008 Veeco1, the company specializing in micro and nanometrology, introduced an 
InSight3DTM AFM stylus (Fig. 2.36d) for characterization of width and profile 
shapes. However, this innovation is focused on characterization of fixed CD pits 
with typical heights of 600 nm only, and due to their frailness not suitable for char-
acterization of high aspect ratio microsystems. 
Table 2.5: Summary of characterization methods for static model parameters  
Characteristics 
Method 
Microscopy CMM AFM SEM 
Measurements 2D 2D and 3D 3D 3D 
Resolution in-plane: 0.2 m 
out-of-plane: 
some nm** 
in-plane: 0.2 nm  
out-of-plane:  
less than 1 nm 
in-plane: some nm 
out-of-plane:  
less than 1 nm  
in-plane: nm level 
out-of-plane:  
some nm  
Advantages cost, speed,  
ease to use 
high lateral resolu-
tion  





Disadvantages mostly in-plane 
measurements  
contact method small area scan vacuum  necessary
* except new, laboratory approaches  
** confocal microscopy, for small aspect ratios only 
                                                            
1 www.veeco.com 
2 Microsystem R&D process. The state of the art                                                                      55 
 
Various modifications of AFM and the similar scanning tunnelling microscope 
(STM) are perfectly suitable for nanoscale measurement on flat surfaces, but not for 
microsystems. The characterization process takes hours and is difficult to embed in 
wafer level characterization of high aspect ratio microsystems. Summary of geomet-
ric characterization methods is given in Table 2.5. 
 
2.3  Measurement of mechanical stress  
For microsystems, the level of residual stress is a crucially important parameter. 
There are two main sources of undesirable mechanical stress in a microsystem: fab-
rication steps, especially film deposition, and the packaging procedure. The inherent 
residual stresses during a deposition process can have a profound effect on the func-
tionality and reliability of the fabricated microsystem. Residual stress often causes 
device failure due to curling, buckling or fracture.  
For microsystems fabricated from single-crystal silicon, metal coating also produces 
the same effect. Typically, the material properties of thin films used in surface mi-
cromachining are not controlled during deposition. 
The residual stress tends to vary significantly for different deposition methods 
Fig. 2.37 b,c. For near-surface and bulk micromachining, the bonding process is a 
main source of undesirable mechanical stress (Fig. 2.37d).  
 
 
Fig. 2.37: Influence of residual stress on a single-crystal silicon micromirror coated with a gold 
film (a), curling of a cantilever beam made of TiN (b); (c) deformation of a microsystem fabri-
cated by SCREAM technology; (d) deformation of a vibration measurement unit due to bond-
ing stress. All images obtained at CUT 
2.3.1   Optical, curvature measurement method 
Optical methods for stress determination, based on curvature measurements of de-
formed microstructures and analytical models of bimorph beams and membranes, 
are the oldest and simplest way to obtain mechanical stress in structures with meas-
urable deformation, that are simple in shape (membranes, beams). The basic idea of 
this method is to measure the bow or curvature of a substrate coated with a thin film. 
The Stoney formula is usually used as a tool for this purpose [138].  
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Fig. 2.38: Curvature measurement method for stress determination 
The relationship between the film stress, f and the radius of curvature, R, can be 
expressed as 








where ES and S are Young’s modulus and Poisson’s ratio of the substrate, while dS 
and dF are the thickness of the substrate and the film, respectively. As shown in 
Fig. 2.38, a laser scanner is used to characterize the deformation profile of a wafer. 
The radius of curvature R is subsequently calculated from the scanned data.  
If the stiffness of a film cannot be neglected or the film is highly stressed, this ap-
proach could result in significant modeling uncertainty and bifurcation is expected 
for an even higher deformation [139]. Typically, if the deflection of a circular plate 
exceeds its thickness a significantly nonlinear effect begins to appear [140], [141]. 
This is likely to happen if the film is too thick or its Young’s modulus is too high. In 
this case the deflection versus residual stress is nonlinear. 
In order to solve this problem, Chen and Ou proposed a new model by using nonlin-
ear plate theory and by taking account of the shifting of the midplane due to film’s 
moment of inertia [139]. When the radius of curvature R is much greater than the 





LBOW   (2.15) 
 
With Eqs. 2.14 and 2.15 a conversion factor KSB, defined as the ratio between film 
stress and the measured wafer bow, can be expresses as  
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Through Eq. (2.16), the film stress can be obtained by multiplying the measurable 
bow by the conversion factor KSB. For a linear case, since KSB only depends on the 
structural dimension and the material properties, it is invariant for a given structure 
at any stress state, and Eq. (2.14) does not actually differ from Eq. (2.16). However, 
once the structural nonlinear effect cannot be neglected, KSB varies with stress level 
and the real conversion factor cannot be represented by Eq. (2.16). In order to solve 
this problem, Chen and Ou proposed a modified Stoney’s equation based on the 
energy approach to obtain a quite complicated semi-analytical result. For the pur-






































The modified formula proposed by Chen and Ou performs well with nonlinear FEM. 
For systems with a substrate and n layers of thin film, Stoney’s equation can be ex-
tended to handle such systems. 
There are some optical stress analysis techniques, based on optical displacement 
detection, like the shadow moiré technique [146], the Coherent Gradient Sensing 
(CGS) [145] and Grid Reflection Method (GRM) [144], but they all are suffer from 
mentioned limitation. Even if Stoney’s equation can be expanded to describe a mul-
tilayer system, it is still restricted to a simple geometry like beams and plates.  
2.3.2   Ultrasonic techniques for stress determination 
Ultrasonic techniques for the measurement of stress are based on the variation of the 
wave speed (the so-called acoustoelastic effect) which can be conceptually described 
by the relation  
 KVV 0  (2.18) 
where V0 is the velocity of a wave in an unstressed medium,  is the stress and K is a 
material dependent parameter known as the acoustoelastic constant. Detailed de-
scription of the method is given in A. Bennis’s PhD thesis [147]. In practice, waves 
are launched by a transmitting transducer, propagate through a region of the mate-
rial, and are detected by a receiving transducer. The technique is often called pulse-
echo (monostatic) if the same transducer is used for excitation and detection and is 
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referred to as pitch-catch (bistatic) if different transducers are used. In case of mi-
crosystems, this configuration can be realized by designing piezoelectric surface 
acoustic wave (SAW) devices. On the other hand, for constrained structures, their 
resonance frequencies shift if residual stresses exist. This occurs because the natural 
frequency is proportional to the square root of the equivalent stiffness of the struc-
ture and the stiffness can be changed by the presence of residual stress. Basically, 
the existence of tensile residual stress will stiffen the structure and increase the natu-
ral frequency, and vice versa. For a beam simply supported at both ends the follow-


















In his thesis Bennis describes the method’s extension to a case with two films. As 
can be seen from Eq. 2.19, in order to apply this method to the stress characteriza-
tion, other parameters like material density  film thickness h and Young’s modulus 
must be known. 
2.3.3   Convergent Beam Electron Diffraction Technique 
TEM is used by the Convergent Beam Electron Diffraction (CBED) technique for 
stress determination in order to measure the shift in the position of the HOLZ (High 
Order Laue Zone) lines present in the central disk of the diffraction pattern. An ex-
ample is given in Fig. 2.39. This figure represents Si [2 3 0] at 200 kV voltage. Dark 
lines are the HOLZ lines corresponding to the HOLZ reflections of the indicated 
indices. The three arrow heads indicate the HOLZ line intersections formed by the 
lines crossed at acute angles, which would be sensitive to the HOLZ line position 
changes (Fig. 2.39). The white circles are the intersections used in the strain meas-
urement. The spot size is less than 1 nm in diameter. Using energy filtering it is 
possible to analyze stress at various depths. The spatial resolution in this case is 
about 10 nm. The HOLZ line intersections used for the least-squares fitting are indi-
cated by the filled circles in Fig. 2.39. Up to three components can be measured. The 
typical standard deviation of the measured strain was 1.8·10-4. According to Hooke’s 
law, the strain is  
 = S. (2.20) 
Here  is a strain vector (6×1),  is the stress vector and S is a stiffness matrix, de-
pendent on crystal and wafer orientation. For a silicon sample with the wafer plane 
(100) and the sample orientation along the [100] axis s11 value is equal to 7.68 10-12 
Pa-1. That corresponds to the mechanical stress resolution of about 23.4 MPa. The 
2 Microsystem R&D process. The state of the art                                                                      59 
 
standard size of a TEM specimen is about some mm. The measurement technique is 
bulky and not designed for the production chain. The time to prepare a TEM cross 
section from scratch, i.e. from the as-received wafer, is about half a working day. 
The time required for the acquisition of CBED patterns is half a day. Vacuum is 
required for measurements and a vacuum camera is not large enough for the whole 
wafer [82], [83]. 
2.3.4   Micro Raman spectroscopy 
Micro Raman spectroscopy (μRS) is a characterization technique used to study low-
frequency vibrational modes in a microstructure on the atomic layer. It relies on 
Raman scattering of laser light. The laser light interacts with phonons in the system, 
resulting in the energy of the laser photons being shifted up or down. The shift in 
energy provides information about the phonon modes in the system. In the Raman 
spectrum of pure, strain and damage free crystalline silicon, there is only one band 
(one Raman peak) corresponding to the only Raman-active phonon permitted by the 
crystal symmetry of Si, at o = 521 cm-1 (Fig. 2.40). The calculation of strain from 
Raman experiments is not straightforward. This problem has already been described 
in many papers [58]-[61]. For single-crystal silicon, it can be simplified by assuming 
the uniaxial stress L along the [100] direction.  In that case, only one Raman peak is 
visible in the spectrum and the relation between the frequency shift of this peak 
(shift from the stress free value) and the stress is given by 
L(MPa) = - 434   (cm-1). (2.21) 
When using Raman spectroscopy for strain measurements, it is of importance to 
measure the frequency of the Raman peak as accurately as possible to ensure that 




Fig. 2.39: HOLZ line pattern [57] Fig. 2.40: Raman spectrum of crystalline Si. The peaks 
on the left and right are plasma lines from the laser 
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Another problem is an exact reference value for the strain free Raman frequency. In 
order to gain optimum results, this stress-free value should be from the sample 
which is being measured. In most cases the stress ‘far away’ from the edge of 
structures is assumed to be zero. 
Taking all parameters into account, the uncertainty in peak position is typically of 
the order of 0.02 cm-1. Assuming uniaxial stress, this would correspond to a 
minimum detectable stress of about 8 MPa. According to the information from the 
STREAM1 project the spatial resolution of a RS measurement varies from 1 m to 
0.2 m and depends on the focus system quality.  
2.3.5   X-ray micro-diffraction 
In X-ray micro-diffraction (XRD) the angular and spatial distribution of the X-ray 
diffracted intensity is measured. The modifications in the angular distribution with 
respect to a reference diffraction pattern, the so-called rocking curve (Fig. 2.42), 
provide information about lattice deformation. The spatial distribution of these 
modifications gives information about spatial strain variations. The measurements 
are performed using an optical element, the waveguide (WG), which gives a magni-
fied view of the sample diffracting region (Fig. 2.41). The WG produces a divergent 
and coherent beam with a vertical size of about 40 nm. Diffraction takes place in the 
horizontal plane, thus maintaining a very small divergence (few rads). The CCD 
intercepts the diffracted beam at an angle 2 and at a distance L2 from the sample, 
giving a magnified view of the diffracting region, in the vertical direction, with a 
magnification M  L2/L1, where L1 is the distance WG - sample. The diffracting 
properties are measured by varying the incidence angle  between the incoming 
beam and the diffracting planes. At each angular step, an image of the diffracted 
beam is recorded by a two-dimensional detector. The angular variation  with 
respect to a reference rocking curve related to an unstrained portion of the sample 
gives the strain : 
 cot(B)= -  (2.22) 
where B is the Bragg angle for the set of diffracting planes at the wavelength used.  
From an intensity distribution like the one in Fig. 2.42 only qualitative information 
about strain can be derived. The limit to the maximum accuracy for the strain meas-
urements, according to this method is at about 10-6. The lateral spatial resolution is 
about 100 nm. For micro-diffraction experiments no sample preparation is required. 
Besides, most diffractometers can handle small samples only (sample sizes are about 
10×10 mm2).  
                                                            
1 http://stream.bo.cnr.it 
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Fig. 2.41: Schematic view of the X-ray 
micro-diffraction geometry 
Fig. 2.42: Rocking curve of a strained (solid 
line) and unstrained (dashed line) of the inves-
tigated samples 
According to the information from the STREAM1 project, the measurement itself 
and the data extraction procedure are quite slow and take 0.5-2 hours per microstruc-
ture [160]-[162]. 
2.3.6   Micro deformation analysis 
Micro deformation analysis (microDAC) by correlation methods is a stress charac-
terization method based on displacement field measurements recently established at 
the Fraunhofer Institute by the group of Prof. Michel. Now it is called nanoDAC 
[62]-[65]. The method is widely used for the determination of stress states by vari-
ous chip packaging technologies. In this method small local and characteristic object 
patterns with stable position and appearance in the images of the characterized mi-
crostructure are recorded before and after loading, i.e. under strained and unstrained 
state. A correlation-based image processing algorithm is applied to determine a set 
of local pattern displacements between the two object states, and finally the whole 
displacement fields ux(x,y) and uy(x,y) are measured Fig. 2.43. Here x and y are the 
Cartesian in-plane object coordinates, which correspond to the projected object sur-



























In spite of the method’s apparent simplicity, there are a lot of measurement-related 
problems and restrictions. Mechanical deformations (strains) of the sample should 
be large enough to be measured. Though a high resolution SEM is used in order to 
get images of deformed and undeformed surfaces, the absolute deformation values 
                                                            
1 http://stream.bo.cnr.it 
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(ux,uy -field) should lie in the nanometer range. That means, that only stresses of a 
few hundred MPa can be measured for certain. Meanwhile, typical stress values 
critical for most microsystems are about a dozen MPa, and corresponding deforma-
tion values are lying in the sub-nanometer range. The same sample position and 
nearly the same view angle for images, obtained in stressed and unstressed state, 
must be ensured in order to get reliable results. The investigated sample must have a 
well-defined texture in order to get indicators for the deformation field. It is almost 
impossible to obtain such textures on single-crystal silicon. In most cases investi-
gated samples must be cut with FIB prior to measurements. This limits the applica-
tion range for micro(nano)DAC analysis [133]. 
Summary on stress characterization methods is given in Table 2.6. Other methods 
for the characterization of mechanical stress, based on specially fabricated micro-
structures are shown in Chapter 4, together with TS based methods for the microsys-
tem characterization.  
 
 
Fig. 2.43: Proofing of micro(nano)DAC on general mechanical problem (a), investigated part 
of the integrated circuit packaging: displacement field (b). Image source: ENAS Fraunhofer, 
Germany 
Table 2.6: Summary on stress characterization methods. The summary from the STREAM 
project reports and references mentioned above 
Parameter 
Technique 
CBED RS  XRD micro-DAC 
optical  
methods 












need of a model no yes no yes yes 
strain components 3  1 2 2 1 
precision  10-4 10-5 10-6 10-4 10-4 
integrate or local 
values local local local integrate integrated 




CBED RS  XRD micro-DAC 
optical  
methods 
need for scan yes yes yes no no 
depth resolution 200 nm 300 nm 10 m no - 





analysis time:  
sample preparation 0.5 day 1 day 1 day 1 day 0.5 hour 
measurement time 0.5 day 30 sec/point 0.5 day 1 day minutes 
data elaboration 1 day 2 sec/point 0.5 day 1 day minutes 
 
From all of these methods only RS and optical methods are really suitable for mi-
crosystem fabrication industry. The former has too low accuracy and not suitable for 
the production chain. The latter is too simple to be used in this century for modern 
complex microsystems going towards nanodimensions. 
Here, precision is a minimum stress defined by this method. Note, that optical me-
thods can be used only for the very simple structures 
2.4  Dynamic properties of a microsystem 
Many microsystems can be described as SMD systems. In the chapter main dynamic 
properties like velocity resonance, quality factor, displacement resonance, damping 
factor and natural frequency of a microsystem will be briefly introduced. Although 
most of the equations shown in the following subchapters are trivial they help eluci-
date some specific terminological problems, concerning the proper determination of 
Eigenfrequencies of microsystems. The concept of velocity resonance, equivalent to 
the undamped resonance frequency which might not be widely known, is important 
for the following work.  
In order to simplify equations, the angular frequency instead of the frequency f is 
used:  
f. (2.24) 
Two kinds of vibrations will be discussed here: free harmonic oscillation 
(Fig. 2.44a) without any external exciting force and oscillation forced by external 
force (Fig. 2.44b). The latter model describes most microsystems in the best possible 
way. In the following, a microsystem with a linear stiffness with a damping force 
proportional to velocity will be considered. It is always possible to eliminate or suf-
ficiently reduce the influence of the damping mechanisms.  
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Fig. 2.44: Freely vibrating (a) and forced exited oscillator (b) 
Hence, complex nonlinearities in microsystem behaviour like the Duffing effect, 
stress-stiffening or electrostatic softening, which make microsystem behaviour 
strongly nonlinear, are not considered in this section. 
2.4.1   Magnitude resonance 
The equation of motion for a freely vibrating oscillator with viscous damping shown 
in Fig. 2.44a is 
.0 kxxcxm   (2.25) 
Here k, m, c are mechanical stiffness, mass and damping correspondingly. They 
describe the SMD system according to Fig. 2.44. Mathematical equations here deri-
vate for the case of a SMD system with one degree of freedom (SMD with SDOF). 
In the first approach a complex microsystem can be described in that way, by taking 
into account that k, m and c describe effective quantities of stiffness, mass and 
damping, assembled from the whole microstructure. The general trial solution of 
Eq. 2.25 is 
.)( stXetx   (2.26) 









cs   (2.27) 
The nature of the discriminant in Eq. (2.27) introduces diverse behaviour of an oscil-
lator. Case, than both roots are complex and c2 < 4mk is a most convenient operation 
mode for the microsystem and is the subject of further investigation. The general 
solution for an undamped case is the linear combination: 
  0. s and,s , -21   tsts eAeAtx  (2.28) 
For that case Eq. 2.27 can be rewritten as  
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.d is  (2.29) 
In this equation  is the exponential damping constant, defined as  
,
2m
c  (2.30) 










The undamped frequency is defined as  
,0 m
k  (2.32) 
and dedicated to the spring-mass system without damping term. The period of this 






T  (2.33) 
The physical meaning of these parameters is illustrated in Fig. 2.45a. 
Note, that the points of intersection between the solution of an underdamped system 
and its amplitude of motion Xe−t are a period Td separated from each other. The 
points of intersection are not the extremum of (2.28). This is illustrated in Fig. 2.45b 
The excitation term Fext is typically a controlled externally applied force such as an 
electrostatic comb drive. If an excitation has the form: 
  ,0 tieFtF   (2.34) 
where F0 is the amplitude and ω is the angular frequency of the driving force. Since 
the force varies sinusoidal the solution has the same sinusoidal time dependence of 
as (34) within a phase factor: 
   , tiAetx  (2.35) 
where A is the amplitude and φ is the phase difference. The phase difference is de-
fined by 
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Fig. 2.45: Free vibration of a viscous damped single DOF SMD system (a). An extremum of 








1- 2tan  (2.36) 
A receptance frequency response function can be defined as the ratio between a 
harmonic displacement response and the harmonic force: 
      .2 22220 0 
mF  
(2.37) 
In an alternative FRF definition, mobility is defined by setting derivates of (2.37) to 
zero 
  0.Y   rd
dA
F
v  (2.38) 
The resonant frequency which maximizes the amplitude is defined by 
.2 220 r  (2.39) 
In case of structural damping, the equations are slightly different and lead to the 
following FRF: 






k  (2.40) 
where  is the structural damping loss factor. 
Structural damping and other loss mechanisms (thermal, electrical, surface waves 
damping [189]) will not be considered in this thesis for the following reasons: 
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 In pure single crystal silicon there is almost no structural damping 
 For other materials (polysilicon) this damping is extremely small, and on 
importance only in special cases. 
 In general, it is a very complex problem to distinguish viscous damping 
coming from the surrounding air and other damping mechanisms in real 
microsystem. 
It will be shown how to overcome the problem of Eigenfrequencies determination 
influenced by damping effects.  
2.4.2   Quality factor 
Another important parameter, which describes dynamic characteristics of a micro-
system, is the quality factor. It is used to describe the efficiency of a device. It shows 
the ability to store energy. Depending on the application, the quality factor Q may be 
expressed in several different forms. An exact expression for the quality factor is the 





Quality may be expressed in terms of the natural frequency ωd and the damping con-










Q  (2.42) 
Eqs. 2.41 and 2.42 describes the quality factor in exact form. In practice quality 
factor Q is a measure of the sharpness of resonance. It can be defined through an 
undamped frequency ω0 and width of the resonance peak Δω from the FRF (i.e. the 
width at 3 dB frequency) one get 
.0
Q  (2.43) 
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All this preparation is done in order discuss the variation of three frequencies from 
0 depending on the quality factor.  
2.4.3   Velocity resonance 
In general, resonance is the habit of a microsystem to oscillate at a larger amplitude 
at certain frequencies under excitation by external force. These frequencies are 
known as resonance frequencies. At resonance, the system stores and dissipates the 
incoming energy at the maximum rate. The concept of velocity resonance will be 
described in the following. This particular resonance frequency is achieved when the 
frequency of the structure ω equals the undamped frequency 0. Unlike the value of 
displacement resonance ωr which is a function of damping, velocity resonance takes 
place at ω0=ω regardless of the amount of damping. This useful attribute implies that 
velocity resonance may be determined even in the face of extreme or overdamped 
conditions, unlike displacement resonance, which does not occur under these condi-
tions.  
Differentiating Eq. (2.35) yields: 
     .x  tieAit  (2.45) 
The real part of Eq. (2.45) is 
      .sinxRe  tAt  (2.46) 
The term A() is the amplitude of the oscillating velocity. Thus, the velocity re-
sonance derived from the velocity FRF at any frequency is: 
        .2Y 22220 0 
 mFA  (2.47) 
In order to find the frequency which maximizes the velocity amplitude one should 
solve dv/dω = 0 for ω. Derivating the velocity with respect to its frequency one get  
 









Eq. (2.48) is equal to zero only when ω= ω0 and independent from the value of 1.  
Hence, there are three types of frequencies that belong to resonance:  
 the displacement resonance frequency r is the frequency at which a microsys-
tem achieves the largest amplitude of motion due to the excitation of the fun-
                                                            
1 This is correct for practically used damping values, for sure dv/d  0 also for d  . 
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damental mode, 
 the damped or natural frequency d is the frequency at which the microsystem 
will oscillate after the exciting force has been removed, 
 the undamped or velocity resonance frequency ω0 is the frequency at which 
the microsystem achieves the largest amplitude of velocity.  
Typically 0  r  d applies. Without any damping mechanisms, the three fre-
quencies are equivalent to each other. The displacement resonant frequency ωr is 
used on order to determine many function parameters of microsystem due to the 
extreme change in the microsystem dynamics. For SDOF SMD, sinusoidally driven 
by external force (as shown in Fig. 2.44b) they are shown in Fig. 2.46.  
The curves correspond to the underdamped, extremely damped, and overdamped 
cases. Fig. 2.46a shows the receptance FRF while Fig. 2.46b shows the mobility 
FRF. Since the displacement amplitude reaches an extremum at ωr , the derivative is 
zero at ω = ωr. 
Some characterization techniques use amplitude measurements in order to character-
ize dynamic properties of a microsystem. This is a correct approach for movement 
characterization.  
 
Fig. 2.46: Three fundamental frequencies of SDOF SMD of the receptance FRF (a) and the 
mobility FRF (b) 
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Fig. 2.47:  Frequency differences ωd-0 and ωr-0 vs. quality factor 
However, as can be seen from Fig. 2.46, this approach leads to the determination of 
d or r, not 0, the Eigenfrequency. It is possible to define the differences |ωr - ω0| 
and |ωd - ω0|. From the equations it is clear that these differences are dependent on 
damping. Splitting of these frequencies depends on many factors. Instead of the 
effective damping factors, stiffness or mass, which are not so easy to extract from 
measurement data, a quality factor Q can be used as a characteristic value for the 
frequency splitting. 
Using Eq. (2.44) for quality factor and Eqs. 2.31, 2.39 for ωr and ωd one can calcu-
late this frequency difference as a function of the quality factor and 0: 
    ddrr QQ   000000 ,  ,,  (2.49) 
The corresponding dependences are shown in Fig. 2.49. 
As can be seen in Fig. 2.47a, ωr-0 is independent of ω0 and practically negligible 
(less than 1 s-1). The difference ωd-0 is more affected by the quality factor 
(Fig. 2.47b). It is even better to use frequency difference, normalized on the 0: 
    .114
2
1,    ,111, 200
0
00   QQQnQQn dr
 (2.50) 
The normalized frequency differences shown in Fig. 2.48 just emphasize the results 
gained from Fig. 2.47. 
Frequency splitting must be taken into account during microsystem characterization 
if the natural frequency 0 is the aim of the investigation. The rule of thumb states 
that for microsystems with a quality factor from 10 in common for microsystems 
frequency range of dozens of kHz, it does not matter how the frequency is measured 
– the obtained value will be close enough to the Eigenfrequency 0. Fortunately, 
there is a way to measure 0 exactly and independently of damping: by measuring 
the microsystem velocity for the corresponding mode. 
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Fig. 2.48: Normalized frequency differences ωnd-0 and ωnr-0 vs. quality factor 
 
 
Fig. 2.49: Invariance of velocity resonance with respect to damping. Velocity v = dx()/dt as a 
function of frequency for various damping regimes is shown: underdamped (dark red line), 
extremely damped (red line), critically damped (the green line), and overdamped (blue line). 
The derivative of the velocity amplitude with respect to frequency is shown in the insert. 
The most important property of velocity resonance frequency is that it is the only 
fundamental frequency that is invariant with respect to the amount of environmental 
damping. This fact is illustrated in Fig. 2.49. 
2.5  Dynamic characterization 
2.5.1   Optical microscopy and stroboscope 
Most of optical microscopes systems are equipped with CCD cameras that allow for 
video capture. Various image processing packages are available to enable the quanti-
fication of feature sizes, relative positions and orientations. These software packages 
can also allow for feature tracking; when a device is moving within the field of view 
one can quantify the width of the blurred edges in the moving region to determine 
the magnitude and direction of motion.  
The specialist from Veeco company claims that this allows for tracking in-plane 
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motion versus time with a resolution better than 5 nm through advanced image proc-
essing means, for frequencies up to a couple of MHz.  
In interference microscopes special objectives split the incoming light into two 
beams. One beam reflects from a high-quality reference, the other one from the in-
vestigated microstructure. This objective is scanned investigated microstructure 
vertically and bright and dark interference patterns are observed. The highest con-
trast location occurred when the path lengths of the reference and test beams are 
equal. A height map can be obtained for the entire surface of microsystem by map-
ping the point of maximum contrast for each pixel.Interference microscopes have 
about 0.4 m lateral resolution and a sub-nm vertical resolution. A field of view 
vary from a few hundred micrometers to upwards of 10 mm. Both in-plane and out-
of-plane motions, dynamic properties such as switching time and resonance fre-
quencies can be captured. According information from Veeco company, in-plane 
motion resolution is approximately 5 nm, while out-of-plane motion resolution lies 
in the sub-nm range1. The systems already have a lot of automation options includ-
ing wafer handling and automatic stages for sampling wafers. Stitching feature allow 
to combine together measurements up to 300 mm in total length and get the whole 
wafer map. Generally for all dynamic characterization techniques, new long range 
objective allow for a large working distance and enable measurements through glass. 
This allow to measure microsystems in their package or within an environmental or 
vacuum chamber. 
2.5.2   Electronic Speckle Pattern Interferometry 
In Electronic Speckle Pattern Interferometry (ESPI) a laser light, together with im-
age processing techniques is used for dynamic characterization of microsystems 
with optically rough surfaces. The speckles – statistical interference patterns are 
obtained during illumination of a rough surface with coherent laser light and re-
corded using a CCD camera. These speckles are inherent to the investigated surface. 
An interferogram comes as a result if a reference light, splited out of the same laser, 
superimposed on these speckles. When the investigated microsystem is deformed, 
the speckle interferogram also changes. Comparing an interferogram of the micro-
system surface before and after loading will result in a fringe pattern. From this pat-
tern the displacement of the surface during loading as contour lines of deformation 
can be obtained. The fringe images are of low contrast and noisy due to the presence 
of the speckles. During so called phase shifting procedure a series of speckle images 
for each surface state and obtained and a quantitative phase map calculated.  
This phase map contains information which can be transformed into a displacement 
                                                            
1 veeco.com 
2 Microsystem R&D process. The state of the art                                                                      73 
 
value (u, v, w). Measurements should be performed in (x, y, z) directions. The dis-
placement resolution depend on the wavelength of the laser and the geometry of the 
samples and about 50 nm. The strain (and with known material properties stress) 
field can be calculated. The dynamic range of ESPI systems is up to several hun-
dred kHz. 
2.5.3   Digital holography 
In this technique, a hologram produced by interfering a high-quality reference beam 
with a beam reflected from the microstructure under test is recorded. The deforma-
tions are quantified using standard phase-shifting techniques by comparing the 
original recorded hologram with the modified object beam during deformation of the 
investigated microsystem. Holographic measurement systems can achieve nm-level 
measurement of out-of-plane motion. Digital holography suffers from speckle prob-
lems from rough microsystem surfaces.  
Some companies claims, that their systems can measure moving structures up to 
several MHz while maintaining the lateral and vertical resolution of the static meas-
urements. Our experience shows that there claims are unrealistic. May be for small 
motors etc., it can be possible, but not for microsystems. There measurements of 
even dozen kHz frequency for in-plane measurement, is a real challenge.  
2.5.4   Laser Doppler Vibrometry 
Laser Doppler vibrometers are mostly used for rapid characterization of out-of-plane 
motion of microsystems. LDV systems employ a beam of modulated laser light that 
is reflected from the moving microsystem. The reflected light is Doppler shifted 
from the original one. The two beams are compared by a spectrum analyzer and the 
magnitude of the shift and thus the velocity of the microsystem. Through integration 
of the velocity the displacement can be calculated. As an output a vibration ampli-
tude or velocity versus frequency for a single point can be obtained. LDV systems 
are very sensitive to motion and picometer motion resolution in a direction perpen-
dicular to the test beam can be achieved. Measurements with LDV are extremely 
rapid. An obtaining of a complete FRF at a single point up to 10 MHz takes a few of 
seconds. LDV are the most efficient systems for dynamic characterization of micro-
systems. They can measure true transient motion and do not require periodicity to 
get FRF. Measurement of an in-plane component of motion and scan across the 
surface to get a complete picture of the microsystem out-of-plane motion are also 
possible. Among all methods aimed on characterization of dynamical properties of 
microsystems only Laser Doppler Vibrometry allowing to measure the velocity of 
microsystems “in natural way” by measuring the Doppler shift. The LDV is capable 
to provide as much as possible exact measurements of Eigenfrequencies correspond-
ing to the result of the numerical modal analysis. 
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2.6  Conclusions 
Recently, several new and exotic methods of determining the dynamic properties of 
micro and nanosystems. Thus, Chee-Leong Wong reported about the method, that 
collate stroboscopy and SEM [148]. This method is known for many years, but just 
recently has been used for the analysis of microsystems [149]. Another method is 
dynamic Raman spectroscopy [151]-[153]. Even in the TEM are trying to expand 
the dynamic range [154]. Both are aimed on characterization of a nanosystems with 
high lateral resolution and dynamically. Combining the two techniques in one does 
not make equipment less compact, does not increase the accuracy of the measure-
ment and does not reduce its time. Methods mentioned above are designed for low 
frequencies and cannot be used for a high (dozen or hundred kHz) frequency vibra-
tions. As seen from the previous survey, the accuracy of TEM and Raman, even in 
the static mode, is not particularly high for the characterization of microsystems. 
Many characterization techniques for the important microsystem parameters have 
been presented. They are summarized in Table 2.7.  
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From the author’s viewpoint, they all (except LDV) are not exactly suitable for mi-
crosystems. It is difficult to implement these measurement techniques in the micro-
systems fabrication chain. The measurement equipment is bulky, costly and not easy 
implementable in the production chain. The samples setup and data obtaining 
process time are very time consuming. A complete wafer scan for unknown parame-
ters takes some hours. Measurement systems fail because of insufficient resolution 
or the missing ability to capture the desired property. This is the case for stress 
measurements and the determination of a beam’s thickness. The achievable stress 
resolution of about 10 MPa is insufficient because even smaller stress values influ-
ence the performance of a microsystem. Due to the small gaps and the high aspect 
ratio of micro mechanical structures it is impossible to directly measure their thick-
ness. Often the structure has to be broken or to be prepared by metallographic tech-
niques or the focused ion beam technique. This is not adaptable to MEMS manufac-
turing. The majority of these methods are suitable only for the measurement of only 
one parameter. Therefore other parameters must be considered as known. To deter-
mine of several unknown parameters, a number of measurement methods must be 
applied. This exaggerates the measurement methodology, slows down the measure-
ment process and increases the total production cost. Despite of big volume produc-
tions, well-established microsystems fabrications industry still suffer from an ab-
sence of the measurements methods, which can be standardized. Hence, new meth-
ods and must be developed in order to evaluate geometric parameters and stress for 
microsystems. 
 
Fig. 2.50 shows important technologically dependent parameters and their influence 
on a microsystem. Most of these parameters are cross-coupled to each other. Most of 
characterizations methods are aimed only on the one parameter, there other are taken 
as a well-known. 
Methods shown above can be rough subdivided by taking into account the number 
of transformation, that need to be done in order to get searched value. Some meth-
ods, like optical geometry characterization methods can be referred as direct meth-
ods, there unknown values obtained in measurement process without additional 
transformation.  
However, most of methods are indirect in their nature. Measurements of mechanical 
deformation, except micro(nano)DAC methods, is an example. In the following, a 
more indirect characterization method will be presented and discussed in detail. In 
order to avoid misunderstandings, the methods mentioned in this Chapter will be 
referred to common or general characterization methods, because they are more or 
less standardized in for microsystem characterization. 
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Fig. 2.50: Factors influencing microsystem and their cross-coupling 
The development of the methods is summarized in Fig. 2.51. Methods aimed at pa-
rameter extraction will be described below in Chapters 3 and 4. 
 
Fig. 2.51: Microsystem characterization methods used/developed within the past twenty years 
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3  Parameter identification based on Eigenfrequency 
3.1  Dynamic function parameters vs. static function parameters 
Commonly, most measurement methods used in physics biology and engineering, 
are based on the combination of theoretical model and experimental results which 
allow for parameter extraction of unknown values through a special procedure. For 
many reasons, dynamical characterization methods are preferable for model parame-
ter determination. For a simple demonstration of this idea the pressure sensor from 
Chapter 2 (the novel one) is considered for the following analysis and dependences 
of deflection (static function parameter) under given pressure (1 bar) and the first 
Eigenfrequencies f01 (dynamic parameter) on membrane thickness and Young’s 
modulus are shown in Fig. 3.1. This is an interesting point: the analytical depen-
dences of membrane deflection uz under static pressure for the first natural frequen-
cies are   
,;1 013 hEfEh
uz   (3.1) 
where h is the membrane thickness and E the Young’s modulus. From this point of 
view, measurements of membrane displacement are much more attractive because, 
according to 3.1, they are more sensitive to the model parameters. The problem is to 
detect this variation in the presence of noise. The first approach: determination of 
unknown model parameters on the basis of static deflection measurements, was even 
proposed by Senturia in his early works [200], [201], before he turned to different 
ideas that led him to the M-Test. It can be seen from Fig. 3.1 that for the given pres-
sure, deflection of membrane changes in Table 3.1 presents the deflection (uz) and 
frequency deviation (f) for changes of membrane thickness of 0.1 m (h) and 
Young’s modulus of 1 GPa (E).  
Velocity and not displacement resonance has to be measured for acquiring Eigenfre-
quencies. That restricts the measurement methods to LDV systems. As can be seen 
from Table 3.1, a difference of 7 nm (or even worse of 0.74 nm) is nearly impossible 
to detect by optical methods, but the detection of a 4.9 kHz difference is an easily 
problem for LDV. 
Obviously, measurement of dynamic characteristics with a LDV is a real technical 
challenge, and only in the past few years this method has become accessible for 
many researchers. 
Sensitivity, in the sense of an electrical output signal change, as a function parameter 
is not discussed here, because acquiring a signal requires special on-chip electronics, 
hence, only contactless characterization methods are discussed. 
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Fig. 3.1: Dynamic and static function parameters of a pressure sensor as a function of model 
parameters: thickness (a) and Young’s modulus (b) 
Table 3.1: Dynamic and static function parameter changes for the given model parameter 
variation 
Function parameter deviation Model parameter deviation Value 
uz h = 0.1 m 7.05 nm 
uz  E = 1 GPa 0.74 nm 
f h = 0.1 m 31.7 kHz 
f E = 1 GPa 4.9 kHz 
3.2  Main steps of the method 
The technique presented in this thesis is primarily based on two methods. FEM is 
used for the theoretical description of microstructure behaviour. In particular, modal 
analysis is applied in order to calculate Eigenfrequencies of the investigated micro-
structure numerically, fast and exactly. A dynamic method is preferable for micro-
system characterization. LDV is chosen by the author as a most sensitive and fast 
method for on-wafer microsystem characterization. In the following the fundamen-
tals for both methods will be shown.  
The method uses only one measurement system to determine a number of geometry 
values and built-in mechanical stress of a micromechanical SMD system. Regarding 
microsystem fabrication, this method is robust and efficient. LDV has already been 
introduced as a sufficient measurement system. In conjunction with a signal analyzer 
the obtained measurement results are FRF, which makes the determination of Eigen-
frequencies possible. The basis of the developed method is a numerical description 
of the micro mechanical system. An FE simulation yields the dependence of the 
Eigenfrequencies on characteristics of the structure, like geometry and built-in me-
chanical stress. The conjunction of the measured and the calculated Eigenfrequen-
cies results in a set of data which represents effective values for the searched pa-
rameters. 
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In the following, the method of the indirect parameter determination will be ex-
plained on the example of a micromirror array. The procedure splits in three main 
tasks:  
 
 creation of the parametric FE model, calculation of the structure’s behav-
iour depending on parameters of interest, regression of the simulation re-
sults 
 measurement of the FRF and precise determination of the Eigenfrequen-
cies 
 parameter identification based on the FE simulation and the measurement 
results. 
 
The results of the FE simulations and the Laser Doppler interferometer measure-
ments are presented and discussed on the example of a micromirror array. The de-
veloped method is evaluated through the measurement of Eigenfrequencies versus 
temperature, by independent SEM and RS measurements. 
3.3  Finite element method 
3.3.1   FEM: development history 
The finite-element method (FEM) originated from the need for solving complex 
elasticity and structural analysis problems in civil and aeronautical engineering in 
the middle of the last century. Its emergence had been prepared by the fundamental 
mathematical works of Leibnitz and Euler. They established such general mathe-
matical methods as variational approach and piecewise polynomial approximation. 
In the early 1910-1920s Ritz’s [165] and Galerkin’s [166] methods were established. 
The FEM method in the modern formulation is based on works by A. Hrennikoff 
[163] and R. Courant [163] from the early 1940s. The method was developed in the 
1950s for structural analysis (mostly for the airplane/rocket industry) by numerous 
groups of scientists around the world. At that time, the key concepts of stiffness 
matrix and the element assembly procedure were established as they stand today. 
From that time on, the very fast development of computers has predetermined the 
successful development of FEM. In the 1960-70s, following the needs for analyzing 
complex structures, many companies and governmental research centres developed 
the first FEM software like ASKA, NASTRAN and ANSYS. Since then many dif-
ferent commercial and research codes have been written and are now available1. 
Classical books about FEM also date back to that period [175], [174]. They provide 
details of the formulation of element matrices for various structural element types. 
                                                            
1 www.feadomain.com 
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The method was provided with a rigorous mathematical foundation in the 1970s and 
has since been generalized into a branch of applied mathematics for numerical mod-
eling of physical systems in a wide variety of engineering disciplines, e.g. electro-
magnetism and fluid dynamics. From the 1980s FEM has been used for the analysis 
of microsystems. Starting with the analysis of stress states in pressure sensors and 
the modal analysis of micromirrors [176]-[178], FEM has been extended onto com-
plex analysis, including multi-domain simulation and optimization of complex mi-
crosystems. 
ANSYS1, Comsol Multiphysics2, MSC.Nastran3, Abaqus4, Adina5, Algorm, COS-
MOS6 are the most commonly used FEM software. The first one, ANSYS Mul-
tiphysics, is mostly used for microsystem simulation by many companies and uni-
versities worldwide.  
3.3.2   Method basics 
In the FEM a discrete system of matrix equations represent the mass and stiffness 
effects of a continuous structure. The sparse matrices are symmetric and banded. 
FEM is applied for every structure, regardless from the geometrical complexity be-
cause the matrices, defined mass and stiffness are assembled from the contributions 
of the individual finite elements with simple shapes. Each FE described by an equa-
tions, associated with element geometry only independent from the geometry of the 
structure. The structure is subdivided into discrete volumes known as elements. In 
order to define element boundaries nodal points are connected by a polynomial sur-
face. In the isoparametric type elements, the same polynomial description is used to 
relate the internal element displacements to the nodes displacements: the shape func-
tion interpolation. Because the boundary nodes are common for neighboring ele-
ments, the displacement field is continuous across element boundaries. Fig. 3.3 illu-
strates the main steps of FE analysis for a quarter model of a pressure sensor.  
The mathematical formulation of FEM can be obtained 
 as a variational problem with an element-wise Rayleigh-Ritz treatment 
and shape function discretization.  
 using a Galerkin approach weighted by the element shape functions direct-
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The shape functions are used to express the coordinates and the displacements of an 
internal point in terms of values at the nodes in most FE formulations. If the coordi-











and  (3.2) 
where xj,yj,zj are coordinates of the jth node and uj is the displacement of this node. 
The summation in Eq. (3.2) is taken over r nodes and Nj is the shape function cor-
responding to the jth node. The shape functions Nj are functions of position. They are 
given in terms of the local coordinates (1, 2, 3) for reasons of generality. 
Note, that the shape function discretization has the effect of relating the internal 
element displacements to the values at the nodes. A change in the configuration of 
the mesh (even without changing the number of elements) or the element type will 
lead to a different distribution of the masses and stiffness.  
The general form of the element mass and stiffness matrices is usually presented in 











T      1 JDBBk  
(3.3) 
   21211 1114
1 N
   2112 1112
1 N  
   21213 1114
1 N
   2214 1112
1 N  
   2215 1112
1  N
 
   21216 1114
1 N
   2217 1112
1 N
 
   21218 1114





Fig. 3.2: Isoparametric element and shape functions 
 
where  represents mass density, D is the elasticity matrix, N is the matrix of shape 

















N jjj 1  (3.4) 
The Jacobian matrix J describes the relationship between the local and the global 
coordinates.  
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The terms in FE matrices depend directly upon material properties of the investi-
gated structure as Young’s modulus, density as well as structures geometry. The 
mass and stiffness matrices are obtained from energy considerations. In this case the 
shape functions and their derivatives represent the piecewise distribution of dis-
placements and strains respectively. The whole FE model is assembled from contri-
butions obtained from the individual elements. At nodes, where a number of indi-
vidual elements meet, the displacement experienced at each of the element degrees 
of freedom (DOF) in turn should be the same.  
This constraint join elements together and results in individual element mass and 
stiffness terms. They are being added to the mass and stiffness terms of other ele-
ments at nodes which are shared between those elements at each degree of freedom. 
The general procedure of FE analysis for static analysis is shown in Fig. 3.3. 
The FE representation of a continuous structure leads to a system of n second order 
differential equations which are generally coupled both statically and dynamically 
(through the discrete stiffness and mass terms). The matrix form of this equation is  
),(tfKxxM   (3.6) 
where M and K are the n×n matrices containing mass and stiffness terms. These 
terms are assembled from the individual element matrices. The forcing system is 
assembled in the n×1 vector f(t). The common problem in FE analysis is to deter-
mine the unknown displacement responses, denoted by the n×1 vector x(t). Consi-
dering the homogeneous part of Eq. (3.6) and assuming that the displacement re-
sponse is harmonic,  
    tiextx   (3.7) 
the so-called structural Eigenproblem can be written in the form 
,1, n,...jjjj  MK  (3.8) 
where  
2
jj   (3.9) 
is the jth eigenvalue and j is the jth eigenvector. The Eigenvalue and Eigenvector can 
be interpreted as the square of the natural frequency of vibration and the mode shape 
respectively. Undamped vibration modes are orthogonal with respect to mass: 













M  (3.10) 
where mj is the jth generalized mass.  
In order to get normal modes eigenvectors must be scaled, by setting all generalized 
masses to unity: 
 .,...I nnn   1T there,M  (3.11) 
That leads to 
 .j diagthere,TK  (3.12) 
The prestressed modal analysis is followed by a static analysis. In this analysis the 
stiffness matrix is being updated to take into account the stress effects. The geome-
try should be updated in order to implement a big deformation of the microsystem 
due to intrinsic or bonding stress. The Eigenvalue problem can be solved by many 
techniques. For the microsystem characterization issue, the method’s accuracy and 
the solution time are most important.  
The model hierarchy is shown in Fig. 3.4. For an exact simulation of a micromirror a 
numerical model based on physical simulation ab initio must be used. That imply an 
atomic level simulation, including all physical effects. Real with an atomic level 
accuracy shape of a microsystem have to be taken into account. Certainly, this 
nearly impossible problem has not been solved yet1. Instead, the so-called “ideal” 
mathematical model, based on FEM, or another numerical method are often used. 
This model does not include all geometric features. It is attempted to keep mesh 
density as low as possible for that kind of model, even in spite of solution time. So-
lution time in this case can be days or even weeks. However this approach is not 
suitable for parametric simulation, where many parameters must be changed. This 
leads to the simplified “real” numerical model, where discretization density is re-
duced in order to get results for the whole parameter variation in an appropriate time 
period. This model is not well suited for the parameter identification issue. Instead, a 
behavioural model must be composed on the basis of numerical simulation, obtained 
by a “real” numerical model.  
In fact, there is no direct connection between an ab initio numerical model and “an 
ideal” numerical model, because they are based on different mathematical methods. 
It is just assumed, and this thesis has been proven in practice many times, that the 
numerical methods for continuum mechanics can reflect the behaviour of a complex 
mechanical system and yield function parameters properly.  
                                                            
1   However, this problem must be solved in the near future. This is vital necessary for the simulation of 
nanosystems, there continuum approach, coming from FE simulation is not valid already. 
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Fig. 3.3: FEM: general procedure for the static problem 
A measured microsystem is not conform to real microsystem. A final user of the 
presented method must guarantee the smallest possible difference in results between 
abstraction levels. That means, a good behavioural model must be established.  The 
same is for measurement issue: the measured function parameters (Eigenfrequen-
cies) must reflect the real ones and be cleared of other effects, like electrostatic sof-
tening and thermal expansion due to sample heating. 
3 Parameter identification based on Eigenfrequency                                                               85 
 
 
Fig. 3.4: Model hierarchy used in the parameter identification method 
3.4  Method precursors 
Parameter extraction methods, based on the comparison of dynamic data obtained 
from the real structure and a theoretical model have been widely used in engineering 
since the 1960s. Just after applying numerical methods to a fabricated structure the 
significant discrepancies between numerical predictions and experimental results 
were founded. All this experience gave impetus to the development of parameter 
extraction methods. It stands to reason that airspace, mechanical and construction 
engineering is the application fields for these methods. They were developed in 
1960-70s on the basis of system identification methods in control engineering. They 
are known under various descriptions. The terms “model updating” and “modal 
testing” are often used. The former is mainly used by theorists and the latter by prac-
titioners. Both methods were very good described by Mottershead [202] and Ewins 
[203] at the beginning of 1990s. 
These methods can be easily distinguished from the method presented here. In the 
model updating method, it is assumed that the finite element model structure is a 
discrete arrangement of mass, stiffness and damping terms. Thus, in model updating 
the inaccurate parameters in the model in terms of lumped parameters are sought to 
be corrected so that the agreement between predictions and test results is improved. 
These methods were developed in the 1970s-90s, so very coarse FE models were 
used at that time.  
One terminological disparity exists between classical works on modal testing me-
thods and this work. In the former, the term “direct” is used to describe the identifi-
cation of a system without the updating of a reference model. Most methods used in 
modal testing are referred to as “indirect”. That means model updating is used for 
system identification. The meanings of the terms “direct” and “indirect” in this the-
sis are given in Chapter 1 and they are defined as the characterization of the actual 
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microsystem and the characterization of TS correspondingly. In the presented me-
thod, an exact parametric model is necessary for a numerical calculation of the in-
vestigated model. Then it is possible to pass from terms of the finite element analy-
sis (lumped parameters) to an estimation of the influence of geometry on function 
parameters. 
The modification of the ultrasonic methods for the stress characterization called 
resonant ultrasound spectroscopy (RUS) [204]-[206] can be (but there are no real 
examples) expanded to geometric characterization. RUS is very similar to the model 
updating techniques. In RUS, normal free-body modes are used to determine materi-
al properties such as elastic moduli sij. The method is known as a material parameter 
extraction method only. It is claimed that the complete elastic tensor can be obtained 
from a single measurement. The procedure utilizes the fact that the mechanical vi-
bration resonance spectrum depends on the geometry, mass density and elastic ten-
sor of the sample. In order to reduce the number of parameters special samples (pa-
rallelepipeds, tubes or cylinders – the shape must be simple) are polished to a mirror 
finish on all sides and accurate dimensions are obtained. 
The sample is then slightly sandwiched between transducers so that a resonance 
spectrum can be obtained (Fig. 3.5). The spectrum (normally just center frequencies 
of the resonance peaks) is then used as input data for a program which adjusts the 
initially surmised elastic tensor until the calculated spectrum most closely matches 
the measured spectrum. The procedure for thin film samples is similar to homoge-
neous bulk crystal methods with some additional steps.  First, the substrate must be 
well characterized, so a standard RUS experiment is performed to get the optimized 
set of substrate parameters (dimensions and elastic constants).  Next the film is de-
posited and the sample spectrum is measured once again.  The resonance peaks will 
have shifted slightly due to the presence of the film.  The new spectrum is then ana-
lyzed using version of the RUS software which takes into account the presence of 
the film.  The substrate elastic constants are fixed at their optimized values and the 
film elastic constants are allowed to vary. There is no account of RUS being used for 
microsystem characterization, except one paper [207], where the authors investigate 
material properties (components of C-matrix) of a silicon-nitride-membrane as a 
part conventional pressure sensors. Only one approach of similar technique is known 
in microsystem industry. A special parameter adaptation technique, developed at 
CUT in 1997, allows adapting incorrect model parameters, based on the data of an 
FE model and experimentally determined Eigenfrequencies [40]. Parameters of ad-
aptation are lumped parameters of microsystems, like stiffness, inertia and damping 
coefficients. The technique uses contactless determination of the Eigenfrequencies 
of the actual microsystems and does not provide information about real deviations in 
material properties or geometry of the investigated microsystems. 
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Fig. 3.5: Measurement setup for RUS technique: investigated samples between ultrasonic 
transducers (a). Mode of the samples with well known shape (b). Image source: [206] 
3.5  Micromirror array 
The first and may be most suitable object for a demonstration of a parameter identi-
fication method is a micromirror array designed at CUT in the early 2000s. This 
array of micromirrors is a logical conclusion of a long-term research, aimed at the 
design of micromirror arrays for various optical applications: laser projections, spec-
troscopy etc. The research was started at CUT in the early 1990s. Various kinds of 
single micromirrors and micromirror arrays (Fig. 1.4, Fig. 2.11) were fabricated by 
the bulk micromachining technological process during this period [167]-[169]. 
DRIE fabrication technology allows reducing the size of a single mirror. This makes 
possible the fabrication of arrays with many mirrors, keeping the size of the whole 
microsystems as small as possible. However, a lot of new problems have been 
raised. A micromirror array has been developed for the application as an encoding 
mask in a Hadamard transform spectrometer (HTS) at CUT [170]-[172]. Due to its 
special application, the array contains 48 mirrors; each of them must be functional 
during array operation. The mirror plate is asymmetrically supported by two springs. 
This design is preferable to achieve large tilt angles, when using a single electrode 
for each micromirror. The array’s total length is about 7 mm. Their deflection is 
realized by electrostatic forces. This is achieved by a plate-capacitor arrangement 
where the mirror plate is the movable electrode and the underlying aluminium area 
is the fixed driving electrode Fig. 3.6, [173].  
As shown in Fig. 3.7, the micromirrors are asymmetrically supported by two 
springs. The nominal parameters of the micromirror are shown in Table AI.1 and in 
Fig. 3.10. The micromirror is designed in order to fulfil the following requirements:  
 first Eigenfrequency at 10 kHz 
 large tilt angle 
 narrow in-plane shape in order to bring more mirrors in one array together. 
The spring cross-section, length and the mirror mass influence the Eigenfrequency 
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the most. The above requirements result a 5×5 m cross section and a 300 m 
spring length in order to reach the required Eigenfrequency.  
The fabrication of the first generation of micromirror arrays was realized by a com-
bination of standard bulk micromachining and near-surface DRIE technology [172]. 
Therefore, three double side polished single crystalline silicon wafers are necessary 
(Fig. 3.6). 
Wafer quality is defined by TTV and wafer waviness. They are the first process 
parameters to influence thickness as a model (geometric) parameter of future mi-
cromirrors. Using a dry etching process, the 5 m thick mirror structures are defined 
in the first wafer (Step I in Fig. 3.6)). At this step the geometric parameters of a 
micromirror are defined. After a thermal oxidation step, the active wafer is bonded 
directly to the handle wafer (Step II in Fig. 3.6).  
 
 
Fig. 3.6: Micromirror array fabrication 
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After that the active wafer is thinned back to a thickness of 30 mm by chemical me-
chanical polishing (CMP). Then the SOI wafer is patterned by three wet etching 
steps and the mirror structures are released (Steps III-IV in Fig. 3.6). 
During the first approach, to increase the reflectivity of the micromirrors, their sur-
faces are coated with a 40 nm thick aluminium layer by selective sputtering. This 
also leads to mechanical stress and micromirror deformation.  
The third wafer contains the driving electrodes. Therefore, aluminium structures are 
sputtered on top of a thermally grown silicon dioxide layer. Before the arrays are 
separated by dicing the third wafer is assembled by a low-temperature bonding 
process (Step V in Fig. 3.6). This also adds or changes the stress state in mirrors. For 
a better understanding, a SEM image of an array and a 3D model are shown in 
Fig. 3.7. 
In this case, the whole simulation of the array is not important for an accurate de-
scription of micromirrors’ behaviour. Therefore only part of the model (micromirror 
with borders) is used for numerical simulation of Eigenfrequencies. 
The fixed electrodes are sputtered on an additional wafer that is assembled with the 
wafer containing the micro mechanical structures. Applying voltages of up to 60 V 
results in deflection angles of about 1°, whereby it is magnified by up to 20° at the 
resonance frequency. When the array is implemented in the measurement setup, the 
mirrors will be continuously forced to oscillate, using electrostatic actuation be-
tween the electrodes below and the micromirror. The dynamic behaviour is charac-
terized by measuring the FRF. The result in Fig. 3.8 is obtained by use of a LDV and 
a dual channel signal analyzer. The first Eigenfrequency (close to 10 kHz) are de-
termined for all mirrors of an array and strong variations are found. The diagram in 
Fig. 3.9 shows the first Eigenfrequency’s deviation from 8.5 to 9.7 kHz. 
In Fig. 3.10a a slightly warped SEM image of a micromirror is shown from above. 
Following in Fig. 3.10b is a 3D model of a micromirror.  
 
 
Fig. 3.7: (a) SEM image, (b) 3D model of the cross section A-A/, (c) zoom of the selected 
region 
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Fig. 3.8: FRF of a micromirror 
The nominal geometric model parameters and their deviations are shown in 
Fig. 3.10c and in Table AII.1 in Appendix II. Micromirror’s thickness (th) is the 
same for the whole model shown in Fig. 3.10. 
The model parameters, which influence function parameters the most, are differ-
ences in the cross-section of the springs (width and length deviations) and built-in 
mechanical stress, originating at fabrications steps IV and V. At step IV of the fabri-
cation process an aluminium film coating of the micromirrors leads to thermo-
mechanical stress caused by the different coefficients of thermal expansion. The 
resulting warp and the roughness of the mirror plates, measured using a Mireau in-
terferometer and Laser Scanning Microscopy are shown in Fig. 3.11. The measured 
radius of curvature is between 60 and 80 mm. The warp does not influence the per-
formance of the HTS. A small concave warp (as shown in Fig. 3.11) is rather bene-
ficial for HTS, because the divergence of the reflected light bundle is reduced.  
 
Fig. 3.9: Deviation of the first Eigenfrequency for the micromirror array 
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Fig. 3.10: (a) SEM image of a micromirror, (b) 3D model and (c) sketch with in-plane geomet-
ric model parameters 
 
Fig. 3.11: Interferometer image (a) and 3D Laser scanning microscope image (b) of the warp 
of micromirror array 
There are two ways to avoid warp of a micromirror: The technological process can 
be slightly changed. A two-sides sputtering of aluminium compensates for warp, but 
not for mechanical stress. The obtained roughness is less than 10 nm. This is a very 
good value obtained owing to the fact that the micromirror surface is a polished 
silicon wafer surface. Therefore, even a micromirror without aluminium coating can 
be used in HTS. This eliminates the stress and warp source from the fabrication 
process. All other micromirrors measured, characterized and discussed in the section 
below, are considered as film-free. 
Mechanical stress from the bonding process (Step V) is not so easy to avoid. Its 
origin lies in the bonding process itself. Even very small misaligns, wafers misorien-
tations, twists of two wafer or height differences along an array lead to changes in 
stress states in micromirror springs. They arise from the manual operations during 
the bonding process which is typical of the R&D project phase. However, even 
automation of the bonding process is not the solution. Bonding front propagation 
process is not predictable along the wafer plane.  
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Fig. 3.12: Deformation in a micromirror, caused by bonding process 
It can meet such extent microstructure like micromirror array from any random side. 
This leads to an asymmetry or frame distortion, as illustrated in Fig. 3.12, where 
results of the bonding simulation process are shown. A very small (0.1 m) twist or 
bend of the chip with the contained micromirror array leads to about 9 MPa stress 
state change in the springs of the micromirrors. 
As a temporary solution, the micromirrors can be driven at a frequency that is suffi-
ciently lower than the Eigenfrequency; otherwise the differences in the phase shift of 
oscillation between the mirrors are too large. Though, searching for the cause of the 
large deviation of function parameters is important.  
As can be seen from Fig. 3.8, the fabricated micromirrors show a strong deviation of 
the first Eigenfrequency (up to 20 %). The model (geometrical) parameter deviations 
and built-in mechanical stress mostly induced by the bonding process are the main 
reasons for that. As shown in Table AII.1, relative model parameters are different. 
All geometric in-plane parameters (micromirror width, spring length) deviate. How-
ever, their relation to the nominal parameters are much smaller (ca. 0.1-0.6 %) than 
for a spring cross-section (ca 10 %).  
For this reason, only three unknown model parameters need to be estimated: spring 
widths and thickness and built-in mechanical stress. 
3.6  Numerical simulation 
3.6.1   Accuracy of FE calculations 
The question that always arises is: how fine does the model need to be meshed be-
fore the solution can be trusted. This problem is rarely discussed in literature. There 
are only few papers dedicated to the problem [185]-[187].  It is perhaps more impor-
tant in the preparation of the finite element analysis for parameter characterization 
than during the conventional finite element analysis that the modeling uncertainty be 
assessed and reduced as far as possible. If the uncertainty in the model is not quanti-
fied, the quantification of uncertainty in the updating parameters will not be possi-
ble. 
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Fig. 3.13: Deformation in a micromirror, caused by bonding process 
Element distortion seems to be the main source of uncertainties in FE models. Dis-
torted elements can lead to erroneous stiffness and mass terms. In forming the ele-
ment matrices, multiple integrations must be performed over the domain of the ele-
ment. When curved elements are to be used  it is clear that the global and local sys-
tems of co-ordinates are related non-linearly.  
In this case det (J) (Eq. 3.5) will vary from point to point within an element. Ex-
treme curvilinear distortions, or the misplacement of a mid-side node (even along a 
straight edge), can mean that det(J)  0, and large deviations can then be intro-
duced in terms of the corresponding element matrices. Most commercial codes are 
able to check mesh in terms of this criterion. 
In Fig. 3.12 the micromirror is shown with two meshing variants. The model in 
Fig. 3.12a shows meshing with long and distorted elements with a big aspect ratio. 
Elements that do not meet the requirments are highlighted in red or green colors. In 
Fig. 3.12b a fine mesh model is shown. All elements are “good” in terms of det(J).  
A more sophisticated approach is based on the method proposed by Zienkiewicz 
[188]. It uses an energy norm in domain  and is defined as 
  211T d    eDee  (3.13) 
where 
'e  (3.14) 
and  and ’ represent the approximate and exact stresses. The elasticity matrix D 
can be omitted if an evaluation at only one temperature takes place. The square of 






22 ee  (3.15) 
A relative percentage uncertainty can be determined from  
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In general, however, it is necessary to conduct convergence tests to confirm that a 
fine enough element discretization has been used. The convergence test procedure 
can begin with a coarse mesh discretization and then the solution can be observed 
and recorded. After that, the solution must be repeated with a finer mesh (i.e. more 
elements) and the results then compared with the previous test. If the results are 
nearly similar, the first mesh is probably good enough for that particular geometry, 
loading and constraints. If the results, however, considerably differ, it will be neces-
sary to try a even finer mesh. However, finer meshes come at a price: more calcula-
tion time and large memory requirements. It is desired to find the minimum number 
of elements that provide a converged solution. In a solid mechanics problem, for 
example, this would be done by creating several models with different mesh sizes 
and comparing the resulting deflections and stresses. In general, stresses will con-
verge more slowly than the displacement, so it is not sufficient to examine the dis-
placement convergence.  
 
 
Fig. 3.14: Uncertainty estimation, based on structural energy (a) for coarse mesh, (b) for fine 
mesh 
A similar convergence test based approach is used for the modal analysis. Another 
good approach to prove numerical software prior to parameter identification is the 
comparison of a numerical solution with a well-known analytical solution in order to 
get insight into common analysis accuracy, mesh need for the analysis, etc. Fig. 3.15 
shows the model of a cantilever beam which was chosen for accuracy analysis. The 
analytical calculation of the Eigenfrequencies of cantilever beams is described in 
[66].  
 
The theoretical models are based on the consideration of high aspect ratios L/w and 
L/t. The following values are chosen: L = 2000 µm, w = 5 µm, t = 50 µm. The FE 
model is built and meshed as shown in Fig. 3.15b. 
The equations of motion are formulated to derive an analytical equation for the 
bending mode Eigenfrequencies of a cantilever (Fig. 3.15, upper left). The resulting 
relation for the ith bending mode Eigenfrequency of a beam having a rectangular 
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where  is the beam material density (2329 kg/m3 for silicon), E is Young’s modulus 
(169 GPa for silicon) and the αi are determined from the frequency relation 
cosh(αi)cos (αi) + 1 = 0. For the first bending mode  is equal to 1.875104069.  
 
Fig. 3.15: Cantilever beam: a) model and parameters, b) meshed FE-model, c) first bending 
(upper left) and torsion mode (lower right), d) mode convergence test 
There are plane stress and plane strain state for a cantilever beam. 
A special Searle parameter [67], defined as =w2kb/t, where kb is the principal curva-
ture in the bending mode, dictates which deformation a beam is undergoing; a Searle 
parameter value 1 indicates a plane stress situation while a Searle parameter value 
100 indicates a plane strain situation. The curvature of the beam is 3δ/L2, where δ 
is the beam tip deflection. The vibration amplitude of microstructures during the 
practical Eigenfrequency determination does not exceed 100 nm. Therefore, the 
assumed tip deflection is set to 100 nm for the theoretical analysis. The maximum 
Searle parameter for the bending mode is βbmax = 1.510-3 indicating a plane stress 
situation. Hence Eq. (3.17) is valid. 









  (3.18) 
where G is the shear modulus (G = E/2(1 + ν), ν is Poisson’s ratio equal to 0.0626 
for silicon for plate plane orientation (100) and direction [110]). Ip denotes the polar 
moment of the cross section 
 3 3112pI wt w t   (3.19) 










      (3.20) 
In contrast to other authors no further simplification of the model will be performed 
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[69]. The same analytical equations exist also for anisotropic beams [70] and for 
nonlinear bending modes [71]. These approaches provide proximity solutions and 
should not be used for a comparison with FE models. 
The FE model that is based on 3D solid elements was established in ANSYS 
(Fig. 3.15b) and a series of convergence tests for the first bending and torsion modes 
was performed (Fig. 3.15d). The bending mode shows a good convergence to the 
analytical results. The maximum deviation is less than 0.01%. To explain the differ-
ence between the analytical and the numerical model it is pointed out that in Eqs. 
(3.18) and (3.20) the rotational inertia effects are neglected. The Eigenfrequency of 
the torsion mode shows convergence to the analytical results for a large number of 
degrees of freedom. The achieved uncertainty is 0.2%. This data defines the accu-
racy of the numerical analysis. 
3.6.2   Numerical determination of Eigenfrequencies 
To perform the multiparametric FE analysis an exact FE model of the investigated 
microsystem has to be created. The parameters of interest must be defined as vari-
ables. Now the Eigenfrequencies for all possible combinations of variables that can 
be determined are calculated. For an analytical description, the dependence of Ei-
genfrequencies on parameters has to be fitted, for instance by a polynomial. A mul-
tiparametric FE analysis is demonstrated on the example of a micromirror. The most 
interesting parameters of the micromirror are the dimensions of the spring cross-
section (thickness and width) and the built-in mechanical stress. A FE model was 
created with ANSYS in order to investigate the influence of these three parameters 
on the Eigenfrequencies, according to the sketch shown in Fig. 3.10, the springs are 
assumed to be cuboids. Consequently, inhomogeneity of the real spring cross-
section, like a wedge-like shape, are not considered.  
A 3D modeling issue has some features. The best way to create a parametrical model 
for parameter identification is the following 
 determine nominal model parameters and their deviations 
 build model with nominal parameters 
 introduce deviation into model 
It is important to note that many geometric parameters in the model are connected to 
each other. This seems to be a trivial but still very important point. When building 
parametric models, many authors modify only one of the searched parameters, not 
the whole model. Fig. 3.16 illustrates these two approaches. The nominal geometry 
is represented by the grey area, the red lines define the model’s edges with a modi-
fied geometric parameter: mask underetching. The correct influence of the geometric 
deviation can be implemented in the 3D parametric microsystem model. In case of a 
complex geometry, the procedure can be automated as shown later in the thesis. 
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Fig. 3.16: Parametric modeling of a micromirror: incorrect (a) and correct (b) way. Sketch is 
not in scale 
However, in that case, it can be difficult to implement such a parameterization in the 
FE mesh and perform the simulation of function parameter vs. parameter of interest. 
The mesh must be parameterized with continuous, smooth functions, which seems to 
be unrealisable in case of a complex microsystem geometry. That can be a bottle-
neck for the variational simulation approach. 
Two types of analyses are interesting for further investigation: static analysis and 
modal analysis. With the static stress analysis a mechanical deformation is intro-
duced into the micromirror. Boundary conditions for the analysis are shown in 
Fig. 3.17. The areas at one end of the springs are fixed in all directions, while the 
areas at the opposite end are moved along the x-axis but fixed for the remaining 
directions to simulate the mechanical stress. Comprehensive or tensile stress can be 
induced in springs depending on the direction of this shift. A static analysis leads to 
the stress distribution as shown in Fig. 3.17c.  
 
 
Fig. 3.17: 3D solid model (a) and FE model (b) of a micromirror and intrinsic stress in springs  
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As can be seen, the stress distribution in the springs is homogeneous. The average 
over spring elements yields the mean stress. The stress-strain relationship is linear 
and the micromirror is far from the buckling region. The Eigenfrequencies and mo-
dal shapes of the micromirror are obtained by a subsequent prestressed modal analy-
sis. The whole family of micromirror modes is shown in Fig. 3.18. 
 
 
Fig. 3.18: Simulated mode of a micromirror and simulated FRF for 3 components 
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Fig. 3.19: Intrinsic mechanical stress in springs as a function of load 
The modes are subdivided into three main groups. The modes in the first group lie 
close in the low-frequency range and the very first one is a rotational mode. The 
second one is an in-plane translation mode, while the other two correspond to the 
rotation of the mirror mass in-plane and out-of-plane around the z and the y axis (see 
figure below) respectively. The second group of modes begins with a rotation of the 
mirror around the mass center. The following four modes represent pure plate modes 
of a micromirror surface (half-sine, sine and double-sine waves and twist mode). 
After that, pure spring modes are come. They are most interesting for the parameter 
characterization issue, because they are most dependent on parameter variations. 
Unfortunately, they are practically undetectable by measurements. For this reason, 
parameter characterization must be based on modes that are easily detectable, not the 
best suitable ones. Following the spring modes, high plate modes come. Two prob-
lems need to be solved prior to multivariable simulation: the convergence problem 
of modal analysis and the mode interchange problem. 
3.6.3   Convergence problem of real micromirrors 
It is not possible to compare a real micromirror with an analytical model. That’s 
why for FE models of a micromirror an appropriate mesh density need to be found 
which does not influence the calculation results (Fig. 3.20). As can be seen, Eigen-
frequencies for the torsion mode converge worse, but convergence for every mode is 
achievable. 
The stress  varies from -10 to 10 MPa in steps of 2.5 MPa for the multiparametric 
analysis. Furthermore, the spring thickness th and the spring width w  change from 3 
to 6 m with a step size of 0.5 m. For all possible combinations of spring cross-
sections and built-in mechanical stresses, the first 9 Eigenfrequencies are calculated 
within loops by a prestressed modal analysis. Later it will be shown that mostly out-
of-plane motions can be easily measured. Depending on the ratio of the spring 
thickness and its width the order of the modes can interchange. 
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Fig. 3.20: Convergence results of torsion mode (squares) and bending mode (diamonds) Eigen-
frequencies calculations 
3.6.4   Mode interchange problem 
Depending on the microstructure and the range of process parameter variations, the 
mode order can differ from the nominal mode order given by the nominal geometric 
parameter set. Software for numerical simulation, like ANSYS, provides user in the 
course of the modal analysis not only with Eigenfrequencies, but also with expanded 
modal forms. It is shown in Fig. 3.18, where “virtual”, scaled to unity vector sum of 
all displacement are shown. They are represented the mode form for micromirror 
modes. Scaled displacements in x, y and z directions can also be obtained.  
The micromirror effect of mode interchange is illustrated in Fig. 3.21. As can be 
seen in Fig. 3.21a, some modes remain constant in respect to parameter variations, 
some change their frequency so dramatically that it leads to sequence number 
changes of ±2, as shown for the mode with the nominal number 04. 
For a different parameter set, this mode can get the sequence number 02. The same 
situation is shown in Fig. 3.21b, where modes 3 and 4 interchange with a growing 
width of springs. 
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Sometimes, due to small numerical fluctuations in the Eigenvalue extraction proce-
dure, an obnoxious effect leading to mode form inversion occurs for some types of 
solvers that are based on iteration algorithms. This effect is illustrated in Fig. 3.22. 
For every investigated microsystem, a nominal mode order needs to be defined. The 
most practical way that helps to detect mode interchange and enables obtaining the 
nominal order, is based on a semi-automatic approach. In this approach, the user has 
to define the nominal mode order. After that, based on the worst case of simulation 
on limits of parameter variations (th=3.5 m / w=3.5 m,  and th=5.5 m / w=5.5 
m in this case), the mode prone to interchange has to be defined. Then, some (5-10) 
specific points in key locations on the micromirror have to be defined, as it shown in 
Fig. 3.23. The mode features that differentiate modes from each other have to be 
defined in terms of the normalized mode Eigenvector magnitude at specific points 
(thus, for mode i: (i)(x,y,z)). The vector components (i)x, (i)y, (i)z can also be calcu-
lated. Thus, among modes 01-04, the main mode 01 is the mode where the absolute 
value of (1)z at point II is maximum (|(1)z(I)|=1). The in-plane rotation mode 03 is 
characterized by opposite signs of (3)y displacements at points III and IV: 
(3)z(III)×(3)z(IV) = -1, etc. The last condition is formulated to avoid mode inversion 
problem – product of magnitudes at opposite ends for the rotated microstructure will 
always be negative. These conditions, combined in the decision tree, help restore the 
mode order. This method is also better than the practice of selecting only specific 
modes (for example out-of plane modes of the micromirror plate) while other modes 
are considered as disturbance, that cannot be measured (spring modes of the mi-
cromirror).  
A more general approach is based on the so-called Modal Assurance Criterion 
(MAC). It comes from a model updating technique and was proposed by Allemang 
in the early 1980s [212], [213]. The MAC is widely used in order to 
 identify and distinguish pairs and restore mode order after parametrical mo-
dal analysis; 
 identify and distinguish pairs of experimentally measured modes;  
 find correspondence between measured and simulated modes (mode pair-
ing). 
 
The MAC between an experimentally measured modal vector expj and the numeri-








  (3.21) 
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Fig. 3.22: Mode inversion Fig. 3.23: Specific points on the micromirror 
 
Eq. 3.21 can be used for mode identification within the simulation process. There, 
experimentally defined modal vectors substitute with the nominal modal vectors for 
the nominal parameter set. An example of the MAC for the first 9 Eigenfrequencies 
is shown in Fig. 3.24. The MAC is based on the z component of the Eigenmode 
vector and represents the same situation as in Fig. 3.21. In case the current mode 
order matches the nominal one, the MAC matrix is close to the unity matrix 
(Fig. 3.24a). Any changes in mode order lead to a change of unity members of the 
matrix from the main diagonal (Fig. 3.24a-b). This is used for an automatic mode 
order correction procedure. 
Various modifications of the original MAC are used in order to handle overdamped 
systems, systems with nonlinear damping terms, etc. The Frequency Responce As-
surance Criterion (FRAC) is aimed at the comparison of FRF data from the numeri-
cal model with the measured one. An overview paper about the MAC, written by 
method developer, is recommended for further reading [214]. After applying mode 
correction the result of the FEM calculation is written in a matrix (Table 3.2). 
 
 
Fig. 3.24: MAC criterion matrices for the first 9 modes of the micromirror. Nominal matrix to 
nominal matrix (a), represent no mode interchange, for th = 3.5 m (b), and for th = 5.5 m (c) 
mode interchange occurs 
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Table 3.2: Results of multivariable FEM simulation of the micromirrors 
Parameters Eigenfrequencies [Hz] 
th, [m] w, [m] , [MPa] 01 mode 03 mode 05 mode 06 mode 
3.00 3.00 10.1000 5263.478 10735.55 23465.23 36737.52 
3.00 3.00 7.5748 5148.956 10258.98 22664.28 36631.51 
3.00 3.00 5.0499 5011.425 9747.092 21832.42 36523.97 
… … … … … … … 
5.00 4.50 -9.7863 8310.260 15161.34 35499.24 61236.00 
5.00 5.00 9.6935 10367.350 19516.87 42881.97 62702.95 
5.00 5.00 7.2701 10231.580 19118.87 42273.28 62587.26 
… … … … … … … 
6.00 6.00 -4.7618 12332.960 22265.57 50202.03 75612.87 
6.00 6.00 -7.1427 12138.350 21842.39 49627.27 75493.25 
6.00 6.00 -9.5237 11929.780 21406.51 49045.71 75373.62 
 
The first three columns contain the variables spring thickness, spring width and 
built-in mechanical stress (th, w, ). The subsequent four values are the correspond-
ing out-off plane Eigenfrequencies. The time to establish this data set is about an 
hour. The graphs in Fig. 3.25a,b illustrate the dependence of the first and the sixth 
Eigenfrequencies on the spring geometry, respectively. Therefore, stress is set to 
zero. Up to the fifth mode the frequencies are influenced by the width and the thick-
ness, while all following modes are mostly defined by the structures thickness. A 
similar situation is obtained for the graphs in Fig. 3.25c,d. In this case, the spring 
width is held constant at 5 m and stress and thickness vary. As can be seen, even 
here the frequencies of higher modes are less dependent on mechanical stress. The 
reason for this behaviour lies in the different mode shapes – for the first five modes 
a large motion of the springs occurs, whereas for the following modes mainly mirror 
plate deformations take place. A multivariate regression of the data for each Eigen-
frequency leads to an analytical description of their dependence on thickness, width 
and stress: 
  ,w,thff No  (3.22) 
where foN is the Eigenfrequency of mode number N.  
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3.6.5   Solvers and fit accuracy 
As a result, the coefficients of a fourth order polynomial are obtained and equations 
for particular Eigenfrequencies can be constructed (Eq. 3.23). The uncertainty of this 
regression is less than 0.01 %. 
  ...σ...σσ,,o 33132010001000  wthawaaawthf  (3.23) 
The process of Eigenfrequency value calculation depends on the solution methods. 
Some methods are iterative and require an initial guess value for the Eigenfrequency 
and some do not. In Fig. 3.27 the fluctuation of Eigenfrequencies calculated in AN-







f  (3.24) 
where 
0if
~  is the mean value for 100 runs.  
 
Fig. 3.25: Dependence of Eigenfrequencies on geometry and stress: 1st mode Eigenfrequencies 
vs. spring width and thickness (a), 1st mode Eigenfrequencies vs. spring thickness and built-in 
mechanical stress (b), 6th mode Eigenfrequencies vs. spring width and thickness (c), 6th mode 
Eigenfrequencies vs. spring thickness and built-in mechanical stress (d) 
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In contrast to the Block Lanczos, the Subspace method shows no fluctuation and 
always yields the same values. However, this method is significantly (up to 10 
times) slower than the Block Lanczos. The difference between Eigenfrequencies 






ff   (3.25) 
where 
0if and 0jf are Eigenfrequencies calculated by the i
th and jth method respec-
tively. They are in general very small and do not exceeded 10-6. 
Anyway, for complex microsystems, there is no analytical model for complex Ei-
genfrequencies available, so some methods of the modal analysis must be accom-
plished in order to assure results. It is observed that for complex microsystems with 
a big aspect ratio of planar sizes to thickness, the modal analysis leads to wrong 
results. The approximation accuracy of numerically obtained FEM data is an impor-
tant point that influences the whole accuracy of the parameter identification proce-
dure. 
Among many approximation technique available, polynomial, Gaussian, rational 
polynomial, nearest neighbourhood, a simple polynomial approximation is chosen 
for the sake of simplicity though, polynomial techniques allow to reach quite good 




Fig. 3.26:  Fit accuracy vs. polynomial order 
for various Mode 
Fig. 3.27: Numerical fluctuation of Eigenfre-
quency calculations 
3.7  Experimental determination of Eigenfrequencies 
The determination of the Eigenfrequencies splits into two tasks. In the first step, the 
FRF of the micromechanical structure is measured. In the second step, the extraction 
of the Eigenfrequencies out of the FRF follows. Fig. 3.28 shows the used measure-
ment setup in its “classical” form. Later the “all-in-one” MSA-500 was used for the 
measurement procedure. The microscope with the implemented optical fiber of the 
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LDV focuses the laser beam onto a spot with a diameter of 1 m. Furthermore, it 
makes possible the alignment of the laser spot on the micro mechanical structure. 
The arbitrary function generator supplies the investigated mirror with the voltage 
used for the electrostatic driving. Different signals are useful, like the falling edge of 
a rectangular pulse, a chirp signal or noise. 
The measurement of microsystem Eigenfrequencies is non-tactile and fast. The exci-
tation of the micromirrors is done by electrostatic forces. An electrostatic probe is 
connected to a high voltage (up to 400 Volt) excitation signal and placed at a dis-
tance of approximately 5-10 µm to the micromirror. 
 
Since the distance not primarily affects the Eigenfrequency but only the magnitude 
of the vibration, it is not necessary to adjust it very accurately. Spring softening and 
effects due to non-linearity of the mechanical system are reduced by the relatively 
high electrode distance and low vibration amplitudes in the order of several nanome-
ters. As common practice, a simple probe needle is used for electrostatic excitation. 
It is also possible to use transparent indium tin oxide (ITO) glass-covered electrodes 
in order to simplify the measurements process. ITO is almost transparent for lasers 
and for visible light. Both approaches are shown in Fig. 3.29. 
Round electrodes seem to be preferable for microsystem excitation in this manner 
[218]. By excitation with a special transparent probe, the fringing field between 
electrodes provides the electrostatic force, necessary to excite micromirror vibra-
tions. Hence, wafer grounding is not necessary. 
 
 
Fig. 3.28: Scheme of the measurement setup for the FRF determination 
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  (3.26) 
with the capacitance between the electrodes C, the displacement of the sample sur-
face in the direction perpendicular to the electrodes d and the applied voltage V. In 
case of a special exciting electrode that is separated from the investigated microsys-
tem, excitation occurs independently of the microsystem materials. 
For excitation different types of broadband electric signals are suitable. The signal 
should provide a constant power spectrum over the frequency range of interest. Ran-
dom noise and a sinusoidal signal with a variable frequency (chirp) are mainly used. 
Due to the small magnitude, a linear behaviour of the micromirrors can be assumed. 
The complete broadband vibration spectrum is acquired at every scanning point by 
applying the Fast-Fourier-Transform (FFT) technique to the demodulated vibrome-
ter signal. The sampling time during the measurement depends on the necessary 
frequency resolution. A signal analyser performs the calculation of the estimates of 
the FRF from the measured vibration velocity and displacement. 
In addition to this fast procedure, an animation of the measured vibration can be 
performed. The motion of the structure can be animated by cycling the phase of a 
particular frequency over an entire period. This technique provides an animation of 
the operational deflection shapes, which is used to determine the order of the inves-
tigated resonance frequency. 
Animation still images of the measured micromirror Eigenfrequencies are shown in 
Fig. 3.30. In every image, one mode measured with array photo is shown as back-
ground, next to it a corresponding simulation mode (compare with Fig. 3.18) is 
shown. Colour range and displacement magnitude are adjusted. Not all modes can 
be obtained in this manner – in plane modes are normally very noisy and only de-
tectable in FRF. 
 
 
Fig. 3.29: Two excitation variants for the micromirror: a) with a common needle probe and b) 
with a transparent electrode from ITO glass 
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Fig. 3.30:  Measured and simulated micromirror Modes 
The resulting mobility FRF of a micromirror is shown in the Bode plot in Fig. 3.31 
as real and imaginary parts of the mobility FRF. Depending on the measurement 
system, the phase can require correction. Fig. 3.31b illustrates this common case. 
The phase shift can be caused by the measurement setup or by the measured micro-
system: in any case it should be corrected. That can be done by calculation of the 
slope factor, as shown in Fig. 3.31b. The corrected phase response function is shown 
in Fig. 3.31c. 
For an efficient Eigenfrequency determination, an automatic method that finds the 
amplitude maxima of the mobility FRF should be used. In the first step, it has to 
select the frequency ranges, where maxima occur. Therefore, the phase vs. fre-
quency is calculated, because it strongly changes at resonance frequencies. The grey 
bars in Fig. 3.31c illustrate the recognized frequency ranges. In the second step of 
the Eigenfrequency determination the automatic method extracts the recognized 
frequency ranges from the real part and determines the local maximum.  
Method is not only one proven methods for automatic resonance determinations. For 
some microsystems with comparable FRF peaks magnitude a simple peaks peaking 
method is very good applicable. In another cases pattern recognitions, wavelet 
analysis or combination of these methods can be applied for Eigenfrequencies 
search. The measured FRF depends on the measurement frequency resolution. De-
pending on the measurement system and Eigenfrequency itself, this value can lie 
between fractions of Hz and several dozen Hz. For the exact parameter determina-
tion, the accuracy of peak determination has to be improved. For this reason, the 






  (3.27) 
where  is a parameter depending on the amplitude, f is the frequency and foN are 
the desired Eigenfrequencies. The used function for the Lorentzian fit is given in Eq. 
(3.28): 
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1/ A - A
L(f)= + A
f - fo1 +
A - A bw
. 
(3.28) 
Where Amax denotes the maximum value of the extracted real part, Amin the minimum 
value of the real part, bw the bandwidth and foN are the desired Eigenfrequencies. 
An ordinary generalized regression algorithm performs the fitting procedure.  
Fig. 3.33 shows the extracted frequency ranges from the real part and the corre-
sponding Lorentzian fit. These Eigenfrequencies correspond to the mode shapes 
presented in Fig. 3.18. Most modes can be easy identified, as shown in Fig. 3.33a for 
the main micromirror mode. Even the mode 03, almost invisible in the main FRF, to 
the right of the main maximum can be recognized with this technique, as shown in 
Fig. 3.33b. 
Not only the Lorentzian fit procedure, but other techniques can be applied in order to 
extract Eigenfrequencies from FRF precisely. It was found that parabolic and Gauss 
functions are not suitable for the Eigenfrequency extraction procedure. 
 
Fig. 3.31: Measured mobility FRF (a), measured (b) and corrected (c) phase 
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Fig. 3.32: Lorentzian fit used for Eigenfrequency extraction 
The Lorentzian fit procedure seems to be a most suitable instrument for this task, 
because the shapes of the Lorentzian fit and the mobility FRF function are the same. 
The accuracy of the Lorentzian fit has been tested on data sets specially created by 
the FE analysis. In this case Eigenfrequency, quality factors and the point density 
(an analogy for LDV sampling rate) can be determined by the FE analysis. 
Additionally, artificial Gaussian noise can be added to numerically obtained data. 
These tests have shown that for common frequency ranges and for common quality 
factors the accuracy of the Lorentzian fit is as low as 0.1 Hz.  
To nontrivial cases of FRF, the more complex, asymmetrical Lorentzian fit can be 
applied. Even a special function based on the FE model, that better reflects the form 
of FRF functions, can be used for a precise Eigenfrequency extraction. However, it 
seems to be unnecessary for most cases.  
The accuracy analysis was performed on the basis of a series of consecutive meas-
urements of the frequency response function of a microstructure and the subsequent 
estimation of the five captured Eigenfrequencies by Lorentzian fitting. The results 
are shown in Table 3.3. The calculated standard deviation is close to or less 
than 0.1%. 
 
Fig. 3.33: Extracted frequency ranges from the real part (dots) and Lorentzian fits (solid line): 
a) 1st mode at fo1=8172.25, b) 3rd mode at fo2= 14977.11 
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 Table 3.3: Standard deviation for different Modes 
Mode number Mode 01 Mode 03 Mode 05 Mode 06 Mode 07 
Standard deviation 0.012% 0.039% 0.012% 0.033% 0.012% 
3.8  Parameter identification 
3.8.1   General procedure 
The parameter identification is the last step of the presented characterization method 
for microsystems. Again, here the micromirror array is used to explain the proce-
dure. The results of the theoretical analysis and the Eigenfrequency determination 
are combined to determine the spring thickness and width as well as the built-in 
mechanical stress. Now Eigenfrequencies for every meaningful mode as a function 
on searched parameters are available. The same Eigenfrequencies are measured with 
LDV and velocity Eigenfrequencies are extracted from FRF very precisely with the 
help of the Lorentzian fit functions. Everything is ready for parameter identification 
procedure Fig. 3.34. 













  (3.29) 
where fo(th, w, )N denotes the polynomial for the N-th Eigenfrequency obtained 
from the numerical simulations, foN is the measured N-th Eigenfrequency and m the 
number of determined Eigenfrequencies. The obtained values for spring thickness, 
width and built-in mechanical stress are effective parameters valid for the whole 
micromirror. There are many standard algorithms to solve Eq. 3.29 in respect to the 
searched parameters. The most general among them is the Levenberg–Marquardt 
algorithm [219], [220]. This algorithm works very well for this kind of problems.  
 
 
Fig. 3.34: Three main steps of the parameter identification procedure 
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Fig. 3.35: Three main steps of the parameter identification procedure 
There is no need for any other more complex minimization algorithms. The reason 
for this is in the nature of the functions that describe Eigenfrequency dependences 
on from the searched parameters. As can be seen in Fig. 3.25, they are quite smooth, 
thus, the minimized functions are smooth too. This is illustrated in Fig. 3.35, where 
the residuum function (Eq. 3.29) as a function of spring width and spring thickness 
is shown as 2D function (a) and isosurfaces (b). Stress value is set to -2.487 MPa 
(goal value for this micromirror). 
As can be seen in Eq. 3.29, the squared difference between the measured and nu-
merically calculated frequencies are scaled on the measured Eigenfrequencies. The 
scaling issue in this case improves convergence of minimum search algorithms. 
Anyway, it is useful to keep spring dimensions in MKS and Eigenfrequencies 
in kHz1 in order to avoid ill-conditioned matrices. It is also possible to scale all 
searched parameters and Eigenfrequency variations to unity. After the searched al-
gorithms reach the solution in this “space”, it can be expanded onto common scala, 
by applying appropriate coefficients. This proves favourable for algorithm automa-
tion, but in the graphics, shown here this procedure is omitted for the sake of clarity. 
The values for this micromirrors obtained in Levenberg–Marquardt algorithm are 
shown in Table 3.4. 
Table 3.4: Parameter identified for the given micromirror 
Parameter Spring thickness Spring width Mechanical stress in springs 
Value 4.50 m 4.75 m -2.49 MPa 
 
                                                            
1 Thus, 5.1 instead of 0.0000051 for the micromirror thickness and 18.7 instead of 18 700 for the Eigenfre-
quency 
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Fig. 3.36: Residue functions in stress/width (a) and stress/thickness (b) coordinates  
Residue functions for search algorithms in stress/width (a) and stress/thickness co-
ordinates are shown in Fig. 3.36a,b. Fig. 3.36a demonstrates one, specially founded 
among many micromirrors, case there minimum “valley” is not well-defined. In 
many other cases the situation is similar to those shown in Fig. 3.35 and Fig. 3.36b. 
Fig. 3.37 demonstrates the search trajectory to the global minimum in the 3D (a) and 
2D (b) cases. 
 
 
Fig. 3.37: Search algorithms for four steps: (3D) and a 2D representation 
3.8.2   Uncertainty estimation 
The value of the residuum function for the found set allows for the quality estima-
tion of the executed minimization procedure. However, this is not the best way to 
demonstrate the applied approach. Another, more favourable way, which emphasises 
the nature of the presented method, is shown below.  
In Fig. 3.38a the numerically obtained response surface for the first Eigenfrequen-
cies in coordinates (thickness, width) is shown. Therefore, mechanical stress is set to 
zero. This numerically obtained “space” of the possible first Eigenfrequencies con-
forms with only one, experimentally gained first Eigenfrequency. For the given mi-
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cromirror it is equal to 8 060.20 Hz. In Fig. 3.38a, this measured Eigenfrequency is 
presented as a violet plane that intersects the response surface for the first numeri-
cally calculated Eigenfrequency.  This value is obtained after the application of Lor-
entzian fit and the Eigenfrequency extraction uncertainty is about 0.1 Hz. The stan-
dard deviation for the first Eigenfrequency is 0.012%. Thus, the experimentally 
obtained Eigenfrequency is defined with an uncertainty as low as 1 Hz. That means 
that the violet plane has a “thickness” of 1 Hz. 
Now, there is a set of parameters (thickness, width) that corresponds to the measured 
(with defined uncertainty) first Eigenfrequency. This set is presented as a dashed red 
line at the surface intersection in Fig. 3.38a and shown in Fig. 3.38b in coordinates 
width/thickness. This function can be also obtained analytically as an inverse func-
tion of a behavioural model of the micromirror (Eq. 3.23). 
The values for four measured Eigenfrequencies for one micromirror with accuracy 
which come from the fit procedure, are shown in Table 3.5. The mode number is 
given according to Fig. 3.17. 
Now, the same set of parameters is obtained for every measured mode. For stress 
equal to 10 MPa this set is shown in Fig. 3.39a. If mechanical stress in the search 
algorithms varies from 10 MPa to the value, the sets move in respect to each other 
until all sets cross in the small area, as shown in Fig. 3.39b. This is the most fasci-
nating part of the parameter identification. The crossing of sets means that in the 
model a parameter set is found, that satisfies all measured Eigenfrequencies, thus 
parametrical model is also valid and reflect reality properly for this, founded pa-
rameter set. 
Table 3.5: Measured Eigenfrequency of one micromirror. Mode number according to Fig. 3.17 
Mode number Mode 01 Mode 03 Mode 05 Mode 06 
Value, Hz 8060.2022 14720.4548 33760.6323 53752.2664 
 
 
Fig. 3.38:  Response surface for the first Eigenfrequency (a) and a set of the geometric parame-
ters appropriate to the measured Eigenfrequency 
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Fig. 3.39: Search algorithms for the optimal parameter set 
The zoomed crossing area is shown in Fig. 3.42. The width of sets corresponds to 
the uncertainty in the Eigenfrequency determination (Table 3.3) especially for this 
micromirror. All sets cross in the small area, depicted in red, and lateral dimensions 
of this area can be interpret as method uncertainty values. Identified by minimization 
algorithms values for this micromirror are given in Table 3.6. Width and thickness 
from this table are depicted by the red cross in Fig. 3.42. Thus, it can be seen from 
the minimization algorithms, that they are about 10-20 nm for geometry.  
 
Fig. 3.40: Searching algorithms for the optimal parameter: zoom of Fig. 3.39b 
 
Table 3.6: Parameter identified by the searching algorithms 
Parameter Springs thickness Springs width Mechanical stress in springs 
Value 4.326 m 4.43 m -1.097 MPa 
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The same diagram for the stress analysis leads to accuracy as low as 100 kPa. Paral-
lel to this work, participant of the ParTest project, M. Gennant has dedicated his 
thesis to an investigation of this problem in detail [221]. Using interval algorithms 
and guaranteed parameter estimation procedure he has come to the same accuracy 
values for this problem. An inverse problem can be solved in order to investigate the 
method accuracy. From the model established together with the measured Eigenfre-
quencies model it can be estimated, how the uncertainty in the method steps influ-
ences the results. The worst case is assumed. For example, in case of a discretization 
uncertainty that means that all deviations act to affect numerically calculated Eigen-
frequencies in order to maximize the uncertainty. These uncertainties are summa-
rized in Table 3.7. The difference in the parameter estimation uncertainty for width 
and thickness is easy to explain (Table 3.7, Fig. 3.40). The micromirror’s thickness 
is very well-defined through its higher plate Mode. With new LDV models, more 
plate Modes can be easily obtained (modes 07-09 from Fig. 3.18). These modes are 
not dependent on spring width at all. If this mode is measured, micromirror thick-
ness can be identified with high precision. The same applies to mode 02. This mode 
is purely width (and also stress) dependent mode. Unfortunately, this in-plane mode 
is hard to measure. However, if measurements are done successful, the parameter 
identification becomes very simple. This case for other micromirror is shown in 
Fig. 3.41, where two sets of data, responsible for a pure thickness and width-
dependent mode cross each other at one point. 
Table 3.7: Method uncertainty estimation  
Method step Uncertainty Reference
Influence on parameter identification 
thickness, nm width, nm stress, kPa 
Mesh discretization 
uncertainty as low as 0.1 % Fig. 3.20 1  10 100 
Mode fitting proce-




as low as 0.04 % Table 3.3 1 10 100 
Lorentzian fit  
uncertainty 
as low as 1 Hz  1 10 100 
Minimization proce-
dure uncertainty   10 20 100 
Summary   as low as 20 nm < 0.5 MPa 
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3.9  Results and method verification 
3.9.1   Characterization at various temperatures 
In order to verify the method, the following experiment was performed. The mi-
cromirror array was heated up from room temperature to 120 °C. It is obvious that 
no change of geometry but only of stress can occur. At certain temperatures the FRF 
were measured and Eigenfrequencies calculated. The parameter identification 
yielded the results shown in Fig. 3.42. As can be seen, the built-in mechanical stress 
rises with increasing temperatures (Fig. 3.42a and Fig. 3.42b). Fig. 3.42c and 
Fig. 3.42d show geometric parameters vs. temperature for the two investigated mi-
cromirrors. It is evident that thickness remains nearly constant over the whole tem-
perature range. The obtained maximum deviation is 0.09% for the first and 0.02 % 
for the second micromirror. The spring width varies up to 1.88 %. The reason for the 
higher deviation is that only out-off plane Eigenfrequencies were measured which 
are more influenced by thickness and stress variations but less by the width varia-
tion. 
The chosen micromirror array is a very good example to demonstrate the perform-
ance of the developed method. Investigations regarding the first Eigenfrequency 
yield strong deviations within the array. Fig. 3.43a illustrates the distribution of the 
first Eigenfrequencies along the array length. The maximum deviation amounts to 
1.05 kHz. It is expected, that the main reasons for this are differences of the spring 
cross-sections and the variation of the built-in mechanical stress. In order to separate 
the influence of these three effects and to specify the contribution of each effect, a 
characterization of the micromirror array was performed. Fig. 3.43b shows the ob-
tained geometric parameters of springs. Thickness increases along the array from 
5.1 m up to 5.4 m can be observed. According to the FEM simulation results, this 
0.3 m change leads to a 0.5 kHz change in frequency. The width remains almost 
constant with respect to the lower resolution. Using trend analysis, the change 
amounts to 0.15 m, which corresponds to a 200 Hz frequency change. The stress 
distribution in Fig. 3.43c shows a strong variation along the array. For the obtained 
maximum stress deviation of about 13 MPa, the according frequency shift is 
0.9 kHz.  
Based on these results it is possible to derive the influence of fabrication technology 
on the properties of the micro mechanical system. Therefore, the technological proc-
esses have to be known. For the investigated micromirror array the calculated thick-
ness variations are mainly caused by chemical mechanical polishing. Based on the 
obtained change of 0.3 m over an array length of 7 mm the total thickness variation 
of the used 4 inch wafer amounts to 4.2 m. This value is typical of commercially 
distributed wafers. The width variation is defined by lithography.  
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Fig. 3.41: Simplified case of the parameter identification 
The observed deviation is very low and caused by the inhomogeneity of the photo 
resist. The stress distribution in Fig. 3.43c can be explained by silicon fusion bond-
ing. In Fig. 3.44 the thickness wafer map is shown. Every point of this map is the 
medium thickness value for the whole array. 
 
Fig. 3.42: Determined geometric parameters and built-in mechanical stress for the two selected 
micromirrors: built-in mechanical stress vs. temperature for the a) first micromirror and b) for 
the second micromirror; c) thickness and width vs. temperature for the first and d) for the sec-
ond micromirror 
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3.9.2   Special cases and the characterization of micromirror features 
Not only pure thickness variations, but also more complex effects can be identified 
by this method.  
Among many micromirrors, characterized by using this method, some wafers have 
been found, with which the presented method has shown no perfect convergence in 
the form depicted in Fig. 3.40. In the course of the detailed investigation into the 
nature of this deviation, the notching effect (Fig. 2.24) was found. The SEM image 
of the micromirror cut is shown in Fig. 3.45a. The zoomed image of a spring section 
is shown in Fig. 3.45d.  
 
Fig. 3.43: Determined geometric parameters and built-in mechanical stress for the whole mi-
cromirror array 
Notching features influence the mirror plate, strongly influence the spring cross-
section profile and, as a result, Eigenfrequencies. In this case two additional corres-
ponding to the thickness parameters have to be defined. They are depicted in 
Fig. 3.45c as th and th1. Fortunately, for single crystal silicon, the rest geometry of 
the cross-section is defined by etching rules of plane (100), as shown in Fig. 3.45d. 
The FE model cross section is shown in Fig. 3.45b. 
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Fig. 3.44: Wafer map for the micromirror array 
The parameter identification technique shows the result that perfectly corresponds 
with results of SEM images. However, this example illustrates an important rule for 
the presented method: form, he deviation shape and kind have to be known prior to 
characterization.   
 
Fig. 3.45: Micromirror with features: SEM images (a), (d) and corresponding FEM model (b) 
and parameter definition (c) 
Deviations in spring geometry strongly influence the functional parameters of a 
micromirror. Thus, by changing the spring geometry after fabrication it is possible to 
change or tune functional parameters. When changing the spring thickness at one 
spot (ca 50×5 m2) the Eigenfrequency of the first Mode can be tuned down in order 
to get homogeneity for all micromirrors in the array (Fig. 3.46). At first, the parame-
ter identification procedure has to be carried out in order to identify the real parame-
ters of the micromirror according to the method described above. After that, parame-
tric model that includes the desired FIB cut has to be established and optimum FIB 
groove depth for all micromirrors in the array has to be defined (Fig. 3.46a). The 
micromirrors Eigenfrequency in the array before and after tuning is shown in 
Fig. 3.46b. In Fig. 3.46c, the SEM image of tuned springs with FIB cut is shown. 
Unfortunately, FIB tuning of springs in this manner is a very long and complicated 
process, associated with many alternating FIB cutting techniques and cut geometry 
measurements. That’s why only a few micromirrors were tuned. 
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Fig. 3.46: Micromirror with features: SEM images (a), (d) and corresponding FEM model (b) 
and parameter definition (c) 
One more circuitousness verification of the presented method was performed after 
understanding the reasons of functional parameters deviations. The fabrication 
process and design for these micromirror arrays have been changed. A special SOI 
wafer (it is more expensive) with well-defined thickness and extreme low TTV is 
used as the active wafer in the fabrication process. The spring mirror design was also 
changed and special stress compensating structures were introduced in order to 
avoid the influence of bonding stress. The micromirror area was also enlarged. Then 
new micromirror design is shown in Fig. 3.47a.  
 
 
Fig. 3.47: New design of a micromirror (a) micromirror with features: SEM images (a), (d) and 
corresponding FEM model (b) and parameter definition (c) 
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Fig. 3.48: Results of parameter identification for the old array type placed on one diagram for 
the common type of a micromirror array 
In Fig. 3.47b searching process for the optimum spring design in respect to the x/w 
ratio is shown (Fig. 3.47c). The founded optimum allows for reaching the maximum 
rotation angle by given gap between the electrodes below and voltage. The SEM 
images of the fabricated micromirrors are shown in Fig. 3.47d,e. 
 
The parameter identification results for old arrays on one diagram for all three para-
meters are shown in Fig. 3.48. The same diagram for the new array type is shown in 
Fig. 3.49. As can be seen, strong variations of stress, a trend of growth in thickness 
and stochastic variations of width are occur. The new type of arrays is free from 
stress influences. The modified SOI technology eliminates stress influences, while 
width deviations remain stochastic as before. 
 
Fig. 3.49: Results of parameter identification for the new array type placed on the one diagram 
for the new, advanced type of a micromirror array 
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3.9.3   Comparisons with SEM 
The comparison of the presented method with common measurement techniques is 
not an easy procedure. Most of reasons for this have already been discussed here. 
There is still no standards for measurements at the micro/nanoscale. In order to 
prove the method’s accuracy many techniques have been used. By using simple 
optical microscopy, it was confirmed that the identified values for the width are in 
±0.2 m range of the microscope resolution. Using an ordinary SEM image, thick-
ness measurements of micromirrors have been made. The accuracy of these mea-
surements is nearly the same as for optical microscopy, because the view angle is 
unknown with the tolerable accuracy. In order to investigate micromirror cross-
section in the most proper way, they were sealed with the compound. After that 
cross-section samples were prepared, which were measured with a calibrated SEM. 
It was tried to keep an angle of view perpendicular to the cross-section plane. The 
measurement results for the set of micromirrors are shown in Table 3.8. 
 Table 3.8: Comparison of the presented method with the results obtained with the SEM mea-
surement technique  
N 
Thickness identification, m 
Uncertainty*, % 
SEM results Presented method Difference 
1 5.25 5.39 -0.13 -2.5 
2 5.29 5.41 -0.12 -2.3 
3 5.76 5.79 -0.04 -0.6 
4 5.78 5.79 -0.01 -0.2 
5 5.19 5.12 0.07 1.3 
6 5.19 5.16 0.04 0.7 
7 4.07 3.99 0.07 1.8 
8 4.71 4.80 -0.09 -1.8 
9 4.14 4.13 0.01 0.3 
10 4.51 4.49 0.01 0.3 
11 4.44 4.51 -0.06 -1.4 
12 4.30 4.40 -0.10 -2.2 
13 4.27 4.41 -0.13 -3.1 
14 4.33 4.41 -0.08 -1.8 
15 4.30 4.40 -0.10 -2.2 
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N 
Width identification, m 
Uncertainty*, % 
SEM results Presented method Difference 
1 4.62 4.56 0.06 1.3
2 4.65 4.60 0.05 1.1
3 4.60 4.60 0.01 0.1
4 4.59 4.63 -0.04 -0.9
5 4.72 4.66 0.06 1.2
6 4.75 4.72 0.02 0.5
7 4.48 4.44 0.04 1.0
8 4.63 4.64 -0.01 -0.3
9 4.50 4.46 0.05 1.1
10 4.55 4.43 0.12 2.8
11 4.55 4.45 0.10 2.2
12 4.40 4.36 0.04 0.8
13 4.39 4.38 0.01 0.3
14 4.41 4.34 0.07 1.7
15 4.29 4.33 -0.04 -0.9
16 4.53 4.66 -0.13 -2.8
 
* Here uncertainty is defined as difference between values, measured by SEM and presented 
method, divided by SEM result and taken in %. 
 
An example of inverse SEM image of micromirror cuts is shown in Fig. 3.50. In 
Fig. 3.50a and c small notching artifacts are also visible. Edge of the mirror is not 
sharp because of peeling of molding compounds. That’s another reason why AFM 
measurements are also make not much sense for this type of microstructures. Edge 
regions will be always resolved with accuracy of about 0.1 m. 
In Fig. 3.50b and c slight wedge shape is visible. This wedge shape does not mean 
equal wedge shape of the spring cross-section for the following reasons: 
 cut plane can be not parallel to y0z  plane of the micromirror 
 view angle of SEM can be not perpendicular to the cut plane 
 electron beam can be distorted. 
As can be seen from the Table 3.8, uncertanties in the identification of geometric 
parameters not exceed 3%, which corresponds to 150 nm. Unfortunately, these val-
ues cannot be defined as the method accuracy.  
A SEM measurement method itself has an accuracy of about 100 nm for these mea-
surement conditions. Anyway, they are very good for this kind of characterization. 
The differences are beyond the limit of optical resolution. The medium differences 
for thickness and width are in the same (69 and 53 nm).  
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Fig. 3.50: Influence of laser power on stress in measured sample 
That means even hardly measurable thickness is obtained with satisfactorily resolu-
tion. The obtained difference is comparable with the theoretical limits of the method. 
Note that the method yields a mean, “effective” value of geometric parameters dis-
tributed for the whole micromirror. However, only one value for the cross-section is 
obtained by SEM. As a matter of fact, a number of cuts have to be performed in 
order to prove the methods properly. However, this complex measurement problem 
has not been solved due to lack of time. May be even these methods do not provide a 
better accuracy, because the SEM images for cuts have to be performed from the 
same position with the same magnification, which is hardly possible. It seems that 
now there is no way to improve these results. AFM experiments on micromirrors 
and other microstructures also face with edge detection problems setting the accura-
cy of this method to ca. 40 nm. 
3.9.4   Comparisons with micro Ramans spectroscopy 
Stress measurements in springs have been made using RS. Results were obtained 
independent at two universities: CUT and TU Bergakademie Freiberg. The results 
are in good agreement with each other, but only in Freiberg 2D scans of the investi-
gated micromirrors were possible, that is why mainly the results from Freiberg 
mostly are presented here1. Measurements with RS are extreme time consuming, 
thus many hours for one scan are needed. Measuring on the frame is not a problem 
but the power of the exciting laser beam on the springs has to be reduced drastically 
to avoid temperature effects. Sample heating should be avoided because the fre-
quency shifts with temperature rise (to lower frequencies) and this effect will disturb 
the stress measurements.  
The stress-free frequency value of Raman phonon is defined at the point far away 
from the chip edges and equal to 520.6 cm-1. A wave length of 532 nm (green light) 
and ×50 long-distance objectives are used for measurements. In order to exclude 
temperature influence, extreme low just 100 µW laser power was used for measure-
ments. To interpret the frequency shifts in terms of stress, a model is needed. For 
                                                            
1   Frequency and frequency shift will be mentioned often in this subchapter. The characteristics of Raman 
phonon, not Eigenfrequency of SMD system is mentioned here. 
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uniaxial stress along [100] and [110] directions, (100) plane in silicon frequency 
shift is linear dependent on stress: 
(MPa) = - 434   (cm-1)    or     (cm-1) = - 0.0023 (MPa)  
A fairly estimation gives that 0.01 cm-1 corresponds to ca. 5 MPa. The 2D map of 
the frequency shift distribution is shown in Fig. 3.51. As can be seen, stress in frame 
is close to zero and increases in springs. The last two figures should be compared 
with the FE calculated stress shown in Fig. 3.17c. 
The RS measurements have not be considered as direct verification of the pre-
sented method, because they were made under different measurement conditions, i.e. 
in laboratories, located in two different cities. However, it can be seen that the me-
chanical stress range is the same (about ± 10 MPa) and the stress distributions ob-
tained by RS and using the FE method are in good agreement with each other. This 
method is outlined here, in great detail, because it is similar1 to the presented and 
only widely used direct method for reliable stress characterization in microsystems. 
It is obvious how complex the characterization process in RS is. Just a very small 
frequency shift (about 0.1...1 cm-1) has to be determined and the Signal-to-Noise 
Ratio (SNR) ratio is bad. This is the big contrast to the presented method, there shift 
of the Eigenfrequency is very high and can reach 10-20 % of the nominal value. 
Time and measurement setup are another two criteria there using which two me-
thods can be easily compared. Although measurements of the Raman peak at one 
point are made in seconds, like by Eigenfrequency measuring with LDV, far more 
measurements are required for signal averaging. The presented method yields aver-
aged, “effective” mechanical stress and effective geometric parameters and thus 
averaging measurements are not required. 
 
Fig. 3.51: 2D frequency shift map measured at the point, where micromirror springs are con-
nected to the frame    
                                                            
1 from measurement procedure: shift of peaks should be measured 
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3.10  Conclusions 
In recent years the presented method of parameter identification based on Eigenfre-
quency measurements has been applied to many microsystems. Acceleration sen-
sors, micromirrors and gyroscopes were investigated within the framework of Par-
Test projects1. Micromirrors and pressure sensors were investigated in detail. Com-
mon pressure sensors were investigated by S. Michael from Ilmenau [225], while 
micromirror arrays in two modifications are presented here. This method has also 
been used at CUT for the characterization of acceleration sensors [132], pressure 
sensors and other microstructures. The method was proven with AFM and RS to 
work on other microsystems not presented here due to lack of space. Together with 
the companies Polytec and Suss, efforts on the automation of the measurement pro-




 The presented parameter identification method for microsystems enables 
the determination of geometry and mechanical stress 
 The combination of Eigenfrequencies calculated by FEM and measured by 
LDV yields sufficiently accurate results 
 Method can be fully automated to a measurement procedure for robust and 
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4  Test structures for microsystem characterization 
4.1  Most important model parameters in BDRIE technology 
As an example of a microstructure, fabricated by DRIE technology, a simple resona-
tor is investigated with respect to all model parameters. The resonator has comb 
electrodes with a linearly changed finger length, opposite the fixed electrodes with 
constant finger lengths. The resonator is connected to the frame by four springs. 
A sketch and an analytical model of the resonator are shown in Table 4.1. 
The simple analytical model, only the first Eigenfrequency can be calculated almost 
precisely. The Eigenfrequencies of other modes are very far from the analytical 
ones. In an analytical model, the resonator body is considered to be rigid. In fact, it 
is deformable. Anisotropy of the beams for torsion movement is not taken into ac-
count either. Anyway, FE simulation is the only way to implement all technological 
deviations into the model. 
The first four Eigenfrequencies of the resonator are shown in Fig. 4.1. The first one 
is the main in-plane translation mode. The analytical value for this Eigenfrequency 
is about 44.674 kHz, which agrees very well with the FEM value (45 kHz).  
 
 
Fig. 4.1: Four main resonator modes  
In order to investigate model parameters that influence function parameters the 
most, all geometric deviations are implemented into the FE model of the resonator. 
As a function parameter, the first four Eigenfrequencies are chosen. The depen-
dences of Eigenfrequency deviation on the thickness and stress model parameters 
are shown for four modes in Fig. 4.2. They are almost trivial for the thickness most 
influences the out-of-plane mode, but not the in plane mode. Mechanical stress 
changes the main in-plane mode. 
 
Fig. 4.2: The four resonator modes under the influence of thickness deviation (a) and change in 
mechanical stress (b) 
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Table 4.1: A simple resonator fabricated by BDRIE technology, sketch and analytical model 
Sketch Analytical model 
 






In-plane stiffness k:                                                  .483l
EIk 









E – Young’s modulus: 169 GPa for the wafer plane (100), 
orientation [110];  
l –  spring length: 140 m. 
A – movable mass square: 0.036248 m2 
h – nominal structure thickness: 50 m. 
 – material density: 2329 kg/m3. 
w – spring width: 3 m. 
 
Wedge shape and underetching influence Eigenfrequency in the same way, as shown 
in Fig. 4.3. 
Even a small tilt angle significantly changes the shape of a microstructure, as shown 
on the cut of the FIB in Fig. 2.24. A sketch to account for a tilt angle is shown in 
Fig. 4.3. Based on it, 
 sin;cos;sin rdytrdxthr . (4.1) 
Here r is the radius vector of the shift in the x0y plane, h is the structure thickness, 
dxt, dyt are the shifts of the plane below in x and y directions respectively. 
As the simulation shows, the tilt angle does not influence the Eigenfrequencies of a 
microstructure. However, there is another interesting effect: in case of purely in-
plane modes, like mode I, an out-of plane component of movements occurs. This is 
illustrated in Fig. 4.5. 
After introducing the tilt angle an out-of-plane component of mode I arises and 
grows with the growing tilt angle.  
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Fig. 4.3: The four modes of the resonator under the influence of wedge shape (a) and unde-
retching (b) deviations 
This component can be measured with LDV, even on wafer level, if the laser beam 
is directed transversely to a wafer level. Depending on the position on the wafer, the 
tilt angle and its orientation with respect to the springs vary.  In Fig. 4.6 the red line 
represents the position of microstructures with the greatest tilt angle. This is the 
worst case for all microstructures on the wafer. Due to the symmetry of the resona-
tor, only a quarter of the full circle (=0°...90°) has been investigated in order to get 
an insight into the influence induced by the tilt angle. The Eigenfrequency deviation 
under the influence of the tilt angle is shown in Fig. 4.6b. The deviation of an i-th 
Eigenfrequency fi of the microstructure, located on the red line, is calculated with 
respect to an i-th nominal Eigenfrequency fni of the microstructure, without the tilt 





fnff . (4.2) 
It is obvious that the influence is very small (from some Hz for mode I to dozens of 
Hz for a higher mode). In Fig. 4.7 wafer misalignment from the origin position 
(represented by the grey disk) is shown as the rotation of the wafer around its three 
main axes (represented by the blue circle). Wafer misalignment leads to a change in 
sij coefficients in the matrix that describes material properties of silicon and results 
in stiffness deviations from the nominal values for various directions. 
 
 
Fig. 4.4: Calculation of parameters for a tilted structure 
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Fig. 4.5: FRF of microstructure with tilt deviation (a) and influence of tilt angle on FRF of in-
plane mode (b) 
The influence of this misalignment is comparable with the effect of the tilt angle and 
is also very small. A summary of all these effects is shown in Fig. 4.8. The deviation 
sources are subdivided into two groups. Thickness deviation, wedge shape, unde-
retching and stress most influence such function parameter as Eigenfrequency for a 
typical microsystem fabricated by BDRIE technology. Their influence vary with the 
mode kind and can reach 10-20%, depending on the nominal shape of the function 
elements (supporting springs cross section) and the nominal geometry of the micro-
structure (Fig. 4.8a). Tilt angle and wafer misalignment are minor influence factors 
for most microsystems fabricated by BDRIE technology. 
As can be seen, width, thickness, wedge shape and stress have the strongest effect 
on the function parameter. In the following, the main effort will be put on character-
izing these four parameters. 
 
 
Fig. 4.6: Tilt angle determined by the position of the microstructure on the wafer (a). Eigenfre-
quency deviation for the first four modes depending on the angle on the wafer () for the worst 
case: structures are near the edge of wafer (b) 
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Fig. 4.7: Calculation of parameters for a tilted structure 
4.2  Test structures in microsystem fabrication 
The idea of using a special test structure (TS), embedded in the wafer layout close to 
the actual structure and used for process or parameter characterizations comes from 
the IC industry – the so called E-Test approach to microelectronic characterization. 
There is an IEEE sponsored series of conferences, called “Microelectronic Test 
Structures”, dedicated to this procedure. Various concepts of TS for sheet resistance 
measurement of p-n junction parameters or CMOS function element characteristics 
are discussed there. It is remarkable that over the course of 23 conferences, only 18 
papers were dedicated to microsystem characterization, all of them centred on stress 
or resistance measurements in thin films with special TS. The practice of using spe-
cial TS is widely and successfully used in the semiconductor industry. 
From the beginning of microsystem development, simple microstructures like canti-
lever beams, double-sided beams and membranes have been used for proving the 
technology concept and measurements of material properties. Approaches like bulge 
[190]-[192], microtensile [193]-[195] or bending tests [196]-[198] are widely 
known. All these approaches use the statically obtained load-deflection curve in 
order to extract material properties from the investigated samples. Loads are applied 
by external devices (micro force indenter). An electrostatic- or piezo actuator fabri-
cated as a microsystem can be used as a force applier. 
 
 
Fig. 4.8: Main influencing factors for the typical DRIE fabricated structure 
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Fig. 4.9: TS based characterization methods for microsystems: M-Test (a), Guckel Rings and 
fixed-fixed beam set of TS (b), ASTM-proposed set of TS (c)  
The approach of using TS became well-accepted after the M-Test approach had been 
developed by Gupta and Osterberg in 1996. M-Test is a method based on measure-
ments of the electrostatic pull-in of sets of simple TS (cantilever beam, fixed-fixed 
beams and clamped circular membranes) [49]-[50]. Dependences of the function 
parameter pull-in voltage (Vpi) on geometry and material properties are used in order 
to extract Young’s modulus, residual stress, and gap uncertainties. This method 
needs electrical contacts to the tested wafer. The M-Test approach is based on semi-
analytical models for the Vpi calculations. An example of an M-Test field is shown 
in Fig. 4.9a: the test field and one of the electrostatically actuated TS fixed-fixed 
beams, are shown. 
TS in the shape of the so-called Guckel Ring are used to determine either compres-
sive or tensile residual stress using optical methods (white light interferometry or 
other variants of optical profilometry). A set of double-clamped beams and Guckel 
Ring arrays are shown in Fig. 4.9b. In the insert of Fig. 4.9b a Guckel Ring is 
shown. 
In recent years some of these approaches have been standardized by the National 
Institute of Standards and Technology1 (USA). Together with ASTM International2 
the first three standards for measuring length, residual strain and strain gradient of 
microsystems have been approved and the so-called “MEMS calculator” has been 
designed in order to get information from TS. All tests rely on optical interferome-
try. They are: E2244 - Test Method for In-Plane Length Measurements of Thin, 
Reflecting Films Using an Optical Interferometer, E2245 - Test Method for Residual 
Strain Measurements of Thin, Reflecting Films Using an Optical Interferometer and 
E2246 - Test Method for Strain Gradient Measurements of Thin, Reflecting Films 
Using an Optical Interferometer. One of the test fields designed in compliance with 
these standards is shown in Fig. 4.9c. In the insert a pointer for stress characteriza-
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Fig. 4.10: TS proposed for microsystem characterization: Gupta’s resonator (a), Clark’s TS for 
the geometry (b) and stress (c) characterization 
As early as 1978 Kurt Petersen [199] proposed a method for Young’s modulus char-
acterization that is based on measurements of FRF functions. The method was used 
on arrays of membranes and cantilever beams. For these simple objects an analytical 
equation for the first Eigenfrequency was adopted for material parameter extraction. 
In 2000 Gupta presented an electronically probed measurement technique that al-
lows obtaining geometric parameters [42]. His technique is based on the fusion of 
analytically calculated and measured Eigenfrequencies and yields geometric pa-
rameters, like edge biases and sidewall angles. Although in his paper a numerically 
calculated mode is shown, the following assumption is based on an analytical ap-
proach to introduce the wedge shape of springs. Gupta patented this method in 2003. 
He proposed an ordinary Tang resonator as a TS for microsystem characterization 
(Fig. 4.10a). 
A very interesting approach, called Electro Micro-Metrology (EMM), is shown in 
the PhD thesis by J. Clark [43]. Clark has analytically investigated the influence of 
most model parameters on few functional parameters: the change in capacitance, in 
voltage and resonance frequency. He assumed that based on these measurements 
unknown model parameters can be obtained very precisely. 
Though Clark talked about dynamic measurements in microsystems in his PhD the-
sis, the main focus lay on electrostatic measurements. This is illustrated on the ex-
ample of two TS suggested by Clark. They are shown in Fig. 4.10b-c. TS proposed 
for the characterization of uncertainty in geometry are shown in Fig. 4.10b. The 
characterization method is based on direct capacitance measurements. The differ-
ence in geometry between the two TS is defined as the difference in the gap spaces. 
The difference will be identical if process variations produce the same overetching 
on each structure. The capacitance variation between two gaps will be used to de-
termine this overetching. Based on an electrostatic gap model, with known differ-
ence in the gap space, an overetching parameter can be extracted after exact capacit-
ance measurements [43]. A simple 2D electrostatic model was used in Clark’s the-
sis.  
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Stress characterization structures proposed by Clark are shown in Fig. 4.10c. This is 
an ordinary cantilever beam with two electrodes below. This method is also based 
on static measurements of change in capacitance. The strain gradient produces a 
uniform moment. For this reason the structural layer curls out-of-plane. An electros-
tatic force between substrate electrode and beam is used to work against the strain 
generated bending and planarize the cantilever. This should happen then the capacit-
ance of gap1 matches the capacitance of gap2. The electrostatic force is used to ex-
tract the strain gradient. The cantilever deflection is measured capacitively also.  
Capacitance measurement in case of a microsystem is not an easy problem. The 
capacitance is influenced by temperature and humidity. Capacitance variation in 
case of the proposed microsystem is very small and additional electronics is required 
in order to extract it properly. This method requires contacts to the microsystem and 
can be applied after the last fabrication steps [43]. Allen also proposed a parameter 
extraction method based on the dynamic characterization of microsystems. Like 
Gupta, he used a variant of the Tang resonator [44] and a semi-analytic description 
of functional parameters with respect to the searched parameters. 
The methods proposed by Gupta, Clark and Allen are close to the methods presented 
in this work. Gupta and Clark wrote about TS their works. Clark has proposed new 
kinds of TS, Gupta has used the well know Tang resonator. Allen proposed to use 
many modes for dynamic microsystem characterization.  This work is an extension 
of the proposed methods. The following list illustrates the differences of the pre-
sented work from the works of the above authors: 
 
 in contrast to the semi-analytic approach of other authors the presented me-
thod is fully based on FE simulations  
 a lot of effort is made in order to establish models and obtain results from 
them properly 
 the presented method is focused on the characterization in the production 
chain 
 LDV is used in order to measure Eigenfrequencies of most modes 
 problems, arising during the process characterization, like mode interchange 
are discussed 
 special focus is put on the optimum design of the TS. 
 
As part of the BMBF-supported project SIMIKO (Simulation Mikrosystem Tech-
nischer Komponenten in German) at CUT, a series of TS (fixed-fixed beams and 
cantilevers) was fabricated from various materials (gold, aluminium, nickel etc.). An 
exact geometry of the TS was obtained by common characterization techniques. The 
Eigenfrequency of the main out-of-plane mode of the TS was measured with LDV. 
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Fig. 4.11: Development of the parameter extraction methods 
After that, based on analytical equations for the first Eigenfrequency as a function of 
Young’s modulus and the density of the film materials, these material properties 
were extracted. All other works dedicated to the parameter extraction technique 
based on dynamic characterization, were part of the BMBF-supported program 
ParTest (2004-2009) which the author participated in. Some parameter extraction 
methods mentioned here and in Chapter 3 are summarized in Fig. 4.11. 
4.3  Method idea: Why test structures? 
The characterization method based on the combination of Eigenfrequency values 
obtained with a Laser Doppler Vibrometer the simulation showed its applicability 
for the characterization of microsystems in Chapter 3. The method is applicable for 
microsystems with a simple shape, which were shown in Fig. 1.4. In Fig. 4.12 far 
more complex modern microsystems are presented.  
The method presented in Chapter 3 has limitations and drawbacks. The most impor-
tant problem is the complexity of modern microsystems. It is very difficult to estab-
lish an exact model that includes geometric tolerances for such a microsystem. The 
FE analysis is very complicated and prone to uncertainties. Rapidly growing simula-
tion time must also be taken into account. The number of Eigenfrequencies in a cer-
tain frequency range increases dramatically and it becomes nearly to impossible to 
distinguish them from each other. Another disadvantage known from the previous 
experience is the variable sensitivity of the parameters. This is caused by different 
dependences of the Eigenfrequencies on the parameters.  
The utilization of special TS that are added to the wafer layout offers a solution for 
the mentioned problems. Fig. 4.13 represents the concept of a TS-based characteri-
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zation technique. According to the concept, TS have to be placed on certain places 
on the wafer close to the actual microsystem. The best location for the TS is a die 
street – the area that should be cuted away during wafer dicing. The blade thickness 
does not exceed 100 m for most blades, but the die street on a wafer takes away 
much more space – between 500 and 1 000 m. The reason for this is the damage 
hazard to fragile microsystems because of vibration during the dicing process. 
A size comparison between a TS and a real microsystem is shown in Fig. 4.13. As 
can be seen, the TS must be considerably smaller than the actual microsystem. 
However it they must have similar function elements (springs) with a shape similar 
to the actual microsystems. The characterization process of  the TS is the same as for 
the actual microsystem and coincident with the procedure outlined in Chapter 3. To 
describe the nominal behaviour of the TS a multiparametric finite element analysis 
is used. Within the analysis a series of prestressed modal analyses has been per-
formed. This results in a multiparametric black-box model of every TS. The model 
provides the dependence of the Eigenfrequencies on the geometric parameters and 
on the built-in mechanical stress. A Laser Doppler interferometer and a signal ana-
lyzer are used to determine the frequency response function (FRF) of the TS. The 
automatic Eigenfrequency region extraction out of the FRF is applied. In order to 
define mask undercut, thickness, sidewall angles as well as mechanical stress in-
duced by the technological processes in the data fusion process, the measured fre-
quencies and the black-box model data for the different TS are combined. Goals are: 
 Increased sensitivity of design parameters to process conditions, 
 Simplicity of the measurement approach and data evaluation, 
 Development of standardized test methods and conditions. 
 
 
Fig. 4.12: Recent microsystems, fabricated worldwide (a-d): an actuator from Sandia (a) acce-
leration sensors from Motorola (b), Kionix (c) and Samsung (d),  and at CUT (e-h): accelera-
tion sensors (e-g) and an actuator (h) 
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These three properties of TS and ways to achieve them will be described below. 
The aforementioned facts about the complexity of a microsystem are illustrated here, 
on the example of the recent vibration sensor unit, that was introduced in Chapter 2 
(Fig. 2.25). One of the main advantages of the TS is a short simulation time. In 
Fig. 4.14 simulation times for one modal analysis run for a typical TS and this mi-
crosystem are shown. As can be seen, for all analysis steps, simulation times for an 
actual microsystem are much longer. The vibration sensor unit has as many as 40 
various modes in the range of 0...100 kHz. Only two of these are useful for the mi-
crosystem function principle and many are in-plane and, hence, not easy to measure. 
The latter ones just disturb the measurement process. 
 
 
Fig. 4.13: Concept of the TS characterization technique on wafer level 
 
The model building time for a complex microsystem is also incomparable with a TS. 
Every complex microsystem has a lot of features that need to be implemented. Care-
ful model building from mask layout can take some weeks, which is not appropriate 
in the characterization process.  
 
 
Fig. 4.14: Time comparisons of the simulation steps for a complex model of vibration unit and 
a TS with comparable mesh density 
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4.4  First generation of test structures 
During the development process for the first set of TS the following considerations 
were taken into account:  
 
 TS should be simple in shape, they should not include mechanical actua-
tors or other complex mechanisms; 
 The simulation and measurement process of TS should be as simple as 
possible, with focus on the precision of the model, thus complex domain 
interaction have to be eliminated from the measurement and simulation 
process; 
 TS should be sufficiently small to fit into a size of 500×500 m2  
 TS should have as much as possible various out-of-plane modes  
 The dependences of the modes’ Eigenfrequencies on the searched parame-
ter should differ from each other. 
 
The last point is most important for the TS optimization procedure and will be dis-
cussed in detail below. BDRIE is the main fabrication technology at CUT. The set of 
the searched parameters defined earlier in this Chapter (Fig. 4.8). The identification 
of mechanical stress and wedge shape are the most challenging problems. The de-
termination of mechanical stress limits the choice of shape for the TS. In order to 
respond to changes in mechanical stress, the structure should have a shape similar to 
the fixed-fixed beam. The TS should rest against the frame with two ends.  
 
Fig. 4.15:  TS concept 
Two additional masses are added into the TS in order to 
 keep the Eigenfrequencies within an acceptable measurement range 
 offer a spot for positioning the laser beam (first mass)  
 offer a spot for TS excitation with fringing fields (second mass). 
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All these assumptions have led to the first set of TS shown in Fig. 4.15. The TS, 
shown in Fig. 4.15a, is stress free, while the Eigenfrequencies of the TS in 
Fig. 4.15b depend on stress. 
4.5  Numeric model of a test structure 
As long as the procedure of the TS-based characterization is similar to direct charac-
terization methods, only the main steps and results of the model building are shown 
here. For solid modeling and optimization a completely parameterized FE model has 
been established. 
In Fig. 4.17 a solid model of a TS (Fig. 4.17a), an FE model (Fig. 4.17b) with coarse 
mesh and the results of the static stress analysis (Fig. 4.17c) are shown. 
  
 
Fig. 4.16: First generation TS: layout (a) and sketch of a TS with nominal geometric parame-
ters (b) 
Through an accuracy analysis, a corresponding mesh is found for every TS. The 
procedure for the convergence test analysis is the same as for micromirrors. The 
results of the convergence analysis are shown in Fig. 4.18. 
 
Fig. 4.17: First generation TS: a solid model (a), a meshed FE model (b), stress state in the 
springs after the first analysis step (c) 
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Fig. 4.18:  Convergence results of torsion mode (squares) and bending mode (diamonds) Ei-
genfrequency calculations for the TS 
Parameters of interest are the spring cross section (thickness, width and wedge an-
gle) and built-in mechanical stress. The nodes at one end of the TS are fixed in all 
directions, while the nodes at the opposite end are moved along the y-axis but fixed 
for the remaining directions to simulate mechanical stress. It is possible to induce 
compressive or tensile stress in the springs depending on the direction of this shift. 
A static analysis leads to a stress distribution as shown in Fig. 4.17c. As can be seen, 
the stress distribution in the springs is homogeneous. The average over spring vol-
ume yields the mean stress. Consequently, all assumed values for spring cross-
section geometry and built-in mechanical stress are effective parameters. 
There are many ways to establish a numerical model that provides Eigenfrequencies 
of various modes as a function of searched parameters. A purely analytical approach 
is well suited for bending modes. Anyway, even in case of the simple TS shown in 
Fig. 4.15 analytical equations for Eigenfrequencies become complex.  
 
 
Fig. 4.19:  Beam-based (a) TS model with an analytically defined beam cross section (b) and 
3D-based solid models (c) 
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Torsion or more complex modes that involve the mass of the TS cannot be calcu-
lated exactly. Material anisotropy makes an analytical model of torsions beam com-
plex.  This is the reason why the said approach is not suitable for further parameter 
extraction. ANSYS software seems to be the only way to solve this problem cor-
rectly and fast. Two kinds of FE-based numerical models can be established: a 
beam-based model and the full 3D-model from solid finite elements.  
Both models are shown in Fig. 4.19. In the former case, a skeleton of the model was 
created from 3D beam elements that support 6 DOF in every node. Two masses can 
be represented by a single mass element (MASS21) with appropriate mass or by 
shell elements (SHELL181), with 6DOF and appropriate thickness. 
Beam models are based on simple analytical equations. Though, they allow imple-
menting a wedge shape in the model, as shown in Fig. 4.19b. The only one prefer-
ence of a beam model is an extreme high calculation speed. In this case, the solution 
can be obtained within milliseconds, even the I/O operation to write the results into 
the file takes more time. A full 3D model can be simulated in some seconds and the 
simulation time is not a critical parameter in this case (seconds vs. milliseconds). 
However, a full 3D model catch anisotropy of silicon and other geometrical features 
in a correct way. After the decision about the model type, parameterization can be 
discussed. In Chapter 3, simple sampling procedure was presented. For “parametri-
cal” analysis there there are many types of simulation. Some of them are shown in 
Fig. 4.20. Every simulation starts with a set of variable model parameters and limits 
to their variation. This defines the design space. Anyway a solid model (in ANSYS 
with APDL code) has been established. The aim of the simulation in this case is to 
get dependences of the Eigenfrequencies as a function on searched model parame-
ters. These common blocks are depicted grey in Fig. 4.20.  
The common simulation approach implies a number of simulations, wherby at every 
simulation step a new solid model is established, meshed, supplied with boundary 
conditions and loads and solved in order to obtain a set of Eigenfrequencies with 
respect to the current set of variable parameters. After that, the obtained data set can 
be used for establishing a behavioural model. An ordinary fit or regression proce-
dure is used here. These common blocks are depicted in light blue in Fig. 4.20.  
Modern approaches permit using only one model, one model mesh and one param-
eterized set of boundary conditions and loads. It is possible to parameterize the mesh 
and modify the node positions and thereby element shape in order to realize geomet-
ric model variations. This is the so-called direct mesh morphing approach, realized 
for example in ANSYS 12 Workbench. Doing mesh morphing in loops for every 
parameter set followed by the solution of the FE equation, the same data set is ob-
tained as in the common simulation approach. This data leads to the behavioural 
model. These blocks are depicted in yellow in Fig. 4.20. 
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Fig. 4.20:  Various FE simulation types suitable for the multiparametric analysis 
Another, more sophisticated approach implies parameterization of the governing FE 
equation itself. Proposed by the company CADOE in the mid 1990s and further 
developed by ANSYS. This method able to overcome loops for the data sampling 
and function fitting and is able to extract a desirable function set f = f0(p) directly 
from the FE equation. This block is depicted in orange in Fig. 4.20. 
The so-called reduced order model (ROM) of the investigated microstructure can be 
created instead of evaluating the results [208]-[210]. Most ROM for movable micro-
systems are based on modal basis functions. The approach is able to cover electros-
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tatic structural interactions of arbitrary 2D and 3D-structures, allowing multiple 
electrodes, geometric nonlinearities and initial pre-stress conditions while support-
ing static, transient and harmonic analyses. ROM is a compact microstructure model 
and can be established on the data set obtained in the sampling procedure. This is a 
common approach and in this case, the ROM model describes the motion of the 
microsystem with respect to the operation range x. The equation of motion in modal 
coordinates for the electrostatically actuated microsystem is 













12 qq . (4.3) 
where mi is the modal mass, i  the Eigenfrequency, i  the linear modal damping 
ratio, Wsene the modal strain energy function, Cks the modal capacity-stroke function, 
V is the electrode voltage, and Fi a local force acting at the ith node. The ROM tech-
nique allows multiple electrodes, geometric nonlinearities and initial pre-stress con-
ditions. Input variables are, for example, voltages at electrodes. Based on the estab-
lished ROM model static, transient and harmonic analyses of the microsystem can 
be performed within milliseconds. 
 
The ROM model can be established parametrically with respect to the design space: 
               .
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Equations are the same, but now all entities are parametric with respect to the opera-
tion range or/and the design space [227]-[229]. 
 
Inherently any ROM model is always more inaccurate than the basis FE model. It is 
just an approach to handle the model better. In the parameter identification proce-
dure the result accuracy is the main aspiration. For this reason, a common sampling 
procedure is used for numerical simulation. However, compact models can be very 
helpful in case of parameter identification approaches, where the investigated system 
is nonlinear in behaviour due to various domain interactions (e.g. electrostatically 
actuated microsystem in fluid), or material parameters are nonlinear. In this case 
system identification (in order to determine the unknown damping parameter) comes 
prior to the parameter identification procedure. These topics are not covered in this 
work. There are still many problems with new methods. Any new simulation method 
requires preparation steps, which takes much more time than model preparation for a 
common simulation. There is only one way to prove the accuracy of the obtained 
results of any ROM model – carefully compare it with FEM. That is why for the 
method discussed here that gives also no time preferences. Consequently, a common 
sampling procedure has been chosen for this analysis. 
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Table 4.2: Parameters nomenclature, typical nominal geometry and values for model parame-
ters deviations 
Parameter name Description Parameter change Parameter deviation 
w_sp spring width 3, 5 and 7 m ± 0.5 m 
th structure thickness 50 m ± 2 m 
x wedge shape  0.5 m 
 mechanical stress  ± 10 MPa 
 
The stress   varies from -10 to 10 MPa in steps of 2.5 MPa for the multiparametric 
analysis, which are typical values for the BDRIE fabrication technology. Further-
more, technological tolerances for width, thickness and wedge shape are introduced 
in the model. For all possible combinations of technological tolerances and built-in 
mechanical stress the first 10 Eigenfrequencies are calculated within loops by a 
prestressed modal analysis. The parameters nomenclature is shown in Table 4.2. The 
last column of the table presents variable parameters, i.e. the searched parameters. 
Later it will be shown that most out-of-plane motions can be measured. Fig. 4.21 
shows four modes of a TS without mechanical stress and the following base parame-
ters: spring width is 5 m, thickness of the structure is 50 m and mechanical stress 
is zero. 
Depending on the parameter variation ratio of the spring thickness and their width, 
the order of the modes can interchange, but mode recognition techniques always get 
proper order of modes. 
The result of the FEM calculation is a (n(p+nf)) matrix, where p is the number of 
searched parameters, nf the number of calculated Eigenfrequencies and n the number 
of single simulations depending on the number of FEM runs. The first four columns 
contain the searched parameters. 
 
 
Fig. 4.21:  Four modes of the TS. From left to right they are: 1st mode, represents rotation 
around the y-axis, 2nd  mode, in-plane translation along the x-axis, 3rd mode, translation along 
the y-axis, 4th mode, out-of-plane translation 
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Fig. 4.22: Dependence of Eigenfrequencies on geometry and stress, a) for the first Eigenfre-
quency depending on spring width and structure thickness, b) for the second Eigenfrequency, 
depending on springs width and intrinsic mechanical stress 
The subsequent values are the corresponding Eigenfrequencies. It takes several 
hours to establish this dataset, and the process can be easily parallelized because all 
runs are independent. The graphs in Fig. 4.22 illustrate the dependence of the first 
and the second Eigenfrequencies on the TS geometry, respectively. Therefore, only 
two parameters vary and the other parameters are set to zero. 
4.6  Experimental measurements on the test structure 
The determination of Eigenfrequencies was performed using the same measurement 
setup as shown in Fig. 3.28, but with an all-in-one motion analyzer by Polytec. First 
results have been obtained with an old Polytec QFV 070/ Polytec 3000 (Fig. 3.28). 
Later MSA-400 (Fig. 4.23a) and an MSA-500 (Fig. 4.23b) motion analyzer were 
used for all LDV measurements. In Fig. 4.24 a,b the actuation principle of the TS is 
shown. An image of actuation needle with TS is shown in Fig. 4.24c. 
 
a)       b)   
Fig. 4.23: MSA-400 (IZM Fraunhofer/ENAS) and MSA-500 (CUT), used for measurements 
 
148     4 Test structures for microsystems characterization 
 
Fig. 4.24:  The actuation principle of the TS with fringing fields between the probe needle and 
the TS (a, b). A photo (c) of an actuated TS with a probe needle  
The tip of a wafer probe needle is placed close to the sample while the vibrometer 
observes a distant point. The sample is excited by applying an electrical signal to the 
needle. The vibrometer records the velocity of the out-of plane motion at the ob-
served point. The signal analyzer calculates the frequency response function.  
4.7  Considerations for the optimum design of test structures 
In order to be suitable, a TS should have a similar design as functional elements of 
the actual microsystem. As an example, a part of a microsystem and a TS with the 
same spring shape and the same slit width is shown in Fig. 4.25. The rest of the ac-
tual microsystem is concealed. The shape of the folded springs and the slit geometry 
need to be similar. This should be done in order to get the same geometry deviation 
on the TS as on the actual microsystem. In this case, a transfer of model uncertain-
ties, identified on the TS, to an actual microsystem becomes feasible. 
Optimization criteria for the TS can be subdivided to that ones related to the numeri-
cal simulation procedure and relating to measurement procedure. Both kinds should 
be considered together for the final TS evaluation. 
The TS should have as many modes in the range of the measurements available for 
LDV as possible. These modes must shown versatility in their nature. Out-of-plane 
modes (translation or rotation) are preferably. It can be explained by means of  one 
of the following examples. 
 
 
Fig. 4.25:  Folded springs on an actual microsystem and on TS  
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A pressure sensor membrane has many modes, all of them out-of-plane ones, but 
they are similar to each other. An analytical equation for modes Eigenfrequencies of 








Here, E is Young’s Modulus, h – thickness, d – diameter, ρ – mass density, ν – Pois-
son’s ratio, B – a parameter characterizing the support conditions and the n-th mode 
shape. Thus all modes show the same dependence on the searched parameters scaled 
on Bn. To determine more unknown parameters, Eigenfrequency dependencies on 
the searched parameters should be different. There is another example of a more 
sophisticated way for TS optimization, which emphasizes this assumption.  
To optimize the TS the two curves in the diagram in Fig. 4.26a should be perpendi-
cular to each other. The diagram shows two normalized Eigenfrequencies f vs. the 
searched parameter p. The angle  quantifies the accuracy of the parameter identifi-
cation. In the case of several parameters, the optimization becomes more compli-
cated. Therefore the matrix A (Fig. 4.26b) is calculated. It consists of the partial 
derivatives of the normalized Eigenfrequencies. This matrix is called the functional 
matrix of a linear equation system or the weighing design. In order to optimize the 
weighing design the two criterions s and , depicted in Fig. 4.26a, have to be mini-
mized and to be maximized, respectively. Fig. 4.26c represent a TS with four 
searched parameters. They are as usual geometric parameter deviation and mechani-
cal stress. There are also two parameters defined, which refer to the geometry of the 
TS itself. They are r1 that defines the position of the mass with respect to spring 
length and r2 that refers to the “wing span” of the masses. Now s and are calculated 
for typical deviation set p vs. r1 and r2. The results should be normalized to the max-
imum value at each point in order to get the proper function. The results are shown 
in Fig. 4.27. As can be seen in Fig. 4.27a, r1, r2reaches its maximum at the point, 
where the masses are located in the middle of the TS.  
 
Fig. 4.26: Optimization of TS: basic mathematical relations and an example of optimization 
parameters for TS 
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Fig. 4.27: Results of optimization  ptimization of the test-structures, (a,b) basic mathematical 
relations, c) an example of optimization parameters for TS 
Fig. 4.27b shows that a TS of this shape is most suitable for parameter identification 
if the masses are located in the middle of the TS and r2 reaches its maximum: the 
“wings” are wide open. Three generations of TS are shown in Fig. 4.28. The maxi-
mum frame size is the same for all TS and amounts to 500 m × 500 m. This pa-
rameter is defined by the die street width. Fig. 4.28a represents just a simple cantile-
ver beam with the mass. In Fig. 4.28b, TS of the first generation are shown. They 
are used for the characterization procedures shown below. It seems that where is no 
choise for the shape of stress-dependent TS, only masses can be increased in order 
to move the Eigenfrequencies of rotation and translation modes down from the high-
frequency region.  
In Fig. 4.28c stress-free TS of the second generation are presented. They show much 
more diverse modes in a low frequency range. This aspect is emphasised once again 
in Fig. 4.29. 
 
 
Fig. 4.28: Three generations of TS 
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In Fig. 4.28c a perspective TS field is introduced. This TS combines stress-free and 
stress-dependent TS in one set. In Fig. 4.29a below, another feature simplifing the 
measurements process can be seen. Side electrodes are implemented in order to ex-
cite in-plane mode more efficiently. The wedge shape of electrodes induces asym-
metry in the electrostatic fringing fields, thus out-of plane modes are excited. 
4.8  Parameter identification on test structures 
The last step of the presented microsystem characterization method is the parameter 
identification. The procedure for parameter identification on TS is similar to the 
described parameter identification procedure on the micromirror and will be pre-
sented here briefly. Material properties, mechanical stress and geometric dimension 
deviations are evaluated by a least square fit of the numerical and the measured 
structural response. Usually between four and six Eigenmodes provide sufficient 
information to capture the most important design parameters. 
 
Fig. 4.29: Images of fabricated TS of various generations (a) and their FRF (b) 
The results of the theoretical analysis and the Eigenfrequency determination are 
combined to determine unknown searched parameters. Applying the least squares 
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In Fig. 4.30 FRF of TS with corresponding modes are shown. They are sufficiently 
higher in comparison with previously investigated micromirror, but still can be eas-
ily detected in FRF. 
 
 
Fig. 4.30: The measured FRF of the TS and corresponding modes (a) and parameter identifica-
tion procedure for two parameters (b) 
 
 
Fig. 4.31: The measured FRF of the TS and corresponding mode 
4.8.1   Geometric parameter identification 
The procedure for geometric parameter characterization was described above in 
detail. Recent TS were placed on many wafers next to the actual microsystem. An 
example of such a wafer with TS of the first generation is shown in Fig. 4.32. The 
following wafer maps were obtained, using TS of the first generation (stress free 
variant) with 3 m nominal width. A fabricated wafer containing a TS set and an 
actual microsystems (vibrations sensors) is shown in Fig. 4.32a. A map for the chip 
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subdivision on the wafer is presented in Fig. 4.32b. The TS set is shown in 
Fig. 4.32c. 
The TS on this wafer are subdivided into three types focused on the determination of 
different sets of parameters (Fig. 4.32c). Structures with mechanical stress compen-
sation allow the determination of thickness, mask undercut and sidewall angles. 
Structures without mechanical stress compensation are directed at the additional 
determination of mechanical stress. Clamped-free beams with seismic masses are 
implemented to define Young’s modulus and the density of the material. Each test-
field consists of the three types of test-structures whereby the values for spring 
width and air gap width are varied in a certain range. 
Wafer maps for the determined geometric parameters are shown in Fig. 4.33. Re-
sults are obtained on TS from the first generation (stress-free) with a nominal width 
of 3 m and with a slit of 20 m between TS and frame. It can be seen that wafer 
maps for thickness and width demonstrate strong and clear deviation of model pa-
rameters along the wafer. The wedge shape deviates around a value of 0.2 m rather 
stochastically.  
Such wafer maps, obtained in the fabrication chain on the basis of TS yield informa-
tion about wafer regions, where model parameters exceed permissible limits. Thus, 
microsystems located in these regions should not be allowed to enter the next fabri-
cation steps, because they are prone to malfunction. 
 
 
Fig. 4.32: Wafer with TS, placed next to an actual microsystem (a), wafer maps (b) 
and TS set (c) 
 
Fig. 4.33: Wafer maps for geometric parameters on TS of the first generation: (a) width, (b) 
thickness, (c) wedge shape 
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4.8.2   Stress parameter identification 
TS were also used for stress characterization. Samples were prepared with TS on 
simple chips, as shown in Fig. 4.34. In order to obtain various stress situations, the 
test-structures were placed at the edges of unstructured membranes (Fig. 4.34a), 
membranes with SMD (Fig. 4.34b) and membranes with an opening (Fig. 4.34c). 
Fig. 4.35 shows SEM pictures of test-structures with (Fig. 4.35a) and without 
(Fig. 4.35b) stress compensation. There are 16 TS per chip. They can be divided into 
two groups. Four stress-free TS located at the edge of the chip are intended for geo-
metry characterization. Twelve stress-dependent TS are located at the edges and in 
the middle of the chip sides. They are placed there in order to define various compo-
nents of the mechanical stress induced in the membrane during the bending test (red 
arrows in Fig. 4.35a). 
This process is split into two steps. In the first step, the Eigenfrequencies of stress-
free TS are measured. According to the parameter identification procedure, the geo-
metric deviations of the technological process are gained. It is confirmed that the 
chips exhibit a low stress level (below 1 MPa) after the last etch step. 
 
 
Fig. 4.34: Chips with TS for the stress characterization procedure 
Due to the specifics of the fabrication process (a simple version of DRIE technology 
is used) notching effects were also expected and implement into the model. The 
parameter characterization procedure for each chip is controlled by the same cut 
method. The cross-section parameters of selected chips were measured and the ob-
tained results were in good agreement with the results obtained by parameter identi-
fication technique. A sample SEM image of the cut is shown in Fig. 4.35c. The fab-
ricated chips also have notching features. Other deviations are comparable with the 
model, thus no unspecified wedge shapes occur. The geometric deviations on the 
wafer are moderate and in good agreement with common characterization methods.  
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Fig. 4.35: Stress-free (a) and stress-dependent (b) TS used for characterization and springs 
profile (c)  
 
In fact, only one TS is needed for geometry characterization. However, here four TS 
are added into the chip layout. In order to verify two propositions: 
 
 practical independence of Eigenfrequencies from the tilting angle. Nu-
merical calculations on this subject were shown above. This proposition 
has been practically confirmed.  
 independence of deviations of spring orientation.  
 
The second proposition has also been confirmed. Nevertheless, there are still some 
uncertainties here. Sometimes, the fabricated microsystems placed on the wafer in 
nearly the same position, but rotated 90° relative to each other shows different Ei-
genfrequencies for fully identical layouts. The deviation is small and can be positive 
or negative. The reason for this deviation remains unclear. 
From this step on, the TS geometry is defined and will not change in the next steps 
of the microsystem fabrication. With knowledge of the TS shape, it is possible to 
measure the shift of Eigenfrequencies as a function of external load and to character-
ize mechanical stress.  
The geometric deviations, obtained in the first step have been defined on stress-
independent TS. They are implemented as fixed parameters into the TS model and 
only stress variations remain as a variable. 
The issue of independent stress measurements was discussed previously. In order to 
avoid it, a special procedure is used. Wafers with the investigated chips are cut into 
long strips that include chips with TS. In order to bring a controlled mechanical 
deformation into the chips, a four-point bend measurement system (Fig. 4.36) is 
used. This measurement system is able to bend the investigated strips which are 
controlled with a high accuracy. Thus, the defined displacement and the resulting 
force are also measured. The minimum displacement step defined by the piezoen-
gine is 10 nm. The FE model for the whole strip was made with ANSYS on the basis 
of a wafer layout with included geometric parameter deviations obtained in the first 
characterization step.  
The four-point bending test was calibrated by optical methods (white-light interfer-
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ometry) in order to prove the relationship between the load (defined by the piezoen-
gine) and the bending radius (defined optically). As the geometry of the bending 
mechanism is also well defined, identical results are obtained using an analytical 
model, an FE model and optical measurements. Thus, we reach agreement between 
the full FE strip model and the measurement setup in terms of bending radius and 
mechanical stress induced by a given load. A sketch of the four-point bending test 
including a strip, a chip photo and part of an FE simulation for stress distribution on 
a chip are shown in Fig. 4.36. 
In order to measure stress in a chip strip, the strip is bent and FRF of TS on the chip 
are determined according to the parameter identification procedure. Numerically 
simulated behavior of the TS under mechanical load is shown in Fig. 4.37. As can be 
seen, stress-free TS are almost stress independent, while changes in Eigenfrequency 
for stress-dependent TS are clearly seen. The FRF for these TS in two stress states is 
shown in Fig. 4.38. The Eigenfrequency shift is obvious not only for the main mode 
but for other stress-dependent modes as well. 
 
Fig. 4.36: Stress measurement procedure with four point bending test. In the inserts: chip photo 
and FE simulation 
Photos of the measurement setup are shown in Fig. 4.39. In order to obtain various 
stress situations TS were placed at the edges of unstructured membranes, mem-
branes with SMD and membranes with an opening. As could be expected, closed 
membranes exhibits maximum stress, chips with the SMD show average stress and 
chips with opening the lowest stress state (Fig. 4.40). The presented method of stress 
characterization has a relatively high stress resolution.  
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Fig. 4.37: Shift of the first Eigenfrequency of TS under load 
 
Fig. 4.38: The FRF for TS without stress (blue) and under stress (red) 
Due to the precise bending system and the nature of single crystal silicon, no hys-
teresis effects were found in the measurement data. 
Thanks to the Lorentzian fitting procedure, Eigenfrequencies for each mode are 
extracted in every load step with a resolution of about 0.1 Hz. According to the pa-
rameter identification method, that corresponds to a stress resolution of 
about 10 kPa.  
Based on the data obtained from many measurements on same chip over the course 
of one week the standard deviation of the measurement results was calculated. This 
value leads to a stress resolution of about 0.1...0.5 MPa, depending on TS orienta-
tion and position on a strip. This resolution is significantly lower than the resolution 
of common physical measurement methods like CBED and RS and close to the 
resolution provided by embedded piezoresistors. 
The results of stress characterization on different kinds of chips are shown in 
Fig. 4.40.  Only a quarter of each chip is shown. Due to chip symmetry, the results 
for the symmetrically placed TS are nearly identical. The results for stress distribu-
tion, obtained on the FEM model at the membrane edge are shown in Fig. 4.40a. 
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Fig. 4.39: Measurement setup: (a) control unit for the four point bending system, (b) LDV with 
a bending system, (c) stripe with the investigated chips 
The strip is bent, thus the TS oriented along the x-axis are under tensile or compres-
sion stress depending on bending directions. However, they are placed on the mem-
brane, thus, the TS oriented along the y-axis are also under stress, depending on the 
TS position relative to the membrane edges. 
The stress state in chips depends on the membrane shape. As can be seen from 
Fig. 4.40b-d, the closed membrane exhibits the highest stress level, while in case of 
membranes with SMD and with an opening stress levels are lower. On the whole, 
the values for mechanical stress distribution are consistent and in good agreement 
with the FE simulation data for the whole stripe. 
 
 
Fig. 4.40: FE simulation and results of stress characterization for different kinds of chips 
Fig. 4.41 summarizes information concerning the measurement time and stress reso-
lution for known stress measurement technique and the presented method. The mea-
suremented principle and drawbacks of each method are briefly outlined in the chart. 
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Fig. 4.41: Comparison between the presented and common stress characterization method for 
microsystems 
   
160     4 Test structures for microsystems characterization 
 
 
5 Conlusion                                                                         161 
 
 
5  Conclusions 
5.1  Summary of the thesis 
This thesis is dedicated to a microsystem characterization method. The method is 
aimed at the characterization of unknown model parameters for SMD microsystems. 
The presented method is based on the following principles: 
 
 An exact FE-based model of the examined microsystem, parameterized with 
respect to the searched parameters, provides the numerically calculated Eigen-
frequency dependence on the searched parameters. The model has to be suffi-
ciently precise and include relevant effects that influence the real structure in a 
proper way. 
 FRF for different modes of the real investigated microsystem have to be 
measured without contact using a LDV and the Eigenfrequencies of many 
modes have to be extracted from velocity resonance most accurately. The Ei-
genfrequency is only one data, obtained from the investigated microsystem. 
 Characterization is provided by an algorithm, which yields the searched pa-
rameters with known uncertainty from the measured and calculated data. 
 
The presented method has two modifications, described in this work in detail: 
The direct Eigenfrequency-based characterization method deals with actual micro-
systems. In this thesis the procedure and additional technical problems arising from 
this method are outlined. The accuracy of the method and factors that influence its 
accuracy are discussed. The method is proved on a real microsystem and found to be 
suitable with an uncertainty of less than 3 % for unknown geometrical parameters. 
Mechanical stress can be identified with an accuracy of ca. 100 kPa. The method 
illustrated in Fig. 5.1 summarizes the contents of Chapter 3.  
 
Fig. 5.1: The direct microsystem characterization method form on Eigenfrequency measure-
ments 
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Fig. 5.2: The indirect microsystem characterization method form on Eigenfrequency measure-
ments and based on special TS 
It is important to note, that for every microsystem, that need to be characterized, a 
special numerical model is required. Examples demonstrating the method for use as 
a quality control monitor for geometry and intrinsic mechanical stress are presented. 
In the thesis an uncertainties analysis of the extracted properties and an uncertainties 
analysis of the underlying theoretical assumptions are presented. It is shown that the 
uncertainties from theoretical assumptions are most significant as are the uncertain-
ties from Eigenfrequency measurements, but they can be reduced to proper values in 
order to provide a correct characterization procedure. The combination of uncertain-
ties from numerical and practical measurements appears to provide an upper bound 
for uncertainty for the presented method. 
The indirect, TS based characterization method is an extension of this procedure. It 
was developed in order to overcome the bottlenecks of the direct Eigenfrequency 
based characterization method. In this case only specially designed TS are the sub-
ject of characterization. The model parameter deviations obtained on those TS are 
used for the characterization of nearby-placed actual microsystems. Here, charac-
terization is aimed more at searching for uncertainties of model parameters on the 
fabricated wafer. The method is illustrated in Fig. 5.2 which summarizes the content 
of Chapter 4. The biggest difference now is that all models for TS are prepared long 
before the in-line analysis. 
The presented methods are a very powerful combination, because they allows in-situ 
measurements of model parameters contactless precise and fast, by using simple 
standardized TS which can be implemented in almost any microsystem fabrication 
process. 
5.2  Outlook and further work 
An extension and application concept of the presented method is shown in Fig. 5.3. 
A set of TS is positioned near the actual microsystem for on wafer characterization 
in the production chain. In some cases the presented method allows for post-
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packaged testing. Transparent packaging materials allow characterizing dynamic 
properties after packaging. In this case, an additional characterization may be per-
formed, like monitoring the changes in properties due to the environment. Even 
damping parameters or leaks can be investigated. 
Now, in cooperation with a big microsystem producer the TS based characterization 
method is on the way to being implemented in the fabrication process. 
The proposed method is aimed at addition to, not substitution of the currently avail-
able characterization methods. However, currently most of characterization methods 
are appropriate only for laboratory application at R&D stages of microsystem devel-
opment, but not for the production chain. The aim of the control process in fabrica-
tion is to identify only the important characteristics of a microsystem. Based on this 
information a number of decisions about microsystems can be delivered: rejection of 
early production, post-tuning of function parameters or in-line calibration of process 
parameters. In the fabrication chain characterization time is the most important pa-
rameter. That is where the proposed TS will take place. 
 
 
Fig. 5.3: The method extension concept 
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Appendix I: Properties of the film materials 
Table AI.1: Young’s modulus and density of common materials used in surface micromachin-
ing 
Material 
Material properties and reference 
Young’s module, GPa References Density, kg/m3 References 
Aluminium 47-74 [87] 2 700 [102] 
Chromium 140 [103] 7 190 * 
Copper 130 [105] 8 960 * 
Gold 80 [88] 19 300 * 
Polysilicon 120-201 [111]-[114] 2 300 * 
Si3N4 95-192 [89] 2 865-3 100 [89] 
Nickel 175-225 [91], [97]  8 908 * 
TiN 120-600 [87] 5 430 * 
SU-8 4.5-5.5 [94] 1 190 [99] 
Table AI.2: Poisson ratio and intrinsic stress of common materials used in surface micro-
machining 
Material 
Material properties and reference 
Poisson ratio Reference Intrinsic Stress**, MPa Reference 
Aluminium 0.33 [101] 20-300 [93] 
Chromium 0.21 * 70-120 [104] 
Copper 0.34 [105] 0-400 [106] 
Gold 0.44 * 100 [94] 
Polysilicon 0.22 [91] 100-400 [96] 
Si3N4 0.23 [91] 500-800 [90] 
Nickel 0.31 * 34-54 [97] 
TiN 0.25 [87] 700-400 [98] 
SU-8 0.22 [100] 16-19 [100] 
* – value is for a bulk material (Sources: MatWeb), ** – for films on silicon, absolute values
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Appendix II: Nominal geometric parameters of inves-
tigated micromirror 
Table AII.1: Nominal parameters and their deviations for the micromirror 






X mirror length m_l 900 m ± 0.5 m 
spring length sp_l 300 m ± 0.5 m 
support length s_l 300 m ± 0.5 m 
border length br_l 25 m ± 0.5 m 
Y springs width w 5 m ± 1.5 m 
mirror width m_w 80 m ± 0.5 m 
slits width sl_w 30 m ± 0.5 m 
border width br_w 135 m ± 0.5 m 
border width 2 br_w2 30 m ± 0.5 m 
Z micromirror 
thickness 
th 5 m ± 1.5 m 
 stress value in  
springs 
 0 MPa ± 10 MPa 
 wafer plane (100), direction [110] 
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1. Most microsystems have movable components and can be described as 
spring-mass-damper systems. Function parameters of these microsystems 
are defined by model parameters, which in turn are subject to influence by 
fabrication process parameters. A variation in the technological process can 
sufficiently change function parameters leading to microsystem malfunction. 
2. Common model parameters characterization methods for microsystem are 
not suitable for the production chain. For this reason, there is great demand 
for fast and precise methods for on wafer microsystem characterization. 
3. Numerical FE techniques allow to implement most of the technologically 
induced deviations into a precise model and to calculate function parameters 
of a microsystem accurately. 
4. Laser Doppler vibrometry makes possible the Eigenfrequency determination 
of in-plane and out-of-plane modes in a wide frequency range. In contrast to 
other measurement techniques, using Laser Doppler vibrometry it is possible 
to measure the velocity resonance, which is invariant to the damping values, 
and obtain Eigenfrequency in terms of numerical modal analysis. 
5. The most important deviations are similar for various technological proc-
esses. In most cases, they can be reduced to such changes in geometry as 
wedge shape of supporting springs and electrodes, thickness variations, un-
deretching and mechanical stress. 
6. Based on a precise FE model and measured Eigenfrequencies, it is possible 
to identify the model parameters of the actual microsystem with high accu-
racy. The accuracy of this parameter identification method is defined by 
both numerical and experimental procedure and lies beyond 0.5 MPa for 
mechanical stress and 100 nm for geometry parameters. 
7. Specially designed test structures are suitable for indirect model parameter 
characterization. They are located besides to an actual microsystem in the 
wafer layout and simplify, enhance and standardize the measurement proce-
dure.  
8. This dynamic parameter identification technique, applied on test structures, 
turns into a powerful method for fast, precise and non-destructive indirect 
characterization of model parameter uncertainties on wafer level and in the 
production chain. 
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