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F UTD-Übergangsfunktion
fi i-te Strombasisfunktion der MOM
G Greensche Funktion
G Stromkoeffizientenvektor der MOM
gi i-ter Stromkoeffzient der MOM
h
(1)
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Ji eingeprägte Stromdichte
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Y mn Kugelflächenfunktion n-ter Ordnung, m-ten Grades
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”
Anfangs wollt ich fast verzagen,
Und ich glaubt, ich trüg es nie;
Und ich hab es doch getragen -
Aber fragt mich nur nicht, wie.“
Heinrich Heine (1797-1856)
1
Einleitung
In der numerischen Feldberechnung sind verschiedene Entwicklungsrichtungen er-
kennbar. Zum einen wird versucht, die Programmsysteme anwenderfreundlich zu ge-
stalten, so dass sie einem breiteren Nutzerkreis zugänglich gemacht werden können.
Dies betrifft vor allem die Eingabe einer Anordnung und ihrer Aufbereitung im soge-
nannten Preprocessing und der abschließenden Auswertung und Ergebnisdarstellung
im Postprocessing. Dazu zählen beispielsweise Verbesserungen in der Netzgenerie-
rung [75], die automatisierte Parametrisierung einer Anordnung [73] oder auch der
Vorschlag eines geeigneten Berechnungsverfahrens durch das verwendete Simulati-
onsprogramm [36].
Zum anderen wird die Berechnung neuer Problemstellungen durch die Verbesserun-
gen der einzelnen Berechnungsverfahren im Mainprocessing möglich. So verkürzen
neue Verfahren die Berechnungszeit [3], reduzieren den notwendigen Speicherplatz
[18] oder erschließen neue Anwendungsbereiche [56].
2 Kapitel 1 Einleitung
Unter diesen letzten Punkt, der Verbesserungen im Mainprocessing beinhaltet, fallen
auch die sogenannten Hybridverfahren, die mittels geschickter Kombination zweier
oder mehr Berechnungsverfahren die eben genannten Ziele erreichen [2, 17, 28, 31,
71]. Die Kombination erfolgt idealerweise so, dass sich die Stärken der Einzelverfah-
ren ergänzen und ihre Schwächen dabei überdeckt werden.
Dies ist auch bei der vorliegenden Arbeit der Fall. Die drei Verfahren, die dabei
zu einer Erweiterten Hybridmethode (EHM) vereint werden, sind die Momenten-
methode (MOM), die Einheitliche Geometrische Beugungstheorie (UTD) und die
Verallgemeinerte Multipoltechnik (GMT).
Diese drei Verfahren werden schon seit längerer Zeit zur Feldberechnung verwendet.
Keller führte 1962 die Geometrische Beugungstheorie (GTD) ein [41], die von Kouy-
oumjian 1974 zur UTD weiterentwickelt wurde [44]. In der Zwischenzeit entwickelte
Harrington die Momentenmethode, die 1968 veröffentlicht wurde [29]. Die verwen-
dete Verallgemeinerte Multipoltechnik (GMT) ist auf die Dissertationsschriften von
Hafner (1980) und Klaus (1987) zurückzuführen [23, 42]. Aber auch andere Gruppen
haben vergleichbare Verfahren entwickelt [19, 51, 76].
Die einzelnen Verfahren wurden kontinuierlich weiterentwickelt und teilweise sogar
zu neuen Hybridverfahren kombiniert. So wurde die Kombination von MOM und
UTD, auf der diese Arbeit basiert, 1975 von Thiele und Newhouse vorgeschlagen
[71]. Ansätze zur gemeinsamen Verwendung von MOM und GMT finden sich über
die Jahre hinweg immer wieder [49, 60, 73]. Eine Vereinigung von UTD und GMT
wurde bisher nur ansatzweise durchgeführt [26].
Den eben genannten Hybridverfahren sind die eingangs erwähnten Vorteile gemein.
So werden Speicherplatz und Rechenzeit reduziert und die Anzahl der berechen-
baren Anordnungen vergrößert. Für die EHM ist dies ebenfalls eine wichtige Ziel-
stellung. Vor allem die Reduzierung des Speicherplatzes und die Anwendung des
Verfahrens auf neue Anordnungen stehen dabei im Vordergrund. Dagegen ist eine
kürzere Rechenzeit aufgrund des Verfahrens gegenüber kommerziellen Programmen,
die teilweise über Jahrzehnte hinweg optimiert wurden, nur unter unvertretbar ho-
hem Programmieraufwand zu erreichen und kein vorrangiges Ziel der Arbeit.
Die Vorteile im Zusammenspiel von MOM und UTD liegen in der Berechnung von
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Anordnungen, die sowohl aus elektrisch großen als auch aus elektrisch kleinen Streu-
körpern bestehen. In diesem Fall können die elektrisch kleinen Streukörper mittels
MOM behandelt werden. Das dabei entstehende Gleichungssystem wird durch die
elektrisch großen UTD-Streukörper nicht vergrößert. Einzig die mit der UTD ver-
bundene Strahlensuche führt zu einem Anstieg in der Rechenzeit. Es wird jedoch
nahezu kein weiterer Speicherplatz benötigt [28].
Nimmt man die GMT hinzu, erhält man eine neue Hybridmethode, die aufgrund des
Ansatzes einige Vorteile für
”
organisch“ geformte Körper1 mit sich bringt. Die maxi-
malen Abmessungen dieser Körper sind, ähnlich wie bei der MOM, auf den Bereich
einiger Wellenlängen beschränkt. Dafür stellt die Behandlung von verlustbehafte-
ten dielektrischen Körpern keine Schwierigkeit dar. Darüber hinaus kann mit Hilfe
der GMT die Berechnung von Streufeldern in der Nähe von welligen Oberflächen
verbessert werden [7, 42, 54].
Ziel dieser Arbeit ist es, eine bestehende Hybridmethode aus Momentenmethode
und Einheitlicher Geometrischer Beugungstheorie um die Multipolmethode zu er-
weitern. Zur Unterscheidung soll diese neue Kombination als Erweiterte Hybridme-
thode (EHM) bezeichnet werden. Für diese EHM werden in den folgenden Kapiteln
die feldtheoretischen Grundlagen erläutert und, soweit möglich, durch Anwendungs-
beispiele unterlegt.
Die Arbeit beschreibt ganz allgemein die numerische Berechnung elektromagneti-
scher Felder, welche im Grunde durch die Maxwellschen Gleichungen bestimmt sind.
Auch die einzelnen Berechnungsverfahren ruhen auf diesem Fundament. Daher wer-
den die wichtigsten Ableitungen von den Maxwellschen Gleichungen zu den Wellen-
gleichungen, auch für Vektor- und Skalarpotential, im 2. Kapitel angegeben. Hier
werden somit die Grundlagen für alle weiteren Betrachtungen gelegt.
In den nächsten beiden Kapiteln werden die Berechungsverfahren der bestehenden
Hybridmethode aus MOM und UTD kurz vorgestellt. In Kapitel 3 geschieht dies für
die Momentenmethode, wobei die zu berechnenden Anordnungen auf Stabstruktu-
ren beschränkt bleiben. Das Anwendungsbeispiel eines bikonischen Breitbanddipols
schließt dieses Kapitel ab. Die Einheitliche Beugungstheorie (UTD) wird in Kapitel
1Man denke an die Kreationen von Prof. Luigi Colani
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4 behandelt. Dabei wird die Eckenbeugung und ihr Einfluss auf das Strahlungsdia-
gramm einer Antenne mit Reflektor genauer untersucht, da dieser Effekt in [28] noch
nicht berücksichtigt wurde.
Kapitel 5 beschreibt anschließend die Kombination beider Methoden zu einer Hy-
bridmethode. Es werden dabei verschiedene Kombinationsmöglichkeiten untersucht.
Die Leistungsfähigkeit dieses Hybridverfahrens wird ebenfalls anhand eines Anwen-
dungsbeispiels demonstriert.
Für die Erweiterte Hybridmethode fehlt an dieser Stelle noch die Verallgemeinerte
Multipoltechnik (GMT), die im 6. Kapitel ausführlich vorgestellt wird. Ausgehend
von den Wellengleichungen aus Kapitel 2 wird eine analytische Lösung im sphäri-
schen Koordinatensystem abgeleitet und auf numerischem Wege mit Hilfe eines Kol-
lokationsverfahrens an die Grenzbedingungen angepasst. Dabei werden die Multipol-
koeffizienten der Feldquellen, der sogenannten Multipole, bestimmt. Sie ermöglichen
eine effektive Beschreibung der Feldverteilung um ausgewählte Anordnungen. Diese
dienen am Ende des Kapitels dazu, die Anwendungsmöglichkeiten des Verfahrens
aufzuzeigen.
Das Gesamtziel EHM zerfällt nun in zwei Etappenziele: Kapitel 7 beschreibt die
Kombination der GMT mit der MOM und Kapitel 8 die Kombination von GMT
und UTD. Die nötigen Anpassungen und Einschränkungen, die sich aufgrund der
gewählten Kombination ergeben, werden detailliert erläutert. So werden GMT und
MOM vereinigt, indem die überbestimmte Systemmatrix der GMT auf ein lineares
Gleichungssystem zurückgeführt wird, das gut mit der MOM harmoniert. Konzepte
der UTD dagegen werden unter Berücksichtigung der Fernfeldnäherung für Multi-
pole in die GMT eingebunden.
Das vorletzte Kapitel beschreibt anhand eines Beispiels, wie die drei Schnittstellen
aus Kapitel 5, 7 und 8 zur EHM zusammengeführt werden. Im letzten Kapitel ist
neben einer Zusammenfassung ein Ausblick auf mögliche weitere Arbeiten zu finden.
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”
Klar nennt man die Ideen, die dasselbe Maß an Ver-
wirrung haben wie unser eigener Geist.“
Marcel Proust (1871-1922)
2
Elektromagnetische Felder
Die Maxwellschen Gleichungen bilden den Ausgangspunkt jeder Analyse von elek-
tromagnetischen Feldproblemen. Je nachdem, welche Voraussetzungen oder Ein-
schränkungen vorliegen, können diese Gleichungen umgeformt und vereinfacht wer-
den. Für die drei in dieser Arbeit verwendeten numerischen Feldberechnungsmetho-
den werden in diesem Kapitel die Grundlagen bereitgestellt.
2.1 Wellengleichungen
Grundlage aller Betrachtungen bilden die Maxwellschen Gleichungen - hier in diffe-
rentieller Form [69]:
∇ × E(r, t) = −∂B(r, t)
∂t
, (2.1a)
∇ × H(r, t) = ∂D(r, t)
∂t
+ J(r, t), (2.1b)
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∇D(r, t) = ρ(r, t), (2.1c)
∇B(r, t) = 0. (2.1d)
Für lineare, homogene und isotrope Medien sind darüber hinaus noch folgende Ma-
terialgleichungen und das ohmsche Gesetz gültig [70]:
D = ǫE, (2.2a)
B = µH , (2.2b)
J = κE. (2.2c)
Sind weiterhin die Feldgrößen im Zeitbereich als harmonische Schwingungen der
Form X(r, t) = ℜ(X(r)ejωt) darstellbar, so kann der Gleichungssatz (2.1) mit Hilfe
der Materialgleichungen (2.2) vereinfacht werden [55]:
∇ × E(r) = −jωµH(r), (2.3a)
∇ × H(r) = jωǫ̃E(r), (2.3b)
∇E(r) =
ρ(r)
ǫ
, (2.3c)
∇H(r) = 0. (2.3d)
Dabei wurde die komplexe Permittivität ǫ̃ = ǫ−j κ
ω
verwendet. Da es sich im Folgen-
den bei allen Feldgrößen um komplexe Zeiger handelt, soll der Einfachheit halber
auf den Unterstrich zur Kennzeichnung verzichtet werden. Aus der Quelldichte von
Gleichung (2.3b)
∇∇ × H(r) = jωǫ̃∇E(r) = 0 (2.4)
folgt, dass E im eingeschwungenen Zustand quellenfrei sein muss. Nach Gleichung
(2.3c) geht dies mit raumladungsfreien Gebieten mit ρ(r) = 0 einher [48]. Für diese
lassen sich die gekoppelten Gleichungen (2.3a) und (2.3b) nach Anwendung der
Rotation in die folgenden homogenen Wellengleichungen überführen [69]:
∆E + k2E = 0, (2.5a)
∆H + k2H = 0, (2.5b)
wobei k =
√
ω2µǫ̃ die zugehörige Wellenzahl des Gebietes ist.
Ist im Rahmen der Modellbildung eine Quellverteilung in Form einer eingeprägten
Stromdichte J i oder eine eingeprägten Raumladungsdichte ρi gegeben, so sind die
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Gleichungen in (2.3) um den eingeprägten Anteil zu erweitern [48]:
∇ × E(r) = −jωµH(r), (2.6a)
∇ × H(r) = jωǫ̃E(r) + J i(r), (2.6b)
∇E(r) =
ρi(r)
ǫ
, (2.6c)
∇H(r) = 0. (2.6d)
Für diesen Fall lassen sich Gleichung (2.6b) und (2.6c) widerspruchslos zur Konti-
nuitätsgleichung
∇J i(r) = −jω
ǫ̃
ǫ
ρi(r) (2.7)
verknüpfen [48]. Analog zu den homogenen Wellengleichungen führen die Gleichun-
gen (2.6a) und (2.6b) zu den inhomogenen Wellengleichungen:
∆E + k2E = jωµJ i +
1
ǫ
∇ρi, (2.8a)
∆H + k2H = −∇ × J i. (2.8b)
2.2 Vektor- und Skalarpotential
Die inhomogenen Wellengleichungen weisen komplizierte rechte Seiten auf, die je-
doch mit Hilfe des Vektor- und Skalarpotentials vereinfacht werden können.
Aufgrund der Quellenfreiheit von B und der Materialgleichung (2.2b) lässt sich H
durch das magnetische Vektorpotential A in folgender Form darstellen:
H =
1
µ
∇ × A. (2.9)
Da nach Gleichung (2.6c) für E eingeprägte Quellen vorhanden sind, entfällt diese
einfache Möglichkeit, die elektrischen Feldstärke durch ein Potentialfeld zu beschrei-
ben. Setzt man jedoch (2.9) in (2.6a) ein, zeigt sich, dass die Wirbelfreiheit für
∇× (E + jωA) garantiert ist. (E + jωA) lässt sich also als Gradient eines Skalars,
des sogenannten Skalarpotentials φ, angeben:
E + jωA = −∇φ. (2.10)
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Mit diesen beiden Potentialen können die Gleichungen (2.6) auf zwei gekoppelte
Gleichungen reduziert werden:
∆φ = −jω∇A − ρi
ǫ
, (2.11a)
∆A + k2A = ∇(∇A + jωǫ̃µφ) − µJ i. (2.11b)
Der verbleibende Freiheitsgrad bei der Wahl der Potentiale wird durch die Lorentz-
Eichung geschlossen:
∇A = −jωǫ̃µφ. (2.12)
Durch diese geschickte Eichung vereinfachen sich die Gleichungen (2.11) zu:
∆A + k2A = −µJ i, (2.13a)
∆φ+ k2φ = −ρi
ǫ
. (2.13b)
In diesen Wellengleichungen ist der inhomogene Anteil gegenüber den Gleichungen
(2.8) einfacher aufgebaut. Dies wirkt sich vorteilhaft auf das Lösen der Wellenglei-
chungen aus.
2.3 Grenzbedingungen
Die eben abgeleiteten Gleichungen sind aufgrund der getroffenen Einschränkungen
nur für homogene, lineare und isotrope Gebiete gültig. Inhomogene Medien werden in
separate Bereiche mit homogenen Materialeigenschaften zerlegt. An der Grenzfläche
zwischen zwei solchen Bereichen sind im Allgemeinen folgende Grenzbedingungen
einzuhalten [24]:
n × E1 = n × E2, (2.14a)
n · ǫ̃1E1 = n · ǫ̃2E2 + σ0, (2.14b)
n × H1 = n × H2 + J0, (2.14c)
n · µ1H1 = n · µ2H2. (2.14d)
n bezeichnet den Normaleneinheitsvektor auf der Grenfläche zwischen Gebiet 1 und
2. σ0 ist eine Oberflächenladungsdichte auf der Grenzfläche und J0 ein Oberflächen-
strom entlang der Grenzfläche. Beide Anteile können je nach Beschaffenheit und
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Modellierung der Grenzfläche verschwinden. Wird einer der beiden Bereiche jedoch
von einem idealen Leiter ausgefüllt, vereinfachen sich die Grenzbedingungen, da der
Leiter selbst feldfrei ist. Für das verbleibende Gebiet sind folgende Grenzbedingun-
gen gültig [48]:
n × E = 0, (2.15a)
n · ǫ̃E = σ0, (2.15b)
n × H = J0, (2.15c)
n · µH = 0. (2.15d)
2.4 Randbedingungen
Das Feldgebiet der untersuchten Anordnungen umfasst den gesamten Raum. Somit
ist auf den ersten Blick keine Randbedingung für dieses
”
offene“ Feldproblem zu
finden. Es lässt sich jedoch für den im Unendlichen liegenden Rand eine Ausstrahl-
bedingungen konstruieren [11, 69]:
er × H +
√
ǫ
µ
E = o
(
1
r
)
, (2.16a)
er × E +
√
µ
ǫ
H = o
(
1
r
)
. (2.16b)
Für große Abstände zu allen Feldquellen verhalten sich die Feldstärken demnach wie
sich ausbreitende Kugelwellen, die proportional zu 1/r abklingen. Der Einheitsvektor
in radialer Ausbreitungsrichtung ist er.
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”
Studiere die Dinge dieser Welt, es ist die Pflicht
deines Berufes; aber schau sie nur mit einem Auge
an, dein anderes Auge auf das ewige Leben gerichtet!
Höre die Gelehrten, aber nur mit einem Ohr!“
André Marie Ampère (1775-1836)
3
Momentenmethode - MOM
In dieser Arbeit wird die Momentenmethode zur Berechnung des Stromes auf ideal
leitenden Stabanordnungen verwendet. Einer Erweiterung um flächenhafte Struktu-
ren1 oder dielektrische Körper steht prinzipiell nichts im Weg. Die hier präsentier-
te Momentenmethode für Stäbe steht vielmehr stellvertretend für weitere MOM-
Verfahren, die sich ohne Weiteres mit der Einheitlichen Geometrischen Beugungs-
theorie und der Verallgemeinerten Multipoltechnik kombinieren lassen.
3.1 Elektrische Feldintegralgleichung
Die elektrische Feldintegralgleichung (EFIE) bildet die Grundlage für die Momen-
tenmethode. Um diese zu erhalten, sind die Wellengleichungen (2.13) für A und φ
1aufgebaut aus sogenannten patches
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zu lösen [11]. Dies führt zu:
A(r) =
µ
4π
∫
Vi
J i(r
′)G(r, r′)dV ′, (3.1)
φ(r) =
1
4πǫ
∫
Vi
ρi(r
′)G(r, r′)dV ′, (3.2)
mit der Greenschen Funktion des freien Raums
G(r, r′) =
e−jk|r−r
′|
|r − r′| . (3.3)
Die Ladungsverteilung ρi lässt sich mit Hilfe der Kontinuitätsgleichung (2.7) auf die
eingeprägte Stromdichte J i zurückführen. Somit ist es möglich, aus der Stromdichte
J i die Potentiale A und φ zu bestimmen. Aus ihnen lässt sich mit den Gleichungen
(2.9) und (2.10) die elektrische und magnetische Feldstärke ermitteln [35]:
E(r) = − j
4πǫ̃ω
∇
∫
Vi
(∇′J i(r
′))G(r, r′)dV ′ − jω µ
4π
∫
Vi
J i(r
′)G(r, r′)dV ′, (3.4)
H(r) =
1
4π
∇ ×
∫
Vi
J i(r
′)G(r, r′)dV ′. (3.5)
Dabei erhält man mit Gleichung (3.4) die EFIE. Bei ∇′ handelt es sich um den
Nabla-Operator, bezogen auf die Quellkoordinaten r′.
3.2 Numerische Lösung
Von der zu untersuchenden Anordnung ist nur die Geometrie und die Anregung2
bekannt. Reale Ströme sind dagegen unbekannt. Gleiches gilt für Ersatzströme, die
sich aufgrund von Äquivalenzprinzipien auf und in Streukörpern ergeben. Werden
beispielsweise ideal leitende, dünne Drähte als Streukörper durch Stäbe modelliert,
so sind dies äquivalente Linienströme auf den Stabachsen. Diese sogenannte Dünn-
drahtnäherung soll im Folgenden genauer betrachtet werden.
Das Prinzip der Momentenmethode [29] basiert auf der gewichteten linearen Über-
lagerung gegebener Basisfunktionen fi, um die unbekannten Ströme I nachzubilden:
I(r′) =
NMOM
∑
i=1
gifi(r
′). (3.6)
2einfallende ebene Welle, Spannungsquelle, eingeprägte Leistung, etc.
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gi sind dabei die zu bestimmenden Koeffizienten, NMOM ist die Anzahl der Basis-
funktionen.
l′
l
l′1
l1
r′(l′1) r(l1)
el′
el
0
Abb. 3.1: Beispielhafte Anordnung zweier stromführender Stäbe.
Das von den Linienströmen verursachte elektrische Streufeld Es lässt sich mit Hilfe
des linearen Operators E, angewandt auf den Strom I, angeben:
Es(r) = EI, (3.7)
wobei der Operator E wie folgt definiert ist:
EI = − j
4πǫ̃ω
∇
∫
Ls
(
∂I
∂l′
)
G(r, r′)dl′ − jω µ
4π
∫
Ls
Iel′G(r, r
′)dl′. (3.8)
Die lokale Quellkoordinate l′, die über die gesamte Stablänge Ls läuft, und der
Tangenteneinheitsvekor el′ an den Quellstab sind in Abb. 3.1 dargestellt. Die Hoch-
stellung s für das Streufeld in Gleichung (3.7) dient der Unterscheidung vom ein-
geprägten Feld mit der Hochstellung e. Beide Felder müssen in Summe die Grenz-
bedingungen aus Abschnitt 2.3 erfüllen. Für die hier besprochenen dünnen, ideal
leitenden Drähte verbleibt Gleichung (2.15a). Das heißt, die Tangentialkomponente
des elektrischen Feldes muss auf der Oberfläche der Drähte verschwinden:
Es(r) · el =
NMOM
∑
i=1
gi(Efi) · el = −Ee(r) · el. (3.9)
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el ist dabei der Tangenteneinheitsvekor des Zielstabes (Abb. 3.1). Unter Verwendung
des Skalarproduktes
< wj , h > =
∫
l
wj(r) · h(r)dr, (3.10)
mit den Gewichtsfunktionen wj (j = 1, ...,MMOM) auf den Drahtoberflächen und
einer beliebigen Funktion h wird dieses Integralgleichungssystem in ein lineares Glei-
chungssystem (MMOM = NMOM) überführt [56]:
NMOM
∑
i=1
gi < wj, (Efi)·el j > = − < wj,Ee ·el j > mit j = 1, ...,MMOM . (3.11)
Eine kürzere Notation ergibt sich, indem man die einzelnen Komponenten zu dem
unbekannten Koeffizientenvektor G, dem Vektor der rechten Seite EMOM und der
Systemmatrix QM,M zusammenfasst:
QM,MG = EMOM , (3.12)
mit den Matrixelementen
QM,M ji = < wj, (Efi) · el j > mit i, j = 1, ..., NMOM , (3.13)
EMOM j = − < wj,Ee · el j > mit j = 1, ...,MMOM , (3.14)
Gi = gi mit i = 1, ..., NMOM . (3.15)
Löst man dieses lineare Gleichungssystem, lassen sich mit Hilfe des Koeffizienten-
vektors G die Ströme aus Gleichung (3.6) nachbilden. Aus diesen kann wiederum
das elektrische (3.4) und das magnetische Feld (3.5) bestimmt werden.
Für die spätere Verwendung soll analog zum Operator E der Operator H zur Be-
stimmung des entsprechenden Magnetfeldes angegeben werden:
HI =
1
4π
∇ ×
∫
Ls
Iel′G(r, r
′)dl′. (3.16)
Die Momentenmethode dient somit dazu, die EFIE in ein lineares Gleichungssystem
zu überführen. Der Begriff soll im Folgenden jedoch, wie allgemein üblich, synonym
für das eben beschriebene Gesamtverfahren verwendet werden.
Diese relativ einfache Momentenmethode wurde für Dreiecks- und Sinusfunktionen
als Basisfunktionen implementiert. Die Definition der Basisfunktionen nach [13, 22]
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ist im Anhang A1 zu finden. Die Anpassung an die Grenzbedingungen erfolgt mit
Hilfe der Kollokationsmethode, die auch unter dem Begriff point-matching bekannt
ist [35]. Das bedeutet, dass Dirac-Funktionen als Gewichtsfunktionen verwendet
werden:
wj(r) = δ(r − rj) mit j = 1, ...,MMOM . (3.17)
Flächige Strukturen können durch Umwandlung in ein Drahtgitter-Modell ebenfalls
behandelt werden [50, 65]. Besondere Basisfunktionen und Lösungsmethoden für
flächenhafte Ströme wurden nicht umgesetzt. Es sei an dieser Stelle auf Veröffentli-
chungen zu diesem Thema verwiesen [35, 36, 52, 62].
3.3 Bikonische Antenne
Mit Hilfe der umgesetzten Momentenmethode lässt sich die Stromverteilung auf
einer einfachen Antenne und das daraus resultierende Strahlungsfeld berechnen. Als
Beispiel wurde ein bikonischer Breitbanddipol gewählt, wie er in Abb. 3.2 zu sehen
ist. Die exakten Abmessungen dieses bikonischen Breitbanddipols sind im Anhang
A2 zu finden. Das Modell wird mit einer Spannungsquelle erregt, deren Amplitude
1 V und deren Innenwiderstand 50 Ω beträgt. Die Position dieser Spannungsquelle ist
in Abb. 3.2 durch einen Kreis gekennzeichnet. Im Arbeitsbereich zwischen 20 MHz
und 300 MHz wurde die Feldstärke in Hauptstrahlrichtung in 10 m Entfernung
bestimmt. Abb. 3.3 zeigt den zu erwartenden Frequenzverlauf.
Ein Vergleich mit anderen Feldberechnungsprogrammen, wie CONCEPT3, FEKO4
oder NEC45, zeigt eine gute Übereinstimmung der berechneten Feldstärken in Abb.
3.3. Die geringe Abweichung in den Ergebnissen der einzelnen Feldberechnungspro-
gramme ergeben sich im Wesentlichen durch unterschiedliche Basis- und Gewichts-
funktionen innerhalb der Momentenmethode.
Möchte man Messwerte mit Simulationsergebnissen vergleichen, ist darauf zu ach-
ten, dass alle relevanten Komponenten der Antenne in der Simulation berücksichtigt
3Institut für Theoretische Elektrotechnik, Technische Universität Hamburg-Harburg, Hamburg
4EM Software & Systems-S.A. (Pty) Ltd, Stellenbosch, Südafrika
5IPAC, Lawrence Livermore National Laboratory, Livermore, USA
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Abb. 3.2: Modell eines bikonischen Breitbanddipols
werden. In diesem Fall entspricht dies einer Erweiterung des einfachen Modells des
Bikonischen Breitbanddipols in Abb. 3.2 um die Zuleitung und das Symmetrier-
glied6 der realen Antenne vor der Speisestelle. Das Übertragungsverhalten dieser
vorgeschalteten Elemente wurde mit Hilfe eines Netzwerkanalysators im Frequenz-
bereich der Antenne ermittelt. Mit Hilfe der dabei gemessenen S-Parameter (siehe
Anhang A2) ist es möglich, die simulierte Eingangsimpedanz zu korrigieren, um
sie dann mit der gemessenen Impedanz der Gesamtantenne zu vergleichen. Abb.3.4
zeigt hierzu die Ergebnisse. Sowohl Realteil als auch Imaginärteil stimmen für einen
Vergleich von Simulations- und Messwerten recht gut überein.
6bekannter ist unter Umständen der englische Ausdruck balun, der als Abkürzung für einen
balanced-unbalanced Übergang verwendet wird.
3.3 Bikonische Antenne 17
50 100 150 200 250 300
−0.05
0
0.05
 
 
FEKO
CONCEPT
NEC
MOM
f in MHz
ℜ(
E
y
)
in
V
/
m
(a) Realteil
50 100 150 200 250 300
−0.05
0
0.05
 
 
FEKO
CONCEPT
NEC
MOM
f in MHz
ℑ(
E
y
)
in
V
/
m
(b) Imaginärteil
Abb. 3.3: Elektrische Feldstärke über der Frequenz am Aufpunkt (10, 0, 0) m.
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Abb. 3.4: Vergleich der Eingangsimpedanz aus Messung und Simulation/Korrek-
turrechnung der Bikonischen Dipolantenne mit Symmetrierglied.
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”
Die Theorie ist eine Vermutung mit Hochschulbil-
dung.“
James Earl
”
Jimmy“ Carter (*1924)
4
Einheitliche Geometrische
Beugungstheorie - UTD
In diesem Kapitel werden die Grundlagen der Einheitlichen Geometrischen Beu-
gungstheorie (UTD - Uniform Geometrical Theory of Diffraction) kurz vorgestellt.
Anschließend wird einer der Beugungsvorgänge, die Eckenbeugung, beschrieben und
deren Auswirkungen anhand einer Beispielanordnung verdeutlicht.
4.1 Berechnungsablauf
Mit der Beschränkung auf verlustlose Gebiete (κ = 0) lässt sich für die homoge-
nen vektoriellen Wellengleichungen (2.5) eine asymptotische Lösung mit Hilfe eines
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Luneberg-Kline-Ansatzes finden [10, 53]:
E(r, ω) = e−jkΨ(r)
∞
∑
n=0
En(r)
(jω)n
, (4.1a)
H(r, ω) = e−jkΨ(r)
∞
∑
n=0
Hn(r)
(jω)n
. (4.1b)
Asymptotisch heißt in diesem Zusammenhang, dass der Ansatz die Vektorwellen-
gleichung umso genauer erfüllt, je größer der unabhängige Frequenzparameter ω
ausfällt. Für den Grenzfall ω → ∞ verbleibt nur noch der erste Term mit n = 0.
In diesem Fall spricht man von der Geometrischen Optik (GO). Die Reihenglieder
höherer Ordnung (n > 0) stellen bei geringeren Frequenzen Korrekturterme dar.
Diese Korrekturterme können bei höheren Frequenzen vernachlässigt werden, somit
folgt für ω hinreichend groß [2, 67]:
E(r) = E0(r)e
−jkΨ(r), (4.2a)
H(r) = H0(r)e
−jkΨ(r). (4.2b)
Diese Näherung ermöglicht es, die Ausbreitung elektromagnetischer Wellen hoher
Frequenzen mit Mitteln der GO zu untersuchen. Im Folgenden beschreiben das elek-
trische Feld E und das magnetische Feld H das GO-Feld. Der Index 0 entfällt.
Setzt man die eben vorgestellte asymptotische Näherung in die homogene Wellen-
gleichung (2.5a) ein, so lassen sich unter anderem die folgenden fünf Gleichungen zur
Beschreibung des elektromagnetischen GO-Feldes ableiten. So sind E und H durch
den Wellenwiderstand Γ des Mediums und die Ausbreitungsrichtung es in folgender
Gleichung miteinander verknüpft [67]:
H =
es
Γ
× E. (4.3)
Weiterhin stellt das GO-Feld eine transversal-elektromagnetische Welle dar, da keine
Komponenten in Ausbreitungsrichtung vorhanden sind [2]:
es · E = 0, (4.4a)
es · H = 0. (4.4b)
Die letzten beiden Gleichungen sind die sogenannte Eikonalgleichung (4.5) und die
Transportgleichung nullter Ordnung (4.6). Sie beschreiben den Verlauf der Amplitu-
de und der Phase kΨ durch die Phasenfunktion Ψ entlang der Ausbreitungsrichtung
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[53]:
|∇Ψ(r)|2 = 1, (4.5)
(∇2Ψ)E0 + 2(∇Ψ · ∇)E0 = 0. (4.6)
Aufgrund der engen Verknüpfung von E und H ist es vollkommen ausreichend, die
Ausbreitung des elektrischen Feldes zu untersuchen. Diese lässt sich in folgender
Gleichung zusammenfassen [43]:
E(s) = E(0)e−jkΨ(0)A(s)e−jks. (4.7)
Da sich die Phasenfunktion Ψ entlang der Ausbreitungsgeraden, ausgehend von
einem Bezugswert Ψ(0), kontinuierlich ändert, kann sie durch die Strahlkoordina-
te s ersetzt werden. Der Verlauf der Amplitude wird durch den Divergenzfaktor
A beschrieben. Er wird bestimmt, indem der Energieerhaltungssatz auf ein Strah-
lenbündel aus benachbarten Strahlenwegen angewendet wird. In Abbildung 4.1 ist
solch ein differentiell kleiner Ausschnitt divergierender Strahlen aufgezeichnet[53].
Nach kurzer Ableitung [67] ergibt sich folgender Zusammenhang:
A(s) =
√
ρ1ρ2
(ρ1 + s)(ρ2 + s)
, (4.8)
mit ρ1und ρ2, den Hauptkrümmungsradien der Wellenfront.
Die Strahlenwege selbst werden durch das Fermatsche Prinzip festgelegt, nach dem
”
die Ausbreitung elektromagnetischer Wellen zwischen zwei Punkten [...] so erfolgt,
dass der wirklich eingeschlagene Ausbreitungsweg gegenüber benachbarten Wegen
einen Extremalwert (meistens ein Minimum) hat“ [67]. Kommen nun Streukörper
hinzu, entstehen zusätzliche Strahlenwege durch Reflexionen an diesen Körpern.
Der Einfluss dieser Streukörper auf das elektromagnetische Feld wird somit von
den gesamten Oberflächenströmen auf die lokale Reflexionseigenschaft des Körpers
reduziert. Dies ist nur möglich, wenn der Krümmungsradius der Oberfläche des
Streukörpers groß gegenüber der Wellenlänge des einfallenden Wellenfeldes ist und
die Abmessungen des Streukörpers als elektrisch groß bezeichnet werden können. Für
diesen Fall sind die Reflexionspunkte Orte stationärer Phase, die den Hauptbeitrag
zum reflektierten Feld liefern [67].
Zusammenfassend ergibt sich folgende Vorgehensweise: Ausgehend von einer elek-
trischen Feldstärke E(0), die in einem Quellpunkt nach Betrag und Phase bekannt
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s = −ρ2 s = −ρ1 s = 0 s = s1
s
Ψ(0)=konstant
Ψ(s1)=konstant
Abb. 4.1: Differentiell kleiner Ausschnitt eines divergierenden Strahlenbündels
ist, sind alle erlaubten Strahlenwege vom Quellpunkt zu einem beliebigem Aufpunkt
zu bestimmen. Erlaubte Strahlenwege sind dabei direkte Wege und solche, die sich
durch Reflexion und Brechung ergeben. Entlang dieser Strahlenwege ist die Ände-
rung der Phasenfunktion Ψ und des Divergenzfaktors A zu berechnen. Die räumliche
Orientierung von E wird dabei durch die Polarisation beschrieben, die sich in einem
homogenen Medium nicht ändert. Mit (4.3) kann das magnetische Feld bestimmt
werden. Aus der Überlagerung aller Feldanteile der möglichen Ausbreitungswege
ergibt sich schließlich das resultierende elektromagnetische Feld am Aufpunkt.
Alle bisher beschriebenen Eigenschaften sind nicht nur für die GO, sondern auch
für ihre Erweiterungen, die Geometrische Beugungstheorie (Geometrical Theory
of Diffraction - GTD) und die Einheitliche Geometrische Beugungstheorie (Uni-
form Geometrical Theory of Diffraction - UTD), gültig. Die GTD berücksichtigt
gegenüber der GO zusätzlich noch Beugungserscheinungen und somit auch Ober-
flächenkriechwellen als eine Form der kontinuierlichen Beugung [41, 40]. Somit ist es
möglich, auch im Schattenbereich, hinter einem Streukörper, die Feldstärke zu be-
stimmen. Allerdings kommt es bei der GTD immer noch zu Unstetigkeiten an den
Schattengrenzen. Diese werden in der UTD [44] durch Korrekturterme beseitigt. Der
Begriff Beugungstheorie wird im Folgenden synonym zur UTD verwendet.
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Die UTD wird ausführlich in [53] beschrieben. Diese Beschreibung beihaltet auch
eine Auflistung möglicher UTD-Feldquellen, von denen eine Auswahl im Anhang A3
zu finden ist. [61] gibt für die UTD Hinweise zur rechentechnischen Umsetzung der
Fernfeldberechnung unter Berücksichtung von Mehrfach-Streuprozessen. Folgende
extremale Strahlenwege finden dabei Berücksichtigung:
1. Direkt einfallender Strahl
2. Reflektierter Strahl
3. Kantengebeugter Strahl
4. Kontinuierlich gebeugte Strahlen (Oberflächenkriechwellen)
5. Anteile aus Mehrfachprozessen.
Ergänzend kommt in dieser Arbeit der Feldanteil aus
6. Eckengebeugten Strahlen
hinzu. Der Einfluss dieses Effekts ist bei einigen Streukörpern nicht zu vernachlässi-
gen [4]. Stellvertretend für alle anderen Beugungseffekte soll im folgenden Abschnitt
die Eckenbeugung beschrieben werden, um einen kurzen Einblick in den Formalis-
mus der UTD zu geben [10, 53, 67]. Die angesprochenen Auswirkungen werden dann
als Abschluss dieses Kapitels in einem Anwendungsbeispiel erläutert.
4.2 Beschreibung der Eckenbeugung
Anhand von Abb. 4.2 lässt sich die Eckenbeugung gut beschreiben. Vom Quell-
punkt zum Aufpunkt führt neben vielen anderen möglichen Strahlenwegen auch ein
kantengebeugter Strahl über Kante (a) (siehe Abb. 4.2(a)). Der Feldanteil dieses
Strahls ist mit Hilfe der Kantenbeugung zu bestimmen. Das zugrunde liegende Be-
rechnungsverfahren geht jedoch von einer unendlich langen Kante aus und ist daher
für Kanten endlicher Länge nur bedingt geeignet. Um den Einfluss der endlichen
Kante zu berücksichtigen wird ein Strahlenweg über die Ecke eingeführt [53].
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Abb. 4.2: Geometrie zur Berechnung der Eckenbeugung
Dieser eckengebeugte Strahl wird wie folgt berechnet [10]:
Ecβ0,γ = −Eiβ′0,γ′(Qc) ·Cs,h(Qe) ·
√
sin βc sin β0c
cosβ0c − cosβc
·F (kLca(π + β0c − βc))
e−jπ/4√
2πk
e−jks
s
.
(4.9)
Das einfallende Feld Ei und das gebeugte Feld Ec werden mit Hilfe eines kanten-
bezogenen Koordinatensystem in die Anteile Ecβ0 , E
c
γ , E
i
β′
0
und Eiγ′ zerlegt. Alle
Komponenten des einfallenden Feldes stehen senkrecht auf der Einfallsrichtung und
die Komponenten des gebeugten Feldes stehen senkrecht auf dem gebeugtem Strahl.
Zusätzlich liegen die Anteile β0 und β
′
0 in der Einfallsebene/Beugungsebene und die
Anteile γ und γ′ stehen senkrecht auf der Einfallsebene/Beugungsebene. Weiterhin
ist noch zu bemerken, dass das einfallende Feld am Ort der Eckenbeugung Qc, die
Eckenbeugungskoeffizienten Cs,h jedoch am entsprechenden Kantenbeugungspunkt
Qe zu bestimmen sind. Die beiden Winkel βc, zwischen Kante und Einfallsrichtung,
und β0c, zwischen Kante und gebeugtem Strahl, sind in Abb. 4.2 für beide Kan-
ten eingezeichnet. Die Strahlkoordinate s wird in diesem Fall ausgehend von Qc
bestimmt und entspricht in diesem Fall somit dem Abstand zwischen Qc und dem
Aufpunkt. F ist die typische UTD-Übergangsfunktion, die sich aus dem Fresnel-
Integral ableiten lässt und bei jedem Beugungseffekt berücksichtigt werden muss
(siehe auch Anhang A4). Der Abstandsparameter Lc berechnet sich zu
Lc =
scs
sc + s
. (4.10)
Die Funktion a in Gleichung (4.9) ist keine Besonderheit der Eckenbeugung und tritt
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auch bei der Berechnung anderer Beugungserscheinungen auf [53, 67, 68]. Insgesamt
verhält sich das eckengebeugte Feld wie eine Punktquelle. Dies ist an dem Term
e−jks
s
zu erkennen: Die Feldstärke nimmt proportional zum Abstand s ab, die Phase
der Wellenfront ändert sich kontinuierlich mit s.
Die fehlenden Eckenbeugungskoeffizienten Cs,h werden in Abhängigkeit vom Kan-
tenbeugungspunkt Qa,be bestimmt [67]:
Cs,h =
−e−jπ/4
2
√
2πk sin β0
[
F (kLa(γ − γ′))
cos((γ − γ′)/2)
∣
∣
∣
∣
F
(
La(γ − γ′)
2πLca(π + β0c − βc)
)
∣
∣
∣
∣
∓
∓F (kLa(γ + γ
′))
cos((γ + γ′)/2)
∣
∣
∣
∣
F
(
La(γ + γ′)
2πLca(π + β0c − βc)
)
∣
∣
∣
∣
]
.
(4.11)
Die Kante und der einfallende Strahl spannen eine Ebene auf. Dreht man die Be-
zugsseite des Streukörpers um die Kante in diese Ebene, so wird der Winkel γ′
überstrichen. Ersetzt man dabei den einfallenden Strahl durch den kantengebeug-
ten, so führt dieser Vorgang zu dem entsprechenden Winkel γ (siehe Abb. 4.2).
Der Abstandsparameter L ist keine Eigenheit der Eckenbeugung und wird wie die
Funktion a ebenfalls in [53, 67, 68] definiert.
Für Kante (b) ist in Abb. 4.2(b) kein kantengebeugter Strahl zu finden. Dennoch
ist auch für diese Kante eine Korrektur mit Hilfe der Eckenbeugung durchzuführen.
Dazu muss der virtueller Kantenbeugungspunkt Qbe bestimmt werden, der auf der
Verlängerung der Kante (b) liegt. Mit Hilfe dieses Punktes lassen sich die unbekann-
ten Parameter ebenfalls angeben.
Die eben beschriebenen Formeln sind für Kanten an unendlich dünnen Platten
gültig. Für beliebige Kanten mit davon abweichenden Öffnungswinkeln, wie sie sich
beispielsweise beim Aufeinanderstoßen zweier Flächenelemente ergeben, sind die um-
fangreichen Gleichungen zur Berechnung der Eckenbeugungskoeffizienten in [53] zu
finden.
4.3 Einfluss der Eckenbeugung
Um den Einfluss der Eckenbeugung aufzuzeigen, wurde die Anordnung in Abb. 4.3
untersucht. Es handelt sich hierbei um einen Hertzschen Dipol (HD) als UTD-Quelle
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vor einem quadratischen, metallischen Reflektor mit der Seitenlänge 2λ. Der Ab-
stand zwischen Antenne und Reflektor beträgt 3/2λ. Für diese Anordnung wurde
das horizontale Richtdiagramm für die normierte elektrische Feldstärke im Fernfeld
bestimmt.
2λ
2λ 3
2
λ
x
y
z
HD
ϕ
Abb. 4.3: Hertzscher Dipol vor metallisch ideal leitender Platte.
Aufgrund des symmetrischen Aufbaus der Anordnung lässt sich der Aufpunktkreis
in drei Bereiche (I-III) einteilen. Diese Bereiche sind durch die Schatten- und Refle-
xionsgrenze voneinander getrennt. Für jeden dieser Bereiche lassen sich unterschied-
liche Strahlenwege finden. Diese sind in Abb. 4.4 angegeben.
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Abb. 4.4: Strahlenwege in der Draufsicht.
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Beim Überschreiten der Schattengrenze unterscheiden sich Bereich I und II durch
den direkten Strahl, Bereich II und III dagegen an der Reflexionsgrenze durch den
reflektierten Strahl. Diese Unstetigkeit wird durch die Kantenbeugung korrigiert.
Die Kantenbeugung führt jedoch ebenfalls zu einem unstetigen Feld. So kann in den
Bereichen I und III sowohl für die senkrechte als auch für die waagrechte Kante ein
Kantenbeugungspunkt bestimmt werden. Im Bereich II ist dies nur für die senkrechte
Kante möglich. Wird nun, wie eben beschrieben, die Eckenbeugung berücksichtigt,
so verschwinden die Diskontinuitäten im Feldverlauf.
Das abrupte Verschwinden oder auch Auftauchen eines Kantenbeugungspunktes
kann auch mit Hilfe von Abb. 4.2(b) erklärt werden. Wandert der Aufpunkt auf
der gepunkteten Linie nach links, so wandert auch der virtuelle Kantenbeugungs-
punkt Qbe auf die Ecke Qc zu, bis der Kantenbeugungspunkt auf der realen Kante
(b) zum Liegen kommt. Gerade dieser Übergang vom virtuellen zum realen Kanten-
beugungspunkt führt zu einem diskontinuierlichen Feldverlauf, so dass die Ecken-
beugung berücksichtigt werden muss, um diese Unstetigkeit zu glätten.
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Abb. 4.5: Horizontaldiagramm der normierten elektrischen Betragsfeldstärke der
Anordnung in Abb. 4.3 - Vergleich zwischen MOM und UTD
Diese Unstetigkeiten sind gut in dem Richtdiagramm in Abb. 4.5(a) zu sehen, das
unter Vernachlässigung der Eckenbeugung erstellt wurde. In dieser Abbildung ist
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ebenfalls ein Richtdiagramm als Referenz zu finden, das mit NEC4, einem MOM-
Programm, berechnet wurde. Die Unstetigkeiten sind sehr gut bei ± 30◦ zu erkennen.
Bei ± 150◦ sind sie ebenfalls zu finden. Ihre Wirkung ist dort jedoch weitaus geringer,
da das Richtdiagramm an dieser Stelle ein Minimum besitzt.
Erweitert man die Berechnungsalgorithmen um den Eckenbeugungseffekt, so ver-
schwinden erwartungsgemäß nicht nur diese Sprünge, sondern es kommt auch ins-
gesamt zu einer besseren Übereinstimmung zwischen den MOM- und UTD-Ergeb-
nissen. Dies ist beispielsweise bei 0◦ und 180◦ in Abb. 4.5(b) der Fall.
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”
Der Fortgang der wissenschaftlichen Entwicklung
ist im Endeffekt eine ständige Flucht vor dem Stau-
nen.“
Albert Einstein (1879-1955)
5
Kombination von UTD und MOM
Im Jahr 1975 wurden nahezu zeitgleich zwei unterschiedliche Hybridmethoden vor-
gestellt, die auf der Kombination von GTD und MOM basieren [15, 71]. Beiden
gemeinsam ist eine Unterteilung der Anordnung in einen MOM- und GTD-Bereich.
Das erste Verfahren korrigiert die Systemmatrix der MOM dahingehend, dass der
Einfluss großer Streukörper mit Hilfe der GTD berücksichtigt wird [71]. Das zweite
hingegen verwendet beide Methoden, um die Anzahl der nötigen MOM-Basisfunkti-
onen auf einem Streukörper zu reduzieren. So werden nur nahe einer Kante MOM-
Basisfunktionen angesetzt, um dort den Stromverlauf zu modellieren. Weiter entfernt
von der Kante werden bekannte Beugungslösungen der GTD zur Stromnachbildung
verwendet [15].
Wenig später erfolgte eine Umsetzung des ersten Verfahrens für Drähte mit si-
nusförmiger Strombelegung [17]. Diese Arbeit bildet zusammen mit [28] die Grund-
lage der im nachfolgenden Kapitel vorgestellten Hybridmethode.
30 Kapitel 5 Kombination von UTD und MOM
5.1 Grundlagen der Hybridmethode
Der eigentlichen Berechnung geht eine Trennung der untersuchten Anordnung in
zwei Bereiche voraus: den MOM- und den UTD-Bereich. Der MOM-Bereich bein-
haltet Stabstrukturen und Drahtgitter-Modelle elektrisch kleiner Streukörper, der
UTD-Bereich die verbleibenden elektrisch großen Streukörper. In einem ersten Be-
rechnungsschritt wird für den MOM-Bereich nach Gleichung (3.13) die Systemma-
trix QM,M bestimmt.
Mit einer geeigneten Beschreibung der MOM-Basisfunktionen lassen sich Strahlen-
wege von den Basisfunktionen über die UTD-Streukörper zurück zu den Anpass-
punkten des MOM-Bereichs konstruieren. Dies führt neben dem Feld αE1, das mit
Hilfe der EFIE bestimmt wurde, zu einem weiterem Feldanteil βE2 an den Anpass-
punkten, der sich durch die UTD beschreiben lässt. Dieses zusätzliche Feld wird
in einer geänderten Systemmatrix Q′M,M berücksichtigt, indem von der linearen
Überlagerung des Skalarprodukts [71]
< wj , (αE1 + βE2) · el j > = α < wj ,E1 · el j > +β < wj,E2 · el j > (5.1)
Gebrauch gemacht wird:
Q′M,M = QM,M + Q
UTD
M,M (5.2)
und
QUTDM,M ij = < wj,E
UTD(fi) · el j > mit i, j = 1, ..., NMOM . (5.3)
Die rechte Seite ist analog zu korrigieren:
E′MOM = EMOM + E
UTD
MOM . (5.4)
Nach dem Lösen des Gleichungssystems
Q′M,MG = E
′
MOM (5.5)
erhält man den Koeffizientenvektor G mit der Strombelegung, die gegenüber der
reinen MOM durch die UTD-Streukörper korrigiert wurde. Aus ihr lässt sich nun an
einem beliebigen Aufpunkt die Feldstärke durch Überlagerung des direkten Anteils
aus der MOM und den Korrekturstrahlen der UTD berechnen.
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5.2 Quellbeschreibung
Nachdem die Kombination beider Verfahren grundsätzlich beschrieben wurde, ver-
bleibt noch die Frage, wie die MOM-Basisfunktionen in UTD-Quellen umgewandelt
werden können, wie also der Anteil EUTD(fi) in Gleichung (5.3) bestimmt wird.
Tabelle 5.1 fasst die verschiedenen Möglichkeiten zusammen.
Variante A B C
MOM-Basisfunktion Sinusteilbögen Dreiecke
Zwischenschritt kein Zwischen-
schritt nötig
Dipolmoment = In-
tegral über MOM-
Basisfunktion
Umwandlung
in äquivalente
Sinusteilbögen
UTD-Quellen Sinusteilbögen Hertzscher Dipol Sinusteilbögen
Tabelle 5.1: Möglichkeiten der Kombination von MOM und UTD
Die Varianten A und C verwenden Sinusteilbögen als UTD-Quellen. Das Feld dieser
sinusförmigen Strombelegung kann durch drei Punktquellen beschrieben werden [39,
63, 53] (Anhang A3), mit deren Hilfe eine einfache Strahlensuche möglich ist.
Eine Umwandlung der MOM-Basisfunktionen aus Sinusteilbögen in die entsprechen-
den UTD-Quellen innerhalb von Variante A stellt kein Problem dar. Die Dreiecksba-
sisfunktionen aus Variante C werden zuerst in flächengleiche Basisfunktionen aus Si-
nusteilbögen umgewandelt. Diese können dann problemlos mittels Punktquellen be-
schrieben werden [28]. Das heißt, die Amplituden der Sinusteilbögen sind gegenüber
den Spitzenwerten der Dreiecksfunktion um den Faktor
CM2U(∆l) =
k∆l sin(k∆l)
2(1 − cos(k∆l)) (5.6)
zu korrigieren. Um diese flächengleiche Umsetzung zu veranschaulichen, zeigt Abb.
5.1 für verschiedene Segmentlängen die ansteigende Flanke der Dreiecksbasisfunk-
tion und der äquivalenten Basisfunktion aus Sinusteilbögen. So ergibt sich für eine
Segmentlänge von ∆l = λ/4 (Abb. 5.1(a)) ein Korrekturfaktor von CM2U = 0, 785.
Für gewöhnlich werden die Stäbe der MOM jedoch mit einer Segmentlänge von
∆l = λ/10 diskretisiert. Dies führt zu der flächengleichen Basisfunktion in Abb.
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5.1(b) mit einem Korrekturfaktor von CM2U = 0, 967. Es sind für diesen Fall kaum
noch Unterschiede zwischen den beiden Basisfunktionen auszumachen, so dass die
Umwandlung von Dreiecksfunktionen in äquivalente Sinusteilbögen gerechtfertigt
ist.
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Abb. 5.1: Vergleich der Basisfunktionen aus Dreiecken (r) und Sinus-
teilbögen (—) für verschiedene Segmentlängen.
Dies wird auch durch detailliertere Untersuchungen bestätigt [5]. Dabei zeigte sich,
dass der Gesamtfehler, der sich durch die Näherungen innerhalb der UTD ergibt,
den Umwandlungsfehler in Variante C überdeckt. Somit unterscheiden sich im Rah-
men der hier vorgestellten Hybridmethode Variante A und C im Ergebnis kaum.
Berücksichtigt man jedoch den erhöhten Rechenaufwand bei der Bestimmung der
Systemmatrix QM,M unter Verwendung von Sinusteilbögen [13], so ist Variante C
zu bevorzugen.
Bei der Verwendung von Hertzschen Dipolen als UTD-Quellen erfolgt in Variante B
eine Umwandlung der MOM-Ansatzfunktionen in äquivalente Dipolmomente, indem
das Integral über die beiden Strombasisfunktionen (A.1) und (A.2) gleich dem Dipol-
moment gesetzt werden. Dabei spielt die zugrunde liegende MOM-Ansatzfunktion
bei der Feldberechnung eine untergeordnete Rolle, da innerhalb der UTD nur die
Fernfeldnäherung des Hertzschen Dipols verwendet werden kann und dadurch Unter-
schiede in den MOM-Basisfunktionen überdeckt werden. Von dieser unkomplizierten
Vorgehensweise wird in [36] Gebrauch gemacht. Weiterhin eignet sie sich hervor-
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ragend, um beliebige MOM-Ansatzfunktionen näherungsweise für die Verwendung
innerhalb der UTD umzusetzen. Dies ermöglicht beispielsweise eine einfache Kombi-
nation von NEC4 als MOM-Programm mit UTD-Konzepten. Allerdings können sich
durch Variante B auch Abweichungen im Vergleich zur reinen MOM-Berechnung er-
geben [28]. Daher empfiehlt sich folgende Vorgehensweise: Variante C wird bei der
Kombination von MOM-Dreiecksbasisfunktion verwendet und Variante B, falls in-
nerhalb der MOM andere Basisfunktionen zum Einsatz kommen.
5.3 Bikonische Antenne auf Freifeldmessplatz
Die Vorzüge der vorgestellten Hybridmethode können gut anhand der Anordnung in
Abb. 5.2 demonstriert werden. Es handelt sich dabei um einen Freifeldmessplatz, in
dessen unmittelbarer Nähe sich zwei große metallische Flügel eines Tores befinden.
Um die Konformität dieses Freifeldmessplatzes für EMV-Störfestigkeitsprüfungen zu
gewährleisten, wird an Position ① eine Sendeantenne platziert und die Feldstärke in
10 m Entfernung in einer Höhe von 1 m bis 4 m (Position ②) erfasst.
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Abb. 5.2: Modell des Freifeldmessplatzes
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Mit Hilfe von Feldberechnungsprogrammen können schon im Vorfeld Analysen der
Feldverteilung durchgeführt werden, um beispielsweise kritische Frequenzen zu be-
stimmen oder auch die Feldverteilung an Positionen zu ermitteln, die messtechnisch
nur schwer zu erreichen sind.
Als Beispiel hierfür werden die Ergebnisse für eine Frequenz von 100 MHz kurz
vorgestellt. Der bikonische Breitbanddipol aus Kapitel 3.3 wurde als Sendeantenne
verwendet. Um ihn inklusive Symmetrierglied und Zuleitung nachbilden zu können,
wurden beide Komponenten der Quellenimpedanz der Antenne zugeschlagen. Dies
führt, wie im Anhang A2 beschrieben, auf einen Wert von (45,32 + j17,62) Ω bei
einer Quellspannung von 1 V.
Für Aufpunkte auf der oberen Hemisphäre im Abstand von 10 m um die Sendean-
tenne berechnet CONCEPT, mittels MOM, den in Abb. 5.3(a) dargestellten Feld-
verlauf. Insgesamt werden hierzu 7970 Strombasisfunktionen auf der Antenne, der
Ebene und den beiden Torflügeln angesetzt. Ebene und Torflügel wurden dabei in
Flächenelemente der Kantenlänge λ/8 aufgeteilt.
Verwendet man dagegen die eben vorgestellte Hybridmethode und weist die Sende-
antenne mit ihren 329 Basisfunktionen dem MOM-Bereich, die Ebene und das Tor
hingegen dem UTD-Bereich zu, so erhält man das Ergebnis in Abb. 5.3(b), das zur
ausschließlichen MOM-Rechnung nahezu identisch ist. Dabei wird jedoch weitaus
weniger Arbeitsspeicher für die Systemmatrix benötigt, da die UTD-Streukörper
die Größe der MOM-Systemmatrix nicht verändern, sondern nur die einzelnen Ele-
mente korrigieren.
Darüberhinaus werden durch diese Hybridmethode Analysen in hohen Frequenzbe-
reichen erst ermöglicht. So wurde der Freifeldmessplatz bis zu einer Frequenz von
1 GHz untersucht. Wollte man die gesamte Anordnung mittels MOM und der oben
angewandten λ/8-Diskretisierung berechnen, erhielte man etwa das Hundertfache
an Unbekannten. Solch eine Systemmatrix für etwa 750 000 Unbekannte würde über
8 TB Speicherplatz benötigen. Zum Lösen derselben wäre ein Vielfaches an Zeit im
Vergleich zur Hybridmethode nötig.
Abb. 5.4 zeigt Ergebnisse aus der Hybridmethode für den Freifeldmessplatz bei
1 GHz. Der bikonische Breitbanddipol wurde hier durch einen horizontalen λ/2-
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(a) CONCEPT (b) Hybridmethode MOM-UTD
Abb. 5.3: Feldstärke absolut in V/m auf oberer Hemisphäre im Abstand von 10 m
bei 100 MHz.
(a) Hybridmethode MOM-UTD (b) 3D-Ansicht
Abb. 5.4: Mittels HM berechnete absolute Feldstärke in V/m auf oberer Hemisphäre
im Abstand von 10 m bei 1 GHz.
Dipol ersetzt, der zentral von einer Spannungsquelle von 1 V mit einem Innen-
widerstand von 50 Ω gespeist wird. Der Berechnungsaufwand stieg gegenüber der
Analyse bei 100 MHz nicht an. Er fiel durch den verwendeten Dipol und die damit
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einhergehende Reduktion der Basisfunktionen im MOM-Bereich sogar geringer aus.
Zusammenfassend lässt sich sagen, dass die vorgestellte Hybridmethode aus MOM
und UTD Anwendungsbereiche erschließt, die zuvor nicht analysiert werden konnten.
Weiterhin können Anordnungen, die bisher mit konventionellen Verfahren untersucht
wurden, unter Umständen schneller berechnet werden.
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”
Es gibt nichts Törichteres im Leben als das Erfin-
den. Ich bin jetzt fünfunddreißig Jahre alt und ha-
be der Welt noch nicht für fünfunddreißig Pfennige
genützt.“
James Watt (1736-1819)
6
Verallgemeinerte Multipoltechnik - GMT
Die gerade beschriebene Hybridmethode soll nun um die Verallgemeinerte Multi-
poltechnik (Generalized Multipole Technique - GMT) erweitert werden. Dieses Ge-
samtziel wird aufgrund seiner Komplexität in kleinere Etappen unterteilt. Der erste
Teil, die Beschreibung der GMT, wird in diesem Kapitel angegangen [25].
6.1 Lösung der homogenen Wellengleichung
Für die GMT wird eine Lösung der homogenen vektoriellen Wellengleichungen (2.5)
in sphärischen Koordinaten angestrebt, da sich das sphärische Koordinatensystem
mit seinen endlichen Koordinatenflächen gut zur Beschreibung endlicher dreidimen-
sionaler Körper eignet [42]. Hierfür wird eine Lösung der homogenen skalaren Wel-
lengleichung benötigt [70]. Diese wird in einem ersten Schritt bereitgestellt, um dann
in einem zweiten Schritt auf die vektorielle Wellengleichunge zurückzukommen.
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6.1.1 Skalare Wellengleichung
Die homogene skalare Wellengleichung nimmt in sphärischer Koordinatenschreib-
weise folgende Form an:
(
1
r2
∂
∂r
(
r2
∂
∂r
)
+
1
r2 sinϑ
∂
∂ϑ
(
sinϑ
∂
∂ϑ
)
+
1
r2 sin2 ϑ
∂2
∂ϕ2
+ k2
)
ψ = 0. (6.1)
Mit Hilfe eines Produktansatzes kann diese Gleichung gelöst werden:
ψ(r, ϑ, ϕ) = R(r)Θ(ϑ)Φ(ϕ), (6.2)
r2 sin2 ϑ
R(r)
∂
∂r
r2
∂
∂r
R(r) +
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Θ(ϑ)
∂
∂ϑ
sin ϑ
∂
∂ϑ
Θ(ϑ) +
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Φ(ϕ)
∂2
∂ϕ2
Φ(ϕ) + k2r2 sin2 ϑ = 0.
(6.3)
Nach der Separation erhält man drei Gleichungen mit den Konstanten p und q:
(
r2
∂2
∂r2
+ 2r
∂
∂r
+
(
(kr)2 − p2
)
)
R(r) = 0, (6.4)
(
1
sin ϑ
∂
∂ϑ
sin ϑ
∂
∂ϑ
+
(
p2 − q
2
sin2 ϑ
))
Θ(ϑ) = 0, (6.5)
(
∂2
∂ϕ2
+ q2
)
Φ(ϕ) = 0. (6.6)
Schließt man nicht eindeutige Lösungen aus, kommen für Φ(ϕ) nur periodische Funk-
tionen mit einer Periode von 2π in Frage. Es muss also gelten Φ(ϕ + 2π) = Φ(ϕ).
Mit der Einschränkung von q auf m = 0,±1,±2, ... erfüllt
Φ(ϕ) = C1 cos(mϕ) + C2 sin(mϕ) (6.7)
diese Anforderungen. Für Θ(ϑ) lässt sich mit p2 = n(n + 1) eine Lösung aus der
zugeordneten Legendrefunktionen Pmn (cosϑ) finden [70]:
Θ(ϑ) = C3P
m
n (cosϑ). (6.8)
n ist dabei auf ganzzahlige Werte n = 0, 1, 2, ... begrenzt. Eine zusätzlich existierende
Lösung der Gleichung (6.5) mit Qmn (cosϑ) wird nicht berücksichtigt, da sie für ϑ =
0 und ϑ = π Polstellen aufweist. Außerdem ergibt sich aus der Verwendung der
zugeordneten Legendre-Funktion die Bedingung 0 ≤ m ≤ n.
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Die Lösung der verbleibenden Gleichung (6.4) ist eine Linearkombination aus sphäri-
schen Besselfunktionen 1. und 2. Art [55]:
R(r) = C4jn(kr) + C5yn(kr). (6.9)
Mit den Äquivalenzen h
(1)
n (x) = jn(x) + jyn(x) und h
(2)
n (x) = jn(x) − jyn(x) lässt
sich eine analoge Lösung aus Besselfunktionen 3. Art angeben.
Diese allgemeine Lösung der skalaren Wellengleichung in Kugelkoordinaten kann für
ihre spätere Verwendung vorbereitet werden, indem R(r) auf die Funktionen jn und
h
(2)
n beschränkt wird. Dies geschieht aufgrund der Aussstrahlbedingung aus Kapitel
2.4 und der unterschiedlichen Polstellen, die die Funktionen im Einzelnen aufweisen
[42].
Mit Hilfe der Kugelflächenfunktion [73]
Yn(ϑ, ϕ) =
n
∑
m=0
Y mn (ϑ, ϕ) =
n
∑
m=0
(C6 cos(mϕ) + C7 sin(mϕ))P
m
n (cosϑ) (6.10)
lässt sich die Lösung für ψ kompakt angeben:
ψ(r, ϑ, ϕ) =
∞
∑
n=0
zn(kr)Yn(ϑ, ϕ). (6.11)
zn ist in diesem Fall ein Platzhalter für sphärische Besselfunktionen. Für ihn ist h
(2)
n
zu wählen, wenn Gebiete betrachtet werden, die den Punkt r = 0 nicht enthalten,
der Multipol also außerhalb seines Wirkgebiets liegt. Diese Vorgehensweise führt zur
sogenannten Multipolentwicklung. Für Wirkgebiete, die den Punkt r = 0 enthalten,
muss zn durch jn ersetzt werden. Die dabei entstehende Feldbeschreibung ist auch
als Normalentwicklung bekannt [73]. Der Begriff Multipol wird im Folgenden als
Oberbegriff für beide Entwicklungen verwendet.
6.1.2 Vektorielle Wellengleichung
Für die Vektorwellengleichungen (2.5) lassen sich in sphärischen Koordinaten drei
Lösungen L, M und N konstruieren [70]:
L = ∇ψ, M = ∇×(rψ), N = 1
k
∇×M , (6.12)
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M = ∇ψ × r = L × r = 1
k
∇×N . (6.13)
ψ ist dabei die Lösung der skalaren Wellengleichung aus Gleichung (6.11) und Glei-
chung (6.1) geht für diesen Fall in folgende Form über:
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(rψ) + k2rψ = 0. (6.14)
Da E und H durch die Gleichungen (2.3a) und (2.3b) miteinander verknüpft sind,
entfällt die Lösung L im allgemeinen Ansatz für E und H [55]:
E = C8M + C9N , (6.15)
H =
j
Γ
(C8N + C9M) . (6.16)
Die Komponenten von M und N lauten unter Verwendung von (6.14):
M =
1
sinϑ
∂ψ
∂ϕ
eϑ −
∂ψ
∂ϑ
eϕ, (6.17)
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∂2(rψ)
∂r∂ϕ
eϕ. (6.18)
Die radiale Komponente von N lässt sich noch vereinfachen (siehe Anhang A9):
N =
n(n+ 1)
kr
ψer +
1
kr
∂2(rψ)
∂r∂ϑ
eϑ +
1
kr sin ϑ
∂2(rψ)
∂r∂ϕ
eϕ. (6.19)
Zusammenfassend lässt sich das elektrische Feld einer Multipolentwicklung wie folgt
darstellen:
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∞
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und das magnetische Feld:
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a und c sind in diesem Fall die Koeffizienten der TE-Welle, also eines magnetischen
Multipols. b und d sind die Koeffizienten der TM-Welle, also eines elektrischen Mul-
tipols. Im Anhang A5 finden sich einige hilfreiche Formeln zur Auswertung der
auftretenden speziellen Funktionen.
Wie schon zuvor erwähnt, sind für Gebiete, die den Entwicklungspunkt enthalten,
die sphärischen Hankelfunktionen h
(2)
n durch jn zu ersetzen, da diese sich für r = 0
im Gegensatz zu h
(2)
n regulär verhalten.
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Im Ergebnis ist es somit möglich, das elektromagnetische Feld in Form einer Rei-
henentwicklung in Abhängigkeit der Koeffizienten a bis d darzustellen. Die Koef-
fizienten anm, bnm, cnm und dnm lassen sich bei einer vorgegebenen Anregung mit
Hilfe der Grenzbedingungen aus Kapitel 2.3 bestimmen. So müssen die allgemei-
nen Multipolansätze für das Innen- und Außengebiet an einer Gebietsgrenze mit
dem anregenden Feld abgeglichen werden. Es ergibt sich eine einfache analytische
Darstellung der Multipolkoeffizienten, wenn die Gebietsränder Kugeloberflächen be-
schreiben und die Anregung durch eine ebene Welle erfolgt [33, 35, 55, 69]. Dabei
ist jedoch zu beachten, dass die Grenzbedingungen für die Multipolentwicklungen
Randbedingungen darstellen, da ihr Wirkgebiet an den Grenzflächen endet. Deshalb
werden die allgemeinen Grenzbedingungen in diesem speziellen Zusammenhang auch
als Randbedingungen bezeichnet.
6.2 Numerisches Verfahren
Selbst für den Fall der einfachen Kugeloberfläche verbleiben für die analytische
Lösung unendlich viele Reihenglieder. Zur Berechnung der Felder beschränkt man
sich auf eine endliche Koeffizientenanzahl NGMT . Je nachdem welcher Fehler tole-
riert wird, kann die Reihenentwicklung schon nach wenigen oder erst nach vielen
Gliedern abgebrochen werden. Solch eine Multipolentwicklung wird dann durch die
maximal verwendete Ordnung nmax und den maximalen Grad mmax charakterisiert.
Weiterhin wurden in der folgenden Darstellung die Koeffizienten a bis d zu einem
neuen Koeffizientenvektor o zusammengefasst und der Reihe nach mit dem Index i
versehen:
E(r) =
NGMT
∑
i=1
oiEi(r), (6.22)
H(r) =
NGMT
∑
i=1
oiH i(r). (6.23)
Auffällig ist hier die Ähnlichkeit zur Gleichung (3.6). In der Momentenmethode wur-
de der Strom durch eine endliche Reihe von Basisfunktion approximiert. Hier jedoch
werden die Felder direkt durch Multipole als Basisfunktionen angenähert. Ein Vorteil
gegenüber der MOM ist, dass für die Berechnung der Felder keine Integrale wie in
6.2 Numerisches Verfahren 43
den Gleichungen (3.4) und (3.5) ausgewertet müssen, sondern nur sphärische Bessel-,
zugeordnete Legendre-, Sinus- und Kosinusfunktionen (siehe Gleichung (6.20) und
(6.21)). Erstellt man zusätzlich diese Funktionen rekursiv bis zu einer maximalen
Ordnung, so entstehen dabei automatisch die Komponenten geringerer Ordnung
(siehe Anhang A5). Dies ermöglicht eine effiziente Berechnung der Reihenglieder.
Für Gebietsformen, die stark von der Kugelform abweichen, würde theoretisch auch
ein vollständiger Multipolansatz aus Multipolentwicklung und Normalentwicklung
pro Feldgebiet ausreichen. Abb. 6.1 zeigt solch eine Anordnung: Für den ideal leiten-
den Streukörper wird für das Außengebiet theoretisch nur eine Multipolentwicklung
benötigt. Die Lage dieser einen Multipolentwicklung wird durch das Kreuz ange-
deutet. Man spricht in diesem Fall auch von der Single Multipole Method (SMP-
Methode)[42]. Um eine gewisse Genauigkeit der Lösung zu garantieren, kann die
Reihenentwicklung jedoch erst bei sehr hohen Ordnungen abgebrochen werden, da
der Ansatz in diesem Fall nur schlecht konvergiert. Dies führt zu rechentechnischen
Problemen: Erstens wachsen mit steigender Ordnung die sphärischen Besselfunk-
tionen exponentiell an und überschreiten schnell den Zahlenbereich des Computers.
Zweitens würde man zu viele Multipolkoeffizienten benötigen.
Abb. 6.1: SMP-Methode für einen von
der Kugel abweichenden
Gebietsrand.
Abb. 6.2: MMP-Methode mit Elemen-
tarkugeln, die den Haupt-
einflussbereich jedes Multi-
pols markieren.
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6.2.1 Mehrfach-Multipolmethode
Als Lösung für die eben erwähnten Probleme bietet sich hier folgende Vorgehens-
weise an: Es werden pro Feldgebiet mehrere Multipolentwicklungen angesetzt, die
jedoch in ihrer maximalen Ordnung beschränkt sind. Eventuelle Abhängigkeiten
zwischen den einzelnen Multipolen lassen sie durch einfache Platzierungsregeln für
diese Multipole weitgehend vermeiden [42, 46]. So führt die Regel:
”
Zwei Multipole
sind soweit auseinander zu plazieren, dass ihr Abstand grösser ist als der Abstand
jedes der beiden Multipole zum nächstgelegenen Randpunkt.“ [42] zu unabhängigen
Multipolentwicklungen. Dies entspricht einer Approximation des Streukörpers durch
Kugeln, wobei in jedem Kugelmittelpunkt eine Multipolentwicklung zu platzieren
ist und kein Kugelmittelpunkt innerhalb einer anderen Kugel liegen darf (siehe auch
Abb. 6.2). Aufgrund der Nachbildung des Streukörpers durch Kugeln ist die GMT
besonders gut zur Beschreibung des Streufeldes von organisch geformten Körpern
geeignet.
Diese Vorgehensweise führt von der SMP-Methode zur Mehrfach-Multipol-Methode
(MMP-Methode). Anstelle einer nicht auswertbaren unendlichen Multipolreihe wer-
den mehrere Multipole geringer Ordnung zur Beschreibung des Streufeldes verwen-
det. Dabei ist jedoch ein gewisser Fehler aufgrund der beschränkten maximalen Mul-
tipolordnung zu tolerieren. Beide Verfahren - SMP- und MMP-Methode - werden
auch unter dem Begriff Verallgemeinerte Multipoltechnik (GMT1) geführt.
6.2.2 Ordnung der Multipole
Ganz allgemein sind die Grenzbedingungen aus Kapitel 2.3 auf der gesamten Ge-
bietsgrenze einzuhalten. Dies kann jedoch für beliebig geformte Gebietsränder und
eine endliche Multipolordnung nicht mehr gewährleistet werden. Deshalb geht man
dazu über, die Anpassung der Randbedingungen nur noch an ausgewählten An-
passungspunkten zu fordern. Dies entspricht dem sogenannten
”
Point-Matching-
Verfahren“, das auch in der Momentenmethode in Kapitel 3.2 verwendet wurde. In
Abb. 6.3 und Abb. 6.4 werden diese Anpasspunkte durch Punkte dargestellt.
1Generalized Multipole Technique
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ϑmax
ϑmax
Abb. 6.3: Lage der Anpasspunkte auf
dem Gebietsrand und dar-
aus resultierende maxima-
le Multipolordnung nach der
Sehwinkelbedingung.
Abb. 6.4: Zusätzliche Normalentwick-
lung (◦) im Innern eines di-
elektrischen Streukörpers.
Zu beachten ist, dass pro Wellenlänge mindestens 2 Anpasspunkte vorhanden sein
sollten. Es müssen jedoch mindestens so viele Anpasspunkte gewählt werden, dass
allein dadurch die nachgebildete Geometrie optisch erkennbar ist. Weiterhin sollte
sich die Diskretisierungsdichte nicht abrupt ändern [12].
Aus der Dichte der Anpasspunkte ergibt sich auch die maximale Ordnung der Multi-
polentwicklungen, da die Randdiskretisierung mit der maximalen Multipolordnung
verknüpft ist. Der Zusammenhang wird mit Hilfe der sogenannten
”
Sehwinkelbedin-
gung“ angegeben [42]:
nmax <
π
|ϑmax|
, (6.24)
mmax <
π
|ϕmax|
. (6.25)
Diese Bedingung basiert auf dem Abtasttheorem der Nachrichtentechnik, nach dem
jede Schwingung an mindestens zwei Stützstellen abgetastet werden muss, um Alias-
Effekte zu vermeiden. Die Multipolentwicklung in (6.20) und (6.21), deren ϑ- und
ϕ-Abhängigkeit durch die Kugelflächenfunktion (6.10) beschrieben wird, entspricht
nun dieser Schwingung, die durch die Anpasspunkte abgetastet wird. Zwischen zwei
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benachbarten Anpasspunkten und einem Multipol liegt der sogenannte
”
Sehwin-
kel“ (Abb. 6.3). Die maximalen Sehwinkel in ϑ- und ϕ-Richtung, ϑmax und ϕmax,
bestimmen die maximale Multipolordnung nmax und den maximalen Multipolgrad
mmax.
Weiterhin soll jeder Anpasspunkt rein formell einem Multipol zugeordnet werden.
Dabei ist darauf zu achten, dass der Abstand rmax eines Multipols zum entferntesten
zugeordneten Anpasspunkt nicht größer als der
√
2-fache Abstand zum nächstgele-
genen Anpasspunkt rmin ist [46]:
rmax <
√
2 rmin. (6.26)
Abb. 6.5 verdeutlicht diese Regel. Gelegentlich findet man in der Literatur auch eine
Einschränkung des Faktors auf 1, 3 oder 1, 4 [12, 46]. Es ist wichtig, die Elementarku-
geln nicht mit dem Wirkgebiet der Multipole zu verwechseln. Eine Elementarkugel
kennzeichnet nur den Haupteinflussbereich eines Multipols, der auch darüber hinaus
an allen Anpasspunkten am Rande des Wirkgebiets ein Feld verursacht.
Bisher war nur von ideal leitfähigen Streukörpern die Rede. Falls der Streukörper
jedoch dielektrische oder begrenzt leitfähige Eigenschaften aufweist, bildet sich auch
im Inneren des Streukörpers ein Feld aus, das berücksichtigt werden muss. Die Mul-
tipolentwicklungen, die auf den sphärischen Hankelfunktionen basieren, können in
diesem Fall nicht im Inneren, also im Feldgebiet, angesetzt werden, da sie sich für
r = 0 nicht regulär verhalten. Dafür können jedoch die Normalentwicklungen, die
die sphärischen Neumanfunktionen beinhalten, verwendet werden. Solch eine Ent-
wicklung ist in Abb. 6.4 durch einen Kreis angedeutet. Die maximale Ordnung nmax
einer Normalentwicklung ist so zu wählen, dass stets gilt:
nmax > |k|rmax. (6.27)
k ist dabei die Wellenzahl in dem betreffenden Medium und rmax der maximale
Abstand zu den Anpasspunkten auf dem entsprechenden Gebietsrand. Dabei ist zu
beachten, dass innerhalb eines Gebietes stets nur eine Normalentwicklung angesetzt
werden darf, da die Normalentwicklungen im Vergleich zur Multipolentwicklung eine
stärkere Abhängigkeit voneinander aufweisen [42]. Um dennoch das Feld im Inneren
komplex geformter Gebiete nachzubilden, bieten sich zwei Möglichkeiten an, die auch
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miteinander kombiniert werden können: Zum einen kann das Gebiet durch virtuelle
Gebietsgrenzen in kleinere Teilgebiete zerlegt werden. Innerhalb jedes dieser Teilge-
biete kann eine Normalentwicklung angesetzt werden. Zum anderen ist es möglich,
die Normalentwicklung durch Multipolentwicklungen außerhalb des Feldgebietes zu
unterstützen. Abb. 6.6 verdeutlicht beide Möglichkeiten. Sowohl die unterstützen-
den Multipolentwicklungen (+) als auch die Normalentwicklungen (◦) wirken im
Innenbereich.
rmin
rmax
Abb. 6.5: Maximaler und minimaler
Abstand zwischen einem
Multipol und den zugeord-
neten Anpasspunkten.
Abb. 6.6: Unterteilung eines Gebietes
in zwei Teilgebiete mittels
virtueller Grenze (r).
Neben diesen Grundregeln zur Positionierung von Anpassungspunkten und Multi-
polen und der Festlegung der dazugehörigen maximalen Ordnung lassen sich noch
weitere Regeln in der Literatur finden [42, 46].
Zusammenfassend kann man sagen: Durch eine Beschränkung auf eine endliche Mul-
tipolordnung, die Aufteilung in mehrere voneinander unabhängige Multipole und
durch die Diskretisierung der Randbedingungen wurde die Grundlage dafür geschaf-
fen, das Streufeld kompliziert geformter Streukörper zu bestimmen. Diese optimalen
Voraussetzungen werden für eine numerische Bestimmung der Multipolkoeffizienten
mit Hilfe der entsprechenten Randbedingungen im nächsten Abschnitt verwendet.
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6.3 Vorgehensweise bei der Berechnung der Mul-
tipolkoeffizienten
Ausgehend von einer gegebenen Geometrie und einer bekannten Anregung sei die
Anordnung wie oben beschrieben in Elementarkugeln zerlegt. Die Lage der Mul-
tipole und ihr Wirkgebiet sind somit bekannt. Weiterhin seinen die Gebietsränder
entsprechend diskretisiert, so dass die maximal erlaubte Multipolordnung mit Hilfe
der Sehwinkelbedingung bestimmt werden kann. Für mmax ≥ nmax ergeben sich für
den Multipol NGMT = 2(nmax(nmax + 2)) unbekannte Koeffizienten. Diese werden
im Folgenden mit Hilfe der Grenzbedingungen aus Kapitel 2.3 bestimmt.
6.3.1 Berücksichtigung der Randbedingungen
Da die Gleichungen für die Tangentialkomponenten in jeweils zwei orthogonale Kom-
ponenten zerlegt werden können, sind insgesamt 6 Randbedingungen zu erfüllen. Da-
von werden im strengen Sinne nur die 4 für die Tangentialkomponenten benötigt, da
die Stetigkeit der Normalkomponenten aus der Stetigkeit der Tangentialkomponen-
ten folgt. Dennoch werden für die numerische Auswertung alle 6 Randbedingungen
verwendet, da die Anpassung an die Randbedingung teilweise fehlerbehaftet ist. Ei-
ne Beschränkung auf die Tangentialkomponenten könnte einen erhöhten Fehler in
den Normalkomponenten zur Folge haben [42].
Zwischen zwei beliebigen Gebieten sind somit die Randbedingungen:
n × E1 = n × E2, (6.28a)
n · ǫ̃1E1 = n · ǫ̃2E2, (6.28b)
n × H1 = n × H2, (6.28c)
n · µ1H1 = n · µ2H2. (6.28d)
zu erfüllen. Dies sind auch die Randbedingungen für eine virtuelle Grenze.
Für perfekt leitende Gebiete sind die Gleichungen (2.15a) und (2.15d) zu verwenden.
Auch hier würde aus der Stetigkeit der Tangentialkomponenten die Stetigkeit der
Normalkomponenten folgen. Dennoch verwendet man statt der zwei Gleichungen für
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die Tangentialkomponenten alle 3 Randbedingungen, um auch eine gute Stetigkeit
der Normalkomponente zu gewährleisten. Die verbleibenden Gleichungen (2.15b)
und (2.15c) sind Bestimmungsgleichungen für die Oberflächenströme und -ladungen
auf der Oberfläche des ideal leitenden Körpers.
6.3.2 Lösen des Gleichungssystems
Werden MMPGMT Anpasspunkte verwendet, führt dies je nach Randbedingung zu
MGMT = 6M
MP
GMT oder MGMT = 3M
MP
GMT Bestimmungsgleichungen. Dem gegenüber
stehen dieNGMT Unbekannten. Für den Fall, dass die Anzahl der Unbekannten gleich
der Anzahl der Bestimmungsgleichungen ist (MGMT = NGMT ), erhält man ein linea-
res Gleichungssystem, dessen Lösung die Randbedingungen in den Anpasspunkten
exakt erfüllt. An den Anpassungspunkten entsteht kein Fehler. Zwischen den Anpas-
sungspunkten kann es jedoch mitunter zu großen Fehlern in den Randbedingungen
kommen. Diese großen Unterschiede in den Randfehlern sind nicht im Sinne einer
guten Lösung. Es ist wünschenswert, den unvermeidlichen Fehler gleichmäßiger über
die Gebietsränder zu verteilen und somit für eine bessere Lösung zu sorgen.
Dies gelingt, indem MGMT > NGMT gewählt wird, man also die Anzahl der An-
passpunkte erhöht. An das daraus resultierende überbestimmte Gleichungssystem
können somit noch zusätzliche Bedingungen geknüpft werden. Bewährt hat sich
dabei die Minimierung des quadratischen Fehlers nach der Methode der kleins-
ten Fehlerquadrate (LSM2) [27]. Erfreulicherweise führt dieses Verfahren neben der
gleichmäßigen Fehlerverteilung zusätzlich zu einem geringeren Einfluss der Randdis-
kretisierung auf die Lösung. Je nach Stabilität des Gleichungssystems ist MGMT 2
bis 10 mal größer als NGMT zu wählen [12].
Für den allgemeinen Fall, bei dem alle 6 Randbedingungen zum Einsatz kommen,
ergibt sich ein Gleichungssystem der Form
QG,GO =
[
EGMT
HGMT
]
(6.29)
2Least Squares Method
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mit den Blockmatrizen
QG,G =











QG,G(En)
QG,G(Et1)
QG,G(Et2)
QG,G(Hn)
QG,G(Ht1)
QG,G(Ht2)











,
EGMT =



EGMT,n
EGMT,t1
EGMT,t2



,
HGMT =



HGMT,n
HGMT,t1
HGMT,t2



,
(6.30)
und
QG,G(En)ji = < wj ,Ei · en j >
mit i = 1, ..., NGMT
und j = 1, ...,MMPGMT ,
(6.31)
EGMT,n j = − < wj,Ee · en j > mit j = 1, ...,MMPGMT , (6.32)
Oi = oi mit i = 1, ..., NGMT . (6.33)
Die verbleibenden Bestimmungsgleichungen ergeben sich, indem in den Gleichungen
(6.31) und (6.32) E durch H und n durch t1 und t2 ersetzt wird. Werden an den
Grenzflächen zu ideal leitenden Gebieten nur 3 Randbedingungen abgeglichen, so
sind die Blockmatrizen in (6.30) entsprechend anzupassen.
6.3.3 Wichtung der Zeilen
Dieser Schritt, das Wichten der einzelnen Gleichungen, ist noch vor dem Lösen des
Gleichungssystems durchzuführen. Seine Notwendigkeit ergibt sich aus dem verwen-
deten Lösungsverfahren [42].
Da nicht jede Bestimmungsgleichung des überbestimmten Gleichungssystems exakt
erfüllt werden kann, verbleibt ein Fehler in den Anpasspunkten. Die Verteilung die-
ser Fehler, sowohl geometrisch als auch auf die einzelnen Feldgrößen, ist abhängig
von der Wichtung der Zeilen des Gleichungssystems. So ist beispielsweise im Vaku-
um die elektrische Feldstärke betragsmäßig etwa 377 mal größer als die magnetische
Feldstärke. Ein Fehler des E-Feldes in den Anpasspunkten wird demnach ebenfalls
stärker bewertet, was bei der Minimierung des quadratischen Fehlers (LSM) einer
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genaueren Anpassung an die Randbedingungen entspricht. Diese bessere Anpassung
des E-Feldes erfolgt in diesem Fall jedoch auf Kosten des H-Feldes, welches dadurch,
relativ gesehen, schlechter angepasst wird. Um dies zu verhindern, müssen die ein-
zelnen Gleichungen derart gewichtet werden, dass die betragsmäßigen Unterschiede
zwischen E- und H-Feld ausgeglichen werden. Ergeben sich für die Gebiete beider-
seits der Grenzfläche unterschiedliche Gewichte aufgrund unterschiedlicher Materi-
alkonstanten, so wird das geometrische Mittel beider Gewichte verwendet [27].
Neben dieser ungleichmäßigen Fehlerverteilung zwischen den einzelnen Feldgrößen
ergibt sich durch eine höhere Dichte der Anpasspunkte eine geometrisch unausge-
wogene Fehlanpassung an die Randbedingungen. Auch dieser Zusammenhang lässt
sich mit einem Blick auf das Gleichungssystem klären. Konzentrieren sich in einem
Bereich des Gebietsrandes die Anpasspunkte, so haben diese natürlich durch ihre
größere Zahl einen stärkeren Einfluss im resultierenden Gleichungssystem. Somit
werden die Randbedingungen in den Bereichen mit einer hohen Anpasspunktedich-
te besser erfüllt. Dies kann teilweise erwünscht sein. Um sich jedoch von dieser
Abhängigkeit zu befreien, können die Bestimmungsgleichungen mit einem zusätz-
lichen Gewicht versehen werden, das proportional dem Anpasspunkt zugeordneten
Flächenelement Sj ist. Eine geringe Dichte der Anpasspunkte zeichnet sich dadurch
aus, dass jeder Anpasspunkt eine große Fläche des Gebietsrandes repräsentiert und
somit auch ein entsprechend großes Gewicht im resultierenden Gleichungssystem
erhält. Dies kompensiert die Benachteiligung bestimmter Anpasspunkte, falls sie
ungleichmäßig verteilt sind.
Mit den eben erläuterten Maßnahmen wird erreicht, dass alle Gleichungen in etwa
gleichberechtigt sind. Sollen nun bestimmte Gleichungen besonders berücksichtigt
werden, so können diese mit einem zusätzlichen Gewicht waj gegenüber den anderen
ausgezeichnet werden.
Insgesamt ergibt sich so an jedem Anpassungspunkt ein Gewicht w̃j [27]:
w̃j =
√
Sjw
a
j mit j = 1, ...,MGMT . (6.34)
Für die einzelnen Randbedingungen in den j = 1, ...,MMPGMT Anpasspunkten zwi-
schen den Gebieten k und l hat dies zur Folge, dass sie folgendermaßen gewichtet
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werden müssen:
w̃j
1
√
|ǫ̃kǫ̃l|
(ǫ̃kE
k
n − ǫ̃lEln) = 0, (6.35a)
w̃j(E
k
t1 −Elt1) = 0, (6.35b)
w̃j(E
k
t2 −Elt2) = 0, (6.35c)
w̃j
√
|ZkZl|
√
|µkµl|
(µkH
k
n − µlH ln) = 0, (6.35d)
w̃j
√
|ZkZl|(Hkt1 −H lt1) = 0, (6.35e)
w̃j
√
|ZkZl|(Hkt2 −H lt2) = 0. (6.35f)
Für ideal leitende Oberflächen ergeben sich die vereinfachten gewichteten Randbe-
dingungen:
w̃jE
k
t1 = 0, (6.36a)
w̃jE
k
t2 = 0, (6.36b)
w̃j|Zk|Hkn = 0. (6.36c)
6.3.4 Normierung der Spalten
Betrachtet man die durch einen Multipol erzeugten Einträge in der Systemmatrix
QG,G, so stellt man fest, dass diese von Ordnung zu Ordnung anwachsen. Verant-
wortlich hierfür sind die feldbeschreibenden Bessel- und Legendrefunktionen. Im
Gleichungssystem treten somit Zahlen aus einem großen Wertebereich auf, der meh-
rere Zehnerpotenzen umfasst. Dies kann zu Instabilitäten im verwendeten Löser
führen. Deshalb ist es sinnvoll, die Strahlungsleistung jeder Multipolordnung auf 1
zu normieren und mit den erhaltenen Normierungsfaktoren die Lösung zu korrigie-
ren. Dieses Verfahren führt zu einem insgesamt stabileren Gleichungssystem [42].
6.3.5 Fehlerabschätzung
Nachdem das gewichtete und normierte Gleichungssystem gelöst wurde, ist es mög-
lich, in nahezu jedem Aufpunkt das elektromagnetische Feld zu bestimmen. So kann
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auch in den Anpasspunkten oder aber in zusätzlichen Aufpunkten auf den Ge-
bietsrändern die Fehlanpassung an die Randbedingungen überprüft werden, um die
Lösung zu beurteilen. Bewährt hat sich dabei das Fehlerkriterium ρ2j , das die mittlere
Abweichung von den Randbedingungen pro Anpasspunkt in einem Wert zusammen-
fasst [12]. Dieses Fehlerkriterium ist stets in Relation zur anregenden Feldstärke zu
betrachten.
ρ2j =
1
6
[
∣
∣ǫ̃kE
k
n − ǫ̃lEln
∣
∣
2
|ǫ̃k ǫ̃l|
+
∣
∣Ekt1 − Elt1
∣
∣
2
+
∣
∣Ekt2 − Elt2
∣
∣
2
+ |ZkZl|
(
∣
∣µkH
k
n − µlH ln
∣
∣
2
|µkµl|
+
∣
∣Hkt1 −H lt1
∣
∣
2
+
∣
∣Hkt2 −H lt2
∣
∣
2
)]
.
(6.37)
Für Grenzflächen zu ideal leitenden Gebieten ergibt sich folgendes Fehlerkriterium:
ρ2j =
1
3
[
∣
∣Ekt1
∣
∣
2
+
∣
∣Ekt2
∣
∣
2
+ |Zk|2
∣
∣Hkn
∣
∣
2
]
. (6.38)
6.3.6 Verbesserung der Lösung
Ist an bestimmten Anpasspunkten ρ2j zu groß, wird also eine höhere Genauigkeit
bei der Erfüllung der Randbedingungen gefordert, so ergeben sich mehrere auch
miteinander kombinierbare Verbesserungsmöglichkeiten. So können in diesem Gebiet
die Anpasspunkte durch die zusätzlichen Gewichte waj stärker betont werden. Es
muss dabei jedoch bedacht werden, dass die daraus resultierende bessere Anpassung
zu Lasten anderer Randbereiche erfolgt, also nur eine Umverteilung des Fehlers
stattfindet. Reicht diese Maßnahme nicht aus, muss die Ordnung der in der Nähe
liegenden Multipole erhöht werden. Werden dadurch die Gleichungen (6.24) und
(6.25) der Sehwinkelbedingung verletzt, muss die Dichte der Anpasspunkte ebenfalls
erhöht werden.
6.4 Spezielle Anordnungen
Neben dieser grundsätzlichen Vorgehensweise bei der Bestimmung der Multipolko-
effizienten ergeben sich bei speziellen Anordnungen einige Besonderheiten, die die
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Berechnung vereinfachen. Dazu kann beispielsweise auch die Ausnutzung von Sym-
metrieeigenschaften gezählt werden. Die dabei entstehenden Vereinfachungen sollen
hier jedoch nicht betrachtet werden, da sie in den implementierten Berechnungsal-
gorithmen noch nicht berücksichtigt wurden. Es wird jedoch auf eine ausführliche
Beschreibung der Symmetrieausnutzung in [12, 42] verwiesen.
In den nächsten beiden Abschnitten soll vielmehr kurz die Modellierung von Öffnun-
gen und elektrisch dünnen leitfähigen Schichten in der GMT beschrieben werden,
da beide Anwendungsfälle auch in dieser Arbeit verwendet werden.
6.4.1 Modellierung von Öffnungen
Der Einfluss von Öffnungen in ideal leitenden Hohlkörpern und ihre Modellierung
wird in [42] angedeutet und in [12] ausführlich beschrieben. Das Problem bei der
Modellierung liegt in der Platzierung der Multipolentwicklungen, da sie nicht in-
nerhalb ihres Wirkgebietes gesetzt werden dürfen. Zur Modellierung des Streufeldes
außerhalb einer geschlossenen Hohlkugel kann noch problemlos eine Multipolent-
wicklung im Inneren gesetzt werden. Ist jedoch eine Apertur vorhanden, sind Innen-
und Außenbereich durch diese Öffnung miteinander verbunden und die Multipol-
entwicklung liegt somit innerhalb ihres Wirkgebiets. Um die beiden Bereiche wieder
voneinander zu trennen, wird, wie in Abb. 6.7(a) zu sehen, an der Stelle der Öffnung
eine virtuelle Grenzschicht eingeführt.
Somit ist es möglich, innerhalb des Körpers Multipolentwicklungen für das Außenge-
biet und Normalentwicklungen für das Innengebiet zu setzen. Diese Entwicklungen
sind an den Gebietsgrenzen, die durch die virtuelle Grenze und die Körperoberfläche
gebildet werden, abzugleichen. Hierbei kommen je nach Grenzschicht die Randbe-
dingungen aus Gleichung (6.35) oder (6.36) zum Einsatz.
Die Modellierung einer Öffnung nach Abb. 6.7(a) stellt hohe Anforderungen an die
feldbeschreibenden Multipole. Der abrupte Sprung in den Randbedingungen wird
vielmals nur sehr unzureichend von den Multipolen erfasst. Es ist daher vor al-
lem bei kreisrunden Öffnungen günstiger, eine kugelförmige virtuelle Grenzschicht
einzuführen, die ein zusätzliches Gebiet umschreibt (Abb. 6.7(b)). Innerhalb dieses
Gebiets muss eine weitere Normalen- (◦) und Multipolentwicklung (+) platziert wer-
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Außengebiet
Innengebiet
(a) einfache virtuelle Grenze
Außengebiet
Innengebiet
(b) virtuelle Grenze umschreibt neues Gebiet
mit Multipol- und Normalentwicklung
Abb. 6.7: Modellierung einer Apertur in einer sonst geschlossenen Oberfläche (r
virtuelle Grenze). Die Anpasspunkte sind nur auf der Hälfte der symme-
trischen Anordnung angedeutet.
den. Die Abstrahleigenschaften solcher kreisrunder Aperturen werden somit durch
einen Multipol beschrieben. In manchen Fällen reichen dabei schon Dipole aus [11].
6.4.2 Elektrisch dünne Schichten endlicher Leitfähigkeit
Mit den bisher vorgestellten Methoden lassen sich elektrisch dünne Schichten end-
licher Leitfähigkeit mittels GMT nur unzureichend beschreiben. Soll beispielsweise
das Schirmverhalten einer dünnwandigen Hohlkugel aus Kupfer untersucht werden,
müssten für die drei Gebiete - Innengebiet, Außengebiet und Wand aus Kupfer -
separate Multipole angesetzt werden (siehe Abb. 6.8). Für gewöhnlich würden An-
passungspunkte innerhalb und außerhalb der Kupferwand gewählt werden. Diese
liegen im Fall der dünnwandigen Hohlkugel jedoch so eng beieinander, dass sich für
die Multipole im Innengebiet und Außengebiet kaum Unterschiede im Gleichungs-
system ergeben würden. Weiterhin variiert bei hohen Leitwerten wie bei Kupfer der
Verlauf des elektromagnetischen Feldes zu stark, so dass der Feldverlauf in der Wand
nur mit unverhältnismäßig hohem Aufwand angegeben werden kann [57].
Für bestimmte Anordnungen wird folgender Zusammenhang ausgenutzt, um diese
Probleme zu vermeiden: Das Wellenfeld innerhalb der dünnen, gut leitenden Trenn-
schicht kann durch ebene Wellen angenähert werden, die sich senkrecht zur Ober-
fläche ausbreiten, falls die Oberfächenkrümmung Rm größer als die Eindringtiefe des
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k lRm
dm
Abb. 6.8: Modellierung einer elektrisch dünnen Schicht.
elektromagnetischen Feldes ist:
1√
πfµmκm
<< Rm. (6.39)
Es gelingt auf diese Weise, das Außen- und Innengebiet durch diese Wellen mitein-
ander zu verknüpfen, ohne das Feld innerhalb des Kupfers explizit zu bestimmen
[14, 20, 57]. Im Anhang A6 wird der Zusammenhang zwischen Innen- und Außenfeld
abgeleitet.
Als Folge ergeben sich 4 modifizierte Randbedingungen für jeden der j = 1, ...,MMPGMT
Anpasspunkte [14, 57]:
w̃j(E
k
t1 − ZsHkt2 + ZtrH lt2) = 0, (6.40a)
w̃j(E
k
t2 + ZsH
k
t1 − ZtrH lt1) = 0, (6.40b)
w̃j(E
l
t1 − ZtrHkt2 + ZsH lt2) = 0, (6.40c)
w̃j(E
l
t2 + ZtrH
k
t1 − ZsH lt1) = 0, (6.40d)
mit
Zs =
Γm
tanh(jkmdm)
, Ztr =
Γm
sinh(jkmdm)
, Γm =
√
µm
ǫ̃m
. (6.41)
Der Wellenwiderstand Γm wird durch die Permeabilität µm und die komplexe Per-
mittivität ǫ̃m der Schicht m bestimmt. Die beiden letztgenannten Größen lassen sich
auch zur Wellenzahl km zusammenfassen. Weiterhin wird die Schicht noch durch ihre
Dicke dm charakterisiert. k und l kennzeichnen die Gebiete beiderseits der Schicht.
Die transversalen Wellenfelder werden in zwei zueinander orthogonale Tangential-
komponenten t1 und t2 zerlegt. Die Verkopplung der Felder wird einzig durch eine
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Art Oberflächenimpedanz Zs und eine Transmissionsimpedanz Ztr beschrieben. Die
Gewichte in den einzelnen Anpasspunkten w̃j wurden in Gleichung (6.34) eingeführt.
Das beschriebene Verfahren eignet sich hervorragend, um die Schirmwirkung von
Hohlkörpern zu bestimmen. Dies führt direkt zu den Anwendungsbeispielen der
GMT.
6.5 Anwendungsbeispiele
Werden in den nun folgenden Beispielen die Multipol- und Normalentwicklungen
durch die maximale Ordnung nmax charakterisiert und unterbleibt eine genauere
Aussage über den maximalen Grad mmax, so gilt mmax = nmax. Dies ist auch in
allen weiteren Kapiteln der Fall.
6.5.1 Metallkugel im einfallenden Wellenfeld
Es handelt sich bei der Anordnung in Abb. 6.9 um eine elektrisch ideal leitende
Kugel, die sich in einem einfallenden Wellenfeld befindet. Das E-Feld ist linear in
x-Richtung polarisiert. Der Ausbreitungsvektor k zeigt in z-Richtung.
Für diese recht einfache Anordnung muss nur für den Außenraum eine Multipolent-
wicklung angesetzt werden. Ein Ansatz für den Innenraum entfällt, da er feldfrei ist.
Es kann auf die Wichtung mit
√
Sj in Gleichung (6.34) verzichtet werden, wenn die
Anpassungspunkte gleichmäßig über die Kugeloberfläche verteilt sind. Von dieser
Möglichkeit wurde Gebrauch gemacht und eine gleichmäßige Verteilung der Anpass-
punkte, wie sie im Anhang A7 beschrieben ist, mit 273 Anpassungspunkten auf der
Kugeloberfläche gewählt.
Der Kugeldurchmesser beträgt 2/3λ. Der allgemeine Ansatz wurde auf die maximale
Ordnung von nmax = 10 beschränkt, da die Reihe sehr schnell konvergiert und somit
höhere Ordnungen keinen nennenswerten Anteil mehr liefern. Da es sich um eine
ideal leitende Kugel handelt, kamen die Randbedingungen (6.36) zum Einsatz.
Wie schon in Kapitel 6.1.2 angedeutet, ist es für diesen kugelförmigen Gebietsrand
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Abb. 6.9: Kugel in ebenem Wellenfeld.
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Abb. 6.10: Resultierende elektrische Feldstärke entlang der z-Achse, normiert auf
die einfallende Feldstärke. - Vergleich von analytischer und numeri-
scher Lösung einer ideal leitenden Kugel. Der Bereich innerhalb der
Kugel ist grau hinterlegt.
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möglich, relativ einfach eine analytische Lösung anzugeben und sie mit der Lösung
der GMT zu vergleichen. Dies ist in Abb. 6.10 geschehen. Dort ist sowohl für die
analytische als auch für die numerische Lösung die elektrische Feldstärke entlang
der z-Achse von −2λ bis 2λ aufgetragen. Die einzig vorhandene x-Komponente des
elektrischen Feldes wurde dabei auf die Feldstärke des einfallenden Feldes normiert.
Insgesamt ergibt sich eine sehr gute Übereinstimmung zwischen der analytischen
und der numerischen Lösung.
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Abb. 6.11: H-Feld in y-z-Ebene
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Abb. 6.12: E-Feld in x-z-Ebene
Wurde die Lösung einer Anordnung bestimmt, ist es möglich, für jeden beliebigen
Ausschnitt die Feldverteilung zu berechnen. Abb. 6.11 und 6.12 zeigen in Form von
Vektordiagrammen den Verlauf der magnetischen und der elektrischen Feldstärke
in den Flächen, die in Abb. 6.9 hervorgehoben sind. Man erkennt gut, wie das
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einfallende ebene Wellenfeld durch die Multipole derart verformt wird, dass die
Randbedingungen Hn = 0 und Et = 0 erfüllt werden.
6.5.2 Dielektrische Körper
Im Vergleich zu rein metallischen Streukörpern sind bei dielektrischen Körpern zwei
Änderungen zu berücksichtigen. Einerseits ist das Innere des Streukörpers nicht
mehr feldfrei, so dass dort eine Normalentwicklung angesetzt werden muss. An-
dererseits müssen alle sechs Randbedingungen nach Gleichung (6.35) abgeglichen
werden.
Um auch für diesen Fall einen Vergleich mit einer analytischen Lösung zu ermögli-
chen, wurde der kugelförmige Streukörper der vorangegangenen Anordnung beibe-
halten (Abb. 6.9). Es wurde nur der Radius der Kugel auf 2/3 λ erhöht und weiterhin
wurden die dielekrischen Eigenschaften durch die relative Permittivität ǫr = 4 festge-
setzt. Die Dimensionsangaben sind in diesem Fall stets auf die Freiraumwellenlänge
λ bezogen.
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Abb. 6.13: Resultierende elektrische Feldstärke entlang der z-Achse, normiert auf
die einfallende Feldstärke. - Vergleich von analytischer und numeri-
scher Lösung einer dielektrischen Kugel. Der Bereich innerhalb der
Kugel ist grau hinterlegt.
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Zur Modellierung der Kugel mit Hilfe von Multipolen musste die maximale Ordnung
der Normalentwicklung im Zentrum der Kugel bestimmt werden. Bei einer Wellen-
zahl von k ≈ 12, 57/λ ergab sich nach Gleichung (6.27) eine maximale Ordnung
nmax > 8, 4. Für die spätere Berechnung wurde sie jedoch auf 10 gesetzt. Weiterhin
soll anhand dieser Anordnung der Übergang von der SMP- zur MMP-Methode de-
monstriert werden. Daher wurde für den Außenbereich nicht eine Multipolentwick-
lung im Zentrum der Kugel angesetzt, sondern im Abstand von 2/15λ unterhalb
der Kugeloberfläche 40 gleichmäßig verteilte Multipole mit der maximalen Ordnung
nmax = 3.
−1 −0.8 −0.6 −0.4 −0.2 0
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
y in m
z
in
m
Abb. 6.14: H-Feld in y-z-Ebene (Pha-
senzeitpunkt 0◦)
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Abb. 6.15: E-Feld in x-z-Ebene (Pha-
senzeitpunkt 90◦)
Der Vergleich von numerischer und analytischer Lösung erfolgte in diesem Fall, in-
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dem wiederum die elektrische Feldstärke entlang der z-Achse von −2λ bis 2λ aufge-
tragen wurde (Abb. 6.13). Es ergab sich ebenfalls eine sehr gute Übereinstimmung
zwischen beiden Lösungen. Selbst das Feld innerhalb der dielektrischen Kugel, also
im Bereich |z| < 2/3 λ, wird durch die GMT gut wiedergegeben.
Da es innerhalb der Kugel zu einer Überhöhung der magnetischen Feldstärke kommt,
wurden in der Felddarstellung mit Hilfe von Vektordiagrammen in Abb. 6.14 alle
Feldstärkewerte, die größer als die Hälfte der Maximalfeldstärke waren, auf diesen
Grenzwert reduziert. Die betroffenen Vektoren sind durch Fettdruck hervorgehoben.
Durch die Gegenüberstellung der beiden Feldverteilungen mit unterschiedlichen Pha-
sen kann auf anschauliche Art und Weise die Gültigkeit der Maxwellschen Gleichun-
gen demonstriert werden. Die Wirbel im elektrischen Feld nahe der Symmetriekante
in Abb. 6.15 resultieren aus der hohen magnetischen Feldstärke in y-Richtung in
Abb. 6.14. Dieser Zusammenhang findet sich in Gleichung (2.3a) wieder. Weiterhin
wird anhand von Abb. 6.15 die verkürzte Wellenlänge innerhalb des Körpers sicht-
bar. Der Abstand zwischen zwei Maxima verkürzt sich innerhalb des Streukörpers
aufgrund der relativen Permittivität von ǫr = 4 auf die Hälfte der Freiraumwel-
lenlänge außerhalb der Kugel.
6.5.3 Schirmwirkung einer Hohlkugel mit Apertur
Sehr gut lassen sich runde Öffnungen mit Hilfe der GMT modellieren. Als Beispiel
hierfür dient eine Anordnung, wie sie im Benchmarkkatalog des IEEE German EMC
Chapter zu finden ist. Es handelt sich dabei wiederum um eine Anordnung, die durch
Abb. 6.9 beschrieben werden kann. Die ideal leitende Hohlkugel hat einen Radius
von 2 m und auf der Unterseite eine kreisrunde Öffnung mit einem Durchmesser
von 5 cm. Die Anregung mittels einer ebenen Welle erfolgt im Frequenzbereich von
60 MHz bis 120 MHz. Von Interesse ist dabei die Schirmwirkung der Hohlkugel mit
Apertur.
Die Anordnung wird mit dem in Kapitel 6.4.1 beschriebenen Verfahren modelliert.
Das heißt, dass neben den 40 gleichmäßig verteilten Multipolentwicklungen (+) für
den Außenbereich und der Normalenwicklung (◦) für den Innenbereich ein zusätzli-
ches kugelförmiges Gebiet in der Apertur eingeführt wird. Innerhalb dieses Gebiets
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wird jeweils eine weitere Multipol- und Normalentwicklung platziert, um den Ein-
fluss der Öffnung nachzubilden. Abb. 6.16 zeigt eine schematische Darstellung der
Verhältnisse. Die 40 Multipolentwicklungen haben einen Abstand von 1,6 m zum
Kugelmittelpunkt.
x
z
Abb. 6.16: Schematische Darstellung einer Hohlkugel mit Öffnung und der dazu-
gehörigen Multipolplatzierung.
Der Verlauf der Schirmdämpfung wurde für das elektrische und magnetische Feld an
zwei Punkten untersucht. Diese sind das Zentrum der Kugel mit den Koordinaten
(0; 0; 0) m und ein Aufpunkt bei (0; 0; -1) m, also zwischen dem Kugelmittelpunkt
und der Apertur der Kugel. Abb. 6.17 zeigt die Ergebnisse.
Im Benchmarkbeispiel ist die Kugelwand jedoch nicht ideal leitend, sondern besteht
aus Chrom-Nickel-Stahl mit einer Leitfähigkeit von κ = 1, 3 · 106 S/m. Bei dieser
Leitfähigkeit ist die Wandstärke von 0,1 mm zu berücksichtigen. Diese geänderte
Anordnung kann mit dem in Kapitel 6.4.2 beschriebenen Verfahren modelliert wer-
den. Die endliche Leitfähigkeit führt dann zu den Schirmdämpfungswerten, die in
Abb. 6.18 zu sehen sind. Ein Vergleich mit Abb. 6.17 zeigt, dass durch die endliche
Leitfähigkeit die Schirmdämpfung nochmals verschlechtert wird.
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Abb. 6.17: Schirmdämpfung der ideal leitfähigen Hohlkugel mit Apertur (— im
Zentrum der Kugel (0; 0; 0) m;r im Punkt (0; 0; -1) m).
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Abb. 6.18: Schirmdämpfung der endlich leitfähigen Hohlkugel mit Apertur (— im
Zentrum der Kugel (0; 0; 0) m;r im Punkt (0; 0; -1) m).
Die Einbrüche in der Schirmdämpfung liegen im Bereich der Resonanzfrequenzen
der Hohlkugel. Berechnungen mit MOM-Programmen bestätigen diese Ergebnisse
[37].
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”
Nur ein Narr macht keine Experimente.“
Charles Darwin (1809-82)
7
Kombination von MOM und GMT
Nachdem im vorangegangenen Kapitel die GMT eingeführt wurde, besteht nun die
Möglichkeit, die GMT sowohl mit der MOM als auch mit der UTD zu kombinieren.
Kapitel 7 beschreibt zunächst die Kombinationsmöglichkeiten der GMT mit der
MOM und verifiziert eine der Möglichkeiten anhand einer einfachen Anordnung. Am
Ende des Kapitels werden weitere Beispielanordnungen mit dem Hybridverfahren
aus MOM und GMT untersucht, bevor im Kapitel 8 die verbleibende Kombination
von GMT und UTD angegangen wird.
7.1 Vorgehensweise
Anhand der in Abb. 7.1 gegebenen Anordnung soll die Kombination von MOM und
GMT erklärt werden. Es handelt sich dabei um eine stabförmige Antenne, die sich
neben einem kugelförmigen Streukörper befindet. Aufgrund der Geometrie ist es von
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Vorteil, das Streufeld der Kugel mittels Multipolen und den Strom auf der Antenne
durch Strombasisfunktionen der Momentenmethode zu modellieren.
R
d
MOMGMT
Abb. 7.1: Anordnung für Hybridmethode aus MOM und GMT.
Daher besteht der erste Schritt darin, die untersuchte Anordnung in zwei Teilbe-
reiche aufzuteilen: die Stabantenne wird dem MOM-Bereich und der kugelförmige
Streukörper dem GMT-Bereich zugeordnet, wie in Abb. 7.1 zu sehen. Die einzel-
nen Bereiche können vorerst separat voneinander behandelt werden, wie es in den
Kapiteln 3 und 6 beschrieben wurde. Das heißt, im MOM-Bereich werden die Ba-
sisfunktionen, dargestellt durch sich überlappende Dreiecke auf dem Stab in Abb.
7.1, angesetzt. Ausgehend von diesen Basisfunktionen erhält man die Systemmatrix
QM,M , indem in den MOM-Anpasspunkten das ermittelte Feld den Randbedingun-
gen unterworfen wird. Einige der Anpasspunkte auf dem Stab und dem Rand der
Kugel sind in Abb. 7.1 durch Punkte angedeutet. Für den GMT-Bereich ist die
Vorgehensweise ganz analog. Nach geeigneter Wahl von Multipol- (+) und Normal-
entwicklungen (◦) innerhalb der Kugel kann das Feld in den GMT-Anpasspunkten
bestimmt werden. Im Zusammenspiel mit den Randbedingungen nach Gleichung
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(6.36) führt dies zu der entsprechenden Matrix QG,G.
Um die Verkopplung beider Bereiche zu gewährleisten, ist es nötig, den Einfluss der
MOM-Basisfunktionen auf die GMT-Anpasspunkte in einer Matrix QG,M und die
Auswirkung der Multipolentwicklungen auf die Anpasspunkte des MOM-Bereichs
in der entsprechenden Matrix QM,G zu erfassen [60]. Diese einfache Kombination
wird möglich, da als Gewichtsfunktion wj Dirac-Funktionen verwendet werden. Für
davon abweichende Gewichtsfunktionen zur Anpassung der Randbedingung, wie bei-
spielsweise einfache Wegintegrale in [73], ist dies nicht ohne Weiteres möglich.
Fasst man diese vier Blockmatrizen in einem neuen verkoppelten Gleichungssystem
zusammen, erhält man:
[
QG,G QG,M
QM,G QM,M
] [
O
G
]
=



EGMT
HGMT
EMOM



. (7.1)
QG,G und QM,M werden mit den Gleichungen (3.13) und (6.31) bestimmt. Der Koef-
fizientenvektor und die rechte Seite sind ebenfalls bekannt (siehe Gleichungen (3.14),
(3.15), (6.32) und (6.33)). Verbleiben die beiden Blockmatrizen QG,M und QM,G,
die folgendermaßen berechnet werden:
QM,G ji = < wj,Ei · el j >
mit i = 1, ..., NGMT
und j = 1, ...,MMOM ,
(7.2)
QG,M =











QG,M(En)
QG,M(Et1)
QG,M(Et2)
QG,M(Hn)
QG,M(Ht1)
QG,M(Ht2)











, (7.3)
QG,M(En)ji = < wj, (Efi) · en j >
mit i = 1, ..., NMOM
und j = 1, ...,MMPGMT .
(7.4)
Zur vollständigen Bestimmung von QG,M nach Gleichung (7.3) sind in Gleichung
(7.4) der Operator E durch H und E durch H zu ersetzen. Für die Tangentialkom-
ponenten ist weiterhin n durch t1 und t2 auszutauschen. Der Operator H ist in
Gleichung (3.16) definiert.
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Da im GMT-Bereich die Anzahl der Unbekannten NGMT geringer ist als die An-
zahl der Bestimmungsgleichungen MGMT , wird das Gesamtgleichungssystem in (7.1)
ebenfalls überbestimmt sein. Dieses überbestimmte Gleichungssystem lässt sich auf
unterschiedliche Weise lösen. So kann beispielsweise ein iteratives Lösungsverfahren
verwendet werden [38, 49, 64, 66]. Dabei zerfällt das Gleichungssystem (7.1) in die
beiden Anteile
QG,GO + QG,MG =
[
EGMT
HGMT
]
, (7.5)
QM,GO + QM,MG = EMOM , (7.6)
die zu den folgenden Gleichungssystemen umgeformt werden können:
QG,GO =
[
EGMT
HGMT
]
− QG,MG, (7.7)
QM,MG = EMOM − QM,GO. (7.8)
Gleichung (7.7) ist ein überbestimmtes Gleichungssystem, Gleichung (7.8) ein linea-
res. Beide können mit den jeweils dafür geeigneten Verfahren gelöst werden. Die
Gesamtlösung erhält man, indem beispielsweise Gleichung (7.8) für den Startwert
O = 0 gelöst wird, also das MOM-Gebiet separat. Man erhält dabei eine erste
Näherungslösung G des MOM-Gebiets. Diese kann mit Gleichung (7.7) verwen-
det werden, um eine erste Näherungslösung O für das GMT-Gebiet zu bestimmen.
Der Kreislauf beginnt an dieser Stelle von vorne, nur kann nun für O die erste
Näherungslösung verwendet werden. Der Vorgang wird so häufig wiederholt, bis ein
Abbruchkriterium erreicht ist. Das kann eine maximale Anzahl an Iterationen sein,
oder aber man beendet das Iterationsverfahren, wenn eine Genauigkeitsschranke un-
terschritten wird. Diese Vorgehensweise ist sehr gut geeignet für die Kombination
zweier bereits implementierter Berechnungsverfahren [49]. Nachteilig sind jedoch die
mehrfach zu lösenden Gleichungssysteme oder aber der hohe Speicherbedarf, falls
die Zerlegungen der Matrizen QG,G und QM,M vorgehalten werden.
Soll das zuvor erarbeitete Gleichungssystem (7.1) allerdings in dieser Form weiterver-
wendet und in einem Schritt gelöst werden, verbleiben zwei weitere Lösungsmöglich-
keiten. Eine direkte Verwendung der LSM ist ausgeschlossen, da es sich bei den
Gleichungen an den Anpasspunkten im MOM-Bereich um exakte Gleichungen han-
delt und nicht sicher gestellt ist, dass diese im Gesamtsystem auch weiterhin exakt
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erfüllt werden. In [27] wird deshalb empfohlen, solche exakte Gleichungen mit ei-
nem möglichst hohen Gewicht waj zu versehen und eine nahezu exakte Erfüllung der
Gleichung zu erzwingen. Allzu große Gewichte verschlechtern jedoch die Konditio-
nierung der Matrix. Ein Gewicht von waj = 10
6 hat sich als guter Kompromiss er-
wiesen. Weiterhin soll das verbleibende überbestimmte Gleichungssystem über eine
QR-Zerlegung1 gelöst werden [27]. Hierbei bieten sich zwei Verfahren an: die Givens-
Rotation und die Householder-Transformation [21]. Die Givens-Rotation zeichnet
sich dadurch aus, dass sie im Vergleich zur Housholder-Transformation weniger Ar-
beitsspeicher benötigt. Dafür ist die Housholder-Transformation schneller als die
Gives-Rotation. Beide Verfahren funktionieren auch bei schlecht konditionierten Ma-
trizen. Aufgrund des geringeren Speicherbedarfs wählt [27] den Givens-Algorithmus.
Neben dem Erzwingen quasi-exakter Gleichungen besteht noch die Möglichkeit, das
überbestimmte Gleichungssystem in ein lineares Gleichungssystem, die Normalglei-
chungen, zu reduzieren und es dann mittels LR-Zerlegung2 zu lösen [32, 27, 49].
Dies wird erreicht, indem der überbestimmte GMT-Teil der Blockmatrix mit QTG,G
multipliziert wird.
[
QG,G 0
0 I
]T [
QG,G QG,M
QM,G QM,M
] [
O
G
]
=
[
QG,G 0
0 I
]T



EGMT
HGMT
EMOM



(7.9)
[
QTG,GQG,G Q
T
G,GQG,M
QM,G QM,M
] [
O
G
]
=



QTG,G
[
EGMT
HGMT
]
EMOM



(7.10)
Bei dieser Vorgehensweise gibt es verschiedene Vorteile. Erstens entfällt die Wich-
tung zum Erzwingen exakter Gleichungen. Zweitens ist es das schnellste Verfahren
[27], und drittens ist der Speicherplatzbedarf gering. Dies wird schnell deutlich,
wenn man folgende Fakten berücksichtigt: Bei den meisten untersuchten Anord-
nungen ist die Anzahl der Unbekannten im GMT-Bereich wesentlich größer als im
1Zerlegung einer Matrix in das Produkt einer orthogonalen/unitären (Q) Matrix und einer
rechten oberen (R) Dreiecksmatrix
2auch LU-Zerlegung; Zerlegung einer Matrix in das Produkt einer linken unteren (L) und einer
rechten oberen (R) Dreiecksmatrix
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MOM-Bereich (NGMT ≫ NMOM). Weiterhin ist die Anzahl der Bestimmungsglei-
chungen im GMT-BereichMGMT 2 bis 10 mal größer als die Anzahl der Unbekannten
NGMT . Somit weist das nach Gleichung (7.10) reduzierte lineare Gleichungssystem
der Größe (NGMT +NMOM) × (NGMT +NMOM) deutlich weniger Elemente auf als
das überstimmte Gleichungssystem der Größe (MGMT +NMOM)×(NGMT +NMOM).
Nachteilig ist jedoch die schlechtere Konditionierung der resultierenden Matrix. Da
trotz dieses Nachteils alle im Folgenden untersuchten Anordnungen mit diesem Ver-
fahren gelöst werden konnten, wurde daran festgehalten. Zusammenfassend führt
diese Vorgehensweise zu einem linearen Gleichungssystem, in dem die Bestimmungs-
gleichungen für die MOM-Basisfunktionen exakt und für die GMT-Gewichte mit-
tels LSM gelöst werden. Sollten jedoch bei größeren Anordnungen Probleme beim
Lösen auftreten, wäre zu überlegen, insgesamt auf einen iterativen Löser umzustei-
gen [45, 59].
7.2 Verifizierung
In einem ersten Schritt wurde die eben vorgestellte Vorgehensweise anhand der in
Abb. 7.1 skizzierten Anordnung überprüft [6]. Es handelt sich dabei um eine elek-
trisch ideal leitende Kugel mit dem Radius von 2 m, in deren Nähe sich ein Dipol
befindet. Die Antenne ist 1,5 m lang und 2 mm im Durchmesser. Sie wird durch einen
Spannungsgenerator bei 100 MHz gespeist. Variiert man den Abstand d zwischen
Kugeloberfläche und Speisestelle der Antenne, so ändert sich auch der Eingangswi-
derstand des Dipols.
Diese Anordnung wurde zum einen mit dem MOM-Verfahren aus CONCEPT und
mit der beschriebenen Kombination aus MOM und GMT berechnet. Dabei ist zu be-
achten, dass sehr geringe Abstände zwischen Antenne und Kugel zu hohen Verkopp-
lungen zwischen beiden Körpern führen. Daher muss der Bereich nahe der Antenne
auf der Kugel sehr fein diskretisiert werden, ebenso der Bereich um die Speisestelle
der Antenne. Um Abhängigkeiten von der Diskretisierung zu vermeiden, wurde wie
folgt vorgegangen: Die Segmente und Oberflächenelemente in den erwähnten Gebie-
ten wurden ausgehend von einer recht groben Diskretisierung sukzessive verkleinert,
bis sich die Lösung auch für sehr geringe Abstände d von einem Optimierungsschritt
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zum nächsten nicht mehr änderte. Dies führte zu der in Abb. 7.2 gezeigten Diskre-
tisierung der Anordnung mit 2835 Unbekannten.
Abb. 7.2: Diskretisierung der Kugel (CONCEPT).
In der Kombination aus MOM und GMT wurden auf der Antenne 25 MOM-Basis-
funktionen angesezt. Für ein identisches Ergebnis konnte das Streufeld der Kugel
durch 40 gleichverteilte Multipole 0,2 m unterhalb der Kugeloberfläche nachgebildet
werden. Die maximale Ordnung nmax und der maximale Grad mmax jedes einzel-
nen Multipols beträgt 2, so dass insgesamt 640 Multipolkoeffizienten zu bestimmen
waren. Alles in allem ergab sich somit ein Gleichungssystem der Größe 665 × 665.
Vergleicht man es mit dem in der MOM zu lösenden Gleichungssystem der Größe
2835 × 2835, wird der Vorteil der Kombination beider Verfahren gegenüber einer
reinen MOM deutlich.
Abb. 7.3 zeigt den Verlauf der Eingangsimpedanz der Antenne. Zwischen beiden
Simulationsverfahren sind keine Unterschiede zu erkennen.
Als zusätzliches Plausibilitätskriterium wird die Leistungsbilanz herangezogen [56].
Da sich in der Anordnung keine verlustbehafteten Objekte befinden, muss gelten,
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Abb. 7.3: Eingangsimpedanz der Antenne in Abhängigkeit vom Abstand d zwischen
Antenne und Kugel.
dass die in die Antenne eingespeiste Leistung gleich der ins Fernfeld abgestrahlten
Leistung ist. Abb. 7.4 zeigt die Abweichung von der Leistungsbilanz in Abhängigkeit
vom Abstand d zwischen Kugel und Antenne. Nur für extrem geringe Abstände d
weicht die Leistung im Fernfeld mehr als 1 % von der eingespeisten Leistung ab.
Diese Abweichung verschwindet mit steigendem d sehr schnell.
Ein Abgleich der präsentierten Simulationsergebnisse mit Messungen war bei den
vorgegebenen Abmessungen nicht ohne Weiteres möglich. Um dennoch einen Ver-
gleich mit einer Messreihe zu ermöglichen, wurde auf eine ähnliche Messanordnung
ausgewichen. Diese besteht aus einer mit Kupferfolie überzogener Styroporhalbku-
gel, die auf einer Messebene platziert wurde. In gewissen Abständen zu dieser Halb-
kugel konnte ein 19 cm langer Monopol mit einem Durchmesser von 1 mm auf der
Messebene angebracht werden (siehe Abb. 7.5). Der Radius der Halbkugel beträgt
25 cm. Für eine Frequenz von 395 MHz wurde für verschiedene Abstände d des Mo-
nopols zur Halbkugel die Eingangsimpedanz des Monopols aufgezeichnet und in die
äquivalente Eingangsimpedanz eines Dipols umgerechnet.
Diese Anordnung wurde mit Hilfe der Kombination aus MOM und GMT, wie in Abb.
7.1 zu sehen, modelliert. Da die Halbkugel und der Monopol als Kugel und Dipol
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Abb. 7.4: Abweichung von der Leistungsbilanz.
Abb. 7.5: Messanordnung: Monopol vor Kupferhalbkugel
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modelliert wurden, konnte die Messebene als Symmetrieebene in der Simulation
ausgespart werden. Der Verlauf der Eingangsimpedanz aus der Simulation zeigt
eine gute Übereinstimmung mit den gemessenen Werten (siehe Abb. 7.6).
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Abb. 7.6: Vergleich von gemessener (◦) und simulierter (—) Eingangsimpedanz.
7.3 Anwendungsbeispiele
Der verbleibende Teil dieses Kapitels beschäftigt sich noch mit zwei weiteren Be-
rechnungsbeispielen. Es handelt sich dabei um eine Abwandlung der Berechnung aus
Kapitel 6.5.3, in der sich eine Hohlkugel mit Apertur in einem ebenen Wellenfeld
befand. Im Gegensatz dazu kann nun die Anregung durch eine Antenne nachgebildet
werden und es muss nicht mehr auf eine abstrakte ebene Welle als Anregung zurück-
gegriffen werden. Das zweite Beispiel beleuchtet schon praxisnahe Fragestellungen
wie SAR-Berechnungen einer einfachen Antenne vor einem menschlichen Kopf. Eine
weitere Anwendung ist in [7] zu finden.
7.3.1 Schirmwirkung einer verlustbehafteten Hohlkugel
Auch diese Anordnung stammt, wie das Beispiel aus Kapitel 6.5.3, aus dem Bench-
markkatalog des German EMC-Chapters des IEEE. Es handelt sich hierbei um eine
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dünnwandige Hohlkugel mit einem Durchmesser von 4 m und einer Wandstärke
gleich 0,1 mm. Das Material Chrom-Nickel-Stahl der Hohlkugel besitzt eine Leitfä-
R
P1
P2
d
h
x
y
Abb. 7.7: Dipol vor Hohlkugel.
higkeit von κ = 1, 3 · 106 S/m. In einem Abstand von d = 2 m befindet sich eine
Antenne der Länge h = 1,5 m mit einem Durchmesser von 5 mm (siehe Abb. 7.7).
Diese Antenne wird mittig im Frequenzbereich zwischen 60 MHz und 120 MHz mit
einer konstanten Leistung von 1 W gespeist. Untersucht werden soll die absolute
Feldstärke und die daraus resultierende Schirmdämpfung dieser Anordnung im Zen-
trum der Kugel P2 und im Punkt P1 bei (1; 0; 0) m. Die dünne Wand der Hohlkugel
mit ihrer endlichen Leitfähigkeit wurde mit Hilfe des Verfahrens aus Kapitel 6.4.2
modelliert.
Die Überhöhungen in den Feldstärken in Abb. 7.8 und die daraus resultierenden
Einbrüche in der Schirmdämpfung in Abb. 7.9 liegen erwartungsgemäß bei den Re-
sonanzfrequenzen der Hohlkugel.
7.3.2 Antenne in Kopfnähe
Den Abschluss dieses Kapitels bildet eine SAR-Berechnung innerhalb eines einfachen
Kopfmodells. SAR steht in diesem Zusammenhang für
”
Specific Absorption Rate“
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Abb. 7.8: Feldstärkeverlauf im Zentrum der Kugel (—) und im Punkt P1 (r).
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Abb. 7.9: Schirmdämpfung im Zentrum der Kugel (—) und im Punkt P1 (r).
und ist ein Maß für die absorbierte und in Wärme umgesetzte Leistung:
SAR =
1
2
κ|E|2
̺M
. (7.11)
Der menschliche Kopf wird in diesem Modell durch einen Ellipsoiden mit den Halb-
achsen von 7,5 cm in x-Richtung, 9 cm in y-Richtung und 10 cm in z-Richtung nach-
gebildet. Es werden homogene Materialeigenschaften innerhalb dieses Streukörpers
vorausgesetzt. Die Leitfähigkeit beträgt κ = 1,3 S/m, die relative Dielektrizitäts-
zahl ǫr = 50 und die Dichte ̺M = 1000 kg/m
3. Die Modellierung des Ellipsoiden
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erfolgte derart, dass wiederum 40 Multipolentwicklungen im Inneren das Außenfeld
beschreiben. Für das Feld im Inneren des Ellipsoiden wurde auf eine Normalent-
wicklung verzichtet. Ersatzweise wurden 40 Multipolentwicklungen außerhalb des
Ellipsoiden angesetzt (siehe Kapitel 6.2.2 und Abb. 6.6). Die Anregung erfolgt über
eine in z-Richtung orientierte Antenne der Länge 10 cm mit einem Durchmesser von
2 mm. Der Speisepunkt in der Mitte der Antenne liegt in einem Abstand von 12 cm
zum Mittelpunkt des Ellipsoiden. Die Antenne wird bei der Frequenz 900 MHz mit
einer konstanten Leistung von 1 W gespeist.
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Abb. 7.10: SAR-Verteilung in W/kg
Abb. 7.10 zeigt die SAR-Verteilung in der x-z-Ebene bei y = 0. Mittelt man diese
Werte über ein Volumen, das 1 g/10 g Masse enthält, so lassen sich die entsprechen-
den SAR1gmax und SAR
10g
max-Werte angeben. Das erste Maximum beträgt SAR
1g
max =
1070,2 mW/kg. Für eine Mittelung über 10 g Körpergewebe reduziert sich das Ma-
ximum auf SAR10gmax = 843,5 mW/kg.
Neben der SAR-Verteilung ist in der folgenden Abbildung 7.11 noch die E-Feld-
Verteilung in der Schnittebene, die die Antenne enthält, angegeben. Innerhalb des
78 Kapitel 7 Kombination von MOM und GMT
Ellipsoiden ist die Verkürzung der Wellenlänge aufgrund der hohen Permittivität zu
erkennen.
Abb. 7.11: |E| in V/m.
Auch für diese Anordnung kann die Leistungsbilanz herangezogen werden, um die
Plausibilität zu untersuchen. Wichtet man die Leistungsflussdichten an den Anpass-
punkten mit den zugeordneten Flächenelementen und fasst das Ergebnis zu einem
Gesamtleistungsfluss zusammen, ergibt sich eine vom Ellipsoiden absorbierte Leis-
tung von 212,3 mW. Im Fernfeld dagegen findet sich eine abgestrahlte Leistung von
788,4 mW. Somit finden sich in der Anordnung 1000,7 mW wieder. Bei einer Spei-
seleistung von 1 W entspricht dies einem geringen Fehler von weniger als 0,1 % in
der Leistungsbilanz.
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”
Unser größter Stolz besteht nicht darin, niemals zu
fallen, sondern jedesmal, wenn wir fallen, wieder auf-
zustehen.“
Oliver Goldsmith (1728-74)
8
Kombination von GMT und UTD
In den Kapiteln 4 und 6 wurden beide Verfahren im Einzelnen beschrieben. Die
Kombination beider Methoden basiert auf der Vorgehensweise, die schon im Kapitel
5.1 bei der Hybridmethode aus MOM und UTD angewandt wurde. Auch hier wird
die betrachtete Anordnung in einen UTD- und einen GMT-Bereich zerlegt [8].
Der UTD-Bereich wird aus den elektrisch großen Streukörpern gebildet. Die verblei-
benden Streukörper werden dem GMT-Bereich zugeordnet. Für das GMT-Gebiet
wird, wie im Kapitel 6 beschrieben, das Gleichungssystem zur Bestimmung der Mul-
tipolkoeffizienten aufgestellt. Dies führt zur Systemmatrix QG,G.
In einem weiteren Schritt fungieren die Multipole als UTD-Quellen. Die Beschrei-
bung der Wellenausbreitung erfolgt wiederum über Strahlen, die an den UTD-Streu-
körpern unter anderem reflektiert und gebeugt werden. Diese abgelenkten Strahlen
können wieder auf die Anpasspunkte des GMT-Gebiets zurückkoppeln und verur-
sachen dort ein zusätzliches Feld. Dieser Vorgang führt unter Berücksichtigung der
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Randbedingungen analog der Gleichung (6.31) zur Matrix QUTDG,G . Die Gesamtmatrix
Q′G,G ergibt sich durch Addition der beiden Teilmatrizen:
Q′G,G = QG,G + Q
UTD
G,G . (8.1)
Die Anregung ist gegebenenfalls analog zu korrigieren:
E′GMT = EGMT + E
UTD
GMT , (8.2a)
H ′GMT = HGMT + H
UTD
GMT . (8.2b)
Löst man das dabei entstandene Gleichungssystem
Q′G,GO =
[
E′GMT
H ′GMT
]
, (8.3)
so beinhalten die Multipolkoeffizienten O die Korrektur durch die UTD-Streukörper.
Werden aus ihnen die Feldstärken in einem beliebigen Aufpunkt bestimmt, so sind
neben dem direkten Multipolfeld der Gleichungen (6.20) und (6.21) die Anteile der
UTD-Strahlen zu berücksichtigen.
Vergleicht man die hier beschriebene Kombination von GMT und UTD mit der in
[26] vorgestellten Vorgehensweise, sind deutliche Unterschiede festzustellen. Letz-
tere verbessert eine Beugungstheorie-Lösung, die nur Reflexion und Abschattung
berücksichtigt, indem Kantenbeugungseffekte mit Hilfe der GMT nachgebildet wer-
den. Es werden somit GMT und UTD benötigt, um denselben Streukörper in einer
zweidimensionalen Anordnung zu beschreiben. In dieser Arbeit sind dreidimensiona-
le GMT- und UTD-Körper voneinander getrennt. Die Zuordnung zu den einzelnen
Bereichen erfolgt je nachdem, welche Berechnungsmethode zur Beschreibung der
Streukörper am besten geeignet ist.
8.1 UTD-konforme Beschreibung eines Multipol-
feldes
Die Schwierigkeit besteht nun darin, das von den Multipolen ausgehende Feld in ein
UTD-konformes Feld zu zerlegen oder geeignet zu beschreiben. Man erinnere sich
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an die Beschreibung einer dreiecksförmigen MOM-Ansatzfunktion mit Hilfe der 3
äquivalenten Punktquellen (Kapitel 5.2 und A3.3).
Vorteilhaft für die Kombination von GMT und UTD ist, dass es sich bei den Multi-
polen um Punktquellen handelt, von denen aus sehr einfach Strahlenwege konstru-
iert werden können. Hinderlich für die Kombination ist allerdings eine Anforderung
an solch ein UTD-konformes Wellenfeld aus Kapitel 4.1: es muss sich um ein lo-
kal ebenes Wellenfeld handeln, bei dem E, H und die Ausbreitungsrichtung es ein
Rechtsdreibein bilden (siehe auch Gleichung (4.3)). Dies ist im Allgemeinen nicht
gewährleistet, da die Multipolansätze auch radiale Komponenten, also Komponen-
ten in Ausbreitungsrichtung, aufweisen.
Dieses Problem tritt ebenfalls bei dem Hertzschen Dipol auf [53]. Auch sein Feld
weist Anteile in Ausbreitungsrichtung auf, dennoch wird er als UTD-Quelle verwen-
det. Dies wird möglich, indem auf das Fernfeld des Hertzschen Dipols zurückgegriffen
wird, welches nur transversale Komponenten der Welle aufweist und nicht gegen die
Anforderungen der UTD verstößt. Es kann nun gezeigt werden, dass aufgrund der
Fernfeldnäherung nicht nur bei Dipolen der radiale Feldanteil verschwindet, son-
dern auch bei Multipolen höherer Ordnung (siehe Anhang A9). Somit lassen sich
GMT und UTD unter Anwendung der Fernfeldnäherung miteinander kombinieren.
Allerdings ergeben sich dadurch Einschränkungen und Modifikationen innerhalb der
GMT, die im folgenden Abschnitt untersucht werden sollen.
8.2 Validierung
Die Kombinationsmöglichkeit von GMT und UTD, unter Verwendung der Fern-
feldnäherung für die Multipolentwicklungen, soll anhand einer einfachen Anordnung
auf ihre Eignung getestet werden. Bei dieser Testanordnung in Abb. 8.1(a) handelt
es sich um eine metallische Kugel mit dem Radius R, die sich im Abstand d vor ei-
ner unendlich großen, ideal leitfähigen Ebene befindet. Diese Anordnung wird durch
eine ebene Welle mit dem Wellenvektor k angeregt. Die metallische Kugel wird dem
GMT-Bereich, die Ebene dem UTD-Bereich zugeordnet. Innerhalb der Kugel werden
Multipolentwicklungen angesetzt, um das Streufeld der Kugel nachzubilden.
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Abb. 8.1: Validierung der Kombination aus GMT und UTD; aus Testanordnung
mit Hilfe der Spiegelungsmethode erzeugte Referenzanordnung.
Der Vorteil dieser Anordnung liegt darin, dass sie mit Hilfe des Spiegelungsverfah-
rens in die äquivalente Referenzanordnung in Abb. 8.1(b) überführt werden kann.
Diese Anordnung kann ausschließlich mittels GMT analysiert werden, wobei die
Fernfeldnäherung für die Multipole nicht verwendet wird. Vergleicht man nun die
Ergebnisse beider Anordnungen, so kann der Einfluss der Fernfeldnäherung und der
UTD ermittelt werden.
Für diesen Vergleich wird das Fehlerkriterium ρ2j aus Gleichung (6.38) auf die zulässi-
gen Feldkomponenten ζ2j bezogen:
ζ2j =
1
3
[
∣
∣Ekn
∣
∣
2
+ |Zk|2
(
∣
∣Hkt1
∣
∣
2
+
∣
∣Hkt2
∣
∣
2
)]
. (8.4)
Dies führt zu dem relativen Fehler
ηj =
√
ρ2j
ζ2j
, (8.5)
der eine Aussage über die Lösungsqualität der Anordnung trifft.
Dieser relative Fehler wurde in den Anpasspunkten auf der Kugeloberfläche be-
stimmt. Zusätzlich wurde er noch in Aufpunkten auf der Ebene untersucht, da auch
dort die Randbedingungen zu ideal leitenden Medien eingehalten werden müssen.
Um ein ausgewogenes Verhältnis zwischen den Randbedingungen auf der Kugel und
der Ebene zu finden, wurden auf der Ebene ebenso viele Aufpunkte platziert wie
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Anpasspunkte auf der Kugel. Weiterhin decken sie auf der Ebene in unmittelbarer
Kugelnähe eine Fläche ab, die der Kugeloberfläche entspricht. Für die Referenz-
anordnung wird ein entsprechender Ausschnitt auf der Symmetrieebene zwischen
den beiden Kugeln gewählt. Die Symmetriebedingungen, die dort einzuhalten sind,
gleichen den Randbedingungen zu dem ideal leitenden Medium, das ersetzt wurde.
Neben dem verwendeten Verfahren haben die verschiedenen Parameter einen großen
Einfluss auf die Qualität der Lösung. Zu diesen Parametern zählen der Radius R der
Kugel, die Orientierung und der Betrag des Wellenvektors k und selbstverständlich
Lage, Anzahl und maximale Ordnung der Multipolentwicklungen. Die verschiedenen
Parameter wurden in vielen Simulationsläufen für die Test- und Referenzanordnung
variiert, um den Einfluss der Fernfeldnäherung in Abhängigkeit vom Abstand d auf
die Lösungsqualität abzuschätzen. Die Ergebnisse werden anhand von ausgesuchten
Konfigurationen dargestellt. Als erste Konfiguration dient eine Kugel mit dem Radi-
us R = λ/4. Diese Kugel wird durch eine ebene Welle angeregt, deren Wellenvektor
k parallel zur Ebene verläuft. Im Inneren der Kugel wurde eine Multipolentwicklung
im Schwerpunkt angesetzt. Abb. 8.2 zeigt den mittleren relativen Fehler η auf der
Kugeloberfläche (Abb. 8.2(a)) und auf dem Ebenenausschnitt (Abb. 8.2(b)) in der
Test- und Referenzanordnung in Abhängigkeit vom Abstand d und der maximalen
Ordnung nmax.
Betrachtet man zuerst den Fehler auf der Kugel in Abb. 8.2(a) für einen Abstand
d/λ > 3, so kann man Folgendes feststellen: Der relative Fehler nimmt mit steigender
Multipolordnung ab und Test- und Referenzanordnung führen zu gleichwertigen Er-
gebnissen. Es ist somit kaum ein Einfluss der Fernfeldnäherung für große Abstände
d zwischen Kugel und Ebene feststellbar. Für geringe Abstände d/λ < 3 bleibt
festzuhalten, dass mit steigender maximaler Multipolordnung nmax der Fehler der
Testanordnung langsamer gegen den Fehler der Referenzanordnung konvergiert. So
erreicht der Fehler der Testanordnung für nmax = 3 bei etwa d/λ = 0, 75 den Fehler
der Referenzanordnung. Für nmax = 5 ist dies erst bei d/λ = 2, 5 der Fall. Das lässt
sich sehr leicht durch den Zusammenhang in Gleichung (A.24) erklären. Die Fern-
feldnäherung für die sphärische Hankelfunktion ist nicht erst für kr → ∞, sondern
schon für kr >> n gültig [11]. Somit ist für größere Multipolordnungen n auch ein
größerer Abstand d zwischen GMT- und UTD-Bereich nötig.
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Abb. 8.2: Mittlerer relativer Fehler auf der Kugel und der Ebene in Abhängigkeit
von der maximalen Multipolordnung nmax (◦ = 3;  = 5; △ = 7),
dem Abstand d bezogen auf die Wellenlänge λ und der Anordnung
(rReferenzanordnung; —Testanordnung).
Der Fehler auf der Symmetrieebene in der Referenzanordnung in Abb. 8.2(b) ist sehr
gering und lässt sich mit einer höheren Multipolordnung noch weiter vermindern.
Allerdings folgt die Testanordnung diesem Verhalten nicht. Bei ihr werden die Rand-
bedingungen nur unzureichend erfüllt. Der Fehler ist weiterhin nahezu unabhängig
von der verwendeten Multipolordnung und auch eine größerer Abstand d hat kaum
einen Einfluss auf die Qualität des Ergebnisses. Hierfür gibt es folgende Erklärung:
Auf der Ebene sind sowohl die Multipolentwicklungen nach den Gleichungen (6.20)
und (6.21) als auch die entsprechenden Fernfeldnäherungen wirksam. Zwischen bei-
den Feldern gibt es Unterschiede, die nicht ausgeglichen werden, da eine Anpassung
an die Randbedingung innerhalb des Gleichungssystems (8.3) nicht explizit gefordert
wird.
Der hohe mittlere relative Fehler, der in der Testanordnung stets größer als 1 %
ist, könnte durch zusätzliche Anpasspunkte auf der Ebene gemindert werden. Dies
würde jedoch den Vorteil des Kombinationsverfahrens zunichte machen, der darin
besteht, dass die Größe des Gleichungssystems durch zusätzliche UTD-Streukörper
nicht verändert wird. Deshalb wurde in einer zweiten Konfiguration die Anzahl der
Multipolenwicklungen variiert, wobei für jede einzelne Entwicklung eine möglichst
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kleine maximale Ordnung gewählt wurde. Dies hat nach Abb. 8.2(a) den Vorteil,
dass voraussichtlich schon für geringe Distanzen d die Testanordnung zu qualitativ
gleichwertigen Ergebnissen im Vergleich zur Referenzanordnung führen wird. Der
Radius der Kugel wurde mit R = λ/4 beibehalten. Die einzelne Multipolentwicklung
im Zentrum der Kugel wurde jedoch durch 15, 40 und 104 gleichmäßig verteilte
Entwicklungen der maximalen Ordnung nmax = 2 ersetzt. Abb. 8.3 zeigt hierzu die
Ergebnisse.
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Abb. 8.3: Mittlerer relativer Fehler auf der Kugel und der Ebene in Abhängigkeit
von der verwendeten Multipolanzahl (◦ = 15;  = 40; △ = 104),
dem Abstand d bezogen auf die Wellenlänge λ und der Anordnung
(rReferenzanordnung; —Testanordnung).
Abb.8.3(a) bestätigt die Erwartungen. Die Fehlerverläufe von Referenz- und Test-
anordnung entsprechen einander schon für geringe d/λ-Verhältnisse. Weiterhin lässt
sich durch die Anzahl der Multipolentwicklungen der Fehler auf der Kugeloberfläche
beeinflussen.
Wie schon in der vorangegangen Konfiguration gibt es auf der Ebene große Unter-
schiede im Fehlerverlauf zwischen beiden Anordnungen (siehe Abb. 8.3(b)). Positiv
ist jedoch der stark abfallende Fehler in der Testanordnung gegenüber Abb. 8.2(b).
Dies führt dazu, dass man ab etwa 1,5 d/λ einen Fehler unter 1 % erreicht. Zieht
man den tatsächlichen Abstand eines Multipols zum UTD-Streukörper als Entschei-
dungskriterium heran und wertet weitere Simulationen aus, so lässt sich eine Regel
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zur Platzierung der Multipole ableiten: Zwischen Multipol und UTD-Streukörper
sollte mindestens ein Abstand von 3/2 λ eingehalten werden, um einen Fehler unter
1 % zu erhalten.
Zusammenfassend kann man sagen, dass bei der angestrebten Kombination von
GMT und UTD auf ausreichenden Abstand zwischen den Multipolen und den Streu-
körpern der UTD zu achten ist und dass Multipole hoher Ordnung in mehrere Mul-
tipole geringer Ordnung aufgeteilt werden sollten. Dies führt zu einem gleichmäßig
geringen Fehler auf den GMT- und UTD-Streukörpern.
8.3 Bodenradar
Mit Hilfe der eben erarbeiteten Regeln wurde folgende Anordnung mit der vorge-
schlagenen Kombination von GMT und UTD untersucht. Bei der Anordnung in
Abb. 8.4 handelt es sich um einen metallischen Streukörper, der sich in einem di-
elektrischen Halbraum (z < 0) mit einer relativen Permittivität von ǫr = 4 befindet.
Für z > 0 ist ǫr = 1. Der Streukörper ist ein Ellipsoid, dessen Halbachsen in x- und
y-Richtung 0,25 m und in z-Richtung 0,1 m betragen. Sein Schwerpunkt liegt auf
der z-Achse 2 m unterhalb der Grenzfläche.
Das Streufeld des Ellipsoiden wurde mit Hilfe von 40 gleichmäßig verteilten Multi-
polentwicklungen berechnet. Die Multipole befanden sich auf der Oberfläche eines
virtuellen Ellipsoiden, dessen Halbachsen gegenüber dem Oberflächenellipsoiden um
den Faktor 0,6 kleiner waren (Abb. 8.5). Die maximale Ordnung der Multipole be-
trägt 2.
Der Einfluss der Grenzschicht Dielektrikum-Vakuum auf den Streukörper wird durch
die UTD nachgebildet. Dabei sind beim Erstellen von QUTDG,G in Gleichung (8.1) al-
lerdings nur Reflexionen an der Grenzschicht zu berücksichtigen. Die Reflexionsko-
effizienten müssen jedoch für dielektrische Grenzschichten angepasst werden [2]. Es
wurden daher die Fresnelschen Reflexionskoeffizienten verwendet.
Diese Anordnung wurde mit einer in x-Richtung polarisierten ebenen Welle angeregt,
die sich in negativer z-Richtung ausbreitet. Zur Auswertung der Simulation wurde
für eine Vielzahl von Frequenzen zwischen 100 MHz und 1700 MHz die kopolare
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Abb. 8.4: Anordnung Streukörper Abb. 8.5: Verteilung der Multipole
elektrische Feldkomponente entlang einer Spur parallel zur x-Achse in einer Höhe
von z = 0,1 m ermittelt. Erwähnenswert ist, dass sich das resultierende Feld aus der
Überlagerung der einfallenden Welle, der an der Grenzschicht reflektierten Welle
und dem Streufeld des Ellipsoiden zusammensetzt. Das letztgenannte Streufeld be-
sitzt jedoch nur im dielektrischen Halbraum Gültigkeit, so dass beim Berechnen der
Feldstärke oberhalb der Grenzschicht auf die UTD-Strahlen zurückgegriffen werden
musste. Beim Hindurchtreten dieser Strahlen durch die Grenzschicht wurden die
Brechungseffekte berücksichtigt. Dazu zählen die geänderte Ausbreitungsrichtung
und die Korrektur von Amplitude und Phase durch die Fresnelschen Transmissions-
koeffizienten [2].
(a) 400 MHz Bandbreite (b) 1,6 GHz Bandbreite
Abb. 8.6: Auf den Maximalwert normiertes Radargramm (Ex/Ex,max) in Abhängig-
keit der untersuchten Bandbreite.
88 Kapitel 8 Kombination von GMT und UTD
Aus diesen Daten lässt sich ein Radargramm des untersuchten Gebietes erstellen.
Für die Spur parallel zur x-Achse ist dem Radargramm in Abb. 8.6 zu entnehmen,
dass nach einer Laufzeit von 24 ns eine Reflexion an einem Hindernis gemessen wird.
Dies entspricht bei den Eigenschaften des Bodens einer Tiefe von etwa 0,88 m. Die
grobe Tiefenauflösung bei einer Bandbreite von 400 MHz kann durch ein Vergrößern
der Bandbreite verbessert werden.
Die horizontale Ausdehnung des Objekts kann in dieser Simulation nicht ermittelt
werden. Dies liegt vor allem an der verwendeten Anregung, einer ebenen Welle. Sie
beleuchtet den Streukörper stets gleichmäßig, unabhängig von der Messposition.
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”
Es ist mein Job, nie zufrieden zu sein.“
Wernher von Braun (1912-77)
9
Kombination von MOM, UTD und GMT
Nachdem in den vorangegangenen Kapiteln die Momentenmethode, die Beugungs-
theorie und die Multipoltechnik im Einzelnen vorgestellt wurden und auch die Kom-
bination der Verfahren untereinander präsentiert wurde, können diese nun zu einer
Erweiterten Hybridmethode (EHM) zusammengefasst werden. Ziel dieser EHM ist
es einerseits, Anordnungen effektiv zu berechnen und andererseits, Anordnungen zu
lösen, die sich bisher einer Analyse verwehrten.
9.1 Vorgehensweise
Dabei ist wie folgt vorzugehen: Eine Anordnung aus Streukörpern ist zuerst in elek-
trisch große und elektrisch kleine Streukörper aufzuteilen. Die erstgenannten lassen
sich sehr effektiv mit den Berechnungsmethoden der UTD erfassen und bleiben in der
weiteren Betrachtung vorerst unberücksichtigt. Die elektrisch kleinen Streukörper
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EHM
GMT
MOM UTD
Abb. 9.1: Verknüpfung der einzelnen Methoden zu einer neuen Erweiterten Hy-
bridmethode
zerfallen nochmals in zwei weitere Untergruppen: Runde, organisch geformte Ob-
jekte werden der GMT zugeordnet, eckige oder langgestreckte Körper der MOM.
Die Streukörper der GMT und MOM lassen sich, wie im Kapitel 7.1 beschrieben,
in einer Matrix zusammenfassen (Gleichung (7.1)). Die vier Blockmatrizen QG,G,
QM,M , QG,M und QM,G sind dann um den Einfluss der UTD-Streukörper zu erwei-
tern. Dies führt zu den entsprechenden Matrizen Q′G,G, Q
′
M,M , Q
′
G,M und Q
′
M,G.
Die beiden erstgenannten Blockmatrizen wurden schon in Kapitel 5 und 8 beschrie-
ben. Es verbleiben somit:
Q′G,M = QG,M + Q
UTD
G,M (9.1)
und
Q′M,G = QM,G + Q
UTD
M,G . (9.2)
Dies führt zu einer Systemmatrix ähnlich der in Gleichung (7.1), die neben der
direkten Verkopplung der GMT- und MOM-Bereiche noch die Verkopplung über
die UTD-Streukörper beinhaltet:
[
Q′G,G Q
′
G,M
Q′M,G Q
′
M,M
] [
O
G
]
=



E′GMT
H ′GMT
E′MOM



. (9.3)
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Diese neue Systemmatrix kann entsprechend den Gleichungen (7.9) und (7.10) weiter
behandelt werden. Analog zur Vorgehensweise in Kapitel 7.1 muss der überbestimm-
te Teil mit Q′TG,G multipliziert werden, um ihn auf ein lineares Gleichungssystem zu
reduzieren.
Bei der anschließenden Feldberechnung ist zu beachten, dass neben den direkten
Anteilen der MOM- und GMT-Quellen noch die Anteile aus den Strahlenwegen
über die UTD-Streukörper hinzukommen.
Können in der untersuchten Anordnung einem Verfahren keine Streukörper zuge-
ordnet werden, so reduziert sich die EHM auf eines der zuvor beschriebenen Kom-
binationsverfahren.
9.2 Antenne in Kopfnähe vor einer Metalltür
Die Anordnung aus Kapitel 7.3.2 dient als Grund-
Abb. 9.2: Antenne mit Ellipso-
id vor Metalltür.
lage für die hier untersuchte Anordnung. Sie wur-
de jedoch um eine Metalltür in der Nähe des
Kopfs erweitert. Dabei entsteht eine neue Anord-
nung, die Aufschluss darüber geben kann, wie sich
das Abstrahlverhalten eines Mobiltelefons beim
Telefonieren in der Nähe großer Metallkörper ver-
ändert. Vergleichbare Anordnungen mit unend-
lich ausgedehnten Metallwänden finden sich in
verschiedenen Veröffentlichungen [9, 16]. Im Ge-
gensatz dazu wird hier eine endliche Metalltür
verwendet, wie sie in Abb. 9.2 zu sehen ist.
Die Metalltür hat die Abmessungen 2 m × 1 m.
Der Schwerpunkt des Ellipsoiden befindet sich in
einer Höhe von 1,7 m, mittig, 50 cm vor der Tür.
Die Abmessungen und dielektrischen Eigenschaf-
ten des Ellipsoiden sind identisch mit denen in
Kapitel 7.3.2. Auch die Antenne wird wieder bei 900 MHz mit einer konstanten
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Leitung von 1 W gespeist. Sie befindet sich zwischen Ellipsoid und Tür, 12 cm
vom Schwerpunkt des Ellipsoiden entfernt. Die Diskretisierung des Ellipsoiden er-
folgte mit dem Programmpaket FEKO. Im Schwerpunkt jedes der 1808 dreiecki-
gen Flächenelemente befindet sich ein Anpasspunkt des GMT-Bereichs (siehe Abb.
9.5(a)).
Im Vergleich zu der Modellierung in Kapitel 7.3.2 werden hier im GMT-Bereich
weitere Multipole hinzugenommen, um das Streufeld besser nachbilden zu können.
Zuerst sei hier die Normalentwicklung im Schwerpunkt des Ellipsoiden erwähnt (sie-
he Abb. 9.3(a)). Mit einer maximalen Ordnung von 15 ist sie für das Feld im Inneren
des Ellipsoiden zuständig. Die 40 Multipolentwicklungen in Abb. 9.3(b) mit ihrer
maximalen Ordnung von 2 hingegen bilden das Feld außerhalb des Ellipsoiden nach.
Sie sind gleichmäßig über die Oberfläche eines virtuellen Ellipsoiden verteilt, dessen
Halbachsen das 0,8-fache des realen Ellipsoiden betragen. Hinzu kommen weitere 40
gleichmäßig verteilte Multipolentwicklungen der maximalen Ordnung 3 auf einem
virtuellen Ellipsoiden mit den 1,5-fachen Halbachsen. Sie dienen der Unterstützung
der Normalentwicklung im Inneren des Kopfes (siehe Abb. 9.3(c)). Die letzten 36
Multipolentwicklungen sind regelmäßig auf einem Ellipsoiden mit den 0,9-fachen
Halbachsen in der Nähe der Antenne angeordnet, um das Feld außerhalb des Kopfes
zu unterstützen. Tabelle 9.1 fasst die Informationen zu den Multipolen zusammen.
Dabei wurde die Anzahl der Koeffizienten jedes Multipols zu 2(nmax(nmax + 2))
bestimmt (siehe Kapitel 6.3).
Typ Normalentw. Multipolentw. Multipolentw. Multipolentw.
Anzahl 1 40 40 36
Lage Schwerpunkt
des Ellipsoi-
den
Ellipsoid mit
0,8-fachen
Halbachsen
Ellipsoid mit
1,5-fachen
Halbachsen
Ellipsoid mit
0,9-fachen
Halbachsen
Abb. 9.3(a) 9.3(b) 9.3(c) 9.3(d)
Wirkgebiet Kopfinneres Kopfäußeres Kopfinneres Kopfäußeres
nmax 15 2 3 1
Koeffizienten 510 640 1200 216
Tabelle 9.1: Multipole zur Beschreibung des Streufeldes des Kopfes
9.2 Antenne in Kopfnähe vor einer Metalltür 93
(a) Normalenentwicklung (b) 40 Multipole für den Außenraum
(c) 40 Multipole für den Innenraum (d) 36 Multipole für den Außenraum
Abb. 9.3: Anordnung der Multipole
Diese 2566 Multipolkoeffizienten führen zusammen mit den 25 Basisfunktionen des
MOM-Bereichs an den 25 Anpasspunkten im MOM-Bereich und den 1808 Anpass-
punkten im GMT-Bereich zu der verkoppelten Systemmatrix, wie sie in Gleichung
(7.1) beschrieben wird. Die Systemmatrix muss an dieser Stelle um den Einfluss
der UTD-Streukörper erweitert werden. Dazu senden die MOM-Basisfunktionen
als UTD-Quellen Strahlen aus, die in diesem Fall von der Tür durch Reflexion,
Kanten- und Eckenbeugung zu den Anpasspunkten des MOM- und GMT-Bereichs
zurückgeführt werden. Die Multipolentwicklungen, die außerhalb des Kopfes wirk-
sam sind (siehe Abb. 9.3(b) und 9.3(d)), werden mit Hilfe der Fernfeldnäherung
ebenfalls zu UTD-Quellen, deren Strahlen auch auf die Anpasspunkte des MOM- und
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GMT-Bereichs zurückwirken. Einzig die Normalentwicklung und ihre unterstützen-
den Multipolentwicklungen, die im Inneren des Kopfes das Feld nachbilden sollen,
interagieren nicht mit den UTD-Streukörpern. Insgesamt ergibt sich auf diese Weise
das in Gleichung (9.3) beschriebene Gleichungssystem. Auf der rechten Seite ver-
bleibt als bekannte Anregung nur die Quelle der Antenne. Nach der Reduktion
auf ein lineares Gleichungssystem und dem Lösen desselben können Feldbilder und
Strahlungsdiagramme erstellt werden.
Zuerst soll wieder die SAR-Verteilung in einer Schnittebene Antenne - Schwerpunkt
des Ellipsoiden ermittelt werden. Hierzu wird nur das Feld der Normalentwick-
lung und ihrer unterstützenden Multipolentwicklungen im Innern des Ellipsoiden
benötigt. Abb. 9.4 zeigt den SAR-Verlauf in der Schnittebene. Insgesamt liegen die
SAR-Werte in dieser Anordnung über denen aus Kapitel 7.3.2. Dies spiegelt sich
auch in den maximalen SAR-Werten wieder, die über 1 g/10 g Körpergewebe ge-
mittelt wurden. Hier ergeben sich folgende Maximalwerte: SAR1gmax = 2.897 W/kg
und SAR10gmax = 2.464 W/kg. Allerdings werden die SAR-Werte ähnlich dem Verlauf
in Abb. 7.10 mit steigendem Abstand zur Antenne schnell geringer.
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Abb. 9.4: SAR-Verteilung in W/kg
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Interessanterweise ändert sich die Leistung, die vom Kopf absorbiert wird, kaum
gegenüber der Anordnung ohne Tür. Es werden im Kopf von den 1 W abgestrahl-
ter Leistung 238,3 mW in Wärme umgesetzt. Im Fernfeld finden sich insgesamt
777,1 mW, so dass die Leistungsbilanz als Plausibilitätskriterium gut erfüllt ist.
Ein wichtiger Unterschied ergibt sich bei der Betrachtung der Strahlungsdiagramme
in Abb. 9.5. Das abgestrahlte Fernfeld (Abb. 9.5(d)) setzt sich aus den Anteilen
der MOM-Antenne, den beiden Multipolgruppen in Abb. 9.3(b) und 9.3(d) und
dem an den UTD-Streukörpern gestreuten Strahlen zusammen. Es zeigt deutliche
Unterschiede zu dem Strahlungsdiagramm der Anordnung aus Kapitel 7.3.2, in der
(a) Ausschnitt der Anordnung in Abb. 9.2 (b) Antenne mit Kopf im Freiraum
(c) Antenne mit Kopf vor leitendem
Halbraum
(d) Antenne mit Kopf vor metallischer Tür
Abb. 9.5: Verschiedene Strahlungsdiagramme von Anordnungen, die das Kopfmo-
dell mit Antenne beinhalten (Farbskala in dBi - isotroper Referenzstrah-
ler befindet sich im Freiraum).
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der UTD-Streukörper nicht vorhanden war (Abb. 9.5(b)). Bildet man in erster Nähe-
rung die endliche Tür durch einen unendlichen Halbraum nach, erhält man das
Strahlungsdiagramm in Abb. 9.5(c). Hier wird jedoch der Bereich im Halbraum
nicht von UTD-Strahlen erreicht, so dass dieses Gebiet feldfrei ist. Diese unzurei-
chende Näherung wird durch die Berücksichtigung der endlichen Tür behoben.
Einer Erweiterung des Kopfmodells um eine einfache Rumpfnachbildung wie in [74]
steht prinzipiell nichts im Weg. Allerdings wurden in der erwähnten Veröffentli-
chung verknüpfte Multipolentwicklungen verwendet, die nicht Gegenstand dieser
Arbeit sind. Dabei werden mehrere Multipole, die entlang eines Stabes oder Rings
angeordnet sind, zu einem Segment zusammengefasst [34, 47]. Aus der Elektrostatik
ist eine vergleichbare Vorgehensweise bekannt. Dort werden mehrere Punktladungen
beispielsweise zu einer Linien- oder Ringladung überlagert.
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”
Jucundi acti labores.“ -
Angenehm sind die erledigten Arbeiten.
Marcus Tullius Cicero (106-43 v. Chr.)
10
Zusammenfassung
Wie in der Einleitung zu dieser Arbeit festgestellt wurde, erweitern Hybridverfahren
den Bereich der berechenbaren Anordnungen - sei es durch Effizienzsteigerung oder
prinzipielle Herangehensweisen. Auch die in dieser Arbeit vorgestellte Erweiterte
Hybridmethode kann dies für sich beanspruchen. Grundlage für diese Erweiterung
ist das prinzipielle Harmonieren der drei Einzelverfahren MOM, GMT und UTD.
Aufgrund der unterschiedlichen Herangehensweisen der drei Einzelverfahren gelingt
dies nicht uneingeschränkt. Erst nachdem gewisse
”
Spielregeln“ definiert wurden,
konnten die Verfahren in der Kombination ihre Vorteile zeigen.
Darüberhinaus stellt die EHM einen Ausgangspunkt für weitere Arbeiten dar. So
wird in [47] eine Anordnung auf Basis der GMT vorgestellt, die aus elektrisch ver-
bundenen Stäben und Kugeln besteht. Denkbar wäre es, die Anbindung von MOM-
Stäben an GMT-Streukörper auch in der EHM zu berücksichtigen, indem an der
Verbindungsstelle eine neue Strombasisfunktion eingeführt wird.
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Weiterhin werden in [60] auch eckige Streukörper mit einer Kombination aus GMT
und MOM berechnet. Dabei decken die Multipole vor allem die Flanken, die MOM-
Basisfunktionen die Ecken ab. Diese Vorgehensweise könnte auch in die EHM mit
eingebunden werden, um eine weitere Reduktion der unbekannten Koeffizienten zu
erzielen.
Die Hybridmethode aus MOM und UTD wurde schon um die Leitungstheorie (TLT)
erweitert, um die Strahlungseinkopplung von Störströmen in reale Kabel nachzubil-
den [31]. Möglich wäre eine vergleichbare Erweiterung der EHM um die TLT. Dazu
würden im Rahmen der Kombination zuerst die Störströme auf den Kabeln im
MOM-Bereich berechnet, aus denen dann mittels TLT die Einkopplung in die Lei-
tungen bestimmt werden könnte. Diese Vorgehensweise in zwei Schritten verbindet
die TLT mit der MOM und lässt sich daher einfach in die EHM einbinden. Eine
Beschreibung der TLT findet sich in verschiedenen Veröffentlichungen [30, 72].
Zu den eingangs erwähnten Regeln innerhalb der EHM gehört unter anderem, dass
in der Kombination von GMT und MOM Dirac-Funktionen als Gewichtsfunktionen
zur Anpassung der Randbedingungen verwendet werden. Dies ermöglicht eine einfa-
che und effektive Verknüpfung beider Verfahren. Weiterhin ist an die Vorgehensweise
bei der Lösung des Gesamtgleichungssystems zu denken: Da in der MOM ein linea-
res, in der GMT hingegen ein überbestimmtes Gleichungssystem zu lösen ist, müssen
bestimmte Maßnahmen ergriffen werden, um das resultierende Gleichungssystem im
Sinne der zugrunde liegenden Berechnungsverfahren zu lösen. In dieser Arbeit wur-
de ein Verfahren verwendet, das den überbestimmten GMT-Teil der Systemmatrix
in einen äquivalenten linearen Anteil überführt. Es können jedoch auch iterative
Verfahren verwendet werden.
Für bestimmte Streukörper ergeben sich somit je nach verwendetem Verfahren Vor-
teile. So beschreiben die Multipole in sphärischen Koordinaten sehr vorteilhaft das
Streufeld von abgerundeten Körpern. Dies führt dazu, dass gegenüber der MOM we-
niger Koeffizienten verwendet werden müssen. Das entsprechende Gleichungssystem
benötigt weniger Speicherplatz und demnach auch eine geringere Rechenzeit zur
Lösung. Die MOM spielt dagegen ihre Vorzüge bei elektrisch dünnen Elektroden
aus. Für solch dünne oder fadenförmige Streukörper wären innerhalb der GMT sehr
viele Multipole zur Beschreibung des Streufeldes nötig. Die Anzahl der Multipole
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würde in diesem Fall nicht von der äußeren Anregung und der Wellenlänge bestimmt
werden, sondern durch die geometrischen Abmessungen des dünnen Streukörpers.
Liegen die Multipolentwicklungen beispielsweise innerhalb eines sehr dünnen Drah-
tes, so ist der Abstand zwischen zwei Multipolen aufgrund der Platzierungsregeln
etwa so groß wie der Abstand eines Multipols zum Rand des Drahtes. Es müssten
also bei langen dünnen Drähten sehr viele Multipolentwicklungen angesetzt werden.
Die MOM benötigt nicht zuletzt aufgrund ihrer Dünndrahtnäherung deutlich weni-
ger Koeffizienten zur Beschreibung des Streufeldes solch eines Drahtes. MOM und
GMT zeigen somit bei unterschiedlich gestalteten Streukörpern ihre Stärke.
Die UTD erweitert die Vorteile beider Verfahren dahingehend, dass mit ihrer Hilfe
auch elektrisch sehr große Streukörper berücksichtigt werden können, die von den
beiden Verfahren nicht abgedeckt werden. Feldquellen aus beiden Verfahren, also
Strombasisfunktionen der MOM und die Multipole der GMT, sind dazu in UTD-
konforme Quellen umzuwandeln. Dabei ist darauf zu achten, dass die emittierten
Felder als lokal ebene Wellen beschrieben werden können. Dies gelingt bei den MOM-
Strombasisfunktionnen durch die Verwendung von 3-Punkt-Quellen. Darüberhinaus
kann solch eine Stombasisfunktion auch durch einen Hertzschen Dipol ersetzt wer-
den, dessen Fernfeld ebenfalls den Anforderungen an eine UTD-konforme Feldquelle
genügt. In der GMT wird generell auf die Fernfeldnäherung der Multipolentwicklun-
gen zurückgegriffen, um sie mit der UTD zu vereinen. Diese Vorgehensweise führt
für Multipole geringer Ordnung zu guten Ergebnissen.
Nachdem die einzelnen Verfahren und ihre Schnittstellen implementiert und getestet
worden waren, konnte die entstandene EHM auf verschiedene Anordnungen ange-
wandt werden, die praktische Fragestellungen aus unterschiedlichen Gebieten der
elektromagnetischen Analyse betreffen. Hierzu zählen die Untersuchung eines Frei-
feldmessplatzes auf Konformität mit bestimmten Messbedingungen, die Bestimmung
von Schirmdämpfungswerten von elektrisch dünnen Schirmen oder von Schirmen
mit Aperturen, eine Bodenradaranwendung, verschiedene Berechnungen zu SAR-
Verteilungen in homogenen Kopfmodellen oder die Berechnung von Strahlungsdia-
grammen.
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”
Wenn ein Arzt hinter dem Sarg seines Patienten
geht, folgt manchmal tatsächlich die Ursache der
Wirkung.“
Robert Koch (1843-1910)
Anhang
A1 MOM-Basisfunktionen
li−1 li li+1
∆li−1 ∆li+1 l
fi(l)
(a) Dreiecksbasisfunktion
li−1 li li+1
∆li−1 ∆li+1 l
fi(l)
(b) Basisfunktion aus Sinusteilbögen
Abb. A1: Verwendete Basisfunktionen in der MOM
Das implementierte MOM-Programm beinhaltet Basisfunktionen für einfache Stab-
anordnungen, basierend auf Dreiecksfunktionen
fi(l) =







( li+1−l
∆li+1
) li ≤ l < li+1
( l−li−1
∆li−1
) −li−1 ≤ l < li
0 sonst
(A.1)
und Sinusteilbögen
fi(l
′) =









( sin(k(li+1−l))
sin(k∆li+1)
) li ≤ l < li+1
( sin(k(l−li−1))
sin(k∆li−1)
) −li−1 ≤ l < li
0 sonst,
(A.2)
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die in leicht abgewandelter Form [13, 22] entnommen sind. Die Angaben zur Be-
schreibung beider Basisfunktionnen sind Abb. A1 zu entnehmen. Weitere spezielle
Basisfunktionen sind in [56] zu finden.
A2 Bikonischer Breitbanddipol
Die Geometrie des bikonischen Breitbanddipols wurde der Antenne BBDA-20/300
von Rolf Heine Hochfrequenztechnik nachempfunden. Der Radius aller Antennen-
segmente beträgt 4 mm. Die Abmessungen eines Antennenarms sind Abb. A2 zu
entnehmen.
6 cm 42 cm 19 cm
26 cm
Abb. A2: Abmessungen eines halben Arms des bikonischen Breitbanddipols.
Bei der realen Antenne ist neben den beiden Dipolarmen noch ein Symmetrierglied
mit Zuleitung zu berücksichtigen (siehe Abb. A3). Die S-Parameter dieser beiden
Komponenten wurden im Frequenzbereich der Antenne von 20 MHz bis 300 MHz
gemessen (Abb. A5). Die Phasenwerte von S22 sind fehlerbehaftet, da mit dem
symmetrischen Messeingang des Netzwerkanalysators das unsymmetrische Messtor
des Symmetrierglieds schwer zu vermessen ist. Die ermittelten S-Parameter waren
dennoch ausreichend, Simulations- und Messwerte in Kapitel 3.3 besser miteinander
vergleichen zu können.
Innerhalb der MOM werden nur die Stäbe der beiden Dipolarme modelliert. Es
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Abb. A3: Bikonischer Breitbanddipol
BBDA-20/300
S
(1)
(2)
Abb. A4: Schematischer Aufbau der
Antenne
50 100 150 200 250 300
0
0.25
0.5
0.75
1
−180
−90
0
90
180
f in MHz
|S
1
1
|
a
rg
S
1
1
in
◦
(a) S11
50 100 150 200 250 300
0
0.25
0.5
0.75
1
−180
−90
0
90
180
f in MHz
|S
1
2
|
a
rg
S
1
2
in
◦
(b) S12
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(c) S21
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(d) S22
Abb. A5: S-Parameter der Zuleitung und des Symmetrierglieds
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ist jedoch möglich, den Einfluss des Symmetrierglieds und der Zuleitung in der
Simulation durch eine frequenzabhängige Quellenimpedanz der Antennenspeisung
zu berücksichtigen. Hierzu ist S22 in eine äquivalente Impedanz umzurechen. Bei
einem Bezugswiderstand von 50 Ω ergibt sich bei 100 MHz beispielsweise ein Wert
von (45,32 + j17,62) Ω.
A3 UTD-konforme Feldquellen
In [53] sind einige Feldquellen beschrieben, die sich im Rahmen der UTD verwenden
lassen. Davon werden im implementierten Programm die ebene Welle, der Hertzsche
Dipol und das Feld eines Dipols mit sinusförmiger Strombelegung verwendet. Diese
drei Anregungsformen sollen kurz vorgestellt werden.
A3.1 Ebene Welle
Eine ebene Welle kann folgendermaßen beschrieben werden:
E(r) = pe−jk(x sinϑ cos ϕ+y sinϑ sin ϕ+z cos ϑ). (A.3)
Dabei ist die Phase auf den Koordinatenursprung bezogen und die Welle breitet
sich in eine Richtung aus, die durch die sphärischen Koordinaten ϑ und ϕ bestimmt
wird. Der Polarisationsvektor p steht stets senkrecht auf der Ausbreitungsrichtung
und lautet beispielsweise für eine ϑ-polarisierte Welle:
p = ex cosϑ cosϕ+ ey cosϑ sinϕ− ez sin ϑ. (A.4)
Vergleicht man diese Feldbeschreibung mit (4.1a) lässt sich feststellen, dass E0 die-
sem Polarisationsvektor entspricht und alle höheren Terme für n ≥ 1 zu En = 0
verschwinden. Der Phasenterm lässt sich zu
Ψ(r) = x sinϑ cosϕ+ y sin ϑ sinϕ+ z cosϑ (A.5)
angeben. Für eine ebene Welle entarten die Hauptkrümmungsradien zu ρ1 = ρ2 =
∞, so dass der Divergenzfaktor nach Gleichung (4.8) stets A(s) = 1 ist. Die Be-
dingung (4.3) einer lokal ebenen Welle wird bei dieser Anregungsform sogar global
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erfüllt. Dementsprechend lässt sich eine ebene Welle gut als Anregung innerhalb der
UTD verwenden, da sie einem reinen GO-Feld entspricht.
A3.2 Hertzscher Dipol
Das elektrische Feld eines Hertzschen Dipols, der sich im Koordinatenursprung be-
findet und in z-Richtung orientiert ist, lautet in Kugelkoordinaten:
Er = AHDe
−jkr
[
2v
(jω)r2
+
2v2
(jω)2r3
]
cosϑ, (A.6a)
Eϑ = AHDe
−jkr
[
1
r
+
v
(jω)r2
+
v2
(jω)2r3
]
sinϑ, (A.6b)
Eϕ = 0. (A.6c)
Der Faktor AHD =
|m|ωµ
4πj
enthält das Dipolmoment m. v ist die Ausbreitungs-
geschwindigkeit der Welle. In diesem Fall liefert ein Vergleich mit (4.1a) Anteile
höherer Ordnung:
E0 =
AHD
r
sin ϑeϑ, (A.7a)
E1 = AHD
2v cosϑ
r2
er + AHD
v sin ϑ
r2
eϑ, (A.7b)
E2 = AHD
2v2 cos ϑ
r3
er + AHD
v2 sin ϑ
r2
eϑ. (A.7c)
Erst für n ≥ 3 wird En = 0. Der Phasenterm lässt sich zu Ψ = r bestimmen. Somit
stellt das Feld des Hertzschen Dipols kein GO-Feld dar, da einerseits Glieder höherer
Ordnung vorhanden sind und andererseits auch Anteile in Ausbreitungsrichtung
vorhanden sind.
Betrachtet man jedoch das Fernfeld des Hertzschen Dipols, verbleibt aufgrund der
1
r
-Abhängigkeit nur E0 als dominanter Anteil. E0 selbst weist auch keine Kompo-
nente in Ausbreitungsrichtung auf. Deshalb kann das Fernfeldes eines Hertzschen
Dipols als UTD-Quelle verwendet werden.
Weiterhin wird der Hertzsche Dipol als Punktquelle aufgefasst, so dass die Haupt-
krümmungsradien ρ1und ρ2 identisch sind.
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A3.3 Dipol mit sinusförmiger Strombelegung
Schon in [39] wird das Feld eines Dipols mit sinusförmiger Strombelegung ausführlich
beschrieben. Ist die Strombelegung wie in (A.2) normiert, geben [53, 63] passende
Gleichungen an. Mit den Bezeichnern aus Abb. 1(b) und Abb. A6 kann das elektri-
sche Feld in Zylinderkoordinaten wie folgt beschrieben werden:
E̺ =
jIΓ
4π̺
3
∑
n=1
Kn cosϑne
−jkrn, (A.8a)
Ez = −
jIΓ
4π̺
3
∑
n=1
Kn sin ϑne
−jkrn, (A.8b)
mit
K1 =
1
sin(k∆l′i+1)
, (A.9a)
K2 =
cos(k∆l′i−1)
sin(k∆l′i−1)
+
cos(k∆l′i+1)
sin(k∆l′i+1)
, (A.9b)
K3 =
1
sin(k∆l′i−1)
. (A.9c)
l′i−1
l′i
l′i+1
z
ϑ1
ϑ2
ϑ3
r1
r2
r3
̺
e̺
ez
(̺, z)
Abb. A6: Geometrie zur Feldbestimmung eines Dipols mit sinusförmiger Strom-
belegung
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Auf den ersten Blick stellt dies kein GO-Feld dar. Das Feld lässt sich jedoch auch
in folgender Form schreiben:
E =
jIΓ
4π̺
3
∑
n=1
Kne
−jkrneϑn. (A.10)
Es lässt sich also als Überlagerung dreier Punktquellen an den Positionen l′j−1, l
′
j
und l′j+1 darstellen. Diese drei Punktquellen erzeugen, bezogen auf ihre Ausbrei-
tungsrichtungen r1, r2 und r3, jeweils ein rein tangentiales Feld und erfüllen auch
alle weiteren Anforderungen an ein GO-Feld.
A4 UTD-Übergangsfunktion
Die UTD-Übergangsfunktion
F (X) = 2j
√
XejX
∫ ∞
√
X
e−ju
2
du (A.11)
lässt sich mit Hilfe des komplexen Fresnel-Integrals
∫ X
0
e−j(π/2)u
2
du (A.12)
bestimmen.
Für die numerische Berechnung empfiehlt sich eine Werteinterpolation im Intervall
0.3 ≤ X ≤ 5.5. Außerhalb des Intervalls lassen sich Näherungen zur Berechnung der
Übergangsfunktion angeben [53]:
F (X) ≈



[√
πX − 2Xejπ/4 − 2X2
3
e−jπ/4
]
ejπ/4ejX für X < 0.3
1 + j
2X
− 3
4X2
− j15
8X3
+ 75
16X4
für X > 5.5.
(A.13)
A5 Spezielle Funktionen
Bei der Herleitung der Multipolfelder treten verschiedene spezielle Funktionen auf.
Dazu zählen die zugeordneten Legendre-Funktionen und die sphärischen Besselfunk-
tionen. In [1, 11] sind scheinbar unerschöpfliche Angaben zu beiden Funktionen zu
finden. Eine Auswahl daraus, aber auch kurze Ergänzungen, gibt dieser Abschnitt.
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A5.1 Zugeordnete Legendre-Funktionen
Zur Berechnung der zugeordneten Legendre-Funktionen Pmn (cosϑ) mit dem Argu-
ment cosϑ sind diverse Routinen verfügbar. Für eine eigene Umsetzung empfiehlt
es sich, die beiden leicht abgewandelten Rekursionsformeln zu verwenden [42]:
Pm+1m+1 (cosϑ) = − sinϑ(2m+ 1)Pmm (cosϑ), (A.14)
(n−m+ 1)Pmn+1(cosϑ) = (2n+ 1) cosϑPmn (cosϑ) − (n+m)Pmn−1(cosϑ). (A.15)
Mit der zusätzlichen Information, dass Pmn (cos ϑ) = 0 für n < m und P
0
0 (cosϑ) = 1,
lassen sich mit (A.14) zuerst die Werte für n = m = 1, 2, 3, ... bestimmen, um dann
die Ordnung n mit (A.15) zu variieren.
Darüberhinaus wird die Ableitung von Pmn (cosϑ) nach ϑ benötigt. Diese lautet:
Pmn (cosϑ)
∂ϑ
= n cosϑ
Pmn (cosϑ)
sinϑ
− (n +m)P
m
n−1(cosϑ)
sin ϑ
. (A.16)
Sowohl bei den Ableitungen (A.16) als auch bei den Feldgleichungen (6.20) und
(6.21) treten die zugeordneten Legendrefunktionen zusammen mit dem Term sin−1 ϑ
auf. Für ϑ = 0 und ϑ = π sind diese Ausdrücke unbestimmt. Wie in [42] beschrie-
ben, ist es jedoch möglich, für m > 0 den Ausdruck sin ϑ aus Gleichung (A.14) zu
extrahieren. Dies führt zu der Hilfsgröße
Rmn (cosϑ) =
Pmn (cosϑ)
sinϑ
, (A.17)
für die die Rekursionsformel (A.15) weiterhin gültig bleibt:
(n−m+ 1)Rmn+1(cos ϑ) = (2n+ 1) cosϑRmn (cosϑ) − (n +m)Rmn−1(cosϑ). (A.18)
Soll nun P
m
n (cos ϑ)
sinϑ
in den Gleichungen (A.16), (6.20) oder (6.21) bestimmt werden,
so ist zuerst der Ausdruck für den Grad m mit Gleichung (A.14) zu bestimmen.
Dann erfolgt mit Gleichung (A.17) die Umwandlung in die Hilfsgröße Rmn (cosϑ), um
abschließend mit Gleichung (A.18) den Ausdruck für die Ordnung n zu erhalten.
Für m = 0 ist es nicht nötig, in den Feldgleichungen (6.20) und (6.21) P
m
n (cos ϑ)
sinϑ
zu berechnen, da diese Ausdrücke stets Null werden. Die Ableitungen in (A.16)
hingegen lassen sich für m = 0 mit folgender Gleichung angeben:
P 0n(cosϑ)
∂ϑ
= P 1n(cosϑ). (A.19)
A5 Spezielle Funktionen 109
Zur schnelleren Berechnung der Ausdrücke Pmn (cosϑ),
∂P mn (cos ϑ)
∂ϑ
und P
m
n (cos ϑ)
sin ϑ
wurden
die Bestimmungsgleichungen für 0 ≤ m ≤ n ≤ 16 vorab ermittelt. Für alle Multipole
bis zur Ordnung 16 enfällt somit ein wiederholter Aufruf der Rekursionsformeln.
A5.2 Sphärische Bessel-Funktionen
Die sphärischen Besselfunktionen jn und h
2
n gehen aus den entsprechenden Bessel-
funktionen Jn+1/2 und H
(2)
n+1/2 hervor:
jn(kr) =
√
π
2kr
Jn+1/2(kr), (A.20)
h(2)n (kr) =
√
π
2kr
H
(2)
n+1/2(kr). (A.21)
Auch hier kann bei der Berechnung auf verschiedene Programmpakete zurückge-
griffen oder aber es können folgende Rekursionsformeln verwendet werden [1]. Für
beliebige sphärische Besselfunktionen zn gilt:
zn+1(kr) = (2n+ 1)
zn(kr)
kr
− zn−1(kr). (A.22)
Bis zur zweiten Ordnung lauten die verwendeten sphärischen Besselfunktionen:
n jn(kr) h
(2)
n (kr)
0 sin kr
kr
j
kr
e−jkr
1 sin kr
(kr)2
− cos kr
kr
− 1
kr
(1 − j
kr
)e−jkr
2
(
3
(kr)3
− 1
kr
)
sin kr − 3 cos kr
(kr)2
−( 3
kr2
− j( 3
kr3
− 1
kr
))e−jkr
Um die Ableitungen der sphärischen Besselfunktionen nach r zu berechnen, wird
auf folgende Rekursionsformeln zurückgegriffen:
∂
∂r
(zn(kr)) =
n
r
zn(kr) − kzn+1(kr) = kzn−1(kr) −
n + 1
r
zn(kr), (A.22a)
∂
∂r
(rzn(kr)) = zn(kr) + r
∂
∂r
zn(kr) = krzn−1(kr) − nzn(kr). (A.22b)
Für große Argumente kr >> n ergeben sich folgende Näherungen [1, 11]:
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jn(kr) ≈
1
kr
sin
(
kr − nπ
2
)
, (A.23)
h2n(kr) ≈ jn+1
e−jkr
kr
. (A.24)
A6 Verkopplung der Felder beiderseits einer elek-
trisch dünnen Schicht
x
y z
dm
k lm
km
Abb. A7: Geometrie zur Beschreibung der Feldverkopplung beiderseits der dünnen
Schicht m.
Ausgangspunkt ist eine dünne, elektrisch gut leitende Schicht, die für gewöhnlich
durch eine ideal leitende Schicht ersetzt wird. Umschließt diese dünne Schicht je-
doch ein Volumen, so ergeben sich gravierende Unterschiede zwischen der Näherung
einer unendlichen und der realen endlichen Leitfähigkeit. Im ersten Fall wird die
Feldstärke im Innern verschwinden, im zweiten verbleibt eine Restfeldstärke. Unter
der Voraussetzung, dass die Oberflächenkrümmung der Schicht größer als ihre Ein-
dringtiefe ist (Gleichung (6.39)), kann diese Restfeldstärke effektiv bestimmt werden
[20, 57, 14]. Dazu wird die Welle innerhalb der Schicht durch zwei Anteile beschrie-
ben, die sich durch ihre Ausbreitungsrichtung in positive und negative z-Richtung
voneinander unterscheiden:
Emx = E
m+
x e
−jkmz + Em−x e
+jkmz. (A.25)
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Die entsprechenden Komponenten von H sind über die Gleichungen
Hm+y = E
m+
x /Γm, (A.26)
Hm−y = −Em−x /Γm (A.27)
mit E verknüpft. Berücksichtigt man die Grenzbedingungen an beiden Grenzschich-
ten bei z = 0 und z = dm, ergibt sich folgender Zusammenhang:
Em+x + E
m−
x = E
k
x , (A.28a)
Em+x e
−jkmdm + Em−x e
jkmdm = Elx, (A.28b)
Em+x −Em−x = Hky Γm, (A.28c)
Em+x e
−jkmdm − Em−x ejkmdm = H lyΓm. (A.28d)
Eliminiert man die Komponenten Em+x und E
m−
x innerhalb der Schicht durch ge-
schickte Kombination, verbleiben für die Felder außerhalb der Schicht die Gleichun-
gen:
Ekx = Γm
(
Hky
tanh(jkmdm)
−
H ly
sinh(jkmdm)
)
, (A.29a)
Elx = Γm
(
Hky
sinh(jkmdm)
−
H ly
tanh(jkmdm)
)
. (A.29b)
A7 Äquidistante Punktverteilung auf einer Kugel
In Kapitel 6.3.3 wird erwähnt, dass die Zeilen des GMT-Gleichungssystems mit ei-
nem geometrischen Faktor
√
Sj gewichtet werden können, um den Fehler gleichmäß-
ig über die Gebietsgrenze zu verteilen. Dieser Faktor entspricht der Quadratwurzel
der Fläche, die einem Anpassungspunkt zugeordnet ist. Ist allen Anpassungspunk-
ten die gleiche Fläche zugeordnet, so kann diese Wichtung entfallen. Das ist der
Fall, wenn die Anpassungspunkte gleichmäßig auf der Kugeloberfläche verteilt sind.
Folgendes Verfahren gewährleistet eine solche Verteilung auf der Kugeloberfläche
[58].
Aus der Reihe der Fibonacci-Zahlen werden zwei aufeinanderfolgende Zahlen P und
Q gewählt, so dass P > Q. Die Gesamtanzahl der Punkte ergibt sich aus dem
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Produkt von P und Q. Alle Punkte werden nach Gleichung (A.31) mit dem Index
n versehen. Jeder Punkt auf der Kugeloberfläche wird durch das Winkelpaar ϑn
(A.32) und ϕn (A.33) genau beschrieben. Zur Berechnung des Winkels ϕ sind noch
die Gleichungen (A.34) und (A.35) nötig, wobei g auch als die goldene Zahl bekannt
ist.
N =
1
2
(PQ− 1) (A.30)
n = −N,−N + 1...N − 1, N (A.31)
ϑn = cos
−1
(
2n
PQ
)
(A.32)
ϕn = 2πsn (A.33)
s = g − 1 (A.34)
g =
√
5 + 1
2
(A.35)
A8 Hertzscher Dipol und Multipolentwicklung
Der TM-Anteil der Multipolentwicklungen in den Gleichungen (6.20) und (6.21) für
n = 1 und m = 0 lautet:
Er = A0
2
kr
1
kr
(
1 − j
kr
)
e−jkr cosϑ, (A.36a)
Eϑ = A0
1
kr
(
j +
1
kr
− j
(kr)2
)
e−jkr sinϑ, (A.36b)
Eϕ = Hr = Hϑ = 0, (A.36c)
Hϕ = A0
j
Γ
1
kr
(
1 − j
kr
)
e−jkr sin ϑ, (A.36d)
mit A0 = d10 − b10. Für A0 = |m|kωµ4π entspricht dies den Gleichungen (A.6), dem
Feld eines Hertzschen Dipols, der in z-Richtung orientiert ist [77].
Der verbleibende TE-Anteil für n = 1 und m = 0 führt entsprechend zum Fitzge-
raldschen Dipol.
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A9 Fernfeldnäherung für Multipolentwicklungen
Um einen möglichst einfachen Ausdruck für die Multipolentwicklungen im Fernfeld
zu erhalten, wird von der Gleichung
Nr =
1
k
(
∂2(rψ)
∂r2
+ k2rψ
)
=
n(n+ 1)
kr
ψ (A.37)
Gebrauch gemacht. Da dieser Zusammenhang auch in Kapitel 6.1.2 beim Umformen
von Gleichung (6.18) zu (6.19) nicht sofort ersichtlich ist, soll er kurz abgeleitet
werden. Dabei werden die Gleichungen (A.22) und (6.11) verwendet.
Nr =
1
k
(
∂2(rψ)
∂r2
+ k2rψ
)
=
1
k
∞
∑
n=0
Yn(ϑ, ϕ)
(
∂2(rzn(kr))
∂r2
+ k2rzn(kr)
)
=
1
k
∞
∑
n=0
Yn(ϑ, ϕ)
(
∂
∂r
(krzn−1(kr) − nzn(kr)) + k2rzn(kr)
)
=
1
k
∞
∑
n=0
Yn(ϑ, ϕ)
(
k(1 + (n− 1))zn−1(kr) − k2rzn(kr)
− n
(
kzn−1(kr) −
n + 1
r
zn(kr)
)
+ k2rzn(kr)
)
=
1
k
∞
∑
n=0
Yn(ϑ, ϕ)
(
n(n+ 1)
r
zn(kr)
)
=
n(n + 1)
kr
ψ
(A.38)
Zusätzlich wird für das Fernfeld der Multipolentwicklungen Gleichung (A.24) ver-
wendet, da von kr >> n ausgegangen werden kann. Wendet man diese Fernfeldnähe-
rung auf die Multipolentwicklung mit n = 1 und m = 0 an, so ist nicht sofort er-
sichtlich, dass der radiale Anteil im Fernfeld des Hertzschen Dipols verschwindet:
Er = A0
−2
(kr)2
e−jkr cosϑ, (A.39a)
Eϑ = A0
j
kr
e−jkr sinϑ, (A.39b)
Eϕ = Hr = Hϑ = 0, (A.39c)
Hϕ = A0
1
Γ
j
kr
e−jkr sin ϑ. (A.39d)
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Untersucht man jedoch die nach Gleichung (A.37) äquivalente Beschreibung des
Radialanteils Nr genauer, so kann gezeigt werden, dass der radiale Anteil im Fernfeld
nicht nur beim Hertzschen Dipol, sondern unabhängig von der Multipolordnung n
verschwindet.
Da für kr >> n gilt:
∂2
∂r2
(rh(2)n (kr)) + k
2rh(2)n (kr) ≈
∂2
∂r2
jn+1
k
e−jkr + kjn+1e−jkr
=
jn+1
k
(−jk) ∂
∂r
e−jkr + kjn+1e−jkr
= −jn+2(−jk)e−jkr + kjn+1e−jkr
= kjn+3e−jkr + kjn+1e−jkr
= −kjn+1e−jkr + kjn+1e−jkr = 0,
(A.40)
wird nach Gleichung (A.38) Nr = 0 und daraus folgend mit den Gleichungen (6.15)
und (6.16) Er = Hr = 0. Auf diese Weise ergeben sich auch die bekannten Feldglei-
chungen des Hertzschen Dipols für das Fernfeld:
Er = Eϕ = Hr = Hϑ = 0, (A.41a)
Eϑ = A0
j
kr
e−jkr sin ϑ, (A.41b)
Hϕ = A0
1
Γ
j
kr
e−jkr sinϑ. (A.41c)
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”
Der Vorteil der meisten Bücher liegt darin, dass
man ohne sie auskommen kann.“
George Bernard Shaw (1858 - 1950)
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[23] Hafner, C.: Beiträge zur Berechnung der Ausbreitung elektromagnetischer
Wellen in zylindrischen Strukturen mit Hilfe des Point-Matching-Verfahrens.
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