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Abstract
In 1984, Kelly and Oxley introduced the model of a random representable matroidM [An] corre-
sponding to a random matrix An ∈ F
m(n)×n
q , whose entries are drawn independently and uniformly
from Fq. Whereas properties such as rank, connectivity, and circuit size have been well-studied, for-
bidden minors have not yet been analyzed. Here, we investigate the asymptotic probability as n→∞
that a fixed Fq-representable matroidM is a minor of M [An]. (We always assume m(n) ≥ rank(M)
for all sufficiently large n, otherwise M can never be a minor of the corresponding M [An].) When
M is free, we show that M is asymptotically almost surely (a.a.s.) a minor of M [An]. When M
is not free, we show a phase transition: M is a.a.s. a minor if n − m(n) → ∞, but is a.a.s. not
if m(n) − n → ∞. In the more general settings of m ≤ n and m > n, we give lower and upper
bounds, respectively, on both the asymptotic and non-asymptotic probability that M is a minor of
M [An]. The tools we develop to analyze matroid operations and minors of random matroids may
be of independent interest.
Our results directly imply that M [An] is a.a.s. not contained in any proper, minor-closed class
M of Fq-representable matroids, provided: (i) n−m(n)→∞, and (ii) m(n) is at least the minimum
rank of any Fq-representable forbidden minor of M, for all sufficiently large n. As an application,
this shows that graphic matroids are a vanishing subset of linear matroids, in a sense made precise
in the paper. Our results provide an approach for applying the rich theory around matroid minors
to the less-studied field of random matroids.
1. Introduction
The motivation of this paper is to connect the study of random matroids with the rich theory
recently developed around matroid minors. We ask a natural question: when does a fixed minor
occur in the column dependence matroid obtained from a random matrix?
Formally, we consider Kelly and Oxley’s model of a random representable matroid M [An] corre-
sponding to a random matrix An ∈ F
m(n)×n
q , whose entries are drawn independently and uniformly
from the Galois field Fq of order q [Kelly and Oxley, 1984]. We denote this uniform distribution
over random matrices in Fm(n)×nq succinctly by [Uq]
m(n)×n, and write An ∼ [Uq]
m(n)×n to indicate
that An is drawn according to it. This paper investigates the asymptotic probability as n→∞ that
a fixed Fq-representable matroid M is a minor of M [An].
Interestingly, we are able to characterize the asymptotic probability that M is a minor of M [An]
solely by how fast the number of rows m(n) of An grows. Observe that M [An] can never have M
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as a minor if m(n) is less than the rank r(M) of M . Thus, throughout the paper, we impose the
constraint that m(n) ≥ r(M) for all sufficiently large n.
We first show that every fixed free matroidM is asymptotically almost surely (a.a.s.) a minor of
M [An]. We also give a closed-form expression for the non-asymptotic probability that this occurs,
in terms of Gaussian coefficients.
However, inclusion of non-free minors is not as simple. Formally, for any finite field Fq and any
non-free, Fq-representable matroid M , we show that the following phase transition occurs:
lim
n→∞
PAn∼[Uq ]m(n)×n {M is a minor of M [An]} =
{
1 if n−m(n)→∞
0 if m(n)− n→∞
Along the way, we show that M [An] is a.a.s. the free matroid on n elements when m(n)− n→∞,
extending a result of [Kelly and Oxley, 1984].
We also analyze the threshold between n−m(n)→∞ and m(n)−n→∞. As will be discussed
formally later – but can be seen intuitively from the above phase transition – whetherm(n) is smaller
or larger than n results in very different behaviors. So we investigate two cases: either m(n) ≥ n
for all sufficiently large n, or m(n) < n for all sufficiently large n.
In the case that m(n) ≥ n for all sufficiently large n, we show that for any non-free, Fq-
representable matroid M :
lim sup
n→∞
PAn∼[Uq]m(n)×n {M is a minor of M [An]} ≤ 1− Cq
where Cq =
∏∞
k=1
(
1− q−k
)
, and the limit superior is used only because the limit might not exist. (In
the main text, we give intuition for the constant Cq > 0 by equating it to the asymptotic probability
that a square matrix in Fn×nq is invertible [Cooper, 2000].) In order to prove this asymptotic bound,
we show the following non-asymptotic bound that holds for any m(n) ≥ n:
PA∼[Uq ]m×n {M is a minor of M [A]} ≤ 1−
n−1∏
i=0
(1− qi−m(n))
Next, in the case that m(n) < n for all sufficiently large n, we show that provided3 m(n) ≥ |E|
for all sufficiently large n, then for any non-free, Fq-representable matroid M = (E, I) with ℓ loops:
lim inf
n→∞
PAn∼[Uq ]m(n)×n {M is a minor of M [An]} >
(
1− q−|E|
)
p|E|−1,q,M
where ps,q,M ∈ (0, 1) is defined as:
ps,q,M =
(
|E|
ℓ
)(
(q − 1)
|E|−r(M)−ℓ
qs(|E|−r(M))
)
r(M)−1∏
i=0
(
1− qi−s
)
Again, the limit inferior is used only because the limit might not exist. In order to prove this
asymptotic bound, we show the following non-asymptotic bound that holds for any m ≥ r(M) and
n ≥ |E|:
PA∼[Uq ]m×n {M is a minor of M [A]} > max
k∈Z+, k≤min(n−|E|,m−r(M))
(
1− q−(n−k)
)(
1− (1− pm−k,q,M )
⌊n−k
|E|
⌋
)
We note that this second setting m(n) < n is significantly more involved because then An ∈
F
m(n)×n
q is guaranteed to have dependence relations between the columns. Intuitively, this means
3There is an analogue that only requires m(n) ≥ r(M) for sufficiently large n, but the resulting bound is messier.
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that we will likely require contractions (in addition to just deletions) to obtain M as a minor of
M [An]. But it is not even immediately clear how we should take contractions on a random matrix.
The machinery we develop in order to achieve this may be of independent interest (see Section 4.3
for an overview of these tools).
Our final result allows us to leverage the connection between matroid characterizations and
forbidden minors. Specifically, we show how our above results imply that, as n → ∞, the random
matroidM [An] is a.a.s. not in any fixed proper, minor-closed classM of Fq-representable matroids,
provided: (i) n −m(n) → ∞, and (ii) m(n) is at least the minimum rank of the Fq-representable
forbidden minors of M, for all sufficiently large n. As an example application, this directly shows
that graphic matroids are a vanishing subset of linear matroids, with respect to the uniform random
distribution [Uq]
m(n)×n, and under mild constraints on the number of rows m(n).
Along the way, we establish various results about random representable matroids and the uni-
form distribution [Uq]
m×n. We note that our techniques rely heavily on properties of the uniform
distribution [Uq]
m×n, so generalizing to other distributions over Fm×nq would likely require new
machinery.
1.1. Related work
Randommatrices and especially random graphs have become increasingly well understood [Bolloba´s,
1998; Janson et al., 2000; Tulino and Verdu´, 2004; Blake and Studholme, 2006; Tao, 2012], but the
field of random matroid theory is still much less explored. The works of [Kelly and Oxley, 1982a,b;
Oxley, 1984; Kordecki, 1988, 1996; Kordecki and  Luczak, 1991, 1999] analyze Fq-representable ran-
dom submatroids of projective geometries, while [Knuth, 1975; Mayhew et al., 2011; Lowrance et al.,
2013] study distributions over all matroids with fixed ground set size. Here, we consider the random
representable matroid model of [Kelly and Oxley, 1984], which considers distributions over all Fq-
representable matroids with fixed ground set size. But whereas [Kelly and Oxley, 1984] investigated
properties such as rank, connectivity, and circuit size of these random representable matroids, we fo-
cus in this paper on matroid minors and inclusion in proper, minor-closed classes of Fq-representable
matroids. To the authors’ knowledge, these are the first results to analyze matroid-minor properties
of random matroids.
1.2. Preliminaries and notation
We refer the reader to the excellent texts [Oxley, 1992] and [Grimmett and Stirzaker, 1992] for
background on matroid theory and probability theory, respectively. Our notation is mostly standard
and adheres to theirs, but for completeness we list a few notations we use commonly throughout
the paper. We note that we write “independent”, “linearly independent”, and “stochastically inde-
pendent” in order to disambiguate the different notions of independence in matroid theory, linear
algebra, and probability theory, respectively.
A matrix A is a representation of a matroid M if the linear independence relations between the
columns of A are identical to the independence relations between the corresponding elements of M .
A matroid M is representable over the q-element Galois field Fq, or Fq-representable for short, if M
has some matrix representation A over Fq. We follow the notation of [Oxley, 1992] to denote the
matroid corresponding to a matrix A by M [A]. We denote by r(M) the rank of the matroid M . A
free matroid is a matroid with all sets independent. A loop of a matroid is an element that does not
belong to any basis; for linear matroids, this is equivalent to a column being the zero vector.
We say that an indexed family {En}n∈N of events occurs asymptotically almost surely, or a.a.s.
for shorthand, if limn→∞ P{En} = 1. We write X ∼ D to denote that a random variable X is
distributed according to a distribution D.
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1.3. Outline of the article
Sections 2, 3, and 4 analyze the asymptotic and non-asymptotic probabilities that a fixed, Fq-
representable matroid M is a minor of the random representable matroid M [An] corresponding to
An ∼ [Uq]
m(n)×n, i.e.:
PAn∼[Uq ]m(n)×n{M is a minor of M [An]} (1)
Section 2 analyzes the probability in (1) when M is free. In Section 2.1, we give a closed-form
expression for the non-asymptotic setting. Section 2.2 analyzes the asymptotic setting as n → ∞,
and shows that under a mild constraint on the number of rows m(n) of An, every fixed free matroid
M is a.a.s. a minor of M [An].
It is more difficult to analyze the probability in (1) when M is not free. The settings m(n) ≥ n
and m(n) < n exhibit different phenomena and require separate tools to analyze, so we split these
cases into Sections 3 and 4, respectively.
In Section 3.1, we show that the probability in (1) tends a.a.s. to 0 when m(n) − n → ∞, i.e.
every fixed non-free matroidM is a.a.s. not a minor ofM [An]. In Section 3.2, we analyze the general
case when m(n) ≥ n, and give asymptotic and non-asymptotic upper bounds on this probability.
In Section 4.1, we present a non-asymptotic lower bound on (1) for the setting m(n) < n. Before
proving this result, we first present two asymptotic consequences of it in Section 4.2: first, we give
an asymptotic lower bound on (1); and second, we show that if additionally n−m(n)→∞, then (1)
tends a.a.s. to 1, i.e. every fixed non-free matroid M is a.a.s. a minor of M [An]. We then return
to prove the result stated in Section 4.1: Section 4.3 outlines the proof and overviews the tools we
need to develop for it. We develop these tools in the following Sections 4.4 and 4.5. Informally
stated, in Section 4.4, we show how to apply matroid operations to “reduce” the size of a random
representable matroid while preserving its randomness; and in Section 4.5, we show how to bound
below the probability that a representation of a matroid is a submatrix of a random representable
matroid. Finally, Section 4.6 combines these tools to prove the result stated in Section 4.1.
Section 5 contains implications of these results regarding forbidden minors and matroid charac-
terizations.
2. Probability of Containing a Free Minor
2.1. Closed-form expression for the non-asymptotic setting
The main result of this section is a closed-form expression for the probability that a fixed free
matroid M is a minor of the random representable matroid M [A] corresponding to A ∼ [Uq]
m×n.
Clearly we may restrict to the setting thatm,n ≥ r(M), otherwiseM can never be a minor ofM [A].
Our closed-form expression will be in terms of the celebrated Gaussian coefficients, which are
defined as follows for k ≤ n: [
n
k
]
q
=
k−1∏
i=0
qn−i − 1
qk−i − 1
for any q that is a prime power [van Lint and Wilson, 1992].
Theorem 1. Let Fq be any finite field, and M be any free matroid. If m,n ≥ r(M), then:
PA∼[Uq ]m×n{M is a minor of M [A]} = q
−mn
min(m,n)∑
k=r(M)
([
min(m,n)
k
]
q
k∑
i=0
(−1)k−i
[
k
i
]
q
qmax(m,n)i+(
k−i
2 )
)
The proof follows immediately from the following well-known result, which counts the number
of m× n matrices over a finite field Fq with rank k [van Lint and Wilson, 1992].
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Lemma 1. If m,n ≥ k, then the number of m× n matrices over Fq that have rank k is:[
min(m,n)
k
]
q
k∑
i=0
(−1)k−i
[
k
i
]
q
qmax(m,n)i+(
k−i
2 )
A standard proof of Lemma 1 uses Mo¨bius inversions on the lattice of subspaces of the vector
space Fnq , and can be found in [van Lint and Wilson, 1992]. We now show how Lemma 1 directly
implies Theorem 1.
Proof of Theorem 1. M is a minor of M [A] if and only if A contains r(M) linearly independent
columns, which occurs if and only if A has rank at least r(M). By Lemma 1, there are
min(m,n)∑
k=r(M)
([
min(m,n)
k
]
q
k∑
i=0
(−1)k−i
[
k
i
]
q
qmax(m,n)i+(
k−i
2 )
)
such m × n matrices over Fq. Since A ∼ [Uq]
m×n is drawn from the uniform distribution, the
probability that A is equal to a fixed such matrix is q−mn.
2.2. M is a minor of M [An] a.a.s. when n→∞
The main result of this section shows that every fixed free matroid M is a.a.s. a minor of the
random representable matroid M [An] corresponding to An ∼ [Uq]
m(n)×n, provided only m(n) ≥
r(M) for all sufficiently large n. This is formally stated as follows.
Theorem 2. Let Fq be any finite field, and M be any free matroid. If m : N → N satisfies
m(n) ≥ r(M) for all sufficiently large n, then:
lim
n→∞
PAn∼[Uq ]m(n)×n {M is a minor of M [An]} = 1
Although Theorem 2 can be proven by taking the limit as n→∞ of the non-asymptotic proba-
bility in Theorem 1, we give a simpler proof that avoids long calculations and gives a taste for the
upcoming results.
A key ingredient of the proof is the following standard calculation of the probability that a
[Uq]
m×n random matrix has full column rank. This appears in Lemma 3.1 from [Kelly and Oxley,
1984], but for completeness we restate it below in our notation.
Lemma 2 (Lemma 3.1 from [Kelly and Oxley, 1984]). Let m,n ∈ N such that m ≥ n. Then:
PA∼[Uq]m×n{A has linearly independent columns} =
n−1∏
i=0
(1− qi−m)
One can prove Lemma 2 as a special case of Lemma 1, but there is a cleaner proof that can
be found in [Kelly and Oxley, 1984]. Since their proof is quite short, and since we will use similar
techniques later in the paper, we present their proof below using our notation.
Proof. Let vi denote the i
th column of A for all i ∈ {1, . . . , n}. A simple calculation shows:
PA∼[Uq]m×n {A has lin. indep. columns} (2)
=
n∏
i=1
PA∼[Uq]m×n
{
vi /∈ span ({v1, . . . , vi−1})
∣∣ {v1, . . . , vi−1} are lin. indep.} (3)
=
n∏
i=1
(1− qi−1−m) (4)
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We will be particularly interested in lower bounds on this probability of A having full column
rank. In such situations, the following bound will often prove useful:
n−1∏
i=0
(1− qi−m) ≥ 1−
n−1∑
i=0
qi−m > 1− qn−m (5)
Since we will make much use of this lower bound, let us state it formally.
Corollary 1. Let m,n ∈ N such that m ≥ n. Then:
PA∼[Uq ]m×n{A has linearly independent columns} > 1− q
n−m
We are now ready to prove Theorem 2.
Proof of Theorem 2. We are given that m(n) ≥ r(M) for all sufficently large n. For these n, define
the submatrix Bn ∼ [Uq]
r(M)×n containing the first r(M) rows of An. Applying Corollary 1 to
BTn , Bn has full row rank a.a.s. as n → ∞. Whenever this occurs, there must exist r(M) linearly
independent columns of Bn. Clearly the corresponding columns from An must also be linearly
independent. Thus the submatroid of M [An] formed by the column dependence of these columns is
isomorphic to M , so M is a minor of M [An].
3. Probability of Containing a Non-Free Minor when m(n) ≥ n
We now investigate the probability that a non-free, Fq-representable matroid M is a minor of
M [An], in the case that An ∼ [Uq]
m(n)×n has at least as many rows as columns.
3.1. M is a.a.s. not a minor of M [An] when m(n)− n→∞
The main result of this section establishes that if m(n) − n →∞, then M is a.a.s. not a minor
of M [An]. This is formally stated as follows.
Theorem 3. Let Fq be any finite field, and M be any non-free, Fq-representable matroid. If m :
N→ N satisfies m(n)− n→∞, then:
lim
n→∞
PAn∼[Uq ]m(n)×n {M is a minor of M [An]} = 0
In order to prove Theorem 3, we will first give a strong characterization of the asymptotic
structure of the matroid M [An] when m(n) − n → ∞: it is a.a.s. the free matroid. We note that
this extends Theorem 3.2 of [Kelly and Oxley, 1984].
Lemma 3. Let Fq be any finite field, m : N → N satisfy m(n) − n → ∞, and An ∼ [Uq]
m(n)×n.
Then M [An] is a.a.s. the free matroid on n elements.
Proof. By Corollary 1, An ∼ [Uq]
m(n)×n has full column rank a.a.s. as n → ∞. Whenever this
occurs, M [An] is the free matroid over n elements.
The proof of Theorem 3 now follows directly from Lemma 3.
Proof of Theorem 3. By Lemma 3,M [An] a.a.s. is the free matroid over n elements, and thus cannot
contain any non-free matroid M as a minor.
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3.2. Probability that M is a minor of M [An] in the general case when m(n) ≥ n
Theorem 3 above gives a clean characterization of limn→∞ PAn∼[Uq ]m(n)×n {M is a minor of M [An]}
when m(n) − n → ∞. Here, we give asymptotic and non-asymptotic bounds for the more general
case of m(n) ≥ n.
We first present the non-asymptotic bound, since the asymptotic result follows directly from it.
Theorem 4. Let Fq be any finite field, and M be any non-free, Fq-representable matroid. If m ≥ n,
then:
PA∼[Uq ]m×n {M is a minor of M [A]} ≤ 1−
n−1∏
i=0
(1 − qi−m) (6)
Proof. By Lemma 2, A has full column rank with probability
∏n−1
i=0 (1 − q
i−m). Whenever this
occurs, M is the free matroid over n elements, and thus cannot contain the non-free matroid M as
a minor.
The main asymptotic result of this section now follows directly from taking the limit (superior)
of the bound in Theorem 4.
Theorem 5. Let Fq be any finite field, and M be any non-free, Fq-representable matroid. If m :
N→ N satisfies m(n) ≥ n for all sufficiently large n, then:
lim sup
n→∞
PAn∼[Uq ]m(n)×n {M is a minor of M [An]} ≤ 1− Cq (7)
where Cq =
∏∞
k=1
(
1− q−k
)
.
Proof of Theorem 5. For all sufficiently large n, we have m(n) ≥ n. Thus we may invoke Theorem 4
for each such n to obtain the lower bound
∏n−1
i=0 (1− q
i−m(n)) ≥
∏n−1
i=0 (1− q
i−n), which tends to Cq
from above, as n→∞.
Let us provide some intuition about the constant Cq =
∏∞
k=1
(
1− q−k
)
. By Lemma 2, this is
precisely the limiting probability that a uniformly drawn square matrix over Fq is invertible [Cooper,
2000]:
lim
n→∞
PAn∼[Uq ]n×n{A nonsingular} = limn→∞
n∏
k=1
(
1− q−k
)
=
∞∏
k=1
(
1− q−k
)
= Cq
Recall Euler’s famous Pentagonal Number Theorem [Apostol, 1976], which states the following
identity holds and converges absolutely for all |x| < 1:
∞∏
k=1
(1 − xk) =
∞∑
k=0
(−1)
k (
1− x2k+1
)
xk(3k+1)/2
Thus in particular we have that Cq > 1−
1
q −
1
q2 > 0 is a well-defined constant bounded away from
0, since the size q of any Galois field Fq is at least 2.
4. Probability of Containing a Non-Free Minor when n > m(n)
We now investigate the probability that a non-free, Fq-representable matroid M is a minor of
M [An], in the case that An ∼ [Uq]
m(n)×n has more columns than rows.
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4.1. A non-asymptotic lower bound on the probability M is a minor of M [An]
The main result in this section is the following non-asymptotic lower bound.
Theorem 6. Let Fq be any finite field, and M = (E, I) be any non-free, Fq-representable matroid
with ℓ loops. If m,n ∈ N satisfy (i) m ≥ r(M); and (ii) n ≥ |E|, then:
PA∼[Uq ]m×n {M is a minor of M [A]} > max
k∈Z+, k≤min(n−|E|,m−r(M))
(
1− q−(n−k)
)(
1− (1− pm−k,q,M )
⌊n−k
|E|
⌋
)
where ps,q,M ∈ (0, 1) is defined as:
ps,q,M =
(
|E|
ℓ
)(
(q − 1)|E|−r(M)−ℓ
qs(|E|−r(M))
)
r(M)−1∏
i=0
(
1− qi−s
)
The proof of Theorem 6 is delayed until Section 4.6, since we will first need to develop tools
to analyze minors of random matroids (see Sections 4.3, 4.4, and 4.5). But before describing those
tools, let us first state in Section 4.2 two direct consequences of this result for the asymptotic setting
of n→∞.
4.2. Asymptotic probability that M is a minor of M [An] when n > m(n)
This section contains two results on the asymptotic probability that M is a minor of M [An]
when n > m(n). The first result gives a general lower bound on this probability. The second result
shows that if additionally n −m(n) → ∞, then this probability tends to 1; that is, M a.a.s. is a
minor of M [An]. Both of these results are proved as direct corollaries of Theorem 6, the first by
setting k(n) := m(n) + 1− |E|; and the second by setting k(n) := m(n)− r(M).
Let us first present the general lower bound.
Theorem 7. Let Fq be any finite field, and M = (E, I) be any non-free, Fq-representable matroid
with ℓ loops. If m : N→ N satisfies n > m(n) ≥ |E| for all sufficiently large n, then:
lim inf
n→∞
PAn∼[Uq ]m(n)×n {M is minor of M [An]} >
(
1− q−|E|
)
p|E|−1,q,M
Proof. By assumption, all sufficiently large n ∈ N satisfy m(n) ≥ r(M) and n ≥ |E|. For all such
n, apply Theorem 6 with k(n) = m(n) + 1− |E|. The desired result then follows by observing that
lim infn→∞(n − k(n)) ≥ |E|, that pm(n)−k(n),q,M = p|E|−1,q,M , and that 1 − (1 − p)
t ≥ p for any
p ∈ (0, 1) and t ≥ 1.
Now for the second result: we show that if additionally n−m(n)→∞, then M a.a.s. is a minor
of M [An]. This is formally stated as follows.
Theorem 8. Let Fq be any finite field, and M = (E, I) be any non-free, Fq-representable matroid.
If m : N→ N satisfies (i) m(n) ≥ r(M) for all sufficiently large n; and (ii) n−m(n)→∞, then:
lim
n→∞
PAn∼[Uq ]m(n)×n {M is a minor of M [An]} = 1
Proof. By assumption, all sufficiently large n ∈ N satisfy m(n) ≥ r(M), n ≥ |E|, and n − |E| ≥
m(n)−r(M). For all such n, apply Theorem 6 with k(n) := m(n)−r(M) to obtain the lower bound:
PA∼[Uq ]m×n {M is a minor of M [A]} >
(
1− q−(n−k(n))
)(
1−
(
1− pr(M),q,M
)⌊n−k(n)
|E|
⌋
)
Both factors in the lower bound clearly tend to 1 as n→∞, because n− k(n)→∞ and pr(M),q,M
is independent of n. Since the limit of products is equal to the product of limits (if they exist), and
since a probability measure is bounded above by 1, the limiting probability of M being a minor of
M [An] is 1.
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4.3. Proof outline for Theorem 6
There are, roughly speaking, two main steps in the proof. Informally, these are: (1) finding a
sequence of matroid operations onM [A] that produce an “appropriately sized” random representable
matroid M [B]; and (2) bounding below the probability that M is a minor of M [B]. We develop the
tools for the first step in Section 4.4, and the the tools for the second in Section 4.5.
For clarity of explaining these steps, however, let us first describe the second step, since it will
motivate why we need the first one to get a good final bound. For notational convenience, let us
denote by Rt,q(M) the set of t × |E| representations of an Fq-representable matroid M = (E, I)
over Fq. To start with, let us assume for simplicity that n = |E|. Then we can bound below the
probability that M is a minor of M [A], by the probability that A ∈ Rm,q(M). Since A is drawn
from the uniform distribution [Uq]
m×|E|, A is equal to a fixed element of Rm,q(M) with probability
q−m|E|. Thus:
PA∼[Uq ]m×|E|{M is a minor of M [A]} ≥ q
−m|E| |Rm,q(M)| (8)
Thus it suffices to bound below the number |Rm,q(M)| of m × |E| representations of M over Fq.
We do precisely this (see Lemma 7), which immediately gives a bound for the case when A is of
dimension m× |E|.
However, the story is not quite finished. Unfortunately, the number of representations |Rm,q(M)|
increases at a rate of roughly
[
m
r(M)
]
q
≈ qmr(M) as a function of m, which gets exponentially overrun
by the q−m|E| factor in equation (8). Therefore, if we do not have any additional tools, any bounds
would become weaker exponentially fast in terms of m.
This motivates the first step in the proof, in which we, informally, “reduce” the number of rows
of A. Specifically, we first extract from M [A] a minor M [B] that is a random representable matroid
with m− k ≥ r(M) rows instead of m rows. Since M is a minor of M [A] whenever M is a minor of
M [B], we can then apply the above techniques and get a bound which decays in m− k rather than
in m.
So let us describe how to extract the minor M [B] fromM [A]. It is not immediately obvious how
to do this on the random matroid M [A] because we can only control the minor we obtain when we
apply contractions to deterministic columns. (Clearly we need contractions because just applying
deletions to the columns of M [A] will not help us.) The simple but key idea is that because the
elements of A are stochastically independent, conditioning on the drawing of some elements of A
does not affect the distribution of any of the other elements. Thus the strategy will roughly be to
draw k columns of A, argue that they are linearly independent with some large probability (in terms
of k, m, and n) by Corollary 1, and then contract on (and delete) them. Informally, the resulting
matroid is isomorphic to the random representable matroid M [B], where B ∼ [Uq]
(m−k)×(n−k) is of
smaller dimension.
We note that in order forM to be a minor ofM [B], we must havem−k ≥ r(M) and n−k ≥ |E|.
That is, k must be bounded above by min(n− |E|,m− r(M)).
Finally, we describe what happens when we let n grow.4 If we partition the matrix B into
t = ⌊n/|E|⌋ blocks B1, . . . , Bt of size |E| (throwing away any excess columns), we know M is a
minor of B ifM is a minor of any of the Bi. By the above, we know how to calculate the probability
p of the latter event for each i, since each Bi has exactly |E| columns. Since the Bi are independent,
we have that at least one of the Bi contains M as a minor with probability at least 1− (1− p)
t.
4This could be viewed as a third, separate step, but because it is simple, we combine its details with the second
step in Section 4.5.
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4.4. Finding a sequence of matroid operations to obtain an appropriately sized random minor of a
random representable matroid
The main tool we develop in this section is the following lemma, which bounds below the prob-
ability that we can extract a random minor M [B] from the random representable matroid M [A],
where A ∼ [Uq]
m×n and B ∼ [Uq]
(m−k)×(n−k) for k ≤ min(m,n).
Lemma 4. Let A ∼ [Uq]
m×n, and k ∈ N satisfy k ≤ min(m,n). Then with probability greater than
1− qk−max(m,n)
there exists a sequence of contractions and deletions on M [A] that produce a random representable
matroid M [B] corresponding to B ∼ [Uq]
(m−k)×(n−k).
We note that in this paper, we will only use the above Lemma 4 when n > m, in which case the
sequence of matroid operations exists with probability greater than 1 − qk−n. However, we state
the lemma in the more general form where m can be larger than n, in the hope that this tool of
analyzing matroid operations on random matrices is of independent interest.
A crucial ingredient in the proof of Lemma 4 is the following fact, which states that the distri-
bution [Uq]
m×n of random matrices is invariant under a change of basis.
Lemma 5. If A ∼ [Uq]
m×n and P ∈ Fm×mq is invertible, then PA ∼ [Uq]
m×n.
Proof. Denote the uniform distribution over Fq by Uq. The following two simple observations will be
helpful. First, cX ∼ Uq if X ∼ Uq and c ∈ F
×
q . Second, X + Y ∼ Uq if X,Y ∼ Uq are stochastically
independent.
First, we show that each (PA)ij ∼ Uq. We have (PA)ij =
∑
k Pi,kAk,j =
∑
k:Pi,k 6=0
Pi,kAk,j .
Observe that |{k : Pi,k 6= 0}| > 0, since P is invertible. By the first observation above, Pi,kAk,j ∼ Uq
for each k in the summand. Since the terms {Pi,kAk,j} are functions of stochastically independent
random variables, they are themselves stochastically independent, and thus
∑
k:Pi,k 6=0
Pi,kAk,j ∼ Uq
by the second observation and a simple induction argument.
It remains to show that {(PA)ij} are stochastically independent. Simply observe that for all
Y ∈ Fm×nq :
P{(PA)ij = Yij , ∀i, j} = P{PA = Y } = P{A = P
−1Y } = q−nm =
∏
i,j
P{(PA)ij = Yij}
We are now ready to prove Lemma 4.
Proof of Lemma 4. Case 1: m > n. We show that there exists such a sequence of matroid operations
on A with probability greater than 1 − qk−m. Partition the random matrix A into blocks as A =[
L R
]
, where L contains the left-most k columns, and R contains the remaining n − k columns.
A simple but key observation is that: because the entries of A are stochastically independent,
conditioning on the drawing of some entries of A does not affect the distribution of any of the other
entries. So draw the entries of L, but leave R as a random matrix. As we will see, this allows us to
preserve randomness in the resulting matroid minor.
By applying Corollary 1 to AT , we know that the columns of L are linearly independent with
probability greater than 1− qk−m. Whenever this occurs, we may apply the following operations to
A: apply a possible change of basis that maps these first k columns to the standard basis vectors
e1, . . . , ek; then contract by them (and delete them). Observe that contraction (and deletion) of a
unit column corresponds to deleting that column as well as the row containing the non-zero entry.
Thus by Lemma 5, the resulting random matrix is of the form B ∼ [Uq]
(m−k)×(n−k).
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Case 2: m ≤ n. Now we show that there exists such a sequence of matroid operations on A with
probability greater than 1 − qk−n. This will take slightly more care because we (of course) cannot
contract a column-dependence matroid by its rows.
Partition the random matrix A into blocks as follows:
A =
[
G ∼ [Uq]
k×n
H ∼ [Uq]
(m−k)×n
]
As in Case 1 above, we will draw some entries of A but not all of them, in order to preserve
randomness in the resulting matroid minor. Specifically, draw the entries of G, but leave H as a
random matrix for now.
By applying Corollary 1 to GT , we know that the rows of G are linearly independent with
probability greater than 1 − qk−n. Because row rank equals column rank for matrices, this would
imply the existence of a linearly independent subset of k columns in G. Without loss of generality,
we may assume that these are the first k columns of G, giving us the following picture:
A =
[
W ∈ Fk×kq X ∈ F
k×(n−k)
q
Y ∼ [Uq]
(m−k)×k Z ∼ [Uq]
(m−k)×(n−k)
]
where W and X are drawn, Y and Z are still random, and W is full rank. Now draw the entries in
Y . By a basic property of linear algebra, the first k columns of A (i.e. those corresponding to the
columns of W ) are linearly independent regardless of the value of Y .
Therefore, with probability greater than 1 − qk−n, we may apply the following operations to
A: apply a possible change of basis that maps these first k columns to the standard basis vectors
e1, . . . , ek; then contract by them (and delete them). By an identical argument to the one used in
case 1 above, the resulting random matrix is of the form B ∼ [Uq]
(m−k)×(n−k).
4.5. Lower bounding the probability of containing a minor, by counting representations over Fq
In this section, we provide lower bounds on the probability that a random representable matroid
contains a given minor. The main result of this section is the following.
Lemma 6. Let Fq be a finite field, and M = (E, I) be any Fq-representable matroid with ℓ loops.
Then for any m ≥ r(M) and n ≥ |E|:
PA∼[Uq ]m×n {M is a minor of M [A]} ≥ 1− (1− pm,q,M )
⌊ n|E| ⌋
The main tool we will use to prove Lemma 6 is the following lower bound on the number of
representations a matroid has over Fq.
Lemma 7. Let Fq be any finite field, M = (E, I) be any Fq-representable matroid with ℓ loops, and
m ≥ r(M). There are at least
(
|E|
ℓ
)
(q − 1)
|E|−r(M)−ℓ∏r(M)
i=1
(
qm − qi−1
)
representations of M over
Fq of dimension m× |E|.
Proof. By the assumptions thatM is Fq-representable and m ≥ r(M), there exists some representa-
tion R ∈ Fm×|E|q ofM . Fix any basis S ⊆ E ofM ; then the corresponding set of columns R[S] spans
the column space of R. For any set S′ of |S| = r(M) linearly independent vectors in Fmq , consider
any invertible linear map PS′ : F
m
q → F
m
q that sends the columns R[S] to the columns in S
′. Since
a change of basis clearly does not affect the linear independence of columns, each matrix PS′R is a
valid representation ofM . Further, the representations PS′R are clearly distinct for distinct sets S
′,
regardless of which mappings PS′ were chosen. Thus since there are
∏r(M)
i=1
(
qm − qi−1
)
such sets
S′, there are at least
∏r(M)
i=1
(
qm − qi−1
)
representations R ∈ Fm×|E|q of M , none of which send the
columns R[S] to the same columns PS′R[S].
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Next, for each such representation PS′R, we can multiply each non-zero column (equivalently,
each column corresponding to a non-loop element of M) that is not in the basis S′ by any element
of F×q and still be a representation of M . Since there are precisely |E| − r(M)− ℓ of these columns,
there are at least (q − 1)|E|−r(M)−ℓ
∏r(M)
i=1
(
qm − qi−1
)
representations R ∈ Fm×|E|q of M .
Finally, we can introduce a factor of
(
|E|
ℓ
)
to account for the ordering of the columns. If we treat
all non-zero columns as one type of column, and all zero columns (loops) as another type, we see
there are
(
|E|
ℓ
)
distinct ways to arrange the zero and non-zero columns.
We are now ready to prove Lemma 6.
Proof of Lemma 6. Denote t = ⌊ n|E|⌋. Partition the first t|E| columns of A into t blocks of size
|E|, and denote the resulting submatrices by A1, . . . , At ∈ F
m×|E|
q . By Lemma 7, there are at
least
(
|E|
ℓ
)
(q − 1)
|E|−r(M)−ℓ∏r(M)
i=1 (q
m − qi−1) representations R ∈ Fm×|E|q of M , each occuring
with probability q−m|E| when drawn from the uniform distribution [Uq]
m×|E|. Therefore, for each
i ∈ {1, . . . , t}, the probability that M is a minor of M [Ai] is bounded below by pm,q,M .
Now, since the events that M is a minor of M [Ai] are stochastically independent, M is a minor
of at least one of the M [Ai] with probability at least 1 − (1− pm,q,M ))
t. This completes the proof
since M is a minor of M [A] whenever it is a minor of one of the M [Ai].
4.6. Proof of Theorem 6
Now that we have tools to analyze minors of random representable matroids, we are finally ready
to prove Theorem 6. The proof formalizes the intuition given earlier about how to bound below the
probability that M is a minor of M [A].
Proof of Theorem 6. It suffices to show that the desired inequality holds for each positive integer
k ≤ min(n − |E|,m − r(M)). So fix any such k. Applying Lemma 4 to A, we have that with
probability greater than 1 − q−(n−k), there exists a sequence S of contractions and deletions on
M [A] that result in a linear matroid M [B], where B ∼ [Uq]
(m−k)×(n−k). Therefore, by conditioning
on whether such a sequence S exists:
PA∼[Uq]m×n{M is minor of M [A]} (9)
>
(
1− q−(n−k)
)
· PA∼[Uq ]m×n{M is minor of M [A]
∣∣∣ ∃ sequence S} (10)
≥
(
1− q−(n−k)
)
· PB∼[Uq ](m−k)×(n−k){M is minor of M [B]} (11)
≥
(
1− q−(n−k)
)
·
(
1− (1− pm−k,q,M )
⌊n−k
|E|
⌋
)
(12)
where the inequality in (11) is due to the fact that a minor of a minor of a matroid is also a minor
of that matroid, and the inequality in (12) follows by an application of Lemma 6.
5. Implications about Inclusion of Large Random Representable Matroids in Proper,
Minor-Closed Classes of Fq-Representable Matroids
Because the study of matroid minors is closely entwined with the study of matroid character-
izations, we can obtain information about the matroid class of a [Uq]
m(n)×n random matrix by
considering forbidden-minor characterization theorems.
Combining our results in Theorems 2 and 8 directly gives that for every finite field Fq and every
fixed proper, minor-closed classM of Fq-representable matroids,M is a vanishingly small subset of
linear matroids with respect to the distribution [Uq]
m(n)×n (under mild assumptions on m : N→ N).
This result is formally stated as follows.
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Theorem 9. 5 Let Fq be a finite field. Consider any proper, minor-closed classM of Fq-representable
matroids, and let kM be the minimum rank of any Fq-representable excluded minor of M. If
m : N→ N satisfies (i) m(n) ≥ kM for all sufficiently large n; and (ii) n−m(n)→∞, then:
lim
n→∞
PAn∼[Uq ]m(n)×n{M [An] 6∈ M} = 1
Proof. Let M be an Fq-representable excluded minor of M with rank kM. Then the probability
that M [An] 6∈ M is bounded below by the probability that M is a minor of M [An]. By Theorems 2
and 8, the latter probability tends to 1 as n→∞, since by assumption m(n) ≥ kM = r(M) for all
sufficiently large n.
The power of Theorem 9 is that it can easily be combined with any known forbidden-minor
characterization. For example, we can show that graphic matroids are a vanishing subset of linear
matroids, with respect to the uniform random distribution [Uq]
m(n)×n, and under mild constraints
on m : N→ N.
This is an interesting result in itself. It is known that graphic matroids are a subset of linear
matroids, since every graph can be represented as a matrix (its oriented incidence matrix), but
not every matrix can be represented as a graph (Tutte’s Theorem gives necessary and sufficient
conditions [Tutte, 1959]). However, it is not obvious how frequently a random linear matroid is
graphic. This is given by the following corollary.
Corollary 2. Let Fq be any finite field, and let m : N→ N satisfy n−m(n)→∞. Then
lim
n→∞
PAn∼[Uq ]m(n)×n{M [An] is not a graphic matroid} = 1
if for all sufficiently large n: m(n) ≥ 2 if q > 2 or m(n) ≥ 3 if q = 2.
Proof. By Theorem 9, it suffices to compute kM the minimum rank of Fq-representable excluded
minors of graphic matroids. To do this, recall Tutte’s characterization of graphic matroids, which
states that a matroid is graphic if and only if it does not contain as a minor any of U2,4, F7, F
∗
7 ,
M∗(K5), and M
∗(K3,3) [Tutte, 1959], where M(G) denotes the matroid corresponding to a graph
G. The only matroid of these that has rank 2 is U2,4, which is Fq-representable only for q > 2 [Tutte,
1965]. Thus the rank kM of the smallest Fq-representable excluded minor is either rank(U2,4) = 2
if q > 2, or rank(F7) = 3 if q = 2.
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