The ability to handle large scale variations is crucial for many real world visual tasks. A straightforward approach for handling scale in a deep network is to process an image at several scales simultaneously in a set of scale channels. Scale invariance can then, in principle, be achieved by using weight sharing between the scale channels together with max or average pooling over the outputs from the scale channels. The ability of such scale channel networks to generalise to scales not present in the training set over significant scale ranges has, however, not previously been explored. We, therefore, present a theoretical analysis of invariance and covariance properties of scale channel networks and perform an experimental evaluation of the ability of different types of scale channel networks to generalise to previously unseen scales. We identify limitations of previous approaches and propose a new type of foveated scale channel architecture, where the scale channels process increasingly larger parts of the image with decreasing resolution. Our proposed FovMax and FovAvg networks perform almost identically over a scale range of 8 also when training on single scale training data and give improvements in the small sample regime.
I. INTRODUCTION
Scaling transformations are as pervasive in natural image data as translations. In any natural scene, the size of the projection of an object on the retina or a digital sensor varies continuously with the distance between the object and the observer. Convolutional neural networks (CNNs) already encode structural assumptions about translation invariance and locality. A vanilla CNN is, however, not designed for multiscale processing, since the fixed size of the filters together with the depth and max-pooling strategy applied implies a preferred scale. Encoding structural priors about visual transformations, including scale or affine invariance, is an integrated part of a range of successful classical computer vision approaches. There is also a growing body of work on invariant CNNs, especially concerning invariance to 2D/3D rotations and flips (see e.g. [1] - [3] ). The possibilities for CNNs to generalise to previously unseen scales are, however, not well explored. We propose that structural assumptions about scale could, similarly to translation covariance, be a useful prior in convolutional neural networks. Scale-invariant CNNs could enable both multi-scale processing and predictable behaviour when encountering objects at novel scales, without the need to fully span all possible scales in the training set.
One of the simplest CNN architectures used for covariant and invariant image processing is a channel network (also The support from the Swedish Research Council (contract 2018-03586) is gratefully acknowledged. referred to as siamese network) [3] . In such an architecture, transformed copies of the input image are processed in parallel by different "channels" (subnetworks) corresponding to a set of image transformations. If combined with weight sharing and max or average pooling over the output from the channels, this approach can enable invariant recognition for finite transformation groups.
An invariant scale channel network is a natural extension of invariant channel networks for rotations [3] . It can equivalently be seen as a way of extending ideas underlying the classical scale-space methodology [4] to deep learning. It should be noted that a channel architecture for scale-invariant recognition poses additional challenges compared to recognition over finite groups. First, scaling transformations are, as opposed to 2D or 3D rotations, not a compact group (intuitively, there is no smallest or largest scale). Second, scaling implies a change in image size and resolution for discrete image data. The subject of this paper is to investigate the possibility for CNNs to generalise to previously unseen scales by means of a scale channel architecture.
A. Contribution and novelty
The key contributions of our work are as follows:
• We perform a theoretical analysis of invariance and covariance properties of scale channel networks. • We present a new family of invariant foveated scale channel networks. • We evaluate different types of scale channel networks and a standard CNN on the task of scale generalisation over wide scale ranges, using a new variation of the MNIST dataset with large scale variations. • We demonstrate inherent limitations of previous scale channel approaches. • We show that our proposed foveated networks can enable very good generalisation to unseen scales and improvements in the small sample regime. This is, to our knowledge, the first study to evaluate and demonstrate means for CNNs to generalise to unseen scales over significant scale ranges.
B. Related work
In classical scale-space theory [4] - [8] a multi-scale representation of an input image is created by convolving the image with a set of rescaled Gaussian kernels and Gaussian derivative filters, which are then often combined in non-linear ways. The scale channel networks described in this paper can be seen as an extension of this philosophy of processing an image at all scales simultaneously but using deep non-linear feature extractors learned from data.
CNNs can give impressive performance but they are sensitive to scale variations. Performance degrades for scales not present in the training set [9] - [11] , different network structure is optimal for small vs large images [11] and it is possible to construct adversarial examples by means of small translations rotations and scalings [9] , [10] . State-of-the-art CNN based object detection approaches all employ different mechanisms to deal with scale variability, e.g. branching off classifiers at different depths [12] , learning to transform the input or the filters [13] , [14] , or using different types of image pyramids [15] - [17] . The goal of these approaches has, however, not been to generalise to previously unseen scales and they lack the structure necessary for true scale invariance.
Examples of handcrafted scale invariant hierarchical descriptors are [18] , [19] . We are, here, interested in combining scale invariance with learning. There exist some previous work aimed explicitly at scale invariant recognition in CNNs [20] - [23] . These approaches have, however, either not been evaluated for the task of generalisation to scales not present in the training set [21] - [23] or only across a very limited scale range [20] . Previous scale channel networks exist, but are explicitly designed for multi-scale processing [24] , [25] rather than scale invariance or have not been evaluated with regard to their ability to generalise to unseen scales over any significant scale range [15] , [20] .
II. THEORY
In this section, we will introduce a mathematical framework for scale channel networks based on a continuous model of the image space. This model enables straightforward analysis of the covariance and invariance properties of the channel networks that are later approximated in a discrete implementation. We, here, generalise previous analysis of invariance properties of channel networks [3] to scale channel networks. We further analyse covariance properties and additional options for aggregating information across transformation channels.
A. Images and image transformations
We consider images f : R N → R that are measurable functions in L ∞ (R N ) and denote this space of images as V . A group of image transformations corresponding to a group G is a family of image transformations T g (g ∈ G) with a group structure. We denote the combination of two group elements g, h ∈ G by gh and the cardinality of G as |G|. Formally, a group G induces an action on functions by acting on the underlying space on which the function is defined (here the image domain). We are here interested in the group of uniform scalings around x 0 with the group action
where S s = diag(s). For simplicity, we often assume x 0 = 0 and denote S s,0 as S s corresponding to
We will also consider the translation group with the action (where δ ∈ R N )
B. Invariance and covariance
Consider a general feature extractor Λ : V → K that maps an image f ∈ V to a feature representation y ∈ K. In our continuous model, K will typically correspond to a set of M feature maps (functions) so that Λf ∈ V M . This is a continuous analogue of a discrete convolutional feature map with M features.
A feature extractor Λ is covariant to a transformation group G (formally to the group action) if there exists an input independent transformationT g that can align the feature maps of a transformed image with those of the original image
for all g ∈ G and f ∈ V . Thus, for a covariant feature extractor it is possible to predict the feature maps of a transformed image from the feature maps of the original image. A feature extractor Λ is invariant to a transformation group G if the feature representation of a transformed image is equal to the feature representation of the original image
for all g ∈ G and f ∈ V . Invariance is thus a special case of covariance whereT g is the identity transformation.
C. Continuous model of a CNN
Let φ : V → V M k denote a continuous CNN with k layers and M i feature channels in layer i. Let θ (i) represent the transformation between layers i − 1 and i such that
where c ∈ {1, 2, . . . M k } denotes the feature channel and φ = φ (k) . We model the transformation θ (i) between two adjacent layers φ (i−1) f and φ (i) f as a convolution followed by the addition of a bias term b i,c ∈ R and the application of a pointwise non-linearity σ i : R → R:
where g
m,c ∈ L 1 (R N ) denotes the convolution kernel that propagates information from feature channel m in layer i − 1 to output feature channel c in layer i. A final fully connected classification layer with compact support can also be modelled as a convolution combined with a non-linearity σ k that represents a softmax operation over the feature channels. Since each scale channel has a fixed size receptive field/support region in the scale channels, they will together process input regions corresponding to varying sizes in the original image (circles of corresponding colors). b) This corresponds to a type of foveated processing, where the center of the image is processed with high resolution, which works well to detect small objects, while larger regions are processed using gradually reduced resolution, which enables detection of larger objects. c) There is a close similarity between this model and the foveal scale space model [26] , which was motivated by a combination of regular scale space axioms with a complementary assumption of a uniform processing capacity at all scales.
D. Scale channel networks
The key idea underlying channel networks is to process transformed copies of an input image in parallel, in a set of network "channels" (subnetworks) with shared weights. For finite transformation groups, such as discrete rotations, using one channel corresponding to each group element and applying max pooling over the channel dimension can give an invariant output code. For continuous but compact groups, invariance can instead be achieved for a discrete subgroup.
The scaling group does, however, imply additional challenges, since it is neither finite nor compact. The key question that we adress here, is whether a scale channel network can still support invariant recognition.
We will define a multi-column scale channel network Λ : V → V M k for the group of scaling transformations S by using a single base network φ :
where each channel thus applies exactly the same operation to a scaled copy of the input image (see Figure 1a ). We will denote the mapping from the input image to the scale channel feature maps at depth i as
A scale channel network invariant to the continuous group of uniform scaling transformations S = {s ∈ R + } can be constructed using an infinite set of scale channels {φ s } s∈S .
The following analysis also holds for a set of scale channels corresponding to a discrete subgroup of the group of uniform scaling transformations such that S = {γ i |i ∈ Z}.
The final output Λf from the scale channel network is an aggregation across the scale dimension of the last layer scale channel feature maps. In our theoretical treatment, we combine the output of the scale channels by the supremum
Other permutation invariant operators such as averaging operations, could also be used. For this construction, the network output will be invariant to rescalings around
. This architecture is appropriate when characterising a single centered object that might vary in scale and it is the main architecture we explore in this paper. Alternatively, one may instead pool over corresponding image points in the original image by operations of the form
This descriptor instead has the invariance property
for all x 0 , i.e. when scaling around an arbitrary image point, the output at that specific point does not change (local scale invariance). This property makes it more suitable to describe scenes with multiple objects.
1) Scale covariance: Consider a scale channel network Λ (10) that expands the input over the group of uniform scaling transformations S. We can relate the feature map representation Γ (i) for a scaled image copy S t f for t ∈ S and its original f in terms of operator notation as
where we have used the definitions (8) and (9) together with the fact that S is a group. A scaling of an image thus only results in a multiplicative shift in the scale dimension of the feature maps. A more general and more rigorous proof using an integral representation of a scale channel network is given in Section II-E.
2) Scale invariance: Consider the scale channel network Λ sup (10) that selects the supremum over scales. We will show that Λ sup is scale invariant i.e. that
First, (12) gives that {φ
Then, we note that {st} s∈S = St = S. This holds both in the case when S = R + and in the case when S = {γ i |i ∈ Z}. Thus, we have
i.e. the set of outputs from the scale channels for a transformed image is equal to the set of outputs from the scale channels for its original image. For any permutation invariant aggregation operator, such as the supremum, we have that
and, thus, Λ is invariant to uniform rescalings.
E. Proof of scale and translation covariance using an integral representation of a scale channel network
We, here, prove the transformation property
of the scale channel feature maps under a more general combined scaling transformation and translation of the form
corresponding to
using an integral representation of the deep network. In the special case when x 1 = x 2 = x 0 , this corresponds to a uniform scaling transformation around x 0 (i.e. S x0,s ). With x 1 = x 0 and x 2 = x 0 + δ, this corresponds to a scaling transformation around x 0 followed by a translation D δ . Consider a deep network φ (i) (6) and assume the integral representation (7) , where we for simplicity of notation incorporate the offsets b i,c into the non-linearities σ i,c . By expanding the integral representation of the rescaled image h (18), we have that that the feature representation in the scale channel network is given by (with M 0 = 1 for a scalar input image):
Under the scaling transformation (17), the part of the integrand h s (x − ξ i − ξ i−1 − · · · − ξ 1 ) transforms as follows:
Inserting this transformed integrand into the integral representation (19) gives
which we recognize as
and which proves the result. Note that for a pure translation (S t = I, x 1 = x 0 and x 2 = x 0 + δ) this gives
Thus, translation covariance is preserved in the scale channel network but the magnitude of the spatial shift in the feature maps will depend on the scale channel.
III. DISCRETE SCALE CHANNEL NETWORKS
Discrete scale channel networks are implemented by using a standard discrete CNN as the base network φ. For practical applications, it is also necessary to restrict the network to include a finite number of scale channelsŜ = {γ i } −Kmin≤i≤Kmax .
The input image f : Z 2 → R is assumed to be of finite support. The outputs from the scale channels are, here, aggregated using e.g. max pooling
or average pooling
We will also implement discrete scale channel networks that concatenate the outputs from the scale channels followed by an additional transformation ϕ : R Mi|Ŝ| → R Mi that mixes the information from the different channels
Λ conc does not have any theoretical guarantees of invariance, but since scale concatenation of outputs from the scale channels has been previously used with the explicit aim of scale invariant recognition [20] , we will evaluate it also here.
A. Foveated processing
A standard convolutional neural network φ has a finite support region Ω in the input. When rescaling an input image of fixed size/finite support in the scale channels, it is necessary to decide how to process the resulting images of varying size using a feature extractor with fixed support. One option is to process regions of constant size in the scale channels corresponding to regions of different sizes in the input image. This results in foveated image operations, where a smaller region around the center of the input image is processed with high resolution, while gradually larger regions of the input image are processed with gradually reduced resolution (see Figure 1b -c). We will refer to the foveated network architectures Λ max , Λ avg and Λ conc as the FovMax network, the FovAvg network and the FovConc network respectively.
B. Approximation of scale invariance
Foveated processing combined with max or average pooling will give an approximation of the scale invariance in the continuous model (Section II-D2) over a limited scale range. The numerical scale warpings of the input images in the scale channels approximate continuous scaling transformations. A discrete set of scale channels will approximate the representation for a continuous scale parameter. A possible issue is problems at the scale boundaries of a finite scale interval. Boundary effects can, however, be mitigated if the network learns to suppress responses for both very zoomed in and very zoomed out objects. If including a large enough number of scale channels and training the network from scratch, this is, in fact, a likely scenario, since the network otherwise will classify based on use of object views that will hardly provide useful information.
C. Sliding window processing in the scale channels
An alternative option for dealing with varying image sizes is to, in each scale channel, process the entire rescaled image by applying the base network in a sliding window manner. The output from the scale channels can then be combined by max (or avarage) pooling over space followed by max (or average) pooling over scales
where Ω s = {sx|x ∈ Ω}. We will here only evaluate the architecture using max pooling, which is structurally similar to the popular multi-scale OverFeat detector [15] . This network will be referred to as the SWMax network. For this scale channel network to support invariance it is not enough that boundary effects resulting from using a finite number of scale channels are mitigated. When processing regions in the scale channels corresponding to only a single region in the input image, new structures can appear (or disappear) in this region for a rescaled version of the original image. With a linear approach this might be expected to not cause problems. For a deep neural network, however, there is no guarantee that there cannot be strong erroneous responses for e.g. a partial view of a zoomed in object. We are, here, interested in studying the effects this has on generalisation in the deep learning context.
IV. EXPERIMENTS A. The MNISTLargeScale dataset
To evaluate the ability of standard CNNs and scale channel networks to generalise to unseen scales over a wide scale range, we have created a new version of the standard MNIST dataset [27] We note that the CNN (a) and the FovConc network (b) have poor generalisation ability to unseen scales, while the FovMax and FovAvg networks (c) generalise extremely well. The SWMax network (d) generalises considerably better than a standard CNN, but there is some drop in performance for scales not seen during training.
effects. Note that for scale factors > 4, the full digit might not be visible in the image. These scale values are nonetheless included to study the limits of generalisation.
B. Network and training details
The standard CNN is composed of 8 conv-batchnorm-ReLU blocks followed by a fully connected layer and a final softmax layer. The number of features/filters in each layer is 16-16-16-16-32-32-32-32-100-10. A stride of 2 is used in convolutional layers 2, 4, 6 and 8. The reason for using a quite deep network is to avoid a network structure that is heavily biased towards recognising either small or large digits.
The FovMax, FovAvg, FovConc and SWMax 1 scale channel networks are constructed using scale channels with 4 convbatchnorm-ReLU blocks followed by a fully connected layer and a final softmax layer. Batchnorm layers are shared across the scale channels. The number of features/filters in each layer 1 We noted that batchnorm impairs performance when training the SWMax network from scratch. We believe this is because the sliding window approach implies in a change in the feature distribution when processing data of different scales. We, therefore, train the SWMax network without batchnorm. is 16-16-32-32-100-10. A stride of 2 is used in convolutional layers 2 and 4. All scale channel architectures have around 70,000 parameters, while the baseline CNN has around 90,000 parameters.
All networks are trained with 50 000 training samples from the MNISTLargeScale dataset for 20 epochs using the Adam optimiser. During training, 15 % dropout is applied to the first fully connected layer. The learning rate starts at 3e −3 and decays with a factor 1/e every second epoch towards a minimum learning rate of 5e −5 . Results are reported for the MNISTLargeScale test set (10 000 samples) as the average of training each network using three different random seeds.
C. Generalisation to unseen scales
We, first, evaluate the ability of the standard CNN and the different scale channel networks to generalise to previously unseen scales. We train each network on each of the scales 1, 2, and 4 and evaluate the performance on the test set for scale factors between 1/2 and 8. The FovMax, FovAvg and SWMax networks have 17 scale channels spanning the scale range [ 1 2 , 8] . The FovConc network has 3 scale channels spanning the scale range [1, 4] . 2 The results are presented in Figure 2 . We, first, note that all networks achieve similar top performance for the scales seen during training. There are, however, large differences in the networks abilities to generalise to unseen scales:
1) Standard CNN: The standard CNN shows limited generalisation ability to unseen scales with a large drop in accuracy for scale variations larger than a factor √ 2. This illustrates that, while the network can recognise digits of all sizes, a vanilla CNN includes no structural prior to promote scale invariance.
2) The FovConc network: The generalisation ability of the FovConc network is quite similar to that of the standard CNN, sometimes sligthly worse. The reason for limited generalisation is that although the scale channels share weights, when simply concatenating the outputs from the scale channels there is no structural constraint to support invariance. This is consistent with our observation that spanning a too large scale range or using too many channels degrades generalisation for the FovConc network. For scales not present during training, there is, simply, no useful training signal to learn the correct weights in the fully connected layers combining the scale channel outputs. Note that our results are not contradictory to those previously reported for a similar network structure [20] , since they train on data that contain natural scale variations and test over a quite narrow scale range. What we do show, however, is that this network structure is not scale invariant. , 8] are trained with varying spacing between the scale channels (2, 2 1/2 and 2 1/4 ). All networks are trained on scale 2 training data. There is a significant increase in the performance when reducing the spacing between the scale channels from 2 to 2 1/2 while the effect of a further reduction to 2 1/4 is small.
3) The FovAvg and FovMax networks: We note that the FovMax and FovAvg networks generalise very well, independently of which scale the network is trained on. The maximum difference in performance in the scale range [1, 4] between training on scale 1, scale 2 or scale 4 is less than 0.2 percentage points for these network architectures. Importantly, this shows that, if including a large enough number of scale channels and training the networks from scratch, boundary effects at the scale boundaries do not prohibit invariant recognition. For the FovAvg and FovMax networks, we also investigate how the densely it is necessary to sample the scale channels for good performance. The result is presented in Figure 3 . Accuracy is considerably improved when decreasing the distance between consecutive channels from a factor 2 (5 channels) to a factor of 2 1/2 (9 channels) while a further reduction to 2 1/4 (17 channels) provide very small additional benefits.
4) The SWMax network: We note that the SWMax network generalises considerably better than a standard CNN, but there is some drop in performance for scales not seen during training. We believe that the main reason for this is, here, that since all scale channels are processing a fixed sized region in the input image (as opposed to for foveated processing), new structures might leave or enter this region when an image is rescaled. This might lead to erroneous high responses for unfamiliar views (Section III-C). We also noted that the SWMax networks are harder to train (more sensitive to learning rate etc) compared to all foveated network architectures as well as more computationally expensive. Thus, while the FovMax and FovAvg networks still are easy to train and the performance is not degraded when spanning a large scale range, the SWMax network seems to work best for spanning a more limited scale range where fewer scale channels are needed (as was indeed the use case in [15] ).
D. Multiscale vs single scale training
All the scale channel architectures support multiscale processing although they might not support scale invariance. We, here, test the performance of the different scale channel networks when training on multiscale training data. The results are presented in Figure 4 . The difference between training on multiscale and single scale data is striking for the standard CNN and the FovConc network. It can, however, be noted that the FovConc network does generalise slightly better than a standard CNN outside the scale range it is trained on. For the SWMax network, including multiscale data improves generalisation somewhat for larger scales but impairs generalisation somewhat for smaller scales. The difference in generalisation ability between training on a single scale or multiscale image data is almost indiscernible for the FovMax and FovAvg networks.
E. Generalisation from fewer training samples
Another scenario of interest is when the training data does span a relevant range of scales, but there are few training samples. Theory would predict a correlation between the performance in this scenorio and the ability to generalise to unseen scales. To test this prediction, we trained the standard CNN and the different scale channel networks on multi scale training data spanning the scale range [1, 4] , while gradually reducing the number of samples in the training set. The results are presented in Figure 5 . We note that the FovConc network shows some improvement over the standard CNN. The SWMax network, on the other hand, does not, and we hypothesise that when using fewer samples, the problem with partial views of objects (see Section III-C) might be more severe. Note that the way the OverFeat detector is used is Fig. 4 : Multiscale image data. All networks are trained on digits in the scale range [1, 4] (tr1-4) and evaluated for varying scale factors in the test set. The difference in generalisation ability between training on multiscale and single scale data (dotted lines) is striking for both the CNN and the FovConc network. For the FovMax and FovAvg networks, the difference is negligible between multiscale and single scale training, which illustrates the strong invariance properties of these networks.
the original study [15] , is more similar to our single scale training scenario since they use base networks pretrained on ImageNet. The FovAvg and FovMax networks show the highest robustness also in this scenario. This illustrates that these networks can give improvements when multiscale training data is available but there are few training samples. [1, 4] . The FovAvg network shows the highest robustness when decreasing the number of training samples followed by the FovMax network.
V. SUMMARY AND CONCLUSIONS
We have presented a theoretical analysis of covariance and invariance properties of continuous scale channel networks. Moreover, we performed an experimental evaluation of different types of discrete scale channel networks on the task of generalising to unseen scales over wide scale ranges. The tested networks include a new family of scale channel networks that combine foveated processing with max or average pooling over the scale channels (the FovMax ond FovAvg networks). The experimental evaluation illustrates the strong invariance properties of these networks in practice and limitations of previous approaches and vanilla CNNs. We believe that our proposed foveated scale channel networks will prove useful in situations where a simple approach that can generalise to unseen scales or learn from small datasets with large scale variations is needed. This type of foveated scale invariant processing could also be included as subparts in more complex frameworks dealing with large scale variations.
A more overarching aim of this study have been to test the limits of CNNs to generalise to unseen scales over a wide scale range. The key take home message is a proof of concept that such generalisation is possible if including structural assumptions about scale in the network design.
