G-equivariant modular categories provide the input for a standard method to construct 3d homotopy field theories. Virelizier constructed a G-equivariant category from the action of a group G on a Hopf algebra H by Hopf algebra automorphisms. The neutral component of his category is the Drinfeld center of the category of H-modules. We generalize this construction to weak actions of a group G on an arbitrary monoidal category C by (possibly non-strict) monoidal auto-equivalences and obtain a G-equivariant category with neutral component the Drinfeld center of C.
Introduction
Let G be a group with neutral element e ∈ G. A G-equivariant or G-crossed category is, roughly speaking, a G-graded monoidal category C = g∈G C g together with autoequivalences ϕ g : C → C such that ϕ g (C h ) ⊂ C ghg −1 and ϕ g • ϕ h ϕ gh as monoidal functors for all g, h ∈ G. The category C e is called the neutral component of C and is a monoidal subcategory of C. For detailed definitions see Section 2. A G-braiding or simply braiding for a G-crossed category C is a family of isomorphisms c X,Y : X ⊗ Y → ϕ g (Y ) ⊗ X in C, natural in X ∈ Ob(C g ) and Y ∈ Ob(C), that fulfills the coherences explained in Section 2.6. A G-crossed category together with a braiding is called G-braided category. A d-dimensional homotopy field theory produce invariants of homotopy classes of maps f : M → X, where M is a d-dimensional smooth and closed manifold and X a CW-complex. If X is an Eilenberg-MacLane space K(G, 1) and M is 3-dimensional, then G-braided categories that fulfill a non-degeneracy condition for the braiding play an important role in the construction of such homotopy field theories [Tur10] . For the trivial group G = {e} homotopy field theories are nothing but ordinary topological field theories. G-braided categories also arise as categories of twisted modules over a vertex operator algebra with finite automorphism group G [Kir04] .
In this article we describe a method to construct a G-braided category from a monoidal category C and an arbitrary group G acting on C via a monoidal auto-equivalence ϕ g : C → C for each g ∈ G. More precisely an action of G on C is a strong monoidal functor ϕ : G → End ⊗ (C), where G is the discrete monoidal category associated to G and End ⊗ (C) the monoidal category of comonoidal endofunctors of C. A comonoidal structure on a functor F : C → C is in particular a natural transformation F 2 : F • ⊗ → F ⊗ F which need not be an isomorphism (see Section 2.1). For each functor ϕ g we define a category Z g (C), where Z e (C) will be the Drinfeld center of the category C. The disjoint union Z G (C) := g∈G Z g (C) is a G-graded monoidal category which is also equipped with an action Φ of G that fulfills the crossing property, i.e. Φ g (Z h (C)) ⊂ Z ghg −1 (C) for all g, h ∈ G. Furthermore the category Z G (C) has a G-braiding, so we get a G-braided category with neutral component Z(C). The structural components of this category are summarized in Theorem 4.4.
Let us discuss an example: A source for monoidal categories is provided by the categories of modules over a Hopf algebra. A G-action on the category C = H-mod is for example induced by a homomorphism from the group G to the group Aut Hopf (H) of Hopf algebra automorphisms of H. Group actions on H-mod given by such a homomorphism are by strict monoidal functors that compose strictly. We will deal with more general actions on H-mod coming from, what we call, comonoidal bialgebra automorphisms and gauge transformations. We briefly describe the role of comonoidal automorphisms and gauge transformations for the action of G on H-mod in categorical language, for details we refer to the examples in section 2: A comonoidal bialgebra automorphism f : H → H is an algebra automorphism of H that does not necessarily commute with the comultiplication ∆, but the compatibility of f and ∆ is controlled by an invertible element f (2) ∈ H ⊗ H, called comonoidal structure on f . This element defines a strong comonoidal structure on the usual pull-back functor f * : H-mod → H-mod which may be non-isomorphic to a strict monoidal functor. A gauge transformation between two comonoidal automorphisms f and g is an invertible element a ∈ H that fulfills conditions, which ensure that we can define a comonoidal transformation between the two comonoidal pull-back functors f * and g * by acting with a. Comonoidal bialgebra homomorphisms and gauge-transformations allow us to define an action of the group G on the category C = H-mod, such that the endofunctors ϕ g : C → C are possibly neither strict, nor compose strictly, i.e. the functors ϕ g • ϕ h and ϕ gh can differ by a comonoidal isomorphism. Such group actions naturally arise. An example of a G-action on a monoidal category that does not come from a group homomorphism G → Aut Hopf (H) is investigated in [MNS11] : Given an exact sequence of groups 1 → A i → B π → G → 1 and a set theoretic section s : G → B. Identify A with the normal subgroup i(A) of B. Let H = k[A], the group algebra of A with its usual Hopf algebra structure. For all g ∈ G one gets Hopf algebra automorphisms ϕ g : H → H given by ϕ g := ad s(g) . The automorphisms ϕ g • ϕ h and ϕ gh differ by the inner automorphism ad c g,h with c g,h := s(g) −1 s(h) −1 s(gh), namely ϕ g • ϕ h = ϕ gh • ad c g,h . Note that c g,h differs from e ∈ A, unless s is a group homomorphism. These elements give non-trivial monoidal transformations between the strict monoidal pull-back functors (ϕ h • ϕ g ) * and ϕ specializes to ordinary Yetter-Drinfeld modules if (f, f (2) ) = (id, 1 H ⊗ 1 H ). The category of f -Yetter-Drinfeld modules realizes the category Z G (H-mod) in Hopf-algebraic terms.
In the case of a bialgebra automorphism f , seen as a comonoidal automorphism with trivial comonoidal structure 1 H ⊗ 1 H , we show in Proposition 5.7 that the category of f -YetterDrinfeld modules is isomorphic to the representations of an algebra defined by Virelizier in [Vir05] . In Theorem 5.11 this isomorphism of categories helps us to see how our categorical construction generalizes the Hopf-algebraic construction of Virelizier: In [Vir05] the author started with a group G, a Hopf algebra H and a group homomorphism φ : G → Aut Hopf (H). As mentioned before, this induces an action of G on the category C = H-mod by strict endofunctors which compose strictly. From these data, Virelizier constructs a quasi-triangular G-Hopf coalgebra D(H, φ) as defined in [Tur10, Chapter VIII] . In [Tur10] a G-braided category is defined for every quasi-triangular Hopf G-coalgebra H, namely the category Rep(H) of representations of H. The category Rep(D (H, φ) ) is a Gbraided category with neutral component D(H)-mod, the modules over the Drinfeld double of H. D(H) is a Hopf algebra whose category of modules is known to be isomorphic to the Drinfeld center of the category of H-modules.
There are two other constructions that produce G-braided categories and which we want to relate to our construction. The first one is the G-graded center as discussed in [GNN09] resp. [TV12] and the second one is a construction by Zunino [Zun04] . In contract to our construction which starts with a monoidal category equipped with a Gaction, the G-graded center takes a G-graded category C without G-action. The G-center produces from C a G-braided category Z G (C) with neutral component Z(C). Zunino's category takes as input a G-crossed category C and produces a G-braided category Z with neutral component Z(C e ). Since every monoidal category with G-action can be seen as G-crossed category concentrated in degree e ∈ G, one might ask, whether our construction can be seen as a special case of Zunino's category. In Remark 4.5 we discuss why this is not the case.
This article is organized as follows: In Section 2 we collect definitions and basic facts about monoidal functors and G-braided categories we are going to use in the main text. In Section 3 we describe the homogeneous components of Z G (C) and how one obtains an action of G on Z G (C) from the action on C we start with. In Section 4 the full G-braided structure of Z G (C) is described and in Section 5 we discuss the example of C = H-mod for some Hopf algebra and the relation of Yetter-Drinfeld modules and the G-Hopf coalgebra of Virelizier. strict monoidal category'. We will use this to simplify formulas in the following by assuming that the monoidal categories we work with are strict unless stated otherwise, i.e. associators and unit isomorphisms are identities. We also assume that the reader is familiar with the notion of a Hopf-algebra over a field k, modules, comodules and the Sweedler notations ∆(a) = a (1) ⊗ a (2) for the coproduct and δ(x) = x (−1) ⊗ x (0) for a left coaction of a comodule. Although the monoidal category of vector spaces resp. of modules over a Hopf algebra is not strict, we will omit the explicit insertion of the associators and unit constrains, as usual in the literature.
(Co)Monoidal functors and transformations
Now let C and D be monoidal categories and F : C → D a functor.
(Co)Monoidal structures A monoidal structure on F is a pair (F 2 , F 0 ) where
, such that for all X, Y, Z ∈ Ob(C) the following equalities of morphisms hold:
A comonoidal structure on F is a pair (F 2 , F 0 ) where
, such that for all X, Y, Z ∈ Ob(C) the following equalities hold:
A (co)monoidal functor from C to D is a functor F : C → D together with a (co)monoidal structure. In the literature monoidal functors are also called lax monoidal functors and comonoidal functors are called oplax monoidal.
We call a monoidal functor (F, F 2 , F 0 ) (a comonoidal functor (F, F 2 , F 0 )) strong/strict if all F 2 (X, Y ) and F 0 (resp. F 2 (X, Y ) and F 0 ) are isomorphisms/identities in D. A strong monoidal functor is also strong comonoidal with comonoidal structure F 2 := (F 2 ) −1 and F 0 := (F 0 ) −1 . Similarly a strong comonoidal functor has also a strong monoidal structure.
Remark 2.1 Let F : C → D be a comonoidal functor and (C, ∆, ε) a (coassociative, counital) coalgebra in C, i.e. C is an object in C and ∆ : C → C ⊗C and ε :
It is an easy exercise that the triple (F (C),
Example 2.2 Let H be a bialgebra over k. A pair (f, f (2) ) consisting of an algebra automorphism f : H → H and an invertible element
A comonoidal bialgebra automorphism defines a strong comonoidal auto-equivalence. This auto-equivalence is the following comonoidal endofunctor (f, f (2) ) * := (F, F 2 , F 0 ) of the category H-mod. Given an H-module X, define F (X) as the H-module with underlying vector space X and action a.x := f (a).x, for an H-linear map f : X → Y set F (ϕ) := ϕ. This is a functor, since f is an algebra homomorphism. It is also called pullback or restriction along f and often denoted by f * . The isomorphisms
Remark 2.3 Our notion of comonoidal bialgebra automorphism is similar to the definition of twisted bialgebra automorphism in [Dav07] . There the 'cocycle condition' is (f
). This condition allows one to define another coproduct ∆ f (2) = ad f (2) • ∆ which gives, together with the multiplication of H, another bialgebra structure on H.
(Co)Monoidal transformations Let F, G : C → D be two functors together with monoidal structures (
Example 2.4 Let (f, f (2) ) and (g, g (2) ) be comonoidal automorphisms of a bialgebra H. An invertible element a ∈ H which fulfills
). Consider the strong comonoidal functors F, G : H-mod → H-mod with F = (f, f (2) ) * and G = (g, g (2) ) * as in Example 2.2. The k-linear maps α X : F X → GX, x → a.x are H-linear due to (3). For an H-linear map ϕ : X → Y we have ϕ • α X = α Y • ϕ thus α defines a natural isomorphism from F to G which is comonidal due to (4).
Composition of (co)monoidal functors The composition of two monoidal functors
The composition of two comonoidal functors (F,
The composition of two (co)monoidal functors is again (co)monoidal.
Example 2.5 If (f, f (2) ) and (g, g (2) ) are two comonoidal automorphisms of H we define
). It is straightforward to see that this is again a comonoidal automorphism of H. Note that the composition of the maps f and g is in reversed order. Why we consider this composition will be apparent from the next observation: Consider the functors (f, f (2) ) * and (g, g (2) ) * as defined in Example 2.2. Then we have the following equality of comonoidal functors (f,
Compositions of (co)monoidal transformations Let F, G, H : C → D and K, L : D → E be functors and α : F → G and β : G → H and γ : K → L be natural transformations. The vertical composition β • α is defined as the family
It is a natural transformation F → H. If α and β are (co)monoidal then β • α is as well. The horizontal composition γ • α is defined as the family
It is a natural transformation KF → LG and if α and γ are (co)monoidal then γ • α is as well.
For a small category C we get the strict monoidal category End ⊗ (C) of monoidal endofunctors and monoidal transformations. We also get the strict monoidal category End ⊗ (C) of comonoidal functors and comonoidal transformations. The objects in these categories are (co)monoidal endofunctors of C, morphisms are (co)monoidal transformations between those functors, the composition of morphisms is given by vertical composition of natural transformations and the tensor product is given on objects by composition of (co)monoidal functors and on morphisms by horizontal composition of natural transformations.
Remark 2.6 To deal with comonoidal functors that are applied to multiple tensor products we will introduce some more notation here: For a comonoidal functor (F, F 2 , F 0 ) : C → D and objects X 1 , . . . , X n ∈ C (n ≥ 3) define recursively the morphism F n (X 1 , . . . , X n ) :
If we set F 1 (X) := id F X the coherence conditions (1) and (2) can be used to show inductively that every morphism φ :
that is obtained by composing and tensoring F 0 and instances of F 2 is equal to F n (X 1 , . . . , X n ). For example
. If the above functor is strong comonoidal we write F −n (X 1 , . . . , X n ) for the inverse of the morphism F n (X 1 , . . . , X n ). For a morphism f : X 1 ⊗ . . . X n → Y 1 ⊗ . . . ⊗ Y m and a strong comonoidal functor F we will write F.f for the morphism
) and for n = 0 resp. m = 0 the source resp. target of F.f is 1. 
Rigid categories
A monoidal category C is rigid, if every object X admits a left and right dual. A left dual for X is an object ∨ X together with two morphisms ev X :
A right dual for X is an object X ∨ together with two morphisms ev X : X ⊗ X ∨ → 1 (right evaluation) and coev X : 1 → X ∨ ⊗ X (right coevaluation) fulfilling conditions analog to those above.
Adjoint functors and equivalences of monoidal categories
Let L : C → D and R : D → C be functors between arbitrary categories C and D. Recall that L is left-adjoint to R (R is right-adjoint to L) if there are natural transformations η : Id C → RL and ε :
The quadruple (L, R, η, ε) is called an adjunction and η and ε a called unit resp. counit of the adjunction. 2. If L and R are comonoidal functors and the adjunction (L, R, η, ε) is comonoidal, then R is a strong comonoidal functor.
3. If L is a strong monoidal functor, then there is a unique monoidal structure on R such that (L, R, η, ε) is a monoidal adjunction.
4. If R is a strong comonoidal functor, then there is a unique comonoidal structure on L such that (L, R, η, ε) is a comonoidal adjunction.
An equivalence of (monoidal) categories is a (monoidal) functor F : C → D, such that there is a (monoidal) functor G : D → C (called the quasi-inverse functor of F ) and two natural (monoidal) isomorphisms φ : Id C → GF and ψ : F G → Id D . If φ and ψ are identity transformations we say that F is an isomorphism of (monoidal) categories with inverse functor G. The quadruple (F, G, φ, ψ) is called adjoint (monoidal) equivalence, if it is a (monoidal) adjunction. Every equivalence of categories is part of an adjoint equivalence (cf. [ML98, Thm. IV.4.1]). A monoidal equivalence F is obviously right-adjoint (and also left-adjoint) to its quasiinverse, thus by the lemma F has to be strong monoidal. Further we can deduce from the lemma that a monoidal functor F is a monoidal equivalence, if and only if the functor F is an equivalence of the underlying categories and F is strong monoidal. So every monoidal equivalence is part of an adjoint monoidal equivalence.
Gradings
For every group G there is a strict monoidal category G with objects the elements of G, morphisms only identity morphisms and monoidal structure given by the group multiplication and the unit of G. Categories with identity morphisms only are also called discrete. If C is a monoidal category, then a G-grading is monoidal functor |·| : C → G. In detail this means that to every object X ∈ Ob(C) we get a group element |X| and for two objects X, Y ∈ Ob(C) we have |X ⊗ Y | = |X| · |Y | (note that every functor to G is strict, since it is a discrete category). If C is a k-linear monoidal category (i.e. C has all finite biproducts and the Hom-sets are kvector spaces, such that composition of morphisms is k-linear and the tensor product functor ⊗ : C × C → C is k-linear in both variables) a G-grading is a family {C g } g∈G of full k-linear subcategories, such that every object X is a direct sum of objects X g ∈ C g and for X ∈ C g and Y ∈ C h we have X ⊗ Y ∈ C gh . The full subcategory C hom := g∈G C g is called the subcategory of homogeneous objects in C and the map C g X → g defines a grading |·| : C hom → G in the previous sense.
Categorical group actions
An action of a group G on a monoidal category C a strong monoidal functor ϕ : G → End ⊗ C. In detail this means that for every g ∈ G there is a comonoidal functor (
Recall that by • resp.
• we denote the vertical resp. horizontal composition of natural transformations. In components the equalities (5) and (6) take the form
For simplicity we will assume in the following ϕ 0 = id Id , so in particular ϕ e = Id C as monoidal functor. Under this assumption one sees immediately that every ϕ g is a comonoidal autoequivalence of C with quasi-inverse ϕ g −1 and thus ϕ g is in particular a strong comonoidal functor. So for every g ∈ G we have an adjoint comonoidal auto-equivalence (ϕ g , ϕ g −1 , η, ε) of C with η = ϕ −1 g −1 ,g and ε = ϕ g,g −1 . Alternatively one can define an action of G on C as a strong monoidal functor ϕ : G → End ⊗ C. Since the ϕ g are strong comonoidal functors they are also strong monoidal functors.
Example 2.8 Given a Hopf algebra H. Following Examples 2.2 and 2.4 we can define an action of a group G on the monoidal category H-mod as follows: Choose for every g, h ∈ G a comonoidal automorphism (f g , f (2) g ) of H and invertible elements b g,h ∈ H, such that
In this case the assignments g → ϕ g and (g, h) → ϕ g,h define an action of G on the category H-mod.
Crossing and braiding
Let C be a G-graded monoidal category together with a G-action ϕ. Following [Tur10] the action ϕ is said to be G-crossed or simply crossed, if ϕ g (C h ) ⊂ C ghg −1 for all g, h ∈ G. A Gbraiding for a G-crossed category is a family of isomorphisms c X,
If the category C is not strict, an appropriate insertion of associativity constraints yields instead of (7) and (8) two heptagons, which generalize the hexagon axioms for usual braided categories. The third diagram (9) states compatibility of the action and the braiding. In particular the restriction of the action to the neutral has to be an action by braided functors.
Graphical notation for morphisms
We use the following notation for morphisms in a monoidal category, depicted in Figure 1 (and read from bottom to top): A morphism f : X → Y is denoted by a coupon labeled with f , the composition g • f of g : Y → Z with f is depicted by putting g on top of f and the tensor product f ⊗ f of f with f : X → Y by juxtaposition. A morphism h :
is depicted with several in and outgoing strings. For a functor F the morphism F (f ) is depicted by a gray box surrounding f and the component α X of a natural transformation α : F → G is labeled only with α. We also write XY instead of X ⊗ Y .
Figure 1: Graphical notation for morphisms
Half braidings
In this section we give for any comonoidal endofunctor F of a monoidal category C a usual category Z F (C). These categories will give the building blocks for the equivariant extension of Z(C). Then we will investigate how the categories Z F (C) and adjoint functors interact, which will be useful in Section 4.
The twisted sectors
The following definition is also considered in [BV12, Section 5.5]. We call an F -half-braiding strong, if all γ X,V are isomorphisms.
Remark 3.2 1. If there is a strong F -half-braiding on X ∈ C, then F is a strong comonoidal functor due to (10). Conversely, if F is strong comonoidal and C has right duals, then every γ X,V is invertible. The inverse is given by
2. For every comonoidal endofunctor F of C we get a category Z F lax (C). Objects are pairs (X, γ X ) where X is an object in C and γ X an F -half-braiding on X. Morphisms in Z F lax (C) are morphisms f : X 1 → X 2 in C that commute with F -half-braidings, i.e. the equality
holds for all V ∈ Ob(C).
3. The full subcategory of Z F lax which contains the pairs (X, γ X ) with strong F -halfbraiding γ X will be denoted by Z F (C). For F = Id C this category is the well-known Drinfeld center or Drinfeld double Z(C) of C which is a monoidal category (even braided). An Id C -half-braiding is also called half-braiding. The category Z lax (C) = Z Id lax (C) is called lax-center (cf. [BLV11] ). It plays a role in the investigation of bimonads that stem from a central bialgebra in a monoidal category.
4. For an arbitrary comonoidal functor F the category Z F (C) will usually not come with a monoidal structure as one can see from the next Lemma. In [BV12] it is shown that Z F (C) is monoidal, if F is a bimonad, i.e. F is a monoid in the category End ⊗ (C) of comonoidal functors.
Example 3.3 Let C = H-mod for a Hopf algebra H and F : C → C be the strong comonidal functor (f, f (2) ) * for a comonoidal algebra automorphism (f, f (2) ) of H. In Proposition 5.3 we will show that Z F (C) is isomorphic to the category of (f, f (2) )-Yetter-Drinfeld modules over H, which we will introduce in Definition 5.1.
Before stating the next Lemma, recall that the monoidal product in the Drinfeld double Z(C) = Z Id (C) is given as follows: Let (X, γ X ) and (Y, γ Y ) be two objects of Z(C).
gives a monoidal product on Z(C) with unit (1, id). Now we want to mimic this product for comonoidal functors different from Id. Given F, G : C → C arbitrary comonoidal endofunctors of C and X, Y ∈ Ob(C), γ X an F -half-braiding on X and γ Y a G-half-braiding on Y , we define
This gives a natural transformation
Lemma 3.4 Let F, G, H : C → C be comonoidal functors.
1. There is a functor ⊗ F,G : Z
is an H-half-braiding on X. Proof. To show 1. we have to check the equalities in (10) for (F G)
. We only prove the equality for (F G) 2 and leave the one for (F G) 0 to the reader 
XY V W
For ( * ) use the definitions of (F G) 2 and γ X⊗Y . The proof of 2. follows immediately, since α is comonoidal.
The following remark gives a categorical criterion for the category Z F (C) to be nonempty.
Remark 3.5 In [BV12] the category Z F lax (C) is called the F -center of C. If C is left-rigid, i.e. every object X in C has a left-dual ( ∨ X, ev X , coev X ), the category Z F (C) is isomorphic to the category of modules over a monad, provided a certain family of coends exists. We will outline this correspondence in the following.
An endofunctor of a left-rigid category C is called centralizable, if the coend V ∈C ∨ F (V )⊗X⊗V exists for every object X ∈ C. If F is centralizable, there is a unique functor Z F : C → C which is given on objects by
Furthermore, if F is comonoidal, Z F is a monad on C (cf. [BV12, Thm. 5.6]). The category Z F −C of modules over Z F is isomorphic to the category Z F lax (C) (cf. [BV12, Thm. 5.12]). Note that in [BV12] it is also shown that Z F is a (Hopf monad resp.) bimonad, if F is. In this situation Z F −C is not only a category, but a (rigid) monoidal category and the above isomorphism is an isomorphism of monoidal categories. In this paper we will only be concerned with the case that F is a comonoidal functor but not a bimonad.
Half-braidings and adjunctions
Now let F : D → C be a strong comonoidal functor with a left-adjoint F : C → D. By Lemma 2.7 there is a distinguished comonoidal structure (F 2 , F 0 ) on F , such that the functors F and F are part of a comonoidal adjunction. Denote by η : Id C → F F the unit of this adjunction. Given (X, γ X ) ∈ Ob(Z G lax (D)) we can define a family γ F X,V : F X ⊗ V → (F GF )(V ) ⊗ F X natural in V ∈ Ob(C) by the following equation:
Lemma 3.6 The family γ F X : F X ⊗ → (F GF )( ) ⊗ F X is an (F GF )-half-braiding on F X. In particular the assignment
Proof. We have to prove the two equations in (10) for (F GF ) 2 (V, W ) and (F GF ) 0 . We prove the first-equation and leave the second to the reader. For brevity write H := F GF and K := GF . Remember in the following computation the notations from Remark 2.6. 
The first equality follows by the definitions of (F (GF )) 2 and γ F X . The second uses naturality of F 2 and the definition of (GF ) 2 . The last equality follows from naturality of γ X and F −2 . The right-hand side of (11) is by the first equality of (10) and definition of (F F ) 2 equal to 
For the equality ( * ) we used that η is a comonoidal transformation and the equalities
together with naturality of F −2 resp. F 2 . The last equal sign uses (1) and finally the definition of γ F X and γ F Y .
The equivariant center construction
In this section we will give for an arbitrary monoidal category C with a group action ϕ : G → End ⊗ (C) a G-braided category Z G (C). Fix the notation Z g (C) := Z ϕg (C) for every g ∈ G. A pair (X, γ g X ) will always be an object of Z g (C). Recall that the γ g X are natural isomorphisms (cf. Remark 3.2.3). For (X, γ 
for V ∈ C and g, h ∈ G. By Lemma 3.4 we have (X ⊗ Y, γ X⊗Y ) ∈ Z gh (C).
Lemma 4.1 Let ϕ be an action of G on the (strict) monoidal category C. Define the category Z G (C) as g∈G Z g (C), the disjoint union of the categories Z g (C). This category is strict monoidal with product . The unit of Z G (C) is (1, id) ∈ Z e (C) and we have seen above that Z G (C) is G-graded with g-homogeneous component Z g (C).
Proof. We still have to prove that is associative and that (1, id Id ) is indeed the unit of . Now take for g, h, k ∈ G objects (X, γ
In the following we sometimes omit the ⊗ sign. For associativity we have to show for all V ∈ C the equality γ (XY )Z,V = γ X(Y Z),V . We have by definition
By naturality of γ X we deduce from (14) the equality
Now use the equality ϕ gh,k,V • ϕ g,h,ϕ k (V ) = ϕ g,hk,V • ϕ g (ϕ h,k,V ) which holds by (5). The claim about the unit follows in a similar way by using (6).
Remark 4.2
In the following computations we will often be confronted with expressions one obtains from composing the compositors {ϕ g,h : ϕ g • ϕ h → ϕ gh } g,h∈G of the action ϕ : G → End ⊗ (C). In analogy to Remark 2.6 we will introduce for g 1 , . . . , g n ∈ G (n ≥ 3) the following recursively defined notation ϕ g 1 ,...,gn,V := ϕ g 1 ···g n−1 ,gn,V • ϕ g 1 ,...,g n−1 ,ϕg n (V ) .
Also we will write g(X) instead of ϕ g (X) for X ∈ C. In the presence of compositors this requires some care: Be aware that the objects (or morphisms) g(h(X)) and (gh)(X) are isomorphic via ϕ g,h,X and are different in general. The next remark will be frequently used: Given g 1 , . . . , g n , h 1 , . . . , h m ∈ G with g 1 · · · g n = h 1 · · · h m . Every natural transformation α : ϕ g 1 • · · · • ϕ gn → ϕ h 1 • · · · • ϕ hm obtained by horizontal and vertical compositions of the elements of {ϕ g,h :
..,gn . This follows by the coherence conditions (5) and (6) and an inductive argument. In the graphical notation we will denote the natural transformation ϕ g 1 ,..., gn by g 1 ,. ..,g n and ϕ −1 g 1 ,..., gn by g 1 ,. ..,g n .
By now we have constructed a G-graded monoidal category Z G (C). As the next step in describing the G-braided structure of Z G (C) we define an action Φ of G on Z G (C). Due to Lemma 3.4 and 3.6 we already know that every ϕ g defines a functor Φ h g : Z h (C) → Z ghg −1 (C). The image of (X, γ h X ) under this functor is the pair (ϕ g (X), γ g.X ) where γ g.X is the ϕ ghg −1 -half-braiding
The notation g.(γ h X,g −1 (X) ) was introduced in Remark 2.6. The next Lemma will show that the components of the compositors ϕ g,h and the components of the comonoidal structures (ϕ 2 g , ϕ 0 g ) of the action ϕ are morphisms in the category Z G (C). This will help us to define the above mentioned action Φ by monoidal functors. Also the components of a half-braiding turn out to be morphisms in Z G (C) which will be used to define the G-braiding on Z G (C).
Lemma 4.3 Given g, h, k, ∈ G and objects (X, γ
Proof.
• We first prove that ϕ
. Let V be an arbitrary object in C and set G := ϕ ϕ g ϕ −1 and H := ϕ ϕ h ϕ −1 . We have the chain of equalities
We first used the definition of γ (X)⊗ (Y ) and secondly the definition of γ (X) and γ (Y ) . For ( * ) we used naturality of ϕ −1
, −1 and .γ X to move ϕ ,h, −1 ,HV upwards, as well as the definition of ϕ ,g −1 , ,h, −1 ,V (see Remark 4.2). Now use the equality ϕ
Step ( * * ) uses naturality of .γ X to move ϕ −1 −1 , ,h( −1 V ) upwards the V -line, equality (16) below and finally Remark 4.2 which tells us ϕ ,g, −1 , ,h,
is an easy consequence of the definitions of .γ X , .γ Y , ϕ ±3 and the naturality of ϕ ±2 .
• The statement that ϕ 0 is a morphism from ϕ e ((1, id) ) to (1, id) is trivial.
• Now we prove that ϕ k, ,X is a morphism from (Φ
The equal sign ( * ) uses the following: pull-out ϕ ,g, −1 , (g( −1 (k −1 V ))) and ϕ
from the gray shaded area by naturality of ϕ ±2 . Use Remark 4.2 and the definitions of .γ X and (ϕ k ϕ )
±2 . Now we can move ϕ −1 ,k −1 , −1 (k −1 V ) by naturality from up left to bottom right and then use Remark 4.2 to arrive at
In ( * * ) we use that ϕ k, is a comonoidal transformation and again Remark 4.2.
• Finally we show that γ X,Y is a morphism from (X, γ
We are now ready to prove our main result.
Theorem 4.4 Let C be a monoidal category with an action ϕ : G → End ⊗ (C) of a group G. The monoidal category Z G (C) = g∈G Z g (C) from Lemma 4.1 and the functors Φ h g : Z h (C) → Z ghg −1 (C) defined in (15) fulfill the following:
2. The assignment g → Φ g extends to an action Φ of G on Z G (C) that is G-crossed, in the sense of Section 2.6.
The family
g are morphisms in Z G (C) due to the previous Lemma. That they define a strong comonoidal structure on Φ g is immediate. Also by Lemma 4.3 Φ g,h,(X,γ X ) := ϕ g,h,X is a morphism in Z G (C) and thus Φ an action. It is G-crossed by definition of Φ g . Again from Lemma 4.3 we know that c (X,γ (10) ). The last G-braiding axiom (9) holds by definition of c ϕ k (X),ϕ k (Y ) .
We end this section with a comparison with a construction in [Zun04] .
Remark 4.5
1. Given a G-crossed category C = g∈G C g with a strict G-action by strict monoidal functors ϕ g : C → C. Zunino constructed in [Zun04, Section 4] a G-braided category Z = g∈G Z g as follows: Objects in the subcategory Z g are pairs (X, ξ) where X is an object in C g and a family
Morphisms in Z are morphisms in C that commute with half-braidings. The tensor product is defined on objects as follows: for X ∈ C g and Y ∈ C h
The action of g ∈ G on Z is given by the functor Φ g that maps (X, ξ) ∈ Z h to the pair (ϕ g (X), g.ξ), here g.ξ is the natural isomorphism with V -component
The G-braiding on Z is given by c (X,ξ),(Y,ζ) := ξ Y . This finishes our description of the category Z.
2. Any monoidal category with G-action can be considered as G-crossed category with trivial G-grading C = C e . If we apply Zunino's construction to such a category, we obtain a G-braided category which is again concentrated in degree e. Hence for a non-trivial group G our construction does not reduce to Zunino's construction, since the category Z G (C) has non-empty g-twisted components (cf. Remark 3.5).
The Hopf algebra case
Unless stated otherwise H will always be a bialgebra over a field k. In this section we will describe the category Z G (C) for the monoidal category C = H-mod and a G-action coming from comonoidal bialgebra automorphisms as described in Example 2.8. We will denote this category by Z G (H).
Twisted Yetter-Drinfeld modules
Let (f, f (2) ) always be a comonoidal bialgebra homomorphism of H. As explained in Example 2.2 this gives a comonoidal functor F = (f, f (2) ) * : C → C. According to Remark 2.1 comonoidal functors send coalgebras to coalgebras. Since the bialgebra H is a coalgebra in C, the map ∆
) defines a coassociative comultiplication with counit ε on H. We will denote this coalgebra by H f (2) . Note that in general H f (2) , together with the multiplication of H, is not a bialgebra, but a right module-coalgebra. We are now ready to define the algebraic structure, that describes the F -center Z F (C) in the case C = H-mod and F = (f, f (2) ) * .
Definition 5.1 1. A k-vector space X together with an H-left action and an H f (2) -left coaction is called (f, f (2) )-Yetter-Drinfeld module or f -Yetter-Drinfeld module over H, if the equality
holds for all a ∈ H and x ∈ X. 2. If H is a Hopf algebra, condition (17) is equivalent to
3. Let X be an f -Yetter-Drinfeld module and V an H-left module. Define the k-linear map
Note that X is in particular an H-left module. One sees that γ V is an H-linear map from X ⊗ V to F (V ) ⊗ X:
Given an H-linear map ϕ : V → W we have the equality γ W •(id⊗ϕ) = (F (ϕ)⊗id)•γ V , thus we get a natural transformation γ : X ⊗ → F ( ) ⊗ X.
4. Given another H-left module W , one easily sees the equalities
So the coaction of an f -Yetter-Drinfeld module X defines a lax F -half braiding on the underlying H-left module of X.
5. If H is a Hopf algebra with invertible antipode, γ V has an inverse, namely
Proposition 5.3 Let H be a Hopf-algebra with invertible antipode and (f, f (2) ) a comonoidal bialgebra automorphism of H. Let C be the monoidal category H-mod and F the strong comonoidal functor (f, f (2) ) * . The categories H H YD (f,f (2) ) and Z F (C) are isomorphic as k-linear categories.
To this end we first prove the following Lemma, whose proof is similar to the one of Lemma XIII.5.2 in [Kas95] .
Lemma 5.4 Let X = (X, ρ) be an H-left module and γ X an F -half-braiding on X and denote by H H the regular H-left module, i.e. H with left multiplication. The k-linear map δ : X → H ⊗ X given by δ(x) := γ X, H H (x ⊗ 1 H ) equips X with an H f (2) -left coaction. The triple (X, ρ, δ) is an f -Yetter-Drinfeld module over H.
Proof. Denote δ(x) = x (−1) ⊗ x (0) . For every H-module V and every v ∈ V there is a unique H-linear map v : H H → V, 1 H → v, thus by naturality of γ X we have the equality
Thus δ : X → H ⊗ X determines the whole F -half-braiding on X. That δ is indeed an H f (2) -coaction on X follows from the properties (10) of an F -half-braiding. The details are as in the proof of Lemma XIII.5.2 in [Kas95] . That X is an f -Yetter-Drinfeld module is due to the H-linearity of γ X,V : We have the equality γ X,V (a.(x ⊗ v)) = a.γ X,V (x ⊗ v) for all a ∈ H, x ∈ X and v ∈ V , thus by (19) we get
This equation specializes to the f -Yetter-Drinfeld condition (17), if we set V = H H and v = 1 H .
Proof of Proposition 5.3. We have seen in the Lemma above that an F -half-braiding on an H-module X defines the structure of an f -Yetter-Drinfeld module on X. Conversely, in Remark 5.2 we saw that any f -Yetter-Drinfeld module determines an F -half-braiding. This suggests that the equivalence of categories we are looking for is given by mapping an F -half-braiding to the corresponding coaction, and vice versa. It only remains to check, that these assignments are mutually inverse to each other. For the rest of this proof let X be an H-module. Let γ X be an F -half-braiding on X and δ(x) = γ V, H H (x ⊗ 1 H ) the corresponding H f (2) -coaction. From (19) we see that the F -halfbraiding we obtain from δ coincides with γ X . Conversely, start with an H f (2) -coaction δ on X. The F -half-braiding is given by γ X,V (x ⊗ v) = x (−1) .v ⊗ v (0) and we get back δ is we set V = H H and v = 1 H .
The equivariant category
The next proposition is the Hopf algebraic version of Theorem 4.4. We consider a G-action on the monoidal category C = H-mod induced by comonoidal bialgebra automorphisms and gauge transformations as described in Example 2.8. Before we state the proposition, we introduce notation we adapt from quasi-triangular Hopf algebras as discussed in [Kas95, p. 180] . Let (f, f (2) ) be a comonoidal bialgebra automorphism of H. Write for the finite sum
2 .
Proposition 5.5 Let G be a group, H a Hopf algebra over k. Given for every g, h ∈ G a comonoidal bialgebra automorphism (f g , f
The following holds
of categories is a G-graded monoidal category. For X an f g -Yetter-Drinfeld modules and Y an f h -Yetter-Drinfeld the monoidal product is the f gh -Yetter-Drinfeld module with underlying vector space X ⊗Y and:
2. There is a G-crossed action Φ of G on Z G (H). For h ∈ G the functor Φ h sends an f gYetter-Drinfeld module X to the f hgh −1 -Yetter-Drinfeld module with underlying vector space X and action: a.x := f h (a).x and coaction:
The functor Φ h is comonoidal with Φ
• The functor Φ h evaluated on a φ g -Yetter-Drinfeld module X is the vector space X with action:
a.x = φ h (a).x and coaction:
• The G-braiding is exactly as in Proposition 5.5.
Note that the composition (f, f (2) ) (g, g (2) ) of the comonoidal bialgebra automorphisms (f, f (2) ) and (g, g (2) ) was defined as g • f in the first component (see Example 2.5). Thus the whole construction of Z G (H) fits better into the setting of an anti-group homomorphism than a group homomorphism from G to Aut Hopf (H).
Connection to Virelizier's Hopf-coalgebra
We now describe the connection of our category Z G (H) to the Hopf G-coalgebra in [Vir05] . First some terminology: Let A and B be bialgebras. A bilinear map σ : A × B → k is called Hopf-pairing, if the following equalities hold for all a, b ∈ A and x, y ∈ B:
The pairing σ is called non-degenerate, if A → B * , a → σ(a, ·) and B → A * , x → σ(·, x) are isomorphisms of vector spaces for all a ∈ A \ {0} and x ∈ B \ {0}. In [Vir05] Virelizier defined for two Hopf algebras A, B, a Hopf algebra automorphism f : A → A and a Hopf-pairing σ : A × B → k an algebra D(A, B; σ, f ). This algebra has the underlying vector space A ⊗ B and the multiplication is given by
The unit of this multiplication is 1 A ⊗ 1 B . Let H be a finite dimensional Hopf algebra. Recall that the dual space H * is a Hopf algebra with multiplication (ϕ · ψ)(a) := ϕ(a (1) )ψ(a (2) ) and comultiplication (ϕ (1) ⊗ ϕ (2) )(a ⊗ b) := ϕ(a · b). It is easy to see that the pairing ev :
is a non-degenerate Hopf pairing. The antipode of (H * ) cop is S = (S −1 ) * and thus there is an associative product on the vector space H ⊗ H * given by
We will show that for a Hopf-algebra automorphism f : We prove this with the help of two lemmas.
Lemma 5.8 Given an f -Yetter-Drinfeld module X. The linear map ρ :
is a D f -action on X.
Proof. We proof associativity of ρ: Let a, b ∈ H, ϕ, ψ ∈ H * and x ∈ X
For ( * ) we used that S −1 is an anti-algebra homomorphism. The unitality of ρ follows easily: For all x ∈ X we have (1 ⊗ ε).x = ε(S −1 (x (−1) ))1x (0) = ε(x (−1) )x (0) = x. Here we used for ( * ) that {a i } and {a i } are dual bases and for ( * * ) that S is an anti-algebra homomorphism and (20).
Proof of Proposition 5.7. We have seen in Lemma 5.8 that every f -Yetter-Drinfeld module can be assigned a D f -module structure. Conversely, by Lemma 5.9 every D f -module can be assigned an f -Yetter-Drinfeld modules structure. It is clear that these two assignments are inverse to each other, hence the Proposition is proved.
Remark 5.10 Since the category of modules over an algebra is abelian, Proposition 5.7 additionally shows that the category of f -Yetter-Drinfeld modules is not only k-linear but also abelian.
As mentioned in the Introduction, the representations of a quasi-triangular Hopf Gcoalgebra define a G-braided category [Tur10, Chapter VIII]. In more detail, a quasi-triangular Hopf G-coalgebra H is a family {H g } g∈G of associative algebras together with algebra homomorphisms ∆ g,h : H gh → H g ⊗ H h for all g, h ∈ G, algebra isomorphisms ϕ g : H h → H ghg −1 for all g, h ∈ G (compatible with the ∆ g,h ) and a family R = {R g,h ∈ H g ⊗ H h } g,h∈G of invertible elements subject to relations with the ∆ g,h and ϕ k . Following [Tur10, Chapter VIII.1.7] the category Rep(H) of representations of H is defined as the disjoint union of the k-linear categories H g -mod. The g-homogeneous component of Rep(H) is H g -mod and the family ∆ g,h (also called comultiplication of H) is used to define the monoidal product on Rep(H) via pulling back the H g ⊗ H h module structure of X ⊗ Y along the algebra homomorphism ∆ g,h to an H gh -module structure. The action of g ∈ G on Rep(H) is given by the pull-back functor ϕ * g −1 and the G-braiding on X in H g -mod and Y in H h -mod is the linear map given by x ⊗ y → τ X,Y (R g,h .(x ⊗ y)) for x ∈ X, y ∈ Y.
Here τ X,Y : x ⊗ y → y ⊗ x is the tensor flip. We now explain how the algebras D(A, B; σ, f ), mentioned in the beginning of this section, can be used to define a Hopf G-coalgebra. Using the same conventions as before, let A and B be Hopf algebras and σ : A × B → k a Hopf-pairing. Given a group homomorphism ψ : G → Aut Hopf (A) the family {D(A, B; σ, ψ g )} g∈G of associative algebras is a Hopf Gcoalgebra with comultiplication (cf. [Vir05, Thm. 2.3])
∆ g,h (a ⊗ x) = (ψ h (a (1) ) ⊗ x (1) ) ⊗ (a (2) ⊗ x (2) ). Now remember from Remark 5.6 that our categorical construction of the category Z G (H) is related to an anti-group homomorphism φ : G → Aut Hopf (H). We can modify Virelizier's comultiplication to get a Hopf G-coalgebra from this anti-group homomorphism: Assume that the Hopf pairing σ : A × B → k is non-degenerate. For every Hopf algebra automorphism f : A → A there is a unique Hopf algebra homomorphism f * : B → B with σ(f (a), x) = σ(a, f * (x)) for all a ∈ A, x ∈ B.
Adapting the arguments in [Vir05, Thm. 2.3], one shows: The family
of k-linear maps is a coassociative comultiplication on the family D(A, B; σ, φ) = {D(A, B; σ, φ g )} g∈G .
Further, the family of algebra isomorphisms ϕ g (a ⊗ x) := φ g (a) ⊗ φ * g −1 (x) gives a crossing on D(A, B; σ, φ) in the sense of [Vir05, 1.2], except for property (1.6) in that article: Instead of ϕ g ϕ h = ϕ gh we have ϕ h ϕ g = ϕ gh . This is due to the fact that φ is an anti-homomorphism and not a homomorphism. For the category of representations of D(A, B; σ, φ) this has the following consequence: In our approach the action of g ∈ G on the category Rep (D(A, B; σ, φ) ) is given by the restriction functor ϕ * g and not by the restriction functor ϕ * g −1 . Now we again specialize to the case A = H, B = (H * ) cop and σ = ev : H × H * → k. Denote the Hopf G-coalgebra we get from an anti-homomorphism φ : G → Aut Hopf (H) by D(H, φ) . We have the following result.
