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Abstract
This paper deals with a nonlinear string-beam system describing the torsional-vertical oscillations
of a suspension bridge. We consider the initial-boundary value problem and study the existence and
uniqueness question. We assume time independent right hand sides, but allow quite general nonlinear
terms. Using the Faedo–Galerkin method we prove the existence of a unique solution on an arbitrary
large time interval.
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1. Introduction
Our paper deals with the system
m1ytt (x, t)+ k1yxxxx(x, t)+ δ1yt (x, t)
=−{E1(y(x, t)− l sinϕ(x, t))+E2(y(x, t)+ l sinϕ(x, t))}+ F1(x, t),
m2ϕtt (x, t)− k2ϕxx(x, t)+ δ2ϕt(x, t)
= l cosϕ(x, t){E1(y(x, t)− l sinϕ(x, t))
−E2
(
y(x, t)+ l sinϕ(x, t))}+ F2(x, t), (1)
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y(0, t)= y(L, t)= 0,
yxx(0, t)= yxx(L, t)= 0,
ϕ(0, t)= ϕ(L, t)= 0, t ∈ [0, T ], (2)
y(x,0)= y0(x),
yt (x,0)= y1(x),
ϕ(x,0)= ϕ0(x),
ϕt (x,0)= ϕ1(x), x ∈ [0,L]. (3)
The system (1)–(3) can serve as a simplified model of a suspension bridge. Here y(x, t)
denotes the vertical motion of the roadbed at point x and time t , measured as positive in
the downward direction, and ϕ(x, t) represents the torsional motion of the roadbed at point
x and time t , and is considered positive in the counterclockwise direction.
The other parameters represent the bridge and material constants. FunctionsE1(·),E2(·)
describe the nonlinear effect of the side cables. In the simplest way, we can imagine these
cables as one-sided springs obeying Hooke’s law when the displacement is positive—in
this case, the corresponding nonlinear terms have the form
E1(z)= b1z+, E2(z)= b2z+,
where z+ = max{0, z}, and b1, b2 are positive constants. Functions F1,F2 stand for the
external forcing (due to cars driving across the bridge, etc.). For detailed description of the
model see, e.g., [10].
System (1)–(3) is an extended version of the original model introduced by Lazer and
McKenna in [3]. Initial value problems for similar models have been already studied—let
us mention at least Malík [7–9], or Ahmed and Harbi [1], and in all of these papers we
can find existence, uniqueness and regularity results based on the Faedo–Galerkin method.
The same tools were used also by Lit¸canu in [5], but here the author deals with a boundary
value problem for a suspension bridge model.
Our main result also concerns the existence and uniqueness question, and the existence
proof is based on the construction of Galerkin approximations. However, the merit of our
work lies in two main aspects. The first one is the general form of nonlinear terms with very
weak assumptions. We prove our existence result for any continuous nonlinear functions
E1,E2, which have polynomial growth in infinity (with an arbitrary power) and whose
primitive functions are bounded from below by a linear function (see Theorem 8).
In particular, e.g., any continuous function in the form E(z)+ C, where E(z) is equal
to zero for z= 0, nonnegative for z > 0 and nonpositive otherwise, and has a polynomial
growth in infinity, satisfies the assumptions of our main theorem. In the suspension bridge
case, it means that every meaningful nonlinearity describing the influence of the cable-
stays can be applied. (The constant C can be, in fact, interpreted as the bridge weight and
can be included into the right-hand sides Fi .)
Moreover, our results stay valid even in the case that we take into account the pretension
of the roadbed which differs with respect to the space variable x (see Remark 12).
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unique solution which is bounded in the H 1(0,L) norm almost everywhere in (0, T ) by
a constant independent on T . Thus we have, in fact, boundedness on the whole positive
real line. The price we have to pay for this is the assumption that the right-hand side is
bounded and time-independent. However, our information is that the system (1)–(3) is not
self-exciting and probably behaves in an asymptotically stable way.
2. Preliminaries
For simplicity, in the case of functions of one variable, we denote x-derivatives by
primes, i.e., d
dx
z= z′, and for t-derivatives we use dots, i.e., d
dt
z= z˙. As for the functions
of both variables x, t , we use subscripts, i.e., ∂
∂x
z= zx , ∂∂t z= zt .
We consider D(0, T ) the space of test functions, i.e., D(0, T )= C∞0 (0, T ). By a distri-
bution we understand a linear continuous operator fromD(0, T ) to a Banach space V . This
means that if u :D(0, T ) → V is a distribution and v ∈ V ∗, then v(u) is a usual distribution.
The space of V -valued distributions will be denoted by D∗(0, T ;V ).
In particular, let us consider z ∈L1(0, T ;V ), then z generates a distribution in the space
D∗(0, T ;V ) defined by the following expression:
z : ξ(t) →
T∫
0
z(t, x)ξ(t) dt, ξ ∈D(0, T ). (4)
The transformation from L1(0, T ;V ) to D∗(0, T ;V ) defined by (4) is an injective imbed-
ding (see [11]).
Remark 1. The derivative in the distributional sense is defined by the standard way. In
particular, for a function z ∈L1(0, T ;V ), the following holds:
T∫
0
zt (t, x)ξ(t) dt =−
T∫
0
z(t, x)ξ˙(t) dt, ∀ξ ∈D(0, T ). (5)
Let us denote
Y := {y: y ∈ L∞(0, T ;Y0); yt ∈L∞(0, T ;Y1)},
Φ := {ϕ: ϕ ∈ L∞(0, T ;Φ0); ϕt ∈ L∞(0, T ;Φ1)},
where
Y0 :=H 10 (0,L)∩H 2(0,L),
Y1 := L2(0,L),
Φ0 :=H 10 (0,L),
Φ1 :=L2(0,L).
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〈u,v〉Y0 =
L∫
0
{uv + u′v′ + u′′v′′}dx, 〈u,v〉Φ0 =
L∫
0
{uv+ u′v′}dx.
The scalar product on the space L2(0,L) will be denoted by the symbol
〈u,v〉 =
L∫
0
uv dx.
The same notation is also used for the duality of Banach spaces V and V ∗. To simplify the
notation in the following text we set ‖ · ‖ = ‖ · ‖L2 .
By virtue of the Poincaré inequality (see [6]) there exists C > 0 such that
C‖y‖2Y0  ‖yxx‖2, C‖ϕ‖2Φ0  ‖ϕx‖2 (6)
for any y ∈ Y0, ϕ ∈Φ0.
Remark 2. We recall the following imbeddings (see [6]):
Y0 ⊂ Y1 ⊂ Y ∗0 , Φ0 ⊂ Φ1 ⊂ Φ∗0 ,
Y0,Φ0 ⊂⊂ C
([0,L]), (7)
and, moreover,
Lp(0, T ;Y0)⊂ Lp(0, T ;Y1)⊂
(
Lp(0, T ;Y0)
)∗
,
Lp(0, T ;Φ0)⊂ Lp(0, T ;Φ1)⊂
(
Lp(0, T ;Φ0)
)∗
, (8)
where p ∈ [1,∞]. Further, for any 2 p ∞, we can write{
y: y ∈ Lp(0, T ;Y0); yt ∈ Lp(0, T ;Y1)
} ⊂ H 1((0, T )× (0,L)),{
ϕ: ϕ ∈Lp(0, T ;Φ0); ϕt ∈ Lp(0, T ;Φ1)
} ⊂ H 1((0, T )× (0,L)), (9)
and
H 1
(
(0, T )× (0,L)) ⊂⊂ Lq((0, T )× (0,L)) (10)
for all 1 q <∞.
Without proof we state the following standard lemma (see [4]).
Lemma 3. Let f ∈ Lp(0, T ;V ) and ft ∈ Lp(0, T ;V ), where 1 p ∞, V is a Banach
space. Then f is a continuous mapping from [0, T ] to V , i.e., f ∈ C([0, T ];V ).
Another auxiliary lemma can be found, e.g., in [9].
Lemma 4. Let fn ∈ L2(0, T ;V ), where V is a separable Hilbert space and fn converge
weakly to f0 in L2(0, T ;V ). Moreover, let there exist C > 0 such that ‖fn(t)‖V  C for
any n ∈N, t ∈ [0, T ]. Then ‖f0(t)‖V  C for a.e. t ∈ [0, T ].
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Now, we are in a position to define the notion of a weak solution.
Definition 5. Let E1,E2 be real functions of one real variable satisfying the growth condi-
tion ∣∣Ei(·)∣∣C(1+ | · |p), i = 1,2, (11)
with a positive constant C and p  1 arbitrary. Let F1,F2 ∈ L2((0,L)× (0, T )). Functions
y ∈L2(0, T ;Y0), ϕ ∈ L2(0, T ;Φ0), whose time derivatives satisfy yt ∈L2(0, T ;Y1), ϕt ∈
L2(0, T ;Φ1), are called weak solution of the initial-boundary value problem (1)–(3), if for
any test functions θy ∈ Y0, θϕ ∈ Φ0, ξy ∈ D(0, T ), ξϕ ∈ D(0, T ) the following identities
hold:
−
T∫
0
〈
m1yt (x, t), θy(x)
〉
ξ˙y (t) dt +
T∫
0
〈
k1yxx(x, t), θ
′′
y (x)
〉
ξy(t) dt
+
T∫
0
〈
δ1 yt (x, t), θy(x)
〉
ξy(t) dt
=−
T∫
0
〈
E1
(
y(x, t)− l sinϕ(x, t)), θy(x)〉 ξy(t) dt
−
T∫
0
〈
E2
(
y(x, t)+ l sinϕ(x, t)), θy(x)〉 ξy(t) dt +
T∫
0
〈
F1(x, t), θy(x)
〉
ξy(t) dt,
−
T∫
0
〈
m2 ϕt(x, t), θϕ(x)
〉
ξ˙ϕ(t) dt +
T∫
0
〈
k2 ϕx(x, t), θ
′
ϕ(x)
〉
ξϕ(t) dt
+
T∫
0
〈
δ2 ϕt(x, t), θϕ(x)
〉
ξϕ(t)dt
=
T∫
0
〈
l cosϕ(x, t)E1
(
y(x, t)− l sinϕ(x, t)), θϕ(x)〉 ξϕ(t) dt
−
T∫
0
〈
l cosϕ(x, t)E2
(
y(x, t)+ l sinϕ(x, t)), θϕ(x)〉 ξϕ(t) dt
+
T∫ 〈
F2(x, t), θϕ(x)
〉
ξϕ(t) dt. (12)0
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y(x,0)= y0(x), yt (x,0)= y1(x),
ϕ(x,0)= ϕ0(x), ϕt (x,0)= ϕ1(x) (13)
are satisfied for given y0 ∈ Y0, y1 ∈ Y1, ϕ0 ∈Φ0, ϕ1 ∈Φ1.
Remark 6. We recall that all terms in (12) make sense. Indeed, both functions y , ϕ belong
to the space H 1((0, T ) × (0,L)) which is continuously embedded into Lq for all 1 
q <∞ (see Remark 2). This together with the growth condition (11) ensures the sense of
nonlinear terms.
We show that the conditions (13) in the definition of the weak solution are correct.
Since y ∈ L2(0, T ;Y0) and yt ∈ L2(0, T ;Y1), Lemma 3 gives y ∈ C([0, T ];Y1). Thus
the condition y(0)= y0 makes sense. Further, from Eq. (12) and the imbeddings Y0 ⊂ Y1 ⊂
Y ∗0 , we obtain for the second distributional derivative
ytt ∈L2(0, T ;Y1)+L2
(
0, T ;Y ∗0
)⊂ L2(0, T ;Y ∗0 ).
This, together with yt ∈ L2(0, T ;Y1) ⊂ L2(0, T ;Y ∗0 ) and Lemma 3 again, gives yt ∈
C([0, T ];Y ∗0 ). Hence the condition yt (0)= y1 is correct.
In the same way we prove the correctness of the conditions ϕ(0)= ϕ0 and ϕt(0)= ϕ1.
Remark 7. Let us remark that Y ∗0 = (H 10 (0,L) ∩ H 2(0,L))∗ = H−2(0,L), and Φ∗0 =
(H 10 (0,L))
∗ =H−1(0,L).
4. Main result and the proof
Our main result is the following
Theorem 8. Let F1 = F1(x), F2 = F2(x), F1,F2 ∈ L∞(0,L). Let E1,E2 be continuous
functions satisfying the growth condition (11), i.e.,∣∣Ei(·)∣∣C(1+ | · |p), i = 1,2,
and let there exist primitive functions G1(·) and G2(·) to E1(·) and E2(·) such that
Gi(·)−D1 −D2| · |, i = 1,2, (14)
where D1,D2 are arbitrary positive constants. Then the problem (1)–(3) has a weak
solution y ∈ Y , ϕ ∈ Φ , i.e., y ∈ L∞(0, T ;Y0), yt ∈ L∞(0, T ;Y1), ϕ ∈ L∞(0, T ;Φ0),
ϕt ∈ L∞(0, T ;Φ1). Moreover, there exists a constant C independent of T such that
‖y(t)‖Y0  C, ‖ϕ(t)‖Φ0  C for a.e. t ∈ [0, T ].
The proof of Theorem 8 is based on the Faedo–Galerkin method (see [4]) and consists
of following steps: we construct a sequence of approximative solutions (so-called Galerkin
approximations); we prove their existence and find a priori estimates; we show that a suit-
able subsequence converges to the weak solution of the original problem and, finally, we
verify the initial conditions.
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We denote by{
syi(x)
}∞
i=1
the basis of space Y0, and by{
sϕi(x)
}∞
i=1
the basis of space Φ0, i.e., these sequences consist of linearly independent elements and
their linear spans are dense in Y0, or Φ0, respectively. {syi(x)}∞i=1 and {sϕi(x)}∞i=1 are also
bases of spaces Y1,Φ1.
For any m ∈N let
ym(x, t)=
m∑
i=1
ymci (t) syi(x),
ϕm(x, t)=
m∑
i=1
ϕmci (t) sϕi (x),
where functions ymci and ϕ
m
ci are solutions of the following system of 2m ordinary differ-
ential equations (for simplified notation we drop the variable x in the arguments of ym
and ϕm):
m1
〈
ymtt (t), syi
〉+ k1〈ymxx(t), s′′yi 〉+ δ1〈ymt (t), syi 〉
=−〈E1(ym(t)− l sinϕm(t)), syi 〉
− 〈E2(ym(t)+ l sinϕm(t)), syi 〉+ 〈F1, syi 〉,
m2
〈
ϕmtt (t), sϕi
〉+ k2〈ϕmx (t), s′ϕi 〉+ δ2〈ϕmt (t), sϕi 〉
= 〈l cosϕm(t)E1(ym(t)− l sinϕm(t)), sϕi 〉
− 〈l cosϕm(t)E2(ym(t)+ l sinϕm(t)), sϕi 〉+ 〈F2, sϕi 〉, (15)
i = 1, . . . ,m. Moreover, functions ymci and ϕmci satisfy following initial conditions:
ym0 (x)=
m∑
i=1
ymci (0)syi(x), y
m
0 (x)→ y0(x) in Y0,
ϕm0 (x)=
m∑
i=1
ϕmci (0)sϕi(x), ϕ
m
0 (x)→ ϕ0(x) in Φ0,
ym1 (x)=
m∑
i=1
y˙mci (0)syi(x), y
m
1 (x)→ y1(x) in Y1,
ϕm1 (x)=
m∑
i=1
ϕ˙mci (0)sϕi(x), ϕ
m
1 (x)→ ϕ1(x) in Φ1. (16)
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Due to the continuity assumption of nonlinear functions E1,E2, we can use the
Carathéodory theory of ordinary differential equations (see [2]) which guarantees the
existence of at least one local solution of the system (15) which satisfies the initial condi-
tions (16).
The a priori estimates derived later show that this solution can be extended on the whole
interval [0, T ].
4.3. A priori estimates
We multiply the first equation in system (15) by y˙mci (t), the second equation by ϕ˙mci (t)
and sum both for i = 1 to m,
m1
〈
ymtt (t), y
m
t (t)
〉+m2〈ϕmtt (t), ϕmt (t)〉+ k1〈ymxx(t), ymxxt(t)〉
+ k2
〈
ϕmx (t), ϕ
m
xt (t)
〉+ δ1〈ymt (t), ymt (t)〉+ δ2〈ϕmt (t), ϕmt (t)〉
=−〈E1(ym(t)− l sinϕm(t)), ymt − l ϕmt (t) cosϕm(t)〉
− 〈E2(ym(t)+ l sinϕm(t)), ymt + l ϕmt (t) cosϕm(t)〉
+ 〈F1, ymt (t)〉+ 〈F2, ϕmt (t)〉. (17)
From that follows
1
2
d
dt
{
m1
∥∥ymt (t)∥∥2 +m2∥∥ϕmt (t)∥∥2 + k1∥∥ymxx(t)∥∥2 + k2∥∥ϕmx (t)∥∥2}
+ δ1
∥∥ymt (t)∥∥2 + δ2∥∥ϕmt (t)∥∥2
=−〈E1(ym(t)− l sinϕm(t)), ymt (t)− l ϕmt (t) cosϕm(t)〉
− 〈E2(ym(t)+ l sinϕm(t)), ymt (t)+ l ϕmt (t) cosϕm(t)〉
+ 〈F1, ymt (t)〉+ 〈F2, ϕmt (t)〉. (18)
Now, we integrate Eq. (18) with respect to t over the interval [0, t],
m1
∥∥ymt (t)∥∥2 +m2∥∥ϕmt (t)∥∥2 + k1∥∥ymxx(t)∥∥2 + k2∥∥ϕmx (t)∥∥2
=m1
∥∥ymt (0)∥∥2 +m2∥∥ϕmt (0)∥∥2 + k1∥∥ymxx(0)∥∥2 + k2∥∥ϕmx (0)∥∥2
− 2δ1
t∫
0
∥∥ymt (τ )∥∥2 dτ − 2δ2
t∫
0
∥∥ϕmt (τ )∥∥2 dτ
− 2
t∫
0
〈
E1
(
ym(τ)− l sinϕm(τ)), ymt (τ )− l ϕmt (τ ) cosϕm(τ)〉dτ
− 2
t∫ 〈
E2
(
ym(τ)+ l sinϕm(τ)), ymt (τ )+ l ϕmt (τ ) cosϕm(τ)〉dτ0
792 G. Holubová, A. Matas / J. Math. Anal. Appl. 288 (2003) 784–802+ 2
t∫
0
〈
F1, y
m
t (τ )
〉
dτ + 2
t∫
0
〈
F2, ϕ
m
t (τ )
〉
dτ . (19)
From the continuity of E1,E2 and the assumptions (14) on their primitive functions
G1,G2, we can derive the following:
〈
E1
(
y(t)− l sinϕ(t)︸ ︷︷ ︸
z(t)
)
, yt (t)− l ϕt (t) cosϕ(t)︸ ︷︷ ︸
d
dt
z(t)
〉= d
dt
L∫
0
G1
(
y(t)− l sinϕ(t))
and hence
−2
t∫
0
〈
E1
(
z(τ )
) d
dτ
z(τ )
〉
dτ =−2
t∫
0
{
d
dτ
L∫
0
G1
(
z(τ )
)}
dτ
= 2
L∫
0
{−G1(z(t))}︸ ︷︷ ︸
D1+D2|z(t)|
+2
L∫
0
G1
(
z(0)︸︷︷︸
<∞ ∀x (from init. cond.)
)
 2D1L+ 2C1L+ 2D2
L∫
0
∣∣z(t)∣∣
 C2 +C3
L∫
0
∣∣y(t)− l sinϕ(t)︸ ︷︷ ︸
1
∣∣C +C∥∥y(t)∥∥
L1(0,L). (20)
For the L1-norm of ym(t) we will use the estimate
∥∥ym(t)∥∥
L1(0,L) =
L∫
0
1
ε¯
ε¯
∣∣ym(t)∣∣dx  √L
ε¯
ε¯
∥∥ym(t)∥∥
 L
2ε¯2
+ ε¯
2
2
∥∥ym(t)∥∥2 = C(1
ε
)
+ ε∥∥ym(t)∥∥2. (21)
In the similar way we gain
t∫
0
〈
F1, y
m
t (τ )
〉
dτ = 〈F1, ym(t)− ym(0)〉
 ‖F1‖L∞(0,L)
(∥∥ym(t)∥∥
L1(0,L)+
∥∥ym(0)∥∥
L1(0,L)
)
 C
(
1
ε
)
+ ε∥∥ym(t)∥∥2. (22)
Now we use the previous relations to obtain the a priori estimates of the solution of (15).
It follows from Eq. (19), the inequalities (20)–(22) and the Poincaré inequalities (6) that
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∥∥ymt (t)∥∥2 +m2∥∥ϕmt (t)∥∥2 +C1∥∥ym(t)∥∥2Y0 +C1∥∥ϕm(t)∥∥2Φ0
m1
∥∥ymt (t)∥∥2 +m2∥∥ϕmt (t)∥∥2 + k1∥∥ymxx(t)∥∥2 + k2∥∥ϕmx (t)∥∥2
 C2 − 2δ1
t∫
0
∥∥ymt (τ )∥∥2 dτ − 2δ2
t∫
0
∥∥ϕmt (τ )∥∥2 dτ
− 2
t∫
0
〈
E1
(
ym(τ)− l sinϕm(τ)), ymt (τ )− lϕmt (τ ) cosϕm(τ)〉dτ
− 2
t∫
0
〈
E2
(
ym(τ)+ l sinϕm(τ)), ymt (τ )+ lϕmt (τ ) cosϕm(τ)〉dτ
+ 2
t∫
0
〈
F1, y
m
t (τ )
〉
dτ + 2
t∫
0
〈
F2, ϕ
m
t (τ )
〉
dτ
 C3 +C4
(
1
ε
)
+ ε∥∥ym(t)∥∥2 + ε∥∥ϕm(t)∥∥2. (23)
Now we set ε < C1 and we obtain the estimate∥∥ymt (t)∥∥2 + ∥∥ϕmt (t)∥∥2 + ∥∥ym(t)∥∥2Y0 + ∥∥ϕm(t)∥∥2Φ0  C (24)
with C independent on m and T . This implies that ym ∈ L∞(0, T ;Y0), ymt ∈L∞(0, T ;Y1),
ϕm ∈ L∞(0, T ;Φ0), and ϕmt ∈L∞(0, T ;Φ1).
4.4. Convergence of Galerkin approximations
The estimate (24) gives that the sequences {ym}, {ymt }, {ϕm}, {ϕmt } are bounded in
L∞(0, T ;Y0), L∞(0, T ;Y1), L∞(0, T ;Φ0), and L∞(0, T ;Φ1), respectively.
Remark 9. Moreover, since constantC in (24) does not depend on T , sequences mentioned
above belong to the spaces L∞(R+;Y0), etc.
From above it follows that there exist weak-∗ limits of suitable subsequences (denoted
again by {ym}, {ymt })
ym
∗
⇀y in L∞(0, T ;Y0), (25)
ymt
∗
⇀ y¯ in L∞(0, T ;Y1). (26)
The notation (25) means
lim
m→∞
T∫
〈ym, z〉 =
T∫
〈y, z〉, ∀z ∈L1(0, T ;Y ∗0 ),0 0
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can be written in a similar way.
The definitions of weak-∗ convergence and distributional derivative imply that the dis-
tributional derivative of function y is equal to the function y¯, i.e.,
yt = y¯.
Since L∞(0, T ;Yi)⊂ L2(0, T ;Yi), i = 0,1, it follows from (25) and (26),
ym
w
⇀ y in L2(0, T ;Y0), (27)
ymt
w
⇀ yt in L2(0, T ;Y1). (28)
Moreover,
ym ∈H 1((0, T )× (0,L)) ⊂⊂ Lq((0, T )× (0,L)) (29)
for all 1 q <∞. This implies (we again use a suitable subsequence)
ym → y strongly in Lq((0, T )× (0,L)) and a.e. (30)
The similar process leads to
ϕm
w
⇀ ϕ in L2(0, T ;Φ0), (31)
ϕmt
w
⇀ ϕt in L2(0, T ;Φ1). (32)
This implies
ϕm ∈H 1((0, T )× (0,L)) ⊂⊂ Lq((0, T )× (0,L)) (33)
(1 q <∞) and, moreover, for a suitable subsequence
ϕm → ϕ strongly in Lq((0, T )× (0,L)) and a.e. (34)
From the definition of the approximations ym,ϕm, we have for m  i and ξy, ξϕ ∈
D(0, T ),
−
T∫
0
〈
m1y
m
t (t), syi
〉
ξ˙y (t) dt +
T∫
0
〈
k1 y
m
xx(t), s
′′
yi
〉
ξy(t) dt
+
T∫
0
〈
δ1y
m
t (t), syi
〉
ξy(t) dt
=−
T∫
0
〈
E1
(
ym(t)− l sinϕm(t)), syi 〉ξy(t) dt
−
T∫ 〈
E2
(
ym(t)+ l sinϕm(t)), syi 〉ξy(t) dt +
T∫ 〈
F1(t), syi
〉
ξy(t) dt,0 0
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T∫
0
〈
m2ϕ
m
t (t), sϕi
〉
ξ˙ϕ(t) dt +
T∫
0
〈
k2ϕ
m
x (t), s
′
ϕi
〉
ξϕ(t) dt
+
T∫
0
〈
δ2ϕ
m
t (t), sϕi
〉
ξϕ(t) dt
=
T∫
0
〈
l cosϕm(t)E1
(
ym(t)− l sinϕm(t)), sϕi 〉ξϕ(t) dt
−
T∫
0
〈
l cosϕm(t)E2
(
ym(t)+ l sinϕm(t)), sϕi 〉ξϕ(t) dt
+
T∫
0
〈
F2(t), sϕi
〉
ξϕ(t) dt . (35)
From (27), (28) and (31), (32) it follows
lim
m→∞
T∫
0
〈
m1y
m
t (t), syi
〉
ξ˙y(t) dt =
T∫
0
〈
m1yt (t), syi
〉
ξ˙y (t) dt,
lim
m→∞
T∫
0
〈
m2ϕ
m
t (t), sϕi
〉
ξ˙ϕ(t) dt =
T∫
0
〈
m2ϕt(t), sϕi
〉
ξ˙ϕ(t) dt,
lim
m→∞
T∫
0
〈
k1y
m
xx(t), s
′′
yi
〉
ξy(t) dt =
T∫
0
〈
k1yxx(t), s
′′
yi
〉
ξy(t) dt,
lim
m→∞
T∫
0
〈
k2ϕ
m
xx(t), s
′′
ϕi
〉
ξϕ(t) dt =
T∫
0
〈
k2ϕxx(t), s
′′
ϕi
〉
ξϕ(t) dt,
lim
m→∞
T∫
0
〈
δ1y
m
t (t), syi
〉
ξy(t) dt =
T∫
0
〈
δ1yt(t), syi
〉
ξy(t) dt,
lim
m→∞
T∫
0
〈
δ2ϕ
m
t (t), sϕi
〉
ξϕ(t) dt =
T∫
0
〈
δ2ϕt(t), sϕi
〉
ξϕ(t) dt. (36)
Now, we will study convergence of the term
T∫ 〈
E1
(
ym(t)− l sinϕm(t)), syi 〉ξy(t) dt.0
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ator imply that the mapping
z →E1(z),
which works from L2p((0, T )× (0,L)) to L2((0, T )× (0,L)), is continuous. Due to the
strong convergence of ym, ϕm in any Lq((0, T )× (0,L)), 1 q <∞, (see (30) and (34)),
we obtain
E1(y
m − l sinϕm)→E1(y − l sinϕ) strongly in L2
(
(0, T )× (0,L)).
Thus we can conclude
lim
m→∞
T∫
0
L∫
0
E1
(
ym(x, t)− l sinϕm(x, t))syi(x) dx ξy(t) dt
=
T∫
0
L∫
0
E1
(
y(x, t)− l sinϕ(x, t))syi(x) dx ξy(t) dt. (37)
The same holds for the other nonlinear terms in (12).
Since the bases {syi}∞i=1, {sϕi}∞i=1 are dense in Y0, Y1, and Φ0,Φ1, respectively, and
thanks to the previous discussion, we see that y and ϕ satisfy equations (12) in the defini-
tion of weak solution for any test functions θy ∈ Y0, θϕ ∈Φ0.
Moreover, due to the a priori estimates (24) and Lemma 4, we can conclude that∥∥y(t)∥∥
Y0
 C,
∥∥ϕ(t)∥∥
Φ0
 C for a.e. t ∈ [0, T ], (38)
with constant C independent of T .
4.5. Verification of initial conditions
Let us show that functions y,ϕ obtained in previous parts satisfy conditions (13) from
the definition of the weak solution.
Due to the a priori estimates of ym and ymt , we have 〈ym, syj 〉, 〈ymt , syj 〉 bounded in
L2(0, T ). Thus 〈ym, syj 〉 are bounded in H 1(0, T ) for all m ∈ N. Moreover, ym w⇀ y in
L2(0, T ;Y0). Hence
〈ym, syj 〉 w⇀ 〈y, syj 〉 in H 1(0, T ).
Since H 1(0, T ) is compactly embedded into C([0, T ]), we can conclude that
〈ym, syj 〉→ 〈y, syj 〉 strongly in C
([0, T ]),
and 〈
ym(0), syj
〉→ 〈y(0), syj 〉.
But the definition of Galerkin approximations ensures ym(0) = ym0 → y0 in Y0. Thus
y(0)= y0.
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T∫
0
〈
ymtt (t), syj
〉
ξy(t) dt =
T∫
0
d
dt
〈
ymt (t), syj
〉
ξy(t) dt =−
T∫
0
〈
ymt (t), syj
〉
ξ˙y (t) dt,
for all ξy ∈D(0, T ). From the weak-∗ convergence of ymt we have
−
T∫
0
〈
ymt (t), syj
〉
ξ˙y (t) dt →−
T∫
0
〈
yt (t), syj
〉
ξ˙y (t) dt =
T∫
0
d
dt
〈
yt (t), syj
〉
ξy(t) dt.
Since D(0, T ) is dense in L1(0, T ), we just obtained〈
ymtt , syj
〉 ∗
⇀
d
dt
〈yt , syj 〉 in L∞(0, T ). (39)
In particular, 〈ymt , syj 〉, as well as 〈ymtt , syj 〉, are bounded in L2(0, T ), and thus 〈ymt , syj 〉
are bounded and weakly convergent in H 1(0, T ). If we use again the argument of compact
embedding of H 1(0, T ) into C([0, T ]), we come to the strong convergence in C([0, T ])
and conclude〈
ymt (0), syj
〉→ 〈yt (t), syj 〉∣∣t=0 = 〈yt (0), syj 〉.
The definition of Galerkin approximations gives ymt (0)→ y1 in Y1, thus〈
yt (0), syj
〉= 〈y1, syj 〉 ∀j,
and yt (0)= y1.
The initial conditions for the function ϕ can be verified in the same way. The proof of
Theorem 8 is thus finished. ✷
Remark 10. The existence result can be proved under weaker assumptions. Especially, if
we allow any time dependent right-hand sides F1,F2 ∈ L2((0, T ) × (0,L)) and use the
standard technique with the Gronwall lemma, we obtain the existence of a solution y ∈ Y ,
ϕ ∈ Φ with a fixed finite time interval (0, T ). The merit of Theorem 8 is that the a priori
estimates (24) as well as (38) do not depend on T , which can be thus arbitrarily large.
5. Uniqueness result
Theorem 11. Let E1,E2 be Lipschitz functions satisfying the growth condition (11), i.e.,∣∣Ei(·)∣∣C(1+ | · |p), i = 1,2.
Let there exist a weak solution (y,ϕ) of the problem (1)–(3) such that y ∈ L∞(0, T ;Y0),
ϕ ∈ L∞(0, T ;Φ0). Then this solution is unique.
Proof. Let us assume the contrary. Let there exist two couples of weak solutions (y1, ϕ1),
(y2, ϕ2) and we denote their differences
y(t)= y1(t)− y2(t), ϕ(t)= ϕ1(t)− ϕ2(t).
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y1 ∈L∞(0, T ;Y0), ϕ1 ∈L∞(0, T ;Φ0).
Further, we put
y¯ =
t∫
0
y(τ) dτ, ϕ¯ =
t∫
0
ϕ(τ) dτ,
w(t, s)=−
s∫
t
y(τ ) dτ, η(t, s)=−
s∫
t
ϕ(τ ) dτ, if t  s,
where t, s ∈ [0, T ], and hence
w(t, s)= y¯(t)− y¯(s), η(t, s)= ϕ¯(t)− ϕ¯(s) if t  s,
wt (t, s)= y(t), ηt (t, s)= ϕ(t) if t  s.
Since (y1, ϕ1), (y2, ϕ2) solve problem (12), the following identities hold (we remark all
the terms are correct and make sense):
−
s∫
0
〈
m1yt (t),wt (t, s)
〉
dt +
s∫
0
〈
k1yxx(t),wxx(t, s)
〉
dt +
s∫
0
〈
δ1yt(t),w(t, s)
〉
dt
=−
s∫
0
〈
E1
(
y1(t)− l sinϕ1(t)
)−E1(y2(t)− l sinϕ2(t)),w(t, s)〉dt
−
s∫
0
〈
E2
(
y1(t)+ l sinϕ1(t)
)−E2(y2(t)+ l sinϕ2(t)),w(s, t)〉 dt,
−
s∫
0
〈
m2ϕt(t), ηt (s, t)
〉
dt +
s∫
0
〈
k2ϕx(t), ηx(s, t)
〉
dt +
s∫
0
〈
δ2ϕt(t), η(s, t)
〉
dt
=
s∫
0
〈
l cosϕ1(t)E1
(
y1(t)− l sinϕ1(t)
)
− l cosϕ2(t)E1
(
y2(t)− l sinϕ2(t)
)
, η(s, t)
〉
dt
−
s∫
0
〈
l cosϕ1(t)E2
(
y1(t)+ l sinϕ1(t)
)
− l cosϕ2(t)E2
(
y2(t)+ l sinϕ2(t)
)
, η(s, t)
〉
dt. (40)
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s∫
0
〈
yt (t),wt (t, s)
〉= s∫
0
〈
yt (t), y(t)
〉= 1
2
∥∥y(s)∥∥2 − 1
2
∥∥y(0)∥∥2 = 1
2
∥∥y(s)∥∥2,
s∫
0
〈
yxx(t),wxx(t, s)
〉= s∫
0
〈
wtxx(t, s),wxx(t, s)
〉
= 1
2
∥∥wxx(s, s)∥∥2 − 12∥∥wxx(0, s)∥∥2 =−12∥∥y¯xx(s)∥∥2,
s∫
0
〈
yt (t),w(t, s)
〉=− s∫
0
〈
y(t),wt (t, s)
〉+ 〈y(t),w(t, s)〉∣∣s0 =−
s∫
0
∥∥y(t)∥∥2.
The similar relations can be obtained for the torsional terms. As for the nonlinear terms,
we use the Lipschitz condition to obtain
s∫
0
〈
E1
(
y1(t)− l sinϕ1(t)
)−E1(y2(t)− l sinϕ2(t)),w(t, s)〉

s∫
0
∥∥E1(y1(t)− l sinϕ1(t))−E1(y2(t)− l sinϕ2(t))∥∥∥∥w(t, s)∥∥
 C
s∫
0
∥∥(y1(t)− l sinϕ1(t))− (y2(t)− l sinϕ2(t))∥∥∥∥w(t, s)∥∥
 C
s∫
0
(∥∥y(t)∥∥+ ∥∥ϕ(t)∥∥)∥∥w(t, s)∥∥
 C
s∫
0
(∥∥y(t)∥∥+ ∥∥ϕ(t)∥∥)(∥∥y¯(t)∥∥+ ∥∥y¯(s)∥∥).
In the case of the function E2, we proceed in the same way. As for the nonlinearities in the
torsional equation, we can argue in the following way
s∫
0
〈
cosϕ1(t)E1
(
y1(t)− l sinϕ1(t)
)− cosϕ2(t)E1(y2(t)− l sinϕ2(t)), η(t, s)〉

s∫ 〈
cosϕ2(t)
(
E1(y1(t)− l sinϕ1(t)
)−E1(y2(t)− l sinϕ2(t)), η(t, s)〉
0
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s∫
0
〈(
cosϕ1(t)− cosϕ2(t)
)
E1
(
y1(t)− l sinϕ1(t)
)
, η(t, s)
〉

s∫
0
∥∥E1(y1(t)− l sinϕ1(t))−E1(y2(t)− l sinϕ2(t))∥∥∥∥η(t, s)∥∥
+
s∫
0
∥∥cosϕ1(t)− cosϕ2(t)∥∥L4(0,L)∥∥E1(y1(t)− l sinϕ1(t))∥∥L4(0,L)∥∥η(t, s)∥∥.
Here we use the Lipschitz condition together with the assumption that functions y1, ϕ1
belong to the spaces L∞(0, T ;Y0), L∞(0, T ;Φ0) which are both imbedded into
L∞(0, T ;Lq) with 1 q <∞. If we apply the growth condition (11), we can write
ess sup
∥∥E1(y1(t)− l sinϕ1(t))∥∥L4(0,L)  C.
Moreover, since∥∥cosϕ1(t)− cosϕ2(t)∥∥L4(0,L)  C∥∥cosϕ1(t)− cosϕ2(t)∥∥ C∥∥ϕ(t)∥∥,
it is not hard to see that
s∫
0
〈
cosϕ1(t)E1
(
y1(t)− l sinϕ1(t)
)− cosϕ2(t)E1(y2(t)− l sinϕ2(t)), η(t, s)〉
 C
s∫
0
(∥∥y(t)∥∥+ ∥∥ϕ(t)∥∥)(∥∥ϕ¯(t)∥∥+ ∥∥ϕ¯(s)∥∥).
If we now sum both equations in (40), use the relations above, the Poincaré inequality (6)
and the inequality ab ε2a2 + b2/ε2, we obtain∥∥y(s)∥∥2 + ∥∥ϕ(s)∥∥2 + ∥∥y¯(s)∥∥2
Y0
+ ∥∥ϕ¯(s)∥∥2
Φ0
 C
( s∫
0
∥∥y(t)∥∥2 + s∫
0
∥∥ϕ(t)∥∥2 + s∫
0
∥∥y¯(t)∥∥2
Y0
+
s∫
0
∥∥ϕ¯(t)∥∥2
Φ0
)
.
The Gronwall lemma now implies∥∥y(s)∥∥2 + ∥∥ϕ(s)∥∥2 + ∥∥y¯(s)∥∥2
Y0
+ ∥∥ϕ¯(s)∥∥2
Φ0
= 0
and the proof is finished. ✷
6. Final remarks
Remark 12. Both Theorems 8 and 11 are valid even for the system (1)–(3) with appended
pretension of the roadbed depending on the space variable. In that case, the nonlinear terms
have the form
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(
y(x, t)− l sinϕ(x, t)+ d(x)), E2(y(x, t)+ l sinϕ(x, t)+ d(x)),
where d ∈ L∞(0,L).
Both proofs stay without any significant changes. We only remark that in the derivation
of a priori estimates, we set
z(t)= y(t)− l sinϕ(t)+ d.
Since pretension d does not depend on the time variable, we have
d
dt
z(t)= yt (t)− lϕt (t) cosϕ(t)
and (20) holds true also in this case.
Remark 13. Our main results can be obtained also for the string-beam system (1)–(3) with
modified boundary conditions
y(0, t)= y(L, t)= 0,
yx(0, t)= yx(L, t)= 0,
ϕ(0, t)= ϕ(L, t)= 0, t ∈ [0, T ]. (41)
This system describes the suspension bridge with clamped ends. In this case, we put
Y0 :=H 20 (0,L),
i.e., Y0 will be the space of functions from H 2(0,L) whose values and values of their
first space derivatives are zero in the end points. Both Theorems 8 and 11, as well as their
proofs, stay then without any changes.
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