The asymptotic efficiency of the spatial sign covariance matrix (SSCM) relative to affine equivariant estimates of scatter is studied in detail. In particular, the SSCM is shown to be asymptoticaly inadmissible, i.e. the asymptotic variance-covariance matrix of the consistency corrected SSCM is uniformly smaller than that of its affine equivariant counterpart, namely Tyler's scatter matrix. Although the SSCM has often been recommended when one is interested in principal components analysis, the degree of the inefficiency of the SSCM is shown to be most severe in situations where principal components are of most interest. A finite sample simulation shows the inefficiency of the SSCM also holds for small sample sizes, and that the asymptotic relative efficiency is a good approximation to the finite sample efficiency for relatively modest sample sizes.
1. Introduction Multivariate procedures are implemented to help understand the relationships between several quantitative variables of interest. The most commonly used methods rely heavily on the sample variance-covariance matrix. It is now well known that the sample variance-covariance matrix is highly non-robust, being extremely sensitive to outliers and being very inefficient at longer tailed distributions. Consequently, there have been many proposed robust alternatives to the sample variance-covariance matrix, such as the M -estimates [12, 22] , the minimum volume ellipsoid and the minimum covariance determinant estimates [26] , the Stahel-Donoho estimates [8, 27] , the S-estimates [6, 17] , the P-estimates [24, 34] , CMestimates [14] and the M M -estimates [29, 35] . All of these estimates of scatter are affine equivariant, and except for the M -estimates they all have high breakdown points. On the other hand, the computations of M -estimates are relatively easy and can be done via a simple IRLS algorithm, whereas the high breakdown point scatter estimates are computationally intensive, especially for large samples and/or high dimensional data sets, and are usually computed via approximate or probabilistic algorithms.
Due to the computational complexity of high breakdown point affine equivariant estimates of multivariate scatter, there has been recent interest in high breakdown point estimates of scatter which are not affine equivariant but are computationally easy. One such estimate is the spatial sign covariance matrix, hereafter referred to as SSCM. The earliest often cited references to this estimate is [16] , though the name SSCM was introduced in [37] . The SSCM is often recommended as a fast and easy high breakdown point method; see e.g. [16] and the recent book by [23] . In particular, since it is orthogonally equivariant, the SSCM has been recommended in cases where only orthogonal equivariance and not full affine equivariance is needed, such as in principal components analysis.
The lack of affine equivariance of the SSCM arises since it is defined by down-weighing observations based upon their Euclidean distances from an estimated center of the data set. When the data is presumed to arise from a multivariate normal distribution or more generally from an elliptically symmetric distribution, for x ∈ R d , where g is some non-negative function and Γ ∈ P d , the class of d×d symmetric positive definite matrices. The relationship between g and G is G (r) = a d r d−1 g(r 2 ) with the constant a d = 2π d/2 /Γ (d/2), where the non-bold Γ refers to the usual gamma function.
Note that the scatter parameter Γ is only well defined up to a scalar multiple, i.e. if Γ satisfies the definition of a scatter matrix for a given elliptically symmetric distribution, then λΓ also does for any λ > 0. If no restrictions are placed on the function G, then the parameter Γ is confounded with G. If x possesses first moments, then µ = E[x], and if it possesses second moments, then Γ ∝ Σ, the variance-covariance matrix, or more specifically Σ = λ(G)Γ with λ(G) = E[R d . Consequently, the maximum likelihood estimates for the parameters of an elliptically symmetric distribution based on a given function G are affinely equivariant. Given a d-dimensional sample x 1 , . . . , x n , estimates of µ and Γ are said to be affinely equivariant if an affine transformation of the data x i → Bx i +b for i = 1, . . . , n induces on the estimates the transformations µ → B µ + b and Γ → B ΓB
T . In addition to the maximum likelihood estimates associated with elliptically symmetric distributions, which include the sample mean vector and the sample covariance matrix, many proposed robust estimates of multivariate location and scatter, such as the multivariate M-estimates, are affinely equivariant.
The covariance matrix, if it exists, of an affine equivariant estimate of scatter under random sampling from an E d (µ, Γ; G) distribution has a relatively simple form, namely
The notation vec(A) refers to the pq-dimensional vector obtained from stacking the columns of the p × q dimensional matrix A, K d,d refers to the d 2 ×d 2 commutation matrix, and ⊗ refers to the Kronecker product. This notation is reviewed in Appendix 6.1. The terms σ 1,n, Γ,G and σ 2,n, Γ,G are scalars that depend on the sample size, the particular estimate Γ and on the underlying family of elliptical distribution, i.e. on G, but not on µ or Γ, see [31] for more details. When focusing on the shape of the scatter parameter, i.e. on Γ up to a scalar multiple, the second scalar becomes unimportant, at least asymptotically. That is, if Γ converges in probability and is asymptotically normal, then if the function H is such that H(Γ) = H(βΓ) for any
where p is the dimension of H, M is a function dependent on H with M(βΓ) = M(Γ) for any β > 0, and σ 1, Γ,G is again a scalar dependent only on the particular estimate and on G. Thus, the asymptotic relative efficiency at E d (µ, Γ; G) of any shape component based on one affine equivariant asymptoptically normal estimate of scatter versus another reduces to the scalar
which is not dependent on the shape function H nor on the parameters µ and Γ. We again refer the reader to [31] for more details. 
Spatial Sign Covariance Matrix
Given a d-dimensional sample x 1 , . . . , x n , the spatial sign covariance matrix, or SSCM, about a point µ is defined to be
where θ i = (x i − µ)/ x i − µ . Note that by definition, trace{ S(µ)} = 1. Under general random sampling Ξ = E S(µ) = E θθ T , where θ = (x − µ)/ x − µ , and by the law of large numbers S(µ) is consistent for Ξ. Also, since θ = 1, the central limit theorem immediately gives
where
In practice, µ is usually estimated, say by µ n . The asymptotic distribution of the SSCM when the center is estimated, that is for S( µ n ), which we hereafter abbreviate as S n has only recently been obtained, see [10] . As the following lemma shows, under mild conditions the asymptotic distribution of S n is the same as that of S(µ). Since the definition of S n depends on the directions of x i − µ n , it is not surprising to note that the distribution of x i cannot be too concentrated about µ n .
LEMMA 2.1. Suppose x ∈ R k is a continuous random vector whose distribution is symmetric about
Under random sampling from an E d (µ, Γ; G) distribution, the finite sample distribution of S(µ), and hence its asymptotic distribution as well as the asymptotic distribution of S n , does not depend on the radial component G and depends only on Γ up to a scalar multiple. This follows since if
, an angular central Gaussian distribution with parameter Γ, which does not depend on G, see e.g. [38] or [33] and furthermore, the ACG d (Γ) ∼ D ACG d (βΓ) for any β > 0. It is known that Ξ is not proportional to Γ and so in contrast to affine equivariant estimates of scatter, the SSCM is not consistent for some multiple of Γ, see e.g. [5] . Consequently, a shape component of the SSCM is not necessarily consistent for the corresponding shape component of Γ. A transformation of S n , though, can be made so that it is consistent for some multiple of Γ. This is discussed in more detail in section 3.
Although not affine equivariant, S n is orthogonally equivariant provided the estimate of location µ n is orthogonally equivariant. That is if for any orthogonal matrix Q and any vector b ∈ R d the transformation x i → Qx i + b for i = 1, . . . n induces the transformation µ n → Q µ n + b, then it also induces the transformation S n → Q S n Q T . As mentioned in the introduction, the SSCM has a high breakdown point.
Tyler's Scatter Matrix
For the multivariate sample x 1 , . . . , x n , [32] introduced the distributionfree M-estimate of multivariate scatter about a point µ as a solution to the implicit equation
where θ i is defined as in (2.6). In the aforementioned paper, a solution T (µ) to (2.8) is shown to exist under general conditions and to be readily computed via an IRLS algorithm. The solution is also unique up to a scalar multiple, and can be made unique by demanding for example that trace{ T (µ)} = 1 or det{ T (µ)} = 1. Under general random sampling, T (µ) is known to be asymptotically normal, and when replacing µ by a consistent estimate µ n , T n = T ( µ n ) is asymptotically equivalent to T (µ) under the same conditions as in Lemma 2.1. If µ n is affine equivariant, then so is T n in the sense that an affine transformation of the data x i → Bx i + b for i = 1, . . . , n induces the transformation {β T n | β > 0} → {β B T n B T | β > 0}. Under random sampling from an E d (µ, Γ; G) distribution, as with the SSCM, the finite sample distribution of T (µ), and hence its asymptotic distribution, does not depend on the radial component G and depends on Γ only up to a scalar multiple. This follows since T (µ) is a function of the random sample θ 1 , . . . , θ n which comes from an ACG d (Γ) distribution. It is worth noting that Tyler's matrix corresponds to the maximum likelihood estimate for Γ under random sampling from the angular central Gaussian distribution, see [33] . Another important property of Tyler's matrix is that is minimizes the maximum asymptotic variance over all elliptical distributions for estimates of the shape component of Γ. The asymptotic distribution of a shape component of T n under random sampling from an elliptical distribution is given by (2.4) with σ 1, T n ,G = 1 + 2/d, which does not depend on G. Whereas, for any affine equivariant estimate of Γ, though,
Theoretical Results

3.1.
The inadmissibility of the SSCM under elliptical distributions Hereafter, it is presumed that x 1 , . . . , x n is a random sample from an E d (µ, Γ; G) distribution. As noted in section 2.2, the SSCM is a consistent estimate of Ξ, but Ξ itself is not a multiple of Γ. However, S n can be transformed into a consistent estimate of a multiple of Γ in the following manner. Consider the spectral value decomposition for Γ = QΛQ T , where Q is an orthogonal matrix whose columns consists of an orthonormal set of eigenvectors of Γ, and Λ is a diagonal matrix whose diagonal elements λ 1 ≥ . . . ≥ λ d are the ordered eigenvalues of Γ. The spectral value decomposition of the matrix Ξ, on the other hand, is known to have the form Ξ = Q∆Q T where Q is the same as that for Γ and ∆ = diagonal{φ 1 , . . . , φ d } with φ 1 ≥ . . . ≥ φ d being the ordered eigenvalues of Ξ. The relationship between ∆ and Λ is given by
with χ 2 1,1 , . . . , χ 2 1,d being mutually independent chi-square distributions on 1 degrees of freedom, see e.g. [5] or [28] . Hence the eigenvalues of the SSCM, which consistently estimate the eigenvalues of Ξ, are not consistent estimates of the eigenvalues of Γ. However, (3.9) implies ∆ is a function of Λ, which we denote by ∆ = h(Λ). Without loss of generality, since Γ is confounded with the radial component G, we presume Γ is normalized so that trace(Γ) = 1, and since trace(Ξ) = 1 the function h can be viewed as a function from
The function h can be shown to be one-to-one and continuously differentiable. This then implies that h(Γ) = Qh(Λ)Q T is one-one and continuously differentiable, and hence h −1 ( S n ) is a consistent and asymptotically normal estimate of Γ, i.e.
If we also normalize Tyler's scatter matrix so that trace( T n ) = 1 we then also have
The forms of asymptotic variances are discussed later. From the general theory of maximum likelihood estimation, though, it can be shown that the SSCM is asymptotically inadmissible in the sense stated in the following theorem. Here, for two symmetric matrices of order d, the notation A 1 > A 2 and A 1 ≥ A 2 implies A 1 − A 2 is positive definite and positive semi-definite respectively, which is the usual partial ordering for symmetric matrices.
and V T (Γ) defined in (3.10) and (3.11) respectively, we have
PROOF. Since h −1 ( S n ) and h −1 ( S(µ)) as well as T n and T (µ) are asymptotically equivalent, it is sufficient to compare h −1 ( S(µ)) to T (µ). As noted previously, both of these estimates are functions of θ 1 , . . . θ n which represents an i.i.d. sample from an ACG d (Γ) distribution. As shown in [33] , though, the maximum likelihood estmate of Γ is T (µ). The ACG d (Γ) distribution also satisfies sufficient regularity conditions to establish that its maximum likelihood estimate is asymptotically efficient, i.e. that its asymptotic variance-covariance matrix equals the inverse of its Fisher information matrix. Furthermore, it can be shown that the joint limiting distributions in (3.10) and (3.11) are jointly multivariate normal. Consequently, the theorem follows from the general theory of maximun likelihood estimate, see e.g. Theorem 4.8 in [15] . 2 [32] . Consequently, the asymptotic variance of the SSCM given in (2.7) can be expressed as
does not contradict the asymptotic optimality of the maximum likelihood estimate T n since S n itself is not consistent for Γ/trace(Γ) when Γ ∝ I d . More generally, for an asymptotically normal affine equivariant estimate of scatter, say Γ, under a spherical distribution
For the sample variance-covariance matrix, σ 1,Sn,G = 1 at the multivariate normal distribution and since
, its asymptotic variance is also greater than that of the SSCM. Essentially, the SSCM itself can be viewed as a super efficient estimate of shape when Γ ∝ I d but at a cost of inconsistency otherwise.
3.2.
Asymptotic Calculations Theorem 3.1 of the last section states that the asymptotic variance of a consistency adjusted SSCM is greater than that of the ASSCM, i.e. of Tyler's scatter matrix. In this section, the degree of the asymptotic inefficiency of the SSCM relative to the ASSCM is studied. As noted previously, although the SSCM is an inconsistent estimator of Γ, its eigenvectors are consistent estimates of the eigenvectors of Γ. Because of this result, along with the orthogonal equivariance of the SCCM, the eigenvectors of the SSCM have been recommended as robust estimates of the principal component directions, most notably in [16] , [21] and [23] . Consequently, we focus our study here on the degree of inefficiency of the eigenvectors of the SSCM. Ironically, PCA is primarily of interest when the eigenvalues of Γ are well separated, but as shown here, this is the case when the SSCM is least efficient.
Before stating our results formally, additional notation is needed. Recall the spectral value decompositions of Γ = QΛQ T and Ξ = Q∆Q T , with λ 1 ≥ . . . ≥ λ d and φ 1 ≥ . . . ≥ φ d being the eigenvalues of Γ and Ξ respectively and the columns of Q being the corresponding eigenvectors of both Γ and Ξ. The asymptotic distribution of the estimated eigenvectors depends on the multiplicities of the eigenvalues, and so denote the distinct eigenvalues of Γ as λ Let the spectral value decomposition for T n and S n be represented respectively by
For multivariate distributions absolutely continuous with respect to Lebesgue measure in R d , the eigenvalues of T n and of S n are distinct with probability 1. For k = 1, . . . , d, let q T ,k and q S,k represent the corresponding normalized eigenvectors, i.e. the columns of Q T and Q S respectively. Consistent estimates for the eigenprojections P j are then given by
Consistency follows since eigenprojections are continuous functions of their matrix argument. More generally, eigenprojections are also analytic functions of their matrix argument, see e.g. [13] . Thus, the asymptotic distribution for the eigenprojections can then be obtained using the delta method. This gives
The asymptotic variance covariance matrices, derived in Appendix 6.2, are respectively
The terms
where χ 2 (r) , r = 1, . . . , m have mutually independent chi-squares distributions on d r degrees of freedom respectively. The form of the eigenvalue φ (j) given above is equivalent to equation (3.9) .
The forms of the asymptotic variance-covariance matrices given in (3.12) correspond to their spectral value decompositions since the matrices M j,k are symmetric idempotent matrices, i.e. they are the eigenprojections associated with both V P T ,j (Γ) and V P S,j (Γ). The corresponding eigenvalues are respectively α T ,j,k and α S,j,k , with multiplicities
The results of the previous section, in particular Theorem 3.1, imply that V P T ,j (Γ) ≤ V P S,j (Γ) and consequently α T ,j,k ≤ α S,j,k . We believe the last inequality to always be strict. It appears though to be quit difficult to derive this inequality directly from the expressions given in (3.13).
To help obtain insight into how the asymptotic efficiency of the SSCM is affected whenever the underlying elliptical distribution is not spherical, we hereafter consider the special case in which Γ has only two distinct eigenvalues. That is, suppose m = 2 with λ (1) and λ (2) having multiplicities d 1 and d 2 = d−d 1 respectively. The asymptotic efficiencies depend on the values of λ (1) and λ (2) only through its ratio ρ 2 = λ (2) /λ (1) . Also, it is sufficient to consider only the eigenprojection P 1 since P 2 = I d − P 1 . The asymptotic variance-covariance matrices reduce to V P T ,1 (Γ) = α T (ρ)M 1,2 and V P S,1 (Γ) = α S (ρ)M 1,2 , where α T (ρ) = α T ,1,2 and α S (ρ) = α S,1,2 . Hence V P T ,1 (Γ) ∝ V P S,1 (Γ) and so the asymptotic efficiency of P S,1 relative to P T ,1 , or equivalently the the asymptotic efficiency of P S,2 relative to P T ,2 , can be reduced to the scalar value
For this case, expressions for ψ (j,k) and φ (j) in terms of the Gauss-hypergeometric functions 2 F 1 are given by
Using properties of the hypergeometric functions then yields
The derivations of (3.16), (3.17) and (3.18) are given in section 6.3 of the appendix. The formulas given in (3.16), (3.17) , and (3.18) simplify in the two dimensional case, i.e. for d = 2, d 1 = 1 and d 2 = 1. For this case, it is shown in section 6.3 of the appendix that
This then gives α S (ρ) = ρ/(1−ρ)
2 , and since α T (ρ) = 4ρ 2 /(1−ρ 2 ) 2 we have ARE 2,1 P S,1 , P T ,1 ; ρ = 4ρ/(1 + ρ) 2 , which is displayed in Figure 1 . Note that the the asymptotic relative efficiency goes to 0 as ρ approaches 0. Small values of ρ, though, correspond to situations when one is most interested in principal components analysis.
In three dimensions, d = 3, the special case we are considering has two sub-cases, namely λ 2 = λ 3 and λ 1 = λ 2 , i.e. (d 1 , d 2 ) = (1, 2) and (2, 1) respectively. Presented in Figure 2 are the asymptotic relative efficiencies (3.18) under both scatter structures as a function of ρ. As in two dimensions, the asymptotic relative efficiency is low when ρ is close to 0. Of the two scatter structures considered, the case 2) is less favorable for the SSCM.
Plotted in Figure 3 are the asymptotic relative efficiencies when the dimension is d = 5. The subcases here are now (d 1 , d 2 ) = (1, 4), (2, 3), (3, 2) and (4, 1). From the plots it can be noted that the larger the dimension of the principal component space associated with the larger eigenvalue, the higher the asymptotic relative efficiency, with the asymptotic relative efficiency in the last sub-case not being too low even when ρ approaches zero. This indicates not much is lost by using the SSCM for this case, even under a nearly singular scatter structure. However, as the dimension of the principal component space decreases, the asymptotic relative efficiencies steadily decreases, and can be quite poor for nearly singular scatter structures.
, as a function of ρ, of the eigenprojection of SSCM relative to that of ASSCM.
Asymptotic efficiency in R 3 , as a function of ρ, of the eigenprojection of SSCM relative to that of ASSCM.
In general, since 2 F 1 (a, b; c; 0) = 1, the asymptotic relative efficiency (3.18) goes to one as ρ → 1. Also, as shown in Appendix 6.3 A small value of ρ implies the principal component space associated with the larger root is well separated from the principal component space associated with the smaller root. For this case, in high dimensions, for the asymptotic relative efficiency (3.18) to be greater than 0.80 or 0.90, the dimension of the principal component space needs to be at least approximately d 1 ≥ 10 and d 2 ≥ 20 respectively. Consequently, the SSCM is not particular efficient in cases where principal components analysis is used to reduce the dimensionality of the data to less than ten.
For the scatter structures considered here, to find the asymptotic relative efficiency of the SSCM to an affine equivariant estimate of scatter Γ other than Tyler's scatter matrix, one simply needs to multiply (3.18) by the asymptotic efficiency of Tyler's scatter matrix relative to Γ, which gives σ 1, Γ,G d/(d + 2). The term σ 1, Γ,G is defined as in (2.4). Note that in contrast to (3.18), the term σ 1, Γ,G does not depend on the values of Γ but does depend on the underlying elliptical distribution. Expressions for the σ 1, Γ,G for the M-estimates of scatter are given in [31] , and for the high breakdown point S-estimates and re-weighted S-estimates by [17, 18] . The expressions given for the M-estimates also apply to the high breakdown point MM-estimates. For the sample covariance matrix,
2 , which is one under multivariate normality.
Finite Sample Performance
The results of the previous section showed that asymptotically, the inefficiency of the SSCM relative to the ASSCM can be quite severe under an elliptical model which is far from spherical. In this section, the finite sample efficiencies are considered. In the finite sample setting, the behavior of both the SSCM and the ASSCM depend upon the choice of the estimate of location. Also, when estimating location, the finite sample distributions are dependent on the particular elliptical family E d (µ, Γ; G), i.e. upon G. Here we focus on the estimate based on known µ. For this case, the finite sample distributions of S(µ) and of T (µ) do not depend upon G. Consequently, for simulation purposes, we only then need to consider random sampling from multivariate normal distributions, even if the true underlying elliptical distribution does not possess any moments. While it is hardly ever the case that the location vector is known a priori, considering this case allows us to focus on the effect of the covariance or scatter structure on the finite sample properties of the estimates.
As in section 3.2, we consider the eigenprojections of the estimates only and do so under the simplified (yet informative) case for which there are just two distinct eigenvalues of multiplicity d 1 and d 2 = d − d 1 respectively. Recall that for this case, the asymptotic variances of the eigenprojections of S(µ) and T (µ) under an elliptical distribution are proportional to each other and so the asymptotic comparison of the two estimates is reduced to a single number given by (3.15) . The finite sample variance-covariance matrices of these eigenprojection estimators, however, do not possess the same form as their asymptotic counterparts and are not necessarily proportional to each other. A natural way to compare the eigenprojection estimators to the theoretical eigenprojects is to use the concept of principal (canonical) angles between subspaces.
The notation used in the proceeding paragraphs is consistent with that utilized in [25] . Principal angles can be used to describe how far apart one linear subspace is from another. Let L and M be linear subspaces
see e.g. [2] . If l = m = 1, then the sole principal angle is simply the smallest angle between two lines. It follows from the above definition that when the two subspaces coincide (i.e. L = M ) then the principal angles are all 0. In general, the number of non-zero principal angles is at most min(l, d − l) with the non-zero princpal angles between L and M being the same as those between L ⊥ and M ⊥ . The principal angles between two linear subspaces are the maximal invariants under orthogonal transformations of the subspaces. That is, a function D(L, M ) = D(QL, QM ) for any orthogonal transformation Q, where QL = {x = Qy : y ∈ L}, if and only if it is a function of the principal angles between L and M . The following lemma presents a result given in [4] which is useful for computing the principal angles between two linear subspaces. LEMMA 4.1. Let the columns of Q L ∈ R n×l and Q M ∈ R n×m be orthonormal bases for L and M respectively, and let
Furthermore, if P L and P M represent the orthogonal projections onto the linear subspaces L and M respectively, then the cosines of the principal angles between L and M correspond to the square roots of the eigenvalues of P L P M .
Consider now random samples of size n from an elliptical E d (µ, Γ; G) distribution for which µ = 0 and for which Γ has two distinct eigenvalues with multiplicities d 1 and d 2 = d − d 1 . As noted previously, one can assume without loss of generality that the samples come from a multivariate normal distribution N ormal d (0, Γ). Furthermore, by orthogonal and scale equivariance, one can also assume without loss of generality that Γ is a diagonal matrix with the first d 1 diagonal elements equal to γ > 1 and the last d 2 elements equal to 1, i.e.
The eigenprojection associated with the largest root of Γ, i.e. P 1 , then has its upper left d 1 ×d 1 block equal to the identity matrix of order d 1 , with all the other blocks equal to zero. The principal angles between the space spanned by an estimated eigenspace, say P 1 , and the space spanned by P 1 can then be computed by taking the arccosines of the square roots of the eigenvalue of the upper left For the ASSCM, due to its affine equivariance, it was only necessary to implement simulations for the case Γ = I d . For a fixed sample size and dimension, 10, 000 datasets were generated from a N ormal d (0, I d ) distribution. The ASSCM, T n , was calculated for each dataset. By affine equivariance, the ASSCM matrices for other scatter structures were obtained by transforming T n → Γ 1/2 T n Γ 1/2 . For the SSCM, since it is only scale and orthogonally equivariant, it was necessary to implement simulations for each sample size, dimension and scatter structure considered. For each case considered, 10, 000 datasets were generated and the SSCM, S n , was calculated for each dataset. The principal angles between P T ,1 and P 1 , as well as the principal angles between P S,1 and P 1 , were then calculated as previously described. Denote the principal angles between P T ,1 and P 1 by τ 1 ≥ . . . ≥ τ d1 ≥ 0 and the principal angles between P S,1 and P 1 by ω 1 ≥ . . . ≥ ω d1 ≥ 0. Since large deviations of the principal angles from zero indicate a poor estimate, the sum of the squared principal angles gives a measure of loss of an eigenprojection estimate. A measure of relative efficiency of P S,1 to P T ,1 can then be obtained by comparing the size of T n = τ
using some measure of central tendency. Here, we consider both the expected value and the median and so define the following two measures of finite sample relative efficiency
We show in Appendix 6.4 that the limiting value of RE 2,n is equal to the asymptotic relative efficiency given by (3.15) , where here ρ 2 = λ (2) /λ (1) = 1/γ, and we conjecture that this also holds for RE 1,n . Figures 4, 5, and 6 show the simulated values of the relative efficiencies (4.23) for dimensions d = 2, 3 and 5 respectively. For d = 2 and 3, the sample sizes are n = d, . . . , 50. When d = 5, the simulations were done for sample sizes n = 5, 10, . . . , 125. In all of the figures, it can be observed that the finite sample relative efficiency quickly decreases to the asymptotic relative efficiency, which is indicated by the horizontal line. For smaller sample sizes, the finite sample relative efficiency using the median based measure, RE 2,n , is considerably smaller than that using the expected value based measure, RE 1,n . Also, for relatively small samples sizes, the deficiency of the SSCM is not as pronounced as in larger sample sizes. The one exception to this trend is when n = d. For this case, it is known that the ASCCM or Tyler's matrix is proportional to the sample covariance matrix, and that the sample covariance matrix is proportional to the maximum likelihood estimate for the shape matrix Γ not only under the multivariate normal model but also under any elliptical model, see [36] .
Concluding Remarks
The spatial sign covariance matrix (SSCM) has been proposed in the past as an alternative estimate of scatter/shape based on its robustness properties and computational simplicity. These benefits, though, do not arise without a cost. For the case when the data arises from an elliptically symmetric distribution, it is known that in general the SSCM is a biased estimate of shape parameter Γ, and in particular the eigenvalues of the SSCM are biased estimates of the eigenvalues of Γ. However, as a consequence of the SSCM being orthogonally equivariant, the corresponding eigenvectors, or more generally eigenprojections, of the SSCM are unbiased estimates of the eigenvectors/eigenprojections of Γ. Due to its robustness, computational simplicity and orthogonal equivariance, the SSCM has been suggested for extracting principal components vectors, which is an orthogonally equivariant procedure. However, this paper demonstrates that under the elliptical model, even the estimates of eigenvectors/eigenprojections based on the SSCM are affected by the lack of affine equivariance of the SSCM and are highly inefficient in situations for which PCA is of most interest.
In the current paper it is proven that a consistency adjusted SSCM (obtain by replacing the eigenvalues of the SSCM estimate with unbiased ones) is asymptotically inadmissible when compared to a well studied affine equivariant version of the SSCM, Tyler's estimate of scatter, which is referred to in the paper as the ASSCM. The asymptotic relative efficiency of an eigenprojection based on the SSCM relative to that based on the ASSCM is shown to be quit severe, in particular for nearly singular scatter structures when the dimension of the principal component space with the highest variability is small compared to the dimension of the data. This situation is when PCA is of most value as a dimension reduction method. Finite sample simulations were implemented which also demonstrate the inefficiency of the eigenprojection estimates based on the SSCM for relatively small sample sizes. It should be noted that the current paper can be considered as complementary to [20] in which the inefficiency of the spatial median, a popular orthogonally equivariant estimate of location was studied in detail under the elliptical model. As noted at the end of section 3.2, the asymptotic efficiency of the SSCM relative to any affine equaivariant estimate can be obtain by making a simple scalar adjustment, not dependent on Γ, to the asymptotic relative efficiency of the SSCM to the ASSCM. The main advantage of the SSCM over a high breakdown point affine equivariant scatter estimate is its computational simplicity. The main advantage of the SSCM over computationally simple affine equivariant scatter estimates, such as the M-estimates of scatter, is its higher breakdown point. The SSCM has a breakdown point of 1/2, whereas the M-estimates of scatter have breakdown points at best 1/d, with Tyler's estimate of scatter acheiving a breakdown point of 1/2, see e.g. [9] who also show that the breakdown of the M-estimates occur only under very specific types of contamination. It is also worth noting, as argued in [7] , that the concept of the breakdown point of a scatter matrix is not as meaningful outside of the affine equivariant setting. For example, the sample covariance matrix S n can be easily adjusted to have breakdown point 1/2 by expressing it in terms of it spectral value decomposition S n = Q n ∆ n Q T n and then defining S * n = Q n ∆ * n Q T n , where ∆ * n is a diagonal matrix consisting of the squares of the marginal median absolute deviations of Q T n x i . Note that S n and S * n have the same eigenvectors, but that S * n is only orthogonally equivariant and has breakdown point 1/2. Finally, it should be noted that for affine equivariant scatter estimates the concept of the breakdown point and the breakdown point at the edge are equivalent, but this is not the case for non-affine equivariant scatter statistics, see Hampel et al. [11] , Stahel [27] . The breakdown point at the edge of a scatter statistic is the multivariate equivalent of the exact fit property in regression. It roughly corresponds to the proportion of contamination one needs to add to a lower dimensional data set in order for the scatter statistics to become non-singular. If the scatter statistic is not affine equivariant, then the breakdown at the edge is known to be zero, again see Hampel et al. [11] , Stahel [27] . This again suggest that the SSCM is not particularly robust when the underlying scatter structure is nearly singular.
6. Appendix 6.1. Review of some matrix algebra The notation used within the paper has become fairly standard and is as follows. If A is a p × q matrix, then vec(A) is the pq-dimensional vector formed by stacking the columns of A. If A is a p × q matrix and B is a r × s matrix, then the Kronecker product of A and B is the pr × qs partitioned matrix A ⊗ B = [a jk B]. The commutation matrix K a,b is the ab × ab matrix a i=1 b j=1 J ij ⊗ J T ij , where J ij is an a × b matrix with a one in the (i, j) position and zeros elsewhere. Algebraic properties involving the vec transformation, the Kronecker product and the commutation matrix can be found e.g. in [3] . Some important properties, which are to be used without further reference, are: Similar to the definitions of P T ,j and P S,j , let P j denote the consistent estimate of P j . It then follows from Theorem 4.1 in [30] that √ n(
where A + denotes the Moore-Penrose generalized inverse of A. Using the properties given in (6.24), and noting that vec{N } = vec{N
and hence √ n vec P j − P j → D N ormal d 2 0, V P j where
Suppose now that V M is of the form (6.26) as is the case when M n is an affine equivariant scatter estimate based on a random sample from an elliptical distribution, see Tyler [31] , then (6.25) becomes
(η (k) − η (j) ) 2 (P j ⊗ P k + P k ⊗ P j ). (6.27) To verify this last result note that M P j = η (j) P j , P j P j = P j , and for k = j, P j P k = 0. So, for k = j,
