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A session is a cluster of packets that represents end-user activity in data net-
works, e.g. surfing the web, transferring files, streamingmedia, Internet-calling.
We study three problems of sessions.
The first problem examines why for real sessions the distribution of the num-
ber of bytes or number of packets per unit time traveling through a network
node is approximately Gaussian, despite previous theoretical results say it may
also be stable Le´vy. The second and third problems study four key session
features: size or number of bytes transmitted, duration, average transfer rate,
and initiation time. We focus on marginal distributions of size, duration and
rate, dependence structure between the marginals, and distribution of the dif-
ference between consecutive initiation times. We group sessions according to
peak transfer rate in the second problem, and network application in the third
problem. The ultimate goal is to teach computers how to mimic network ses-
sions and understand network end-user behavior.
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CHAPTER 1
INTRODUCTION
Statistics on data networks show empirical features that are surprising by
the standards of classical queuing theory. Three distinctive properties, which
are called invariants in the network literature, are:
• Heavy tails for quantities such as file sizes (Leland et al., 1994; Willinger
et al., 1998; Arlitt andWilliamson, 1996;Willinger and Paxson, 1998), trans-
mission durations and transmission delays (Maulik et al., 2002; Resnick,
2003).
• Network traffic is bursty (Sarvotham et al., 2005), with rare but influential
periods of high transmission rate punctuating typical periods of modest
activity. Burstiness is a somewhat vague concept but it is very important
in order to understand network congestion.
• Gaussian cumulative traffic is seen in a heavily loaded network link sub-
ject to aggregation over many users (Leland et al., 1994; Kurtz, 1996; Will-
inger et al., 1997).
Here, we analyze various aspects of network end-user activity closely re-
lated to these invariants through end-user sessions. For now, think of a session
as someone getting their email, surfing a website, downloading a music file,
streaming a movie or a radio station, or skyping with friends and family. Our
goal is to build mathematical models whose properties and predictions match
empirical observations and to construct simulation methodology of sessions in
order to understand end-user network activity, prevent congestion and identify
bottlenecks.
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In this chapter, we review basic concepts of network sessions and extreme
value theory. We then introduce the problems covered in this dissertation.
1.1 Network sessions
Data networks like the Internet are called packet-switched. This means that trans-
missions over the Internet do not occur in a single piece, but rather in several
small packets of data of bounded maximum size that depends on the specific
network protocol. Thus, packet-level network traffic traces consist of records of
packet headers, containing information of each individual packet such as arrival
times to servers, number of bytes transmitted, source and destination network
addresses, port numbers, transport protocols, etc. As the packets travel across
the network, routers and switches use the packet header information to move
each packet to its correct destination. The two main goals of packet-switching
are to optimize the utilization of available line bandwidth and to increase the
robustness of communication (see e.g. Keshav, 1997).
The nature of the network data sets poses a challenging question for model-
ing end-user activity: How dowe reconstruct such activity from network packet
headers?
We answer this question by clustering packets with the same source and des-
tination network addresses according to some chosen but not unique rule. Vari-
ous criteria for grouping packets yield different entities, e.g. connections, flows
(or unidirectional connections), end-to-end streams, etc. (See e.g. Sarvotham
et al., 2005, Section 4). These high-order constructs of packet clusters are some-
times termed sessions. Network administrators use different definitions of ses-
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sions depending on their own goals. In the following chapters, wewill precisely
define the type of session we are dealing with, which depends partially on the
problem of study and the available data sets.
Summary measurements are computed for
• S, the size, that is the number of bytes transmitted in the session.
• D, the duration of the session.
• R, the average transfer rate, namely S/D.
• Γ, the starting time of the session.
As pointed out in the introduction, data sets of S, D and R have historically
shown heavy tails. We now make precise what we mean by that.
1.2 Heavy tails and maximal domains of attraction
A positive random variable Y has heavy tails if its distribution function F satis-
fies
1− F (y) = F¯ (y) = y−1/γL(y), (1.1)
where L is a slowly varying function and γ > 0. We also say that F is heavy
tailed and we call γ the shape parameter. When F satisfies (1.1), it is also said
to have regularly varying tails with tail index α = 1/γ. The parameterization
based on the shape parameter γ is useful for practical applications, while the pa-
rameterization based on the tail index α is better for theoretical developments.
In this dissertation, we mostly use the former parameterization, but we will
make a note wherever we use the latter one.
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Equation (1.1) is equivalent to the existence of a sequence bn →∞ such that
µn(·) := nP
[
Y
bn
∈ ·
]
v−→ cνγ(·), (1.2)
vaguely in M+(0,∞], the space of Radon measures on (0,∞]. Here
νγ(x,∞] = x−1/γ and c > 0. Equation (1.2) is important for generalizing the
concept of heavy tailed distributions to higher dimensions.
An important concept is maximal domains of attraction. Suppose {Yi; i ≥ 1}
is iid with common distribution F . The distribution F is in the maximal domain
of attraction of the extreme value distribution Gγ , denoted F ∈ D(Gγ), if there
exist sequences an > 0 and bn ∈ R such that for y ∈ E(γ) = {y ∈ R : 1 + γy > 0}:
lim
n→∞
P
[∨n
i=1 Yi − bn
an
≤ y
]
= Gγ(y) := exp {− (1 + γy)−1/γ}. (1.3)
This is equivalent to the existence of functions a(t) > 0 and b(t) ∈ R such that
for y ∈ E(γ):
lim
t→∞
tP [Y1 > a(t)y + b(t)] = − lnGγ(y). (1.4)
The class of distributions D(Gγ) is known as the Fre´chet domain when γ > 0,
Gumbel domain when γ = 0 andWeibull domain when γ < 0. The limit in (1.3)
is also known as the extreme value condition.
For γ > 0,
F¯ (y) = y−1/γL(y)⇔ F ∈ D(Gγ), (1.5)
for some slowly varying L. In other words, a necessary and sufficient condition
for a distribution to be heavy tailed is that it is in the Fre´chet class (de Haan and
Ferreira, 2006; Resnick, 1987).
One common method (Davison and Smith, 1990; Beirlant et al., 2004; Coles,
2001; Reiss and Thomas, 2007; Mc Neil et al., 2005; de Haan and Ferreira, 2006)
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to check the extreme value condition, given by (1.3), relies on threshold excesses,
using all data that are “extreme” in the sense that they exceed a particular des-
ignated high level. More precisely, consider a random variable Y with distribu-
tion function F . Given realizations of Y , say y1, . . . , yn and a threshold u, we call
yj an exceedance over u if yj > u, and in such case, yj − u is called the excess.
Denote the excess distribution over the threshold u as Fu, i.e.
Fu(y) = P[Y − u ≤ y|Y > u],
for all 0 ≤ y ≤ yF − u, where yF ≤ ∞ is the right endpoint of F . The connection
with domains of attraction is that
F ∈ D(Gγ)⇔ lim
u→yF
sup
0≤y≤yF−u
∣∣Fu(y)−GPDγ,β(u)(y)∣∣ = 0, for some β(u) > 0.
(1.6)
Here GPDγ,β, with γ ∈ R, β > 0 is the generalized Pareto distribution , defined
as
GPDγ,β(y) := 1− (1 + γy/β)−1/γ ,
for y ≥ 0 when γ ≥ 0 and 0 ≤ y ≤ −β/γ when γ < 0. See Pickands (1975);
Balkema and de Haan (1974); de Haan and Ferreira (2006).
For a distribution F , the method to check the extreme value condition us-
ing excesses over high thresholds (also referred to as peaks over thresholds or
POT) assumes equality in (1.6) holds for a high threshold u, without need to
take a limit, meaning that the excess distribution over such u equals a gener-
alized Pareto distribution. See Embrechts et al. (1997); Coles (2001); Reiss and
Thomas (2007); de Haan and Ferreira (2006). Suppose Y1, . . . , Yn are iid with
common distribution F and let Y1:n ≤ Y2:n ≤ · · · ≤ Yn:n be the order statistics.
Fix a high threshold uˆ = Yn−k:n as the (k+1)th largest statistic, and fit a GPDγ,β
model to Yn−k+1:n − uˆ, . . . , Yn:n − uˆ. Then the evidence supports F ∈ D(Gγ) if
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and only if for some high threshold uˆ that fit is adequate. For informally assess-
ing the goodness of fit, we use QQ plots to compare sample quantiles, namely
Yˆn−k+1:n− uˆ, . . . , Yˆn:n− uˆ, against the theoretical quantiles given by the GPD fit.
It is not difficult to show that Z ∼ GPDγ,β is equivalent to the statement that
ln (1 + γZ/β)) /γ ∼ exp(1), and so we draw QQ plots in this latter scale after
estimating γ, β by means of, say, maximum likelihood. QQ plots of observa-
tions under this (logarithmic) transformation will be referred to as the GPD or
exponential QQ plots of the log-data (or lnZ when we mention the specific data
set).
Another popular estimator of γ is the Hill estimator (Hill, 1975; Cso¨rgo˝ et al.,
1985; Davis and Resnick, 1984; de Haan and Resnick, 1998; Hall, 1982). The Hill
estimator based on the k largest order statistics is
γˆk,n =
1
k
n∑
i=n−k+1
ln
Yi:n
Yn−k:n
, k = 1, . . . , n− 1. (1.7)
For F ∈ D(Gγ), γ > 0, the Hill estimator γˆk,n is a consistent estimator of γ.
Furthermore, under an additional second order condition:
√
k(γˆk,n − γ) d−→ N(0, γ2), (1.8)
so usually both consistency and asymptotic normality hold as k →∞, k/n→ 0,
and n→∞. See, for example, Hill (1975); Cso¨rgo˝ et al. (1985); Davis and Resnick
(1984); de Haan and Resnick (1998),
The Hill estimator depends on the number k of upper-order statistics and
so in practice, we make a Hill plot {(k, γˆk,n); k ≥ 1} and pick a value of γˆk,n for
which the graph looks stable. See e.g. Figure 3.4, de Haan and Ferreira (2006);
Resnick (2007); Geluk et al. (1997); de Haan and Resnick (1998); Peng (1998);
de Haan and Peng (1998); Mason and Turova (1994).
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1.3 The infinite-source Poisson model
Our basic model for network transmission considers an infinite number
of network nodes. Depending on whether we wear a mathematician
or an empirical modeler hat, we assume or check that a homogeneous
Poisson process on R with parameter λ activates data sessions at times
{Γk,−∞ < k < ∞}. Each initiation time has an associated mark
{(Sk, Dk, Rk) = (size, duration, rate),−∞ < k <∞}.
We assume that the marks {(Sk, Dk, Rk)} are independent and identically
distributed, and independent of {Γk}. We will also assume or check that the
marginal distributions of the triple are heavy-tailed.
1.4 Network problems of interest
We are interested in three problems of network end-user activity:
In Chapter 2 we study approximations of the distribution of cumulative net-
work traffic, that is, the number of bytes or number of packets per unit time
traveling through a network node. Various empirical and theoretical studies in-
dicate that cumulative network traffic is a Gaussian process. However, depend-
ing on whether the intensity at which sessions are initiated is large or small rel-
ative to the session duration tail, Mikosch et al. (2002) and Kaj and Taqqu (2008)
have shown that traffic at large time scales can be approximated by either frac-
tional Brownian motion (fBm) or stable Le´vy motion. We study distributional
properties of cumulative traffic that consists of a finite number of independent
streams and give an explanation of why Gaussian examples abound in practice
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but not stable Le´vy motion. We offer an explanation about how many streams
are needed for the Gaussian approximation to hold. Our results are expressed
as limit theorems for a sequence of cumulative traffic processes whose session
initiation intensities satisfy growth rates similar to those used in Mikosch et al.
(2002).
Whereas the problem in Chapter 2 is theoretical, Chapters 3 and 4 are de-
voted tomore practical applications and thus this thesis is naturally divided into
theoretical and empirical parts. In this latter part, we analyze statistical proper-
ties of end-user sessions by studying two segmentation schemes that help with
statistical analysis of network sessions: Segmentation by peak rate (Chapter 3)
and by application (Chapter 4). These segmentation schemes will help construct
simulation methodology for end-user activities.
In Chapter 3, we refine a stimulating study by Sarvotham et al. (2005)
which highlighted the influence of peak transmission rate on network bursti-
ness. From TCP packet headers, we amalgamate packets into sessions where
each session is characterized by a 5-tuple (S,D,R,R∨,Γ)=(total payload, dura-
tion, average transmission rate, peak transmission rate, initiation time). We first
introduce a definition of the peak transmission rate. After careful consideration,
a new definition of peak rate is required. Unlike Sarvotham et al. (2005) who
segmented sessions into two groups labelled alpha and beta, we segment into
10 sessions according to the empirical quantiles of the peak rate variable as a
demonstration that the beta group is far from homogeneous. Our more refined
segmentation reveals additional structure that is missed by segmentation into
two groups. In each segment, we study the dependence structure of (S,D,R)
and find that it varies across the groups. Furthermore, within each segment,
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session initiation times are well approximated by a Poisson process whereas
this property does not hold for the data set taken as a whole. Therefore, we
conclude that the peak rate level is important for understanding structure and
for constructing accurate simulations of data in the wild. We outline a simple
method of simulating network traffic based on our findings.
Finally, in Chapter 4, we summarize extreme value analysis of network ap-
plications. Construction of application sessions is a difficult network task, but
we use the traditional matching of network applications with well-known ports,
and focus on ports 80 (HTTP), 443 (HTTPS), 25 (SMTP) and 1935 (RTMP), which
transmit the most bytes. For each port, we look for heavy tails for sizes and
durations. An issue here is that of censored observations, which occurs when
the network sessions start before or end after the collection interval, but endure
within the interval. For such sessions, the traditional POTmethod and the more
recent formal analysis by Dietrich et al. (2002) do not account for the censored
portion of the data. Thus, we look at Beirlant and Guillou (2001)’s variant of the
Hill estimator for the shape parameter, which helps with the estimation of the
distribution of session durations, but not sizes. Furthermore, within each port,
session interarrival times are not exponential or independent, but we show that
sessions arrive according to a catastrophe process, that is, there is a Poisson pro-
cess behavior between network disruptions.
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CHAPTER 2
SUPERPOSITION OF HETEROGENEOUS TRAFFIC AT LARGE TIME
SCALES
2.1 Overview
Collection of data network measurements often uses an algorithm for cluster-
ing packets with the same source and destination IP addresses into network
sessions (see Section 1.1). Then, a time resolution or granularity is selected or
imposed. Typical resolutions are 1, 10 or 100 milliseconds, 1 second, 1 minute, 1
hour, etc. Once a resolution is fixed, the number of bytes or number of packets
per unit time can be recorded and cumulative network loads over stationary time
intervals computed. These cumulative loads have been studied from empirical
and theoretical perspectives with the objectives of satisfying performance crite-
rion and offering adequate bandwidth provisioning (van de Meent and Mand-
jes, 2005) or predicting properties of congestion events (Jin et al., 2007).
Conventional wisdom based on empirical studies claims that a heavily
loaded network link subject to aggregation over many users should see Gaus-
sian traffic. This wisdom is considered a network invariant. Influential examples
based on the Bellcore measurements (Leland et al., 1994) suggest that horizontal
aggregation, that is, working with a single on/off stream at sufficiently large
time scale justifies Gaussian modeling. See also Kurtz (1996) andWillinger et al.
(1997).
However, mathematically it is known that with heavy tailed session dura-
tions, cumulative load at large time scales can be approximated by either frac-
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tional Brownianmotion (fBm) or stable Le´vymotion, depending on whether the
intensity at which sessions are initiated is large or small relative to the size of
the duration tails. See Mikosch et al. (2002); Kaj and Taqqu (2008); Taqqu et al.
(1997). The stable approximation has not been observed empirically (Guerin
et al., 2003) and use of Gaussian cumulative loads has become dominant (Kilpi
and Norros, 2002; Sarvotham et al., 2002; Jain and Dovrolis, 2005).
But why should traffic be Gaussian? According to the empirical study van de
Meent et al. (2006), in addition to horizontal aggregation, the superposition of
independent traffic streams, that is, vertical aggregation, can justify a Gaussian
model and, in fact, the number of traffic streams need not be large to make
cumulative loads approximately Gaussian.
In this chapter we
• study the distribution of the cumulative load in the presence of a finite
number of independent traffic streams;
• give an explanation for why Gaussian examples abound in practice but
not stable ones;
• answer how much vertical aggregation is needed to justify the use of fBm.
Our findings suggest that cumulative load for aggregate traffic can be ap-
proximated by fBm at large time scales provided the initiation intensity of at
least one of the traffic components is large. Network traffic in the wild has
several distinct constituents and we claim that in practice there is one or more
components with dominant large initiation intensities. For example, this should
be the case with web traffic using port 80 and this suggests why Gaussian traffic
should be pervasive (van de Meent et al., 2006).
11
Before discussing mathematical details, we illustrate the phenomena of in-
terest with a motivating example of a network trace captured at Cornell Uni-
versity main campus servers during 55 days between November 2, 2009, and
January 15, 2010. Cornell’s data set is a collection of netflow records, where
only TCP and UPD traffic is present in the trace. A netflow is a collection of
packets with the same source and destination IP addresses, source and desti-
nation ports, protocol, ingress interface and IP type of service (Cisco Systems,
Inc.). In our data, TCP traffic accounts for nearly 90% of the bytes, and over
80% of the total number of netflows, mostly port 80 (http traffic) netflows. We
have taken the part of the trace corresponding to both outgoing and incoming
traffic between 1 and 5 p.m. local time, adding up to 220 hours of traffic. The
anonymization procedure used on the data obliterated the distinction between
outgoing and incoming flows.
We analyze the distribution of A(TCP ) and A(UDP ), namely the cumulative
load generated by TCP and UDP bytes, respectively. For this purpose, we sepa-
rate the trace into TCP and UDP netflows and for k = 1, . . . , 220we count
A
(TCP )
k := total number of TCP bytes captured in the kth hour,
A
(UDP )
k := total number of UDP bytes captured in the kth hour.
Due to the dates and times of collection, these counts exhibit both a trend and a
daily seasonality. Here we detrend and remove daily seasonality (see e.g. Brock-
well and Davis, 1991, Section 1.4), but our conclusions are the same without this
massage.
Figure 2.1 shows Gaussian QQ plots for A(TCP ) (left) and A(UDP ) (right). A
straight line fit is evident for the TCP cumulative input. However, the UDP
counterpart shows a significant departure from the straight line. Using the
12
p-values of the Anderson-Darling two-sided test also shows no evidence against
the normality of A(TCP ) (p = 0.1369), but strong evidence against a Gaussian
model for A(UDP ) (p = 9.8× 10−16).
−3 −2 −1 0 1 2 3
−
3e
+1
1
0e
+0
0
2e
+1
1
Gaussian Quantiles
Sa
m
pl
e 
Qu
an
tile
s
−3 −2 −1 0 1 2 3
−
2e
+1
0
0e
+0
0
2e
+1
0
Gaussian Quantiles
Sa
m
pl
e 
Qu
an
tile
s
Figure 2.1: Normal QQ plots of cumulative inputs. Left: TCP traffic. Right:
UDP traffic.
We also check whetherA(UDP ) is a heavy-tailed random variable, in the sense
of its distribution tail being regularly varying with tail index α (de Haan and
Ferreira, 2006; Resnick, 2007). For instance, Figure 2.2 left shows a stable regime
in the Hill plot of α (for Hill plots, see e.g. Hill, 1975; de Haan and Resnick, 1998;
Resnick, 2007). Additionally, in Figure 2.2 right we present the exponential QQ
plot of lnA(UDP ) with a straight line fit through the biggest 55 observations. This
shows no evidence against approximating the distribution of thresholded val-
ues of A(UDP ) by a Pareto. (Recall that the logarithm of Pareto random variable
is exponential; see Section 1.2.)
If we consider the aggregated cumulative load, A(TCP ) +A(UDP ), the normal
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Figure 2.2: Plots for the UDP cumulative input. Left: Hill plot of tail index
with 95% confidence interval. Right: Exponential QQ plot of
log-data.
QQ plot in Figure 2.3 exhibits a straight line fit and the Anderson-Darling test
p−value is 0.2117, showing no evidence to reject normality. Without accounting
for centering and scaling, this result is rather counterintuitive due to the nature
of the individual tails of A(TCP ) and A(UDP ).
Our explanation to the above phenomenon starts by modeling the quantity
of data in windows of length T in Section 2.2. Analogously to the slow and
fast growths of Mikosch et al. (2002), we define two different scenarios for the
aggregated traffic. A third scenario is defined similarly to the boundary case
considered in Kaj and Taqqu (2008). In Section 2.3 we obtain approximations
and provide clarification of the asymptotic behavior at large time scales. We
let T → ∞ and see what limits exist for the aggregated cumulative load. In
Section 2.4 we study extensions to our model and finally Section 2.5 contains
some technical results used to prove our main theorems.
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Figure 2.3: Normal QQ plot of the aggregated cumulative input.
2.2 Model description and basic assumptions
We consider a slight modification of the infinite-source Poisson model (Section
1.3). Our network also has an infinite number of nodes. At certain times, a
node begins a transmission session at a random rate that is fixed throughout
the session. We now suppose network traffic consists of p distinct types which
we call streams. In practice, such a division of network traffic arises naturally;
e.g. traffic can be segmented by application type (web, email, streaming media,
file-sharing applications, etc.), by transport protocol (TCP, UDP, IMTP, etc.), and
even by users. We suppose the p streams are independent and that each follows
anM/G/∞ input model. The overall load is obtained by aggregating over the p
streams. Thus, the basic assumptions are as follows:
• Sessions of the jth stream are initiated at homogenous Poisson time points
{Γ(j)k ,−∞ < k < ∞} with arrival intensity λ(j) > 0. These points are
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labeled so that Γ
(j)
0 < 0 < Γ
(j)
1 whence {−Γ(j)0 ,Γ(j)1 , (Γ(j)k+1 − Γ(j)k , k 6= 0)} are
iid exponential with parameter λ(j). Thus, we have:
∑
k
ǫ
Γ
(j)
k
= PRM(λ(j)ds).
We assume that these PRMs are independent.
• All the sessions in the network transmit data at positive random rates that
are iid with common distribution FR. Let {R(j)k } be the rate of the kth
session of the jth stream. Assume that either F¯R ∈ RV−αR , 1 < αR < 2, or
E[(R
(1)
1 )
2] <∞. In either case, define µR := ER(1)1 .
• Sessions in the jth stream have positive durations {D(j)k }, j = 1, . . . , p, that
are iid F
(j)
D , with F¯
(j)
D ∈ RV−α(j)
D
, 1 < α
(j)
D < 2, and µ
(j)
D := ED
(j)
1 . In general,
not all the α
(j)
D s are equal.
• We also assume mutually independent durations across streams, and that
durations and rates are independent.
There is empirical evidence justifying the choices of α(j)D s and αR: See e.g. Cunha
et al. (1995); Willinger et al. (1995); Leland et al. (1994); Resnick (2003); Lo´pez-
Oliveros and Resnick (2011). For now, we adopt a network-centric approach by
assuming the rate of communication entirely depends on the state and speed
of the network. Studies supporting this assumption include Shakkottai et al.
(2005) and Kortebi et al. (2005).
We will need
λ =
p∑
j=1
λ(j), (2.1)
FD :=
p∑
j=1
(λ(j)/λ)F
(j)
D , (2.2)
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and the quantile functions
b
(j)
D (t) = (1/F¯
(j)
D )
←(t) = (F
(j)
D )
←(1− 1/t), (2.3)
bD(t) = (1/F¯D)
←(t) = F←D (1− 1/t), (2.4)
bR(t) = (1/F¯R)
←(t) = F←R (1− 1/t). (2.5)
Notice that FD is the mixture model of the durations of the p streams, with
weights λ(j)/λ, j = 1, . . . , p. In fact, FD is the distribution of the duration of the
sessions of the aggregated stream, and λ(j)/λ is the proportion of the traffic that
consists of sessions from the jth stream. We return to this interpretation later.
Now consider (s, u, r) as a generic Poisson point representing a session that
starts at time s, has duration u and rate r. By augmentation, the counting func-
tion of the session descriptors (Γ
(j)
k , D
(j)
k , R
(j)
k ) of the jth stream on R × [0,∞)2
is
N (j) :=
∑
k
ǫ
(Γ
(j)
k
,D
(j)
k
,R
(j)
k
)
= PRM(λ(j)dsF
(j)
D (du)FR(dr)), j = 1, . . . , p. (2.6)
By independence, the counting function of the session descriptors of the aggre-
gated stream is
N :=
p∑
j=1
N (j) = PRM
(
λds
p∑
j=1
(λ(j)/λ)F
(j)
D (du)FR(dr)
)
= PRM(λdsFD(du)FR(dr)). (2.7)
Thus, the mean measures of the N (j) and N are given by
EN (j)(ds, du, dr) := λ(j)dsF
(j)
D (du)FR(dr), j = 1, . . . , p,
EN(ds, du, dr) := λdsFD(du)FR(dr).
In addition, let
Lt(s, u) = |[0, t] ∩ [s, s+ u]| =
∫ t
0
1[s,s+u](y)dy =
∫ u
0
1[0,t](y + s)dy, (2.8)
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be the length of the subinterval of [0, t] during which the session (s, u, r) trans-
mits data. In Lemma 2.5.4, we summarize several required properties ofLt(s, u).
For each j, define
A(j)(t) := cumulative input in [0, t] from the jth stream
=
∫ ∞
−∞
∫ ∞
0
∫ ∞
0
rLt(s, u)N
(j)(ds, du, dr), (2.9)
and similarly
A(t) := cumulative input in [0, t] from the aggregated stream
=
∫ ∞
−∞
∫ ∞
0
∫ ∞
0
rLt(s, u)N(ds, du, dr). (2.10)
(Kaj and Taqqu (2008) showed that these integrals are well defined using Camp-
bell’s theorem (Kingman, 1993, Section 3.2).) Also,
EA(j)(t) = λ(j)µ
(j)
D µRt, EA(t) =
p∑
j=1
λ(j)µ
(j)
D µRt = λµDµRt,
where
µD :=
p∑
j=1
(λ(j)/λ)µ
(j)
D (2.11)
is the mean of the mixture model of the durations of the different streams.
Observe that we can write the cumulative inputs as linear drift plus com-
pensated random Poisson fluctuation as follows:
A(j)(t) := λ(j)µ
(j)
D µRt+
∫ ∞
−∞
∫ ∞
0
∫ ∞
0
rLt(s, u)
◦
N
(j)
(ds, du, dr), (2.12)
A(t) := λµDµRt+
∫ ∞
−∞
∫ ∞
0
∫ ∞
0
rLt(s, u)
◦
N(ds, du, dr). (2.13)
After scaling time by T , we think of A
(j)
T : = (A
(j)(Tt), t > 0), j = 1, . . . , p, and
AT : = (A(Tt), t > 0) for large T , as the cumulative inputs on large time scales.
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Thus, we consider a family of models indexed by the time scale parameter T and
from now on we let the arrival intensities depend on T so that λ(j) := λ(j)(T ). If
necessary, we let λj(T ) → ∞ as T → ∞ (see (2.15)). Dependence of the arrival
intensities on T means λ, FD, b
(j)
D and bD as defined in (2.1)-(2.4) depend on T
as well; however, notice that the tail indices of the distribution of the duration,
namely α
(j)
D , remain independent of T . In practice, the fact that we focus on
the stream at a particular time period, say [0, T t], does not affect the tail index
of the distribution of the sessions duration, which is in accordance with our
assumptions. For convenience, we often suppress the subscript T .
Fix j, 1 ≤ j ≤ p and in the T th model, let A(j)cs (t) be the centered and scaled
cumulative input of the jth stream in [0, T t], that is
A(j)cs (t) :=
A(j)(Tt)− λ(j)µ(j)D µRTt
a(j)(T )
, (2.14)
for a suitable aj(T ) to be made precise below. Assuming limT→∞ λ
(j)T F¯
(j)
D (T )
exists, the asymptotic behavior of A
(j)
cs (t) as T → ∞, depends on whether the
arrival rate is large, moderate, or small, relative to the tail of the duration.
Theorem 2.2.1. (Mikosch et al., 2002; Kaj and Taqqu, 2008).
For any 1 ≤ j ≤ p, consider the following three growth regimes of the arrival rate:
lim
T→∞
λ(j)T F¯
(j)
D (T ) =

∞, fast-growth.
c
α
(j)
D
−1
j , moderate-growth,
0, slow-growth,
(2.15)
where cj ∈ (0,∞). (The form of the moderate-growth limit facilitates a simple expres-
sion of the corresponding limit process.) Assume that either F¯R ∈ RV−αR, αR > α(j)D
or E[(R
(1)
1 )
2] < ∞. (If αR ≤ α(j)D , the limit process is the same for all three growth
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regimes and the distinction among the growth regimes is irrelevant (Kaj and Taqqu,
2008, Theorem 4).)
(a) Under fast-growth, we distinguish two subcases:
(i) If E[(R
(1)
1 )
2] <∞,
A(j)cs (·) fidi−−→ E[(R(1)1 )2]1/2σ(j)B
H(j)
(1)BH(j)(·), T →∞,
where
a(j)(T ) = [λ(j)T 3F¯
(j)
D (T )]
1/2,
σ
(j)
B
H(j)
(1) =
2
(α
(j)
D − 1)(2− α(j)D )(3− α(j)D )
,
and BH(j) is a fractional Brownian motion with Hurst exponent
H(j) = (3− α(j)D )/2 ∈ (1/2, 1).
(ii) If F¯R ∈ RV−αR, 1 < α(j)D <αR < 2, then
A(j)cs (·) fidi−−→ Zα(j)
D
,αR
(·), T →∞,
where
a(j)(T ) = TbR(λT F¯
(j)
D (T )),
Z
α
(j)
D
,αR
(t) =
∫ ∞
−∞
∫ ∞
0
∫ ∞
0
rLt(s, u)
◦
N
∞
α
(j)
D
,αR
(ds, du)
d
=
((
− cos πα
(j)
D
2
)
2Γ(2− α(j)D )
α
(j)
D (α
(j)
D − 1)
)1/α(j)
D ∫ ∞
−∞
∫ ∞
0
Lt(s, u)MαR,m(ds, du),
andMαR,m(ds, du) is a αR-stable random measure with control measure
m(ds, du) = ds · α(j)D u−(α
(j)
D
+1)du.
Thus, the process Z
α
(j)
D
,αR
(t) is αR-stable and H
(j)-similar with
H(j) = (αR + 1− α(j)D )/αR ∈ (1/αR, 1).
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(b) Under moderate-growth
A(j)cs (·) fidi−−→ cjYα(j)
D
(·/cj), T →∞,
where
a(j)(T ) = T,
and
Y
α
(j)
D
(t) =
∫ ∞
−∞
∫ ∞
0
∫ ∞
0
rLt(s, u)
◦
N
∞
α
(j)
D
,FR
(ds, du, dr).
(c) Under slow-growth
A(j)cs (·) fidi−−→ E[(R(1)1 )α
(j)
D ]1/α
(j)
D Λ
α
(j)
D
(·), T →∞,
where
a(j)(T ) = b
(j)
D (λ
(j)T ),
Λ
α
(j)
D
is an α
(j)
D -stable Le´vy motion totally skewed to the right, which we can write
as
E[(R
(1)
1 )
α
(j)
D ]1/α
(j)
D Λ
α
(j)
D
(t) =
∫ ∞
−∞
∫ ∞
0
∫ ∞
0
ur1{0<s<t}
◦
N
∞
α
(j)
D
,FR
(ds, du, dr)
d
=
((
− cos πα
(j)
D
2
)
2Γ(2− α(j)D )
α
(j)
D (α
(j)
D − 1)
)1/α(j)
D ∫ ∞
−∞
∫ ∞
0
r1{0<s<t}Mα(j)
D
,m
(ds, dr),
andM
α
(j)
D
,m
(ds, dr) is an α
(j)
D -stable random measure with control measure
m(ds, dr) = dsFR(dr).
Real network traffic consists of several distinct types and in this paper we
are interested in the centered and scaled cumulative input of the superimposed
streams in [0, T t], namely
Acs(t) :=
A(Tt)− λµDµRTt
a(T )
, (2.16)
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for a suitable a(T ). In order to study the limit distribution of Acs(t) as T → ∞,
let F ,M, S be the subsets of indices of streams whose arrival intensities behave
under the fast-, moderate-, and slow-growth regimes, respectively.
Assuming that all indices belong to one of these three classes, consider the
following scenarios.
Scenario F : There is at least one stream whose arrival intensity satisfies fast-
growth; i.e. F 6= ∅. In this case, the aggregated stream’s arrival intensity
also satisfies fast-growth:
λT F¯D(T ) ≥
∑
j∈F
λ(j)T F¯
(j)
D (T )→∞, T →∞. (2.17)
ScenarioM: No stream’s arrival intensity satisfies fast-growth, but at least one
stream satisfies moderate-growth; i.e. F = ∅ andM 6= ∅. Then, the aggre-
gated stream’s arrival intensity satisfies moderate growth, since
λT F¯D(T )→ cαD−1, T →∞, (2.18)
where
αD :=
p∧
j=1
α
(j)
D (2.19)
and
c =
(∑
j∈M
c
α
(j)
D
−1
j
)1/(αD−1)
. (2.20)
Scenario S: All the stream’s arrival intensities satisfy slow growth, that is
S = {1, . . . , p}. In this case, the aggregated stream’s arrival intensity also
satisfies slow-growth:
λT F¯D(T ) =
∑
j∈S
λ(j)T F¯
(j)
D (T )→ 0, T →∞. (2.21)
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The different growth regimes in Theorem 2.2.1 are specified by the arrival
intensity λ(j), and the distribution F
(j)
D of the duration of the sessions of the
jth stream. While λ(j) = λ(j)(T ) → ∞ as T → ∞, F (j)D does not vary with T .
However, the growth regimes described in Scenarios F ,M and S are given in
terms of the arrival rate λ, and the distribution FD of the duration of the sessions
of the aggregated stream and here both λ and FD vary with T , as seen in (2.2).
Therefore, we cannot directly apply Theorem 2.2.1 for the aggregated stream
when
λ(j)/λ = proportion of the sessions that belong to the jth stream, j = 1, . . . , p,
(2.22)
are functions of T . Nevertheless, in the special case that these proportions are
constant, FD does not vary with T , and a direct application of Theorem 2.2.1
yields the following result.
Corollary 2.2.2. Suppose that for all T (or at least for T large enough), the proportions
λ(j)/λ remain constant, j = 1, . . . , p, so that
F¯D =
p∑
j=1
(λ(j)/λ)F¯
(j)
D ∈ RV−αD ,
where αD is given in (2.19). Let the Scenarios F ,M and S take the place of the fast-,
moderate- and slow-growth regimes.
If F¯R ∈ RV−αR, αR > αD or E[(R(1)1 )2] < ∞, then Theorem 2.2.1 holds for Acs(·),
where α
(j)
D , F
(j)
D and cj are replaced by αD, FD and the constant c in (2.20), respectively.
If F¯R ∈ RV−αR, αR ≤ αD, the distinction among Scenarios F ,M and S is irrele-
vant, and limit results are discussed in Section 2.4.
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Implications of Corollary 2.2.2. This result provides a partial answer to the
question of how much aggregation is required for traffic to be Gaussian at large
time scales: Suppose that at least one traffic stream falls in the fast-growth
regime, thus generating a cumulative input that can be approximated by frac-
tional Brownian motion. When applicable, Corollary 2.2.2 implies that the su-
perimposed traffic load can also be approximated by fractional Brownian mo-
tion.
In the case that the traffic also contains streams that satisfy the slow-growth
regime, Corollary 2.2.2 is somewhat counterintuitive due to the nature of the
distribution tails of the two limit processes. Although these slow-growth
streams produce cumulative inputs that are approximately stable Le´vy-motion
when considered individually, with the inclusion of one single stream that be-
haves under the fast-growth regime, the cumulative aggregated input is approx-
imately Gaussian.
Moreover, a sufficient condition for the fast-growth regime of Scenario F is
that a single stream, say the jth one, satisfies fast-growth, even if all the other
streams’ arrival intensities do not follow a growth regime at all. In this sense,
Scenario F is a robust assumption. We will see that as long as one α(j)D < αR, the
limit result of Corollary 2.2.2 is still valid.
In real networks, there are arguably streams with large initiation rates. For
instance, the arrival rates of http traffic must be large, since there are a large
number of users constantly accessing websites and this translates into Scenario
F . Furthermore, even though some studies report or assume session transmis-
sion rates have infinite variance, the assumption E[(R
(1)
1 )
2] < ∞ may be justi-
fied by rate constraint mechanisms required for congestion control. Although
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assumptions always deserve rigorous scrutiny, Corollary 2.2.2 provides a com-
pelling explanation for the data example in Section 3.1.
We now address more general assumptions which allow the conclusions of
Corollary 2.2.2 to hold. While the assumption of constant proportions λ(j)/λ
may sometimes be reasonable, in general the proportions of sessions corre-
sponding to the p independent streams are not constant over time. We may
have that limλ(j)/λ exists or, more generally, that λ(j)/λ ∈ (a, b) ⊂ (0, 1) varies
with no limit whatsoever. Extending the conclusions of Corollary 2.2.2 to under
weaker assumptions is the focus of the next section.
2.3 Behavior of cumulative load of aggregated streams
We prove that the conclusion of Corollary 2.2.2 is still valid even when the pro-
portion of the sessions corresponding to the p independent streams is not con-
stant. Here is the result:
Theorem 2.3.1. Assume that
lim inf
T→∞
∨
j:α
(j)
D
=αD
λ(j)/λ > 0. (2.23)
Then, the conclusions of Corollary 2.2.2 regarding the limit distribution of the cumula-
tive input of the aggregated stream Acs(·) are still valid.
Condition 2.23 implies that there exists d > 0 such that for all T sufficiently
large, there is at least one k = k(T ) such that α
(k)
D = αD and λ
(k)/λ > d. Roughly
speaking, this means that the proportion of the traffic with the heaviest-tailed
duration always remains greater than a positive quantity.
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All the limits in Theorem 2.3.1 follow from the convergence of the charac-
teristic function of the finite-dimensional distributions (fidi chf ) of the processes.
Thus, letm ≥ 1 represent the dimension, 0 ≤ t1, . . . , tm the times, and z1, . . . , zm
arbitrary real numbers; we need
g(s, u, r) = exp
{
i
m∑
j=1
zjrLtj (s, u)
}
− 1− i
m∑
j=1
zjrLtj (s, u),
as defined in Proposition 2.5.6.
From the second integral in (2.8), we can compute the partial derivative of
Lt(s, u)with respect to u, which yields
gu(s− u, u, r) := ∂
∂u
g∣∣
(s−u,u,r)
=
i
(
exp
{
i
m∑
j=1
zjrLtj (s− u, u)
}
− 1
)
m∑
k=1
zkr1[0,tk](s), (2.24)
where gu is the partial derivative of g(s, u, r)with respect to u. Moreover, putting
together (2.50), (2.62), (2.64), the bounds in Lemmas 2.5.4 and 2.5.7, we get∣∣∣∣∣exp
{
i
m∑
j=1
zjrLtj (s− u, u)
}
− 1
∣∣∣∣∣ ≤ 2
m∑
j=1
|zj |ζ(tj ∧ u)ζrζ, 0 ≤ ζ ≤ 1. (2.25)
We will use three more relations in the proof of Theorem 2.3.1: For 0 < η < 1,
there exists a number T0 = T0(η) > 0 such that for T ≥ T0 and bD(λT ) ≥ T0,
2u−αD
{
u−η ∨ uη} ≥

F¯D(Tu)/F¯D(T ), u ≥ T0/T,
F¯D(bD(λT )u)/F¯D(bD(λT )), u ≥ T0/b(λT ),
(2.26)
F¯D(Tu)
F¯D(T )
≤ µDT αD−1+ηu−1, u < T0/T, (2.27)
and
F¯D(bD(λT )u)
F¯D(bD(λT ))
≤ µDbD(λT )αD−1+ηu−1, u < T0/bD(λT ). (2.28)
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We can readily derive (2.26) from Lemma 2.5.3. Both (2.27) and (2.28) follow
from Markov’s Inequality and, for example, Resnick (1987, Proposition 0.8) or
Bingham et al. (1987, Proposition 1.3.6).
Proof of Theorem 2.3.1. First, we will prove parts (b) and (c). For both parts, set
0 < η < αD − 1 and 0 < ζ < 1 such that
αD + η < 1 + ζ <

αR, if F¯R ∈ RV−αR , 1 < αR < 2,
2, if E[(R
(1)
1 )
2] <∞.
Part (b). Under ScenarioM, use a(T ) = T and apply Proposition 2.5.6, yield-
ing
lnE exp
{
i
m∑
j=1
zmAcs(tj)
}
=
∫ ∞
−∞
∫ ∞
0
∫ ∞
0
gu(s− u, u, r)λT F¯D(T ) F¯D(Tu)
F¯D(T )
dsduFR(dr),
and if we can take the limit inside the integral as T →∞, performing afterwards
an integration by parts in u gives
→
∫ ∞
−∞
∫ ∞
0
∫ ∞
0
gu(s− u, u, r)cαD−1u−αDdsduFR(dr)
= cαD−1
∫ ∞
−∞
∫ ∞
0
∫ ∞
0
g(s, u, r)EN∞
α
(j)
D
,FR
(ds, du, dr), (2.29)
which is the log fidi chf of cYαD(·/c). Thus, it suffices to justify taking the limit
inside the integral.
First observe there exists a number T0 > 0 such that for T ≥ T0,
λT F¯D(T ) ≤ cαD−1 + η, (2.30)
by the moderate-growth assumption. Together with (2.25)-(2.27) and a possibly
larger T0, the above implies that the integrand in the left side of (2.29) is bounded
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in {u ≥ T0/T} by
BM,(>)(s, u, r) := 4
(
cαD−1 + η
)
u−αD(u−η∨uη)
m∑
j=1
m∑
k=1
|zj|ζ|zk|(tj∧u)ζr1+ζ1[0,tk](s),
and bounded in {u < T0/T} by
BM,(<)(s, u, r) :=
2
(
cαD−1 + η
)
T αD−1+η0 µD
m∑
j=1
m∑
k=1
|zj|ζ |zk|uζ−αD−ηr1+ζ1[0,tk](s)1(0,1)(u),
whenever T ≥ T0. Here we used the bound
uζ ≤ (T0/T )αD−1+ηu1+ζ−αD−η, 0 < u < T0/T. (2.31)
Therefore, (2.29) follows by the dominated convergence theorem, since for
all T ≥ T0∫ ∞
−∞
∫ ∞
0
∫ ∞
0
BM,(>)(s, u, r)dsduFR(dr)
≤4 (cαD−1 + η)E[(R(1)1 )1+ζ]×
m∑
k=1
m∑
j=1
|zj |ζ|zk|tk
{∫ 1
0
uζ−αD−ηdu+ tζj
∫ ∞
1
u−αD+ηdu
}
,
and ∫ ∞
−∞
∫ ∞
0
∫ ∞
0
BM,(<)(s, u, r)dsduFR(dr)
≤ 2 (cαD−1 + η)T αD−1+η0 µD m∑
j=1
m∑
k=1
|zj|ζ |zk|tkE[(R(1)1 )1+ζ ]
∫ 1
0
uζ−αD−ηdu,
which are both finite by our choice of η and ζ .
Part (c). Under Scenario S, a(T ) = bD(λT ), so we use Lemma 2.5.1 and
Mikosch et al. (2002, Lemma 1) to get
lim
T→∞
T/a(T ) =∞.
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Thus, it follows from the definition of Lt(s, u) in (2.8) that
lim
T→∞
LtT/a(T )(sT/a(T )− u, u) = u1[0,t](s).
Now, apply Proposition 2.5.6, perform the change of variables r 7→ ra(T )/T ,
u 7→ uT/a(T ), and use the scaling property in Lemma 2.5.4 to get
lnE exp
{
i
m∑
j=1
zmAcs(tj)
}
=
∫ ∞
−∞
∫ ∞
0
∫ ∞
0
gu(s− ua(T )/T, ua(T )/T, rT/a(T ))λa(T )F¯D(a(T )u)dsduFR(dr)
=
∫ ∞
−∞
∫ ∞
0
∫ ∞
0
i
(
exp
{
m∑
j=1
zjrLtjT/a(T )(sT/a(T )− u, u)
}
− 1
)
×
m∑
k=1
zkr1(0,tk)(s)λT F¯D(a(T )u)dsduFR(dr),
and assuming we can take the limit inside the integral, the limit as T →∞ is∫ ∞
−∞
∫ ∞
0
∫ ∞
0
i
(
exp
{
m∑
j=1
zjur1(0,tj)(s)
}
− 1
)
m∑
k=1
zkr1(0,tk)(s)u
−αDdsduFR(dr),
(2.32)
which is the log fidi chf of E[(R
(1)
1 )
αD ]1/αDΛaD(·). Therefore, we must justify
passing the limit inside the integral. This is done as follows.
First, by Lemma 2.5.2, there exists a number T0 > 0 such that for T ≥ T0,
λT F¯D(a(T )) ≤ 2. (2.33)
Hence, by taking a possibly larger T0, (2.25), (2.26) and (2.28) imply that the
integrand in the left side of (2.32) is bounded in {u ≥ T0/a(T )} by
BS,(>)(s, u, r) := 8u
−αD(u−η ∨ uη)
m∑
j=1
m∑
k=1
|zj|ζ |zk|(tj ∧ u)ζr1+ζ1[0,tk](s),
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and bounded in {u < T0/a(T )} by
BS,(<)(s, u, r) := 4T
αD−1+η
0 µD
m∑
j=1
m∑
k=1
|zj|ζ |zk|uζ−αD−ηr1+ζ1[0,tk](s)1(0,1)(u),
whenever T ≥ T0 and a(T ) ≥ T0, using
uζ ≤ (T0/a(T ))αD−1+ηu1+ζ−αD−η, 0 < u < T0/a(T ).
Therefore, (2.32) follows exactly as in part (b) from the dominated conver-
gence theorem.
Part (a). Under Scenario F and E[(R(1)1 )2] < ∞, set a(T ) = [λT 3F¯D(T )]1/2.
Use Proposition 2.5.6 and the change of variables r 7→ ra(T )/T , to write
lnE exp
{
i
m∑
j=1
zmAcs(tj)
}
=
∫ ∞
−∞
∫ ∞
0
∫ ∞
0
gu(s− u, u, rT/a(T ))(a(T )/T )2 F¯D(Tu)
F¯D(T )
dsduFR(dr), (2.34)
where
(a(T )/T )2 = λT F¯D(T )→∞, T →∞,
by the fast-growth assumption.
By (2.24), as T →∞
gu(s− u, u, rT/a(T ))(a(T )/T )2 =
i
(
i
m∑
j=1
zjr
T
a(T )
Ltj (s− u, u) + o
(
T
a(T )
))∑
k=1
zkr1[0,tk](s)
a(T )
T
.
Hence, assuming we can pass the limit inside the integral, we use Lemma 2.5.4
(iii) to write
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lim
T→∞
lnE exp{i
m∑
j=1
zmAcs(tj)}
= −
m∑
j=1
m∑
k=1
zjzk
∫ ∞
−∞
∫ ∞
0
∫ ∞
0
r2Ltj (s− u, u)1[0,tk](s)u−αDdsduFR(dr)
= −E[(R(1)1 )2]
(
1
(αD − 1)(2− αD)(3− αD)
)
×{ m∑
j=1
j∑
k=1
zjzkt
3−αD
k +
m∑
j=1
m∑
k=j+1
zjzk
(
t3−αDk − (tk − tj)3−αD
)}
= −1
2
E[(R
(1)
1 )
2]σ2BH (1)
m∑
j=1
m∑
k=1
zjzk
1
2
{|tj|2H + |tk|2H − |tj − tk|2H} ,
where the last line follows by rearranging of the terms in the sum, σ2BH(1) is given
in (2.56) andH = (3−αD)/2. It remains to prove that we can take the limit inside
the integral.
Let 0 < η < αD − 1. We use (2.25)-(2.27) with ζ = 1 and a possibly larger T0,
which imply that the integrand in (2.34) is bounded in {u ≥ T0/T} by
BF ,(>) := 4u
−αD(u−η ∨ uη)
m∑
j=1
m∑
k=1
|zjzk|(tj ∧ u)r21[0,tk](s),
and bounded in {u < T0/T} by
BF ,(<) := 2T
αD−1+η
0 µD
m∑
j=1
m∑
k=1
|zjzk|u1−αD−ηr21[0,tk](s)1(0,1)(u),
whenever T ≥ T0. Here we used
u ≤ (T0/T )αD−1+ηu2−αD−η, 0 < u < T0/T.
The result now follows by the dominated convergence theorem, since∫ ∞
−∞
∫ ∞
0
∫ ∞
0
BF ,(>)(s, u, r)dsduFR(dr)
≤ 4E[(R(1)1 )2]
m∑
j=1
m∑
k=1
|zjzk|tk
{∫ 1
0
u1−αD−ηdu+ tjER
(1)
1
∫ ∞
1
u−αD+ηdu
}
,
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and
∫ ∞
−∞
∫ ∞
0
∫ ∞
0
BF ,(<)(s, u, r)dsduFR(dr)
≤ 2T αD−1+η0 µD
m∑
j=1
m∑
k=1
|zjzk|tkE[(R(1)1 )2]
∫ 1
0
u1−αD−ηdu,
and both bounds are finite by our choice of η.
Finally, still under Scenario F , assume F¯R ∈ RV−αR , 1 < αR < 2. Set
a(T ) = TbR(λT F¯D(T )). By Proposition 2.5.6, an integration by parts in u and
the change of variables s 7→ s+ u:
lnE exp
{
i
m∑
j=1
zmAcs(tj)
}
= λT F¯D(T )F¯R(bR(λT F¯D(T )))×∫ ∞
−∞
∫ ∞
0
∫ ∞
0
g(s, u, r)ds
FD(Tdu)
F¯D(T )
FR(bR(λT F¯D(T ))dr)
F¯R(bR(λT F¯D(T )))
= λT F¯D(T )F¯R(bR(λT F¯D(T )))
{
I(u>ǫ,r>ǫ) + I(u<ǫ,r>ǫ) + I(r<ǫ)
}
, (2.35)
where ǫ > 0 and we split the integral into three parts according to the domains
of integration {u > ǫ, r > ǫ}, {u < ǫ, r > ǫ} and {r < ǫ}, respectively. To
establish the limit result, we will take limǫ→0 limT→∞ on both sides of (2.35).
Fix ǫ > 0 and start with the first integral. Let
νT (du, dr) :=
(
u
FD(Tdu)
F¯D(T )
)(
r
FR(bR(λT F¯D(T ))dr)
F¯R(bR(λT F¯D(T )))
)
,
ν(du, dr) := αDu
−αDduαRr
−αRdr,
G(u, r) :=
1
ur
∫ ∞
−∞
g(s, u, r)ds,
which allows writing
I(u>ǫ,r>ǫ) =
∫ ∞
ǫ
∫ ∞
ǫ
G(u, r)νT (du, dr).
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The fast-growth regime, regular variation of F¯R, (2.49) and Billingsley (1999,
Theorem 2.8) imply νT
v−→ ν as T → ∞. Moreover, G(u, r) is jointly continuous
and it follows from Lemmas 2.5.4 and 2.5.7 that |G(u, r)| ≤ d0
∑m
j=1 |zj|tj < ∞,
where d0 is a positive constant. Therefore:
lim
T→∞
I(u>ǫ,r>ǫ) =
∫ ∞
ǫ
∫ ∞
ǫ
G(u, r)ν(du, dr)
=
∫ ∞
−∞
∫ ∞
ǫ
∫ ∞
ǫ
g(s, u, r)ds · αDu−(αD+1)du · αRr−(αR+1)dr (2.36)
Now let 0 ≤ ζ, η ≤ 1 such that αD + η < 1 + ζ < αR. By Lemmas 2.5.4 and
2.5.7, there exists dζ > 0 such that∣∣I(u<ǫ,r>ǫ)∣∣ ≤ dζ m∑
j=1
|zj |tj
∫ ∞
ǫ
r1+ζ
FR(bR(λT F¯D(T ))dr)
F¯R(bR(λT F¯D(T )))
∫ ǫ
0
u1+ζ
FD(Tdu)
F¯D(T )
.
Furthermore, by fast-growth and regular variation of F¯R∫ ∞
ǫ
r1+ζ
FR(bR(λT F¯D(T ))dr)
F¯R(bR(λT F¯D(T )))
→ αR
∫ ∞
ǫ
rζ−αRdr =
αR
αR − 1− ζ ǫ
1+ζ−αR , T →∞.
Similarly, integration by parts and (2.27) with T ≥ T0 such that ǫ < T0/T yields∫ ǫ
0
u1+ζ
FD(Tdu)
F¯D(T )
= (1 + ζ)
∫ ǫ
0
uζ
F¯D(Tu)
F¯D(T )
du
≤ (1 + ζ)µDT αD−1+η0
∫ ǫ
0
uζ−αD−ηdu
≤ (1 + ζ)µDT
αD−1+η
0
1 + ζ − αD − η ǫ
1+ζ−αD−η,
where we used the bound (2.31). Thus
lim sup
T→∞
∣∣I(u<ǫ,r>ǫ)∣∣ ≤ constant · ǫ2(1+ζ)−αR−αD−ζ , (2.37)
where the exponent of ǫ is positive if we additionally let (αR+αD+η)/2 < 1+ζ .
For I(r<ǫ), use again Lemmas 2.5.4 and 2.5.7 to get a d1 > 0 such that
|I(r<ǫ)| ≤ d1
m∑
j=1
m∑
k=1
|zjzk|tj
∫ ǫ
0
r2
FR(bR(λT F¯D(T ))dr)
F¯R(bR(λT F¯D(T )))
∫ ∞
0
u(tk ∧ u)FD(Tdu)
F¯D(T )
.
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Analogously to the bound for I(u<ǫ,r>ǫ), it can be readily shown that there exists
T0 > 0 such that for T ≥ T0∫ ǫ
0
r2
FR(bR(λT F¯D(T ))dr)
F¯R(bR(λT F¯D(T )))
≤ 3µRT
αR
0
2− αR ǫ
2−αR ,
and ∫ ∞
0
u(tk ∧ u)FD(Tdu)
F¯D(T )
≤
∫ 1
0
u2
FD(Tdu)
F¯D(T )
+ tk
∫ ∞
1
u
FD(Tdu)
F¯D(T )
≤ 3µDT
αD
0
2− αD + tk
αD
αD − 1 ,
whence
lim sup
T→∞
∣∣I(r<ǫ)∣∣ ≤ constant · ǫ2−αR . (2.38)
Also, by fast growth and the regular variation of F¯R
λT F¯D(T )F¯R(bR(λT F¯D(T )))→ 1, T →∞. (2.39)
Finally, we can put together (2.35)-(2.39) to write:
lim
T→∞
lnE exp
{
i
m∑
j=1
zjAcs(tj)
}
= lim
ǫ→0
lim
T→∞
lnE exp
{
i
m∑
j=1
zjAcs(tj)
}
=
∫ ∞
−∞
∫ ∞
0
∫ ∞
0
g(s, u, r)ds · αDu−(αD+1)du · αRr−(αR+1)dr.
2.4 Remaining choices of αD and αR
We first study what happens if αR < αD, namely, αR < α
(j)
D for j = 1, . . . , p.
Consider the centered and scaled cumulative input of any of the streams, say
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the first one, for simplicity. Set the normalizing term to a(1)(T ) = bR(λT ) (and
the same for all other streams). Write
A(1)cs (t) =
1
bR(λT )
∫ ∞
−∞
∫ ∞
0
∫ ∞
0
rLTt(s, u)
◦
N
(1)
(ds, du, dr)
=
∫ ∞
−∞
∫ ∞
0
∫ ∞
0
rLTt(Ts, u)
◦
N
(1)
(Tds, du, bR(λT )dr).
First, note from the definition of Lt(s, u) in (2.8) that
lim
T→∞
LTt(Ts, u) = u1[0,t](s).
Thus, analogous to the proof of Proposition 2.5.6, it can be shown that the log
fidi chf of A
(1)
cs is
lnE exp
{
i
m∑
j=1
zjA
(1)
cs (tj)
}
=
λ(1)
λ
λT F¯R(bR(λT ))
∫ ∞
−∞
∫ ∞
0
∫ ∞
0
i
(
exp
{
ir
m∑
j=1
zjLTtj (Ts, u)
}
− 1
)
×
m∑
k=1
zkLTtj (Ts, u)dsF
(1)
D (du)
F¯R(bR(λT )r)
F¯R(bR(λT ))
dr. (2.40)
Now observe that, provided we can take the limit inside the integral
lim
T→∞
∫ ∞
−∞
∫ ∞
0
∫ ∞
0
i
(
exp
{
ir
m∑
j=1
zjLTtj (Ts, u)
}
− 1
)
×
m∑
k=1
zkLTtj (Ts, u)dsF
(1)
D (du)
F¯R(bR(λT )r)
F¯R(bR(λT ))
dr
=
∫ ∞
−∞
∫ ∞
0
∫ ∞
0
(
exp
{
ir
m∑
j=1
zju1[0,tj ](s)
}
− 1
)
×
m∑
k=1
zku1[0,tj ](s)dsF
(1)
D (du)r
−αRdr. (2.41)
Since |λ(1)/λ| ≤ 1, then
ǫ(1)(T ) := lnE exp
{
i
m∑
j=1
zjA
(1)
cs (tj)
}
−
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λ(1)
λ
{∫ ∞
−∞
∫ ∞
0
∫ ∞
0
i
(
exp
{
ir
m∑
j=1
zju1[0,tj ](s)
}
− 1
)
×
m∑
k=1
zku1[0,tj ](s)dsF
(1)
D (du)r
−αRdr
}
→ 0, T →∞, (2.42)
which yields the following result.
Theorem 2.4.1. Let Ψ := ΨT be the fidi chf of
p∑
j=1
λ(j)
λ
E[(D
(j)
1 )
αR ]1/αRΛαR(t)
d
=
((
− cos παR
2
) 2Γ(2− αR)
αR(αR − 1)
)−1/αR ∫ ∞
−∞
∫ ∞
0
1[0,t](s)uMαR(ds, du),
(2.43)
where for each T , ΛαR(·) is an αR−stable Le´vy motion totally skewed to the right with
index αR andMαR(ds, du) is αR−stable with control measurem(ds, du) = dsFD(du).
Then,
lim
T→∞
{
lnE exp
{
i
m∑
j=1
zjA
(1)
cs (tj)
}
− lnΨt1,...,tm(z1, . . . , zm)
}
= 0. (2.44)
In addition, if for j = 1, . . . , p, the limits
w(j) := lim
T→∞
λ(j)/λ (2.45)
exist, then the fidi chf of Acs(·) converges to the fidi chf of the process defined by (2.43),
with w(j) and
∑p
j=1w
(j)F
(j)
D (·) replacing λ(j)/λ and FD(·).
Proof. By the independence of N (j), j = 1, . . . , p,
lnE exp
{
i
m∑
j=1
zjAcs(tj)
}
−
∫ ∞
−∞
∫ ∞
0
∫ ∞
0
i
(
exp
{
ir
m∑
j=1
zju1[0,tj ](s)
}
− 1
)
m∑
k=1
zku1[0,tj ](s)dsFD(du)r
−αRdr
=
p∑
j=1
ǫ(j)(T )→ 0 T →∞. (2.46)
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Analogously to the proof of (2.59), the second integral in (2.46) is equal to
lnΨt1,...,tm(z1, . . . , zm). Thus, it only remains to justify taking the limit (2.42).
Let 0 < ζ < ζ ′ < 1 and 0 < η < 1 such that 1 + ζ < αR − η and
αR + η < 1 + ζ
′ < αD. Similarly to (2.26) and (2.28), there exists T0 := T0(η) > 0
such that for T ≥ T0 and bR(λT ) ≥ T0,
F¯R(bR(λT )r)
F¯R(bR(λT ))
≤

2r−αR {r−η ∨ rη} , r ≥ T0/bR(λT ),
µRbR(λT )
αR−1+ηr−1, r ∈ R.
Together with Lemmas 2.5.4 and 2.5.7, this implies that the integrand in the left
side of (2.41) is bounded in {r ≥ 1}
B(>) := 2
1−ζu1+ζrζ−αR+η
m∑
j=1
m∑
k=1
|zj|ζ|zk|1[0,tk](s)1[1,∞)(u),
and bounded in {r < 1} by
B(<) := 2
1−ζ′µRT
αR−1+η
0 u
1+ζ′rζ
′−αR−η
m∑
j=1
m∑
k=1
|zj|ζ′|zk|1[0,tk](s)1(0,1)(r),
whenever bR(λT ) > T0. Here we used
rζ
′ ≤ (T0/(bR(λT ))αR−1+ηr1+ζ′−αD−η.
By our choice of ζ , ζ ′ and η, both bounds are integrable and we can use domi-
nated convergence to prove the result.
In principle, it also is possible to have αD = αR. However, we cannot say
much except in the special case αD = αR = 2, in which case the limit process is
a Brownian motion provided (2.45) holds. We refer the reader to Kaj and Taqqu
(2008, Theorem 4) for the formal statement of this case.
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2.5 Technical proofs
This section contains a collection of technical results needed for our proofs. The
first lemma establishes bounds for bD(·) = (1/F¯D)←(·)which yield bD(λT )→∞.
This is not immediate since the function bD depends on T .
Lemma 2.5.1. The quantile functions given (2.3) and (2.4) satisfy the following in-
equality.
p∨
j=1
b
(j)
D (pλ
(j)T ) ≥ bD(λT ) ≥
p∨
j=1
b
(j)
D (λ
(j)T ), T > 0. (2.47)
Hence
bD(λT )→∞, T →∞.
Proof. Since F¯
(j)
D is decreasing for all j, then
F¯D
(
p∨
j=1
b
(j)
D (pλ
(j)T )
)
≤
p∑
j=1
(λ(j)/λ)F¯
(j)
D (b
(j)
D (pλ
(j)T ))
≤
p∑
j=1
(λ(j)/λ)(pλ(j)T )−1
= (λT )−1.
Thus, the left side of (2.47) follows.
On the other hand, since FD is right continuous, we have for each
j = 1, . . . , p:
(λ(j)/λ)F¯
(j)
D (bD(λT )) ≤
p∑
k=1
(λ(k)/λ)F¯
(k)
D (bD(λT )) ≤ (λT )−1,
whence
F¯
(j)
D (bD(λT )) ≤ (λ(j)T )−1.
Therefore, the right side of (2.47) follows.
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The distribution FD =
∑p
j=1(λ
(j)/λ)F
(j)
D of session durations of superim-
posed streams is a function of T since λ(j) and λ depend on T . Nevertheless,
F¯D behaves as a regularly varying function.
Lemma 2.5.2. Under the assumption (2.23)
lim
T→∞
F¯D(Tu)
F¯D(T )
= lim
T→∞
λT F¯D(bD(λT )u) = u
−αD , u > 0, (2.48)
and therefore, inM+(0,∞],
F¯D(Tdu)
F¯D(T )
v−→ αDu−(αD+1)du, T →∞. (2.49)
Proof. Note that F¯D ∈ RV−αD for each fixed T . However, because FD varies with
T , the limit is not straightforward.
Fix an arbitrary u > 0. We start by writing
F¯D(Tu)
F¯D(T )
=
∑
j:α
(j)
D
=αD
(λ(j)/λ)F¯
(j)
D (Tu)
F¯D(T )
+
∑
j:α
(j)
D
>αD
(λ(j)/λ)
F¯
(j)
D (Tu)
F¯D(T )
=: B +
∑
j:α
(j)
D
>αD
(λ(j)/λ)Cj,
and additionally write
B−1 =
∑
j:α
(j)
D
=αD
(λ(j)/λ)F¯
(j)
D (T )∑
j:α
(j)
D
=αD
(λ(j)/λ)F¯
(j)
D (Tu)
+
∑
j:α
(j)
D
>αD
(λ(j)/λ)
F¯
(j)
D (T )∑
k:αk=αD
(λk/λ)F¯
(k)
D (Tu)
=: B1 +
∑
j:α
(j)
D
>αD
(λ(j)/λ)B2,j.
Thus, the first limit in (2.48) will follow by proving B1 → uαD , B2,j → 0 and
Cj → 0 as T →∞, for all j such that α(j)D > αD.
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First, by Potter’s bounds applied to the regular variation of each F¯
(j)
D , we
have as T →∞,
B1 ∼
∑
j:α
(j)
D
=αD
(λ(j)/λ)F¯
(j)
D (T )∑
j:α
(j)
D
=αD
(λ(j)/λ)F¯
(j)
D (T )u
−αD
= uαD .
Now, consider B2,j for α
(j)
D > αD. Choose an arbitrarily large
z > min{u−α(j)D , uα(j)D }. By regular variation, for T sufficiently large:
F¯
(k)
D (Tu)
F¯
(j)
D (Tu)
> z,
F¯
(k)
D (T )
F¯
(j)
D (T )
> z,
for all k such that α(k)D = αD. In addition
F¯
(j)
D (Tu)
F¯
(j)
D (T )
> u−a
(j)
D − z−1, F¯
(j)
D (T )
F¯
(j)
D (Tu)
> ua
(j)
D − z−1.
Furthermore, the assumption (2.23) means there exists d > 0 such that for all T
sufficiently large, there is some k′ := k′(T ) such that α(k
′)
D = αD and λ
(k′)/λ > d.
Hence for T sufficiently large:
B−12,j =
∑
k:α
(k)
D
=αD
(λ(k)/λ)
F¯
(k)
D (Tu)
F¯
(j)
D (T )
=
∑
k:α
(k)
D
=αD
(λ(k)/λ)
F¯
(k)
D (Tu)
F¯
(j)
D (Tu)
F¯
(j)
D (Tu)
F¯
(j)
D (T )
> dz(u−αD − z−1).
This shows that B−12,j can be made arbitrarily large for T sufficiently large,
whence B2,j → 0 as T →∞.
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Similarly, consider Cj, and
C−1j ≥
∑
k:α
(k)
D
=αD
(λ(k)/λ)
F¯
(k)
D (T )
F¯
(j)
D (Tu)
=
∑
k:α
(k)
D
=αD
(λ(k)/λ)
F¯
(k)
D (T )
F¯
(j)
D (T )
F¯
(j)
D (T )
F¯
(j)
D (Tu)
> dz(uαD − z−1).
This shows that C−1j can be made arbitrarily large for T sufficiently large, which
completes the first part of the Lemma.
For the second limit in (2.48), recall that z < bD(λT ) iff 1/F¯D(z) < λT for
each T . For ǫ > 0, setting z = bD(λT )(1− ǫ) and z = bD(λT )(1 + ǫ) yields
F¯D(bD(λT )(1 + ǫ))
F¯D(bD(λT ))
≤ 1
λT F¯D(bD(λT ))
≤ F¯D(bD(λT )(1− ǫ))
F¯D(bD(λT ))
.
Letting T →∞ and using Lemma 2.5.1 and the first limit gives
(1 + ǫ)−αD ≤ 1
λT F¯D(bD(λT ))
≤ (1− ǫ)−αD .
Because ǫ is arbitrary, then
lim
T→∞
λT F¯D(bD(λT )) = 1.
Therefore
lim
T→∞
λT F¯D(bD(λT )u) = lim
T→∞
λT F¯D(bD(λT )) lim
T→∞
F¯D(bD(λT )u)
F¯D(bD(λT ))
= u−αD .
The final statement about vague convergence follows the proof of Resnick (2007,
Theorem 3.6).
Even though FD depends on T , a version of Potter’s bounds holds.
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Lemma 2.5.3. Let δ > 0. Under the assumption (2.23), there exists T0 = T0(δ) > 0
such that for all T ≥ T0, Tu ≥ T0:
F¯D(Tu)
F¯D(T )
≤ (1 + δ)u−αD max{u−δ, uδ}.
Proof. Observe
F¯D(Tu)
F¯D(T )
=
∑p
j=1(λ
(j)/λ)F¯
(j)
D (T )
F¯
(j)
D
(Tu)
F¯
(j)
D
(T )∑p
j=1(λ
(j)/λ)F¯
(j)
D (T )
≤
p∨
j=1
F¯
(j)
D (Tu)
F¯
(j)
D (T )
.
By Potter bounds (See e.g. Bingham et al., 1987, Theorem 1.5.6), for all
j = 1, . . . , p there exists Tj = Tj(δ) such that
F¯
(j)
D (Tu)
F¯
(j)
D (T )
≤ (1 + δ)u−α(j)D max{u−δ, uδ} ≤ (1 + δ)u−αD max{u−δ, uδ},
for T ≥ Tj , Tu ≥ Tj . Therefore, the result holds for T0 =
∨p
j=1 Tj.
We now study Lt(s, u), as defined in (2.8).
Lemma 2.5.4. The length of the subinterval of [0, t] during which the session (s, u, r)
transmits data, namely Lt(s, u) in (2.8), satisfies the following properties:
(i) Scaling property: For C > 0,
CLt(s, u) = LCt(Cs, Cu).
(ii) Bounds:
Lt(s, u) ≤ t ∧ u. (2.50)
(iii) Integrals: For 1 < γ < 2 and nonnegative t1, t2,∫ ∞
−∞
Lt1(s, u)ds = ut1,
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and∫ ∞
−∞
∫ ∞
0
Lt1(s− u, u)1[0,t2](s)u−γduds
=
1
(γ − 1)(2− γ)(3− γ)
{
(t3−γ2 − (t2 − t1)3−γ)1t1<t2 + t3−γ2 1t1≥t2
}
.
Proof. The scaling property and the bounds follow directly from (2.8).
Now, the first part of Property (iii) is readily checked by using the first inte-
gral in (2.8) after reversing the order of integration. Finally, the second part of
Property (iii) can be derived by writing
Lt1(s− u, u) =

0, s < 0 or s > u+ t1,
s, 0 ≤ s ≤ u ∧ t1,
t1, t1 ≤ s ≤ u,
u, u ≤ s ≤ t1,
t1 − s + u, u ∨ t1 ≤ s ≤ u+ t1,
and integrating accordingly. Observe that the four regions in which
Lt1(s − u, u) is nonzero correspond to those of the basic decomposition in
Mikosch et al. (2002, Equation 4.1).
The next lemma helps obtain approximations to the cumulative input of the
aggregated streams.
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Lemma 2.5.5. For any a, T > 0, we have
1
a
(A(Tt)− λµDµRTt) = 1
a
∫ ∞
−∞
∫ ∞
0
∫ ∞
0
rLTt(Ts, u)
◦
N(Tds, du, dr)
=
T
a
∫ ∞
−∞
∫ ∞
0
∫ ∞
0
rLt(s, u)
◦
N(Tds, Tdu, dr)
=
∫ ∞
−∞
∫ ∞
0
∫ ∞
0
rLt(s, u)
◦
N(Tds, Tdu, (a/T )dr).
Proof. All the relations here follow from several ways to change variables in
(2.13) and using the scaling property of Lt(s, u). See Lemma 2.5.4.
Our limit theorems are proved by verifying convergence of finite dimen-
sional distributions for various processes. The following is required.
Proposition 2.5.6. For arbitrarym ≥ 1, 0 ≤ t1, . . . , tm, and real z1, . . . , zm, define
g(s, u, r) = exp
{
i
m∑
j=1
zjrLtj (s, u)
}
− 1− i
m∑
j=1
zjrLtj (s, u), (2.51)
and
h(s, u, r) = i
(
exp
{
i
m∑
j=1
zjur1(0,tj)(s)
}
− 1
)
m∑
k=1
zk1[0,tk](s)ru
−αD . (2.52)
(a) For any a, T > 0, the characteristic function of the finite-dimensional distributions
(fidi chf) of the process {(1/a)(A(Tt)− λµDµRTt); t ≥ 0} is given by
lnE exp
{
i
m∑
j=1
zj
[
1
a
(A(Ttj)− λµDµRTtj)
]}
=
∫ ∞
−∞
∫ ∞
0
∫ ∞
0
g(s, u, r)EN(Tds, Tdu, (a/T )dr) (2.53)
=
∫ ∞
−∞
∫ ∞
0
∫ ∞
0
gu(s− u, u, r)λT F¯D(Tu)dsduFR((a/T )dr). (2.54)
where gu is the partial derivative of g with respect to u.
(b) The fidi chf of the limit processes in Corollary 2.2.2 are given as follows.
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(i) The fidi chf of the limit process under ScenarioF andE[(R(1)1 )2] <∞ is given
by
lnE exp
{
i
m∑
j=1
zjE[(R
(1)
1 )
2]1/2σBH(1)BH(tj)
}
= −1
2
E[(R
(1)
1 )
2]
m∑
j=1
m∑
k=1
zizjσ
2
BH(1)
1
2
(
t2Hi + t
2H
j − |ti − tj |2
)
,
(2.55)
where BH is fractional Brownian motion with
σ2BH (1) =
2
(αD − 1)(2− αD)(3− αD) , (2.56)
and H = (3− αD)/2.
(ii) The fidi chf of the limit process under Scenario F and F¯R ∈ RV−αR ,
1 < αR < 2, is given by
lnE exp
{
i
m∑
j=1
zjZαD,αR(tj)
}
=
∫ ∞
−∞
∫ ∞
0
∫ ∞
0
g(s, u, r)EN∞αD,αR(ds, du, dr). (2.57)
(iii) The fidi chf of the limit process under ScenarioM is given by
lnE exp
{
i
m∑
j=1
zjcYαD(tj/c)
}
= cαD−1
∫ ∞
−∞
∫ ∞
0
∫ ∞
0
g(s, u, r)EN∞αD,FR(ds, du, dr). (2.58)
(iv) Finally, the fidi chf of the limit process under Scenario S is given by
lnE exp
{
i
m∑
j=1
zjE[(R
(1)
1 )
αD ]1/αDΛaD(tj)
}
=
∫ ∞
−∞
∫ ∞
0
∫ ∞
0
h(s, u, r)dsduFR(dr). (2.59)
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Proof. Given (2.53), (2.54) is readily derived using integration by parts and the
change of variables s 7→ s + u. Moreover, (2.55) follows from the fact that BH
is fractional Brownian motion. The remaining parts are a consequence of the
following property of Poisson random measures (See e.g. Rosin´ski and Rajput,
1989):
lnE exp
{
i
∫
f(x)
◦
ξ(dx)
}
=
∫ (
eif(x) − 1− if(x))Eξ(dx),
if ∫ (
f 2(x) ∧ |f(x)|)Eξ(dx) <∞.
For now, let us focus on (2.53), (2.57) and (2.58). By Lemma 2.5.5, the expo-
nent in the left side of (2.53) and (2.57) is of the form
i
∫ ∞
−∞
∫ ∞
0
∫ ∞
0
m∑
j=1
zjrLtj (s, u)
◦
ξ(ds, du, dr), (2.60)
for a PRM ξ, while the exponent in the left side of (2.58) is cαD−1 times (2.60),
using Lemma 2.5.4 and the change of variables s 7→ s/c, u 7→ u/c. Thus, it
suffices to check that∫ ∞
−∞
∫ ∞
0
∫ ∞
0
(
m∑
j=1
zjrLtj (s, u)
)2∧∣∣∣∣∣
m∑
k=1
zkrLtk(s, u)
∣∣∣∣∣Eξ(ds, du, dr) <∞.
(2.61)
Bounds and integral results for Lt(s, u) in Lemma 2.5.4 (ii) and (iii) needed.
First observe that∫ ∞
−∞
∫ ∞
0
∫ ∞
0
∣∣∣∣∣
m∑
j=1
zjrLtj (s, u)
∣∣∣∣∣EN(Tds, Tdu, (a/T )dr) ≤ Ta
m∑
j=1
|zj|λµDµRtj ,
which proves (2.53).
In order to prove (2.57), split the corresponding integral (2.61) into two parts
I(<) and I(>), according to the two domains of integration D(<) = {ur < 1} and
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D(>) = {ur > 1}. This yields
I(<) ≤
m∑
j=1
m∑
k=1
|zjzk|
∫ ∞
−∞
∫ ∞
0
∫ 1/u
0
r2Ltj (s, u)Ltk(s, u)EN
∞
αD,αR
(ds, du, dr)
≤
m∑
j=1
m∑
k=1
|zjzk|tjαDαR
2− αR
(
1
αR − αD +
tk
1− αR + αD
)
,
and
I(>) ≤
m∑
j=1
|zj|
∫ ∞
−∞
∫ ∞
0
∫ ∞
1∨u−1
rLtj (s, u)EN
∞
αD,αR
(ds, du, dr)
+
m∑
j=1
m∑
k=1
|zjzk|
∫ ∞
−∞
∫ ∞
0
∫ 1∨u−1
u−1
r2Ltj (s, u)Ltk(s, u)EN
∞
αD,αR
(ds, du, dr)
≤
m∑
j=1
|zj|tjαDαR
αR − 1
(
1
αR − αD +
1
αD
)
+
m∑
j=1
m∑
k=1
|zjzktjtk|
(αD − 1)(2− αR) ,
whence (2.57) holds.
Similarily, split the integral (2.61) corresponding to the process (2.58) into
two parts J(<) and J(>), according to the two domains of integration D(<) and
D(>), which yields
J(<) ≤
m∑
j=1
m∑
k=1
|zjzk|
∫ ∞
−∞
∫ ∞
0
∫ r−1
0
r2Ltj (s, u)Ltk(s, u)EN
∞
αD,FR
(ds, du, dr)
≤
m∑
j=1
m∑
k=1
|zjzk|tjαD
2− αD E[(R
(1)
1 )
αD ],
and
J(>) ≤
m∑
j=1
|zj|
∫ ∞
−∞
∫ ∞
0
∫ ∞
r−1
rLtj (s, u)EN
∞
αD ,FR
(ds, du, dr)
≤
m∑
j=1
|zj |tjαD
αD − 1 E[(R
(1)
1 )
αD ].
This proves (2.58).
Finally, the exponent in the left side of (2.59) is
i
∫ ∞
−∞
∫ ∞
0
∫ ∞
0
m∑
j=1
zjur1[0,tj](s)
◦
N
∞
αD,FR
(ds, du, dr).
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Analogous to the proof of (2.58), it is readily shown that
∫ ∞
−∞
∫ ∞
0
∫ ∞
0
(
m∑
j=1
zjur1[0,tj](s)
)2∧∣∣∣∣∣
m∑
k=1
zkur1[0,tj](s)
∣∣∣∣∣EN∞αD ,FR(ds, du, dr) <∞,
whence the left side of (2.59) is equal to∫ ∞
−∞
∫ ∞
0
∫ ∞
0
(
exp
{
i
m∑
j=1
zjur1[0,tj ](s)
}
− 1−
k∑
j=1
zjur1[0,tj](s)
)
×EN∞αD ,FR(ds, du, dr).
The result now follows after an integration by parts in the variable u.
Finally, the following result is used to get upper bounds for some integrands
throughout the proof of Theorem 2.3.1.
Lemma 2.5.7. For 0 ≤ ζ ≤ 1 and x ∈ R:
|eix − 1| ≤ 21−ζ|x|ζ , (2.62)
|eix − 1− ix| ≤ dζ|x|ζ+1, (2.63)
where dζ > 0, and for real numbers x1, . . . , xm:( m∑
j=1
|xj |
)ζ
≤
m∑
j=1
|xj |ζ. (2.64)
Proof. Without loss of generality, fix x 6= 0. Define f : [0, 1] → R,
f(ζ) = (1− ζ) ln 2 + ζ ln |x|. We can readily check that
ln |eix − 1| ≤ f(ζ), ζ = 0, 1,
by taking logarithms in both sides of |eix − 1| ≤ 2 ∧ |x|. Since f(ζ) is linear in
ζ , f(ζ) is either nondecreasing or nonincreasing on [0, 1]. Hence, (2.62) holds.
Using a similar strategy, we can prove (2.63).
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For (2.64), assume without loss of generality that 0 < |x1| ≤ |x2|, thus
0 < |x1/x2| ≤ 1. By Bernoulli’s inequality (see e.g. Mitrinovic´ and Vasic´, 1970, p.
36):
(1 + |x1/x2|)ζ ≤ 1 + ζ |x1/x2| ≤ 1 + |x1/x2|ζ.
Multiplying both sides by |x2|ζ proves (2.64) form = 2 and the proof for general
m follows by induction.
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CHAPTER 3
EXTREMAL DEPENDENCE ANALYSIS OF NETWORK SESSIONS
3.1 Overview
This chapter is motivated by the study of two network invariants:
• Heavy tails for quantities such as file sizes (Leland et al., 1994; Willinger
et al., 1998; Arlitt andWilliamson, 1996;Willinger and Paxson, 1998), trans-
mission durations and transmission delays (Maulik et al., 2002; Resnick,
2003).
• Bursty network traffic (Sarvotham et al., 2005), with rare but influential
periods of high transmission rate punctuating typical periods of modest
activity.
When studying burstiness, bursts are observed in the sequence of bytes-per-
time or packets-per-time, which means that a window resolution is selected
and the number of bytes or packets is counted over consecutive windows. Sar-
votham et al. (2005) attempt to explain the causes of burstiness at the user-level.
If the primary objective is to explain sources of burstiness, the session peak rate
is a variable of interest in addition to the usual session descriptors of size, du-
ration, and average transfer rate as defined in Section 1.1. The peak rate is
computed as the maximum transfer rate over consecutive time slots within a
session.
In order to explain the causes of burstiness at the user-level, Sarvotham et al.
(2005) studied the dependence structure of quantities such as session size, du-
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ration and transfer rate. They concluded that it is useful to split the data into
two groups according to the values of peak rate and consider the properties
of each group. These two groups were called alpha sessions consisting of ses-
sions whose peak rate is above a high quantile, and beta sessions, comprising
the remaining traffic. Various criteria for segmenting into the two groups were
considered but a common theme was that the alpha sessions corresponded to
“power users” who transmit large files at large bandwidth, and the beta sessions
were the remaining ones. This analysis yielded the following:
• A tiny alpha group relative to a huge beta group. In addition, it appeared
that the alpha group was the major source of burstiness.
• A dependence structure that is quite different in the alpha and beta
groups, with approximate independence between rate and size for the al-
pha group and approximate independence between rate and duration for
the beta group. To see this, Sarvotham et al. (2005) measured dependence
with correlations between the log-variables.
We wondered if the large beta group should be treated as one homogeneous
collection of users, especially when one is happy to identify a small and distinct
alpha group. Thus, we have investigated whether segmenting the beta group
further produces meaningful information.
Section 3.2 contains more details on the network traffic traces that we study,
and gives the precise definition of session, size, duration, rate and peak rate.
Historically (Crovella and Bestavros, 1997; Leland et al., 1994; Willinger et al.,
1995, 1997), data collection was over finely resolved time intervals, and thus a
natural definition of peak rate is based on computing the maximum transfer
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rate over consecutive time slots. We discuss in Section 3.2 that this definition
may be flawed due to the choice of the time window resolution giving the peak
rate undesired properties. Thus we propose our own definition of peak rate.
In Section 3.3, we study the marginal distributions of size, duration and rate,
and in Sections 3.4 and 3.5 we explore the dependence structure between these
three variables. Throughout these sections, we depart from the approach of
Sarvotham et al. (2005) by not just looking at the alpha and beta groups; instead,
we have split the data into q groups of approximately equal size according to
the quantiles of peak rate. Thus, where we previously had a beta group, we now
have q− 1 groups, whose peak rates are in a fixed quantile range. We show that
the alpha/beta split is masking further structure and that it is important to take
into account the explicit level of the peak rate. In Sections 3.4 and 3.5, we also
review and use methods that are more suitable than correlation in the context
of heavy tailed-modeling for studying the dependence of two variables.
We also have considered in Section 3.6 whether session starting times can
be described by a Poisson process. While several authors have shown that the
process of packet arrivals to servers cannot be modeled under the framework of
Poisson processes (Paxson and Floyd, 1995; Willinger et al., 1997; Willinger and
Paxson, 1998; Hohn et al., 2003), some argue that the network traffic is driven
by independent human activity and thus justify the search for this underlying
Poisson structure at higher levels of aggregation (Park et al., 2006). We found
that while the homogeneous Poisson process cannot describe overall network
traffic, it is a good model for session initiation times within each of the q groups
produced by our segmentation of the overall traffic. In Section 3.7 we give some
remarks including a rough outline for simulation of data sets based on the afore-
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mentioned Poisson framework, and give possible lines of future study.
3.2 Definitions
3.2.1 Size S, durationD, and rate R of e2e sessions
In this chapter, we follow Sarvotham et al. (2005); Willinger et al. (1997)’s ap-
proach to define an end to end (e2e) session, or briefly session, as a cluster of bytes
with the same source and destination network addresses, such that the delay
between any two successive packets in the cluster is less than a threshold t. A
session plays the role of an arriving entity in an infinite-source Poisson model.
For each session, we have the following variables:
• S represents the size, that is, the number of bytes transmitted.
• D represents the duration, computed as the difference in seconds between
the arrival times of the first and last packets in the session.
• R represents the average transfer rate, namely S/D.
Note that R is not defined for single-packet sessions, for which D by defini-
tion is zero. More generally, sessions with very smallDmay also be problematic
to handle. For instance, it would be hard to believe that a session sending only
two packets back-to-back has an R that equals the line bandwidth. In order to
avoid this issue, for our analysis we ignore sessions withD < 100ms. See Zhang
et al. (2002) for related comments.
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T1 T2 T3 Tl−1 Tl
T’1 T’2 T’3 T’4 T’5 T’p−1 T’p
Figure 3.1: Top arrow: Representation of a typical session; here each packet
is depicted as an oval. Middle arrow: Sarvotham et al. (2005)’s
division approach. Bottom arrow: Our proposed division ac-
cording to the packet arrival times.
3.2.2 Predictors of burstiness
In addition to S, D and R, Sarvotham et al. (2005) consider a fourth quantity
which serves as an explanatory variable for burstiness, namely the session’s
maximum input in consecutive time windows. A closely related variable arises
by considering the session’s peak rate in consecutive intervals. In what follows,
we review the properties of these two variables and show that they are not ideal
for describing burstiness. Therefore, we propose and use a different definition
of peak rate.
The δ-maximum input.
Fix a small δ > 0 and divide each session in l subintervals of length δ, where
l = ⌈D/δ⌉ (see Figure 3.1, Top andMiddle). For i = 1, . . . , l, define the following
auxiliary variables:
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• Bi represents the number of bytes transmitted over the ith subinterval of
the session.
• Ti represents the duration of the ith subinterval. For i = 1, . . . , l − 1, we
have Ti = δ. However, notice that Tl = D − (l − 1)δ.
The δ-maximum input of the session is defined as Iδ =
∨n
i=1Bi. This Iδ is the
original variable used by Sarvotham et al. (2005).
The δ-peak rate.
If the goal is to explain burstiness, a natural alternative to maximum input is to
consider rates in consecutive time subintervals, rather than inputs. This yields
a closely related predictor: the δ-peak rate. The definition of the δ-peak rate for
a session, denoted as Rδ, relies on the Sarvotham et al. (2005)’s division of the
session (see Figure 3.1). We define Rδ =
∨n
i=1Bi/Ti.
Observe the following properties for a session:
(i)
∑n
i=1Bi = S;
(ii)
∑n
i=1 Ti = D;
(iii) Rδ ≥ R. To see this, note
R =
S
D
=
∑n
i=1 Ti · BiTi∑n
i=1 Ti
≤
n∨
i=1
Bi/Ti = Rδ.
A quick analysis shows that the last property does not necessarily hold if
we do not carefully define the duration of the last subinterval Tn as above, but
instead set Tn = δ. For a numerical example, let δ = 1 and consider a session
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with n = 2, B1 = B2 = 1, D = 1.1. Using the wrong definition Tn = δ yields
T1 = T2 = 1, hence the average transfer rate R = (B1 + B2)/D = 2/1.1 but the
peak transfer rate Rδ = max {B1/T1, B2/T2} = 1 < 2/(1.1).
While both Iδ andRδ appear to be natural predictors of burstiness, they both
possess undesirable properties. They both depend on the parameter δ which
is not an intrinsic characteristic of the session. As δ ↓ 0, many consecutive
subintervals thus have a single packet, as in Figure 3.1. Therefore, as δ ↓ 0,
• Iδ → maximum packet size, which precludes Iδ from being a useful measure
of burstiness.
• Rδ → ∞, implying that Rδ is greater than the line capacity for small δ.
Depending on the relationship of packet arrivals to the size of δ, we can
get unreasonably large Rδs and therefore, the interpretation of Rδ as peak
transfer rate becomes problematic.
Owing to the drawbacks of the previous two definitions, we propose our
own definition of peak rate.
Peak rate R∨.
Suppose a session has p packets (see Figure 3.1, Bottom). Consider the following
variables.
• B′i represents the number of bytes of the ith packet.
• T ′i represents the interarrival time of the ith and (i + 1)th packets,
i = 1, . . . , p− 1.
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For k = 2, . . . , p, we define the peak rate of order k, denoted by R(k), as
R(k) =
p−k+1∨
j=1
∑j+k−1
i=j B
′
i∑j+k−2
i=j T
′
i
. (3.1)
In the above definition, the quotient measures the actual transfer rate of a
stream of bytes consisting of k consecutive packets. For a session consisting of
p packets, there are p − k + 1 streams of k consecutive packets, hence R(k) is a
measure of the actual peak transfer rate when only k consecutive packets are
taken into account. We then define the peak rate as
R∨ =
p∨
k=2
R(k). (3.2)
Notice that R∨ ≥ R(p) = R. Moreover, one readily checks that there is always a
neighboring packet pair whose rate is no less than the rate of any k consecutive
packets that include the pair, whence R∨ = R(2).
As opposed to Iδ and Rδ, R
∨ does not depend on an external parameter δ,
and thus it is an intrinsic characteristic of a session. In addition, R∨ inherits the
interpretation ofR(k) and therefore may be interpreted as ameasure of the maxi-
mum transfer rate over all possible streams of consecutive packets. In addition,
R∨ = R(2) gives a simpler representation useful for computing R∨ in practice
which is also suitable for analytical studies.
3.2.3 The data set
We present our results for an anonymized network trace captured at the Uni-
versity of Auckland between December 7 and 8, 1999, which was publicly
available as of June 2011 through the Re´seaux IP Europe´ens (French for Eu-
ropean IP Networks) Network Coordination Centre’s data repository at http:
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//labs.ripe.net/datarepository/. Auckland’s data set is a collection of
GPS-synchronized traces, where all non-IP traffic has been discarded and only
TCP, UDP and ICMP traffic is present in the trace. We have taken the part of
the trace corresponding exclusively to incoming TCP traffic sent on December
8, 1999, between 3 and 4 p.m. We have found that our results hold for several
other data sets. See Section 3.7 for more details about this and other data traces.
The raw data consists of 1,177,497 packet headers, from which we construct
44,136 sessions using a threshold between sessions of t = 2s and considering
only those sessions with D > 100ms (as explained in the last paragraph of Sec-
tion 3.2.1). We have found similar results for various choices of thresholds be-
tween sessions, including t = 0.1, 0.5, 10, 60, 100s, but here we only present our
results for t = 2s.
In addition, for each session we have peak rateR∨i and starting time Γi. Thus,
the data set has the form {((Si, Di, Ri), R∨i ,Γi); 1 ≤ i ≤ 44, 136}, that is, a set of
5-tuples. We are interested in the dependence structure of triplet (Si, Di, Ri).
We split these sessions into 10 groups of approximately equal size accord-
ing to the empirical deciles of R∨. Thus, all the sessions in the gth group,
g = 1, . . . , 10, have R∨ is in a fixed decile range, (10(g − 1)%, 10g%]. Hence
we term the group of sessions “the gth decile group”, g = 1, . . . , 10. Therefore,
where Sarvotham et al. (2005) had alpha and beta groups, we now have a more
refined segmentation.
In the remainder of the chapter, we show that this refined split reveals fea-
tures that are hidden by an elementary alpha/beta split.
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3.3 Marginal distributions of S,D and R.
Weanalyzemarginal distributions of S,D andR in the 10 different decile groups
to check if heavy tails are present. For all decile groups, S and D have heavy
tails, but unsurprisingly, not R.
3.3.1 Domain of attraction diagnostics
Excesses over high thresholds
Using the POT method, we found no evidence against FS, FD ∈ D(Gγ) for all
the 10 decile groups. Typical QQ plots are those corresponding to theGPDγ,β fit
for the excess of S andD in the 10th decile group, shown in Figure 3.2, upper left
and upper right panels, respectively. Both plots exhibit an almost perfect straight
line. We also found that the QQ plots corresponding to the excesses of S and
D in all the other decile groups exhibit straight line trends, thus showing no
evidence against satisfaction of the extreme value condition.
Similarly, Figure 3.2 lower left panel exhibits the QQ plot of the GPDγ,β fit
for the log-excesses of R in the 10th decile group, which shows no evidence
against FR ∈ D(Gγ). However, for all the other decile groups, we found evi-
dence against FR ∈ D(Gγ). For instance, Figure 3.2 Lower right panel shows a
QQ plot of the GPDγ,β fit for the log-excesses of R in the 4th decile group, ex-
hibiting a departure from the straight line. We also found no straight line trend
in the rest of the QQ plots of theGPDγ,β fit for the log-excesses ofR in the lower
nine decile groups.
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Figure 3.2: GPD QQ plots of excesses; a number k = 450 of upper order
statistics is used for each fit. Upper left: Size in the 10th decile
group. Upper right: Duration in the 10th decile group. Lower
left: Rate in the 10th decile group. Lower right: Rate in the 4th
decile group.
Formal tests of domain of attraction
Recently, two formal methods for testing F ∈ D(Gγ) have been derived by Di-
etrich et al. (2002) and Drees et al. (2006); see also de Haan and Ferreira (2006).
Both tests are based on quantile function versions of the well known Cra´mer
von-Mises and Anderson-Darling test statistics (see e.g. Lehmann and Romano,
2005), respectively, for checking the goodness of fit of a given distribution. In
addition, both tests assume a second order condition which is difficult to check
in practice. A follow-up study by Hu¨sler and Li (2006) examines the two tests’
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error and power by simulations. A thorough discussion of these tests and the
second order condition is provided by de Haan and Ferreira (2006). Here we
review and apply the method.
Dietrich et al. (2002) state the following: Suppose Y1, . . . , Yn are iid with com-
mon distribution F and Y1:n ≤ Y2:n ≤ · · · ≤ Yn:n are the order statistics. If
F ∈ D(Gγ) for some γ ∈ R and also F satisfies an additional second order tail
condition (see Dietrich et al., 2002, equation (4)), then:
Ek,n :=k
∫ 1
0
(
lnYn−[kt]:n − lnYn−k:n
γˆ+
− t
−γˆ− − 1
γˆ−
)
t2dt
d−→Eγ :=
∫ 1
0
(
(1− γ−)(t−γ−−1W (t)−W (1))− (1− γ−)2 t
−γ− − 1
γ−
Pγ−
+
t−γ− − 1
γ−
Rγ− + (1− γ−)Rγ−
∫ 1
t
s−γ−−1 ln sds
)2
t2dt, (3.3)
as k → ∞, k/n → 0, n → ∞ and k1/2A(n/k) → 0, where A is from the second
order condition, γ+ = γ∨0, γ− = γ∧0,W is a Brownian motion, Pγ− andRγ− are
integrals involvingW (for details, see Dietrich et al., 2002; de Haan and Ferreira,
2006), and γˆ+ and γˆ− are consistent estimators of the corresponding parameters.
In practice, Dietrich et al. (2002) recommend replacing γ by its estimate.
Therefore, based on (3.3), we could test
H0 : F ∈ D(Gγ), γ ∈ R + second order condition
by first determining the corresponding quantile Q1−α,γˆ of the distribution Eγˆ
and then comparing it with the value of Ek,n. If Ek,n > Q1−α,γˆ we reject H0
with asymptotic type I error α and otherwise there is no evidence to reject H0.
Notice that this is a one-sided test of hypothesis, but a two-sided test could be
fashioned similarly.
A drawback of this test is that we must include in H0 the additional second
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order condition, which is difficult to check in practice. While many common
distributions satisfy the second order condition, including the normal, stable,
Cauchy, log-Gamma, among others, the Pareto distribution is a notable exam-
ple of a distribution which does not satisfy the second order condition. There
are two other drawbacks of this test. First, it is based on the usual setting of
acceptance-rejection regions, and thus it provides no measure of the strength
of rejection of H0. While this typically is addressed with the equivalent setting
based on p-values, the limit distribution in (3.3) is analytically intractable and
so are the p-values. Second, since the limit (3.3) depends on k, the conclusions
of the test are also highly dependent on the choice of k.
Dietrich et al. (2002) observe that the limit distribution in (3.3) is simplified
if γ ≥ 0 since then γ− = 0. Under the assumption that F ∈ D(Gγ), γ ≥ 0 and the
second order condition, (3.3) becomes:
E˜k,n =k
∫ 1
0
(
lnYn−[kt]:n − lnYn−k:n
γˆk,n
+ ln t
)2
t2dt
d−→E˜ =
∫ 1
0
(
t−1Wt −W1 + ln t
∫ 1
0
(s−1Ws −W1)ds
)2
t2dt. (3.4)
Suppose E˜1, . . . , E˜N is a random sample of E˜, that we can obtain by simu-
lation since the limit distribution in (3.4) is free of unknown parameters. Based
on (3.4), construct a test for
H0 : F ∈ D(Gγ), γ ≥ 0 + second order condition,
as follows: Estimate a (one-sided) p-value p(k) = P(E˜ > E˜k,n) as the relative
frequency
pˆ(k) =
1
N
N∑
j=1
1E˜j>E˜k,n.
If pˆ(k) < α, then reject H0 with an asymptotic type I error α; otherwise
there is no evidence to reject H0. With this method, the p-values give a mea-
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Figure 3.3: Plots of p-values as a funtion of k for the test of the extreme
value condition for the marginal distributions of S,D,R. A
horizontal dashed line is drawn at α = 0.05. Upper left: Size in
the 10th decile group. Upper right: Duration in the 10th decile
group. Lower left: Rate in the 10th decile group. Lower right:
Rate in the 4th decile group.
sure of the strength of rejection of H0. Furthermore, we can check the sta-
bility of the conclusion of the test as a function of k by constructing the plot
{(k, pˆ(k)); k in an appropriate range}. The range of values of k is chosen to ac-
commodate for the limit (3.4), namely k → ∞, k/n → 0, n → ∞. For example,
Hu¨sler and Li (2006) found via simulations that the power of the test in Diet-
rich et al. (2002) appears to be high for k such that k/n ≈ 0.05, at least for their
various choices of F . To compute E˜k,n, we use γˆk,n given by the consistent Hill
estimator (Hill, 1975) or perhaps maximum likelihood if we suspect γ = 0.
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We use this method with an asymptotic nominal type I error α = 0.05. We
found no evidence against FS, FD ∈ D(Gγ), γ ≥ 0 for all the 10 decile groups.
Typical plots of the p-values pˆ(k) for the variables S andD are those correspond-
ing to the 10th decile group, shown in the upper left and upper right panels of
Figure 3.3 respectively. Both plots exhibit pˆ(k) > 0.05 for a wide range of values
of k. We also found that the plots {(k, pˆ(k))} corresponding to the other decile
groups show no evidence against FS, FD ∈ D(Gγ), γ ≥ 0. Coupled with the
evidence from the QQ plots, we believe γ > 0.
Similarly, the lower left panel of Figure 3.3 exhibits the plot {(k, pˆ(k))} cor-
responding to the distribution of R in the 10th decile group. Once again we
found that pˆ(k) > α for a wide range of values of k, thus showing no evi-
dence against FR ∈ D(Gγ), γ ≥ 0. However, we did find evidence against
H0 : FR ∈ D(Gγ), γ ≥ 0 + second order condition for all the lower nine decile
groups. A typical example of the plot {(k, pˆ(k))} in these latter groups is exhib-
ited in the lower right panel of Figure 3.3 for the 4th decile group, which shows
that pˆ(k) are significantly lower than 0.05 across a wide range of k values.
Therefore, for the lowest nine decile groups, we reject
H0 : FR ∈ D(Gγ), γ ≥ 0+second order condition. One possible alternative is that
FR ∈ D(Gγ), γ < 0, or equivalently, that xFR , the right endpoint of FR is finite
and F(xFR−R)−1 ∈ D(G−1/γ) (de Haan and Ferreira, 2006; Resnick, 1987). By ap-
plying the above test to H0 : F(xFR−R)−1 ∈ D(Gγ), γ ≥ 0+second order condition,
we rejected this new H0 because the pˆ(k) < 0.05 for a wide range of values of k
for the lower nine decile groups. Here we estimated xFR with Rn:n + 1/n
′ for a
high value of n′.
This last result leaves two possibilities. Either FR 6∈ D(Gγ), γ ∈ R or the
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Figure 3.4: Hill plots for the shape parameter γ of the variables in the 10th
decile group; dashed lines give 95% confidence bands. Values
at the top of the plots give thresholds and the values on bottom
indicate the number of upper order statistics. Upper left: Size.
Upper right: Duration. Lower left: Rate.
additional second order condition does not apply for FR (which does not rule
out FR ∈ D(Gγ), γ ≥ 0). Since the second order condition is difficult to check
in practice, the constructed hypothesis test is somewhat vauge about FR. In
Section 3.5, we give more information about FR.
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3.3.2 Estimation
In Section 3.3.1 we showed that FS, FD ∈ D(Gγ), γ ≥ 0 for all the decile groups
and FR ∈ D(Gγ), γ ≥ 0 only for the 10th decile group. We now estimate the
shape parameter γ for these distributions, using the consistent and asymptot-
ically normal Hill estimator based on k largest order statistics, denoted as γˆk,n
(Hill, 1975; Cso¨rgo˝ et al., 1985; Davis and Resnick, 1984; de Haan and Resnick,
1998).
Figure 3.4 exhibits Hill plots for the shape parameter γ of the distribution of
S, D and R for the 10th decile group as a function of the number k of upper or-
der statistics used (Hall, 1982; de Haan and Ferreira, 2006; Resnick, 2007; Geluk
et al., 1997; de Haan and Resnick, 1998; Peng, 1998; de Haan and Peng, 1998;
Mason and Turova, 1994). The three plots show stable regimes for γ around
k = 450. We also found stability in the Hill plots for the shape parameter γ of
the distribution of S, D in all the other decile groups.
Table 3.1 contains the Hill estimates of γ for our data set, along with esti-
mates of the asymptotic standard error. A number k of upper order statistics
was chosen individually for each variable and each decile group based on the
corresponding Hill plots. For most decile groups, we used k ≈ 400 (k/n ≈ 0.05),
as suggested by the empirical study byHu¨sler and Li (2006). Notice that the ma-
jority of the estimates are greater than 0.5, which implies that the corresponding
distributions have infinite variances.
The Hill estimator requires γ > 0 but in Section 3.3.1 we only verified
that γ ≥ 0. Unlike the Hill estimator, the Pickands estimator (Pickands, 1975;
Dekkers and de Haan, 1989) is valid for γ ∈ R. However, the Pickands plots
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Table 3.1: Summary of Hill estimates with asymptotic standard errors for
the shape parameter of S, D and R.
Decile group γS s.e. γD s.e. γR s.e.
1 0.56 0.056 0.60 0.028
2 0.55 0.061 0.47 0.023
3 0.62 0.044 0.63 0.034
4 0.62 0.036 0.62 0.029
5 0.61 0.035 0.55 0.029
6 0.69 0.040 0.55 0.028
7 0.88 0.042 0.73 0.037
8 0.77 0.045 0.71 0.033
9 0.70 0.037 0.69 0.032
10 0.73 0.034 0.68 0.032 0.58 0.027
proved to be very unstable for our data set and thus we relied on the Hill esti-
mator which is close to the maximum likelihood estimator.
3.4 Dependence structure of (S,D,R) when the three variables
have heavy tails
We now analyze the dependence structure of the triplet (S,D,R) across the 10
different decile groups. Since S = DR, at most two of the three components in
(S,D,R)may be independent. This makes it reasonable to focus on the analysis
of each pair of variables. We concentrate on the pairs in (S,D,R) with heavy
tailed marginals and first focus on the dependence structure of (S,D) across the
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10 deciles groups. We later study the dependence structure of both (R, S) and
(R,D), but only in the 10th decile group. For the other decile groups, we found
strong evidence suggesting R does not have heavy tails, and thus we leave this
case for Section 3.5. Our finer segmentation into the deciles ofR∨ reveals hidden
features in an alpha/beta split, and therefore it is important to take into account
the explicit level of R∨.
One way to assess the dependence structure is with sample cross-
correlations. In heavy-tailed modeling, although the sample correlations may
always be computed, there is no guarantee that the theoretical correlations ex-
ist. Recall Table 3.1 shows that most estimates of γ for S, D and R are greater
than 0.5, and thus correlations do not exist in these instances. Moreover, cor-
relation is a crude summary of dependence that is most informative between
jointly normal variables. It does not separate dependence between large val-
ues and dependence between small values. In the context of data networks, the
likelihood of various simultaneous large values of (S,D,R) may be important
for understanding burstiness. For example, if large values of D are likely to oc-
cur simultaneously with large values of R, then we can expect a network that is
prone to congestion. In this situation, a scatterplot {(Di, Ri)} would be mostly
concentrated in the interior of the first quadrant of R2. On the other hand, if
large values of one variable are not likely to occur with large values of the other
one, the same scatterplot would be mostly concentrated on the axes.
Understanding network behavior requires a description of the extremal de-
pendence of S,D and R and this extremal dependence is conveniently summa-
rized by the spectral measure (de Haan and Resnick, 1977; deHaan and Ferreira,
2006; Resnick, 2007, 1987). We begin by discussing important concepts.
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3.4.1 Bivariate regular variation and the spectral measure
Let Z be a random vector on E := [0,∞]2 \ {(0, 0)}, with distribution function F .
The tail of F is bivariate regularly varying if there exist a function b(t)→∞ and a
Radon measure ν on E, such that
tP
[
b(t)−1Z ∈ ·] v−→ ν(·), (3.5)
vaguely in E. This is the straightforward generalization of the univariate case
as formulated in (1.2).
In terms of dependence structure of the components of Z, it is often illumi-
nating to consider the equivalent formulation of (3.5) that arises by transforming
to polar coordinates. We define the polar coordinate transform of Z = (X, Y ) ∈ E
by
(N,Θ) = POLAR(Z) := (‖Z‖,Z/‖Z‖) , (3.6)
where from this point on we use the L1 norm given by ‖Z‖ = X + Y .
Bivariate regular variation as formulated in (3.5) is equivalent to the exis-
tence of a function b(t)→∞ and a probability measure S on ℵ+ := {z ∈ E; ‖z‖ =
1}, such that
µt(·) := tP
[(
b(t)−1N,Θ
) ∈ ·] v−→ cνγ × S(·), (3.7)
vaguely in M+((0,∞] × ℵ+). Here νγ(r,∞] = r−1/γ , r > 0, and c > 0 and, as
usual, M+((0,∞] × ℵ+) are the positive Radon measures on (0,∞] × ℵ+. Since
there is a natural bijection between ℵ+ and [0, 1], namely Z/‖Z‖ ↔ X/‖Z‖, we
can and will assume S is defined on [0, 1].
The probability measure S, known as the limit or spectral measure, quantifies
the asymptotic dependence structure of the bivariate random vector. Two cases
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at opposite ends of the dependence spectrum (Coles, 2001; Resnick, 2007) are
when (a) S concentrates on the two points {0, 1}, known as asymptotic indepen-
dence, and (b) when S concentrates on 1/2, known as asymptotic full dependence.
Since S could be any probability measure, there are infinitely many kinds of
dependence structures between the two extreme cases discussed above. There-
fore, we focus on the estimation of the spectral measure S asmeans of discerning
the asymptotic dependence between two random variables with heavy tails.
3.4.2 Estimation of the spectral measure S by the antiranks
method.
The definition (3.5) of bivariate regular variation requires scaling the two com-
ponents of Z = (X, Y ) by the same function b(t). This implies that the distribu-
tions of both X and Y have the same shape parameters and that their distribu-
tions are tail equivalent (Resnick, 1971); this is the standard regular variation case.
This is rarely encountered in practice and is not true for our variables of interest
(S,D) (see Section 3.3.2). In order to estimate S, one is required to transform to
the standard case. A procedure that does not require estimation of the γs, yet
achieves transformation to the standard case, thus allowing the estimation of S,
is the the antiranks method (Huang, 1992; de Haan and Ferreira, 2006; Resnick,
2007) which we now review.
For iid bivariate data {(Xi, Yi), 1 ≤ i ≤ n} from a distribution in a domain of
attraction, define the marginal antiranks by
r
(1)
i =
n∑
l=1
1[Xl≥Xi], r
(2)
i =
n∑
l=1
1[Yl≥Yi],
70
and
• Transform the data {(Xi, Yi), 1 ≤ i ≤ n} using the antirank transform:
{(Xi, Yi); 1 ≤ i ≤ n} 7→ {(k/r(1)i , k/r(2)i ); 1 ≤ i ≤ n}.
• Apply the polar coordinate transformation
POLAR
(
k/r
(1)
i , k/r
(2)
i
)
= (Ni,k,Θi,k).
• Estimate S with (Resnick, 2007; de Haan and Resnick, 1993)
Sˆk,n(·) =
∑n
i=1 ǫ(Ni,k ,Θi,k)((1,∞]× ·)∑n
i=1 ǫNi,k((1,∞])
⇒ S(·). (3.8)
The interpretation of (3.8) is that the empirical probability measure of those
Θs whose radius N is greater than 1 consistently approximates S. Hence, we
get an estimate of S by fitting a distribution to the points {Θi,k; Ni,k > 1}, for a
suitable k (see Section 3.4.3). Though we do not know that S has a density, often
a density estimate is more striking than a distribution function estimate. For
example, a mode in the density at 1/2 reveals a tendency towards asymptotic
dependence, but modes in the density at 0 and 1 exhibit a tendency towards
asymptotic independence.
3.4.3 Parametric estimation of the spectral density of (S,D)
Using the antiranks method, we transform the points {(Si, Di)} for each decile
group separately. Figure 3.5 shows 10 histograms of the transformed points
{Θi,k;Ni,k > 1}. The histograms suggest decreasing strength of dependence
between S and D as R∨ increases, since mass is increasingly distributed away
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from the midpoint of [0, 1]. Certainly asymptotic independence does not hold in
any decile group.
To investigate this suggestion, we fit a parametric family to the spectral den-
sity. The histograms in Figure 3.5 are reasonably symmetric for each decile
group, suggesting that the logistic family (Coles, 2001) may be an appropriate
parametric model. The logistic family
hψ(t) =
1
2
(
1
ψ
− 1
)
t−1−
1
ψ (1− t)−1− 1ψ [t− 1ψ + (1− t)− 1ψ ]ψ−2, 0 ≤ t ≤ 1, (3.9)
is a symmetric model with a single parameter ψ ∈ (0, 1). For ψ < 0.5, h is
unimodal, whereas for increasingly large values of ψ > 0.5, the density places
greater mass towards the ends of the interval [0, 1]. In fact, asymptotic indepen-
dence holds as ψ → 1, and perfect dependence is obtained as ψ → 0. This allows
us to quantify the effect of R∨ on the dependence between S and D.
We first fit the model (3.9) to the data {Θi,k;Ni,k > 1} within each R∨ decile
group by maximum likelihood estimation. The log-likelihood function of ψ
based on t1, . . . , tn is
l(ψ) =
n∑
i=1
ln
(
1
ψ
− 1
)
−
n∑
i=1
(
1 +
1
ψ
)
ln(ti(1− ti))
+
n∑
i=1
(ψ − 2) ln(t−1/ψi + (1− ti)−1/ψ), (3.10)
which we maximize numerically for 0 ≤ ψ ≤ 1. By considering ψ as a func-
tion of k, we choose a value of k around which the estimate of ψ looks stable.
Figure 3.5 shows that the logistic estimates of the spectral density are in close
agreement to the histogram of the points. On top of each plot, we indicate the
maximum likelihood estimates of ψ and the choice of k in the corresponding
decile group. The estimates of ψ confirm a decline in dependence between S
and D as the decile group increases, as measured by increasing estimates of ψ.
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Figure 3.5: Logistic MLE estimates of the spectral density of (S,D) super-
imposed on the histograms of the points {Θi,k;Ni,k > 1}, start-
ing with the 1st decile group from the upper left and going left
to right by row.
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Figure 3.6: Parameter ψ as a function of ln(R∨) and three linear models
of the form (3.11) superimposed: (solid curve) link function
(3.12), (dashed line) logit link, (dotted line) probit link. The
logit and probit links are almost indistinguishable in the range
of the data.
We now study the form of this decline by fitting a global trend model si-
multaneously to all the peak rate decile groups, using the same data (antirank
transformed, polar coordinate transformed, thresholded) employed for the sep-
arate analyses. In this joint study, the parameter ψ in (3.10) is a function of R∨
as follows:
g−1(ψ) = β0 + β1 ln(R
∨), (3.11)
where g is a link function. The used of ln(R∨) instead of R∨ is a common tech-
nique in linear models to improve fit. Since ψ ∈ (0, 1), natural choices of g are
the logit and the probit functions. However, as shown in Figure 3.6, the link
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function
g(x) =
0.5
1 + e−x
(3.12)
is more adequate than the usual logit or probit links. Our link is very sim-
ilar to the logit link, but confines possible values of ψ to the interval (0, 0.5)
and is suggested by the fact that in Figure 3.5 the histograms of the points
{Θi,k;Ni,k > 1} put all mass around an apparent mode at 0.5. This behavior
corresponds to ψ < 0.5.
Figure 3.6 exhibits in various ways the logistic parameter ψ as a function of
peak rate using (3.11). First, we plot the points P = {(med(i), ψˆ(i)); 1 ≤ i ≤ 10},
where med(i) is the median of the lnR∨ variable for sessions in the ith decile
group and ψˆ(i) is the maximum likelihood estimated logistic parameter in the
ith decile group. In Figure 3.6, we superimpose on P the estimated (3.11) using
the link function (3.12), showing that the goodness of fit of the model (3.11) is
quite reasonable.
To assess the effect of R∨ on the dependence structure of (S,D), we focus on
βˆ1. Observe that (3.10) gives the log-likelihood of the model for independent
observations. Since {Θi,k;Ni,k > 1} is not an independent sample due to the
antirank transform, the classical maximum likelihood theory is not strictly ap-
plicable. Hence, to quickly compute the standard error of βˆ1 we bootstrap the
whole model. However, several authors have shown in the context of heavy-
tailed phenomena that if the original sample is of size n, then the bootstrap
sample size m should be of smaller order for asymptotics to work as desired
(Athreya, 1987; Deheuvels et al., 1993; Gine´ and Zinn, 1989; Hall, 1990; Resnick,
2007). In connection with the estimation of the spectral measure, the bootstrap
procedure works as long as m → ∞, m/n → 0 and n → ∞. Therefore, a boot-
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strap procedure to estimate the standard error of βˆ1 is constructed as follows:
(i) From the original sample {(Si, Di, R∨i ); 1 ≤ i ≤ 44136}, a bootstrap sample
{(S∗i , D∗i , R∨∗i ); 1 ≤ i ≤ 10000} is obtained with the bootstrap sample size
of smaller order than the original sample size. Our choice of m = 10000
results from the need to have sufficient data for estimation. (Choosing the
bootstrap sample size is as difficult as choosing the threshold k in, say, Hill
estimation.)
(ii) Split the bootstrap sample {(S∗i , D∗i , R∨∗i ); 1 ≤ i ≤ 10000} into 10 groups
according to the quantiles of R∨∗i .
(iii) Within each bootstrap decile group, transform the data
{(S∗i , D∗i ); 1 ≤ i ≤ 1000} using the antirank transform and then transform
to polar coordinates to obtain {Θ∗i,k;N∗i,k > 1}. Here, for each bootstrap
decile group we use the same value of k that is used in the original estima-
tion. These values are shown in Figure 3.5.
(iv) Fit the global linear trend simultaneously to all the bootstrap decile groups,
by maximizing (3.10) with ψ as a function of R∨∗ as in (3.11) and (3.12).
Hence, we obtain a bootstrap replication βˆ∗1,b.
(v) Repeat steps (i)-(iv) B = 1000 times and estimate the standard error of βˆ1
by the sample standard deviation of the B replications
ŝe(βˆ1) =
{
1
B − 1
B∑
b=1
[βˆ∗1,b − βˆ∗1 ]2
}1/2
, (3.13)
where βˆ∗1 =
∑B
b=1 βˆ
∗
1,b/B.
Table 3.2 summarizes the estimated parameters of the linear model for ψ
and their standard errors. Our model assesses dependence through the value
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Table 3.2: Summary of estimated linear model given by (3.11) and (3.12).
Estimated parameter Bootstrap standard errors
βˆ0 -1.432 0.219
βˆ1 0.288 0.127
of ψ and from our results, we conclude that R∨ exerts a significant effect on the
dependence structure of (S,D), since βˆ1 is significantly different from 0. Jointly,
(3.11) and (3.12) provide an adequate description of the behavior of ψ across the
decile groups.
3.4.4 Parametric estimation of the spectral density of (R, S) and
(R,D)
We now transform the points {(Ri, Si)} and the points {(Ri, Di)} in the 10th
decile group using the previously described antirank transform. Figures 3.7(a)
and 3.7(b) exhibit histograms of the transformed points {Θi,k;Ni,k > 1} cor-
responding to the pairs (R, S) and (R,D), respectively. Both histograms look
reasonably symmetric, and thus the modeling is done via the logistic family
(3.9).
Figure 3.7 shows that the fitted logistic models are in close agreement with
the empirical distribution of the points {Θi,k;Ni,k > 1}. Notice that the param-
eter ψ of the logistic density corresponding to the pair (R,D) is closer to 1 than
the parameter ψ of the density corresponding to the pair (R, S). This suggests
that for the group of sessions with the highest values of R∨, the scheme RD (in
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Figure 3.7: Logistic estimates in the 10th decile group superimposed on
the histograms of the points {Θi,k;Ni,k > 1}. Left: Spectral den-
sity of (R, S). Right: Spectral density of (R,D).
whichR andD are independent, at least asymptotically), is more adequate than
the scheme RS (in which R and S are independent, at least asymptotically).
This conclusion is exactly the opposite to Sarvotham et al. (2005)’s, since they
recommend using the schemeRS for the group with the highest peak rates (that
is, their alpha group).
The fact that for the sessions with the highest values of peak rateR∨, we have
(R,D) close to asymptotically independent may have the following interpreta-
tion. Users with high bandwidth pay little or no attention to the duration of
their downloads; this is expected because such users know that probably their
lines are capable of downloading any file, no matter how long it takes.
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3.5 Dependence structure of (S,D,R) when R does not have
heavy tails
We now investigate the dependence structure of (R, S) and (R,D) in the
first nine decile groups, that is, those with values of R∨ in the decile ranges
(10(g − 1)%, 10g%], g = 1, . . . , 9. For these groups, there is evidence that the
distribution of R is not heavy tailed. Moreover, the diagnostics in Section 3.3.1
suggest that R 6∈ D(Gγ) for any γ ∈ R. However, the other variables S and D
have heavy tails in these decile groups, and we can make use of the conditional
extreme value model (Heffernan and Tawn, 2004; Heffernan and Resnick, 2007;
Das and Resnick, 2011a,b) to study the dependence structure of the pairs (R, S)
and (R,D).
3.5.1 The conditional extreme value model
Classical bivariate extreme value theory assumes that both variables are in some
maximal domain of attraction. When one variable is in a domain of attraction,
but the other is not, the conditional extreme value (CEV) model is a candidate
model.
Let Z = (X, Y ) ∈ E = [0.∞]2 \ {(0, 0)} and let E¯(γ) be the right closure of
E
(γ) = {y ∈ R : 1 + γy > 0}. The CEV model assumes that FY ∈ D(Gγ), γ ∈ R,
with normalizing sequences a(t) > 0 and b(t) as in (1.4). In addition, the CEV
model assumes that there exist functions α(t) > 0, β(t) ∈ R and a non-null
Radon measure µ on the Borel subsets of [−∞,∞]× E¯(γ) such that the following
conditions hold for any y ∈ E(γ):
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(i) For µ−continuity points (x, y):
tP
(
X − β(t)
α(t)
≤ x, Y − b(t)
a(t)
> y
)
→ µ([−∞, x]× (y,∞]), t→∞. (3.14)
(ii) µ([−∞, x]× (y,∞]) is not a degenerate distribution in x.
(iii) µ([−∞, x]× (y,∞]) <∞.
(iv) H(x) := µ([−∞, x]× (0,∞]) is a probability distribution.
3.5.2 Method for verifying the CEV model
Das and Resnick (2011b) recently developed a method for checking the ade-
quateness of the CEVmodel. Suppose {(Xi, Yi); 1 ≤ i ≤ n} are iid from the CEV
model. Define:
• Y(1) ≥ . . . , Y(n): The upper-order statistics of Y1, . . . , Yn.
• X∗i , 1 ≤ i ≤ n: The X-variable corresponding to Y(i), also called the con-
comitant of Y(i).
• r∗i,k =
∑k
l=1 1[X∗l ≤X∗i ]: The rank of X
∗
i among X
∗
1 , . . . , X
∗
k .
The Hillish statistic of {(Xi, Yi); 1 ≤ i ≤ n} is defined as
Hillishk,n :=
1
k
k∑
j=1
ln
k
r∗i,k
ln
k
j
.
Under H0 : {(Xi, Yi); 1 ≤ i ≤ n} are iid from a CEV model, Das and Resnick
(2011b) proved that as k →∞, k/n→ 0, and n→∞:
Hillishk,n
P−→ Iµ,H , (3.15)
where Iµ,H is a constant that depends on µ and H defined in Section 3.5.1.
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Like the Hill estimator, the Hillish statistic depends on the number k, so we
make a Hillish plot {(k,Hillishk,n); k ≥ 1} and observe whether the plot has a
stable regime. If that is the case, we conclude that the CEV model is adequate
for (X, Y ).
3.5.3 Verifying the CEV model for (R, S)
The CEV model appears as a candidate model for (R, S) or (R,D) for any one
of the lowest 9 decile groups, since for these groups R does not appear to be
in a domain of attraction, while both S and D have heavy tails. We found that
the CEV model is adequate for (R, S) within each of the lowest nine R∨-decile
groups. Here we present our results.
Figure 3.8 shows Hillish plots for checking the CEV model for (R, S) in the
lowest nine decile groups. Apart from the second and third decile groups, all
the plots look exceptionally stable. Although the plots do not look as good
for the second and third decile groups, we still find a stable regime about the
k = 800 upper order statistic, which supports the CEVmodel for these groups as
well. This emphasizes that more detailed structure exists for the beta group of
Sarvotham et al. (2005) and that further segmentation reveals more information.
Moreover, observe that the limit constant Iµ,H varies with the decile group.
In effect, Iµ,H decreases as R
∨ goes up. Since Iµ,H depends on the limit H in
(3.14), this suggests that the conditional distribution of R given S varies with
the decile group and that the dependence structure of (S,D,R) depends on the
explicit level of R∨.
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Figure 3.8: Hillish statistic of (R, S), starting with the 1st decile group from
the upper left and going by row.
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In addition, the Hillish plots reject the CEV model for the pair (R,D) in all
the decile groups. We have not displayed these plots.
3.6 The Poisson property
There is considerable evidence against the Poisson model as the generating
mechanism for network traffic at the packet-level (Paxson and Floyd, 1995;Will-
inger et al., 1997; Willinger and Paxson, 1998; Hohn et al., 2003). However, the
classical explanation of Poisson arrival times, namely human activity generat-
ing independent activity, each with small probability of occurrence, is still ap-
plicable to network traffic aggregated to higher levels. A significant example is
provided by Park et al. (2006), who show that “navigation bursts” in the server
occur according to the Poisson model.
For our data, we found that the Poisson model does not appear to activate
overall network traffic, but it does initiate user sessions for any given group
of sessions whose peak rate R∨ is in a fixed inter-decile range. This allows for
straightforward simulation within each decile group via a homogeneous Pois-
son process. This result depends on segmenting using our definition of peak
rate and fails to hold when segmenting using either R, Rδ or Iδ.
Recall we split the sessions into 10 groups according to the deciles of R∨.
For any given decile group, suppose that Γi are the starting times of the user
sessions in increasing order; if necessary, we relabel sessions within the group.
Let ∆i = Γi+1 − Γi be the session interarrival times. A homogeneous Poisson
process is characterized by {∆i} being iid with the exponential exp(λ) as the
common distribution function, for some parameter λ > 0.
83
3.6.1 Checking the exponential distribution for interarrival
times
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Figure 3.9: Exponential QQ plots of the interarrival times of sessions. Up-
per left: 4th decile group. Upper right: 10th decile group. Lower
left: Overall traffic.
We verified that {∆i} may be accurately modeled as exponential random
variables within each R∨ decile group. As examples, the upper left and upper
right panels of Figure 3.9 exhibit exponential QQ plots of {∆i} for the 4th and
10th decile groups, respectively, which compare the quantiles of the empirical
and theorical distributions. It is striking how well a straight line trend is shown,
and this result replicates across all the decile groups. However, when all the
sessions are put together in a single population, the session interarrival times
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have right tails noticeably heavier than exponential, as shown in the lower left
panel of Figure 3.9.
Interestingly, we found that the interarrival times within each decile group
are not exponentially distributed if we segment sessions by deciles of either of
the two previous predictors of burstiness Iδ and Rδ.
3.6.2 Independence of interarrival times
Within each decile group, can we use the independence model for {∆i}? We
investigated this question using the sample autocorrelation function (acf). From
Section 3.6.1, we know {∆i} can be modeled as an exponential random sample,
and thus we can safely assume that the variances of ∆i are finite. Therefore, the
standard L2 theory applies and Bartlett’s formula from classical time series anal-
ysis (Brockwell and Davis, 1991) provides asymptotic normality of the sample
acf under the null hypothesis of independence.
The left and right panels of Figure 3.10 exhibit sample acf plots for {∆i} for
the 4th and 10th decile groups. In each figure, we plot the confidence bounds
for an α = 0.05. We counted 178 and 141 “spikes” exceeding the bounds, which
is less than 5% of the total of 4414. In general, we found that less than 5% of the
spikes lie outside the bounds for all the decile groups. Based on the sample acf,
there is no evidence against the independence of {∆i} within each decile.
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Figure 3.10: Sample autocorrelation functions of∆i. Left: 4th decile group.
Right: 10th decile group.
3.7 Final remarks and conclusions
For the purposes of illustration, we have presented our analysis on a data set
publicly available as of June 2011 through the Re´seaux IP Europe´ens (French
for “European IP Networks”) Network Coordination Centre’s (RIPE NCC) data
repository at http://labs.ripe.net/datarepository. The particular
data file chosen for the analysis is “19991207-125019”, which can be found
within a collection of network data traces dubbed Auckland II recorded in 1999.
We have successfully tested our analyses and proposed models given by (3.9)
and (3.11) for other data files in the collection Auckland II, as well as a more re-
cent collection dubbed Auckland VIII recorded in 2003. Unfortunately, the RIPE
NCC website is not likely to live forever, as funding of such repositories come
and go. For example, the same data set was previously available at the Na-
tional Laboratory for Applied Networking Research, which was shutdown in
May 2009; later, the Waikato Internet Traffic Storage took over some of the data
sets, but delegated the responsibility to RIPE NCC soon after.
The reason for our choice of the logistic family and the linear trend is be-
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cause they allow for a simple description of the dependence structure of (S,D)
via the logistic parameter. As depicted in Figures 3.5 and 3.6, the proposed
logistic model defined by (3.9) and (3.11), does a sound job of explaining the
dependence structure of (S,D) as a function of the explicit level of the peak rate
R∨.
Our findings yield an accurate simulation method for generating network
sessions from the asymptotic model as follows:
1. Bootstrap from the empirical distribution of R∨ and split the bootstrap
sample into, say, 10 groups according to the empirical deciles.
2. Conditionally on the decile group, simulate the starting times Γ of the
sessions according to a homogeneous Poisson process. The Poisson rate
depends on the decile group so from the original data set estimate the
Poisson rates for each decile group and use them here.
3. For each synthetic R∨, compute ψ using (3.11) with the estimated values
βˆ0, βˆ1. Use ψ to simulate an “angle” Θ from the logistic density hψ.
4. Simulate the radial component N as an independent heavy tailed ran-
dom variable, for instance the Pareto (Resnick, 2007; de Haan and Resnick,
1993).
5. Transform (N,Θ) to Cartesian coordinates in order to get (S,D) in the stan-
dard case coordinate system.
6. Finally, power up (S,D) to a different exponent to adjust for possibly dif-
ferent marginal tail behavior.
We are considering details of a software procedure to implement this simulation
suggestion.
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We have shown evidence for the two following models:
• The classical extreme value theory for the pair (S,D), in which both com-
ponents are heavy-tailed.
• The conditional extreme value (CEV) model for the pair (R, S), in which
only one component, namely S, is heavy-tailed.
Given the fact that R = S/D, the question remains open about what conditions
on the CEVmodel for (R, S) imply the classical model for (S,D), and vice versa.
Our analyses need to be extended to other segmentation schemes. For
instance, heterogeneous traffic comprising different types of applications un-
doubtedly behaves differently from more homogeneous traffic, a fact used to
justify the modeling in D’Auria and Resnick (2008). In the next chapter, we
pursue extreme value analysis of traffic segmented by application type.
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CHAPTER 4
MODELING NETWORK APPLICATION ACTIVITY
4.1 Overview
Network researchers deem knowledge of applications as essential for guaran-
teeing the quality of service offered to end-users, preventing congestion and
bottlenecks, and identifying malicious traffic.
D’Auria and Resnick (2006, 2008) suggested that the tail behavior, depen-
dence structure, and distributions of key session features may depend on the
statistical characteristics of each network application. For instance, session sizes
clearly differ according to the generating application (e.g. a session devoted to
email would consist of a much smaller number of bytes than one devoted to
streaming a movie). The same happens with session durations and rates.
However, statistical characterization of network applications poses two big
challenges:
• How do we identify applications from packet headers? Packet headers
contain information on network ports, which are software-based labels of
connection endpoints that allow network applications to share hardware
resources without interfering with each other. Well-known ports are as-
sociated with applications like web or email, but newer applications such
as peer-to-peer file sharing, streaming media or network gaming use not
only one, but a range of ports, or dynamically-allocated ones.
• How do we estimate tail behavior under censoring? Measurement studies
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collect data over a fixed interval but sessions may start or end outside the
measurement interval; such sessions experience a form of censoring.
In order to identify applications from network packet headers, many com-
plex methodologies have been developed. Nevertheless, all of them belong to
at least one of the following classes:
• Analysis of the client-server architecture of applications. For some ap-
plications, direct communication between clients never occurs, while for
some others, each node can act both as a client and a server simultane-
ously. (See e.g. Kim et al., 2003; Karagiannis et al., 2004; Kim et al., 2005;
Wang and Liu, 2007; Shane et al., 2007).
• Examination of some or all packets payload (Wang and Liu, 2007; Dharma-
purikar et al., 2004). Publicly available data traces as well as most propri-
etary data sets do not contain information about packet content. Having
payload information would certainly elicit concern over privacy and in-
crease storage and processing overhead. In addition, usual methods of
anonymization and encryption make examination of packet content diffi-
cult.
• Machine-learning analysis of session features (Hernandez-Campos et al.,
2005; Moore and Zuev, 2005; Crotti et al., 2007; Cao et al., 2008; Maiolini
et al., 2009). These include various supervised, unsupervised and semi-
supervised methods for constructing classifiers, but many of these rules
are obscure and nonintuitive.
It is not our goal to propose a new identification methodology or to compare
the existent ones. Rather, the principal motivation of this chapter is to answer
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whether we can do statistical analysis of network applications along the same
lines of Chapter 3. For this purpose, we have relied on the traditional segmenta-
tion by ports, and focus on the statistical challenges such as the aforementioned
censoring.
Section 4.2.1 reviews the identification of applications using network ports,
and discusses its flaws. Section 4.2.2 describes censoring types ocurring in data
networks.
In Section 4.3 we study the marginal distributions of size and duration,
checking whether they belong to a domain of attraction D(Gγ), γ > 0. Although
Hill plots of the shape parameter γD of the session durations look stable, QQ
plots signal the presence of censoring that may bias these estimates. So we use
a method for estimating the marginal distribution of session duration proposed
by Beirlant and Guillou (2001), designed censored observations. We show that
durations have heavier tails for applications such as flash than for web, secure
web, and email. Beirlant and Guillou (2001)’s estimator does not account for all
types of censoring, and it is not directly applicable to session size and thus thus
we also discuss a maximum likelihood estimator based on POT that accounts
for all types of censoring and use it to estimate the shape parameter of both size
and duration.
For each application, we verify in Section 4.4 that sessions do not arrive ac-
cording to a Poisson process. However, there are periods in which the Poisson
assumption does hold; these periods are terminated by network disruptions
after which sessions from a given application take longer to arrive. Then the
Poisson assumption resumes.
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In Section 4.5 we give some remarks, including comments on identification
of ports using clustering techniques on (S,D).
4.2 Basic concepts
4.2.1 Identification of applications using well-known ports
The Internet Assigned Numbers Authority (IANA) is responsible for the alloca-
tion of globally unique names and numbers that identify machines, servers and
various network devices. IANA publishes these identifiers in memorandums
known as Request For Comments (RFC). RFCs also describe methods, behav-
iors, research, or innovations applicable to the working of the Internet, such as
the regulation of the transport layer and the registration of network ports.
The transport layer ensures the reliable arrival of packets, and provides error
checking mechanisms and data flow controls. The two most known transport
protocols are the Transport Control and the User Datagram protocols (TCP and
UDP, respectively). Different applications are associated with different trans-
port protocols. For example, web, mail, FTP, SSH, and some peer-to-peer file
sharing typically use TCP, whereas UDP is used by streaming, VoIP and net-
work gaming.
Network ports sit below the transport layer. These are part of a software sys-
tem that allows computers to simultaneously handle multiple networking tasks
by dividing network traffic into a series of individual feeds so information and
services stay separate. Network ports are divided into three non-overlapping
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categories: the well-known ports, the registered ports, and the dynamic or private
ports. Common applications such asweb or email transmit information through
a process known as listening. Consider the following example: When you want
to read say, the New York Times website (stored in network node B), you type
its web address in your browser (node A), which asks node B for permission to
access the website content. If everything goes well, node B approves your access
and it asks node A whether it is ready to receive the New York Times website;
node B knows A will be listening to this question through port 80, since it is the
well-known port through which website requests are delivered. Finally, node A
sends an acknowledgement (that it is ready) through one of the node B’s private
ports, and B starts sending the New York Timeswebsite content. In network ter-
minology, node B is the source (of information) and node A is the destination. If
there are two or more transmissions of the same type of service (say HTTP) be-
tween a source and a destination, the pair (source port, destination port) acts as a
label of each particular instance.
Some well-known port numbers include:
• 21: File Transfer Protocol (FTP), used to exchange data between two net-
work nodes.
• 22: Secure Shell (SSH), which permits exchange of encrypted data.
• 25: Simple Mail Transfer Protocol (SMTP), considered as the Internet stan-
dard for outgoing electronic mail.
• 80: HyperText Transfer Protocol (HTTP), used by the World Wide Web.
• 443: HTTPS, or HTTP Secure, which provides encrypted HTTP and secure
identification of a network server through digital certificates.
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In this chapter we define an end-to-end (e2e) application-session, or briefly ses-
sion, as a cluster of bytes with the same source and destination network ad-
dresses, same transport protocol, and same destination port, such that the de-
lay between two successive packets in the cluster is less than a predetermined
threshold t. This is the simplest technique to guess applications; for example,
sessions whose packets’ destination port is 80 are regarded as web traffic. This
definition captures the inner working of the process of listening. Due to its sim-
plicity, we will use it here for doing statistical analysis of applications, but we
acknowledge it has many drawbacks:
• Popular applications, such as peer-to-peer, streaming media and network
gaming do not rely on listening through a predefined set of well-known
ports. Rather, ports are assigned to applications when needed, and the
transport protocol ensures that it does not assign the same port number
to two processes, and that the numbers assigned are in the range of the
private ports.
• There are applications with more than one port number assigned. For
example, Adobe’s Real Time Messaging Protocol (RTMP) for streaming
audio, video, and data over the Internet. RTMP has three variations: the
“vanilla” version which uses port number 1935, a second one which is
encapsulated within HTTP to traverse firewalls through port number 80,
and a third one which uses HTTPS and thus port number 443. Similarly,
HTTP uses ports 80, 8000 and 8080.
• A single port number may be associated with traffic of more than one kind
of application. A prominent example is port number 80, used widely by
applications with the purpose to avoid firewalls.
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Figure 4.1: Three censoring types in data networks; here each packet is
depicted as an oval, sessions are depicted as arrows, and
the collection interval is the period within brackets. Top:
Start-censoring. Middle: End-censoring. Bottom: Start/end-
censoring.
• To make matters worse, even standard applications may run on non-
standard ports in order to circumvent policy restrictions.
Keshav (1997) andWetteroth (2001) provide a readable introduction to trans-
port protocols and network ports.
4.2.2 Censored sessions
Censored observations in data networks can occur in three ways (see Figure 4.1)
Start-censoring: A session’s first packet arrives before the start of the collection
interval. Candidates are sessions whose first recorded packet lies within t
time units of the start of the collection interval (see the definition of session
in Section 4.2.1).
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End-censoring: A session’s last packet arrives after the end of the collection
interval. Candidates are sessions whose last recorded packet lies within t
time units of the end of the collection interval.
Start/end-censoring: A session satisfies both start and end censoring.
When a session presents any of these censoring types, its actual size and dura-
tion are only known to be above the observed value, i.e. they are right-censored.
Furthermore, a censored session’s rate is only known to be positive. Notice also
that the number of censored sessions is unknown, as we can only identify cen-
sored candidates.
By increasing the measurement interval, we would reduce the number of
start/end-censored sessions. However, this would not necessarily reduce the
number of sessions that are only start- or only end-censored, and could also
increase data handling and storage costs.
4.2.3 The data set
We present our analysis for an anonymized network trace captured at Equinix
data center in San Jose, California, between 4:59 and 7:01 am, Coordinated Uni-
versal Time (UTC), of April 14, 2010. The data collection monitor is connected to
a backbone link of a Tier 1 Internet Service Provider between San Jose and Los
Angeles, California. As of June 2011, the data set is available upon request at
the Cooperative Association for Internet Data Analysis (CAIDA)’s data reposi-
tory at http://www.caida.org/data/. We have taken the part of the trace
corresponding to TCP traffic going in a non-specified direction (dubbed as di-
rection A). See the above CAIDA’s website for more technical details about this
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Table 4.1: Summary of network ports, ordered by numbers of bytes trans-
mitted, with the associated application in parenthesis. 1: Pro-
cessing and storage costs prevented us from using an hour of
port 80; instead, we use the first 5min. of port 80 comprising a
much smaller number of sessions. 2: Port 9050 sessions cannot
be reconstructed with our definition; see the text for comments
regarding this issue.
Port number Bytes/hr. % of Number of
(application) transmitted TCP bytes sessions
80 (HTTP) 968,891,084,629/hr. 85.20% 3,412,773/5 min.1
443 (HTTPS) 20,449,503,704/hr. 1.80% 3,296,257/hr.
9050 (TOR) 13,021,602,568/hr. 1.25% 2
25 (SMTP) 6,216,718,210/hr. 0.55% 1,215,546/hr.
1935 (RTMP) 6,112,271,508/hr. 0.54% 172,635/hr.
trace.
The raw data consists of 2,115,964,389 packet headers, from which we con-
struct application sessions using a threshold between sessions of t = 2s as in
Chapter 3 and Sarvotham et al. (2005). This new data set has a large number
of sessions belonging to several different network applications, a feature the
Auckland’s data set of Section 3.2.3 lacked.
We want to study ports with high usage in order to have large sample sizes.
Table 4.1 shows the five most used ports by number of bytes, including their
associated network applications. Observe that port 80 dominates the other four
ports, so why should we bother analyzing those other ports? Although some
ports, such as 25 and 443, represent a small percentage of the total TCP traffic,
we still want to consider them because they are associated with indispensable
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services like email and secure web, and there are millions of instances in which
end-users use those services, as shown in the last column of Table 4.1. We also
study port 1935 because it corresponds to streaming media and we believe this
type of traffic may exhibit different features from web or email. We exclude
port 9050 of our analysis because it consists of traffic generated by The Onion
Router (TOR) network, a system that enables online anonymity by destroying
identification of the ends of communication (see Dingledine and Mathewson,
2010), hence making our definition of session unworkable for this port.
Equinix’s data set contains chronologically unordered packets which pos-
sibly are corrupted, making the computation of the sessions duration flawed.
The ports we analyze here contain 3-8% of sessions with packets exhibiting this
problem. Upon inquiry, CAIDA expressed surprise but offer no explanation
for this anomaly. We left such sessions out of the analysis and Table 4.1’s last
column counts the remaining sessions.
4.3 Marginal distributions of S andD
We analyze the marginal distributions of S and D for each of the four ports of
study. Historically, S and D have been modelled as having heavy tails and we
look for evidence here. In Chapter 3 we applied Dietrich et al. (2002)’s statistic
in the formal testing of F ∈ D(Gγ), γ > 0; but that statistic does not account for
censoring and we cannot use it here.
We first estimate the shape parameter γD of session durations. Although in
principle we can use QQ and Hill plots based on the POT method, these do not
consider censored sessions and thus may be biased toward lighter tails (smaller
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γs). Hence, as an initial approximation, we use an estimator of γD by Beirlant
and Guillou (2001) which assumes that start/end-censored sessions have the
largest observed values. However, Beirlant and Guillou (2001)’s estimator as-
sumes no other censoring type, and it also is not directly applicable to estimate
the shape parameter γS of session sizes since start/end-censored sessions have
the largest durations, but not necessarily the largest sizes. So we propose a max-
imum likelihood technique for estimating the shape parameter of a heavy-tailed
distribution under censoring, and we use it to estimate γD and γS for all ports.
Why did not previous studies have problems with censoring? Graphically,
start/end-censored session durations are the easiest to note, e.g. as vertical lines
in QQ plots (see Figure 4.3 in Section 4.3.1) or also as big bars at the right end
of histograms (not shown here). Old data sets, such as the one in Chapter 3, do
not have start/end-censored sessions (see Table 4.2) because the applications
that generate such large durations were previously scarce. Since we often use
QQ plots for both detecting and estimating parameters of heavy tailed distribu-
tions, censoring was not frequently noticed. For instance, Table 4.2 shows port
1935 has the largest percentage of censored sessions after port 80, which is ex-
pected given that applications with long durations such as streaming media are
associated with RTMP; but Auckland’s data set from a decade ago only had a
few hundred sessions from port 1935.
The percentage of censored sessions for port 80 is indeed higher than for port
1935, but we only harvested sessions from 5 minutes of port 80 traffic. This may
account for the large percentage of censored sessions since it is conceivable that
port 80 sessions started and ended outside such small measurement interval.
Although we had the whole hour of packet headers, harvesting sessions from
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port 80 was becoming difficult to process and store.
4.3.1 Beirlant-Guillou estimator for γD
Table 4.2: Number of censored candidates per network port (application)
according to their type. The percentage of total number of ses-
sions of a port these censored candidates represent appears in
parenthesis. Censored candidates of Auckland’s data set (Chap-
ter 3) are also included.
Data set Start/End- Start- End-
80 (HTTP) 1, 289(0.0377%) 43, 234(1.27%) 34, 357(1.01%)
443 (HTTPS) 44(0.0013%) 3, 267(0.09%) 2, 057(0.06%)
25 (SMTP) 6(0.0004%) 1, 144(0.09%) 1179(0.09%)
1935 (RTMP) 95(0.0550%) 424(0.24%) 517(0.30%)
Auckland’s data set 50(0.0000%) 78(0.11%) 0(0.17%)
Table 4.2 shows the number of sessions that might be censored, classified
by the censoring type discussed in Section 4.2.2. For each port there is an unob-
served random number nS/E of star/end-censored sessions whose recordedD is
approximately Lc = 3720s (the length of the collection interval) and greater than
the duration of the remaining sessions. If n is the total number of sessions, those
remaining n−nS/E sessions might include start- or end-censored sessions. How
can we answer extreme value questions under censoring? Although censored
sessions constitute a small percentage of the total number of sessions per port,
but we wondered if this may cause our estimates to be biased toward lighter
tails.
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Figure 4.2: Hill plots of γD. Upper left: Port 80 (HTTP). Upper right: Port
443 (HTTPS). Lower left: Port 25 (SMTP). Lower right: Port 1935
(RTMP).
Except for port 80, Hill plots of γD look very stable (Figure 4.2), but QQ
plots (Figure 4.3) signal the presence of start/end-censored durations with val-
ues close to Lc. Table 4.3 shows that QQ estimates based on maximum like-
lihood do not coincide with Hill estimates. Which estimate is correct? Could
they both be biased due to censoring?
As an initial approximation, assume that the start/end-censored candidates
actually are censored and that their durations are exactly equal to Lc. For now,
we ignore the start- and end-censored sessions.
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This reduced problem can be formulated as follows: Let Y1, . . . , Yn be iid
with common distribution F ∈ D(Gγ), γ > 0. Assume that the first nc upper
order statistics are right-censored in such a way that for each of them we only
know a “maximum observable value” M , but we do observe the actual values
of the remaining n− nc statistics; therefore, our ordered sample is of the form
Y1:n ≤ · · · ≤ Yn−nc:n ≤ Yn−nc+1:n = · · · = Yn:n = M. (4.1)
Above a high threshold, a GPD QQ plot from such a sample would be linear
up to the level M , at which it would be perfectly vertical at the final nc points.
Figure 4.3 shows this vertical effect in the GPD QQ plot of lnD for all the ports
of study.
Since the Hill estimator can be viewed as a slope estimator in the GPD QQ
plot above a threshold point, Beirlant and Guillou (2001) proposed an estimator
of γ constructed by lumping the final nc points heights at M , weighting these
nc pts appropriately, and adjusting weights used in the overall averaging of the
censored and uncensored points. For k > nc, the Beirlant-Guillou estimator is
γˆk,n =
1
k − nc
{
k∑
j=nc+1
ln
Yn−j+1:n
Yn−k:n
+ nc ln
M
Yn−k:n
}
, (4.2)
which reduces to the Hill estimator in the absence of censoring (nc = 0).
Matthys et al. (2004) prove asymptotic normality of (4.2) as k → ∞, k/n → 0,
n → ∞, nc/k P−→ C ∈ [0, 1) and a second order condition; Beirlant and Guil-
lou (2001) indicate via simulations that censoring should not exceed 5% for the
estimator to work, which is the case for each port in our network data.
Figure 4.4 exhibits Beirlant-Guillou plots. Because censored sessions rep-
resent a very small percentage of the total number of sessions (Table 4.2), the
second term in (4.2) barely contributes to the sum and Beirlant-Guillou are un-
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Figure 4.3: GPD QQ plots of log-durations, with k ≈ 10000 upper order
statistics used; start/end-censored sessions can be seen as a
vertical line for all network ports. Upper left: Port 80 (HTTP).
Upper right: Port 443 (HTTPS). Lower left: Port 25 (SMTP). Lower
right: Port 1935 (RTMP).
surprisingly similar to Hill plots. There are some ports showing wider regimes
of stability than others. In particular, the plot for port 1935 (RTMP) does not
exhibit much of a stability region and is hard to interpret but our best guess
is γD ≈ 1.48, indicating duration has an infinite first moment. According to
the Beirlant-Guillou estimates, port 1935’s durations have the heaviest tails, fol-
lowed by ports 80 (γD ≈ 0.73), 443 (γD ≈ 0.62) and 25 (γD ≈ 0.57). This result is
expected given the corresponding application described in Section 4.2.1.
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Figure 4.4: Beirlant-Guillou estimates γD, as a function of the number k of
upper order statistics. Upper left: Port 80 (HTTP). Upper right:
Port 443 (HTTPS). Lower left: Port 25 (SMTP). Lower right: Port
1935 (RTMP).
We note one difference between Beirlant-Guillou and Hill plots: According
to Table 4.2, port 80 (HTTP) has about 0.03% of star/end-censored sessions,
which is small, but the Hill plot for γD looks less stable and puts the estimate
of γD at a lower value than the Beirlant-Guillou plot, possibly indicating bias
in the Hill estimator toward lighter tails. Table 4.3 in p. 110 summarizes these
results.
Here we have ignored start- and end-censoring, which could also make
Beirlant-Guillou estimator biased towards a lighter tail. We partially address
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this issue in Section 4.3.2.
Can we use the Beirlant-Guillou estimator for γS? Unfortunately, Beirlant-
Guillou plots are not stable for the shape parameter of S (not shown here). Part
of the difficulty with sessions size is that S is not clearly constrained in the col-
lection interval as D is, and the start/end-censored sessions do not necessarily
have the largest S. As a result, censored sessions appear across all the list of
order statistics of S and would contribute to the first term of the sum (4.2), even
if we ignore the start- and end-censored sessions. Also, Hill plots are as bad as
Beirlant-Guillou plots.
Then, what can we say about S? We can construct GPD QQ plots of log-
sizes that exhibit linear trends (Figure 4.5 Upper left for port 80), or linearity
within an interval right before the end of the tail (Figure 4.5). Relatively mod-
erate changes in the number k of upper order statistics do not affect these lin-
ear trends. However, the QQ plots for the ports 443 (HTTPS), 25 (SMTP) and
1935 (RTMP) show that the tail of the maximum likelihood fit GPDγˆ,βˆ may be
heavier than the tail of the distribution of S. One explanation is that censor-
ing prevents us from observing the larger observations that would make up
for this discrepancy. Given the corresponding application, it might also be that
port 25’s sizes do not have heavy tails, since outgoing email and attachments
typically are bounded by the service provider. Next section also addresses the
problem of estimating γS. These results summarized in Table 4.4.
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Figure 4.5: GPD QQ plots of log-sizes, with k ≈ 10000 upper order statis-
tics used. Upper left: Port 80 (HTTP). Upper right: Port 443
(HTTPS). Lower left: Port 25 (SMTP). Lower right: Port 1935
(RTMP).
4.3.2 POT-MLE estimators for γS and γD in the presence of cen-
soring
Let Y1:n ≤ · · · ≤ Yn be the order statistics of a sample from F ∈ D(Gγ). Suppose
some data points are right-censored, i.e. they actually are larger than or equal to
the observed value. Let C be the random set of indices of right-censored order
statistics andA = {1, . . . , n}. Asuming equality in (1.6), the log-likelihood under
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censoring based on such a sample and a high threshold uˆ = Yn−k:n is given by
l(γ, β) =
∑
j≤k,j∈A\C
ln gpdγ,β(Yn−j+1:n − uˆ) +
∑
j≤k,j∈C
ln (1−GPDγ,β(Yn−j+1:n − uˆ)) ,
and substituting the generalized Pareto distribution function GPDγ,β and its
density gpdγ,β (see Section 1.2)
=− |{j ≤ k} ∪ (A \ C)| ln β − (1 + 1/γ)
∑
j≤k,j∈A\C
ln (1 + γ(Yn−j+1:n − uˆ)/β)
− (1/γ)
∑
j≤k,j∈C
ln [1 + γ(Yn−j+1:n − uˆ)/β] , (4.3)
which can be maximized subject to the parameter constraints that β > 0 and
1 + γ(Yn−j+1:n− uˆ)/β > 0 for j ≤ k (or equivalently j = 1). Numerically solving
this optimization problem yields a maximum likelihood estimator of γ that de-
pends on the number k of used upper order statistics, so in practice we make a
plot of the estimate as a function of k and pick a value for which the graph looks
stable.
Figure 4.6 shows the estimates of γD using this method. Observe that the
estimate of γD for ports 1935 (RTMP), 443 (HTTPS) and 25 (SMTP) have been
updated to γD ≈ 1.66, 0.7, and 0.63 respectively, which suggests that start- and
end-censoring effectively may have biased Beirlant-Guillou estimates toward
lighter tails. Under this method, it also appears that port 1935’s durations have
the heaviest tails, followed by ports 443 and 25 in that order. Unfortunately,
we cannot trust the estimate of γD for port 80 using this method, as Figure 4.6
exhibits its drastic change as a function of the number k of upper order statistics
used.
Figure 4.7 repeats this analysis for the sessions size. Ports 80 (HTTP),
443 (HTTPS) and 25 (SMTP) exhibit narrow stable regimes at γS ≈ 1.48, 0.95
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Figure 4.6: POT-MLE estimates of γD, as a function of the number k of
upper order statistics. Upper left: Port 80 (HTTP). Upper right:
Port 443 (HTTPS). Lower left: Port 25 (SMTP). Lower right: Port
1935 (RTMP).
and 1.05, respectively. This method does not give a reliably estimate of γS for
port 1935 (RTMP); it would be interesting to produce estimates for this latter
port, as its associated application is the most different between the ones consid-
ered here. These pictures for the sessions size look unconvincing, and we think
censoring may play a leading role in this problem.
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Figure 4.7: POT-MLE estimates of γS, as a function of the number k of up-
per order statistics. Upper left: Port 80 (HTTP).Upper right: Port
443 (HTTPS). Lower left: Port 25 (SMTP). Lower right: Port 1935
(RTMP).
4.3.3 Summary of estimates of γS and γD
We summarize our estimates of γD and γS in Tables 4.3 and 4.4, respectively.
Table entries are missing when the corresponding stability plot does not exhibit
clear horizontal regimes.
Our QQ estimates are obtained by maximum likelihood using a number
k ≈ 10000 of upper order statistics for which the QQ plots look straight (see
Figures 4.3 and 4.5). However, we mention here these estimates are stable only
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Table 4.3: Summary of estimates of γD.
Estimator QQ Hill Beirlant-Guillou POT-MLE
Port 80 (HTTP) 0.35 0.69 0.73 Not reliable
Port 443 (HTTPS) 1.01 0.62 0.62 0.70
Port 25 (SMTP) 0.69 0.57 0.57 0.63
Port 1935 (RTMP) 1.06 1.48 1.48 1.66
Table 4.4: Summary of estimates of γS.
Estimator QQ POT-MLE
Port 80 (HTTP) 0.55 1.48
Port 443 (HTTPS) 0.92 0.95
Port 25 (SMTP) 0.91 1.05
Port 1935 (RTMP) 1.01 Not reliable
in a narrow range of k, and hence are less reliable than Hill, Beirlant-Guillou
and POT-MLE estimates.
Also with the variable D, we see that the less censoring a method takes into
account, the lower the estimate.
4.4 The Poisson property does not hold for network ports
Can we use the Poisson model as the generating mechanism for the individual
network application sessions listed in Section 4.2.1?. To answer this question for
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Figure 4.8: Time series {∆i}. Upper left: Port 80 (HTTP). Upper right: Port
443 (HTTPS). Lower left: Port 25 (SMTP). Lower right: Port 1935
(RTMP).
each port number separately, we study the interarrival times ∆i = Γi+1 − Γi of
the sessions that are not censored; that is, those starting or ending away of the
ends of the collection interval by t = 2s (see Figure 4.1).
First, we investigate the stationarity of the series {∆i}. For each of the four
ports under study, the time series plots in Figure 4.8 show two distinct pop-
ulations of interarrivals: small and large; the large interarrivals are shown as
“spikes” and indicate sessions take longer than typical to arrive. Surprisingly,
there are 3716 spikes for both ports 443 (HTTPS) and 25 (SMTP), each occurring
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Figure 4.9: Sample autocorrelation functions of ∆i. Upper left: Port 80
(HTTP). Upper right: Port 443 (HTTPS). Lower left: Port 25
(SMTP). Lower right: Port 1935 (RTMP).
within the same second across ports; for port 80 (HTTP), we only have 5 min-
utes of sessions so the number of large interarrivals is only 34, nevertheless they
also occur within the same second as in the other ports. These large interarrivals
may be associated with some sort of network interruptions; we will come back to
this point later. For now, we note that the session interarrival times exhibit no
obvious trend, even if we zoom into the parts of the plots excluding such net-
work interruptions. So the series {∆i} looks stationary, and since it is bounded
by the length of the collection interval, we can test for independence using the
standard L2 theory for confidence intervals (Brockwell and Davis, 1991).
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Figure 4.9 shows sample autocorrelation plots of {∆i} for each of the four
network ports. Confidence bounds for α = 0.05 based on the standard Barlett’s
formula from classical time series analysis (Brockwell and Davis, 1991), are also
shown. For all ports, we counted slightly less than 5% autocorrelations of the
total lags outside the bounds, suggesting independence of {∆i} for these ports.
What can we say about the distribution of {∆i}? As shown in Figure 4.8, for
each port there are large interarrival times that may be associated with network
interruptions. Further inspection shows that there are in fact two populations of
interarrival times: those smaller than 0.05s, and the ones larger than 0.07s. This
separation is so neat and it reinforces the idea that the large interarrivals may
be caused by a network hardware mechanism.
The interarrivals occur in the following pattern: First a sequence of small
{∆i} occur sequentially in chronological order until a single large ∆i occurs;
afterwards, another sequence of small {∆i} appears in chronological order, fol-
lowed by a single large ∆i, and the pattern repeats. There are 3716 large ∆i for
port 25 (SMTP), so the small ∆i can be grouped into 3717 subpopulations such
that all the small {∆i} of a given subpopulation occur in between two large ∆i.
Figure 4.10 Left contains a typical exponential QQ plot of one such population
of small {∆i}, with a striking straight line trend; this result replicates for the
3717 subpopulations of small {∆i}. Given the aforementioned independence of
interarrivals, we could describe the port 25 session arrival process as Poisson in
between network interruptions.
We now compute the maximum likelihood estimate of the exponential pa-
rameter for each of the 3717 subpopulations of small {∆i}, which also is an
estimate of the arrival intensity of sessions in between network interruptions.
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Figure 4.10: Distribution of port 25’s {∆i}. Left: Exponential QQ plot of a
typical period between large interarrivals. Right: Plot of MLE
arrival intensity as a function of the period between large in-
terarrivals.
Figure 4.10 Right shows these MLE arrival intensities for all 3717 subpopula-
tions in chronological order; we note that the plot looks jittery but shows no
obvious trend, concentrating around 326 sessions/second. This suggests the
session arrival process returns to a similar state after a network interruptions.
For ports 80 (HTTP) and 443 (HTTPS), we found independent but not ex-
ponential small {∆i}. Port 1935 (RTMP) did not exhibit populations of small
and large interarrivals as neatly separated as in the other ports. The more strik-
ing results for port 25 may be due to the fact that this port only carries SMTP
(outgoing email) and is not corrupted by other applications like the other three
ports.
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4.5 Final remarks and conclusions
Although it is clear that censoring is present in data networks, it went unno-
ticed for Auckland’s data set of Chapter 3. This is due partially to the age of
the Auckland’s data set: In 1999, only very few sessions lasted longer than an
hour. After examining another CAIDA’s dataset, we have found censoring has
increased over the past year and requires more investigation.
Historic reasons made us search for heavy tails of S and D in this chapter,
and we have shown compelling evidence that D has heavy tails for the ports 80
(HTTP), 443 (HTTPS), 25 (SMTP) and 1935 (RTMP). Table 4.3 collects estimates
of γD using the various methods reviewed in this chapter.
We alsowere able to estimate γS for ports 80 , 443 and 25. For port 1935’s size,
we have unsuccessfully tried to fit other common distributions such as normal,
lognormal and Gumbel.
For port 25, we found that the session arrival process could be simulated
by Poisson processes between network interruption points. Similar catastrophe
processes may be activating the sessions of port 80 and 443, but not of port 1935.
We also investigated the reliability of (lnS, lnD) as classifiers of network
ports, by implementing a simple K−means algorithm. Our initial analysis
shows that (lnS, lnD) are not good classifiers of ports, since only less than 10%
of observations of each port are classified correctly. These findings suggest con-
sidering other types of application identification, or session variables in addi-
tion to (S,D).
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