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1 Sc-Smoothness and M-Polyfolds
In paper [9], the authors have described a generalization of differential ge-
ometry based on the notion of splicings. The associated Fredholm theory in
polyfolds, presented in [9, 10, 11], is a crucial ingredient in the functional
analytic foundation of the Symplectic Field Theory (SFT). The theory also
applies to the Floer theory as well as to the Gromov-Witten theory and
quite generally should have applications in nonlinear analysis, in particular
in studies of families of elliptic pde’s on varying domains, which can even
change their topology.
A basic ingredient for the generalization of differential geometry is a new
notion of differentiability in infinite dimensions, called sc-smoothness. The
goal of this paper is to describe these ideas and, in particular, to provide
some of the “hard” analysis results which enter the polyfold constructions
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in symplectic field theory (SFT). The advantage of the polyfold Fredholm
theory can be summarized as follows.
• Many spaces, though they do not carry a classical smooth structure,
can be equipped with a weak version of a smooth structure. The local
models for the spaces, be they finite- or infinite-dimensional, can even
have locally varying dimensions.
• Since the notion of the smooth structure is so weak, there are many
charts so that many spaces carry a manifold structure in the new
smoothness category.
• Finite-dimensional subsets in good position in these generalized mani-
fold inherit an induced differentiable structure in the familiar sense.
• There is a notion of a bundle. Smooth sections of such bundles, which,
under a suitable coordinate change, can be brought into a sufficiently
nice form, are Fredholm sections. A Fredholm section looks nice (near a
point) only in a very particular coordinate system and not necessarily in
the smoothly compatible other ones. Since we have plenty of coordinate
systems, many sections turn out to be Fredholm.
• The zero sets of Fredholm sections lie in the smooth parts of the big
ambient space, so that they look smooth in all coordinate descriptions
(systems). The invariance of the properties of solution sets under ar-
bitrary coordinate changes is, of course, a crucial input for having a
viable theory.
• There is an intrinsic perturbation theory, and moreover, a version of
Sard-Smale’s theorem holds true. In applications, for example to a
geometric problem, one might try to make the problem generic by per-
turbing auxiliary geometric data. As the Gromov-Witten and SFT-
examples show, this is, in general, not possible and one needs to find a
sufficiently large abstract universe, which offers enough freedom to con-
struct generic perturbations. The abstract polyfold Fredholm theory
provides such a framework.
• Important for the applications is a version of this new Fredholm theory
for an even more general class of spaces, called polyfolds. In this case
the generic solution spaces can be thought of locally as a finite union
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of (classical) manifolds divided out by a finite group action. Moreover,
the points in these spaces carry rational weights. Still the integration
of differential forms can be defined for such spaces and Stokes’ theorem
is valid. This is used in order to define invariants. The Gromov-Witten
invariants provide an example.
The current paper develops the analytical foundations for some of the
applications of the theory described above. It also provides examples illus-
trating the ideas.
The organization of the paper is as follows.
The introductory chapter describes the new notions of smoothness for
spaces and mappings leading, in particular, to novel local models of spaces,
which generalize manifolds and which are called M-polyfolds. The general
Fredholm theory in this analytical setting is outlined and an outlook to some
applications is given, the proofs of which are postponed to chapter 3.
The second chapter is of technical nature and is devoted to detailed proofs
of the new smoothness results which are crucial for many applications.
The third chapter illustrates the concepts by constructing M-polyfold
structures on a set of mappings between conformal cylinders which break
apart as the modulus tends to infinity. A strong bundle over this M-polyfold
is constructed which admits the Cauchy-Riemann operator as an sc-smooth
Fredholm section. Its zero-set consists of the holomorphic isomorphisms be-
tween cylinders of various sizes. Since the solution set carries a smooth
structure, this has interesting functional analytic consequences for the be-
havior of families of holomorphic mappings.
Acknowledgement: We would like to thank J. Fish for useful comments
and suggestions.
1.1 Sc-Structures on Banach Spaces
Sc-structures on Banach spaces generalize the smooth structure from finite
dimensions to infinite dimensions. We first recall the definition of an sc-
structure on a Banach space E from [9]. In the following N0 stands for
N ∪ {0}.
Definition 1.1. An sc-structure on a Banach space E is a nested sequence
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of Banach spaces (Em)m∈N0 ,
E =: E0 ⊃ E1 ⊃ . . . ⊃ E∞ :=
⋂
m∈N0
Em,
so that the following two conditions are satisfied:
(1) The inclusion maps Em+1 → Em are compact operators.
(2) The vector space E∞ is dense in every Em.
Points in E∞ are called smooth points. What just has been defined
is a compact discrete scale of Banach spaces which is a standard object
in interpolation theory for which we refer to [17]. Our interpretation as a
generalization of a smooth structure on E seems to be new. The only sc-
structure on a finite-dimensional vector space E is given by the constant
structure Em = E for all m. If E is an infinite-dimensional Banach space,
the constant structure is not an sc-structure because it fails property (1).
Definition 1.2. A linear map T : E → F between the two sc-Banach spaces
E and F is called an sc-operator if T (Em) ⊂ Fm and if T : Em → Fm is
continuous for every m ∈ N0.
We shall need the notion of a partial quadrant C in an sc-Banach space
E.
Definition 1.3. A closed subset of an sc-Banach space E is called a partial
quadrant if there are an sc-Banach space W , a nonnegative integer k, and a
linear sc-isomorphism T : E → Rk ⊕W so that T (C) = [0,∞)k ⊕W .
Given a partial quadrant C in an sc-Banach space E, we define the de-
generation index
dC : C → N0
as follows. We choose a linear sc-isomorphism T : E → Rk ⊕W satisfying
T (C) = [0,∞)k ⊕W . Hence for x ∈ C, we have
T (x) = (r1, . . . , rk, w), x ∈ C,
where (r1, . . . , rk) ∈ [0,∞)
k and w ∈ W . Then we define the integer dC(x)
by
dC(x) = ♯{i ∈ {1, . . . , k}| ri = 0}.
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It is not difficult to see that this definition is independent of the choice of an
sc-linear isomorphism T .
Let U be a relatively open subset of a partial quadrant C in an sc-Banach
space E. Then the sc-structure on E induces the sc-structure on U defined
by the sequence Um = U ∩Em equipped with the topology of Em and called
the induced sc-structure on U . The points of U∞ = U∩E∞ are called smooth
points of U . We adopt the convention that Uk denotes the set Uk equipped
with the sc-structure (Uk)m := Uk+m for all m ∈ N0. If U and V are open
subsets equipped with the induced sc-structures, we write U ⊕ V for the
product U × V equipped with the sc-structure (Um × Vm)m∈N0 .
Definition 1.4. If U is a relatively open subset of a partial quadrant C in
an sc-Banach space E, then its tangent TU is defined by
TU = U1 ⊕E.
Example 1.5. A good example which illustrates the concepts, and is also
relevant for SFT, is as follows. We choose a strictly increasing sequence
(δm)m∈N0 of real numbers starting with δ0 = 0. We consider the Banach
spaces E = L2(R×S1) and Em = H
m,δm(R×S1) where the space Hm,δm(R×
S1) consists of those elements in E having weak partial derivatives up to order
m which if weighted by eδm|s| belong to E. Using Sobolev’s compact embed-
ding theorem for bounded domains and the assumption that the sequence
(δm) is strictly increasing, one sees that the sequence (Em)m∈N0 defines an
sc-structure on E. We take as the partial quadrant C the whole space E and
let BE be the open unit ball centered at 0 in E. Then the tangent of BE is
given by
TBE = (BE)
1 ⊕ E = {(u, h)| u ∈ H1,δ1, |u|L2 < 1, h ∈ L
2}.
The sc-structure on TBE is defined by
(TBE)m =
{
(u, h) | u ∈ Hm+1,δm+1 , |u|L2 < 1, h ∈ H
m,δm
}
.
The notion of a continuous map f : U → V between two relatively open
subsets of partial quadrants in sc-Banach spaces is as follows.
Definition 1.6. A map f : U → V is said to be sc0 if f(Um) ⊂ Vm for all
m ∈ N0 and if the induced maps f : Um → Vm are continuous.
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Example 1.7. An important example used later on is the shift-map. We
consider the Hilbert space E = L2(R × S1) equipped with the sc-structure
(Em)m∈N0 introduced in Example 1.5. Then we define the map
Φ : R2 ⊕ L2(R× S1)→ L2(R× S1), (R, ϑ, u) 7→ (R, ϑ) ∗ u
where
((R, ϑ) ∗ u)(s, t) = u(s+R, t+ ϑ).
The shift-map Φ is sc0 as proved in Proposition 4.1. It is clearly not
differentiable in the classical sense. However, in Proposition 4.2 we shall
prove that the map Φ is sc-smooth for the new notion of smoothness which
we shall introduce next. The shift map will be an important ingredient in
later constructions and its sc-smoothness will be crucial.
1.2 Sc-Smooth Maps and M-Polyfolds
Having defined an appropriate notion of continuity we define what it means
that the map is of class sc1. This is the notion corresponding to a map being
C1 in our sc–framework.
Definition 1.8. Let U and V be relatively open subsets of partial quadrants
C and D in sc-Banach spaces E and F , respectively. An sc0-map f : U → V
is said to be sc1 if for every x ∈ U1 there exists a bounded linear operator
Df(x) : E0 → F0 so that the following holds:
(1) If h ∈ E1 and x+ h ∈ C, then
lim
|h|1→0
1
|h|1
· |f(x+ h)− f(x)−Df(x)h|0 = 0.
(2) The map Tf : TU → TV , called the tangent map of f , and defined
by
(x, h) 7→ (f(x), Df(x)h),
is of class sc0.
In general, the map U1 → L(E0, F0), x→ Df(x) will not(!) be continuous
if the space of bounded linear operators is equipped with the operator norm.
However, if we equip it with the compact open topology it will be continuous.
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The sc1-maps between finite dimensional Banach spaces are the familiar C1-
maps.
Proceeding inductively, we define what it means for the map f to be sck
or sc∞. Namely, an sc0–map f is said to be an sc2–map if it is sc1 and if its
tangent map Tf : TU → TV is sc1. By Definition 1.8, the tangent map of
Tf ,
T 2f := T (Tf) : T 2(U) = T (TU)→ T 2(V ) = T (TV ),
is of class sc0. If the tangent map T 2f is sc1, then f is said to be sc3, and so
on. The map f is sc∞, if it is sck for all k.
Useful in our applications are the next two propositions which relate the
sc-smoothness with the familiar notion of smoothness.
Proposition 1.9 (Upper Bound). Let E and F be sc-Banach spaces and
let U be a relatively open subset of a partial quadrant C in E. Assume that
f : U → F is an sc0-map so that for every 0 ≤ l ≤ k and every m ≥ 0 the
induced map
f : Um+l → Fm
is of class C l+1. Then f is sck+1.
Proposition 1.10 (Lower Bound). Let E and F be sc-Banach spaces and
let U be a relatively open subset of a partial quadrant C in E. If the map
f : U → F is sck, then the induced map
f : Um+l → Fm
is of class C l for every 0 ≤ l ≤ k and every m ≥ 0.
The proofs of the two propositions will be carried out in section 2.1. In
view of the following chain rule, the sc-smoothness is a viable concept.
Theorem 1.11 (Chain Rule). Assume that U , V , and W are relatively open
subsets of partial quadrants in sc-Banach spaces and let f : U → V and
g : V →W be sc1. Then the composition g ◦ f : U → W is sc1 and
T (g ◦ f) = (Tg) ◦ (Tf).
The proof can be found in [9]. We would like to point out that the proof
relies on the assumption that the inclusion operators between spaces in the
nested sequence of Banach spaces are compact.
The next definition introduces the notions of an sc-smooth retraction
and an sc-smooth retract. This will be the starting point for a differential
geometry based on new local models.
8
Definition 1.12. Let U be a relatively open subset of a partial quadrant
C in an sc-Banach space E. An sc-smooth map r : U → U is called an
sc∞-retraction provided it satisfies
r ◦ r = r.
A subset O of a partial quadrant C is called an sc-smooth or sc∞-retract
(relative to C) if there exists a relatively open subset U ⊂ C and an sc-
smooth retraction r : U → U so that
O = r(U).
If r : U → U is an sc∞-retraction, then its tangent map Tr : TU → TU
is also an sc∞-retraction. This follows from the chain rule. Next comes the
crucial definition of the new local models of smooth spaces.
Definition 1.13. A local M-polyfold model is a triple (O,C,E) in which E
is an sc-Banach space, C is a partial quadrant of E, and O is a subset of C
having the following properties:
(1) There is an sc-smooth retraction r : U → U defined on a relative open
subset U of C so that
O = r(U).
(2) For every smooth point x ∈ O∞, the kernel of the map (id−Dr(x))
possesses an sc-complement which is contained in C.
(3) For every x ∈ O, there exists a sequence of smooth points (xk) ⊂ O∞
converging to x in O and satisfying dC(xk) = dC(x).
The choice of r in the above definition is irrelevant as long as it is an
sc-smooth retraction onto O defined on a relatively open subset U of C.
A special M-polyfold model has the form (O,E,E). Such triples can be
viewed as the local models for sc-smooth space S without boundary whereas
the more general triples are models for spaces with boundaries with corners.
In the case without boundary the conditions (2) and (3) of Definition 1.13
are automatically satisfied.
In our applications the local sc-models (O,C,E) quite often arise in the
following way. We assume that we are given a partial quadrant D in an sc-
Banach space W and a relatively open subset V of D. Moreover, we assume
that for every v ∈ V we have a bounded linear projection
πv : F → F
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into another sc-Banach space F . In general, the projection πv is not an
sc-operator. We require that the map
V ⊕ F → F, (v, f) 7→ πv(f)
is sc-smooth. Then we look at the sc-Banach space E =W ⊕ F , the partial
quadrant C = D ⊕ F , and the relatively open subset U = V ⊕ F of E.
Finally, we define the map r : U → U by
r(v, f) = (v, πv(f)).
Then the map r is an sc–smooth retraction and the set
K = {(v, f)| πv(f) = f}
is an sc–smooth retract. We call this particular retraction, due to its partially
linear character, a splicing. For more details on splicings we refer to [9].
Lemma 1.14. Let (O,C,E) be an sc-smooth local model and assume that
r : U → U and r′ : U ′ → U ′ are two sc-smooth retractions defined on
relatively open subsets U and U ′ of C and satisfying r(U) = r′(U ′) = O.
Then
Tr(TU) = Tr′(TU ′).
Proof. If y ∈ U , then there exists y′ ∈ U ′ so that r(y) = r′(y′). Consequently,
r′ ◦ r(y) = r′ ◦ r′(y′) = r′(y′) = r(y), and hence r′ ◦ r = r. Similarly, one
sees that r ◦ r′ = r′. If (x, h) ∈ Tr(TU), then (x, h) = Tr(y, k) for a pair
(y, k) ∈ TU . Moreover, x ∈ O1 ⊂ U
′
1 so that (x, h) ∈ TU
′. From r′ ◦ r = r it
follows using the chain rule that
Tr′(x, h) = Tr′ ◦ Tr(y, k) = T (r′ ◦ r)(y, k) = Tr(y, k) = (x, h)
implying Tr(TU) ⊂ Tr′(TU ′). Similarly one shows that Tr′(TU ′) ⊂ Tr(TU)
and the proof of the proposition is complete. 
The lemma allows us to define the tangent of a local M-polyfold model
(O,C,E) as follows.
Definition 1.15. The tangent of a local M-polyfold model (O,C,E), de-
noted by T (O,C,E), is defined as a triple
T (O,C,E) = (TO, TC, TE),
in which TC = C1 ⊕ E is the tangent of the partial quadrant C and TO :=
Tr(TU), where r : U → U is any sc-smooth retraction onto O.
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As we already pointed out, the tangent map Tr : TU → TU of the
retraction is an sc-smooth retraction. It is defined on the relatively open
subset TU of TC and TO = Tr(TU) is an sc∞-retract. Thus, the tangent
T (O,C,E) of a local M-polyfold model is also a a local M-polyfold model.
It is clear what it means that the map f : (O,C,E) → (O′, C ′, E ′) be-
tween two local M-polyfold models is sc0. In order to define sck–maps between
local models we need the following lemma.
Lemma 1.16. Let f : (O,C,E) → (O′, C ′, E ′) be a map between two local
M-polyfold models and let r : U → U and s : V → V be sc-smooth retractions
onto O. Then the map f ◦ r : U → E ′ is sc1 if and only if the same holds
true for the map f ◦ s : V → E ′. Moreover, the map
T (f ◦ r)|Tr(TU) : TO → TO′
does not depend on the choice of an sc-smooth retraction r as long as r is an
sc-smooth retraction onto O.
Proof. Assume that f ◦ r : U → E ′ is sc1. Since s : V → U ∩ V is sc∞, the
chain rule implies that the composition f ◦ r ◦ s : V → F is sc1. Using the
identity f ◦ r ◦ s = f ◦ s, we conclude that f ◦ s is sc1. Interchanging the
role of r and s, the first part of the lemma is proved. If (x, h) ∈ TO, then
(x, h) = Ts(x, h) and using the identity f ◦ r ◦ s = f ◦ s and the chain rule,
we conclude
T (f ◦ r)(x, h) = T (f ◦ r)(Ts)(x, h) = T (f ◦ r ◦ s)(x, h) = T (f ◦ s)(x, h)
Now take any sc–smooth retraction q : W →W defined on a relatively open
subset W of the the partial quadrant C ′ in E ′ satisfying q(W ) = O′. Then
q ◦ f = f so that q ◦ f ◦ r = f ◦ r. Application of the chain rule yields the
identity
T (f ◦ r)(x, h) = T (q ◦ f ◦ r)(x, h) = Tq ◦ T (f ◦ r)(x, h)
for all (x, h) ∈ Tr(TU). Consequently, T (f ◦ r)|Tr(TU) : TO → TO′ and
this map is independent of the choice of an sc-smooth retraction onto O. 
In view of the lemma, we define the map f : (O,C,E) → (O′, C ′, E ′)
between local models to be of class sc1 if the composition f ◦ r : U → E ′ is
of class sc1. If this is the case, we define the tangent map Tf as
Tf = T (f ◦ r)|Tr(TU),
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where r : U → U is any sc-smooth retraction onto O. Similarly, f :
(O,C,E)→ (O′, C ′, E ′) is of class sck provided that the composition f ◦ r :
U → E ′ is of class sck where r : U → U is any sc-smooth retraction defined
on relatively open subset U of C satisfying O = r(U).
In the following we simply write O instead of (O,C,E) for the local M-
polyfold model, however, we always keep in mind that there are more data
in the background.
With the above definition of sc1–maps between local M-polyfold models,
the next theorem is an immediate consequence of the chain rule stated in
Theorem 1.11.
Theorem 1.17 (General Chain Rule). Assume that f : O → O′ and g :
O′ → O′′ are sc1-maps between local M-polyfold models. Then the composition
g ◦ f : O → O′′ is an sc1-map and
T (g ◦ f) = Tg ◦ Tf.
The degeneracy index dC : C → N0 introduced in Section 1.1 generalizes
to local models as follows.
Definition 1.18. The degeneracy index d : O → N0 of the local M-polyfold
model (O,C,E) is defined by
d(x) := dC(x), x ∈ O.
The next result shows that sc-diffeomorphisms recognize the difference
between a straight boundary and a corner. Of course, this is true also for
the usual notion of smoothness but not for homeomorphisms.
Theorem 1.19 (Boundary Recognition). Consider local M-polyfold models
(O,C,E) and (O′, C ′, E ′) and let f : O → O′ be an sc-diffeomorphism. Then
dC(x) = dC′(f(x))
at each point x ∈ O.
Proof. We slightly modify the argument in [9]. First, assuming that the
theorem holds at smooth points x ∈ O, we show that it also holds at points
on level 0. Indeed, take a point x ∈ O. By the condition (3) of Definition
1.13, we find a sequence of smooth points (xk) ⊂ O converging to x in
O and satisfying dC(xk) = dC(x). That is, d(xk) = d(x). By assumption,
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d(f(xk)) = d(xk) = d(x). Since f(xk) → f(x), it follows immediately that
d(f(x)) ≥ d(x). The same argument applied to f−1 shows that we must have
equality at every point on the level 0 in O.
Now we prove the equality for smooth points. Without loss of generality
we may assume that E = Rn ⊕ W and C = [0,∞)n ⊕ W and, similarly,
E ′ = Rn
′
⊕W ′ and C ′ = [0,∞)n
′
⊕W ′. Take a smooth point x = (a, w) ∈ O
and let r : U → U be an sc-smooth retract defined on the relatively open
subset U of C satisfying O = r(U). Abbreviate by N the kernel of id−Dr(x)
at the point x. The kernel N is a closed subspace of Rn ⊕ E possessing, by
the condition (2) of Definition 1.13, an sc-complement M which is contained
in {0}⊕W . Then N is the sc-direct sum of two closed sc-subspaces, namely,
N = (N ∩ ({0} ⊕W ))⊕ {(q, p) ∈ N | (0, p) ∈M} =: N1 ⊕N2.
Indeed, if (p, q) ∈ N1 ∩ N2, then p = 0 implying that (0, q) ∈ N ∩ M =
{(0, 0)}, i.e., q = 0. If (p, q) ∈ N , then there is a unique decomposition
(p, 0) = (A,B) + (0, C) = (A,B + C) with (A,B) ∈ N and (0, C) ∈ M
implying that p = A and B = −C and hence (0, B) = (0,−C) ∈M . So,
(p, q) = (0, q − B) + (A,B)
with (0, q − B) = (A, q) − (A,B) = (p, q) − (A,B) ∈ N ∩ ({0} ⊕W ) = N1
and (A,B) ∈ N2.
For our smooth point x = (a, w), we denote by I be the set of indices
1 ≤ i ≤ n at which ai = 0. In particular, d(x) = ♯I. We denote by Σ the
subspace of N consisting of vectors (p, q) ∈ N with pi = 0 for i ∈ I. From
the decomposition N = N1 ⊕ N2, we see that Σ has codimension ♯I in N .
The same arguments apply at the point x′ = (a′, w′) = f(x). Abbreviate
by I ′ the set of indices 1 ≤ j ≤ n′ at which a′j = 0. With the kernel N
′ of
the map id−Dr′(x′) at x′, we let Σ′ be the codimension ♯I ′ subspace of N ′
consisting of all vectors (p′, q′) satisfying p′j = 0 for j ∈ I
′. We observe that
the subspaces N and N ′ are precisely the tangent spaces TxO and Tx′O
′.
Take any smooth vector (p, q) ∈ Σ. Then x+τ(p, q) ∈ U∩C for 0 < τ < ε
and sufficiently small ε > 0, so that r(x+ τ(p, q)) ∈ O for 0 < τ < ε. Hence
f ◦ r(x+ τ(p, q)) ∈ O′ for all 0 < τ < ε.
By assumption, the map f ◦ r is sc-smooth. This implies that the map
[0, ε)→ E ′m, τ 7→ f ◦ r(x+ τ(q, p))
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is smooth for every m ≥ 0. Now for every 1 ≤ j ≤ n′ we introduce the
bounded linear functional λj : R
n′ ⊕W ′ → R defined by λj(b, y) = bj . Then
we have
0 ≤ λj(f ◦ r(x+ τ(q, p))), 0 < τ < ε.
Fix j ∈ I ′. Then, since f ◦r(x+τ(q, p)) = f(x)+τDf(x)(p, q)+om(τ) where
om((τ)
τ
→ 0 as τ → 0 and λj(f(x)) = 0, we conclude that
0 ≤
1
τ
λj(f(x) + τDf(x)(p, q) + om(τ)) = λj
(
Df(x)(p, q) +
om(τ)
τ
)
which after letting τ → 0 gives
0 ≤ λj (Df(x)(p, q)) .
If (p, q) ∈ Σ, then (−p,−q) ∈ Σ and the above inequality with (−p,−q)
replacing (p, q) implies that λj (Df(x)(p, q)) = 0. Consequently,
λj (Df(x)(p, q)) = 0
for all j ∈ I ′ and all vectors (p, q) ∈ Σ. At this point we have proved that
Tf(x)Σ ⊂ Σ′. Recalling that N and N ′ are the tangent spaces TxO and
Tx′O
′ and that Tf : TxO → Tx′O
′ is an sc–linear isomorphism, we see that
the subspace Tf(x)Σ has codimension ♯I in N ′. It follows that ♯I ′ ≤ ♯I.
Repeating the same argument for the sc-diffeomorphism f−1 : O′ → O, we
obtain the opposite inequality. Hence we conclude that f preserves indeed
the degeneracy index for smooth points and the proof of Theorem 1.19 is
complete. 
At this point it is clear that one can take potentially any recipe from
differential geometry and construct new objects. We begin with the recipe
for a manifold. Let X be a metrizable space. A chart for X is a triple
(ϕ, U, (O,C,E)) in which (O,C,E) is a local M-polyfold model, U is an
open subset of X , and ϕ : U → O is a homeomorphism. Two such charts
(ϕ, U, (O,C,E)) and (ϕ′, U ′, (O′, C ′, E ′))
are called sc-smoothly compatible if the composition
ϕ′ ◦ ϕ−1 : O → O′
is an sc-smooth map between local M-polyfold models.
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Definition 1.20. An sc-smooth atlas for X consists of a collection of charts
(ϕ, U, (O,C,E)) such that the associated open sets U cover X and the tran-
sition maps are sc-smooth. Two atlases are equivalent if the union is also
an sc–smooth atlas. The space X equipped with an equivalence class of
sc–smooth atlases is called an M-polyfold.
Observe that an M-polyfold X inherits a filtration
X = X0 ⊃ X1 ⊃ . . . ⊃ X∞ =
⋂
m∈N0
Xi
The same is true for subsets of X . The tangent TX is defined by the usual
recipe used in the infinite-dimensional situation. Consider tuples
t = (x, ϕ, U, (O,C,E), h)
in which (ϕ, U, (O,C,E)) is a chart, x ∈ U1, and (ϕ(x), h) ∈ TO ⊂ E
1 ⊕ E.
Two such tuples,
(x, ϕ, U, (O,C,E), h) and (x′, ϕ′, U ′, (O′, C ′, E ′), h′),
are called equivalent if x = x′ and
T (ϕ′ ◦ ϕ−1)(ϕ(x), h) = (ϕ′(x), h′).
An equivalence class [t] of a tuple t is called a tangent vector at x. The
collection of all tangent vectors at x is denoted by TxX and the tangent TX
is defined by
TX =
⋃
x∈X1
{x} × TxX.
One easily verifies that TX is an M-polyfold in a natural way with specific
charts Tϕ given by
Tϕ : TU → TO, Tϕ([x, ϕ, U, (O,C,E), h]) = (ϕ(x), h).
Here TU is the union of all TxX with x ∈ U1,
TU =
⋃
x∈U1
{x} × TxX.
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Remark 1.21. For SFT we need a more general class of spaces called poly-
folds. They are essentially a Morita equivalence class of ep-groupoids, where
the latter is a generalization of the notion of an e´tale proper Lie groupoid
to the sc-world. In a nutshell, this is a category in which the class of ob-
jects as well as the collection of morphisms are sets, which in addition carry
M-polyfold structures. Further all category operations are sc-smooth and
between any two objects there are only finitely many morphisms. A polyfold
is a generalization of the modern notion of orbifold as presented in [16]. We
note that the notion of proper has to be reformulated for our generalization
as is explained in [11].
Next, we illustrate the previous concepts by an example. We shall con-
struct a connected subset of a Hilbert space which is an sc–smooth retract
and which has one- and two-dimensional parts. (By using the fact that the
direct sum of two separable Hilbert spaces is isomorphic to itself one can
use the following ideas to construct connected sc–smooth subsets which have
pieces of many different finite dimensions.)
Example 1.22. We take a strictly increasing sequence of weights (δm)m∈N0
starting at δ0 = 0 and equip the Hilbert space E = L
2(R) with the sc-
structure given by Em = H
m,δm(R) for all m ∈ N0. Next we choose a smooth
compactly supported function β : R→ [0,∞) having L2-norm equal to 1,∫
R
β(s)2ds = 1.
Then we define a family of sc-operators πt : E → E as follows. For t ≤ 0, we
put πt = 0, and for t > 0, we define
πt(f) = 〈f, β(·+ e
1
t )〉L2 · β(·+ e
1
t ), f ∈ E.
In other words, for t > 0 we take the L2-orthogonal projection onto the 1-
dimensional subspace span by the function β with argument shifted by e
1
t .
Define
r : R⊕ E → R⊕E, r(t, f) = (t, πt(f)).
Clearly, r ◦ r = r. We shall prove below that the map r is sc-smooth.
Consequently, r is an sc-smooth retraction and the image r(R ⊕ E) of r,
which is the subset
{(t, 0) | t ≤ 0} ∪ {(t, s · β(·+ e
1
t )) | t > 0, s ∈ R}
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Figure 1: The retract in the example is homeomorphic to the set (R−×{0})∪
(R+ × R)0.
of R×E, is an sc-smooth retract. Observe that the above retract is connected
and consists of 1- and 2-dimensional parts.
Out of this example one can define more retractions which have parts of
any finite dimension. The above example is enough to show that the subspace
S of the plane obtained by taking the open unit disk and attaching a closed
interval to it by mapping the end points to the unit circle in fact admits an
sc-smooth atlas, i.e. is a generalization of a manifold in the sc-smooth world,
see Figure 2.
Observe that S with this M-polyfold structure satisfies Sm = S, i.e. the
induced filtration is constant. This implies that S has a tangent space at
every point. As a consequence of later constructions one could even construct
a family of sc–projections
ρt : E → E
where t ∈ R and where E is the sc-Banach space from above, such that
ρt = 0 for t ≤ 0 and ρt has an infinite-dimensional image for t > 0, and
such that the map (t, f) 7→ (t, ρt(f)) is sc-smooth. Hence the local jumps of
dimension can be quite stunning. Of course, we can even combine the two
previous examples in various ways.
We shall prove that the retraction r : V ⊕ E → V ⊕ E is sc-smooth.
We recall that taking a strictly increasing sequence (δm)m≥0 of real num-
bers starting with δ0 = 0, the space E = L
2(R) is equipped with the sc-
structure (Em)m∈N0 where Em = H
m,δm(R). We choose a smooth function
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D0
(a) (b)
Figure 2: This figure shows a topological space obtained from the open unit
disk by adding a closed arc. This space carries a smooth M-polyfold structure.
β : R → [0,∞) having support contained in the compact interval [−A,A]
and satisfying |β|L2 = 1. Define the map Φ : R⊕ E → E by
Φ(t, u) =
{
〈u, β(·+ e
1
t )〉L2 · β(·+ e
1
t ) t > 0
0 t ≤ 0.
Lemma 1.23. The map Φ is of class sc∞.
Proof. It is clear that the restriction Φ : (R \ {0}) ⊕ Em → Em is smooth.
Abbreviate F (t, s) = β(s + e
1
t ) for s ∈ R and t > 0. Observe that for the
k-th derivative of F with respect to t we have the estimate,
|F (k)(t, s)| ≤ p(t), (1)
where p(t) = P
(
e
1
t , 1
t
)
is a polynomial of degree k in the variable e
1
t and of
degree 2k in the variable 1
t
. It depends on β and has nonnegative coefficients.
In addition, the function s 7→ F (k)(t, s) has its support contained in the
interval It := [−A−e
1
t , A−e
1
t ]. Note that It ⊂ (−∞, 0) if t > 0 is sufficiently
small.
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Then if u ∈ Em and if t > 0 is small we can estimate
〈u, F (t, ·)〉2L2 =
∫
R
|u(s)|2F (t, s)2 ds
=
∫
It
|u(s)|2F (t, s)2e2δmse−2δms ds
≤ Ce−2δme
1
t
∫
It
|u(s)|2e−2δms ds
(2)
where we have used that
max
s∈It
|F (s, t)|2e2δms ≤ Ce−δme
1
t .
Similarly one finds
〈u, F (j)(t, ·)〉2L2 =
∫
R
|u|2F (j)(t, s)2 ds
=
∫
It
|u|2F (j)(t, s)2e2δmse−2δms ds
≤ Cp (t)2 e−2δme
1
t
∫
It
|u|2e−2δms ds.
(3)
Using the estimate (2) we shall first show that the map Φ : R ⊕ Em → Em
is continuous at a point (0, u0). Take h ∈ Em satisfying |h|m < ε and set
u := u0 + h. By definition, Φ(0, u0) = 0 and so,
|Φ(t, u)− Φ(0, u0)|
2
m = 〈u, F (t, ·)〉L2
∑
i≤m
∫
It
|∂isF (t, s)|
2e−2δms ds
≤ Ce−2δme
1
t
(∫
It
|u|2e−2δms ds
)
·
(∫
It
e−2δms ds
)
≤ C
∫
It
|u|2e−2δms ds ≤ C
(∫
It
|u0|
2e−2δms ds+
∫
It
|h|2e−2δms ds
)
≤ C
∫
It
|u0|
2e−2δms ds+ C · ε.
Since
∫
It
|u0(s)|
2e−2δms ds→ 0 as t→ 0+, one concludes that Φ(t, u) → 0 as
(t, u)→ (0, u0) in R⊕Em. So far we have proved that the map Φ : R⊕E → E
is sc0. In order to prove that the map Φ is sc∞ we proceed by induction. Our
inductive statements are as follows.
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(Sk). The map Φ : R ⊕ E → E is sc
k and T kΦ(t1, u1, . . . , t2k , u2k) = 0 if
t1 ≤ 0. Moreover, if π : T
kE → Em is a projection onto the factor Em of
T kE, then the composition π ◦ T kE at the point (t1, u1, . . . , t2k , u2k) where
t1 > 0 is a linear combination of maps Γ of the following type,
Γ : Rk+1 ⊕En → Em
(t1, t2, . . . , tk+1, u) 7→ 〈u, F
(i)(t1, ·)〉L2F
(j)(t1, ·) · t2 · . . . · ti+j
where n ≥ m and i+ j ≤ k, and this holds for every m ≥ 0.
We start with k = 1. The candidate for the linearization DΦ(t1, u1) :
R⊕ Em → Em at a point (t1, u1) ∈ R⊕Em+1 is given by
DΦ(t1u1) = 0, if t1 ≤ 0
and if t1 > 0, then the candidate is equal to
DΦ(t1, u1)(t2, u2) = 〈u2, F (t1, ·)〉L2F (t1, ·)
+ 〈u1, F
′(t1, ·)〉L2F (t1, ·)t2 + 〈u1, F (t1, ·)〉L2F
′(t1, ·)t2.
(4)
Clearly, DΦ(t1, u1) : R ⊕ Em → Em is a bounded linear map. Moreover,
for t1 6= 0, the linear map DΦ(t1, u1) : R ⊕ Em+1 → Em is the derivative of
the map Φ : R ⊕ Em+1 → Em at the point (t1, u1). We shall show that the
derivative of Φ : R⊕Em+1 → Em at the point (0, u1) is the zero map. To do
this, we estimate |Φ(t, u)|m where u ∈ En and n > m using (2),
|Φ(t, u)|2m = 〈u, F (t, ·)〉L2
∑
i≤m
∫
It
|∂isF (t, s)|
2e−2δms ds
≤ Ce−2δne
1
t
(∫
It
|u|2e−2δns ds
)
·
(∫
It
e−2δms ds
)
≤ Ce−2(δn−δm)e
1
t
∫
It
|u|2e−2δns ds ≤ Ce−2(δn−δm)e
1
t |u|2n.
(5)
For n = m+ 1 we conclude, using that δm+1 > δm,
1
|δt|+ |δu1|m+1
|Φ(δt, u1 + δu1)|m ≤ C ·
e−(δm+1−δm)e
1
δt
|δt|
· |u1 + δu1|m+1 → 0
as |δt| + |δu1|m+1 → 0 proving that DΦ(0, u) = 0. Moreover, the estimate
(3) implies as t1 → 0 that
DΦ(t1, u1)(t2, u2)→ 0 in Em
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where (t1, u1) ∈ R⊕Em+1 and (t2, u2) ∈ R⊕Em. Consequently, the tangent
map
TΦ : T (R⊕ E)→ TE
TΦ(t1, u1, t2, u2) = (Φ(t1, u1), DΦ(t1, u1)(t2, u2))
is sc0, and hence the map Φ : R⊕E → E is of class sc1. Moreover, in view of
(4), one sees that for t1 > 0 the composition π ◦ TΦ is of the form required
in S1. We have proved that the statement S1 holds.
Assuming that we have proved the statement Sk, we shall show that also
the statement Sk+1 holds true. To see this it suffices to consider the map
Γ : Rk+1 ⊕ En → Em defined by
Γ(t1, . . . , ti+j, u) = 0
if t1 ≤ 0, and if t1 > 0 it is defined as
Γ(t1, . . . , ti+j, u) = 〈u, F
(i)(t1, ·)〉L2F
(j)(t1, ·) · t2 · . . . · ti+j
where n ≥ m and i+j ≤ k. We have to show that Γ is of class sc1. This map
is clearly smooth for t1 6= 0. Take a point (t1, t2, . . . , tk+1, u) ∈ R
k+1 ⊕En+1.
If t1 < 0, then DΓ(t1, t2, . . . , tk+1, u) = 0 and we claim that this holds also
at t1 = 0. Indeed, we consider the quotient
1
|δt1|+ . . .+ |δti+j|+ |u|n+1
|Γ(δt1, t2 + δt2, . . . , ti+j + δti+j, u+ δu)|m.
If δt1 ≤ 0, then Γ is equal to 0 and if δt1 > 0, one obtains for Γ an estimate
similar to the one in (5). Hence the quotient is bounded by
|Γ(δt1, t2 + δt2, . . . , tk+1 + δtk+1, u+ δu)|m
|δt1|
≤ C
e−2(δn+1−δm)e
1
δt1
|δt1|
· |u+ δu|n+1 → 0
as δt1 → 0
+. We have proved that DΓ(0, t2, . . . , ti+j, u) = 0. If t1 > 0, then
the linearization DΓ(t1, t2, . . . , ti+j , u) : R
k+1 ⊕ En → Em is equal to
DΓ(t1, . . . , ti+j , u)(δt1, . . . , δti+j , δu)
= 〈δu, F (i)(t1, ·)〉L2F
(j)(t1, ·)t2 · . . . · ti+j
+ 〈u, F (i+1)(t1, ·)〉L2F
(j)(t1, ·) · δt1 · t2 · . . . · ti+j
+ 〈u, F (i)(t1, ·)〉L2F
(j+1)(t1, ·) · δt1 · t2 · . . . · ti+j
+
i+j∑
l=2
〈u, F (j)(t1, ·)〉L2F
(j)(t1, ·) · t2 · . . . · δtl · . . . · ti+j .
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Now one easily verifies that the remaining statements of Sk+1 are satisfied.
Hence the map Φ is sck for every k and consequently sc∞. 
Remark 1.24. Using the standard definition of Freche´t differentiability a
subset of a Banach space is a (classically) smooth retract of an open neighbor-
hood if and only if it is a submanifold. So relaxing the notion of smoothness
to sc-smoothness, which still is fine enough to detect boundaries with corners,
we obtain new smooth spaces as the above example illustrates.
In order to carry out basic constructions known from differential geometry
one quite often needs partitions of unity. It is known that Hilbert spaces
always admit smooth partitions of unity, whereas there are Banach spaces
which do not. However, as it turns out, there are many sc-Banach spaces for
which we have sc-smooth partitions of unity. This will become clearer after
the next section, particularly from Proposition 2.4 and Corollary 2.5.
We finish this section with a question.
Question. Assume that X is a connected second countable paracompact M-
polyfold without boundary built on sc-smooth retracts in separable Hilbert
spaces equipped with sc-structures of Hilbert spaces. Is it true that there
exists a local sc-model (O,H,H) in which H is a separable Hilbert space
equipped with sc-structures of Hilbert spaces, so that X is sc-diffeomorphic
to O? In other words, can X be covered by only one chart?
1.3 Sc-Smoothness Arising in Applications
We describe several constructions which will be used in the constructions of
polyfolds (a generalization of M-polyfolds) in the Gromov-Witten theory and
the Symplectic Field Theory (SFT). It is not our intention to prove the most
general results. We just choose the examples in such a way that they cover
the cases needed for the construction in SFT.
We denote by D the closed unit disk in C and equip the Hilbert space
E = H3(D,RN) of maps from D into RN with the sc-structure defined by the
sequence Em = H
3+m(D,RN) for all m ∈ N0. We choose a map u belonging
to E∞, satisfying u(0) = 0 and, in addition, has a derivative Du(0) : C→ R
N
which is injective. By H we abbreviate an algebraic complement of the image
of the derivative Du(0). Thus, u intersects H transversally at 0. By the
implicit function theorem, we find an open neighborhood U of u in C1(D,RN)
and 0 < ε < 1 so that for every v ∈ U , there exists a unique point zv in the
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ε-disk around 0 in C whose image under v, v(zv), lies in H and such that the
image Dv(zv) is transversal to H . Moreover, the map
U → D, v 7→ zv
is C1. If we view this map as defined on U ∩ Ck, then it is actually of class
Ck.
Theorem 1.25. If U ∩E is equipped with the induced sc-structure, then the
map
U ∩ E → C, v 7→ zv
is sc-smooth.
Proof. The map U ∩ Em → C defined by v 7→ zv is of class C
m+1 in view of
the Sobolev embedding Hm+3(D,RN) → Cm+1(D,RN). By Proposition 1.9
below, the map is sc-smooth. 
In order to describe a typical application of Theorem 1.25 we consider a
map u : S2 → M of class H3 defined on the Riemann sphere (S2, i) into a
smooth manifold M and assume that H1, H2 and H3 are three submanifolds
of codimension 2 intersecting u transversally at the three different points z1,
z2 and z3 in S
2. In view of the previous result, under the map v which is H3-
close to u, the points zi move to the points zi(v) at which the map v intersects
submanifolds Hi transversally. There exists a unique Mo¨bius transformation
on (S2, i) mapping zi to zi(v). We denote this Mo¨bius transformation by φv
and consider the composition
Φ : E → E, v 7→ Φ(v) := v ◦ φv
defined for maps v which are H3-close to u. Note that Φ(v) satisfies the
transversal constraints at the original points zi. We shall prove that the map
Φ is sc-smooth. This is a consequence of the result we describe next.
We consider a family v 7→ φv of maps φv : D → C parametrized by v
belonging to some open neighborhood of the origin in Rn. Moreover, we
assume that the map
V ×D → C, (v, x) 7→ φv(x)
is smooth, satisfies φ0(0) = 0 and
φv(x) ∈ D for all x ∈ D and v ∈ V ,
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so that the map
Φ : V ⊕ E → E, (v, u) 7→ u ◦ φv
is well-defined. The map Φ is not even differentiable in the classical sense, due
to the loss of one derivative, but it is smooth in the sense of sc-smoothness,
as the next result shows.
Theorem 1.26. The composition Φ : V ⊕E → E defined by (v, u) 7→ u ◦ φv
is an sc-smooth map.
Theorem 1.26 will be proved in Section 2.2 below.
The concept of an sc-smooth retract is motivated by our gluing and anti-
gluing constructions described next. The retract is a model for a smooth
structure on a 2-dimensional family of Sobolev spaces of functions defined on
finite cylinders which become longer and longer and eventually break apart
into two half-cylinders. It also incorporates a twisting with respect to the
angular variable. Such a situation arises in the study of function spaces on
Riemann surfaces if the surfaces develop nodes.
We take a strictly increasing sequence (δm)m∈N0 starting with δ0 > 0 and
denote by E the space consisting of pairs (u+, u−) of maps
u± : R± × S1 → RN
having the following properties. There is a common asymptotic limit c ∈ RN
so that the maps
r± := u± − c
have partial derivatives up to order 3 which if weighted by eδ0|s| belong
to L2(R± × S1,RN). We equip the Hilbert space E with the sc–structure
(Em)m∈N0 where Em consists of those pairs (u
+, u−) in E for which (r+, r−)
are of Sobolev class (3+m, δm). The Em-norm of the pair (u
+, u−) is defined
as
|(η+, η−)|2Em = |c|
2 + |r+|2H3+m,δm + |r
−|2H3+m,δm ,
where
|r±|23+m,δm :=
∑
|α|≤3+m
∫
R±×S1
|Dαr±(s, t)|2e2δm|s| dsdt.
Our aim is the construction of an M-polyfold model (O,C⊕E,C⊕E) where
the set O is obtained by an sc-smooth retraction r : B 1
2
⊕ E → B 1
2
⊕ E of
the special form
r(a, u+, u−) = (a, πa(u
+, u−)),
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where a 7→ πa is a family of linear and bounded projections parametrized by
a ∈ B 1
2
. The set B 1
2
is the open disk of radius 1
2
in C.
To proceed we need a gluing profile ϕ. By definition, this is a diffeomor-
phism (0, 1] → [0,∞) with suitable growth properties. Convenient for our
purposes is the exponential gluing profile defined by
ϕ(r) = e
1
r − e, r ∈ (0, 1].
With the complex numbers |a| < 1
2
we associate the abstract cylinders
Ca as follows. If a = 0, the cylinder C0 is the disjoint union
C0 = R
− × S1
⊔
R
+ × S1.
We also use Z0 to denote C0. If a 6= 0 and a = |a|e
−2πiϑ is its polar form, we
set
R = ϕ(|a|).
We call a the gluing parameter and R obtained this way the gluing length.
To define the cylinder Ca, we take the disjoint union of the half-cylinders
R+ × S1 and R− × S1 and identify points (s, t) ∈ [0, R] × S1 with points
(s′, t′) ∈ [−R, 0]× S1 if the following relations hold,
s = s′ +R and t = t′ + ϑ.
On Ca we have two sets of conformal coordinates, namely, [s, t] 7→ (s, t) ob-
tained by extending the coordinates coming from R+×S1 and [s′, t′]′ 7→ (s′, t′)
obtained by extending the coordinates coming from R− × S1. The infi-
nite cylinder contains the finite subcylinder Za consisting of the equivalence
classes [s, t] with s ∈ [0, R].
Next, for a ∈ B 1
2
, we define the sc-Hilbert space Ga. First, we introduce
the space H3,δ0c (Ca). To do this, we choose a smooth function ζ : R → [0, 1]
satisfying ζ(s) = 1 for s ≤ −1, ζ ′(s) < 0 for s ∈ (−1, 1), and ζ(s)+ζ(−s) = 0.
The space H3,δ0c (Ca) consists of those maps u : Ca → R
N which belong to
H3loc(Ca) and there is a constant c ∈ R
N such that u + ζa · c ∈ H
3,δ0(Ca),
where
ζa(s) := ζ
(
s−
R
2
)
.
We note that if u ∈ H3,δ0c (Ca) and c is an asymptotic constant of u at∞, then
the asymptotic constant at −∞ is equal to −c. With the nested sequence
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(s′, t′)
(s, t)
[s, t]
R− × S1
R+ × S1
[−R, 0]× S1
[0, R]× S1
ZaCa
Figure 3: Glued finite and infinite cylinders Za and Ca
(H3+m,δmc (Ca))m∈N0 of Hilbert spaces, the Hilbert space H
3,δ0
c (Ca) becomes
an sc-Hilbert space. The norms of these Hilbert spaces will be introduced
in Section 2.5 We also equip the Hilbert space H3(Za) with the sc-structure
given by (H3+m(Za))m∈N0 .
Now, if a = 0, we set
G0 = E ⊕ {0},
and if a 6= 0, we define
Ga = H3(Za)⊕H
3,δ0
c (Ca).
The sc-structure of Ga is given by the sequence H3+m(Za)⊕H
3+m,δm
c (Ca) for
all m ∈ N0.
For every a ∈ B 1
2
, we define the so called total gluing map
⊡a = (⊕a,⊖a) : E → G
a
as follows. We fix a smooth map β : R→ [0, 1] satisfying
• β(−s) + β(s) = 1 for all s ∈ R
• β(s) = 1 for all s ≤ −1
• β ′(s) < 0 for all s ∈ (−1, 1)
(6)
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Moreover, if 0 < |a| < 1
2
we abbreviate by βa or βR the translated function
βa(s) = βR(s) = β
(
s−
R
2
)
, s ∈ R,
where R = ϕ(a).
1
0 R2 + 1
R
2
− 1 R2
βa(s)
s
Figure 4: Graph of the function βa where R = ϕ(|a|).
Now, if a = 0, we define
⊕0(u
+, u−) = (u+, u−) and ⊖0 (u
+, u−) = 0 ∈ {0}.
If a 6= 0 and a = |a|e−2πiϑ is its polar form, we set R = ϕ(|a|) and glue the
two maps u± : R± × S1 → RN which are defined on positive respectively
negative cylinder to a map defined on the glued cylinder Za by means of the
following convex sum
⊕a(u
+, u−)([s, t]) = βa(s)u
+(s, t) + (1− βa(s))u
−(s−R, t− ϑ).
for [s, t] ∈ Za where 0 ≤ s ≤ R. Further, we introduce the map ⊖a(u
+, u−)
on the glued infinite cylinder Ca by the formula for [s, t] ∈ Ca,
⊖a(u
+, u−)([s, t]) = −(1 − βa(s))
[
u+(s, t)− ava(u
+, u−)
]
+ βa(s))
[
u−(s− R, t− ϑ)− ava(u
+, u−)
]
where s ∈ R and where the average is defined by
ava(u
+, u−) :=
1
2
∫
S1
[
u+
(
R
2
, t
)
+ u−
(
−
R
2
, t
)]
dt
and R = ϕ(|a|). We have used that (1 − βa(s)) = 0 for s ≤
R
2
− 1 and
βa(s) = 0 if s ≥
R
2
+ 1.
The map ⊕a(u
+, u−) is called the glued map for the gluing parameter a
and the map ⊖a(u
+, u−) is called the anti-glued map.
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Theorem 1.27. For every a ∈ B 1
2
the total gluing map
⊡a = (⊕a,⊖a) : E → G
a
is a linear sc-isomorphism. In particular,
E = (ker⊕a)⊕ (ker⊖a)
and for a 6= 0, the map
⊕a : ker⊖a → H
3(Za)
is a linear sc-isomorphism. If a = 0, the map ⊕0 is the identity map.
We postpone the proof until after the next theorem.
The gluing and anti-gluing maps determine the linear projection πa : E →
E onto the kernel of the anti-glued map ⊖a : E → H
3,δ0
c (Ca) along the kernel
of the glued map ⊕a : E → H
3(Za) by means of the following formulae for
(h+, h−) ∈ E,
⊕a ◦ (1− πa)(h
+, h−) = 0
⊖a ◦ πa(h
+, h−) = 0.
Given the pair (h+, h−) ∈ E, we set
πa(h
+, h−) = (η+, η−)
so that the pair (η+, η−) ∈ E is determined by the two equations
⊕a(η
+, η−) = ⊕a(h
+, h−)
⊖a(η
+, η−) = 0.
Explicitly, abbreviating βa = βa(s),
βa · η
+(s, t) + (1− βa) · η
−(s− R, t− ϑ)
= βa · h
+(s, t) + (1− βa) · h
−(s−R, t− ϑ)
if 0 ≤ s ≤ R, and
−(1−βa)·
[
η+(s, t)− avR(η
+, η−)
]
+βa ·
[
η−(s− R, t− ϑ)− avR(η
+, η−)
]
= 0
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for all s ∈ R. Observing that βa(
R
2
) = 1
2
and integrating the first equation
at s = R
2
over the circle S1, we obtain for the averages
ava(η
+, η−) = ava(h
+, h−)
so that the equations for (η+, η−) become[
βa 1− βa
−(1 − βa) βa
] [
η+
η−
]
=
[
βah
+ + (1− βa)h
−
(2βa − 1)ava(h
+, h−)
]
where we have abbreviated βa = βa(s), h
+ = h+(s, t) and h− = h−(s−R, t−
ϑ). Introducing the nowhere vanishing function γ by
γ(s) := β(s)2 + (1− β(s))2,
the determinant of the matrix on the left hand side is equal to γa which is
defined by
γa(s) := γ
(
s−
R
2
)
.
Hence, multiplying both sides by the inverse of this matrix, we arrive at the
formula[
η+(s, t)
η−(s− R, t− ϑ)
]
=
1
γa
[
βa −(1− βa)
1− βa βa
] [
βah
+ + (1− βa)h
−
(2βa − 1)ava(h
+, h−)
]
where we abbreviated γa = γa(s). If we denote by A the common asymptotic
limit of (h+, h−) so that
(h+, h−) = (A+ r+, A+ r−)
we arrive at the following explicit representation of the map πa.
If (h+, h−) = (A+ r+, A+ r−) ∈ E and (η+, η−) = πa(h
+, h−), then
η+(s, t) = A +
(
1−
βa(s)
γa(s)
)
ava(r
+, r−)
+
βa(s)
γa(s)
[
βa(s) · r
+(s, t) + (1− βa(s)) · r
−(s− R, t− ϑ)
]
for all s ≥ 0. There is a similar formula for η−(s′, t′).
29
One reads off that (η+, η−) ∈ E so that the asymptotic limits of η+ and
η− coincide. Indeed, the asymptotic limits for (η+, η−) = πa(h
+, h−) are the
following,
lim
s→∞
η+(s, t) = lim
s→−∞
η−(s, t)
= ava(h
+, h−)
= A+ ava(r
+, r−),
if h± = A+ r±, with the common limit A of h±. In addition,
ava(η
+, η−) = ava(h
+, h−),
so that the projection map πa leaves the averages invariant. A computation
shows that
πa ◦ πa(h
+, h−) = πa(h
+, h−)
so that the linear map πa is indeed a projection.
Theorem 1.28. If πa : E → E denotes the above linear projection of E onto
ker⊖a along ker⊕a, then the map
r : B 1
2
⊕ E → B 1
2
⊕ E, (a, u+, u−) 7→ (a, πa(u
+, u−))
is an sc-smooth retraction.
Theorem 1.28 will be proved in Section 2.4. At this point we shall prove
Theorem 1.27.
Proof of Theorem 1.27. If a = 0, there is nothing to prove. We assume that
a 6= 0 ∈ B 1
2
, take (η+, η−) ∈ E, and set ⊕a(η
+, η−) = u and ⊖a(η
+, η−) = v.
Explicitly,
βa(s) · η
+(s, t) + (1− βa(s)) · η
−(s− R, t− ϑ) = u(s, t)
for 0 ≤ s ≤ R, and
−(1 − βa(s))
[
η+(s, t)− ava(η
+, η−)
]
+ βa(s)
[
η−(s− R, t− ϑ)− ava(η
+, η−)
]
= v(s, t)
for all s ∈ R. Since βa(s) = 0 if s ≥
R
2
+1 and βa(s) = 1 if s ≤
R
2
−1 , we con-
clude lims→∞ v(s, t) = − lims→∞ η
+(s, t)+ava(η
+, η−) and lims→−∞ v(s, t) =
lims→−∞ η
−(s, t)− ava(η
+, η−). Consequently, (u, v) ∈ Ga.
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Conversely, given (u, v) ∈ Ga we look for a solution (η+, η−) of the two
equations ⊕a(η
+, η−) = u and⊖a(η
+, η−) = v. Integrating the first equations
at s = R
2
over S1 and observing that βa(
R
2
) = β(0) = 1
2
, we obtain
ava(η
+, η−) =
∫
S1
u
(
R
2
, t
)
dt =: [u]
and proceeding as above we arrive at the presentation[
η+(s, t)
η−(s− R, t− ϑ)
]
=
1
γa
[
βa −(1 − βa)
1− βa βa
] [
u
(2βa − 1)[u] + v
]
=
[ 1
γa
(βau− (1− βa)v)−
1
γa
(1− βa)(2βa − 1)[u]
1
γa
((1− βa)u+ βav) +
1
γa
βa(2βa − 1)[u]
]
where we have abbreviated βa = βa(s), γa = γa(s), u = u(s, t) and v =
v(s, t). For the asymptotic limits we read off that lims→∞ η
+(s, t) = [u] −
lims→∞ v(s, t) and lims→−∞ η
−(s, t) = [u]+lims→−∞ v(s, t). Since the asymp-
totic limits of v have opposite signs, we conclude that lims→∞ η
+(s, t) =
lims→−∞ η
−(s, t) and hence (η+, η−) ∈ E as desired.

If O = r(B 1
2
⊕ E) is the retract of the sc-smooth retraction guaranteed
by Theorem 1.28, the map
O → ({0} ×E)
⋃( ⋃
a∈B 1
2
\{a}
{0} ×H3(Za)
)
defined by
(a, u+, u−) 7→ (a,⊕a(u
+, u−))
is, by construction, a bijection between ker ⊖a and E if a = 0, respectively
H3(Za) if a 6= 0. We equip the target space with the topology making this
map a homeomorphism. Then the inverse of this map is a chart on the local
model O. This way we obtain a construction describing a smooth structure
for a suitable 2-dimensional family of function spaces on cylinders which have
increasing modulus. We will study this smooth structure in detail in chapter
3.
There is another version of gluing which will be used in the proofs in
Section 3. Taking the strictly increasing sequence (δm)m∈N0 , we denote by F
the sc–Hilbert space consisting of pairs (u+, u−) of maps
u± : R± × S1 → RN
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whose partial derivatives up to order 2 weighted by eδ0|s| belong to L2(R± ×
S1). We equip F with the sc-structure defined by the sequence Fm =
H2+m,δm(R+ × S1) ⊕ H2+m,δm(R− × S1). For (u+, u−) ∈ F , the glued map
⊕̂a(u
+, u−) is defined by the same formula as ⊕a(u
+, u−). However, the
anti-glued map ⊖̂a takes the simpler form
⊖̂a(u
+, u−)([s, t]) = −(1− βa(s)) · u
+(s, t) + βa(s) · u
−(s−R, t− ϑ)
for [s, t] ∈ Ca. The image of the anti-glued map ⊖̂a is H
2,δ0(Ca). Proceeding
as before we can define a projection π̂a : F → F onto the kernel ker ⊖̂a of
the anti-gluing map ⊖̂a along the kernel ker ⊕̂a of the gluing map ⊕̂a.
We abbreviate by Ĝa the following spaces. If a = 0, we set
Ĝ0 = F ⊕ {0},
and if a 6= 0, we define
Ĝa = H2(Za)⊕H
2,δ0(Ca).
The sc-structure of Ga is given by the sequence H2+m(Za)⊕H
2+m,δm(Ca) for
all m ∈ N0. The following theorem holds true.
Theorem 1.29.
(1) If we equip the Hilbert space H2(Za)⊕H
2,δ0(Ca) with the sc–structure
H2+m(Za)⊕H
2+m,δm(Ca), then the total hat gluing map
⊡̂a = (⊕̂a, ⊖̂a) : F → Ĝ
a
is an sc–smooth isomorphism for every a ∈ B 1
2
.In particular, E =
(ker ⊕̂a)⊕ (ker ⊖̂a).
(2) The map
r̂ : B 1
2
⊕ F → B 1
2
⊕ F, (a, u+, u−) 7→ (a, π̂a(u
+, u−))
is an sc-smooth retraction.
The proof is the same as that of Theorem 1.27 and Theorem 1.28.
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Remark 1.30. The same result is true if we consider the projection on the
space H3,δ0(R+ × S1) ⊕ H3,δ0(R− × S1) rather than on F . We choose F
here since this particular retraction r̂ occurs in the construction of bundles
in SFT accompanying the constructions of base spaces which involve the
previous retraction r.
Our constructions in Gromov-Witten theory and SFT makes use of the
next result described in Theorem 1.31 below which is closely related to the
previous constructions. Using Theorem 1.28, we have equipped the set
O := ({0} ×E)
⋃ ⋃
a∈B 1
2
\{0}
(
{a} ×H3(Za,R
N)
)
with the structure of an M-polyfold. In fact, it is covered by a single chart
which also defines the topology. We are interested in sc-smooth maps O → O
which will arise in the construction of the polyfolds of SFT.
In order to describe these maps we start with the half-cylinders R± × S1
and assume that we are given two smooth families v 7→ j±(v) of complex
structures parameterized by v which belongs to some open neighborhood V
of 0 in some finite-dimensional vector space. We require that the complex
structures j±(v) away from the boundaries agree with the standard confor-
mal structure. Suppose there exist two smooth families v 7→ p±(v) of marked
points on the boundaries ∂(R± × S1). Given a sufficiently small gluing pa-
rameter a, we can construct the glued cylinder Za equipped with the complex
structure j(a, v) induced from j±(v) and smooth families of induced marked
points p±(a, v). We have defined the family
(a, v) 7→ (Za, j(a, v), p
+(a, v), p−(a, v))
of complex cylinders with marked points. We introduce a second family of
finite cylinders as follows. We fix the special marked points (0, 0) on the
boundaries of the two standard cylinders. Then, given a gluing parameter b,
we obtain the finite cylinder cylinder Zb equipped with the standard complex
structure i and the two marked points p±b . This way we obtain a second family
b 7→ (Zb, i, p
+
b , p
−
b )
of complex finite cylinders. It is a standard fact from the uniformization the-
orem that the cylinder (Za, j(a, v)) is biholomorphic to the cylinder ([0, R]×
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S1, i) for a uniquely determined R. This biholomorphic map is unique up to
rotation in the image (and reflection). If we require that the marked point
p+(a, v) is mapped onto the point p+b = (0, 0), we find a uniquely determined
complex number b = b(a, v) such that R = ϕ(|b|) and p−(a, v) is mapped to
the marked point p−b .
Thus given the pair (a, v), there is precisely one gluing parameter b :=
b(a, v) for which there exists a biholomorphic map
Φ(a,v) : (Za, j(a, v), p
+(a, v), p−(a, v))→ (Zb, i, p
+
b , p
−
b ).
If we use instead of the exponential gluing profile the logarithmic gluing
profile − 1
2π
ln(r) it is well known that the map (a, v) 7→ b(a, v) is smooth.
However, the same is true for the exponential gluing profile. This can be
deduced from the result about the logarithmic gluing profile by means of a
calculus exercise involving results from Section 4.2. We leave this approach
to the reader. Here we shall derive this fact as a corollary from the following
more general result. We consider the map which associates with the element
(v, a, w) ∈ V ⊕O for (v, a) small the element (b(a, v), w′) ∈ O in which w′ is
defined by
w′ = w ◦ Φ−1(a,v).
Theorem 1.31. Let (δm)m≥0 be a strictly increasing sequence satisfying
0 < δm < 2π for all m ≥ 0.
Then the map
V ⊕O → O, (v, a, w) 7→ (b(a, v), w ◦ Φ−1(a,v))
defined for (a, v) small is an sc-smooth map for the M-polyfold structure on
O.
The restriction that the sequence (δm) lies in the open interval (0, 2π)
is related to the behavior of the map Φ(a,v) as a → 0. In order to prove
Theorem 1.31 it is necessary to understand the smoothness properties of the
map
(a, v) 7→ Φ(a,v).
This will be part of the illustration in the Section 1.5.
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Remark 1.32. There is no loss of generality in assuming that p±(v) = (0, 0)
for all v ∈ V . This can be achieved by taking different complex structures
j±(v). Indeed, we can choose a smooth family of diffeomorphisms which
are supported near the boundary and map the points p±(v) to the point
(0, 0). Then we conjugate the original j±(v) with this family to obtain the
new one. By the previous discussion, this family of diffeomorphisms acts
sc-smoothly. So, Theorem 1.31 will follow once it is proved for the special
case just described. We shall assume in the following that this reduction has
been carried out.
1.4 Fredholm Theory
In this section we outline the Fredholm theory in M-polyfolds. We shall only
describe the case of M-polyfolds without boundaries and refer the reader to
[10, 11] for the general case.
We have already introduced the notion of an M-polyfold and now intro-
duce the notion of a strong bundle in the case that the underlying base space
does not have a boundary. Let E and F be sc-Banach spaces and let U be
an open subset of E. We define the nonsymmetric product U ⊳ F as follows.
As a set the product U ⊳ F is equal to U × F . However, it is equipped with
the double filtration
(U ⊳ F )m,k = Um ⊕ Fk
defined for all m ∈ N0 and all integers 0 ≤ k ≤ m+1. Given U ⊳F we have,
forgetting part of the structure, the underlying direct sum U ⊕ F . We view
U ⊳ F → U as a bundle with base space U and fiber F , where the double
filtration has the interpretation that above a point x ∈ U of regularity m it
makes sense to talk about the fiber regularity of a point (x, h) up to order k
provided k ≤ m+ 1. The tangent space T⊳(U ⊳ F ) is defined by
T⊳(U ⊳ F ) = (TU) ⊳ (TF ).
Observe that there is a difference in the order of the factors between T⊳(U⊳F )
and T (U ⊕ F ). Indeed,
T⊳(U ⊳ F ) = (U1 ⊕E) ⊳ (F1 ⊕ F )
while (for the underlying U ⊕ F )
T (U ⊕ F ) = U1 ⊕ F1 ⊕ E ⊕ F.
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A map f : U ⊳ F → V ⊳ G between nonsymmetric products is an sc0⊳-map if
for all m ∈ N0 and all 0 ≤ k ≤ m+ 1,
f(Um ⊕ Fk) ⊂ Vm ⊕Gk
and if the induced maps
f : Um ⊕ Fk → Vm ⊕Gk
are continuous. In addition, we require that the map f is of the form
f(u, h) = (f0(u), φ(u, h))
where φ(u, h) is linear in h.
We observe that the map f induces sc0-maps
f : U ⊕ F i → V ⊕Gi (7)
for i = 0, 1. The map f is sc1⊳ if the maps in (7) for i = 0, 1 are both of class
sc1. In this case the tangent maps Tf : T (U ⊕ F i)→ T (V ⊕Gi) are defined
as usual by
Tf(x, h, y, k) = (f0(x), φ(x, h), Df0(x)y,Dφ(x, h)(y, k)).
After reordering of factors of the domain and the target spaces, we obtain
the sc0- map
T⊳f : TU ⊳ TF → TV ⊳ TG
defined by
(x, h, y, k) 7→ (f0(x), Df0(x)y, φ(x, h), Dφ(x, h)(y, k)).
This reordering is consistent with the chain rule and one verifies that if f
and g are sc1⊳-maps which can be composed, then also the composition g ◦ f
is of class sc1⊳ and satisfies the chain rule,
T⊳(g ◦ f) = (T⊳g) ◦ (T⊳f).
Iteratively one defines the maps of class sck⊳ for k = 1, 2, . . . and sc⊳-smooth
maps.
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Definition 1.33. An sc⊳-smooth retraction is an sc⊳-smooth map
R : U ⊳ F → U ⊳ F
satisfying R ◦ R = R. The image R(U ⊳ F ) is called an sc-smooth strong
bundle retract.
It is implicitly required that the above retraction R : U ⊳ F → U ⊳ F
is of the from R(x, h) = (r(x), ρ(x, h)) where r : U → U is an sc-smooth
retraction and ρ(x, h) is linear in h. We denote by K = R(U ⊳ F ) the sc-
smooth strong bundle retract and by O = r(U) the associated sc-smooth
retract. Then there is a canonical projection map
p : K → O.
The setK inherits the double filtration and pmaps points of regularity (m, k)
to points in U of regularity m. The canonical projection p : K → O is our
local model for spaces which we shall call strong M-polyfold bundles. Given
K, we define the sets K(i) for i = 0, 1 as follows,
K(i) = {(u, h) ∈ U ⊕ F i | R(u, h) = (u, h)}.
Clearly, the set K(i) is an sc-smooth retract and the projection p : K(i)→ O
is sc-smooth for i = 0, 1.
Now we are in a position to define the notion of a strong bundle. We con-
sider a surjective continuous map p : W → X between two metrizable spaces,
so that for every x ∈ X the space p−1(x) =: Wx comes with the structure
of a Banach space. A strong bundle chart is the tuple (Φ, p−1(U), K, U ⊳ F )
where U ⊂ E is an open subset of an sc-Banach space, K = R(U ⊳ F ) an
sc-smooth strong bundle retract covering the smooth retraction r : U → O.
Moreover, Φ : p−1(U)→ K is a homeomorphism covering a homeomorphism
ϕ : U → O, which between between every fiber is a bounded linear operator
of Banach spaces. Two such charts are sc⊳-smoothly equivalent if the asso-
ciated transition maps are sc⊳-smooth diffeomorphisms. We can introduce
the notion of a strong bundle atlas and the notion of an equivalence between
two such atlases. The continuous surjection p : W → X , if equipped with an
equivalence class of strong bundle atlases, is called a strong bundle.
Given two such local bundles K → O and K ′ → O′ we can define the
notion of a strong bundle map between them. Then, following the scheme
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how we defined M-polyfolds, we can define strong bundle W → X over an
M-polyfold X .
Next assume that p : W → X is a strong M-polyfold bundle over the
M-polyfold X . We can distinguish two types of sections of p. An sc-smooth
section of p is a map f : X → W with p ◦ f = id satisfying f(x) ∈ Wm,m =:
W (0)m for x ∈ Xm so that f : X → W (0) is sc-smooth. An sc
+-section of
p is a section which satisfies f(x) ∈ Wm,m+1 =: W (1)m for x ∈ Xm and the
induced map f : X →W (1) is sc-smooth. We shall denote these two classes
of sections by Γ(p) and Γ+(p), respectively.
Of special interest are the so-called (polyfold-) Fredholm sections. Their
definition is much more general than that of classical Fredholm sections.
The first property which we require is that such sections should have the
regularizing property. This property models the outcome of elliptic regularity
theory.
Definition 1.34. Let p : W → X be a strong M-polyfold bundle over the
M-polyfold X . A section f ∈ Γ(p) is said to be regularizing provided that
the following holds. If x ∈ Xm and f(x) ∈ Wm,m+1, then x ∈ Xm+1.
We observe that if f ∈ Γ(p) is regularizing and s ∈ Γ+(p), then f + s is
also regularizing.
Consider a strong local bundle K → O. Here K = R(U ⊳ F ) is the
sc-smooth strong bundle retract associated to the sc⊳-smooth retraction R :
U⊳F → U⊳F which covers the sc-smooth retraction r : U → U defined on an
open neighborhood U of 0 in the sc-Banach space E. Moreover, O = r(U).
In addition, we assume that 0 ∈ O = r(U). Then R(u, h) = (r(u), φ(u)h)
where φ(u) : F → F is linear.
We are interested in germs of sections (f, 0) of the strong local bundle
K → O which are defined near 0. We view f as a germ O(O, 0) → F
identifying the local section with its principal part.
Definition 1.35. We say that the section germ (f, 0) has a filled version if
there exists an sc-smooth section germ (g, 0) of the bundle U ⊳F → U , again
viewed as a germ
O(U, 0)→ F,
which extends f and has the following properties:
(1) g(x) = f(x) for x ∈ O close to 0.
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(2) If g(y) = φ(r(y))g(y) for a point y in U near 0, then y ∈ O.
(3) The linearisation of the map
y 7→ [id−φ(r(y))]g(y)
at the point 0, restricted to kerDr(0), defines a topological isomor-
phism
ker(Dr(0))→ ker(φ(0)).
In order to describe the significance of the three conditions in the above
definition we assume that y ∈ U is a solution of the filled section g so that
g(y) = 0. Then it follows from (2) that y ∈ O and from (1) that f(y) = 0.
We see that the original section f and the filled section g have the same
solution set.
The requirement (3) plays a role if we compare the linearization Df(0)
with the linearization Dg(0). It follows from the definition of a retract that
φ(r(y)) ◦ φ(r(y)) = φ(r(y)). Hence, since y = 0 ∈ O we have r(0) = 0 and
φ(0) ◦ φ(0) = φ(0) so that φ(0) is a linear sc-projection in F and we obtain
the sc-splitting
F = φ(0)F ⊕ (id−φ(0))F.
Similarly, it follows from r(r(y)) = r(y) for y ∈ U thatDr(0)◦Dr(0) = Dr(0)
so that Dr(0) is a linear sc-projection in E which gives rise to the sc-splitting
α⊕ β ∈ E = Dr(0)E ⊕ (id−Dr(0))E.
We keep in mind that Dr(0)α = α and Dr(0)β = 0. The tangent space T0O
is equal to Dr(0)E and
φ(0) ◦Dg(0)|Dr(0)E = Df(0) : T0O→ φ(0)F.
From the identity φ(r(y))g(r(y)) = φ(y)g(y) for all y ∈ O and the identity
(id−φ(r(y))g(r(y)) = 0 for all y ∈ E we obtain by linearization at y = 0 that
φ(0)Dg(0)β = 0 and (id−φ(0))Dg(0)α = 0. Hence the matrix representation
of Dg(0) : E → F with respect to the splittings looks as follows,
Dg(0)
[
α
β
]
=
[
Df(0) 0
0 (id−φ(0)) ◦Dg(0)
]
·
[
α
β
]
.
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In view of property (3), the linear map β 7→ (id−φ(0))Dg(0) from the kernel
of Dr(0) onto the kernel of φ(0) is an isomorphism. Therefore, we conclude
that
kernel Dg(0) = (kernel Df(0))⊕ {0}.
Moreover, Df(0) : T0O → φ(0)F is a Fredholm operator if and only if
Dg(0) : E → E is a Fredholm operator and in this case they have the same
indices. Clearly, the linearization Df(0) is surjective if and only if Dg(0) is
surjective.
Remark 1.36. We see that, given a solution x of f(x) = 0, the local study
of the solution set f(y) = 0 for y ∈ O near x of the section f , is equivalent
to the local study of the solution set g(y) = 0 for y ∈ U near x of the filled
section g.
Remark 1.37. We assume that the section (f, 0) has a filled version (g, 0)
and that s is an sc+-section of K → O. If t is the sc+-section of U ⊳ F → F
defined by t(y) := s(r(y)), then (g + t, 0) is a filled version of (f + s, 0).
Indeed, for x ∈ O we compute (g + t)(x) = g(x) + s(r(x)) = f(x) + s(x),
which is property (1). From (g + t)(y) = φ(r(y))(g + t(y)) we deduce that
g(y) = φ(r(y))g(y) + φ(r(y))s(r(y))− s(r(y)) = φ(r(y))g(y),
implying that y ∈ O so that property (2) holds. Finally,
[id−φ(r(y))](g(y)+ t(y)) = [id−φ(r(y))](g(y)+s(r(y))) = [id−φ(r(y))]g(y),
so that the linearisation of the left-hand side at 0 restricted to Dr(0) satisfies
the property (3) in view of the assumptions on g. Hence, if (f, 0) has a filled
version, so does the section (f + s, 0) for every sc+-section s of the strong
local bundle K → O.
Next, we introduce a class of so-called basic germs denoted by Cbasic.
Definition 1.38. An element in Cbasic is an sc-smooth germ
f : O(Rn ⊕W, 0)→ (RN ⊕W, 0),
where W is an sc-Banach space, so that if P : RN ⊕W → W denotes the
projection, then the germ P ◦ f : O(Rn ⊕W, 0)→ (W, 0) has the form
P ◦ f(a, w) = w −B(a, w)
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for (a, w) close to (0, 0) ∈ Rn ⊕W0. Moreover, for every ε > 0 and m ≥ 0,
we have the estimate
|B(a, w)− B(a, w′)|m ≤ ε · |w − w
′|m
for all (a, w), (a, w′) close to (0, 0) on level m.
We are in the position to define the notion of a Fredholm germ.
Definition 1.39. Let p : W → X be a strong bundle, x ∈ X∞, and f
a germ of an sc-smooth section of p around x. We call (f, x) a Fredholm
germ provided there exists a germ of sc+-section s of p near x satisfying
s(x) = f(x) and such that in suitable strong bundle coordinates mapping x
to 0, the push-forward germ g = Φ∗(f − s) around 0 has a filled version g so
that the germ (g, 0) is equivalent to a germ belonging to Cbasic.
Let us observe that tautologically if (f, x) is a Fredholm germ and s0
a germ of sc+-section around x, then (f + s0, x) is a Fredholm germ as
well. Indeed, if (f − s, 0) in suitable coordinates has a filled version, then
((f − s0)− (s− s0), 0) has as well.
Finally, we can introduce the Fredholm sections of strong M-polyfold
bundles.
Definition 1.40. Let p : W → X be a strong M-polyfold bundle and f ∈
Γ(p) an sc-smooth section. The section f is called polyfold Fredholm section
provided it has the following properties:
(1) f is regularizing.
(2) At every smooth point x ∈ X , the germ (f, x) is a Fredholm germ.
If (f, x) is a Fredholm germ and f(x) = 0, then the linearisation f ′(x) :
TxX → Wx is a linear sc-Fredholm operator. The proof can be found in [10].
If, in addition, the linearization f ′(x) : TxX → Wx is surjective, then our
implicit function theorem gives a natural smooth structure on the solution
set of f(y) = 0 near x as the following theorem from [10] shows.
Theorem 1.41. Assume that p : W → X is a strong M-polyfold bundle and
let f be a Fredholm section of the bundle p. If the point x ∈ X solves f(x) = 0
and if the linearization at this point f ′(x) : TxX → Wx is surjective, there
exists an open neighborhood U of x so that the solution set
SU := {y ∈ U | f(y) = 0}
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has in a natural way a smooth manifold structure induced from X. In addi-
tion, SU ⊂ X∞.
1.5 An Illustration of the Concepts
In Section 3 we shall illustrate the polyfold concept by setting up a proof of
Theorem 1.31 as a polyfold Fredholm problem. It illustrates the analytical
and conceptual difficulties in the study of maps on conformal cylinders which
break apart as the modulus tends to infinity. It also illustrates the notion of
a strong bundle as well as that of a Fredholm section.
We denote by Γ the collection of pairs (a, b) of complex numbers satisfying
ab 6= 0 and |a|, |b| < ε. The size of ε will be determined later. We denote by
X the set consisting of all tuples (a, b, w) in which (a, b) ∈ Γ and the map
w : Za → Zb is a C
1-diffeomorphism of Sobolev class H3 between the two
cylinders and satisfying w(p±a ) = p
±
b . The points p
±
a and p
±
b are the points
corresponding to the boundary points (0, 0) ∈ ∂(R+ × S1) before ‘plumbing’
the half-cylinders. Define the filtration (Xm)m∈N0 on X by declaring that
(a, b, w) belongs to Em if w belongs to H
3+m(Za, Zb).
Proposition 1.42. The space X carries in a natural way a second countable
paracompact topology. For this topology the space is connected. Moreover, X
carries in a natural way the structure of an M-polyfold built on local models
which are open subsets of an sc-Hilbert space where the level m corresponds
to the Sobolev regularity m+ 3.
In other words the space X is locally homeomorphic to open subsets of
an sc-Hilbert space so that the transition maps are sc-smooth.
In the next step we shall “complete” the space X to the space X by
adding elements corresponding to the parameter value a = b = 0. This new
space X will have as local models sc-smooth retracts. Moreover, X will be
connected and will contain X as an open dense subset.
We abbreviate by D = D3,δ0 the collection of pairs (u+, u−) of C1-
diffeomorphisms,
u± : R± × S1 → R± × S1,
having the following properties. The maps u± belong to the space H3loc and
there are constants (d±, ϑ±) ∈ R× S1 and maps r± ∈ H3,δ0(R± × S1,R2) so
that
u±(s, t) = (s+ d±, t+ ϑ±) + r±(s, t).
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Moreover, we require that
u±(0, 0) = (0, 0).
The sc-structure on D is defined by declaring that the m-level Dm consists of
elements of regularity (m+ 3, δm). Then we define the set X as the disjoint
union
X = X
∐
({(0, 0)} × D) ,
in which (0, 0) is the pair (a = 0, b = 0).
Theorem 1.43.
(1) Fix δ0 ∈ (0, 2π). Then the space X possesses a natural paracompact
second countable topology. In this topology the set X is an open sub-
set of X and the induced topology on X coincides with the previously
defined topology on X. Moreover, X is connected.
(2) Fix a strictly increasing sequence (δm)m∈N0 of real numbers staring at
δ0 and satisfying 0 < δm < 2π and fix the exponential gluing profile ϕ
given by ϕ(r) = e
1
r −e. Then there exists a natural M-polyfold structure
on X which induces on X the previously defined M-polyfold structure.
In our discussion of this theorem later on we shall describe some metric
aspects related to this topology which gives a precise meaning of the conver-
gence of elements (a, b, w) to (0, 0, (u+, u−)). The construction of the polyfold
structure on X involves a third kind of splicing which will be explained later.
Variations of this kind of splicings will be used in SFT.
For the following we assume that the sequence (δm) and the exponential
gluing profile ϕ are fixed so that X has a M-polyfold structure. We consider
a smooth family
v 7→ j±(v)
of complex structures on the half-infinite cylinders R± × S1 parametrized
by v belonging to an open neighborhood of 0 in some finite-dimensional
vector space V . Moreover, we assume that j±(v) = i outside of a compact
neighborhood of the boundaries. It induces the complex structure j(a, v) on
the finite cylinder Za if |a| is small enough. Clearly, V ×X is an M-polyfold.
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With points (v, a, b, w) ∈ V ×X satisfying a 6= 0, we can associate maps
z 7→ φ(z) defined on the cylinder Za, whose images
φ(z) : (TzZa, j(v))→ (Tw(z)Zb, i)
are complex anti-linear and belong to the Sobolev space H2. If a = 0 (and
consequently b = 0), then Z0 is the disjoint union
R
+ × S1
∐
R
− × S1
and here we consider two maps z → φ±(z) defined on R±×S1 whose complex
anti-linear images
φ±(z) : (Tz(R
± × S1), j(v))→ (Tu±(z)(R
± × S1), i)
belong to H2loc on R
±×S1 where u± : R±×S1 → R±×S1 are the diffeomor-
phisms of the half cylinders introduced above. Moreover, the maps
(s, t) 7→ φ±(s, t)
∂
∂s
, z = (s, t),
belong to H2,δ0(R±×S1,R2) if the tangent space Tw(z)Zb is identified with R
2.
The collection E of all (v, a, b, w, φ) in which φ is as just described, possesses
a projection map
E → V ×X, (v, a, b, w, φ) 7→ (v, a, b, w),
whose fiber has in a natural way the structure of a Hilbert space. We can
define a double filtration Em,k of E where 0 ≤ k ≤ m + 1. An element
(v, a, b, w, φ) belongs to Em,k provided (v, a, b, w) ∈ V ×Xm and φ is of class
(k + 2, δk).
Theorem 1.44. Having fixed the exponential gluing profile ϕ and the increas-
ing sequence (δm)m∈N0 of real numbers satisfying 0 < δm < 2π, the space E
admits in a natural way the structure of a strong bundle over V ×X.
Finally, we define the section ∂ of the bundle E → V ×X by its principal
part
∂(v, a, b, w) :=
1
2
(Tw + i ◦ (Tw) ◦ j (a, v)) ,
and observe that
∂(v, a, b, w) = 0
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if and only if the map w : (Za, j(a, v), p
+
a , p
−
a )→ (Zb, i, p
+
b , p
−
b ) is biholomor-
phic.
We shall prove in section 3.4 that the Cauchy-Riemann section ∂ is an
sc-smooth Fredholm section of the strong M-polyfold bundle E → V ⊕ X .
By the unformization theorem, there exists for every point (v, a) = (v0, 0) a
unique pair (u+0 , u
−
0 ) of biholomorphic mappings
u±0 : (R
± × S1, j±(v0))→ (R
± × S1, i)
preserving the boundary points (0, 0) ∈ ∂(R±×S1) so that the special point
(v0, 0, 0, u
+
0 , u
−
0 ) ∈ V ⊕X is a solution of ∂(v0, 0, 0, u
+
0 , u
−
0 ) = 0.
As a consequence of the implicit function theorem for polyfold Fredholm
sections in [10], we shall establish near the reference solution biholomorphic
mappings between finite cylinders for (v, a) close to (v0, 0) and a 6= 0. More
precisely, we shall prove the following result.
Theorem 1.45. The Cauchy-Riemann section ∂ of the strong bundle E →
V × X is an sc-smooth polyfold Fredholm section. Its linearization at the
reference solution (v0, 0, 0, u
+
0 , u
+
0 ) ∈ V ⊕ X is surjective and there exists a
uniquely determined sc-smooth map
Φ : Bε(a0)⊕ V → V ⊕X
(a, v) 7→ (v, a, b(a, v), w(a, v))
satisfying (b(0, v0), w(0, v0)) = (0, u
+
0 , u
+
0 ), and solving the Cauchy-Riemann
equation
∂Φ(v, a) = 0.
Moreover, these are the only solutions near the reference solution.
Theorem 1.45 describes, in particular, the smoothness properties of the
family of biholomorphic maps between conformal cylinders which break apart.
Unraveling the M-polyfold structure on X , we shall obtain the following re-
sult, where the set Dm,ε is the space of diffeomorphisms u± : R± × S1 →
R± × S1 of the half-cylinders of the form
u±(s, t) = (s, t) + (d±, ϑ±) + r±(s, t)
where r± have weak derivatives up to order m which weighted by eε|s| belong
to L2(R2 × S1,R2).
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Theorem 1.46. Let (v0, 0) ∈ V ⊕ C be fixed and let
(v, a) 7→ b(v, a) and (v, a) 7→ w(v, a)
be the the germs of maps guaranteed by Theorem 1.45 and defined on some
small open neighborhood O(v0, 0) and where
w(v, a) : (Za, j(a, v), p
+
a , p
−
a )→ (Zb(v,a), i, p
+
b(v,a), p
−
b(v,a)).
is the associated biholomorphic map between the cylinders if a 6= 0.
Then given a constant ∆ > 0, the following holds on a possibly smaller
neighborhood O(v0, 0). There exists a map
(a, v) 7→ w˜(v, a) ∈
⋂
m≥3,0<ε<2π
Dm,ε
having the following properties. For every m ≥ 3 and every 0 < ε < 2π the
map
(v, a) 7→ w˜(v, a) ∈ Dm,ε
is smooth and satisfies
w˜(v, a)(s, t) = w(v, a)(s, t)
for all (s, t) ∈ [0, 1
2
ϕ(|a|) + ∆]× S1. In addition,
w˜(v, a)(s, t) = (s+ d(v,a), t+ ϑ(v,a)).
for s ≥ s(a), that is, for large s where large depends on the gluing parameter
a.
2 Exploring Sc-Smoothness
In chapter 1 we have presented background material and some of the basic
results used in the construction of the polyfold structures in the SFT. Their
proofs in chapter 3 rely on the technical results which we shall prove now in
chapter 2.
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2.1 Basic Results about Abstract Sc-Smoothness
In this subsection we relate sc-smoothness with the more familiar notion of
being C∞ or Ck. In particular, we shall prove Proposition 1.9 and Proposition
1.10. The first result relates the sc1-notion with that of being C1 and provides
an alternative definition of a map between sc-Banach spaces to be of class
sc1.
Proposition 2.1. Let E and F be sc-smooth Banach spaces and let U be
a relatively open subset of a partial quadrant C in E. Then an sc0-map
f : U → F is of class sc1 if and only if the following conditions hold true:
(1) For every m ≥ 1, the induced map
f : Um → Fm−1
is of class C1. In particular, the derivative
df : Um → L(Em, Fm−1), x 7→ df(x)
is a continuous map
(2) For every m ≥ 1 and every x ∈ Um, the bounded linear operator df(x) :
Em → Fm−1 has an extension to a bounded linear operator Df(x) :
Em−1 → Fm−1. In addition, the map
Um ⊕Em−1 → Fm−1, (x, h) 7→ Df(x)h
is continuous.
Proof. It is clear that the conditions (1) and (2) imply that the map f is
sc1. The other direction is more involved and uses the compactness of the
inclusions Em+1 → Em in a crucial way.
Assume that f : U → F is of class sc1. Then the induced map f : U1 → F
is differentiable at every point x with the derivative df(x) = Df(x)|E1 ∈
L(E1, F ). Hence the extension of df(x) : E1 → F to a continuous linear
map E → F is the postulated map Df(x). We claim that the derivative
x 7→ df(x) from U1 into L(E1, F ) is continuous. Arguing indirectly, we find
an ε > 0 and sequences xn → x in U1 and hn of unit norm in E1 satisfying
|df(xn)hn − df(x)hn|0 ≥ ε. (8)
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Taking a subsequence we may assume, in view of the compactness of the
embedding E1 → E0, that hn → h in E0. Hence, by the continuity property,
df(xn)hn = Df(xn)hn → Df(x)h in F0. Consequently,
df(xn)hn − df(x)hn = Df(xn)hn −Df(x)hn → Df(x)h−Df(x)h = 0
in F0, in contradiction to (8).
Next we prove that f : Um+1 → Fm is differentiable at x ∈ Um+1 with
derivative
df(x) = Df(x)|Em+1 ∈ L(Em+1, Fm)
so that the required extension of df(x) is Df(x) ∈ L(Em, Fm). The map
f : U1 → F0 is of class C
1 and df(x) = Df(x)|E1. Since, by continuity
property (2), the map (x, h) 7→ Df(x)h from Um+1⊕Em → Fm is continuous,
we can estimate for x ∈ Um+1 and h ∈ Em+1,
1
|h|m+1
· |f(x+ h)− f(x)−Df(x)h|m
=
1
|h|m+1
·
∣∣∣∣∫ 1
0
[
Df(x+ τh) · h−Df(x) · h
]
dτ
∣∣∣∣
m
≤
∫ 1
0
∣∣∣∣Df(x+ τh) · h|h|m+1 −Df(x) · h|h|m+1
∣∣∣∣
m
dτ.
Take a sequence h → 0 in Em+1. By the compactness of the embedding
Em+1 → Em, we may assume that
h
|h|m+1
→ h0 in Em. By the continuity
property we now conclude that the integrand converges uniformly in τ to
|Df(x)h0 −Df(x)h0|m = 0 as h→ 0 in Em+1. This shows that f : Um+1 →
Fm is indeed differentiable at x with derivative df(x) being the bounded
linear operator
df(x) = Df(x)|Em+1 ∈ L(Em+1, Fm).
The continuity of x 7→ df(x) ∈ L(Em+1, Fm) follows by the argument already
used above, so that f : Um+1 → Fm is of class C
1. This finishes the proof of
the proposition. 
As a consequence of Proposition 2.1 we obtain the following proposition.
Proposition 2.2. If f : U → V is an sck-map, then the induced map f :
U1 → V 1 is also sck.
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Proof. We prove the assertion by induction with respect to k. Assume that
k = 1 and that f : U → V is sc1. Equivalently, f satisfies parts (1) and (2)
of of Proposition 2.1 for all m ≥ 1. This implies that, after replacing E and
F by E1 and F 1 and U by U1, the map f : U1 → F 1 also satisfies the points
(1) and (2) of Proposition 2.1, Applying Proposition 2.1 again, we conclude
that f : U1 → F 1 is sc1.
Now assume that the assertion holds for all sck–maps and let f : U → V
be an sck+1-map. This means that the tangent map Tf : TU → TV is sck.
Then, by induction hypothesis, the tangent map Tf : (TU)1 → (TV )1 is an
sck–map. Since T (U1) = (TU)1 and T (V 1) = (TV )1, we have proved that
Tf : T (U1)→ T (V 1)
is an sck-map. But this precisely means that f : U1 → V 1 is an sck+1–map.
The proof of the proposition is complete. 
Next we study the relationship between the notions of being Ck and sck.
Proposition 2.3. Let U and V be relatively open subsets of partial quadrants
in sc-Banach spaces E and F , respectively. If f : U → V is sck, then for
every m ≥ 0 the map f : Um+k → Vm is of class C
k. Moreover, f : Um+l →
Vm is of class C
l for every 0 ≤ l ≤ k.
Proof. The last statement is a consequence of the former since an sck-map is
also scl-map for 0 ≤ l ≤ k. Now we prove the main statement. Note that it
suffices to show that f : Uk → F0 is of class C
k. Indeed, by Proposition 2.2,
the map f : Um → V m is of class sck and so we can repeat the argument of
Proposition 2.2 for the map f : Um → V m replacing the map f : U → V .
We prove the result by induction with respect to k. If k = 0 the statement
is trivially true and if k = 1 it is just the condition (1) of Proposition 2.1. Now
we assume that result holds for all sck–maps and let f : U → V be an sck+1–
map. In particular, f is of class sck which, by induction hypothesis, implies
that f : Uk → F0 is of class C
k. Also, the tangent map Tf : TU → TF is of
class sck and therefore Tf : (TU)k = Uk+1⊕Ek → TF is of class C
k as well.
Denoting by π : TF = F 1 ⊕ F → F the projection onto the second factor,
we consider the composition
Φ := π ◦ Tf : Uk+1 ⊕ Ek → F, (x, h) 7→ Df(x)h.
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We know that the map Φ is of class Ck. Taking k derivatives but only with
respect to x, we obtain a continuous map
Uk+1 ⊕ Ek → L
k(Ek+1, . . . , Ek+1;F ), (x, h) 7→ (D
k
xΦ)(x, h).
Observing that this map is linear in h ∈ Ek and is continuous, we obtain the
map
Γ : Uk+1 → L
k+1(Ek+1, . . . , Ek+1;F )
defined by
Γ(x) : Ek+1 ⊕ . . .⊕Ek+1 → F, (h1, . . . , hk, h) 7→ (D
k
xΦ)(x, h)(h1, . . . , hk).
We claim that Γ is continuous. Indeed, arguing indirectly we find a point
x in Uk+1, a number ε > 0, and sequence of points (xn, h1,n, . . . , hk,n, hn) ∈
Uk+1⊕Ek+1⊕ . . .⊕Ek+1 so that xn → x in Uk+1, all hm,n and hn have length
1 in the norm |·|k+1, and
|(Γ(xn)− Γ(x))(h1,n, . . . hk,n, hn)|0 ≥ ε > 0. (9)
Since the inclusion Ek+1 → Ek is compact, after perhaps taking a subse-
quence, we may assume that hn → h in Ek. Then (xn, hn) → (x, h) in
Uk+1 ⊕ Ek and, by the continuity,
|DkxΦ)(xn, hn)− (D
k
xΦ)(x, h)|Lk(Ek+1,...,Ek+1;F ) → 0.
This, however, contradicts (9) since
|(Γ(xn)− Γ(x))(h1,n, . . . , hk,n, hn)|0
= |((DkxΦ)(xn, hn)− (D
k
xΦ)(x, hn))(h1,n, . . . , hk,n)|0
≤ |((DkxΦ)(xn, hn)− (D
k
xΦ)(x, hn))|Lk(Ek+1,...,Ek+1;F ).
We shall now prove that f : Uk+1 → F is of class C
k+1 by showing that
the limit of
1
|δx|k+1
[Dkf(x+ δx)−Dkf(x)− Γ(x)(·, δx)]
in L(Ek+1, . . . , Ek+1;F ) is equal to 0. For x ∈ Uk+1, δx ∈ Ek+1 small, and
t ∈ [0, 1], we consider the Ck-map
(t, δx) 7→ Df(x+ tδx)δx.
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Integrating with respect to t, obtain the Ck-map
(x, δx) 7→ f(x+ δx)− f(x).
Differentiating this map k times with respect to x, we find for h1, . . . , hk ∈
Ek+1 that
Dkf(x+ δx)(h1, . . . , hk)−D
kf(x)(h1, . . . , hk)
= Dkx(f(x+ δx)− f(x))(h1, . . . , hk)
= Dkx
(∫ 1
0
(Df(x+ tδx)δx)dt
)
(h1, . . . , hk)
=
∫ 1
0
Dkx((Df(x+ tδx)δx)(h1, . . . , hk)dt
=
∫ 1
0
Γ(x+ tδx)(h1, . . . , hk, δx)dt.
Hence
1
|δx|k+1
· [(Dkf(x+ δx)−Dkf(x)))(h1, . . . , hk)− Γ(x)(h1, . . . , hk, δx)]
=
∫ 1
0
[(
Γ(x+ tδx)− Γ(x)
)
(h1, . . . , hk,
δx
|δx|k+1
)
]
dt.
Letting δx → 0 in Ek+1 and using continuity of the map Γ : Uk+1 →
L(Ek+1, . . . , Ek+1;F ), we conclude that the left-hand side above converges
to 0 in L(Ek+1, . . . , Ek+1;F ). Consequently, f : Uk+1 → F is of class C
k+1
and the proof of Proposition 2.3 is complete. 
The next result is very useful in proving that a given map between sc-
Banach spaces is sc-smooth.
Proposition 2.4. Let E and F be sc-Banach spaces and let U be a relatively
open subsets of partial quadrants in E. Assume that for every m ≥ 0 and
0 ≤ l ≤ k the map f : U → V induces a map,
f : Um+l → Fm,
which is of class C l+1. Then f is sck+1.
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Proof. The proof is by induction with respect to k. In order that the induc-
tion runs smoothly we have to prove slightly more. Here is our inductive
assumption:
(Sk). If a map f : U → F induces maps f : Um+l → Fm of class C
l+1
for all m ∈ N0 and 0 ≤ l ≤ k, then f is of class sc
k+1. Moreover, if
π : T k+1F → F l denotes the projection onto a factor F l of T k+1F , then the
composition π ◦ T k+1f : T k+1U → F l is a linear combination of maps of the
following type,
Γ : Uk+1 ⊕ En1 ⊕ . . .⊕Enj → F l
(x1, xk1 , . . . , xkj ) 7→ d
j(x1)(xk1 , . . . , xkj),
where x1 ∈ Uk+1, xki ∈ Eni and where the nonnegative indices j, k, l and ni
satisfy j + l − 1 ≤ ni ≤ k.
We start the proof with k = 0. By assumption, f : U0 → F0 is of class C
1.
For x1 ∈ U1, we define the map Df(x1) : E0 → F0 by Df(x1)x2 = df(x1)x2
where df(x1) is the linearization of f : U0 → F0 at the point x1. Then
Df(x1) ∈ L(E0, F0) and as a map from E1 → F0, the map Df(x1) is the
derivative of f : U1 → F0 at the point x1. The tangent map Tf : TE → TF
is, by definition, given by
Tf(x1, x2) = (f(x1), df(x1)x2).
Since the tangent map is continuous, we have proved that f is sc1. If π is
a projection onto any factor of TF , then the composition π ◦ Tf is either
the map E1 → F 1 given by x1 7→ f(x1) or the map π ◦ Tf : E
1 ⊕ E → F
defined by π ◦ Tf(x1, x2) = df(x1)x2. Both maps are of the required form
and the indices satisfy the required inequalities. This finishes the proof of
the statement (S0).
Next we assume that we have established (Sk) and let f : U → F be a map
such that f : Um+l → Fm is of class C
l+1 for all m ∈ N0 and 0 ≤ l ≤ k + 1.
In particular, since the map f satisfies the statement (Sk), it is of class
sck+1 and, in addition, the compositions π ◦ T k+1f : T k+1E → F l are linear
combinations of maps of types described in (Sk). We have to show that f is
sck+2 and to do this we show that the tangent map T k+1f is sc1. It suffices
to show that any of the terms making up the composition π ◦ T k+1f is sc1.
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Hence we consider the map Γ : Uk+1 ⊕ En1 ⊕ . . .⊕Enj → F l given by
Γ(x1, xk1 , . . . , xkj ) = d
j(x1)(xk1 , . . . , xkj) (10)
with x1 ∈ Uk+1, xki ∈ Eni and the indices satisfying j + l − 1 ≤ ni ≤ k.
Given (x1, xk1 , . . . , xkj ) ∈ U
k+2 ⊕En1+1 ⊕ . . .⊕Enj+1, the candidate for the
linearization
DΓ(x1, xk1, . . . , xkj) : E
k+1 ⊕ En1 ⊕ . . .⊕Enj → F l
is the map defined by
dj+1f(x1)(δx1, xk1 , . . . , xkj ) +
j∑
i=1
djf(x1)(xk1 , . . . , δxki, . . . , xkj ). (11)
The map in (11) is well-defined. Indeed, by assumption j + l − 1 ≤ n1 ≤ k,
so that the map f : U j+l−1 → F l is of class Cj . Since Ek ⊂ Eni ⊂ Ej+l−1, it
follows that the map
Eni 7→ F l, δxki 7→ d
jf(x1)(xk1 , . . . , δxki, . . . xkj )
is a bounded linear map. Similarly, since j + l − 1 ≤ ni ≤ k, we have
j+ l ≤ ni+1 ≤ k+1 and that U
k+2⊕Ek+1⊕En1+1⊕ . . .⊕Enj+1 ⊂ U j+l⊕
Ej+l⊕ . . .⊕Ej+l. Since by our inductive assumption the map f : U j+l → F l
is of class Cj+1, it follows that for given (xk1 , . . . , xkj ) ∈ E
n1+1⊕ . . .⊕Enj+1,
the map Uk+1 → F l defined by x1 7→ d
jf(x1)(xk1, . . . , xkj ) is of class C
1
which implies that the first term in (11) defines a bounded linear map
Ek+1 7→ F l, δx1 7→ d
j+1f(x1)(δx1, xk1, . . . , xkj ).
Hence the map DΓ(x1, xk1, . . . , xkj ) : E
k+1⊕En1 ⊕ . . .⊕Enj → F l defines a
bounded linear operator and, as a map from Ek+2⊕En1+1⊕. . .⊕Enj+1 → F l,
it is the derivative of Γ : Uk+2 ⊕ En1+1 ⊕ . . . ⊕ Enj+1 → F l. Moreover, the
evaluation map
DΓ : Uk+2 ⊕En1+1 ⊕ . . .⊕Enj+1 ⊕ Ek+1 ⊕En1 ⊕ . . .⊕ Enj → F l
(x1, xk1 , . . . , xkj , δx1, δxk1, . . . δxkj ) 7→ DΓ(x1, xk1 , . . . , xkj , δx1, δxk1, . . . δxkj )
is continuous. So, the map Γ is sc1 and hence the tangent map T k+1f :
T k+1E → T k+1F is of class sc1. We have proved that f : U → F is of class
sck+2. The tangent map T k+2f : T k+2E → T k+2F is of the form
T k+2f(x1, . . . , x2k+2)
= (T k+1f(x1, . . . , x2k+1), DT
k+1f(x1, . . . , x2k+1)(x2k+1+1, . . . , x2k+2).
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We consider the composition π ◦ T k+2f . If π is a projection onto the first
2k summands we see the terms guaranteed by the induction hypothesis (Sk)
but now with the index of the spaces raised by one. If π is a projection
onto any of the last 2k factors, the previous discussion shows that they are
linear combinations of the maps occurring in (11). Denote the new indices
by j′, k′, l′ and n′i. Then in case of the map d
j+1f(x1)(δx1, xk1 , . . . , xkj ) in
(11). we have k′ = k + 1, j′ = j + 1, l′ = l and n′1 = k + 1 and n
′
i+1 = ni + 1
for i = 1, . . . , j. For the map djf(x1)(xk1 , . . . , δxki, . . . , xkj), we have k
′ =
k + 1, j′ = j, l′ = l and n′i = ni and n
′
s = ns + 1 for s 6= i. One checks that
the new indices satisfy the required inequalities. Hence (Sk+1) holds and the
proof of Proposition 2.4 is complete. 
There is a useful corollary to Proposition 2.4.
Corollary 2.5. Let U ⊂ C ⊂ E be a relatively open subset of a partial
quadrant in the sc-Banach space E. Assume that f : U → RN is a map so
that for some k and all 0 ≤ l ≤ k the map f : Ul → R
N belongs to C l+1.
Then f is sck+1.
2.2 Actions by Smooth Maps, Proof of Theorem 1.26
This section is devoted to the proof of Theorems 1.26. We recall the set-up.
Denoting by D the closed unit-disk in C and by V an open neighborhood of
the origin 0 in Rn, we consider a smooth map
V ×D → D, (v, x) 7→ φv(x)
satisfying φ0(0) = 0. We equip the Hilbert space E = H
3(D,RN) with the
sc-structure Em = H
3+m(D,RN) and introduce the map
Φ : V ⊕ E → E, (v, u) 7→ u ◦ φv.
Since φv : D → D is smooth, the map Φ preserves the levels. In the following
we shall refer to the map Φ as to an “action by smooth maps”.
Theorem 2.6. The above map Φ : V ⊕E → E is sc-smooth.
Proof. We proceed by induction. Here is our inductive hypothesis:
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(Sk). The map
Φ : V ⊕ E → E, (v, u) 7→ u ◦ φv
is sck and for every projection π : T kF → Ej onto a factor of T kE, the
composition π ◦ T kΦ is a finite linear combination of maps of the form
V ⊕ Em ⊕ (Rn)p → Ej, (v, h, a1, . . . , ap) 7→ Φ(v,D
αh) · f(v, a1, . . . , ap)
where f : V ⊕ (Rn)p ×D → R is a smooth function which is linear in every
variable ai. Moreover, |α| ≤ m− j and p ≤ k.
In the case k = 0, there is exactly one projection π : T 0E = E → E,
namely the identity map. So, the composition π◦Φ = Φ has the required form
with m = j = 0, α = (0, 0), and f ≡ 1, where the empty product of ai’s is
defined as being 1. To prove that Φ is sc0, we fix a point (v0, u0) ∈ V ⊕Em,
and, for given r > 0, we choose a smooth map w0 : D → R
N satisfying
|u0 − w0|m ≤ r. Then we estimate
|Φ(v, u)− Φ(v0, u0)|m ≤ |Φ(v, u)− Φ(v, w0)|m + |Φ(v, w0)− Φ(v0, w0)|m
+ |Φ(v0, w0)− Φ(v0, u0)|m
=: I + II + III.
For v close enough to v0, the map Em → Em defined by h 7→ h ◦ φv is a
bounded linear operator with uniformly bounded norm by a constant C which
only depends on an arbitrarily fixed small neighborhood of v0. Consequently,
we obtain the following estimates for the terms I and III,
I ≤ C · |u− w0|m ≤ C · |u− u0|m + C · |u0 − w0|m ≤ C · |u− u0|+ C · r
and
III ≤ C · |u0 − w0|m ≤ C · r.
Since w0 and (v, x) 7→ φv(x) are smooth, it follows immediately that D
α(w0 ◦
φv)→ D
α(w ◦ φv0) as v → v0. In particular, w0 ◦ φv → w ◦ φv0 in Em which
implies that
II → 0, as v → v0.
The number r can be chosen to be as small as we wish, so that our estimates
show that Φ is continuous on every level m, that is, the map Φ is of class
sc0. So, (S0) holds.
To simplify the further steps, it turns out to be useful to first prove (S1).
We write s + it for the coordinates on C and introduce the notation φv =
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(Av, Bv) where the maps V × D → R, (v, x) 7→ Av(x) and (v, x) 7→ Bv(x)
are smooth. The derivatives of Av and Bv with respect to the variable v are
denoted by DAv and DBv, respectively.
The candidate for the linearization DΦ(v, u) : V ⊕ E → E at the point
(v, u) ∈ V ⊕ E1 is given by
DΦ(v, u)(a, h) = Φ(v, h) + Φ(v, us) ·DAv · a+ Φ(v, ut) ·DBv · a (12)
where (a, h) ∈ V ⊕ E.
Recalling that Φ is sc0 and observing that the maps E1 → E defined
by u 7→ us, ut are sc-operators and the functions V × D → R defined by
(v, x) 7→ DAv(x) · a,DBv(x) · a are smooth, we see that the map
T (V ⊕ E)→ TF, (v, u, a, h) 7→ (Φ(v, u), DΦ(v, u)(a, h)), (13)
is sc0 where DΦ(v, u)(a, h) is defined by (12).
It remains to show that the right-hand side of (12) defines the lineariza-
tion of Φ. With (v, u, a, h) ∈ T (V ⊕ E), we have
Φ(v + a, u+ h)− Φ(v, u)−DΦ(v, u)(a, h)
= Φ(v + a, h)− Φ(v, h)
+
∫ 1
0
[Φ(v + τa, us)DAv+τa · a− Φ(v, us)DAv · a] dτ
+
∫ 1
0
[Φ(v + τa, ut)DBv+τa · a− Φ(v, ut)DBv · a] dτ
= I + II + III.
We have used the formula
Φ(v + a, u)− Φ(a, u) =
∫ 1
0
d
dτ
Φ(v + τ · a, u) dτ.
We consider the term I. Since Φ is linear with respect to the second variable,
we have
1
|a|+ |h|1
·|Φ(v+a, h)−Φ(v, h)|0 =
|h|1
|a|+ |h|1
·
∣∣∣∣Φ(v + a, h|h|1
)
− Φ
(
v,
h
|h|1
)∣∣∣∣
0
for h 6= 0. The inclusion E1 → E0 is compact and hence we may assume that
h
|h|1
→ h0 in E0. Since Φ is sc
0, we conclude that
1
|a|+ |h|1
· |Φ(v + a, h)− Φ(v, h)|0 → 0
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as |a|+ |h|1 → 0. Next we consider the second term II. We have, for a 6= 0,
1
|a|+ |h|1
∣∣∣∣∫ 1
0
[Φ(v + τa, us)DAv+τa · a− Φ(v, us)DAv · a] dτ
∣∣∣∣
0
≤
|a|
|a|+ |h|1
∫ 1
0
∣∣∣∣Φ(v + τa, us)DAv+τa · a|a| − Φ(v, us)DAv · a|a|
∣∣∣∣
0
dτ
Since Φ is sc0 and (v, x) 7→ DAv(x) is smooth, we conclude that the above
expression converges to 0 as |a|+ |h|1 → 0. The same holds for the term III.
Thus,
1
|a|+ |h|1
· |Φ(v + a, u+ h)− Φ(v, u)−DΦ(v, u)(a, h)|0 → 0
as |a| + |h|1 → 0 so that the right-hand side of (12) indeed defines the
linearization of Φ in the sense of Definition 1.8. Moreover, the tangent map
TΦ : T (V ⊕ E) → TE given by (13) is sc0. Summing up, the map Φ is
sc1. From (12), if follows that the compositions of the tangent map TΦ
with projections π onto factors of TE are linear combinations of maps of the
required form. This completes the proof of (S1).
Next we assume that the assertion (Sk) has been proved and claim that
(Sk+1) also holds. It suffices to show that the compositions of the iterated
tangent map T kΦ : T k(V ⊕ E) → T kE with the projections π : T kE → Ej
onto the factors of T kE are sc1 and their linearizations have the required
form. By induction hypothesis, π ◦ T kΦ is the linear combination of maps
having the particular forms, and it suffices to show that our claim holds for
each of these maps. Accordingly, we consider the map
Ψ : V ⊕Em ⊕ (Rn)p → Ej , (v, h, a) 7→ Φ(v,Dαh) · f(v, a, ·)
where we have abbreviated a = (a1, . . . , ap). The function f : V × (R
n)p ×
D → R is smooth and linear in each variable ai. Moreover, |α| ≤ m− j and
p ≤ k. Observe the the map Ψ is the composition of the following maps.
The map Em → Em−|α| defined by h 7→ Dαh is an sc-operator and hence
sc-smooth, it is composed with the map
Φ : V ⊕ Em → Ej, (v, u) 7→ Φ(v, u)
which we already know is of class sc1. By the chain rule, this composition
is at least of class sc1. So, multiplication of this composition by a smooth
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function V ⊕ (Rn)p → R defined by (v, a) 7→ f(v, a, ·) gives an sc1–map.
Having established that Ψ is sc1, it remains to show that the compositions
π ◦ TΨ of the tangent map TΨ : T (V ⊕ Em ⊕ (Rn)p) → T (F j) with the
projections onto factors of T (F j) are linear combinations of maps of the
required form. The tangent map is given by
TΨ(v, h, a, δv, δh, δa) = (Ψ(v, h, a), DΨ(v, h, a)(δv, δh, δa))
where (v, h, a) ∈ V ⊕ Em+1 ⊕ (Rn)p and (δv, δh, δa) ∈ Rn ⊕ Em ⊕ (Rn)p. If
π : T (Ej) = Ej+1 ⊕ Ej → Ej+1 is the projection onto the first factor, then
π ◦ TΨ = Ψ and this map, in view of inductive hypothesis, has the form as
required in (Sk) but with the indices m and j raised by 1. So, we consider
the projection onto the second factor and the map π ◦ TΨ = DΨ. Using the
chain rule and the linearization of Φ given by (12), the linearization DΨ is a
linear combination of the following four types of maps:
(1) V ⊕ Em ⊕ (Rn)p → F ,
(v, δh, a) 7→ Φ(v,Dα(δh)) · f(v, a).
(2) V ⊕ Em+1 ⊕ (Rn)p+1 → F ,
(v, h, (δv, a)) 7→ Φ(v,Dα+(1,0)h) · (DAv · δv)f(v, a)
and
(v, h, (δv, a)) 7→ Φ(v,Dα+(0,1)h) · (DBv · δv)f(v, a).
(3) V ⊕ Em+1 ⊕ (Rn)p+1 → F ,
(v, h, a) 7→ Φ(v,Dαh) ·Dvf(v, a) · δv.
(4) V ⊕ Em+1 ⊕ (Rn)p+1 → F ,
(v, h, (a, δai)) 7→ Φ(v,D
αh) · f(v, (a1, . . . , δai, . . . , ap))
for every 1 ≤ i ≤ p.
These types are all of the desired form. Having verified the statement (Sk+1),
the proof of Theorem 1.26 is complete. 
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We mention a related result which has application in the constructions
of SFT. We assume that V is an open neighborhood of 0 in Rn and let the
following data be given:
(1) Smooth maps c : V → R and d : V → S1.
(2) A smooth map
V × (R+ × S1)→ R2, (v, (s, t)) 7→ rv(s, t)
where the function
rv : V → H
m,ε(R+ × S1)
is smooth for every m ≥ 3 and every ε ∈ (0, 2π).
(3) If v ∈ V and (s, t) ∈ R+ × S1, then
(s+ c(v), t+ d(v)) + rv(s, t) ∈ R
+ × S1.
For every v ∈ V , define the map φv : R
+ × S1 → R+ × S1 by
φv(s, t) = (s+ c(v), t+ d(v)) + rv(s, t).
Given a strictly increasing sequence (δm)m∈N0 of real numbers satisfying 0 <
δ0 < δm < 2π , we equip the Banach space
E = H3,δ0(R+ × S1,RN)
with the sc-structure defined by E = H3+m,δm(R+ × S1,RN). We also define
the Banach space Ê by
Ê := RN +H3,δ0(R+ × S1,RN).
A map u : R+ × S1 → RN belongs to Ê if it belongs to H3loc and if there
exists a constant c ∈ Rn satisfying u− c ∈ H3,δ0(R+× S1,RN) so that u can
be written as u = c + (u− c) ∈ RN +H3,δ0(R+ × S1,RN).
Theorem 2.7. Let φv be as described above. Then the composition
Ψ : V ⊕E → E, (v, u) 7→ u ◦ φv
is well-defined and sc-smooth. The same result is true if we replace E by Ê.
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The proof is in its structure quite similar to the previous proof. It is clear
that the result follows for Ê once it is proved for E. One first shows that
Ψ is sc0. Fixing an m one should recall that compactly supported smooth
maps are dense in Em. For a compactly supported map w0 the convergence
Ψ(v, w0) → Ψ(v0, w0) in Em as v → v0 is obvious. Then one easily verifies
that for v in a suitable open neighborhood of v0 there is a uniform bound of
the operator norm of Ψ(v, ·). From this point on we can argue as in a previous
proof to obtain continuity. Next one proves that Ψ is sc1 and proceeds by
induction. We leave the details to the reader.
2.3 A Basic Analytical Proposition
We continue with our study of sc-smoothnees. We denote by ϕ the exponen-
tial gluing profile
ϕ(r) = e
1
r − e, r > 0.
With the nonzero complex number a (gluing parameter) we associate the
gluing angle ϑ ∈ S1 and the gluing length R via the formulae
a = |a|e−2πiϑ and R = ϕ(|a|).
Note that R→∞ as |a| → 0.
We denote by L the Hilbert sc-space L2(R × S1,RN) equipped the sc-
structure (Lm)m∈N0 defined by Lm = H
m,δm(R × S1,RN), where (δm) is a
strictly increasing sequence starting with δ0 = 0. Let us also introduce the
sc-Hilbert spaces F = H2,δ0(R × S1,RN) with the sc-structure whose level
m corresponds to the Sobolev regularity (m + 2, δm). Here δ0 > 0 and (δm)
is a strictly increasing sequence starting with δ0. Finally we introduce the
sc-Hilbert space E = H3,δ0(R × S1,RN) whose level m corresponds to the
regularity (m+ 3, δm) and the sequence (δm) is as in the F -case.
With these data fixed we prove the following proposition. The proposition
has many applications. In particular, it will be used in Section 3.2 in order
to prove that the transition maps between local M-polyfolds are sc-smooth.
Proposition 2.8. The following four maps
Γi : B 1
2
⊕G→ G, i = 1, . . . , 4,
where G = L, G = F or G = E, are sc-smooth.
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(1) Let f1 : R → R be a smooth function which is constant outside of a
compact interval so that f1(+∞) = 0. Define
Γ1(a, h)(s, t) = f1
(
s−
R
2
)
h(s, t)
if a 6= 0 and Γ1(0, h) = f(−∞)h if a = 0.
(2) Let f2 : R→ R be a compactly supported smooth function. Define
Γ2(a, h)(s, t) = f2
(
s−
R
2
)
h(s− R, t− ϑ)
if a 6= 0 and Γ2(0, h) = 0 if a = 0.
(3) Let f3 : R → R be a smooth function which is constant outside of a
compact interval and satisfying f3(∞) = 0. Define
Γ3(a, h)(s
′, t′) = f3
(
−s′ −
R
2
)
h(s′, t′)
if a 6= 0 and Γ3(0, h) = f3(−∞)h if a = 0.
(4) Let f4 : R→ R be a smooth function of compact support and define
Γ4(a, h)(s
′, t′) = f4
(
−s′ −
R
2
)
h(s′ +R, t′ + ϑ)
if a 6= 0 and Γ4(0, h) = 0 if a = 0.
Let us first note that we only have to prove the proposition in the case
G = L, since the other cases are obtained by taking the sequence (δm) for
the L-case and raising the index by 2 in the case G = F and by 3 in the
case G = E. The key point in the proof is the following. The gluing length
R as well as the gluing angle ϑ are functions of the gluing parameter a.
As long as a 6= 0 these functions are smooth. However, as a → 0 their
derivatives blow-up.To achieve sc-smoothness as stated in Proposition 2.8, it
is important that the other terms occurring in the formulae have a sufficient
decay behavior. There the assumption on exponential decays, as well as the
filtration by levels comes in. We will only consider the maps Γ1 and Γ2, the
proofs for the maps Γ3 and Γ4 are quite similar and left to the reader. The
proof will require several steps and takes the rest of this section. In the first
step we prove the sc0-property.
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Lemma 2.9. The maps Γ1 and Γ2 are sc
0.
Proof. Since, in view of Proposition 4.1, the shift operator is sc0, the only
difficulty can arise at a = 0. We begin with the map Γ1. We may assume
without loss of generality that f1(−∞) = 1 so that Γ1(0, h) = h for every
h ∈ L. Fix a level m and observe that
|Γ1(a, h)|m ≤ C
′ ·
[
max
0≤k≤m
sup
R
|f (k)|
]
· |h|m = C|h|m (14)
with the constant C = C ′ ·
[
max0≤k≤m supR|f
(k)|
]
independent of a and h.
The smooth compactly supported maps are dense in Lm for every m.
If u0 a smooth compactly supported function and |a| is sufficiently small,
then Γ1(a, u0) = u0. Given h0 ∈ Lm and ε > 0, we choose a smooth com-
pactly supported function u0 satisfying |u0 − h0|m ≤ ε. Then, recalling that
Γ1(0, h0) = h0 and using (14), we have, with |a| sufficiently small, the follow-
ing estimate,
|Γ1(a, h)− Γ1(0, h0)|m = |Γ1(a, h)− h0|m
= |Γ1(a, h)− Γ1(a, h0) + Γ1(a, h0)− Γ1(a, u0) + u0 − h0|m
≤ |Γ1(a, h)− Γ1(a, h0|m + |Γ1(a, h0)− Γ1(a, u0)|m + |u0 − h0|m
≤ C|h− h0|m + (C + 1)|u0 − h0|m.
So, if |h− h0|m < ε, then
|Γ1(a, h)− Γ1(0, h0)|m < (2C + 1)ε
which proves continuity of Γ1 at (0, h0) on level m.
The sc0-property of the map Γ2 is more involved. Again, the difficulty
arises at a = 0. We fix a level m and first show that the norm of Γ2(a, h) is
uniformly bounded with respect to a close to 0. By assumption, the support
of f2 is contained in the interval [−A,A]. If a is sufficiently small, then
[−A − R
2
, A − R
2
] ⊂ (−∞, 0] and [−A + R
2
, A + R
2
] ⊂ [0,∞), respectively.
Assuming h ∈ Lm, we estimate the norm |Γ2(a, h)|m. The square of the
norm |Γ2(a, h)|m is equal to the sum of the integrals
Iα =
∫
ΣR
∣∣∣∣Dα(f2(s− R2
)
h(s− R, t− ϑ)
)∣∣∣∣2 e2δm|s| dsdt (15)
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with |α| ≤ m and where we have abbreviated ΣR = [−A +
R
2
, A + R
2
] × S1.
Denoting by C a generic constant independent of a and h, we estimate the
integral Iα in (15) as follows
Iα ≤ C
∫
ΣR
|Dαh(s−R, t− ϑ)|2e2δms dsdt
≤ C
∫
Σ−R
|Dαh(s, t)|2e2δm(s+R) dsdt
= C
∫
Σ−R
|Dαh(s, t)|2e−2δmse2δm(2s+R) dsdt
≤ e4δmAC
∫
Σ−R
|Dαh(s, t)|2e−2δms dsdt
≤ e4δmAC · |h|2m.
Hence
|Γ2(a, h)|m ≤ e
2δmAC · |h|m (16)
where C is a constant independent of a and h. Now if u0 is a smooth com-
pactly supported map and a is sufficiently small, then Γ2(a, u0) = 0. Given
h0 and ε > 0, we choose a smooth compactly supported map u0 so that
|h0 − u0|m < ε. Using the estimate (16), we compute for |a| small and
h ∈ Lm satisfying |h− h0|m < ε,
|Γ2(a, h)− Γ2(0, h0)|m = |Γ2(a, h)|m
= |Γ2(a, h)− Γ2(a, h0) + Γ2(a, h0)− Γ2(a, u0)|m
≤ |Γ2(a, h)− Γ2(a, h0)|m + |Γ2(a, h0)− Γ2(a, u0)|m
≤ CeδmA
(
|h− h0|m + |h0 − u0|m
)
< 2CeδmAε,
showing that Γ2 is continuous at (0, h0) on level m. This completes the proof
of the lemma. 
Next we derive decay estimates. The constants dm+k,m in the lemma are
defined, for every pair of nonnegative integers (m, k), as the differences
dm+k,m :=
1
2
(δm+k − δm).
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Lemma 2.10. For every pairs (m, k) of nonnegative integers, there exists a
constant C = C(m, k) > 0 independent of h and a so that
|h− Γ1(a, h)|m ≤ C · e
−dm+k,m·R · |h|m+k
|Γ2(a, h)|m ≤ C · e
−dm+k,m·R · |h|m+k
for all h ∈ Lm+k. Here R = ϕ(|a|).
Proof. We begin with the map Γ1. Again we assume that f1(−∞) = 1. The
function f = 1 − f1 satisfies f(s) = 0 for s ≪ 0 and f(+∞) = 1 and we
study the map Γ(a, h) = h− Γ1(a, h) which is defined by
Γ(a, h)(s, t) = f
(
s−
R
2
)
h(s, t).
The support of f(· − R
2
) is contained in [−A+ R
2
,∞) and hence contained in
[0,∞) if a is sufficiently small. For such an a and for h ∈ Lm+k, the square
of the norm |Γ(a, h)|m is the sum of the integrals
Iα =
∫
ΣR
∣∣∣∣Dα(f (s− R2
)
h(s, t)
)∣∣∣∣2 e2δms dsdt
with |α| ≤ m. Here we have abbreviated ΣR = [−A +
R
2
,∞) × S1. Then,
with C denoting a generic constant independent of a and h, we estimate
Iα ≤ C
∑
|β|≤|α|
∫
ΣR
|Dβh(s, t))|2e2δms dsdt
= C
∑
|β|≤|α|
∫
ΣR
|Dβh(s, t))|2e2δm+ks−4dm+k,ms dsdt
≤ Ce−2dm+k.mR
∑
|β|≤|α|
∫
ΣR
|Dβh(s, t))|2e2δm+ks dsdt
≤ Ce−2dm+k.mR · |h|2m+k
Since |Γ(a, h)|2m =
∑
|α|≤m Iα, we obtain the required estimate,
|Γ(a, h)|m ≤ Ce
−dm+k.mR · |h|m+k
for a sufficiently small and h ∈ Lm+k with some constant C independent of
a and h. This is exactly the required estimate.
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We turn to the map Γ2. The support of f2 is contained in [−A,A] for
some A > 0. Hence, the support of f2(· −
R
2
) is contained in the interval
[−A+ R
2
, A+ R
2
]. Moreover, if |a| is sufficiently small, then [−A− R
2
, A− R
2
] ⊂
(−∞, 0] and [−A+ R
2
, A+ R
2
] ⊂ [0,∞). We estimate the square of the norm
|Γ2(a, h|m for h ∈ Lm+k and sufficiently small |a|. The square of the norm
|Γ2(a, h|m is equal to the sum of the integral expressions
Iα =
∫
ΣR
∣∣∣∣Dα(f2(s− R2
)
h(s−R, t− ϑ)
)∣∣∣∣2 e2δms dsdt
with |α| ≤ m and where ΣR denotes the finite cylinder [−A+
R
2
, A+ R
2
]×S1.
With C denoting a generic constant not depending on a and h, the integral
Iα can be estimated as follows,
Iα ≤ C
∫
ΣR
|Dαh(s− R, t− ϑ)|2e2δms dsdt
= C
∫
Σ−R
|Dαh(s, t)|2e2δm(s+R) dsdt
= C
∫
Σ−R
|Dαh(s, t)|2e−2δm+ks+2(δm+δm+k)s+2δmR dsdt
≤ C
∫
Σ−R
|Dαh(s, t)|2e−2δm+kse2(δm+δm+k)(A−
R
2
)+2δmR dsdt.
≤ Ce−2dm+k,mR
∫
Σ−R
|Dαh(s, t)|2e−2δm+ks dsdt
≤ Ce−2dm+k,mR|h|2m+k.
Thus,
|Γ2(a, h)|m ≤ Ce
−dm+k,mR|h|m+k
for all a sufficiently small and h ∈ Lm+k. The constant C is independent of
a and h. The proof of Lemma 2.10 is complete. 
From the sc-smoothness of the shift-map proved in Proposition 4.2 we
conclude the following lemma.
Lemma 2.11. The maps R⊕ L→ L, defined by
(R, u) 7→ f1(· −
R
2
)u
(R, v) 7→ f2(· −
R
2
)v(· − R, · − ϑ),
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are sc-smooth.
We will need estimates for the derivative of the functions a 7→ R(a) =
e
1
|a| − e, where a = |a| · e−2πiϑ. In view of Lemma 4.6 proved in Appendix 4.2
we have the following estimates.
Lemma 2.12. For every multi-index α = (α1, α2), there exists a constant C
such that
|DαR(a)| ≤ C · R(a) · [ln(R(a))]2|α|
for 0 < |a| < 1
2
.
Let us continue with the study of the map
Γ1 : B 1
2
⊕ L→ L, Γ1(a, u) = f1
(
· −
R
2
)
· u.
As already done before we assume that f1(−∞) = 1 and study, rather than
Γ1, the map Γ(a, u) = u− Γ1(a, u) which has the form
Γ(a, u) = f
(
· −
R
2
)
· u
where f = 1− f1.
Let us denote by R(a), for a 6= 0, any product of derivatives of the kind
R(a)(a1, . . . , an) = (D
n1R)(a)(a1, . . . , an1) · . . . · (D
nlR)(a)(akl−1+1, . . . , an)
where n = n1 + . . . + nl and (a1, . . . , an) ∈ C
n. We call the integer n the
order of R(a). We define R(a) of order 0 to be the constant function equal
to 1. To prove the sc-smoothness of Γ, we need a structural statement about
the form of T kΓ for a 6= 0.
Lemma 2.13. Assume that π : T kL → Lj is the projection onto a factor
of T kL. Then, for a 6= 0, the composition π ◦ T kΓ : T kL → Lj is a linear
combination of maps
A : (B 1
2
\ {0})⊕ Cn ⊕ Lm → Lj
of the form
(a, h, w) 7→ R(a)(h) · f (p)
(
s−
R
2
)
· w, (17)
h = (h1, . . . , hn) ∈ C
n and R(a) has order n. Moreover, the following in-
equalities hold
p ≤ m− j and n ≤ k.
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Proof. We prove the lemma by induction with respect to k starting with
k = 0. In this case, the statement is trivially satisfied since T 0Γ = Γ so that
R(a) = 1, n = p = 0, and j = m = 0. We assume that the statement has
been proved for k and verify that it holds for k + 1. If π : T k+1L → Lj is a
projection onto one of the first 2k factors we know that terms of π◦T k+1Γ have
the required form by induction hypothesis. The only thing which is different
is that the indices m and j are both raised by one (recall the definition of
the tangent). If π : T k+1L → Lj projects onto one of the last 2k factors,
the terms of π ◦ T k+1Γ are the linear combinations of derivatives of maps
guaranteed by the induction hypothesis. Hence we take a map of the form
(17) and differentiate in the sc-sense. For (a, h, w, δa, δh, δw) ∈ T ((B 1
2
\
{0})⊕Cn⊕Lm) = (B 1
2
\ {0})⊕Cn⊕Lm+1⊕C⊕Cn⊕Lm we obtain a linear
combination of maps of the following four types:
(1) B 1
2
⊕ Cn+1 ⊕ Lm+1 → Lj ,
(a, (δa, h), w) 7→ R′(a)(δa, h)f (p)
(
s−
R
2
)
· w
where all the occurring R′(a) have order n′ = n + 1. Here j′ = j,
m′ = m+ 1, and n′ = n+ 1 so that p′ ≤ m′ − j′ and n′ ≤ k + 1.
(2) B 1
2
⊕ Cn ⊕ Lm+1 → Lj ,
(a, (h1, . . . , δhi, . . . , hn), w) 7→ A(a, (h1, . . . , δhi, . . . , hn), w).
Here j′ = j, p′ = p, m′ = m + 1 and n′ = n + 1 so that p′ ≤ m′ − j′
and n′ ≤ k + 1.
(3) B 1
2
⊕ Cn+1 ⊕ Lm+1 → Lj ,
(a, (δa, h), w) 7→ R1(a)(δa, h) · f
(p+1)
(
s−
R
2
)
· w
where R1(a)(δa, h) = (DR(a)(δa))R(a)(h) so that its order is equal to
n′ = n + 1. Moreover, p′ = p + 1, m′ = m + 1, and j′ = j. Again,
p′ ≤ m′ − j′ and n′ ≤ k + 1.
(4) B 1
2
⊕ Cn ⊕ Lm → Lj ,
(a, h, δw) 7→ A(a, h, δw).
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Here j′ = j, m′ = m, p′ = p, and n′ = n satisfy p′ ≤ m′ − j′ and
n′ ≤ k + 1.
This completes the proof of the lemma. 
Let us observe that any map A in Lemma 2.13 has a continuous extension
to points (0, h, w) by defining A(0, h, w) = 0. Indeed, if m = j so that p = 0
we have A(a, w) = Γ(a, w) as a map B 1
2
⊕ Lm → Lm and we already know
that this is sc0. If, on the other hand, m − j > 0, then we combine the
estimates in Lemmata 2.10 and 2.12 and obtain the estimate
|A(a, h, w)|j ≤ Ce
−dm,jR · R3k · |h|k · |w|m (18)
with a constant C depending on m, j, p, and n, but not on a. Recalling that
R = e
1
|a| − e, the right-hand side converges to 0 as |a| → 0 keeping (h, w)
bounded.
At this point we have proved the following lemma.
Lemma 2.14. The map Γ : (B 1
2
\ {0})⊕L→ L is sc-smooth. Moreover, its
iterated tangent map T kΓ can be extended continuously by 0 over all points
containing a = 0.
It remains to show the approximation property at points (a,H) ∈ T k(B 1
2
⊕
L) where a = 0 ∈ B 1
2
. Of course, the candidate is the 0 map. We have to
show that, given (0, H) ∈ T k(B 1
2
⊕ L),
1
‖(δa, δH)‖1
· ‖T kΓ(δa,H + δH)‖0 → 0 as ‖(δa, δH)‖1 → 0,
where ‖·‖0 (‖·‖1) is the norm on the level 0 (1) of the iterated tangent T
k(B 1
2
⊕
L) and is equal to the sum of the norms on each of the factors of (T k(B 1
2
⊕L))0
((T k(B 1
2
⊕ L))1).
We know from Lemma 2.13 that the maps π ◦ T kΓ on the factors of
T k(B 1
2
⊕ L) are of particular forms. Hence it suffices to consider the maps
defined in Lemma 2.13. More precisely, given a map
A : B 1
2
⊕Cn⊕Lm → Lj , (a, h, w) 7→ (a, h, w) 7→ R(a)(h) ·f (p)
(
s−
R
2
)
·w
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and (0, h, w) ∈ B 1
2
⊕ Cn ⊕ Lm+1 (recall that in order to linearize we have to
raise the index m by 1), we have to show that
1
|δa|+ |δh|+ |δw|m+1
|A(δa, h+ δh, w + δw)|j → 0 (19)
as |δa| + |δh| + |δw|m+1 → 0. If δa = 0, then A(δa, ·, ·) = 0 and so we may
assume that δa 6= 0. In view of the estimate (18) in which R = ϕ(|δa|) for
the exponential gluing profile ϕ, the left-hand side of (19) is less or equal to
C
|δa|+ |δh|+ |δw|m+1
e−dm,jR · R3k · |h+ δh|k · |w + δw|m
=
C|δa|
|δa|+ |δh|+ |δw|m+1
·
e−dm,jR · R3k
|δa|
· |h+ δh|k · |w + δw|m
which converges to 0 as |δa|+ |δh|+ |δw|m+1 → 0. This proves the approxi-
mation property and completes the proof that Γ, and hence Γ1, is sc-smooth.
Next we consider the map Γ2. Again we start with the prove of structural
result about π ◦ T kΓ2. Before we do that, we state the estimate which we
shall subsequently use. It follows immediately from Lemma 4.7.
Lemma 2.15. For all multi-indices α, there exists a constant C > 0 so that
|Dαϑ(a)| ≤ C · |lnR(a)||α|
if a 6= 0.
Similar to R(a) we introduce for a 6= 0 the expression Θ(a) of products
of derivatives of the form
Θ(a)(h1, . . . , hk) = D
k1ϑ(a)(h1, . . . , hk1) · . . . ·D
klϑ(hkl−1+1, . . . , hk),
where k = k1 + . . .+ kl is the order of Θ(a). By Lemma 2.15,
|Θ(a)(h1, . . . , hk)| ≤ C · (lnR)
k · |h|k
for sufficiently small a 6= 0 with a constant C > 0 independent of a.
Here is the necessary structural statement for the map Γ2.
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Lemma 2.16. Assume that π : T kL → Lj is the projection onto a factor
of T kL. Then, for a 6= 0, the composition π ◦ T kΓ2 : T
kL → Lj is a linear
combination of maps
A : (B 1
2
\ {0})⊕ Cp+α1 ⊕ Cα2 ⊕ Lm → Lj
of the form
(a, h, e, w) 7→ R(a)(h) ·Θ(a)(e) · f (p)
(
· −
R
2
)
(Dαw)(· − R, · − ϑ)]
where p+ |α| ≤ m− j and |p|+ |α| ≤ k. Moreover, the sum of the orders of
R(a) and Θ(a) does not exceed k.
Proof. Clearly the statement is true for k = 0. Assume it has been proved for
k. Consider the composition π ◦ T k+1Γ2 where π is the projection onto one
of the first 2k factors,. Then the result follows from the induction hypothesis
raising the indices in the domain and the target by 1. If π is a projection
onto one of the last 2k factors, then the composition π ◦ T k+1Γ2 is the linear
combination of derivatives of terms guaranteed by the induction hypothesis.
More precisely, assume that we consider a map A of the above form. If we
differentiate A at a point where a 6= 0, then the linearization is a linear com-
bination of the following types of maps:
(1) (B 1
2
\ {0})⊕ Cn+α1+1 ⊕ Cα2 ⊕ Lm+1 → Lj ,
(a, (δa, h), e, w) 7→ R′(a)(δa, h) ·Θ(a)(e) · f (p)
(
· −
R
2
)
(Dαw)(· − R, · − ϑ)
where R′(a) is a linear combination of terms of the formR(a) of order n+α1.
(2) This map is obtained by only differentiating R(a)(h) with respect to
h. This gives the map B 1
2
⊕ Cn+α1 ⊕ Cα2 ⊕ Lm+1 → Lj ,
(a, (h1, . . . , δhi, . . . , hn), e, w) 7→ A(a, (h1, . . . , δhi, . . . , hn), e, w).
(3) (B 1
2
\ {0})⊕ Cn+α1 ⊕ Cα2+1 ⊕ Lm+1 → Lj ,
(a, h, (δa, e), w) 7→ R(a)(h) ·Θ′(a)(δa, e) · f (p)
(
· −
R
2
)
(Dαw)(· − R, · − ϑ)
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where Θ′(a) is a linear combination of terms of the form Θ(a) each of order
α1 so that Θ
′(a) is of order α′2 = α2 + 1.
(4) B 1
2
⊕ Cn+α1 ⊕ Cα2 ⊕ Lm+1 → Lj ,
(a, h, (e1, . . . , δEm, . . . , eα2), w) 7→ A(a, h, (e1, . . . , δEm, . . . , eα2), w).
(5) (B 1
2
\ {0})⊕ C1+n+α1 ⊕ Cα2 ⊕ Lm+1 → Lj ,
(a, (δa, h), e, w) 7→ R1(a)(δa, h) ·Θ(a)(e) ·f
(p+1)
(
· −
R
2
)
(Dαw)(·−R, ·−ϑ)
where R1(a)(δa, h) = (DR(a)δa))R1(a)(h).
(6) If we differentiate with respect to w we have to replace w by δw but
with δw ∈ Lm. The gives the map B 1
2
⊕ Cn+α1 ⊕ Cα2 ⊕ Lm → Lj ,
(a, h, e, δw) 7→ A(a, h, e, δw).
(7) Lastly, the map obtain by differentiating (Dαw)(s − R, t − ϑ) with
respect to a. This leads to the map which is a linear combination of the two
following maps
(B 1
2
\ {0})⊕ Cn+α1+1 ⊕ Cα2 ⊕ Lm+1 → Lj ,
(a, (δa, h), e, w) 7→ R1(a)(δa, h) ·Θ(a)(e) · f
(p+1)
(
· −
R
2
)
(Dα
′
w)(· − R, · − ϑ)
where R1(a)(δa, h) = (DR(a)δa))R1(a)(h) and α
′ = α + (1, 0), and
(B 1
2
\ {0})⊕ Cn+α1 ⊕ Cα2+1 ⊕ Lm+1 → Lj ,
(a, (δa, h), e, w) 7→ R1(a)(δa, h) ·Θ1(a)(e) · f
(p+1)
(
· −
R
2
)
(Dα
′′
w)(· −R, · − ϑ)
where Θ1(a)(δa, h) = (DΘ(a)δa))Θ(a)(e) and α
′′ = α + (0, 1).
Hence this derivative is a finite linear combination of terms of the required
form. Using the previous result and the previously derived exponential decay
estimates, we see that every T kΓ2 can be extended in a sc
0-continuous way
by 0 over points containing a = 0. Arguing as before (just after Lemma
2.14) we can also verify the approximation property. Hence the map Γ2 is
sc-smooth. This completes the proof of Proposition 2.8. 
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2.4 Gluing, Anti-Gluing and Splicings, Proof of Theo-
rem 1.28
In this section we present the proof of Theorem 1.28. In order to do this
we recall the formula for the projection map πa : E → E. If a = 0, this
projection is the identity since ⊖a is the zero map. So, we assume that
0 < |a| < 1
2
and set
πa(ξ
+, ξ−) := (η+, η−).
The pair (η+, η−) is found by solving the following system of equations
⊕a (η
+, η−) = ⊕a(ξ
+, ξ−)
⊖a (η
+, η−) = 0.
Recalling that βa(s) = βR(s) = β(s−
R
2
) and setting γa = β
2
a + (1− βa)
2, we
have derived in Section 1.3 the formula
η+(s, t) =
(
1−
βa
γa
(s)
)
·
1
2
· ([ξ+]R + [ξ
−]−R)
+
β2a
γa
(s)ξ+(s, t) +
βa(1− βa)
γa
(s)ξ−(s− R, t− ϑ),
where
[ξ+]R =
∫
S1
ξ+
(
R
2
, t
)
dt and [ξ−]−R =
∫
S1
ξ−
(
−
R
2
, t
)
dt.
A similar formula holds for η−. In order to study the sc-smoothness we
consider the map
(a, ξ+, ξ−) 7→ η+,
the sc-smoothness of the map (a, ξ+, ξ−) 7→ η− is verified the same way. If
we write ξ± = c+ r±, where c is the common asymptotic constant, then the
formula for η+ takes the form
η+(s, t) = c+
1
2
(
1−
βa
γa
(s)
)
· ([r+]R + [r
−]−R)
+
β2a
γa
(s) · r+(s, t) +
βa(1− βa)
γa
(s) · r−(s− R, t− ϑ)
(20)
We shall study the following five mappings:
72
M1. The map
H3,δ0c (R
+ × S1,RN)→ RN , ξ+ 7→ c
which associates with ξ+ its asymptotic constant c.
M2. The map
B 1
2
×H3,δ0(R+ × S1,RN)→ RN , (a, r+) 7→ [r+]R.
M3. The map
B 1
2
×H3,δ0(R+×S1,RN)→ H3,δ0(R+×S1,RN), (a, r+) 7→
βa
γa
(·)[r+]R.
M4. The map B 1
2
⊕H3,δ0(R+ × S1,RN)→ H3,δ0(R+ × S1,RN),
(a, r+) 7→
β2a
γa
· r+.
M5. The map B 1
2
⊕H3,δ0(R− × S1,RN)→ H3,δ0(R+ × S1,RN),
(a, r−) 7→
βa(1− βa)
γa
r−(· −R, · − ϑ).
In view of the formula for the projection map πa the sc-smoothness of the
map (a, (ξ+, ξ−)) 7→ πa(η
+, η−) in Theorem 1.28, is a consequence of the
following proposition.
Proposition 2.17. The maps M1-M5 listed above (and suitably defined at
the parameter value a = 0) are sc-smooth in a neighborhood of a = 0.
The proof of the proposition follows from a sequence of lemmata.
Lemma 2.18. The map H3,δ0c (R
+ × S1,RN) → RN , ξ+ 7→ c, which asso-
ciates with ξ+ its asymptotic constant c is sc-smooth.
Proof. The map ξ+ 7→ c is an sc-projection and therefore sc-smooth. 
Lemma 2.19. The map Φ : B 1
2
⊕ H3,δ0(R+ × S1,RN) → RN , defined by
Φ(0, h) = 0 for a = 0 and
Φ(a, h) = [h]R =
∫
S1
h
(
R
2
, t
)
dt
for a 6= 0, is sc-smooth.
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Proof. We abbreviate in the proof F = H3,δ0(R+ × S1,RN). Using the
Sobolev embedding theorem for bounded domains into continuously differ-
entiable functions we see that the map
(0,∞)× Fm → C
0(S1,RN), (R, h) 7→ h
(
R
2
, ·
)
is of class Cm+1 for every m ≥ 0. In view of Corollary 2.5 this implies that
the map
Φ̂ : (0,∞)× F → RN , (R, h) 7→ [h]R
is sc-smooth. Since the map a 7→ R(a) := ϕ(|a|) is obviously smooth if a 6= 0,
we conclude, using the chain rule for sc-smooth maps, that the map
Φ : (B 1
2
\ {0})⊕ F → RN , (a, h) 7→ [h]R
is sc-smooth and we claim that the map Φ is sc0 at every point (0, h) ∈ B 1
2
⊕F .
Indeed, assume that (ak, hk) ∈ (B 1
2
\ {0})⊕ Fm is a sequence converging to
(0, h). Abbreviating Σk = (
Rk
2
− 1, Rk
2
+ 1) × S1 where Rk = ϕ(|ak|), we
show that |Φ(ak, hk)| = |[hk]Rk | → 0. By the Sobolev embedding theorem on
bounded domains and using the bound |hk|m ≤ C
′, we estimate
|eδm· · hk|C0(Σk) ≤ C|e
δm· · hk|Hm+3(Σk) ≤ C
′′.
This implies
|[hk]Rk | ≤ C
′′ · e−δmRk/2 (21)
and the claim follows.
At this point we know that the map
Φ : B 1
2
⊕ F → RN
is sc0 and, when restricted to (B 1
2
\ {0}) ⊕ F it is sc∞. We shall denote
points in T k(B 1
2
⊕ F ) by (a,H) where a ∈ B 1
2
. We shall prove inductively
the following statements:
(Sk). The map Φ : B 1
2
⊕F → RN is of class sck and T kΦ(0, H) = 0 for every
(0, H) ∈ T k(B 1
2
⊕ F ). Moreover, if π : T k(RN)→ RN is the projection onto
a factor of T kRN , then the composition π ◦ T kΦ is a linear combination of
maps Γ of the of the following types,
Γ : B 1
2
⊕ Cn ⊕ Fm → R
N , (a, b, v)→ R(a)(b1, . . . , bn) · [∂
j
sv]R
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for a 6= 0 and Γ(0, b, v) = 0. Here j ≤ m,n ≤ k, and R(a) is the product of
derivatives of the function R(a) = e
1
|a| − e of the form
R(a)(b1, . . . , bn) = D
n1R(a)(b1, . . . , bn1) · . . . ·D
nlR(a)(bn1+...+nl−1+1, . . . , bn),
where the integer n = n1 + . . . + nl is called the order of R(a). We set
R(a) = 1 if n = 0.
We begin by verifying that (S0) holds. In this case, the projection π :
T 0RN = RN → RN is the identity map, the indices j, k,m and n are equal
to 0, and the composition π ◦ T 0Φ is just the map Φ : B 1
2
⊕ F → RN given
by
(a, v)→ [v]R.
The map has the required form with R(a) = 1 of order 0. With Φ(0, v) = 0,
we already know that Φ is sc0. So, the assertion (S0) holds.
Assuming that (Sk) holds, we show that (Sk+1) also holds. By induction
hypothesis, the map Φ is sck, so that T kΦ is sc0. Moreover, T kΦ(0, H) = 0,
T k+1Φ is sc-smooth at points (a,H) with a 6= 0, and π ◦ T kΦ can be written
as a linear combination of maps of a certain form.
Setting DT kΦ(0, H) = 0, we prove the approximation property of T kΦ
at the points (0, H) ∈ (T k(B 1
2
⊕ F )1. That is, recalling that T kΦ(0, H) = 0,
we show that
1
‖(δa, δH)‖1
|T kΦ(δa,H + δH)|0 → 0 as ‖(δa, δH)‖1 → 0. (22)
where the subscripts 0 and 1 refer to the levels of the iterated tangents. By
the inductive assumption (Sk), we know that the compositions π ◦ T
kΦ with
projections π on different factors of T kRN are linear combinations of maps
A described in (Sk). Hence to prove (22) amounts to showing that at the
point (0, h, v) ∈ B 1
2
⊕ Cj ⊕ Fm+1 we have
1
|δa|+ |δh|+ |δv|m+1
|A(δa, b+ δb, v + δv)| → 0 (23)
as |δa|+ |δb|+ |δv|m+1 → 0 for the maps
A : B 1
2
⊕ Cn ⊕ Fm → RN , (a, b, v) 7→ R(a)(b1, . . . , bn) · [∂
j
sv]R
defined in (Sk).
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Using as above the Sobolev estimate on the bounded domain ΣR =(
R
2
− 1, R
2
+ 1
)
× S1, we obtain
|eδm+1·∂js(v + δv)|C0(ΣR) ≤ C|e
δm+1·∂js(v + δv)|Hm+3(ΣR),
where j ≤ m, and estimate
[∂js(v + δv)]R ≤ Ce
−δm+1
R
2 |v + δv|m+1.
Therefore, in view of the estimate of R(a) in Lemma 2.12,
|A(δa, b+ δb, v + δv)| ≤ Ce−δm+1
R
2 |R|3n · |b+ δb|n · |v + δv|m+1
where R = ϕ(|δa|) and δa 6= 0. Consequently,
|A(δa, b+ δb, v + δv)|
|δa|+ |δh|+ |δv|m+1
≤ C
e−δm+1
R
2 |R|3n
|δa|
· |b+ δb|n · |v + δv|m+1. (24)
If R = ϕ(|δa|) is large (or |δa| is small), then 2R ≥ 2 lnR ≥ 1
|δa|
so that
the left hand-side of (24) is smaller than
Ce−δm+1
R
2 |R|4n · |b+ δb|n · |v + δv|m+1
which converges to 0 as (δa, δb, δv)→ (0, 0, 0) in C⊕ Cn ⊕ Fm+1. Summing
up our discussion so far, we have proved the approximation property for the
map T kΦ and
D(T kΦ)(0, H) = 0
for all (0, H) ∈ (T k(B 1
2
⊕ F ))
1
. To complete the proof, it remains to show
that T k+1Φ is of class sc0 (which will imply that Φ is of class sck) and to
show that the compositions π ◦ T k+1Φ have the required form.
We consider π ◦T k+1Φ(a,H) where a 6= 0. If π is the projection onto one
of the first 2k factors, then π ◦ T k+1Φ has the form of the map A in (Sk).
The only thing is that the indices are raised by 1. Denoting the new indices
by j′, m′, and n′, we have j′ = j, m′ = m + 1, and n′ = n which obviously
satisfy j′ ≤ m′ ≤ k+1, and n′ ≤ k+1. If π is the projection onto one of the
remaining 2k factors, then π◦T k+1Φ is equal to the sum of derivatives of maps
in the induction hypothesis (Sk). So, if the map A : B 1
2
⊕ Cn ⊕ Fm → RN ,
given by
(a, b, v) 7→ R(a)(b1, . . . , bj) · [∂
j
sv]R
for a 6= 0 and A(0, b, v) = 0, is one of the maps from (Sk) and if we take the
sc-derivative of A (which we already know exists at every point), we obtain
a linear combination of maps of the following types:
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(1) B 1
2
⊕ Cn ⊕ Fm+1 → RN defined by
(a, b1, . . . δbi, . . . , bn, b) 7→ R(a)(b1, . . . , δbi . . . , bj) · [∂
j
sv]R
for every 1 ≤ i ≤ n.
(2) B 1
2
⊕ Cn+1 ⊕ Fm+1 → RN defined by
(a, (δa, b), v) 7→ R′(a)(δa, b) · [∂jsv]R
and obtained by differentiation of R(a) with respect to a.
(3) B 1
2
⊕ Cn ⊕ Fm → RN defined by
(a, b, δv)→ R(a)(b) · [∂jsδv]R
and obtained by differentiating with respect to v.
(4) B 1
2
⊕ Cn+1 ⊕ Fm+1 → RN defined by
(a, (δa, b), v)→ R1(a)(δa, b) · [∂
j+1
s v]R
which is obtained by differentiating R(a) in the term [∂jsv]R with respect
to a. Hence R1(a)(δa, b) = (DR(a)δa) ·R(a)(b).
Note that in all of the above cases the new indices j′, m′ and n′ stay the same
or are raised by 1 so that we have j′ ≤ m′ ≤ k + 1 and n′ ≤ k + 1. We have
verified that the statement (Sk+1) holds true. This completes the proof of
Lemma 2.19. 
Lemma 2.20. The map Ψ : B 1
2
⊕(H3,δ0(R+×S1,RN)×H3,δ0(R−×S1,RN))→
H3,δ0c (R
+ × S1,RN), defined by Φ(0, r+, r−) = 0 at a = 0 and
Ψ(a, r+, r−) =
(
1−
βa
γa
)
·
(
[r+]R + [r
−]−R
)
,
for a 6= 0, is sc-smooth.
Proof. We shall abbreviate G = H3,δ0(R+ × S1,RN) × H3,δ0(R− × S1,RN)
and F = H3,δ0(R+ × S1,RN). We already know that the maps
B 1
2
⊕G→ RN , (a, r+, r−) 7→ [r+]R, [r
−]−R
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are sc-smooth. It suffices to consider only the map
Φ : B 1
2
⊕ F → F, (a, r) 7→
βa
γa
· [r]R
if a 6= 0 and Ψ(0, r) = 0 at a = 0. The similar map for (a, r−) can be dealt
with the same way. Clearly the map Φ is sc-smooth on the set (B 1
2
\{0})⊕F
and we shall prove the sc-smoothness at the points (0, r) ∈ B 1
2
⊕ F . We set
σ := β
γ
and σa = σR = σ(· −
R
2
) where R = ϕ(|a|) for the exponential gluing
profile ϕ. We shall prove the following statements (Sk) by induction:
(Sk). The map Φ is of class sc
k and T kΦ(0, H) = 0. Moreover, if π : T k(B 1
2
⊕
F )→ RN is a projection onto a factor of T kF , then the composition π ◦T kΦ
is the linear combination of maps of the following type,
A : B 1
2
⊕ Cn ⊕ Fm → F j
(a, h, v)→ R(a)(h) · σ(p)a · [∂
q
sv]R
for a 6= 0 and A(0, h, v) = 0. In addition, the indices satisfy p+q = n, m ≤ k
and l ≤ m− j.
We start with (S0). In this case there is only one projection π : T
0F =
F → F , namely, π = id. Clearly π ◦ Φ = Φ has the required form with
R(a) = 1 of order 0 and all indices j, l, p, and q equal to 0. Hence we only
need to show that the map Φ has sc0-property. This is clearly true at points
(a, v) ∈ B 1
2
⊕ Fm where a 6= 0. We carry out the proof of the sc0-property
for the map Φ at (0, v). We take a sequence (ak, vk) converging to (0, v)
in B 1
2
⊕ Fm and we claim that Φ(ak, vk) → 0 in Fm. Since σR vanishes on
[R
2
+ 1,∞), we can estimate
|Φ(ak, vk)|m = |σRk · [vk]Rk |
2
m =
∑
|α|≤m
|[vk]Rk |
2
∫
R+×S1
|DασRk(s)|
2e2δms dsdt
≤
∑
|α|≤m
Cα|[vk]Rk |
2e2δm(
Rk
2
+1)
with constants Cα depending only on σ, the multi-index α, and m. So,
to prove them claim we have to show that [vk]Rk → 0 in R
N . Abbreviate
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Σk = [
Rk
2
− 1, Rk
2
+ 1]× S1. By the Sobolev embedding theorem on bounded
domains,
|eδm·v|C0(Σk) ≤ C|e
δm·v|Hm(Σk) =: εk
with the constant C independent of v and k. This shows that
|[v]Rk | ≤ εk · e
−δmRk . (25)
Also note that since v belongs to Em, the sequence εk converges to 0. Simi-
larly, we have
|eδm·(vk − v)|C0(Σk) ≤ C|e
δm·(vk − v)|Hm(Σk) ≤ C|vk − v|m =: ε
′
k
which implies that
|[vk]Rk − [v]Rk | = |[vk − v]Rk | ≤ ε
′
k · e
−δmRk .
By assumption, |v − vk|m = εk → 0. Consequently,
|[vk]Rk |e
δmRk ≤ |[vk]Rk − [v]Rk | · e
δmRk + |[v]Rk | · e
δmRk ≤ ε′k + εk → 0
which proves our claim. At this point we have proved the assertion (S0).
Now we assume that (Sk) has been established and prove that (Sk+1)
holds. By induction hypothesis, the map Φ is of class sck, so that T kΦ is sc0,
and T kΦ(0, H) = 0. Moreover, π◦T kΦ can be written as a linear combination
of maps of a certain form. We also know that T k+1Φ is sc-smooth at points
(a,H) with a 6= 0.
We begin by verifying the approximation property at points (0, H). As
before it suffices to do this for the maps A described in (Sk) as follows,
A : B 1
2
⊕ Cn ⊕ Fm → RN
(a, h, v)→ R(a)(h) · σ(p)a · [∂
q
sv]R
for a 6= 0 and A(0, h, v) = 0. More precisely, we show that if (0, h, v) ∈
B 1
2
⊕ Cn ⊕ Em+1, then
1
|δa|+ |δh|+ |δv|m+1
|A(δa, h+ δh, v + δv)|j → 0
as |δa|+ |δh|+ |δv|m+1 → 0 which will prove that A has the approximation
property at (0, h, v) with respect to the linearized map DA(0, h, v) = 0.
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Proceeding as in the proof of Lemma 2.19, one obtains the estimate
|A(δa, h+ δh, v + δv)|
|δa|+ |δh|+ |δv|m+1
≤ C
e−δm+1
R
2 R3n
|δa|
|h+ δh|n|v + δv|m+1
which converges to 0 as |δa|+ |δh|+ |δv|m+1 converges to 0.
Finally, we need to show that π ◦ T k+1Φ is a linear combination of the
maps of the required form and which have the required continuity properties
at points with vanishing a. The terms making up π ◦ T k+1Φ are the terms
guaranteed by (Sk) provided π is the projection onto one of the first 2
k fac-
tors. In this case the indices m and j are raised by one. If π is the projection
onto one of the last 2k factors, then π ◦ T k+1Φ is a linear combination of
derivatives of maps guaranteed by (Sk). This leads to a case by case study
quite similarly to that of the previous lemma and is left to the reader.

Lemma 2.21. The map Φ : B 1
2
⊕H3,δ0(R+×S1,RN)→ H3,δ0(R+×S1,RN),
defined by Φ(0, r) = r if a = 0, and by
Φ(a, r) =
β2a
γa
· r
if a 6= 0, is sc-smooth.
Proof. We only have to prove the sc-smoothness at points (0, r) ∈ B 1
2
⊕
H3,δ0(R+ × S1). Hence we may assume that a is small. We choose a smooth
function χ1 : R
+ → [0, 1] satisfying χ1(s) = 1 for s ∈ [0, 1] and χ1(s) = 0 for
s ≥ 2, and set χ2 = 1− χ1. Then the map
(a, r) 7→
β2a
γa
· χ1 · r
is obviously sc-smooth since for |a| small it is equal to the map
(a, r)→ χ1 · r
which is independent of a. It remains to deal with the map
(a, r) 7→
β2a
γa
· χ2 · r.
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This map can be factored as follows. First, we apply the map
B 1
2
⊕H3,δ0(R+ × S1,RN)→ B 1
2
⊕H3,δ0(R× S1,RN), (a, r) 7→ (a, χ2r)
which obviously is an sc-operator and hence sc-smooth. Then we compose
this map with the map
B 1
2
⊕H3,δ0(R× S1,RN)→ H3,δ0(R× S1,RN), (a, u)→
β2a
γa
· u
which is sc-smooth by Proposition 2.8. Finally, we take the restriction map
H3,δ0(R× S1,RN)→ H3,δ0(R+ × S1,RN).
which as an sc-operator is also sc-smooth. Since the composition of sc-smooth
maps is an sc-smooth map, the proof is complete. 
Lemma 2.22. The map Φ : (B 1
2
⊕H3,δ0(R−×S1,RN)→ H3,δ0(R+×S1,RN),
defined by Φ(0, r) = 0 if a = 0, and by
(a, r) 7→
βa(1− βa)
γa
· r(· − R, · − ϑ)
if a 6= 0, is sc-smooth.
Proof. Again we only have to study the map for a small. We choose a
smooth map χ : R− → [0, 1] satisfying χ(s) = 1 for s ≤ −1 and χ(s) = 0
for s ∈ [−1
2
, 0]. If |a| is small, the map Φ is the composition of the following
three maps. The first map is defined by
B 1
2
⊕H3,δ0(R− × S1,RN)→ B 1
2
⊕H3,δ0(R× S1,RN), (a, u) 7→ (a, χ · u).
It is an sc-operator and hence sc-smooth. The second map is defined by
B 1
2
⊕H3,δ0(R× S1,RN)→ H3,δ0(R× S1,RN)
(a, u) 7→
β(1− βa)
γa
· u(· −R, · − ϑ).
By Proposition 2.8, this map is sc-smooth. The last map is the restriction
map H3,δ0(R× S1,RN)→ H3,δ0(R+ × S1,RN) which is an sc-operator. This
completes the proof of Lemma 2.22. 
In view of the above lemmata 2.18–2.22, the proof of Proposition 2.17 is
finished. Hence the proof of Theorem 1.28 is complete.
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2.5 Estimates for the Total Gluing Map
In section 1.3, we have introduced the space E consisting of pairs (η+, η−) of
maps η± : R±×S1 → RN the Sobolev class (3, δ0) having common asymptotic
limits. Taking a strictly increasing sequence (δm)m∈N0 starting with δ0 > 0,
we equip the Hilbert space E with the sc–structure (Em)m∈N0 where Em
consists of those pairs (η+, η−) in E of Sobolev class (3 +m, δm). We shall
later impose boundary conditions, but this is not important for the moment.
If (η+, η−) is a pair in E, then η± = c + r± where c is the common
asymptotic limit and r± ∈ H3,δ0(R± × S1,RN). The Em-norm of the pair
(η+, η−) is defined as
|(η+, η−)|2Em = |c|
2 + |r+|2H3+m,δm + |r
−|2H3+m,δm .
For every gluing parameter a ∈ B 1
2
, we introduce the space Ga as follows.
If a = 0, we set
G0 = E ⊕ {0},
and if a 6= 0, we define
Ga = Qa ⊕ P a = H3(Za)⊕H
3,δ0
c (Ca).
The sc-structure of Ga is given by the sequence H3+m(Za)⊕H
3+m,δm
c (Ca) for
all m ∈ N0.
The total gluing map⊡a = (⊕a,⊖a) : E → G
a is an sc-linear isomorphism
for every a ∈ B 1
2
in view of Theorem 1.27.
For a pair (k, δ) in which k is a non-negative integer and δ and a map
q : Za → R
N defined on the finite cylinder Za, we introduce the norm ||q||k,δ
by
||q||2k,δ :=
∑
|α|≤k
∫
[0,R]×S1
|Dαq(s, t)|2 · e2δ|s−
R
2
| dsdt
where q(s, t) := q([s, t]).
We recall that the average of the map q : Za → R
N , denoted by [q]a or
[q]R, is defined as the integral over the middle loop,
[q]a =
∫
S1
q
(
R
2
, t
)
dt.
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If p : Ca → R
N is a map with vanishing asymptotic constants we set,
with p(s, t) := p([s, t]),
||p||2m,δ =
∑
|α|≤m
∫
R×S1
|(Dαp)(s, t)|2e2δm|s−
R
2
| dsdt
Observe that the center loop is located at s = R
2
, which explains the
occurrence of the R
2
in the exponential weight.
Now we define a norm for the pairs (q, p) ∈ Ga as follows. With a map
p ∈ H3,δ0c (Ca) which has the antipodal constants p∞ = lims→∞ p(s, t) and
p−∞ = −p∞, we associate the map p̂ : Ca → R
N defined by
p̂([s, t]) = p([s, t])− (1− 2 · βa(s))p∞.
Then lims→±∞ p̂(s, t) = 0 and p̂ belongs to H
3,δ0(Ca,R
N). Now we introduce
a norm on the level m of Ga = H3(Za)⊕H
3,δ0
c (Ca) by
|(q, p)|2Gam = |[q]a − p∞|
2 + eδmR ·
(
||q − [q]a + p∞||
2
3+m,−δm + ||p̂||
2
m+3,δm
)
.
To get a better understanding of the norm |(q, p)|2Gam we take the unique
pair (η+, η−) ∈ E satisfying q = ⊕a(η
+, η−) and p = ⊖a(η
+, η−) by using
Theorem 1.27. We write η± = c + r± where c is the common asymptotic
limit and r± ∈ H3,δ0(R± × S1,RN). Then
q = ⊕a(η
+, η−) = c+ ⊕̂a(r
+, r−)
p = ⊖a(η
+, η−) = ⊖̂a(r
+, r−) + (1− 2βa)ava(r
+, r−).
The mean value [q]a of q is equal to c+ava(r
+, r−) and the positive asymptotic
constant p∞ of p is equal to p∞ = ava(r
+, r−). Hence [q]a − p∞ = c and
q − [q]a + p∞ = ⊕̂a(r
+, r−), and p̂ = p − (1 − 2βa) · p∞ = ⊖̂a(r
+, r−).
Consequently, the Gam-norm of (q, p) becomes,
|(q, p)|2Gam = |[q]a − p∞|
2 + eδmR ·
(
||q − [q]a + p∞||
2
3+m,−δm + ||p̂||
2
m+3,δm
)
= |c|2 + eδmR
(
||⊕̂a(r
+, r−)||23+m,−δm + ||⊖̂a(r
+, r−)||2m+3,δm
)
.
Theorem 2.23. For every level m there exists a constant Cm > 0 indepen-
dent of |a| < 1
2
so that the total gluing map ⊡a : E → G
a, defined by
(η+, η−) 7→ ⊡a(η
+, η−) := (⊕a(η
+, η−),⊖a(η
−, η−)),
is an sc-isomorphism and satisfies the estimate
C−1m · |(η
+, η−)|Em ≤ |⊡a (η
+, η−)|Gam ≤ Cm · |(η
+, η−)|Em.
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Proof. We take a pair (η+, η−) belonging to the space E and represent it by
η± = c + r± where c is the common asymptotic limit and r± ∈ H3,δ0(R± ×
S1,RN). Then we introduce (q, p) by (q, p) = (⊕a(η
+, η−),⊖a(η
+, η−) and
compute the Gam-norm,
|(q, p)|2Gam = |c|
2 + eδmR
(
||⊕̂a(r
+, r−)||23+m,−δm + ||⊖̂a(r
+, r−)||2m+3,δm
)
.
In view of Lemma 2.28 below applied to r+ = u, r− = v and ⊕̂a(r
+, r−) = U
and ⊖̂a(r
+, r−) = V , there exists a constant C depending only on m and δm
so that
1
C
· [||⊕̂a(r
+, r−)||23+m,−δm + ||⊖̂a(r
+, r−)||2m+3,δm ]
≤ e−δmR[|r+|2H3+m,δm + |r
−|2H3+m,δm ],
and
e−δmR[|r+|2H3+m,δm + |r
−|2H3+m,δm ]
≤ C · [||⊕̂a(r
+, r−)||23+m,−δm + ||⊖̂a(r
+, r−)||2m+3,δm ].
We have denoted by |·|H3+m,δm our standard weighted Sobolev norms. Conse-
quently, our desired estimate follows since the Em-norm of the pair (η
+, η−)
is defined by
|(η+, η−)|2Em = |c|
2 + |r+|2H3+m,δm + |r
−|2H3+m,δm .
The proof of the proposition is complete.

We introduce the sc-Hilbert space Ê consisting of pairs (h+, h−) where
h± = h±∞ + r
± with r± ∈ H3,δ0(R± × S1,RN). We do not require that the
asymptotic constants h±∞ are equal. In addition, we also impose the following
boundary conditions,
h±(0, 0) = (0, 0) and h±(0, t) ∈ {0} × R.
Abbreviating the maps
h˜± = h± ∓
1
2
(h+∞ − h
−
∞),
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we note that
h˜± = h±∞ ∓
1
2
(h+∞ − h
−
∞) + r
± =
1
2
(h+∞ + h
−
∞) + r
±,
so that the maps h˜± have the same asymptotic limits equal to 1
2
(h+∞ + h
−
∞).
Consequently, the pair (h˜+, h˜−) belongs to the previously defined sc-Hilbert
space E.
The Êm-norm of the pair (h
+, h−) is defined by
|(h+, h−)|2
Êm
:= |h+∞|
2 + |h−∞|
2 + |r+|2H3+m,δm + |r
−|2H3+m,δm . (26)
Considering RN⊕Em with the product norm, the norm of (h
+
∞−h
−
∞, (h˜
+, h˜−))
is equal to
|(h+∞ − h
−
∞,(h˜
+, h˜−)|2
RN⊕Em
= |h+∞ − h
−
∞|
2 + |(h˜+, h˜−)|2Em
= |h+∞ − h
−
∞|
2 +
1
4
|h+∞ + h
−
∞|
2 + |r+|2H3+m,δm + |r
−|2H3+m,δm .
(27)
It follows from (26) and (27) that there exists a universal constant C so that
1
C
· |(h+, h−)|2
Êm
≤ |(h+∞ − h
−
∞, (h˜
+, h˜−))|2
RN⊕Em
≤ C · |(h+, h−)|2
Êm
. (28)
Now as a consequence of Theorem 2.23 we obtain the following corollary.
Corollary 2.24. For every level m there exists a constant Cm > 0 indepen-
dent of the gluing parameter |a| < 1
2
, so that for (h+, h−) ∈ Êm, the following
estimate holds,
C−1m · |(h
+, h−)|2
Êm
≤
[
|h+∞ − h
−
∞|
2 + |⊡a (h˜
+, h˜−)|2Gam
]
≤ Cm · |(h
+, h−)|2
Êm
where ⊡a(h˜
+, h˜−) = (⊕a(h˜
+, h˜−),⊖a(h˜
+, h˜−)).
Proof. Using (26), (27), (28), and Theorem 2.23, one obtains for a generic
constant cm depending on m and not on |a| <
1
2
,
|(h+, h−)|2
Êm
≤ cm · |(h
+
∞ − h
−
∞, (h˜
+, h˜−)|2
RN⊕Em
= cm ·
[
|h+∞ − h
−
∞|
2 + |(h˜+, h˜−)|2Em
]
≤ cm ·
[
|h+∞ − h
−
∞|
2 + |⊡a (h˜
+, h˜−)|2Gam
]
≤ cm ·
[
|h+∞ − h
−
∞|
2 + |(h˜+, h˜−)|2Em
]
≤ cm · |(h
+, h−)|2
Êm
as claimed. 
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Remark 2.25. Later on we deal with the case N = 2 where the pair
(h+, h−) ∈ Ê satisfies the boundary condition h±(0, 0) = (0, 0) and h±(0, t) ∈
{0} × R. Then the map q = ⊕a(ĥ
+, ĥ−) : Za → R
2 will satisfy the following
boundary conditions,
q([0, 0]) = −
1
2
(h+∞ − h
−
∞), q([0, 0]
′) =
1
2
(h+∞ − h
−
∞)
and, in addition,
q([0, t]) ∈ −
1
2
(h+∞ − h
−
∞) + ({0} × R) q([0, t]
′) ∈
1
2
(h+∞ − h
−
∞) + ({0} × R).
Later on we will need the following variant variant of Theorem 2.23 with
respect to the hat gluing and hat anti-gluing.
We denote by F the sc-Hilbert space F = H2,δ0(R+×S1,RN)⊕H2,δ0(R−×
S1,RN) whose sc-structure is given by the sequence Fm = H
2+m,δm(R+ ×
S1,RN)⊕H2+m,δm(R− × S1,RN). The Fm-norm of the pair (ξ
+, ξ−) ∈ F is
given by
|(ξ+, ξ−)|2Fm := |ξ
+|2Hm+2,δm + |ξ
−|2Hm+2,δm .
We introduce the space Ĝa as follows. If a = 0, set we Ĝa = F ⊕{0} and
if 0 < |a| < 1
2
, then we define
Ĝa = Q̂
a ⊕ P̂ a = H2(Za,R
N)⊕H2,δ0(Ca,R
N).
The sc-structure of Ĝa is given by the sequence H2+m(Za)⊕H
2+m,δm(Ca)
for all m ∈ N0. The total gluing map ⊡̂a = (⊕̂a, ⊖̂a) : F → Ĝ
a is an sc-linear
isomorphism for every a ∈ B 1
2
in view of Theorem 1.29.
As in the case of the total gluing ⊡ it is useful to introduce families of
norms. We introduce the Ĝam-norm of the pair (q, p) ∈ Ĝa by setting
|(q, p)|2
Ĝam
:= eδmR ·
[
||q||2m+2,−δm + ||p||
2
m+2,δm
]
where these norms are defined above. Recall that if (q, p) = ⊡̂a(ξ
+, ξ−) =
(⊕̂a(ξ
+, ξ−), ⊖̂a(ξ
+, ξ−)), then (q, p) and (ξ+, ξ−) are related as follows,[
q(s, t)
p(s, t)
]
=
[
βa 1− βa
−(1− βa) βa
]
·
[
ξ+(s, t)
ξ−(s−R, t− ϑ)
]
where, as usual, βa = βa(s). Then, in view of the definition of the norm on
Ĝam, one derives from the estimates of Lemma 2.28 the following theorem.
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Theorem 2.26. Given the level m there exists a constant Cm not depending
on a ∈ B 1
2
so that the following estimate holds,
C−1m · |(ξ
+, ξ−)|Fm ≤ |⊡̂a(ξ
+, ξ−)|Ĝam ≤ Cm · |(ξ
+, ξ−)|Fm.
Remark 2.27. The study of pairs (η+, η−) in F on levelm with respect to the
norm |·|Fm is for every a ∈ B 1
2
completely equivalent (up to a multiplicative
constant independent of a) to the study of the associated pairs (q, p) ∈ Ĝa
on the level m with respect to the norm | · |Ĝam.
The two theorems can be deduced from the following lemma.
Lemma 2.28. There exists a constant C depending on m and δ > 0 so
that for maps (U, V ) ∈ Hm(Za,R
N)⊕Hm,δ(Ca,R
N) and (u, v) ∈ Hm,δ(R+×
S1,RN)⊕Hm,δ(R− × S1,RN) satisfying[
U(s, t)
V (s, t)
]
=
[
βa 1− βa
−(1− βa) βa
]
·
[
u(s, t)
v(s−R, t− ϑ)
]
=
[
⊕̂a(U, V )
⊖̂a(U, V )
]
, (29)
the following estimate holds true,
1
C
[
||U||2m,−δ + ||V ||
2
m,δ
]
≤ e−δR
[
|u|2Hm,δ + |v|
2
Hm,δ
]
≤ C
[
||U||2m,−δ + ||V ||
2
m,δ
]
.
(30)
Proof. In view of (29) and recalling βa(s) = 0 for s ≥
R
2
+1 and 1−βa(s) = 0
for s ≤ R
2
−1, it follows that |U |2m,−δ+ |V |
2
m,δ is bounded above by a constant
C times the sum of integrals of the following type:
• I1 =
∫
[0,R
2
+1]×S1
|Dαu(s, t)|2e−2δ|s−
R
2
|,
• I2 =
∫
[R
2
−1,R]×S1
|Dαv(s− R, t− ϑ)|2e−2δ|s−
R
2
|,
• I3 =
∫
[R
2
−1,∞)×S1
|Dαu(s, t)|2e−2δ|s−
R
2
|,
• I4 =
∫
(−∞,R
2
+1]×S1
|Dαv(s− R, t− ϑ)|2e−2δ|s−
R
2
|,
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where the multi-indices α satisfy |α| ≤ m. The constant C depends on m
and the function β. We estimate each of the above integrals. To estimate
the integrals I1 and I3 we use the fact that −2δ|s−
R
2
| − 2δs ≤ −δR for all
s ∈ R. Then
I1 =
∫
[0,R
2
+1]×S1
|Dαu(s, t)|2e−2δ|s−
R
2
| =
∫
[0,R
2
+1]×S1
|Dαu(s, t)|2e2δs · e−2δ|s−
R
2
|−2δs
≤ e−δR
∫
[0,R
2
+1]×S1
|Dαu(s, t)|2e2δs ≤ e−δR · |u|2Hm,δ
and
I3 =
∫
[R
2
−1,∞)×S1
|Dαu(s, t)|2e−2δ|s−
R
2
| =
∫
[R
2
−1,∞)×S1
|Dαu(s, t)|2e2δs · e−2δ|s−
R
2
|−2δs
≤ e−δR
∫
[R
2
−1,∞)×S1
|Dαu(s, t)|2e2δs ≤ e−δR · |u|2Hm,δ .
To estimate the integrals I2 and I4 we use −2δ|s +
R
2
| + 2δs ≤ −δR for
all s. Then abbreviating ΣR =
[
R
2
− 1, R
]
×S1 we obtain for for the integral
I2,
I2 =
∫
ΣR
|Dαv(s− R, t− ϑ)|2e−2δ|s−
R
2
| =
∫
Σ−R
|Dαv(s, t)|2e−2δ|s+
R
2
|
=
∫
Σ−R
|Dαv(s, t)|2e−2δse−2δ|s+
R
2
|+2δs ≤ e−δR
∫
Σ−R
|Dαv(s, t)|2e−2δs
≤ e−δR · |v|2Hm,δ ,
and abbreviating ΣR = (−∞,
R
2
+ 1] × S1, the integral I4 can be estimated
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as
I4 =
∫
ΣR
|Dαv(s− R, t− ϑ)|2e−2δ|s−
R
2
| =
∫
Σ−R
|Dαv(s, t)|2e−2δ|s+
R
2
|
=
∫
Σ−R
|Dαv(s, t)|2e−2δs · e−2δ|s+
R
2
|+2δs
≤ e−δR
∫
Σ−R
|Dαv(s, t)|2e−2δs ≤ e−δR · |v|2Hm,δ .
Summing up the estimates for the integrals I1, . . . , I4 for all multi-indices α
satisfying |α| ≤ m, we get
||U||2m,−δ + ||V ||
2
m,δ ≤ Ce
−δR ·
[
|u|2Hm,δ + |v|
2
Hm,δ
]
as desired.
In order to estimate |u|2m,δ + |v|
2
m,δ we multiplying both sides of (29) by
the the inverse of the matrix and obtain[
u(s, t)
v(s−R, t− ϑ)
]
=
1
γa
[
βa −(1− βa)
1− βa βa
]
·
[
U(s, t)
V (s, t)
]
(31)
where γa = γa(s) is the the determinant of the matrix. Hence
v(s′, t′) =
1− βa(s
′ +R)
γ′(s′ +R)
U(s′ +R, t′ + ϑ) +
βa(s
′ +R)
γa(s′ +R)
V (s′ +R, t′ + ϑ).
Using the above relations and βa(s
′+R) = 0 for s ≥ −R
2
+1 and 1− βa(s
′+
R) = 0 for s ≤ −R
2
− 1, it follows that |u|2m,δ + |v|
2
m,δ is bounded above by
a constant C (depending only on m and the function β) times the sum of
integrals of the following type:
• J1 =
∫
[0,R
2
+1]×S1
|DαU(s, t)|2e2δs,
• J2 =
∫
[R
2
−1,∞)×S1
|DαV (s, t)|2e2δs,
• J3 =
∫
[−R
2
−1,0]×S1
|DαU(s +R, t+ ϑ)|2e−2δs,
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• J4 =
∫
(−∞,−R
2
+1]×S1
|DαV (s+R, t+ ϑ)|2e−2δs,
where the multi-indices α satisfy |α| ≤ m.
The integral J1 is estimated as follows,
J1 =
∫
[0,R
2
+1]×S1
|DαU(s, t)|2e2δs
=
∫
[0,R
2
+1]×S1
|DαU(s, t)|2e−2δ|s−
R
2
| · e2δ|s−
R
2
|+2δs
≤ eδ(4+R)
∫
[0,R
2
+1]×S1
|DαU(s, t)|2e−2δ|s−
R
2
| ≤ e4δ+δR · ||U||2m,−δ,
using 2δ|s− R
2
|+ 2δs ≤ δ(4 +R) for all s ≤ R
2
+ 1.
For the integral J2 we obtain
J2 =
∫
[R
2
−1,∞)×S1
|DαV (s, t)|2e2δs
=
∫
[R
2
−1,∞)×S1
|DαV (s, t)|2e2δ|s−
R
2
| · e−2δ|s−
R
2
|+2δs
≤ eδR
∫
[R
2
−1,∞)×S1
|DαV (s, t)|2e2δ|s−
R
2
| ≤ eδR · ||V ||2m,δ,
using −2δ|s− R
2
|+ 2δs ≤ δR for all s ∈ R.
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For the integral J3 we find
J3 =
∫
[−R
2
−1,0]×S1
|DαU(s +R, t+ ϑ)|2e−2δs
=
∫
[R
2
−1,R]×S1
|DαU(s, t)|2e−2δ(s−R)
=
∫
[R
2
−1,R]×S1
|DαU(s, t)|2e−2δ|s−
R
2
| · e2δ|s−
R
2
|−2δ(s−R)
≤ eδ(4+R)
∫
[R
2
−1,R]×S1
|DαU(s, t)|2e−2δ|s−
R
2
| ≤ eδ(4+R) · ||U||2m,−δ,
using 2δ|s− R
2
| − 2δ(s−R) ≤ δ(4 +R) for all s ≥ R
2
− 1.
The last integral can be estimated as follows
J4 =
∫
(−∞,−R
2
+1]×S1
|DαV (s+R, t+ ϑ)|2e−2δs
=
∫
(−∞,R
2
+1]×S1
|DαV (s, t)|2e−2δ(s−R)
=
∫
(−∞,R
2
+1]×S1
|DαV (s, t)|2e2δ|s−
R
2
| · e−2δ|s−
R
2
|−2δ(s−R)
≤ eδR
∫
(−∞,R
2
+1]×S1
|DαV (s, t)|2e2δ|s−
R
2
| ≤ eδR · ||V ||2m,δ,
in view of −2δ|s− R
2
| − 2δ(s−R) ≤ δR for all s ∈ R.
Summing up the estimates for the integrals J1, . . . , J4 for all the multi-
indices α satisfying |α| ≤ m, we obtain
|u|2Hm,δ + |v|
2
Hm,δ ≤ Ce
δR ·
[
||U||2m,−δ + ||V ||
2
m,δ
]
,
as claimed. The proof of Lemma 2.28 is complete. 
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3 Long Cylinders and Gluing
In chapter 3 we are going to construct an M-polyfold structure on the set X
of diffeomorphisms between conformal cylinders which break apart. Using
the technical results of chapter 2 we shall first prove Proposition 3.24 and
Theorem 1.43. Then we shall illustrate the Fredholm theory outlined in
chapter 1 by constructing a strong bundle over the M-polyfold X proving
Theorem 1.44. We shall show that this strong bundle admits the Cauchy-
Riemann operator as an sc-Fredholm section. Finally, the sc-implicit function
theorem for polyfold Fredholm sections provides the proofs of the Theorems
1.45 and 1.46.
We start with the introduction of another retraction used later on.
3.1 Another Retraction
We choose a strictly increasing sequence (δm)m∈N0 satisfying 0 < δm < 2π.
Recall that the Banach space Ê consists of pairs (h+, h−) of maps
h± ∈ H3,δ0c (R
± × S1,RN)
for which there exist asymptotic constants c± ∈ RN so that h± − c± ∈
H3,δ0(R± × S1,RN). The sc-structure (Êm) is defined by the sequence
Êm = H
3+m,δm
c (R
+ × S1,RN)×H3+m,δmc (R
− × S1,RN).
Given a pair (h+, h−) ∈ Ê, we denote the asymptotic constants of h± by h±∞
and write
h± = h±∞ + r
±
so that r± ∈ H3,δ0(R± × S1,RN).
We point out that in contrast to Section 1.3 we do not require that the
asymptotic constants h+∞ and h
−
∞ coincide.
We define for a ∈ C satisfying 0 ≤ |a| < 1
2
the mapping
ρa : Ê → Ê
by
ρa(h
+, h−) = (h+∞, h
−
∞) + πa(r
+, r−),
where πa is the projection defined by the formulae in Section 1.3. Since the
projection π0 is equal to the identity map, also ρ0(h
+, h−) = (h+, h−) for any
pair (h+, h−) ∈ Ê. From πa ◦ πa = πa we derive the following lemma.
92
Lemma 3.1. The map ρa : Ê → Ê is a projection.
Proof. Given a (h+, h−) ∈ Ê, we have to show that
ρa ◦ ρa(h
+, h−) = ρa(h
+, h−).
We write h± = h±∞ + r
± and set πa(r
+, r−) = (η+, η−). Then
ρa(h
+, h−) = (h+∞, h
−
∞) + πa(r
+, r−) = (h+∞, h
−
∞) + (η
+, η−). (32)
From the formula for the projection πa in Section 1.3, we know that
(η+, η−) = (c, c) + (ξ+, ξ−)
where c is the common asymptotic constant of the maps η+ and η− which is
equal to avR(r
+, r−). Thus, continuing with (32),
ρa(h
+, h−) = (h+∞ + c, h
−
∞ + c) + (ξ
+, ξ−).
Applying ρa to both sides, we obtain
ρa ◦ ρa(h
+, h−) = (h+∞ + c, h
−
∞ + c) + πa(ξ
+, ξ−). (33)
Using πa ◦ πa = πa and πa(r
+, r−) = (η+, η−), we obtain πa(r
+, r−) =
πa(η
+, η−) = (c, c) + πa(ξ
+, ξ−). Therefore, the right-hand side of (33) is
equal to
(h+∞ + c, h
−
∞ + c) + πa(ξ
+, ξ−) = (h+∞, h
−
∞) + πa(r
+, r−) = ρa(h
+, h−).
This finishes the proof of the lemma. 
From the already established sc-smoothness properties of πa in Section
1.3 we deduce the sc-smoothness of the projection ρa.
Theorem 3.2. The map
B 1
2
⊕ Ê → Ê, (a, (h+, h−)) 7→ ρa(h
+, h−)
is sc-smooth.
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Proof. If h± = h±∞ + r
±, then the map
(a, (h+, h−)) 7→ (a, (r+, r−))
as well as the map
(a, (h+, h−)) 7→ (h+∞, h
−
∞)
are sc–smooth. By composing the first map with the sc–smooth map π :
B 1
2
⊕ E → E, (a, (h+, h−)) 7→ πa(h
+, h−) and then adding to it the second
map we obtain an sc–smooth map. 
The geometric interpretation of the projection ρa is the following.
Lemma 3.3. The projection ρa is the projection onto the kernel of the map
P−a : Ê → H
3,δa
c (Ca), defined by
(h+, h−) 7→ ⊖a(h
+ − h+∞, h
− − h−∞),
along the kernel of the map P+a : Ê → R
N ⊕H3(Za), defined by
(h+, h−) 7→ (h+∞ − h
−
∞,⊕a(h
+, h− + h+∞ − h
−
∞)).
Proof. We first show that Ê = kerP+a ⊕ kerP
−
a . To do this we consider the
linear map
P : Ê → RN ⊕H3(Za)⊕H
3,δ0
c (Ca)
defined by
(h+, h−) 7→ (h+∞ − h
−
∞,⊕a(h
+, h− + h+∞ − h
−
∞),⊖a(h
+ − h+∞, h
− − h−∞)).
Clearly, P is linear and we claim that it is a bijection. Then the injectivity
of P will show that kerP+a ∩ kerP
−
a = {(0, 0)} while the surjectity of P will
show that kerP+a + kerP
−
a = Ê.
Now, if (h+, h−) belongs to the kernel of the map P , then h+∞ = h
−
∞ and
consequently ⊕a(h
+, h−) = 0 and ⊖a(h
+, h−) = 0, and hence by Proposition
1.28, h+ = h− = 0. In order to prove that P is a surjection we take (ξ, û, v̂) ∈
RN ⊕H3(Za)⊕H
3,δ0
c (Ca). By Proposition 1.28 again, there is a unique pair
(u+, u−) ∈ E solving the equations
⊕a(u
+, u−) = û and ⊖a (u
+, u−) = v̂
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where we have denoted by E the subspace of Ê consisting of pairs having
matching asymptotic limits. If c is the common asymptotic constant of the
maps u±, then u± = c + r± and ⊖a(u
+, u−) = ⊖a(r
+, r−) = v̂. Given ξ we
introduce the maps
h+ = u+ and h− = −ξ + u−
whose asymptotic constants are equal to h+∞ = c and h
−
∞ = −ξ + c, so that
h+∞−h
−
∞ = ξ, ⊕a(h
+, h−+h+∞−h
−
∞) = ⊕a(u
+, u−) = û, and ⊖a(h
+−h+∞, h
−−
h−∞) = ⊖a(r
+, r−) = v̂. We have proved that P is surjective. This finishes
the proof of our claim and hence Ê = kerP+a ⊕ kerP
−
a .
We split a given pair (h+, h−) ∈ Ê where h± = h±∞ + r
± into the sum
(h+, h−) = (w+, w−) + (v+, v−)
in which
(w+, w−) : = (h+∞, h
−
∞) + πa(r
+, r−)
and
(v+, v−) : = (id−πa)(r
+, r−).
We claim that (w+, w−) ∈ ker⊖a and (v
+, v−) ∈ ker⊕a. Since id−πa is the
projection onto ker⊕a we conclude that ⊕a(v
+, v−) = 0. Moreover, by the
formula for the projection πa in Section 1.3, the pair (v
+, v−) has a common
asymptotic limit equal to c = −ava(r
+, r−). This means that (v+, v−) ∈ E
and
P+a (v
+, v−) = (v+∞ − v
−
∞,⊕a(v
+, v− + v+∞ − v
−
∞)
= (0,⊕a(v
+, v−)) = (0, 0).
Hence (v+, v−) ∈ kerP+a . Considering the term (w
+, w−), we note that
w±∞ = h
±
∞+ c. Using the formula for the projection map πa and abbreviating
πa(r
+, r−) = (η+, η−), we have πa(r
+ − c, r− − c) = (η+ − c, η− − c). Hence
P−a (w
+, w−) = ⊖a(w
+ − w+∞, w
− − w−∞) = ⊖a(w
+ − h+∞ − c, w
− − h−∞ − c)
= ⊖a(η
+ − c, η− − c) = ⊖a ◦ πa(r
+ − c, r− − c) = 0,
since πa is the projection onto the kernel of the map ⊖a. Consequently,
(w+, w−) ∈ kerP−a . This completes the proof of Lemma 3.3. 
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If a 6= 0 we abbreviate by Fa the kernel of the map P
−
a . Lemma 3.3
implies that the restriction of the map P+a to the kernel,
P+a : Fa → R
N⊕H3(Za,R
N), (h+, h−)→ (h+∞−h
−
∞,⊕a(h
+, h−+h+∞−h
−
∞))
is a bijection. If a = 0, we put ρ0 = id. In this case, we set F0 = Ê and
define the map P+0 : Ê → R
N ⊕E by
(h+, h−) 7→ (h+∞ − h
−
∞, h
+, h− + h+∞ − h
−
∞),
where E consists of those pairs in Ê which have matching asymptotic limits.
This map is also a bijection.
Next we consider the case of dimension N = 2 and we restrict ourselves
to the subspace Ê0 of Ê consisting of all pairs (h
+, h−) of maps in H3,δ0c (R
±×
S1,R2) satisfying
h±(0, 0) = (0, 0) and h±(0, t) ∈ {0} × R ⊂ R2
for all t ∈ S1. We abbreviate the image of Ê0 under the projection ρa by
Ga = ρa(Ê0) = {(h
+, h−) ∈ Ê0| ⊖a (h
+ − h+∞, h
− − h−∞) = 0}
where we have used Lemma 3.3. Observe that Ga is a subspace of Ê0.
The map ∆ : Za → R
2, defined by
∆ = ⊕a(h
+, h− + h+∞ − h
−
∞),
has the following properties:
(1) ∆(p+a ) = ∆([0, 0]) = (0, 0) and ∆(p
−
a ) = ∆([0, 0]
′) = h+∞ − h
−
∞.
(2) ∆([0, t]) ∈ {0} × R and ∆([R, t]) ∈ (h+∞ − h
−
∞) + ({0} × R).
If 0 < |a| < 1
2
, we denote by Ha the sc-subspace of H
3(Za) consisting of
those maps u : Za → R
2 which satisfy u(p+a ) = (0, 0) and
u([0, t]) ∈ {0} × R ⊂ R2 and u([0, t]′) ∈ u(p−a ) + ({0} × R).
If a = 0, we denote by H0 the space consisting of all pairs (h
+, h−) ∈ Ê0 for
which there exists a constant c ∈ R2 satisfying (h+, h− + c) ∈ E.
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Lemma 3.4. For |a| < 1
2
, the map Φa : G
a → Ha, defined by
Φa(h
+, h−) =
{
⊕a(h
+, h− + h+∞ − h
−
∞) if a 6= 0,
(h+, h− + h+∞ − h
−
∞) if a = 0,
is a linear sc-isomorphism.
Proof. We only consider the case a 6= 0 and begin by showing the injectivity
of the map Φ. We assume that⊕a(h
+, h−+h+∞−h
−
∞) = 0 for a pair (h
+, h−) ∈
Ga. Hence the pair (h+, h−) ∈ Ê0 solves the system of two equations
⊕a(h
+, h− + h+∞ − h
−
∞) = 0
⊖a(h
+, h− + h+∞ − h
−
∞) = 0
The system has a unique solution h+ = 0 and h− + h+∞ − h
−
∞ = 0. Since
h± = h±∞ + r
± where r± ∈ H3,δ0(R± × S1), we conclude that h+∞ = 0 and
r± = 0. Hence h− = h−∞. From h
−(0, 0) = 0, we obtain that also the constant
h−∞ = 0 vanishes. Consequently, (h
+, h−) = (0, 0) as claimed.
In order to prove the surjectivity, we choose a map u : Za → R
2 which
belongs to Ha and abbreviate c = u(p
−
a ) = u(R, ϑ). We have to solve the
system of two equations
⊕a(h
+, h− + h+∞ − h
−
∞) = u
⊖a(h
+, h− + h+∞ − h
−
∞) = 0
(34)
Integrating the first equation at s = R
2
over the circle S1 one obtains ava(h
+, h−+
h+∞−h
−
∞) = [u]. These averages are defined in Section 1.3. Thus the solutions
of the above system are given by the formulae
h+(s, t) = [u] +
βa
γa
· (u− [u]) (35)
and
h−(s−R, t− ϑ) + h+∞ − h
−
∞ = [u] +
1− βa
γa
· (u− [u]) (36)
where, as usual, βa = βa(s) and γa = β
2
a + (1 − βa)
2. Evaluating both sides
of the first equation in (34) at the point (R, ϑ), we find
h+∞ − h
−
∞ = u(R, ϑ) =: c
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so that h− in (36) becomes
h−(s− R, t− ϑ) = [u]− c +
1− βa
γa
· (u− [u]).
In view of the properties of the function βa, the asymptotic constants h
±
∞ are
equal to h+∞ = [u] and h
−
∞ = [u]− c.
It remains to show that (h+, h−) ∈ Ê0. Using (35) and the properties of
the map u, we find h+(0, 0) = u(0, 0) = (0, 0) and h+(0, t) = u(0, t) ∈ {0}×R.
For the map h− we use (36) and find that h−(0, 0) = u(R, ϑ) = c and
h−(0, t) = u(R, ϑ+ t) ∈ c + {0} × R. Hence (h+, h−) ∈ Ê0 and the proof of
the lemma is finished. 
Remark 3.5. We note that if h+ and h− have matching asymptotic limits,
then the glued map ∆ takes the boundary values in {0} ×R. The difference
of asymptotic values makes ∆ take boundary values in an affine subspace on
the right-hand boundary of Za.
In order to understand the upcoming context of the above construction,
we consider pairs (u+0 , u
−
0 ) of diffeomorphisms
u±0 : R
± × S1 → R± × S1
of the half-cylinders, which on the covering spaces are of the form u± =
id+h± with h± ∈ Ê specified below. The diffeomorphisms leave the bound-
aries
∂(R± × S1) = {0} × S1
invariant and we require that they keep the distinguished points (0, 0) ∈
R± × S1 fixed, so that
u±0 (0, 0) = (0, 0).
On the covering spaces we shall represent the maps u±0 in the following form,
u+0 (s, t) = (s, t) + (d
+
0 , ϑ
+
0 ) + r
+
0 (s, t), s ≥ 0 (37)
and
u−0 (s
′, t′) = (s′, t′) + (d−0 , ϑ
−
0 ) + r
−
0 (s
′, t′), s′ ≤ 0. (38)
where r±0 : R
± × R → R2 belong to H3,δ0(R± × S1,R2) and satisfy at the
boundaries (where s = 0)
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(d±0 , ϑ
±
0 ) + r
±
0 (0, t) ∈ {0} × R.
Our aim is to define for a gluing parameter a of sufficiently small modulus,
a glued map
⊞a(u
+
0 , u
−
0 ) : Za → Zb,
which maps the glued finite cylinder Za introduced in Section 1.3 diffeomor-
phically onto the glued finite cylinder Zb belonging to b = b(a, u
+
0 , u
−
0 ). In
order to define the glued map we associate with a 6= 0, the pair (R, ϑ) defined
by
R = ϕ(|a|) and a = |a|e−2πiϑ,
where, as before, ϕ is the exponential gluing profile ϕ(r) = e
1
r − e. In view
of the above representations of the diffeomorphisms u±0 we define the pair
(R′, ϕ′) by
R′ = R + d+0 − d
−
0 and ϑ
′ = ϑ+ ϑ+0 − ϑ
−
0 .
The pair (R′, ϑ′) is associated with the gluing parameter b = b(a, u+0 , u
−
0 ).
Definition 3.6. If |a| is sufficiently small we define the map ⊞a(u
+
0 , u
−
0 ) :
Za → Zb as follows. If a = 0, we set
⊞0(u
+
0 , u
−
0 ) = (u
+
0 , u
−
0 ),
and if a 6= 0, we define
⊞a (u
+
0 , u
−
0 )([s, t])
= [(s, t) + (d+0 , ϑ
+
0 ) +⊕a(r
+
0 , r
−
0 )([s, t])]
= [(s, t) + (d+0 , ϑ
+
0 ) + βa(s) · r
+
0 (s, t) + (1− βa(s)) · r
−
0 (s−R, t− ϑ)].
The coordinates in the domain of definition of ⊞a(u
+, u−) are [s, t] where
s ∈ [0, R] and the coordinates in the target cylinder Zb are [S, T ] where
S ∈ [0, R′] and where R′ = R + d+0 − d
−
0 as defined above.
Note that since βa(s) = 1 if s ≤
R
2
− 1, we have ⊞0(u
+
0 , u
−
0 )([0, t]) =
[0, T (t)] and since βa(s) = 0 if s ≥
R
2
+ 1, we have ⊞0(u
+
0 , u
−
0 )([R, t]) =
[R + d+0 − d
−
0 , t+ ϑ
+
0 − ϑ
+
0 + T̂ (t)].
The map ⊞a(u
+, u−) involves the asymptotic data of the two maps u±
and incorporates them into the twist of the target cylinder. The choices
involved in the construction are subject to further constraints later on.
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If the gluing parameter 0 < |a| is sufficiently small (hence R is sufficiently
large), the map ⊞a(u
+, u−) defines a diffeomorphism between finite cylinders
Za and Zb mapping the marked points p
±
a onto the marked points p
±
b . These
are the points on Za and Zb corresponding to the original boundary points
(0, 0).
Now recall that the subspace Ê0 ⊂ Ê consists of pairs (h
+, h−) of map-
pings in H3,δ0c (R
± × S1,R2) satisfying h±(0, 0) = (0, 0) and h±(0, t) ∈ {0} ×
R ⊂ R2 for all t ∈ S1. If
h± = h±∞ + r
±,
with the asymptotic constants h±∞ of h
±, we obtain the mappings u±0 + h
± :
R± × S1 → R± × S1 represented by
(u+0 + h
+)(s, t) = (s, t) + (d+0 , ϑ
+
0 ) + h
+
∞ + r
+
0 (s, t) + r
+(s, t), s ≥ 0
and
(u−0 + h
−)(s′, t′) = (s′, t′) + (d−0 , ϑ
−
0 ) + h
−
∞ + r
−
0 (s
′, t′) + r−(s′, t′), s′ ≤ 0.
If the norms of r± are sufficiently small, the maps u±0 + h
± are still dif-
feomorphisms of the cylinders R±×S1 leaving the boundaries ∂(R±×S1) =
{0}×S1 invariant and fixing the points (0, 0). Therefore, if |a| is sufficiently
small, the glued map
⊞a(u
+
0 + h
+, u−0 + h
−) : Za → Zb
for the gluing parameter b = b(a, u+0 + h
+, u−0 + h
−), is a diffeomorphism
between finite cylinders preserving the distinguished points. The gluing pa-
rameter b(a, u+0 +h
+, u−0 +h
−) is associated with the pair (R′, ϑ′) and is given
by
(R′, ϑ′) = (R, ϑ) + (d+0 − d
−
0 , ϑ
+
0 − ϑ
−
0 ) + h
+
∞ − h
−
∞.
Lemma 3.7. The map B 1
2
⊕H3,δ0c (R
+ × S1,R2)⊕H3,δ0c (R
− × S1,R2)→ C,
defined by
(a, h+, h−) 7→ b(a, u+0 + h
+, u−0 + h
−),
is smooth on every level. In particular, it is sc-smooth.
Proof. If a = |a|e−2πiϑ and b = |b|e−2πiϑ
′
, we have defined R = ϕ(|a|) and
R′ = ϕ(|b|), with the gluing profile ϕ(r) = e
1
r − e for 0 < r ≤ 1. By
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construction (R′, ϑ′) = (R, ϑ) + (d+ − d−, ϑ+ − ϑ−) + (h+∞ − h
−
∞). The maps
h± 7→ h±∞ are linear projection and hence smooth on every level.
On the other hand, the function B defined by B(r, c) := ϕ−1(ϕ(r) + c) if
r > 0 and B(0, c) = 0 is smooth by Lemma 4.4 of the appendix. It follows
that the map (a, h+, h−) 7→ b(a, u+1 +h
+, u−1 +h
−) is indeed smooth on every
level and, in particular, sc-smooth as desired. 
Explicitly, the glued map is computed to be
⊞a (u
+
0 + h
+, u−0 + h
−)([s, t])
=
[
(s, t) + (d+0 , ϑ
+
0 ) + h
+
∞ +⊕a(r
+
0 + r
+, r−0 + r
−)([s, t]
]
=
[
⊞a(u
+
0 , u
−
0 )([s, t]) + h
+
∞ +⊕a(r
+, r−)([s, t])
]
=
[
⊞a(u
+
0 , u
−
0 )([s, t]) +⊕a(h
+, h− + h+∞ − h
−
∞)([s, t])
]
where [ , ] denotes the equivalence class of coordinates in Za as well as in
and Zb.
Remark 3.8. The following remark will be made precise later on. If wa0 :
Za0 → Zb0 is the diffeomorphism constructed by means of wa0 = ⊞a0(u
+
0 , u
−
0 )
and b0 = b(a0, u
+
0 , u
−
0 ), then given (a, b, w) close to (a0, b0, wa0) and abbrevi-
ating wa = ⊞a(u
+
0 , u
−
0 ) we shall solve later on the equation
wa +⊕a(h
+, h− + h+∞ − h
−
∞) = w
for (h+, h−) ∈ Ê0 small and satisfying, in addition, ρa(h
+, h−) = (h+, h−).
As we shall see this problem has a unique solution which allows to construct
M-polyfold charts for suitable spaces later on.
3.2 An M-Polyfold Construction, Proof of Theorem
1.43
The subsection 3.2 is devoted to the proofs of Proposition 1.42 and Theorem
1.43 about the M-polyfold structures on the set X and on its “completion”
X .
In order to recall the definition of the set X we denote by Γ the set of all
pairs (a, b) of complex numbers satisfying a · b 6= 0 and |a|, |b| < ε. The size
of ε will be adjusted during the proof.
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Definition 3.9. The set X consists of all triples (a, b, w) in which a, b ∈
Γ and w : Za → Zb is a C
1-diffeomorphism between the two finite glued
cylinders belonging to the Sobolev class H3 and satisfying w(p±a ) = p
±
b .
In order to define a topology on X we fix a point (a0, b0, w0) ∈ X and
choose a family a 7→ φa of diffeomorphisms
φa : Za → Za0
defined for gluing parameters a close to a0, mapping p
±
a to p
±
a0 , and satisfying
φa0 = id. We assume that the family a 7→ φa is smooth in the following sense.
On the finite cylinder Za0 we have the global coordinates Za0 ∋ [s, t] →
(s, t) ∈ [0, R0]× S
1 and [s′, t′]′ → (s′, t′) ∈ [−R0, 0]× S
1. Similarly, we have
two global coordinates on Za. If a is close to a0, we can express the map
φa : Za → Za0 with respect to four choices of coordinate systems, two in the
domains and two in the target, namely
• (s, t) 7→ [s, t]
φa
−→ [S, T ] 7→ (S, T )
• (s, t) 7→ [s, t]
φa
−→ [S ′, T ′]′ 7→ (S ′, T ′)
• (s′, t′) 7→ [s′, t′]′
φa
−→ [S, T ] 7→ (S, T )
• (s′, t′) 7→ [s′, t′]′
φa
−→ [S ′, T ′] 7→ (S ′, T ′).
The family a 7→ φa is called smooth if all these coordinate expressions are
smooth as maps of (a, s, t), respectively of (a, s′, t′), for a close to a0. Simi-
larly, we can choose the second smooth family b 7→ ψb of diffeomorphisms
ψb : Zb0 → Zb
defined for gluing parameters b close to b0, mapping p
±
b0
to p±b , and satisfying
ψb0 = id. Given an open neighborhood U(w0) of the diffeomorphism w0 in
the space of diffeomorphisms Za0 → Zb0 of class H
3, we introduce the set
U(a0, b0, w0, U(w0), δ0)
consisting of triples (a, b, u) satisfying
|a− a0| < δ0, |b− b0| < δ0, u = ψb ◦ w ◦ φa and w ∈ U(w0).
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Za0
w
−−−→ Zb0
ϕa
x yψb
Za −−−−−→
ψb◦w◦ϕa
Zb.
Clearly, the chosen triple (a0, b0, w0) belongs to the set U(a0, b0, w0, U(w0), δ0)
so that the collection of the sets U(a0, b0, w0, U(w0), δ0) covers the set X .
Lemma 3.10. We abbreviate
U0 = U(a0, b0, w0, U(w0), δ0) and U1 = U(a1, b1, w1, U(w1), δ1).
If (a2, b2, w2) ∈ U0 ∩ U1, then there exists a set U2 = U(a2, b2, w2, U(w2), δ2)
satisfying
U2 ⊂ U0 ∩ U1.
Proof. We consider the set of diffeomorphisms U0 = U(a0, b0, w0, U(w0), δ0)
consisting of points (a, b, u) satisfying |a − a0| < δ0, |b − b0| < δ0 and u =
ψ0b ◦ w ◦ ϕ
0
a for a diffeomorphism w ∈ U(w0). Here ψ
0
b : Zb0 → Zb and ϕ
0
a :
Zb → Za0 are the associated smooth families of diffeomorphisms. Moreover,
U(w0) is an H
3-open neighborhood of C1-diffeomorphisms of w0 : Za0 → Zb0 .
Similarly, we consider the second set U1 = U(a1, b1, w1, U(w1), δ1) of points
(a, b, u) satisfying |a−a1| < δ1, |b−b1| < δ1 and u = ψ
1
b ◦w◦ϕ
1
a for w ∈ U(w1),
where w1 : Za1 → Zb1 is a C
1-diffeomorphism in H3. If
(a2, b2, w2) ∈ U0 ∩ U1
then
w2 = ψ
0
b2 ◦ v0 ◦ ϕ
0
a2 = ψ
1
b2 ◦ v1 ◦ ϕ
1
a2
for two diffeomorphisms v0 ∈ U(w0) and v1 ∈ U(w1). In view of the re-
marks (Theorem 2.6) about the action by diffeomorphisms we find an open
neighborhoods V (v0) ⊂ U(w0) and V (v1) ⊂ U(w1) and a number δ2 > 0
sufficiently small so that
ψ0b ◦ V (v0) ◦ ϕ
0
a ⊂ ψ
1
b ◦ V (v1) ◦ ϕ
1
a (39)
for all |a−a2| < δ2 and |b−b2| < δ2. The smooth families of diffeomorphisms,
defined by
ϕ˜a = (ϕ
0
a2
)−1 ◦ ϕ0a : Za → Za2
ψ˜a = ψ
0
b ◦ (ψ
0
b2)
−1 : Zb2 → Zb
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for |a− a2| < δ2 and |b− b2| < δ2 satisfy ϕ˜a2 = id on Za2 and ψ˜b2 = id on Zb2
and map the points p±a onto p
±
a2
, respectively p±b2 onto p
±
b . Next we define the
open neighborhood in H3 of the C1-diffeomorphism w2 : Za2 → Zb2 by
U(w2) = ψ
0
b2
◦ V (v0) ◦ ϕ
0
a2
,
and introduce the set
U2 = U(a2, b2, w2, U(w2), δ2)
= {(a, b, w)| |a− a2| < δ2, |b− b2| < δ2 and w = ψ˜
0
b ◦ u ◦ ϕ˜
0
a for some u ∈ U(w2)}
If (a, b, w) ∈ U2, then w = ψ˜
0
b ◦ u ◦ ϕ˜
0
a and u ∈ U(w2) and hence there exists
v ∈ V (v0) satisfying
w = ψ˜0b ◦ ψ
0
b2
◦ v ◦ ϕ0a2 ◦ ϕ˜
0
a = ψ
0
b ◦ v ◦ ϕ
0
a.
Since v ∈ V (v0) ⊂ U(w0), we conclude that (a, b, w) ∈ U0. In view of (39),
we also conclude that w = ψ1b ◦ v˜ ◦ϕ
1
a for some v˜ ∈ V (v1) ⊂ U(v1) and hence
(a, b, w) ∈ U1. Consequently, U2 ⊂ U0 ∩ U1 as claimed in Lemma 3.10. 
Lemma 3.10 shows that the collection {U(a, b, w, U(w), δ)} defines the
basis for the topology T on X . This topology is second countable and par-
compact, and hence metrizable.
The construction used in the definition of the topology of X allows to
define M-polyfold charts on X as follows.
We choose a point (a0, b0, w0) ∈ X where
w0 : Za0 → Zb0
is a C1-diffeomorphism belonging to H3 and mapping p±a0 to p
±
b0
. There exists
an ε0 > 0 so that for given h ∈ H
3(Za0 ,R
2) satisfying h(p±a0) = (0, 0) and
h([0, t]) ∈ {0}×R, h([0, t]′) ∈ {0}×R, and |Dαh([s, t])| < ε0 for |α| ≤ 1, the
map
[s, t]→ w0([s, t]) + h([s, t])
is still a C1-diffeomorphism Za0 → Zb0 between the finite glued cylinders.
Let us denote by Ĥ3(Za,R
2) the closed subspace of H3(Za,R
2) consisting of
maps h satisfying h(p±a ) = (0, 0), h([0, t]) ∈ {0} ×R and h([0, t]
′) ∈ {0} ×R.
Moreover, every diffeomorphism Za0 → Zb0 in H
3 sufficiently close to w0 in
the C1-norm can be written in such a way for a uniquely determined h.
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Remark 3.11. Let us note the following important fact. Take ε1 ∈ (0, ε0).
Then we find a diffeomorphism w1 : Za0 → Zb0 which is smooth and close
to w0 so that the previous discussion is valid for w1 with ε0 replaced by
ε1. In addition, w0 = w1 + h0 for a suitable h0 which is controlled by ε1.
Hence we may assume without loss of generality that in the triple (a0, b0, w0)
chosen above, the map w0 : Za0 → Zb0 is a smooth diffeomorphism and the
collection of triples (a0, b0, w0 + h) where h satisfies the conditions described
above contains an a-priori given triple in X .
Now, assuming that w0 : Za0 → Zb0 is a smooth diffeomorphism, we
choose two smooth (in the sense explained after the Definition 3.9) families
a 7→ φa and b 7→ ψb of diffeomorphisms
φa : Za → Za0 and ψb : Zb0 → Zb
defined for a close to a0 and b close to b0 and introduce the map
(a, b, h) 7→ (a, b, ψb ◦ (w0 + h) ◦ φa) ∈ X
into the space X , defined for triples (a, b, h) in which (a, b) is close to (a0, b0)
and h is varying in the subspace Ĥ3(Za0 ,R
2) of H3(Za0,R
2) as described
above. The domain of definition of the map is a set in a neighborhood of the
point (a0, b0, 0) in the sc-Hilbert space
C⊕ C⊕ Ĥ3(Za0 ,R
2).
By definition of the topology, this map is continuous and obviously a homeo-
morphism onto some open neighborhood of the point (a0, b0, w0) ∈ X . Hence
we may view it as the inverse of a chart.
We consider two such charts around the points (a0, b0, w0) and (a˜0, b˜0, w˜0) ∈
X . The inverse of the second chart is the map
(a˜, b˜, h˜) 7→ (a˜, b˜, ψ˜b˜ ◦ (w˜0 + h˜) ◦ ϕ˜a˜)
with h˜ ∈ Ĥ3(Za˜0 ,R
2). At the points where the two charts intersect we have
a˜ = a and b˜ = b and hence ψb ◦ (w0+ h) ◦ϕa = ψ˜b ◦ (w˜0+ h˜) ◦ ϕ˜a. Therefore,
the transition map of the charts is of the form
(a, b, h) 7→ (a, b, h˜)
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where h˜(a, b, h) ∈ H3(Za˜0 ,R
2) is defined by
h˜(a, b, h) := (ψ˜−1b ◦ ψb ◦ (w0 + h) ◦ φa ◦ φ˜
−1
a )− w˜0.
The map a 7→ ϕa◦ϕ˜
−1
a is a smooth family of diffeomorphisms Za˜0 → Za0 , and
b 7→ ψ˜−1b ◦ψb is a smooth family of diffeomorphisms Zb0 → Zb˜0 . Recalling the
result about diffeomorphism actions we conclude from Theorem 1.26 together
with the chain rule that the map (a, b, h) 7→ h˜(a, b, h) is an sc-smooth map.
Having proved that the transition maps between the M-polyfold charts are
sc-smooth, we have equipped the set X with the structure of an M-polyfold.
Remark 3.12. If we equip the (classical) Hilbert manifold of diffeomor-
phisms Za0 → Zb0 of class H
3 preserving the distinguished points, with the
filtration for which the level m corresponds to the Sobolev regularity m+ 3,
we obtain an sc-manifold taking as charts the ones coming from exponential
maps. We refer to [4] for the classical set-up. For this sc-manifold, the map
(a, b, u) 7→ (a, b, ψb ◦ u ◦ φa)
establishes an sc-diffeomorphism between an open neighborhood of the triple
(a0, b0, u0) in which u0 is viewed as an element in the latter defined space,
and an open neighborhood of the same triple in the former M-polyfold X .
Let us consider two different points (a1, b1, w1) and (a2, b2, w2) in X . We
can connect (a1, b1, w1) by a continuous path to an element of the form
(a2, b2, w3). We have to keep in mind that the space of end-point preserving
diffeomorphisms is disconnected (think about Dehn twists). However keeping
a2 fixed we can vary b2 and w3 and connect it with (a2, b2, w2). Therefore,
the topological space X is connected. Since it carries a second countable
paracompact topology, the proof of Theorem 1.42 is complete. 
Compared to the general setting, the M-polyfold structure for X is quite
special insofar as the local models are open subsets of sc-Hilbert spaces. This
will change in the next step where we “complete” the space X to the space X
by adding the elements corresponding to the gluing parameter values a = 0
and b = 0.
We fix a number δ0 ∈ (0, 2π) and denote by D = D
3,δ0 the space consisting
of pairs (u+, u−) in which the maps u± : R± × S1 → R± × S1 are C1-
diffeomorphisms belonging to H3loc and satisfying
u±(0, 0) = (0, 0).
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Moreover, we assume that there exist asymptotic constants (d±, ϑ±) ∈ R×S1,
so that
u±(s, t) = (s+ d±, t+ ϑ±) + r±(s, t),
where the maps r± belong to H3,δ0(R± × S1,R2). We define an sc-structure
on D by declaring the level m to consist of elements of regularity (m+3, δm)
where (δm) is a strictly increasing sequence of real numbers contained in
(0, 2π) and starting with the previously chosen δ0.
We recall from Section 1.5 that the set X is defined as the disjoint union
X = X
∐(
{(0, 0)} × D
)
.
We shall construct charts around points of the form (0, 0, u+, u−), which
are compatible with the M-polyfold structure already defined for X and, of
course, are compatible among themselves. Before we do that we define the
topology on X .
We consider a sufficiently small open neighborhood U(u+0 , u
−
0 ) in D for
the H3,δ0-topology on D. Then there exists σ0 > 0 so that for 0 < |a| < σ0
the glued maps ⊞a(u
+, u−) are diffeomorphisms Za → Zb between finite
cylinders, where (u+, u−) ∈ U(u+0 , u
−
0 ) and b = b(a, u
+, u−) and |a|, |b| < ε.
If a = 0, we have, by definition, ⊞0(u
+, u−) = (u+, u−) and b(0, u+, u−) = 0.
We introduce for σ ∈ (0, σ0) the set Uσ of triples
Uσ = {(a, b(a, u
+, u−),⊞a(u
+, u−)) | 0 ≤ |a| < σ, (u+, u−) ∈ U(u+0 , u
−
0 )}.
(40)
We have already equipped the set X with a metrizable topology. The follow-
ing lemma shows that the collection of subsets of type Uσ in X as defined in
(40), is compatible with the topology on X .
Proposition 3.13. Let U = Uσ be as defined in (40). Then the set X ∩ U
is open in X. Given two sets U and V as defined in (40) and a point
(0, 0, u+0 , u
−
0 ) ∈ X¯ which belongs to U ∩ V, there exists a third set W con-
structed according to the recipe (40) centered at (0, 0, u+0 , u
−
0 ) so that
(0, 0, u+0 , u
−
0 ) ∈ W ⊂ U ∩ V.
Hence there exists a unique topology on X¯ for which the open sets in X and
the new sets just introduced form a basis. Moreover, this topology is second
countable and metrizable. Further, X equipped with this topology is connected
and X is open and dense in X¯.
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Proof. We first consider the case that (a0, b0, w0) ∈ X ∩ Uσ, so that
(a0, b0, w0) = (a0, b(a0, u
+
0 , u
−
0 ),⊞a0(u
+
0 , u
−
0 )) ∈ Uσ
where 0 < |a0| < σ and w0 = ⊞a0(u
+
0 , u
−
0 ) is a diffeomorphism Za0 → Zb0 for
b0 = b(a0, u
+
0 , u
−
0 ). We have to show that a small open neighborhood O of
(a0, b0, w0) in X is contained in Uσ. We recall that an open neighborhood O
of the point (a0, b0, w0) ∈ X may be assumed of the form
O = {(a, b, ψb ◦ u ◦ φa) | |a− a0| < ε, |b− b0| < ε and u ∈ U(w0)}
where ε > 0 and where U(w0) is a small H
3-neighborhood of w0 in the set of
diffeomorphisms Za0 → Zb0 of Sobolev class H
3 and fixing the distinguished
points.
If a = a0 and b = b0, then u = w0 so that
ψb0 ◦ w0 ◦ φa0 = w0.
We have used that φa0 = id on Za0 and ψb0 = id on Zb0 .
We recall that the pair (h+, h−) ∈ Ê0 consists of maps h
± : R±×S1 → R2
of the form
h± = h±∞ + r
±
where r± ∈ H3,δ0(R± × S1,R2) and where h±(0, 0) = (0, 0) and h±(0, t) ∈
{0} × R for all t ∈ R.
If ε > 0 in the definition of O is sufficiently small and (a, b, ψb◦u◦φa) ∈ O
we look for a solution (h+, h−) ∈ Ê0 of the following equations
⊞a (u
+
0 + h
+, u−0 + h
−) = ψb ◦ u ◦ φa (41)
and
b(a, u+0 + h
+, u−0 + h
−) = b (42)
so that (a, b(a, u+0 + h
+, u−0 + h
−),⊞a(u
+
0 + h
+, u− + h−)) ∈ Uσ. We recall
that u±0 : R
± × S1 → R± × S1 are diffeomorphisms of the form
u+0 (s, t) = (s, t) + (d
+
0 , ϑ
+
0 ) + r
+
0 (s, t), s ≥ 0
u−0 (s
′, t′) = (s′, t′) + (d−0 , ϑ
−
0 ) + r
−
0 (s
′, t′), s′ ≤ 0
and r±0 ∈ H
3,δ0(R± × S1,R2). From Section 3.1 we know that
⊞a(u
+
0 + h
+, u−0 + h
−)([s, t])
=
[
⊞a(u
+
0 , u
−
0 )([s, t]) +⊕a(h
+, h− + h+∞ − h
−
∞)([s, t])
]
.
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Hence, abbreviating
⊞a(u
+
0 , u
−
0 ) = wa,
we have to solve the equation
⊕a (h
+, h− + h+∞ − h
−
∞) = ψb ◦ u ◦ φa − wa (43)
for the unknown maps (h+, h−) ∈ Ê0. The right hand side vanishes if a =
aa0 , b = b0, and u = w0 since wa0 = w0. It actually suffices to solve for
(q+, q−) ∈ E the equation
⊕a (q
+, q−) = ψb ◦ u ◦ φa − wa. (44)
because the solution (h+, h−) ∈ Ê0 of (43) is then given by the formula
(h+, h−) = (q+, q− + (h−∞ − h
+
∞)).
Recall that h−∞ − h
+
∞ can be computed from a and b, so that (h
+, h−) is
uniquely determined. The equation (44) becomes uniquely solvable once we
impose, in addition, the equation ⊖a(q
+, q−) = 0. Abbreviating the right
hand side (44) by
g = ψb ◦ u ◦ φa − wa,
the two equations
⊕a(q
+, q−) = g
⊖a(q
+, q−) = 0
(45)
have the following unique solution. Explicitly, the equations (45) are repre-
sented by
βa(s) · q
+(s, t) + (1− βa(s)) · q
−(s− R, t− ϑ) = g(s, t)
−(1 − βa(s)) · q
+(s, t) + βa(s) · q
−(s−R, t− ϑ) = (2βa(s)− 1)ava(q
+, q−).
Integrating the first equation at s = R
2
over the circle S1, we find in view of
βa
(
R
2
)
= 1
2
that the average
ava(q
+, q−) =
∫
S1
g
(
R
2
, t
)
dt = [g]
agrees with the mean value of the function g. In matrix form the above two
equations are now written as[
βa(s) (1− βa(s))
−(1 − βa(s) βa(s)
]
·
[
q+(s, t)
q−(s− R, t− ϑ)
]
=
[
g
(2βa(s)− 1)[g]
]
.
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Denoting by γa(s) = βa(s)
2+(1−βa(s))
2 the determinant of the matrix, one
arrives at the following formulae for the solution,
q+(s, t) = [g] +
βa(s)
γa(s)
· (g(s, t)− [g]) (46)
and
q−(s−R, t− ϑ) = [g] +
1− βa(s)
γa(s)
· (g(s, t)− [g]). (47)
The asymptotic constants of q± are both equal to [g]. In particular, we find
for the asymptotic constant of h+ = q+ the value
h+∞ = [g]. (48)
In order to to solve the equation (42) we associate with the gluing parameter
b the pair (R′, ϑ′) consisting of the gluing length and the gluing angle as the
solution of the equation
(R′, ϑ′) = (R, ϑ) + (d+0 − d
−
0 , ϑ
+
0 − ϑ
−
0 ) + h
+
∞ − h
−
∞, (49)
then b = b(a, u+0 + h
+, u−0 + h
−
∞) as desired and we have proved that the
equations (41) together with (42) and ⊖a(h
+, h− + h+∞ − h
−
∞) = 0 have a
unique solution (h+, h−) ∈ Ê. Actually, (h+, h−) ∈ Ê0 as the next lemma
shows.
Lemma 3.14. The pair (h+, h−) belongs to Ê0.
Proof. We first calculate the values of g = ψb ◦u◦φa−wa at the points (0, 0)
and (R, ϑ) where (R, ϑ) are the gluing length and the gluing angle associated
with the parameter a. We recall that φa : Za → Za0 is a diffeomorphism
mapping the distinguished points of the cylinder Za0 onto the distinguished
points of Za0 . The same holds true for the diffeomorphism ψb : Zb0 → Zb
and the diffeomorphism u : Za0 → Zb0 fixes the distinguished points. Hence,
ψb ◦ u ◦ φa(0, 0) = (0, 0) and ψb ◦ u ◦ φa(R, ϑ) = (R
′, ϑ′) where (R′, ϑ′) are
the parameters associated with b. In addition, since the boundaries of Za are
mapped onto the corresponding boundaries of Zb, we have ψb ◦ u ◦ φa(0, t) ∈
{0} × R and ψb ◦ u ◦ φa(R, ϑ+ t) ∈ {(R
′, ϑ′)}+ ({0} × R) for all t ∈ R.
To evaluate the diffeomorphism wa = ⊞a(u
+
0 , u
−
0 ) at the points (0, 0) and
(R, ϑ), we recall that the diffeomorphisms u±0 : R
±×S1 → R±×S1 are of the
form u±0 (s, t) = (s, t)+(d
±
0 , ϑ
±
0 )+ r
±
0 (s, t) and satisfy u
±
0 (0, 0) = (0, 0). Using
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that ⊞a(u
+
0 , u
−
0 )(s, t) = (s, t)+(d
+
0 , ϑ
+
0 )+βar
+
0 (s, t)+(1−βa)r
−
0 (s−R, t−ϑ),
we find wa(0, 0) = (0, 0) and wa(0, t) ∈ {0} × R. Evaluating at (R, ϑ) we
obtain, wa(R, ϑ) = (R, ϑ) + (d
+
0 , ϑ
+
0 ) + r
−
0 (0, 0) = (R, ϑ) + (d
+
0 − d
−
0 , ϑ
+
0 −
ϑ−0 ) + u
−
0 (0, 0) = (R, ϑ) + (d
+
0 − d
−
0 , ϑ
+
0 − ϑ
−
0 ) and similarly
wa(R, ϑ+ t) ∈ ((R, ϑ) + (d
+
0 − d
−
0 , ϑ
+
0 − ϑ
−
0 )) + ({0} × R).
Consequently, g(0, 0) = (0, 0) and g(R, ϑ) = (R′, ϑ′)−((R, ϑ)+(d+0 −d
−
0 , ϑ
+
0 −
ϑ−0 )). In addition, g(0, t) ∈ {0} × R and
g(R, ϑ+ t) ∈ ((R′, ϑ′)− (R, ϑ)− (d+0 − d
−
0 , ϑ
+
0 − ϑ
−
0 )) + ({0} × R).
Now, since h+ = q+, it follows from (46) that h+(0, 0) = q+(0, 0) =
g(0, 0) = (0, 0) and h+(0, t) = g(0, t) ∈ {0}×R for all t ∈ R. Using (49) and
(47) and h− = q− + h−∞ − h
+
∞, we find that h
−(0, 0) = q−(0, 0) + h−∞ − h
+
∞ =
g(R, ϑ)+h−∞−h
+
∞ = (R
′, ϑ′)−((R, ϑ)+(d+0 −d
−
0 , ϑ
+
0 −ϑ
−
0 ))+h
−
∞−h
+
∞ = (0, 0)
and h−(0, t) = g(R, ϑ)+h−∞−h
+
∞ ∈ {0}×R. Consequently, the pair (h
+, h−)
belongs to Ê0 and the proof of the lemma is complete.

We recall that if a = a0, b = b0 and u = w0, then g = 0 and hence
h+ = 0 and h− = 0 and we conclude from the above formulae that if ε > 0
is sufficiently small, then indeed O ⊂ Uσ.
It remains to consider the case in which a0 = b0 = 0. We claim that given
two sets Uσ1 and Uσ2 as defined in (33) and a point (0, 0, u
+
0 , u
−
0 ) ∈ X which
belongs to Uσ1 ∩ Uσ2 , then there exists a third set Uσ0 such that
(0, 0, u+0 , u
−
0 ) ∈ Uσ0 ⊂ Uσ1 ∩ Uσ2 .
Indeed, the sets Uσ1 and Uσ2 have the form
Uσ1 := {(a, b(a, u
+, u−),⊞a(u
+, u−))| 0 ≤ |a| < σ1, (u
+, u−) ∈ U(u+1 , u
−
1 )}
Uσ2 := {(a, b(a, u
+, u−),⊞a(u
+, u−))| 0 ≤ |a| < σ2, (u
+, u−) ∈ U(u+2 , u
−
2 )}
where U(u+1 , u
−
1 ) is an open neighborhood of the pair (u
+
1 , u
−
1 ) in D for the
H3,δ0-topology on D, and similarly for U(u+2 , u
−
2 ). Since (0, 0, u
+
0 , u
−
0 ) ∈ Uσ1∩
Uσ2 ,
(u+0 , u
−
0 ) ∈ U(u
+
1 , u
−
1 ) ∩ U(u
+
2 , u
−
2 ).
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We choose an open neighborhood U(u+0 , u
−
0 ) of the pair (u
+
0 , u
−
0 ) in D for the
H3,δ0-topology satisfying
(u+0 , u
−
0 ) ∈ U(u
+
0 , u
−
0 ) ⊂ U(u
+
1 , u
−
1 ) ∩ U(u
+
2 , u
−
2 ),
and set δ0 = min{δ1, δ2}. Then the set Uσ0 , defined by
Uσ0 := {(a, b(a, u
+, u−),⊞a(u
+, u−))| |a| < σ0, (u
+, u−) ∈ U(u+0 , u
−
0 )},
satisfies
(0, 0, u+0 , u
−
0 ) ∈ Uσ0 ⊂ Uσ1 ∩ Uσ2
as claimed. The proof of Proposition 3.13 is complete.

Lemma 3.15. If the pair (q+, q−) ∈ E is the unique solution of (45)
⊕a(q
+, q−) = g
⊖a(q
+, q−) = 0,
then the pair (h+, h−) := (q+, q− + h−∞ − h
+
∞) ∈ Ê0 satisfies
ρa(h
+, h−) = (h+, h−).
Proof. The condition ⊖a((q
+, q−) = ⊖a(h
+, h− + h+∞ − h
−
∞) = 0 is the same
as the condition ⊖a(h
+−h+∞, h
−−h−∞) = 0 which is equivalent to the relation
ρa(h
+, h−) = (h+, h−), in view of Lemma 3.3. 
Lemma 3.16. We assume that (u+0 , u
−
0 ) ∈ D
∞ are smooth diffeomorphisms
of the half-cylinders R± × S1 and fix the smooth point (a0, b0, w0) ∈ X in
which w0 = ⊞a0(u
+
0 , u
−
0 ). Setting g = ψb ◦u◦φa−wa = w−wa, the mappings
X → E,
(a, b, w) 7→ (q+(a, b, w), q−(a, b, w)) ∈ E,
defined on a neighborhood of (a0, b0, w0) in X as the unique solution of (45),
are sc-smooth.
Proof. We use the local sc-coordinates (a, b, h) 7→ (a, b, ψb◦(w0+h)◦φa) of X
near (a0, b0, w0) ∈ X , where h varies in the sc-Hilbert space Ĥ
3,δ0(Za0,R
2) of
functions on the fixed cylinder Za0 . Then g = ψb ◦ (w0+h) ◦φa−wa and the
solutions q± of (45) are in these coordinates mappings (a, b, h) 7→ q±(a, b, h).
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Recalling the proof of Proposition 3.13, the map q+ = d + r+ is defined by
d = [g] and
r+(s, t) =
βa(s)
γa(s)
(g − [g])
for s ≥ 0. Since βa(s) = 0 for s ≥
R
2
+ 1, the map q+ is obtained from
the sole knowledge of g on the finite piece [0, R
2
+ 1] × S1. Clearly, wa as
a function of a near a0 is sc-smoothly depending on a on the fixed cylinder
[0, R0
2
+2]×S1. In view of Theorem 1.26 about diffeomorphisms actions, the
function g depends sc-smoothly on (a, b, h) in the neighborhood of (a0, b0, 0).
The sc-smoothness of the map (a, b, h) 7→ q+(a, b, h) now follows from the
above formula for r+(s, t) using Proposition 2.8 and the chain rule. Similar
arguments show that also (a, b, h) 7→ q−(a, b, h) is an sc-smooth function. 
From Lemma 3.16 we deduce immediately the following result.
Lemma 3.17. Fix the smooth point (a0, b0, w0) ∈ X. Then there exists an
open neighborhood U ⊂ X of the point and an sc-smooth map
Γ : U → Ê0,
defined by Γ(a, b, w) = (h+, h−) where (h+, h−) = (q+, q− + h+∞ − h
+
∞) ∈ Ê0
is the unique solution of (42) and (45).
Proof. This follows immediately from Lemma 3.16 together with Lemma 2.19
applied to h+∞ = [g] and Lemma 3.7 applied to h
−
∞. 
Lemma 3.18. We assume that (u+0 , u
−
0 ) ∈ D
∞ are smooth diffeomorphisms
of R± × S1. Then the map
U(a0, 0, 0) ⊂ C× Ê0 → X,
defined by
(a, h+, h−) 7→ (a, b(a, u+0 + h
+, u−0 + h
−),⊞a(u
+
0 + h
+, u−0 + h
−)) ∈ X
in a small open neighborhood of (a0, h
+, h−) = (a0, 0, 0) where a0 6= 0, is an
sc-smooth map.
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Proof. In the local sc-chart around the point (a0, b0, w0) ∈ X which is defined
by (a, b, h) 7→ (a, b, ψb ◦(w0+h)◦φa), our map is represented by the formulae
b = b(a, u+0 + h
+, u−0 + h
−) and
h = ψb ◦⊞a(u
+
0 + h
+, u−0 + h
−) ◦ φ−1a − w0.
Arguing now as in the proof of Lemma 3.16 one verifies that (a, h+, h−) 7→ h
is an sc-smooth map. 
For the following it is important to observe that if (a0, b0, w˜0) ∈ X is
a point in which w˜0 = ⊞a0(u˜
+
0 , u˜
−
0 ) for a pair (u˜
+
0 , u˜
−
0 ) of diffeomorphisms
of R± × S1 belonging to the space D3,δ0, then there exists a smooth point
(a0, b0, w0) ∈ X is which w0 = ⊞a0(u
+
0 , u
−
0 ) for a pair (u
+
0 , u
−
0 ) of smooth
diffeomorphisms of R± × S1 belonging to the space D∞, and an open neigh-
borhood U ⊂ X of (a0, b0, w0), which contains the original point (a0, b0, w˜0).
In view of the above discussion, we have establish the following result.
Proposition 3.19. If (u+0 , u
−
0 ) ∈ D
∞ is a pair of smooth diffeomorphisms
of R±×S1 and if (a0, b0, w0) is the smooth point in which w0 = ⊞a0(u
+
0 , u
−
0 ),
then there exists an open neighborhood U ⊂ X of this point and an sc-smooth
map
Γ : U → Ê0,
defined by Γ(a, b, w) = (h+, h−) and having the following properties.
• Γ(a0, b0, w0) = (0, 0)
• ⊞a[(u
+
0 , u
−
0 ) + Γ(a, b, w)] = w.
• ρa(h
+, h−) = (h+, h−).
In view of our observation above, it is sufficient to introduce chart maps
of X centered at smooth points (0, 0, u+0 , u
−
0 ) ∈ X \X where (u
+
0 , u
−
0 ) ∈ D
∞
are smooth diffeomorphisms of R± × S1.
Definition 3.20. Given (u+0 , u
−
0 ) ∈ D
∞ we define the map
ϕ : {(a, h+, h−) | ρa(h
+, h−) = (h+, h−), |a| < σ0, (h
+, h−) ∈ U} → X,
in which U ⊂ Ê0 is a small open neighborhood of (0, 0) ∈ Ê0, by
ϕ(a, h+, h−) = (a, b(a, u+0 + h
+, u−0 + h
−),⊞a(u
+
0 + h
+, u−0 + h
−))
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if a 6= 0, and by the formula,
ϕ(0, h+, h−) = (0, 0, u+0 + h
+, u−0 + h
−)
in the case a = 0.
Remark 3.21. We would like to emphasize that due to the assumption
ρa(h
+, h−) = (h+, h−) the map ϕ is invertible. Indeed, since this assumption
is equivalent to the requirement ⊖a(h
+−h+∞, h
−−h−∞) = 0, in view of Lemma
3.3, the injectivity of ϕ follows by the arguments already used in the proof
of Proposition 3.13. Namely, if
ϕ(a, h+, h−) = ϕ(a˜, k+, k−),
then a = a˜ and so b(a, u+0 + h
+, u−0 + h
−) = b(a, u+0 + k
+, u−0 + k
−) and
⊞a(u
+
0 + h
+, u−0 + h
−) = ⊞a(u
+
0 + k
+, u−0 + k
−) and the additional equations
⊖a(h
+−h+∞, h
−−h−∞) = 0 and ⊖a(k
+−k+∞, k
−−k−∞) = 0 imply that h
+ = k+
and h− = k−.
From the previous results we deduce the following result.
Proposition 3.22. The map ϕ in Definition 3.20 restricted to triples (a, h+, h−)
satisfying a 6= 0 is an sc-diffeomorphism onto an open subset of the M-polyfold
X.
The above maps of Definition 3.20 cover the set X \ X and are com-
patible with the sc-msooth structure of the M-polyfold X . Hence in order
to establish an sc-smooth structure on X it remains to show that the chart
transformations are sc-smooth in a neighborhood of a = 0. We shall make
use of the sc-smoothness results in chapter 2, in particular of Proposition 2.8
and of Lemma 2.18-2.21.
Proposition 3.23. If φ1 and φ2 are two chart maps of the topological space
X as introduced in Definition 3.20, then the chart transformation
φ−12 ◦ φ1
is an sc-smooth map.
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Proof. We consider two chart maps φ1 and φ2 into X according to Definition
3.20 which are defined in a neighborhood of a = 0. The first one is the map
φ1
{(a, h+, h−) | ρa(h
+, h−) = (h+, h−), 0 ≤ 0 ≤ |a| < σ1, (h
+, h−) ∈ U1} → X,
defined by
φ1(a, h
+, h−) := (a, b(a, u+1 + h
+, u−1 + h
−),⊞a(u
+
1 + h
+, u−1 + h
−))
if a 6= 0, and by
φ1(a, h
+, h−) := (0, 0, u+1 + h
+, u−1 + h
−)
if a = 0. Here u±1 : R
± × S1 → R± × S1 are two smooth diffeomorphisms of
the positive resp. negative cylinder (in the covering spaces) of the form
u+1 (s, t) = (s, t) + (d
+
1 , ϑ
+
1 ) + r
+
1 (s, t), s ≥ 0
u−1 (s
′, t′) = (s′, t′) + (d−1 , ϑ
−
1 ) + r
−
1 (s
′, t′), s′ ≤ 0
(50)
where the pair (r+1 , r
−
1 ) ∈ D
∞ is a smooth point in the sc-Banach space
H3,δ0(R+ × S1,R2) × H3,δ0(R− × S1,R2). In addition, U1 ⊂ Ê0 is an open
neighborhood of (0, 0) ∈ Ê0 consisting of pairs (h
+, h−) of maps h± : R± ×
S1 → R2 of the form h±(s, t) = h±∞ + r
±(s, t) and r± ∈ H3,δ0(R+ × S1,R2).
Similarly, the second chart map ϕ2,
{(a′, k+, k−) | ρa′(k
+, k−) = (k+, k−), 0 ≤ |a′| < σ2, (k
+, h−) ∈ U2} → X
is defined by
φ2(a
′, k+, k−) := (a′, b′(a′, u+2 + k
+, u−2 + k
−),⊞a′(u
+
2 + k
+, u−2 + k
−))
if a′ 6= 0, and by
φ2(a
′, k+, k−) := (0, 0, u+2 + k
+, u−2 + k
−)
if a′ = 0. The regions where the charts overlap are defined by
φ1(a, h
+, h−) = φ2(a
′, k+, k−). (51)
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If a = 0, then it follows that also a′ = 0, and hence b = 0 and b′ = 0, so that
φ1(0, h
+, h−) = (0, 0, u+1 + h
+, u−1 + h
−)
= (0, 0, u+2 + k
+, u−2 + k
−) = φ2(0, k
+, k−).
The map φ−12 ◦ φ1(0, h
+, h−) = (0, k+, k−) is therefore given by
k+ = h+ + (u+1 − u
+
2 )
k− = h− + (u−1 − u
−
2 ).
(52)
If a 6= 0, then a′ = a and hence b(a, u+1 +h
+, u−1 +h
−) = b′(a, u+2 +k
+, u−2 +k
−)
and
⊞a (u
+
1 + h
+, u−1 + h
−) = ⊞a(u
+
2 + k
+, u−2 + k
−). (53)
In particular, the gluing lengths and gluing angles (R1, ϑ1) and (R2, ϑ2) as-
sociated with the gluing parameters a and a′ are equal. Also the gluing
lengths and gluing angles (R′1, ϑ
′
1) and (R
′
2, ϑ
′
2) associated with the gluing
parameters b(a, u+1 + h
+, u−1 + h
−) and b′(a, u+2 + k
+, u−2 + k
−) are the same.
Hence, in view of (R′1, ϑ
′
1) = (R1, ϑ1) + (d
+
1 − d
−
1 , ϑ
+
1 − ϑ
−
1 ) + h
+
∞ − h
−
∞ and
(R′2, ϑ
′
2) = (R2, ϑ2) + (d
+
2 − d
−
2 , ϑ
+
2 − ϑ
−
2 ) + k
+
∞ − k
−
∞ , we obtain the relation
k+∞ − k
−
∞ = (h
+
∞ − h
−
∞) + (d
+
1 − d
−
1 − d
+
2 + d
−
2 , ϑ
+
1 − ϑ
−
1 − ϑ
+
2 + ϑ
−
2 ). (54)
Abbreviating
wa = ⊞a(u
+
1 , u
−
1 )−⊞a(u
+
2 , u
−
2 ),
the equation (53) becomes
⊕a (k
+, k− + k+∞ − k
−
∞) = ⊕a(h
+, h− + h+∞ − h
−
∞) + wa. (55)
Recall that the pair (k+, k−) satisfies ρa(k
+, k−) = (k+, k−) which implies by
Lemma 3.3 that ⊖a(k
+ − k+∞, k
− − k−∞) = 0. Observing that the anti-gluing
operation ⊖a satisfies
⊖a(v
+ + A, v− + A) = ⊖a(v
+, v−)
for every constant A, we conclude that ⊖a(k
+, k− + k+∞ − k
−
∞) = 0. Setting
q+ = k+ and q− = k− + k+∞ − k
−
∞ and abbreviating
g := ⊕a(h
+, h− + h+∞ − h
−
∞) + wa, (56)
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we have therefore to solve the following system of equations for (q+, q−)
⊕a(q
+, q−) = g
⊖a(q
+, q−) = 0.
(57)
Integrating the first equation at s = R
2
over the circle S1 and recalling that
βa(
R
2
) = 1
2
, we find
ava(q
+, q−) = [g]. (58)
In matrix form the system (57) is expressed as follows,[
βa 1− βa
−(1 − βa) β
]
·
[
q+
q−
]
=
[
g
(2βa − 1)ava(q
+, q−)
]
=
[
g
(2βa − 1)[g]
]
.
Denoting by γa = β + a
2 + (1 − βa)
2 the determinant of the matrix and
abbreviating γa = γa(s) and βa = βa(s), the unique solution of (57) is given
by
q+(s, t) =
(
1−
βa
γa
)
· [g] +
βa
γa
· g (59)
for s ≥ 0, and
q−(s− R, t− ϑ) =
(
1−
1− βa
γa
)
· [g] +
1− βa
γa
· g (60)
for all s ≤ R.
In order to analyze the behavior at a = 0 we write down the solutions in
detail. To do this we represent h± = h±∞+ r
±
3 where r
±
3 ∈ H
3,δ0(R±×S1,R2)
and use the explicit representations of
g(s, t) = ⊕a(h
+, h− + h+∞ − h
−
∞)(s, t) + wa(s, t)
= ⊕a(h
+
∞ + r
+
3 , h
+
∞ + r
−
3 )(s, t) + wa(s, t)
= h+∞ + βa · r
+
3 (s, t) + (1− βa) · r
−
3 (s−R, t− ϑ) + wa(s, t)
and of
wa(s, t) = (s, t) + (d
+
1 , ϑ
+
1 ) + βa · r
+
1 (s, t) + (1− βa) · r
−
1 (s−R, t− ϑ)
− (s, t)− (d+2 , ϑ
+
2 )− βa · r
+
2 (s, t)− (1− βa) · r
−
2 (s− R, t− ϑ)
= (d+1 − d
+
2 , ϑ
+
1 − ϑ
+
2 )
+ βa · (r
+
1 − r
+
2 )(s, t) + (1− βa) · (r
−
1 − r
−
2 )(s− R, t− ϑ),
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so that
g(s, t) = h+∞ + (d
+
1 − d
+
2 , ϑ
+
1 − ϑ
+
2 )
+ βa · r
+(s, t) + (1− βa) · r
−(s−R, t− ϑ)
(61)
where we have abbreviated
r± = r±3 + r
±
1 − r
±
2 . (62)
The mean value [g] =
∫
S1
g
(
R
2
, t
)
dt is computed to be
[g] = h+∞ + (d
+
1 − d
+
2 , ϑ
+
1 − ϑ
+
2 ) + ava(r
+, r−). (63)
With (61) and (63) the solution q+(s, t) for all s ≥ 0 is equal to
q+(s, t) = h+∞ + (d
+
1 − d
+
2 , ϑ
+
1 − ϑ
+
2 ) +
(
1−
βa
γa
)
· ava(r
+, r−)
+
β2a
γa
· r+(s, t) +
βa(1− βa)
γa
· r−(s− R, t− ϑ),
(64)
where, as usual, we have abbreviated βa = βa(s). Since q
+ = k+ we read off
the solution q+(s, t) the asymptotic constant
k+∞ = lim
s→∞
q+(s, t) = h+∞ + (d
+
1 − d
+
2 , ϑ
+
1 − ϑ
+
2 ) + ava(r
+, r−) (65)
using that βa(s) = 0 for s ≥
R
2
+ 1.
In order to represent the solution q−(s − R, t − ϑ) for all s ≤ R we
introduce the variables s′ = s − R and t′ = t − ϑ. From β(s) = 1 − β(−s)
one deduces βa(−s
′) = β(−s′ − R
2
) = 1 − β(s′ + R
2
) = 1 − βa(s
′ + R) and
γa(−s
′) = γa(s
′ +R). Using this, the solution q−(s′, t′) is represented by
q−(s′, t′) = k−(s′, t′) + (k+∞ − k
−
∞)
= h+∞ + (d
+
1 − d
+
2 , ϑ
+
1 − ϑ
+
2 ) +
(
1−
βa(−s
′)
γa(−s′)
)
· ava(r
+, r−)
+
(1− βa(−s
′))βa(−s
′)
γa(−s′)
· r+(s′ +R, t′ + ϑ) +
βa(−s
′)2
γa(−s′)
· r−(s′, t′)
for all s′ ≤ 0. In view of the relation (54), the solution k−(s′, t′) has the
following representation,
k−(s′, t′) = h−∞ + (d
−
1 − d
−
2 ϑ
−
1 − ϑ
−
2 ) +
(
1−
βa(−s
′)
γa(−s′)
)
· ava(r
+, r−)
βa(−s
′)
γa(−s′)
· r+(s′ +R, t′ + ϑ) +
βa(−s
′)2
γa(−s′)
· r−(s′, t′).
(66)
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The asymptotic constant k−∞ = lims′→−∞ k
−(s′, t′) of the solution k− is equal
to
k−∞ = h
−
∞ + (d
−
1 − d
−
2 ϑ
−
1 − ϑ
−
2 ) + ava(r
+, r−). (67)
From the expressions (65) and (67) one deduces using the Lemmata
2.18 and 2.19, that the asymptotic constants k±∞ depend sc-smoothly on
(a, h+, h−).
To sum up our computations, we represent the chart transformation Φ =
φ−12 ◦ φ1 by the formula
Φ(a, h+, h−) =
{
(0, h+ + (u+1 − u
+
2 ), h
− + (u−1 − u
−
2 )) if a = 0
(0, k+(a, h+, h−), k−(a, h+, h−)) if a 6= 0
where, for a 6= 0, the maps k+(a, h+, h−) = q+ and k−(a, h+, h−) = q− +
k−∞ − k
+
∞ are defined by (64) and (66). We define the maps k
± at a = 0 by
k+(0, h+, h−) := h+ + (u+1 − u
+
2 )
k−(0, h+, h−) := h− + (u−1 − u
−
2 ),
and observe that
h+ + (u+1 − u
+
2 ) = h
+
∞ + r
+
3 + (d
+
1 − d
+
2 , ϑ
+
1 − ϑ
+
2 ) + (r
+
1 − r
+
2 )
= h+∞ + (d
+
1 − d
+
2 , ϑ
+
1 − ϑ
+
2 ) + r
+
and
h− + (u−1 − u
−
2 ) = h
−
∞ + (d
−
1 − d
−
2 ϑ
−
1 − ϑ
−
2 ) + r
−
where as before r± = r±3 + r
±
1 − r
±
2 .
Checking every term in (64) and in (66), applying Proposition 2.8 and
the Lemmata 2.18–2.21, one sees that the maps (a, h+, h−) 7→ k±(a, h+, h−)
are sc-smooth in a neighborhood of a = 0.
Finally, in view of Lemma 3.7, also the map (a, h+, h−) 7→ b(a, u+0 +
h+, u−0 + h
−) is sc-smooth.
The proof of the sc-smoothness of the chart transformations is complete.

As a consequence we obtain the following result.
Proposition 3.24. The topological space X has in a natural way the struc-
ture of an M-polyfold which induces on X the previously defined M-polyfold
structure.
With Proposition 3.24, the proof of Theorem 1.43 is complete.
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3.3 A Strong Bundle, Proof of Theorem 1.44
Continuing with the illustration of the polyfold theory, we are going to con-
struct a strong bundle over the M-polyfold V ×X .
In order to define the Cauchy-Riemann operator as an sc-smooth Fred-
holm section we shall first equip the cylinders Za with complex structures.
We assume that X has the M-polyfold structure defined above, using the
gluing profile ϕ(r) = e
1
r − e and the sequence (δm) of weights in the open
interval (0, 2π). We choose a smooth family
v 7→ j±(v)
of complex structures on the half cylinders R± × S1 parametrized by v be-
longing to an open neighborhood V of 0 in some finite dimensional vector
space. We assume that j±(v) = i is the standard complex structure outside
of a compact neighborhood of the boundaries ∂(R±×S1). In order to arrange
that the gluing of the half-cyliners R±×S1 takes place in a region where the
complex structures j±(v) are the standard structures we shall not glue the
half-cylinders along the pieces [0, R]× S1 resp. [−R, 0]× S1 as we did so far
but along much shorter pieces and obtain the new finite cylinders Za and the
new infinite cylinders Ca, which we denote by the same letters because they
are biholomorphically equivalent to the old cylinders we have considered so
far.
We assume that j+(v) = i for s ≥ 1
2
s0 and j
−(v) = i for s ≤ −1
2
s0 and
choose the gluing parameter a so small that R = ϕ(|a|) satisfies R− s0 > s0.
We then identify the points (s, t) ∈ [s0, R− s0]× S
1 of the cylinder R+ × S1
with the points (s′, t′) ∈ [−R+s0,−s0]×S
1 of the negative cylinder R−×S1
if
s′ = s−R
t′ = t− ϑ,
as illustrated in Figure 5. We have to keep in mind that Za possesses the
distinguished points p±a .
Using the same identification we also redefine the infinite cylinders Ca as
illustrated in Figure 6.
The complex structures j±(v) induce the complex structures j(a, v) on
the glued finite cylinders Za for sufficiently small gluing parameters a. We
equip the glued infinite cylinder Ca with the standard complex structure
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(s′, t′)
(s, t)
R− × S1
R+ × S1
Za
−R −R + s0 −s0 0
0 s0 R− s0 R
p+a
p−a
p+a
p−a
Figure 5: Glued finite cylinders Za
(s′, t′)
(s, t)
R− × S1
R+ × S1
Ca
−R −R + s0 −s0 0
0 s0 R− s0 R
Figure 6: Glued infinite cylinders Ca
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denoted by i. It is clearly biholomorphic to the standard complex cylinder
R× S1.
With these new cylinders Za and Ca, the gluing formula ⊕a and the anti-
gluing formula ⊖a for the maps on the cylinders remain unchanged and all
the definitions and corresponding results proved so far hold true also for the
new cylinders with the identical proofs.
Clearly with X , also V × X is an M-polyfold. If the point (v, a, b, w) ∈
V ×X satisfies a 6= 0 and b 6= 0, then w : Za → Zb is a diffeomorphism and
associated with this point we consider mappings ξ which are defined on the
cylinder Za and whose images
ξ(z) : (TzZa, j(a, v))→ (Tw(z)Zb, i)
are complex anti-linear mappings belonging to the Sobolev space H2. The
complex anti-linearity requires that
ξ(z) ◦ j(a, v) = −i ◦ ξ(z)
for all z ∈ Za. In the following we identify the tangent spaces of the cylinders
Za and R
± × S1 with R2.
If a = 0 (and consequently b = 0), then Z0 is the disjoint union
(R+ × S1)
∐
(R− × S1)
and recalling the two diffeomorphisms u± : R± × S1 → R± × S1, we are
familiar with from the previous section, we associate with Z0 two maps z 7→
ξ±(z) defined on the half cylinders R± × S1 whose images
ξ±(z) : (TzR
± × S1), j±(v))→ (Tu±(z)R
± × S1), i)
are complex anti-linear and belong to H2,δ0(R± × S1,R4).
The collection E of all multiplets (v, a, b, w, ξ) in which (v, a, b, w) ∈ V×X
and ξ is the associated complex anti-linear map, possesses the projection map
E → V ×X, (v, a, b, w, ξ) 7→ (v, a, b, w)
where fibers (containing ξ) have in a natural way the structure of a Hilbert
space.
On E we introduce the double-filtration (Em,k) whose indices run over
m ≥ 0 and 0 ≤ k ≤ m + 1, as explained in Section 1.4. If ab 6= 0, then
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an element (v, a, b, w, ξ) belongs to Em,k if (v, a, b, w) ∈ V × Xm, where w
belongs to the level m if it has the Sobolev regularity (m + 3, δm), and if ξ
belongs to the class (k + 2, δk).
This subsection 3.3 is devoted to the proof of the following theorem an-
nounced in the introduction.
Theorem 3.25. Having fixed the exponential gluing profile ϕ and the in-
creasing sequence (δm)m∈N0 of real numbers satisfying 0 < δm < 2π, the set
E admits in a natural way the structure of a strong bundle over the M-polyfold
V ×X.
Proof. In order to prove the theorem we have to define strong bundle charts.
We first construct charts on E|V ⊕ X . To do so, we fix a smooth point
(v0, a0, b0, w0) ∈ V × X so that w0 : Za0 → Zb0 is a smooth diffeomor-
phism preserving the marked points. We recall that a chart of X around
(v0, a0, b0, w0) ∈ V ×X has been previously constructed by the map
(a, b, h) 7→ (a, b, ψb ◦ (w0 + h) ◦ φa)
for (a, b) close to (a0, b0) and h ∈ H
3(Za0 ,R
2) satisfying h(p±a0) = (0, 0)
and h([0, t]) ∈ {0} × R and h([0, t]′) ∈ {0} × R. Moreover, the derivative
|Dh([s, t])| < ε0 is so small that w0 + h is still a diffeomorphism Za0 → Zb0 .
Then ψb ◦ (w0 + h) ◦ φa is a diffeomorphism Za → Zb.
Given now a point (v, a, b, ψb◦(w0+h)◦φa) ∈ V ×X , there is a one-to-one
correspondence between complex anti-linear maps
ξ(z) : (TzZa, j(a, v))→ (Tψb◦(w0+h)◦φa(z)Zb, i)
for z ∈ Za, and elements of the Hilbert spaceH
2(Za0 ,R
2) on the fixed cylinder
Za0 , defined by the relation
η(φa(z)) = ξ(z) ·
∂
∂s
. (68)
This follows from the complex anti-linearity of ξ(z). Recall that φa maps the
cylinder Za diffeomorphically onto the cylinder Za0 . The chart of E|V ⊕X
around the point (v0, a0, b0, w0) is now defined by the map
Φ : (v, a, b, h, η) 7→ (v, a, b, ψb ◦ (w0 + h) ◦ φa, ξ) ∈ E|V ⊕X
where η and ξ are related by (68). If
Φ˜ : (v˜, a˜, b˜, h˜, η˜) 7→ (v˜, a˜, b˜, ψ˜b˜ ◦ (w˜0 + h˜) ◦ φ˜a˜, ξ˜)
124
is a second such chart, then we have in the overlapping region v˜ = v, a˜ = a,
and b˜ = b, and hence ψ˜b ◦ (w˜0+ h˜) ◦ φ˜a = ψb ◦ (w0+h) ◦φa and ξ˜ = ξ so that
the formula for the chart transformation is as follows,
Φ˜−1 ◦ Φ(v, a, b, h, η) = (v, a, b, h˜, η˜)
where
h˜ = ψ˜−1b ◦ ψb ◦ (w˜0 + h˜) ◦ φa ◦ φ˜
−1
a − w˜0
and
η˜(z) = η(φa ◦ φ˜
−1
a (z))
for all z ∈ Za0 .
Recalling from Section 1.4 the definition of an sc⊳-smooth bundle map, we
see from the above formulae that the chart transformation is an sc⊳-smooth
bundle map, in view of our results about the action by diffeomorphisms
(Theorem 2.6).
We need to define strong bundle charts also for E → V × X . To do so
we first construct the local models for the bundle charts.
We take the collection K ′ of all tuples (v, a, h+, h−, η+, η−) in which v ∈ V
and |a| < ε, moreover, (h+, h−) ∈ Ê0 and η
± ∈ H2,δ0(R±×S1,R2) = F . They
satisfy the relation
ρa(h
+, h−) = (h+, h−) and π̂a(η
+, η−) = (η+, η−).
The projection ρa : Ê0 → Ê0 has been introduced in Section 3.1 and the
projection π̂a : F → F in Section 1.3. The Hilbert space F is equipped with
the sc-smooth structure (Fm) defined by Fm = H
2+m,δm(R± × S1,R2).
By O′ we denote the collection of all tuples (v, a, h+, h−) satisfying v ∈ V ,
|a| < ε, and ρa(h
+, h−) = (h+, h−). The natural projection
K ′ → O′, (v, a, h+, h−, η+, η−) 7→ (v, a, h+, h−)
defines a local model for a strong bundle. Indeed, if we define the map
R : (V ⊕ Bε ⊕ Ê0) ⊳ F → (V ⊕Bε ⊕ Ê0) ⊳ F
as
R(v, a, (h+, h−), (η+, η−)) = (v, a, ρa(h
+, h−), π̂a(η
+, η−)),
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then the map R is an sc⊳-smooth strong bundle retraction satisfying
K ′ = R((V ⊕ Bε ⊕ Ê0) ⊳ F )
in view of Theorem 1.27 and Theorem 1.29. Moreover, the map R covers the
retraction map r : V ⊕Bε⊕ Ê0 → V ⊕Bε⊕ Ê0 defined by r(v, a, (h
+, h−)) =
(v, a, ρa(h
+, h−)) whose image is the set
O′ = r(V ⊕Bε ⊕ Ê0).
We next use these local models to define an atlas of charts of the bundle
E → V ×X .
Recall that E is the collection of tuples (v, a, b, w, ξ) in which for ab 6= 0
the map w : Za → Zb is a diffeomorphism and ξ(z) : (TzZa, j(a, v)) →
(Tw(z)Zb, i) a complex anti-linear map defined for every z ∈ Za. If a = 0 and
hence b = 0, the point in E is defined as
(v, 0, 0, (u+, u−), (ξ+, ξ−))
where u± : R± × S1 → R± × S1 are two diffeomorphisms of the half cylin-
ders satisfying u±(0, 0) = (0, 0). Moreover, ξ±(z) : (Tz(R
± × S1), j±(v)) →
(Tu±(z)(R
± × S1), i) are complex anti-linear maps defined for every z ∈
R± × S1.
In order to define strong bundle charts for E → V ×X we start with the
chart maps Ψ : O → V ⊕X defined by
Ψ(v, a, h+, h−) = (v, a, b(a, u+0 + h
+, u−0 + h
−),⊞a(u
+
0 + h
+, u−0 + h
−)),
around a base pair (u+0 , u
−
0 ), if a 6= 0, and by
Ψ(v, 0, h+, h−) = (v, 0, 0, u+0 + h
+, u−0 + h
−)
if a = 0. The domain of definition of the map Ψ is the set
O =
{(v, a, h+, h−)| ρa(h
+, h−) = (h+, h−), v ∈ V , |a| < σ0, and (h
+, h−) ∈ U}
where U ⊂ Ê0 is an open neighborhood of (0, 0) ∈ Ê0. Now we observe that
O ⊂ O′ is an open subset and define K ⊂ K ′ as the subset of K ′ lying above
O. We shall show that K → O is a local model for the bundle E → V ⊕X .
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We define the bundle chart Γ : K → E which covers the chart Ψ of V ⊕X
by the following map. If a 6= 0, we set
Γ(v, a, h+, h−, η+, η−) = (Ψ(v, a, h+, h−), ξ)
= (v, a, b(a, u+0 + h
+, u−0 + h
−),⊞a(u
+
0 + h
+, u−0 + h
−), ξ)
where (h+, h−) ∈ Ê0 satisfies ρa(h
+, h−) = (h+, h−) and (η+, η−) ∈ F satisfies
π̂a(η
+, η−) = (η+, η−). Moreover, abbreviating the diffeomorphism wa =
⊞a(u
+
0 + h
+, u−0 + h
−) : Za → Zb, the fiber part ξ is the complex anti-linear
map
ξ(z) : (TzZa, j(v, a))→ (Tw(z), i)
defined by
ξ(z)
∂
∂s
= ⊕̂a(η
+, η−)(z), z ∈ Za.
We recall that ⊕̂a(η
+, η−)(s, t) = βa(s) ·η
+(s, t)+(1−βa(s)) ·η
−(s−R, t−ϑ)
for (s, t) ∈ [0, R]× S1, and ⊖̂a(η
+, η−)(s, t) = −(1− βa(s)) · η
+(s, t) + βa(s) ·
η−(s−R, t− ϑ) for (s, t) ∈ R× S1.
If a = 0, the map Γ : K → E is defined as
Γ(v, 0, h+, h−, η+, η−) = (Ψ(v, 0, u+0 + h
+, u−0 + h
−), (ξ+, ξ−))
= (v, 0, 0, u+0 + h
+, u−0 + h
−; (ξ+, ξ−))
where the complex anti-linear maps
ξ±(z) : (Tz(R
± × S1), j±(v))→ (T(u±
0
+h±)(z)(R
± × S1), i)
are defined as
ξ±(z)
∂
∂s
= η±(z)
for all z = (s, t) ∈ R±×S1. It is easy to see that these charts are sc⊳-smoothly
equivalent. Namely, abbreviating two chart maps by Γ(v, a, h+, h−, η+, η−) =
(Ψ(v, a, h+, h−), ξ) and Γ˜(v˜, a˜, h˜+, h˜−, η˜+, η˜−) = (Ψ˜(v˜, a˜, h˜+, h˜−), ξ˜) the chart
transformation is given by
Γ˜−1 ◦ Γ(v, a, h+, h−, η+, η−) = (Ψ˜−1 ◦Ψ(v, a, h+, h−), η+, η−),
if a 6= 0, and by
Γ˜−1 ◦ Γ(v, 0, h+, h−, η+, η−) = (v, 0, (u+0 − u˜
+
0 ) + h
+, (u−0 − u˜
−
0 ) + h
−, η+, η−),
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if a = 0. From the previous considerations we know that Ψ˜−1 ◦ Ψ is an sc-
smooth diffeomorphism. In the fibers the transformation is the identity. In-
deed, at a point of intersection we have ξ = ξ˜. It follows that ⊕̂a(η
+, η−)(z) =
⊕̂a(η˜
+, η˜−)(z) for all z ∈ Za. Since, by definition, ⊖̂a(η
+, η−) = 0 and
⊖̂a(η˜
+, η˜−) = 0, we conclude from the uniqueness of the solutions of the
system of two equations that η+ = η˜+ and η− = η˜−.
We have proved that Γ˜−1 ◦ Γ is an sc⊳-bundle isomorphism between the
local models of a strong bundle.
It remains to prove that the chart maps Γ and Φ are sc△-smoothly equiv-
alent. We assume that we are given two chart maps into E. The first one
is
Φ(v, a, b, h, η) = (v, a, b, ψb ◦ (w0 + h) ◦ φa, ξ),
defined for (v, a, b) close to (v0, a0, b0) and η and ξ are related via ξ(z)
∂
∂s
=
η(ϕa(z)). The second chart map is
Γ(v˜, a˜, h+, h−, η+, η−) = (v˜, a˜, b(a˜, u+0 +h
+, u−0 +h
−),⊞a˜(u
+
0 +h
+, u−0 +h
−), ξ˜)
defined for (v˜, a˜) close to (v˜0, a˜0) and where ξ˜(z) : TzZa˜ → Tw(z)Zb′ is a
complex anti-linear map uniquely defined by
ξ˜(z)
∂
∂s
= ⊕̂a˜(η
+, η−)(z).
Here w = ⊞a˜(u
+
0 + h
+, u−0 + h
−), b′ = b(a˜, u+0 + h
+, u−0 + h
−), and z = (s, t).
From Φ(v, a, b, h, η) = Γ(v˜, a˜, h+, h−, η+, η−) one concludes that a = a˜ and
b = b(a˜, u+0 + h
+, u−0 + h
−) and, moreover,
ψb ◦ (w0 + h) ◦ φa = ⊞a(u
+
0 + h
+, u−0 + h
−) (69)
and
ξ = ξ˜. (70)
The first equation can be solved for h as map of (a, h+, h−) resulting in
h = ψ−1b ◦⊞a(u
+
0 + h
+, u−0 + h
−) ◦ φ−1a − w0
where b = b(a, u+0 + h
+, u−0 + h
−). From the second equation ξ = ξ˜ we
conclude that η(φa(z)) = ⊕̂a(η
+, η−)(z) where z = [s, t] ∈ Za. Consequently,
the transition map Φ−1 ◦ Γ has the following form
Φ−1 ◦ Γ(v, a, h+, h−, η+, η−) = (v, a, b, h, η)
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where
b = b(a, u+0 + h
+, u−0 + h
−)
h = ψ−1b ◦⊞a(u
+
0 + h
+, u−0 + h
−) ◦ φ−1a − w0
η(z) = ⊕̂a(η
+, η−)(φ−1a (z)), z ∈ Za0 .
For the transition map Γ ◦ Φ−1 we obtain
Γ−1 ◦ Φ(v, a, b, h, η) = (v, a, h+, h−, η+, η−)
where the pair (h+, h−) is obtained by solving (69) for (h+, h−) in terms
of (a, h). The formulae for h± are given in the proof of Proposition 3.10.
Namely,
h+ = q+ and h− = q− + (h−∞ − h
+
∞)
where
q+(s, t) = [g] +
βa(s)
γa(s)
· (g(s, t)− [g])
q−(s− R, t− ϑ) = [g] +
1− βa(s)
γa(s)
· (g(s, t)− [g])
and
g = ψb ◦ (w0 + h) ◦ φa − wa, wa = ⊞a(u
+
0 , u
−
0 ).
The pair (η+, η−) is obtained by solving the system
⊕̂a(η
+, η−) = η ◦ φa
⊖̂a(η
+, η−) = 0.
We have used that π̂a(η
+, η−) = (η+, η−) is equivalent to ⊖̂a(η
+, η−) = 0.
Solving the above system leads to the formulae
η+(s, t) =
βa(s)
γa(s)
· η ◦ φa(s, t), s ≥ 0
η−(s−R, t− ϑ) =
1− βa(s)
γa(s)
· η ◦ φa(s−R, t− ϑ), s ≤ R.
From the formulae for Φ−1 ◦ Γ and Γ−1 ◦ Φ we conclude, using Theorem
2.6, Proposition 2.8, and the Lemmta 2.18–2.21, arguing as in the proof
of Proposition 3.23, that the chart transformations are sc⊳-smooth bundle
isomorphisms.
Consequently, the bundle E → V ⊕ X admits the structure of a strong
bundle over the M-polyfold V ⊕X and the proof of Theorem 1.44 is complete.

129
3.4 The Cauchy-Riemann Operator
We define the Cauchy-Riemann section ∂ of the M-polyfold bundle E →
V ×X by
∂(v, a, b, w) = (v, a, b, w; ∂i,j(a,v)w)
if ab 6= 0. Here w : Za → Zb is a diffeomorphism, and the complex anti-linear
map ∂i,j(a,v)w(z) : (TzZa, j(a, v))→ (Tw(z)Zb, i) is defined by
∂i,j(a,v)w(z) :=
1
2
[Tw + i ◦ (Tw) ◦ j(a, v)](z), z ∈ Za.
If a = 0 and hence b = 0, the section ∂ is defined by
∂(v, 0, 0, (u+, u−)) = (v, 0, 0, (u+, u−); (∂i,j+(v)u
+, ∂i,j−(v)u
−)).
Our aim is to prove that the section ∂ is a polyfold Fredholm section.
Proposition 3.26. The Cauchy-Riemann section ∂ is sc-smooth and regu-
larizing.
Proof. In order to verify the regularizing property we assume that
∂(v, a, b, w) ∈ Em,m+1.
It then follows from elliptic regularity theory that w ∈ Hm+4loc . Hence, if
a 6= 0 we conclude that (v, a, b, w) ∈ Xm+1. Considering now the case a = 0
in which case also b = 0, we have u = (u+, u−) with the two diffeomorphisms
u± of R+ × S1 of the form u±(s, t) = (s, t) + (d±0 , ϑ
±
0 ) + r
±(s, t), where,
by the assumption r± ∈ H3+m,δm(R± × S1,R2). On R+ × S1, the complex
structure is equal to j(a, v)(s, t) = i if s ≥ s0 and hence we conclude from
the assumption, that
∂sr
+ + i∂tr
+ ∈ H3+m,δm+1([s0,∞)× S
1,R2).
Now we recall that the weights δm have been chosen in the open interval
(0, 2π). Since the asymptotic structure of the differential equation is ∂
∂s
u =
Au, with the self-adjoint operator A = −i d
dt
in the Hilbert space L2(S1)
having the spectrum 2πZ, we therefore conclude by the standard arguments
going back to Lockhardt and McOwen [15] that r+ ∈ H4+m,δm+1([s0,∞) ×
S1,R2).
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By the same arguments, r− ∈ H4+m,δm+1((−∞,−s0]× S
1,R2) and hence
(u+, u−) ∈ Xm+1.
In order to verify that the section ∂ is sc-smooth, we have to study its
coordinate representation. We recall the strong bundle chart Γ : K → E,
Γ(v, a, h+, h−, η+, η−) = (v, a, b(a, u+0 +h
+, u−0 +h
−),⊞a(u
+
0 +h
+, u−0 +h
−); ξ)
where, abbreviating the diffeomorphism wa = ⊞a(u
+
0 + h
+, u−0 + h
−) : Za →
Zb, the complex anti-linear map ξ(z) : (TzZa, j(a, v)) → (Twa(z)Zb, i) is de-
fined by ξ(z) = ⊕̂a(η
+, η−)(z) for z ∈ Za.
Consequently, the Cauchy-Riemann section ∂ is, in these local coordi-
nates, represented by the map
(v, a, h+, h−) 7→ (v, a, h+, h−; η+, η−),
where (η+, η−) is the unique solution of the system
⊕̂a(η
+, η−) =
(
∂i,j(a,v)wa
) ∂
∂s
⊖̂a(η
+, η−) = 0.
The solution η+ is equal to
η+(s, t) =
βa
γa
(
∂i,j(a,v)w
)( ∂
∂s
)
,
where, as usual, we abbreviate βa = βa(s) = β
(
s− R
2
)
and γa = β
2
a+(1−βa)
2
Recalling that u±0 (s, t) = (s, t)+(d
±
0 , ϑ
±
0 )+r
±
0 and representing h
± = h±∞+r
±
1
where r±0 and r
±
1 belong to H
3,δ0(R± × S1,R2), the map wa = ⊞a(u
+
0 +
h+, u−0 + h
−) : Za → Zb is equal to
wa(s, t) = (s, t) + (d
+
0 , ϑ
+
0 ) + h
+
∞
+ βa · r
+(s, t) + (1− βa) · r
−(s−R, t− ϑ).
for 0 ≤ s ≤ R, where r± := r±0 + r
±
1 . Observing that on Za, in the coordiates
s ≥ 0, the complex structure is equal to j(a, v)(s, t) = j+(v) while in the
coordinates s′ ≤ 0 we have j(a, v)(s′, t′) = j−(v), one obtains for the solution
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η+(s, t) for (s, t) ∈ R+ × S1,
η+(s, t) =
βa
γa
(
∂i,j+(v) id
)( ∂
∂s
)
(s, t)
+
β2a
γa
[
∂i,j+(v)r
+(s, t)
]( ∂
∂s
)
+
βa(1− βa)
γa
[
∂i,j−(v)r
−(s− R, t− ϑ)
]( ∂
∂s
)
+
βaβ
′
a
γa
[r+(s, t)− r−(s− R, t− ϑ)].
A similar formula holds for η−(s′, t′) on R− × S1. Recalling that the
complex structure j+(v) is equal to the standard complex structure i for
s ≥ s0, we see that (∂i,j+(v) id)
(
∂
∂s
)
(s, t) = 0 for s ≥ s0. Recall that
βa(s)
γa(s)
= 1
if s ≤ R
2
− 1. If |a| is so small that s0 ≤
R
2
− 1, then for all (s, t) ∈ R+ × S1,
the function
βa
γa
(
∂i,j+(v) id
)( ∂
∂s
)
(s, t) =
(
∂i,j+(v) id
)( ∂
∂s
)
(s, t)
has a compact support, hence belongs to H2,δ0(R+ × S1,R2) and is inde-
pendent of a. Hence as a function of a into H2,δ0(R+ × S1,R2), the map
is constant. Applying the chain rule, Proposition 2.8, and the fact that the
operators ∂s, ∂t : H
3,δ0 → H2,δ0 are sc-linear, one concludes that the remain-
ing terms in the formula for η+ define maps which depend sc-smoothly on
(v, a, h+, h−). Consequently, the maps (v, a, h+, h−) 7→ η±(v, a, h+, h−) are
sc-smooth and we have proved that the section ∂ is sc-smooth. 
In the next step we shall prove that ∂ is a polyfold Fredholm section. By
definition this means that around every smooth point (v, (a, b, w)) ∈ V ⊕X
the Cauchy-Riemann operator has a germ which can be brought into a ‘nice’
form by a suitable coordinate change.
We consider two cases. The easy case concerns points in X where an open
neighborhood is sc-diffeomorphic to an open subset of an sc-Hilbert space.
The interesting case concerns points in X \X whose local description is that
of a nontrivial retract. Here the concept of a filler will play a decisive role.
The following lemma takes care of the easy case.
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Lemma 3.27. Around a smooth point (v, x) ∈ V ×X the germ (∂, (v, x)) of
the Cauchy-Riemann section is an sc-Fredholm germ (in the sense of Section
1.4).
Proof. We choose the smooth point (v0, a0, b0, w0) ∈ V × X . Then w0 :
Za0 → Zb0 is a diffeomorphism preserving the distinguished points at the
boundaries. Around this point we choose a chart of V × X as in Theorem
3.25 by means of the map
Φ(v, a, b, h) = (v, a, b, ψb ◦ (w0 + h) ◦ φa)
where (v, a, b) belongs to an open neighborhood of the origin in V ×C×C and
where h belongs to the subspace Ĥ3(Za0 ,R
2) of H3(Za0 ,R
2), which consists
of all h satisfying h(p±a ) = (0, 0), h([0, t]) ∈ {0}×R, and h([0, t]
′) ∈ {0}×R.
Recalling the diffeomorphisms
ψb : Zb0 → Zb
φa : Za → Za0 ,
the Cauchy-Riemann operator takes the form
(v, a, b, h) 7→ ∂i,j(a,v)(ψb ◦ (w0 + h) ◦ φa).
On the cylinder Zb0 we introduce the parameter depending complex structure
k(b), defined by
k(b) := (Tψb)
−1 ◦ i ◦ (Tψb),
and on the cylinder Za0 the complex structure
ĵ(a, v) := (Tφa) ◦ j(a, v) ◦ (Tφa)
−1,
so that the Cauchy-Riemann operator can be written as
(v, a, b, h) 7→ Tψb ◦
(
1
2
[
T (w0 + h) + k(b) ◦ T (w0 + h) ◦ ĵ(a, v)
])
◦ Tφa.
Now we can introduce the obvious strong bundle coordinates in which the
local expression of the Cauchy-Riemann section is as follows,
(v, a, b, h) 7→
1
2
[T (w0 + h) + k(b) ◦ T (w0 + h) ◦ ĵ(a, v)] ·
(
∂
∂s
)
. (71)
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As usual we identify the tangent spaces at points of the cylinder Zb0, as real
vector spaces, with R2. Hence the above section associates with (v, a, b, h) a
function in H2(Za0 ,R
2).
In order to verify the Fredholm property of the Cauchy-Riemann section
one needs to show near the smooth point (v0, a0, b0, w0) the contraction germ
property. This requires to study the map (71) for small data (a, b, h).
Observing that for h = 0 the right hand side of (71) is an sc-smooth map,
we define the sc+-section s of the strong local bundle by its principal part
s(v, a, b, h) =
1
2
[Tw0 + k(b) ◦ Tw0 ◦ ĵ(a, v)] ·
(
∂
∂s
)
.
Here again we identify the tangent fibers of of the tangent bundle TZb0 of
the cylinder with R2. Denoting the Cauchy-Riemann section by f we now
study the section f − s whose principal part is given by
(f − s)(v, a, b, h) =
1
2
[T (h) + k(b) ◦ T (h) ◦ ĵ(a, v)] ·
(
∂
∂s
)
. (72)
We shall abbreviate the parameters by λ = (v, a, b). They vary in the finite
dimensional vector space Λ := V × C × C near its origin. Moreover, we
abbreviate the sc-spaces E = Ĥ3(Za0 ,R
2) and F = H2(Za0 ,R
2) with the
sc-structures Em = Ĥ
3+m,δm(Za0 ,R
2) and Fm = H
2+m(Za0 ,R
2) and denote
the right hand side of (72) by Tλ(h). Then Tλ : E → F is a family of
bounded linear operators which are Fredholm operators Em → Fm for all m
and depend in their operator norms smoothly on the parameters for all levels
m. Setting λ = λ0 = (v0, a0, b0), the sc-Fredholm operator Tλ0 ≡ T0 : E → F
defines the sc-splitings E = Y ⊕ K where K is the kernel of T0 and F =
R(T0)⊕ C with the range R(T0) and the cokernel C of T0. Let
P : F = R(T0)⊕ C → R(T0)
be the projection map and choose a linear isomorphism φ : RN → C onto the
cokernel of T0. Then the restriction T0|Y : Y → R(T0) is an sc-isomorphism.
Moreover, the linear map
PT0 + φ : Y ⊕ R
N → F,
defined by
(PT0 + φ)(y + r) = PT0(y) + φ(r)
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is an sc-isomorphism. Introducing the sc-bundle isomorphism
Φ : (Λ⊕ E) ⊳ F → (Λ⊕K ⊕ Y ) ⊳ (Y ⊕ RN ),
defined by Φ(λ, k + y, f) = (λ, k, y; (PT0 + φ)
−1f) (for small (λ, k + y)) and
denoting by g(λ, δh) = Tλ(δh) the principal part of the Cauchy-Riemann
section, we obtain for the push-forward section
Φ∗(g) : Λ⊕K ⊕ Y → Y ⊕ R
N
the expression Φ∗(g)(λ, k, y) = (PT0 + φ)
−1Tλ(k + y). With the projection
Q : Y ⊕ RN → Y,
the sc-smooth germ (λ, k, y) 7→ QΦ∗(g)(λ, k, y) satisfies, by construction
QΦ∗(g)(0, 0, y) = y and hence is of the form
QΦ∗(g)(λ, k, y) = y − B(λ, k, y)
where B satisfies B(0, 0, y) = 0 and |B(λ, k, y)−B(λ, k, y′)|m ≤ ε · |y − y
′|m
for every m ≥ 0 and every ε > 0 if only (λ, k) is sufficiently small (depending
on ε and m).
Having found coordinates in which the Cauchy-Riemann section near
smooth points possesses the contraction germ property, the proof of Lemma
3.27 is complete.

Next we turn to the more interesting case and fix in V × (X \ X) the
smooth point (v0, 0, 0, (u
+
0 , u
−
0 )). We are going to construct a filler for the
Cauchy-Riemann section ∂ near this point. The construction is based on the
Cauchy-Riemann operator
∂0 : H
3,δ0
c (Ca,R
2)→ H2,δ0(Ca,R
2)
defined by
(∂0ξ)(s, t) =
1
2
(
∂
∂s
ξ + i
∂
∂t
ξ
)
(s, t) =
1
2
[Tξ + i ◦ Tξ ◦ i](s, t)
(
∂
∂s
)
where we have used the coordinates (s, t) ∈ R×S1 for the glued infinite cylin-
der Ca, which is equipped with the standard complex structure i. We recall
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that the Hilbert space H3,δ0c (Ca,R
2) consists of all maps u in H3loc(Ca,R
2) for
which there exists a constant c ∈ R2 having the property that u(s, t)− c has
weak partial derivatives up to order 3 which, if weighted by eδ0|s| belong to
the space L2([0,∞)×S1) and u(s, t)+c has the same properties with respect
to L2((−∞, 0]×S1). Consequently, u converges at ±∞ exponentially fast to
the antipodal points c and −c. We equip H3,δ0c (Ca,R
2) with the sc-structure
for which the level m corresponds to the Sobolev regularity (m+ 3, δm) and
the sc-Hilbert space H2,δ0(Ca,R
2) with the sc-structure for which the level m
corresponds to the regularity (2 +m, δm). The norms are defined in Section
2.5.
Lemma 3.28. The operator ∂0 is an sc-isomorphism.
Identifying the cylinder with the Riemann sphere with two antipodal
points removed, the lemma follows from the results about the Cauchy-Riemann
operator acting on maps on the Riemann sphere and discussed for example
in [14], and from the asymptotic study of the operator near the ends.
In order to introduce a filler for the Cauchy-Riemann section ∂ we first
recall the local model for the strong M-polyfold bundle and start with the
bundle
(V ⊕ Bε ⊕ Ê0) ⊳ F → V ⊕Bε ⊕ Ê0
where F is the sc-Hilbert space consisting of pairs (η+, η−) of functions in
H2,δ0(R+ × S1,R2) ⊕ H2,δ0(R− × S1,R2) equipped, as usual, with the sc-
structure Fm = H
2+m,δm(R+ × S1,R2)⊕H2+m,δm(R− × S1,R2).
The retraction R : (V ⊕Bε ⊕ Ê0) ⊳ F → (V ⊕Bε ⊕ Ê0) ⊳ F is defined by
R(v, a, (h+, h−), (η+, η−)) = (v, a, ρa(h
+, h−), π̂a(η
+, η−))
and covers the retraction r : V ⊕Bε ⊕ Ê0 → V ⊕ Bε ⊕ Ê0, defined by
r(v, a, (h+, h−)) = (v, a, ρa(h
+, h−)).
With the retracts K := R((V ⊕ Bε ⊕ Ê0) ⊳ F ) and O = r(V ⊕ Bε ⊕ Ê0) we
obtain the local model
K → O
of the strong M-polyfold bundle. In these local coordinates the Cauchy-
Riemann section ∂ : O → K near the point (v, a, h+, h−) = (v0, 0, 0, 0)
becomes
∂(v, a, h+, h−) = (v, a, h+, h−; η+, η−)
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where (η+, η−) is a solution of
⊕̂a(η
+, η−) =
(
∂i,j(a,v)(w)
)
·
(
∂
∂s
)
⊖̂a(η
+, η−) = 0
in the case a 6= 0, where w = ⊞a(u
+
0 + h
+, u−0 + h
−) : Za → Zb is a diffeo-
morphism and b = b(a, u+0 + h
+, u−0 + h
−). If a = 0, then
∂(v, 0, h+, h−) =
(v, 0, h+, h−; ∂i,j+(v)(u
+
0 + h
+), ∂i,j−(v)(u
−
0 + h
−).
A filler for ∂ is an extension of the local section ∂ : O → K to a section
g : V ⊕ Bε ⊕ Ê0 → (V ⊕ Bε ⊕ Ê0) ⊳ F
of the original bundle which is a section defined on an open set in an sc-
Hilbert space. It is defined as follows. If a = 0, we set g(v, 0, h+, h−) =
∂(v, 0, h+, h−). If a 6= 0, we define the section
g(v, a, h+, h−) = (v, a, h+, h−; η+, η−)
the following way. We take (h+, h−) ∈ Ê0 and construct the associated
diffeomorphism ⊞a(u
+
0 +h
+, u−0 +h
−) : Za → Zb between the glued cylinders
where b = b(a, u+0 + h
+, u−0 + h
−). In addition, we define the function ξ ∈
H2,δ0c (Ca,R
2) by
ξ = ⊖a(h
+ − h+∞, h
− − h−∞).
In view of Theorem 1.29, we have the sc-isomorphism
(⊕̂a, ⊖̂a) : F → H
2(Za,R
2)⊕H2,δ0c (Ca,R
2)
and define the principal part of the section g as the unique solution of the
two equations
⊕̂a(η
+, η−) =
(
∂i,j(a,v)(w)
)
·
(
∂
∂s
)
⊖̂a(η
+, η−) = ∂0ξ.
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Lemma 3.29. The above section g whose principal part is given by
(v, 0, h+, h−) 7→ (η+, η−),
and which is defined on an open neighborhood of (v0, 0, (0, 0)) in V ⊕C⊕ Ê0
and has its image in F , is a filled version of the local Cauchy-Riemann section
∂ : O → K near the point (v0, 0, 0, u
+
0 , u
−
0 ) ∈ V × (X \X).
Proof. As in Proposition 3.26 one sees that the section is sc-smooth. Re-
calling Definition 1.35 of a filler in Section 1.4, we have to verify the three
defining properties.
If we restrict g to the sc-smooth retract O, then, in view of Lemma 3.3,
it follows from ρa(h
+, h−) = (h+, h−) that
ξ = ⊖a(h
+ − h+∞, h
− − h−∞) = ⊖a(h
+, h− + h+∞ − h
−
∞) = 0,
and therefore ⊖̂a(η
+, η−) = 0 so that (v, a, h+, h−; η+, η−) ∈ K. Conse-
quently, g|O is a section of the bundle K → O. By construction, it is the
local coordinate representation of the Cauchy-Riemann section ∂ : O → K
near the originally given point. This proves the property (1) of the require-
ments to be a filled version.
In order to verify property (2) of a filler, we assume that
g(y) = φ(r(y)) · g(y)
for a point y = (v, a, h+, h−) ∈ V ⊕Bε⊕ Ê0 close to (v0, 0, 0, 0). We conclude
that
(η+, η−) = π̂a(η
+, η−)
and hence ⊖̂a(η
+, η−) = 0. Since ∂0 is an isomorphism in view of Lemma
3.28, we obtain ⊖a(h
+−h+∞, h
−−h−∞) = ⊖a(h
+, h−+h+∞−h
−
∞) = 0 so that by
Lemma 3.3 again, ρa(h
+, h−) = (h+, h−) and consequently, (v, a, h+, h−) ∈
O. We have verified that the section g satisfies property (2) of a filler.
Finally, the third property of a filler is easily verified. At the point y0 =
(v0, 0, (0, 0)) ∈ V ⊕ C ⊕ Ê0, the derivative of the retraction Dr(y0) = id is
the identity map so that kernel Dr(y0) = {0}. Since φ(y0) = π̂0 = id we
also have that kernel φ(y0) = {0}. Consequently, the linearization of the
map y 7→ [id−φ(r(y))] · g(y) at the point y0 restricted to kerDr(y0) defines
trivially an isomorphism kerDr(y0)→ ker φ(y0) = {0}. The proof of Lemma
3.29 is complete. 
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We are going to verify the Fredholm property of the section g near the
smooth point (v0, 0, 0, u
+
0 , u
−
0 ) ∈ V ×X∞, where
u±0 (s, t) = (s, t) + (d
±
0 , ϑ
±
0 ) + r
±
0 (s, t)
are diffeomorphisms of the half-cylinders R+×S1 and R−×S1 which satisfy
r±0 ∈
⋂
m≥0H
3+m,δm(R± × S1,R2).
For this purpose we introduce, in our local coordinates near the above
distinguished point, the sc+-section
g0(v, a, h
+, h−) = g(v, a, 0, 0) ∈ F∞
for (v, a, h+, h−) near (v0, 0, 0, 0).
Lemma 3.30. There exists τ ∈ (0, 1
2
) which depends only on the size of
the support of j±(v) defined by the parameter s0 > 0 for which j
+(v) = i
on [s0,∞) × S
1 for v ∈ V , and j−(v) = i on (−∞,−s0] × S
1, so that the
following holds. If 0 < |a| < τ , then the principal part (v, a, h+, h−) 7→
(g − g0)(v, a, h
+, h−) ∈ F of the sc-smooth section g − g0 is given by the
formula,
(g − g0)(v, a, h
+, h−) =
[
1
2
[Th+ + i ◦ Th+ ◦ j+(v)]
(
∂
∂s
)
1
2
[Th− + i ◦ Th+ ◦ j−(v)]
(
∂
∂s
)]
+
β ′a
γa
·
[
βa βa − 1
1− βa βa
]
·
[
h+ − h− − h+∞ + h
−
∞
h+ + h− − 2ava(h
+, h−)
]
where, as usual, βa = βa(s) = β(s−
R
2
) and h+ = h+(s, t) and h− = h−(s−
R, t − ϑ) and 0 ≤ s ≤ R. Moreover, β ′a stands for the derivative of the
function βa.
If a = 0, then the principal part (v, 0, h+, h−) 7→ (g−g0)(v, 0, h
+, h−) ∈ F
of the sc-smooth section g − g0 is given by the formula,
(g − g0)(v, 0, h
+, h−) =
[
1
2
[Th+ + i ◦ Th+ ◦ j+(v)]
(
∂
∂s
)
1
2
[Th− + i ◦ Th+ ◦ j−(v)]
(
∂
∂s
)] .
Proof. In the following proof we use the abbreviated notations
∂vw ≡= ∂w : =
1
2
[Tw + i ◦ Tw ◦ j(a, v)]
(
∂
∂s
)
∂0w :=
1
2
[Tw + i ◦ Tw ◦ i]
(
∂
∂s
)
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for the Cauchy-Riemann operators. Recalling that the section g has the
principal part (η+, η−) ∈ F defined by the equations
⊕̂a(η
+, η−) = ∂(w)
⊖̂a(η
+, η−) = ∂0(⊖a(h
+ − h+∞, h
− − h−∞))
w = ⊞a(u
+
0 + h
+, u−0 + h
−) : Za → Zb,
the principal part of the sc+-section g0(a, v, h
+, h−) = (η+0 , η
−
0 ) is determined
by the equations
⊕̂a(η
+
0 , η
−
0 ) = ∂¯(w0)
⊖̂a(η
+
0 , η
−
0 ) = 0
w0 = ⊞a(u
+
0 , u
−
0 ).
Note that (η+0 , η
−
0 ) is a function of (a, v) which we suppress in the notation.
Also ∂¯ is depending on (a, v). Observing that w − w0 = ⊞a(u
+
0 + h
+, u−0 +
h−) − ⊞a(u
+
0 , u
−
0 ) = ⊕a(h
+, h− + h+∞ − h
−
∞) and recalling the definitions of
⊖a and ⊖̂a and ⊕̂a = ⊕a, we see that the principal part (η
+ − η+0 , η
− − η−0 )
of the section g − g0 is characterized by the equations[
⊕̂a(η
+ − η+0 , η
− − η−0 )
⊖̂a(η
+ − η+0 , η
− − η−0 )
]
=
[
⊕̂a(∂h
+, ∂h−)
⊖̂a(∂0h
+, ∂0h
−)
]
+ β ′a ·
[
h+ − h− − h+∞ + h
−
∞
h+ + h− − 2ava(h
+, h−)
]
.
In view of the definition of βa and j(a, v) we conclude that
⊖̂a(∂0h
+, ∂0h
−) = ⊖̂a(∂h
+, ∂h−)
and hence obtain[
η+ − η+0
η−0 − η
−
0
]
=
[
∂h+
∂h−
]
+
β ′a
γa
·
[
βa βa − 1
1− βa βa
]
·
[
h+ − h− − h+∞ + h
−
∞
h+ + h− − 2ava(h
+, h−)
]
.
(73)
Since j(a, v) = j±(v) on R± × S1, the lemma is proved.

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Let us define L(a, v) by (73) via
(a, v, h+, h−)→ L(a, v)(h+, h−) := (g − g0)(a, v, h
+, h−). (74)
In view of the above lemma, the section g − g0 : V ⊕ Bε ⊕ Ê0 → F is given
by a family L(λ) : Ê0 → F of linear operators (not continuous as a family of
operators on any level) parametrized by λ = (v, a) and of the form
L(λ) = Dv +∆a,
where Dv : Ê0 → F is the Cauchy-Riemann operator. From the formulae in
the above lemma, we see that at a = 0 we have ∆0(h
+, h−) = 0 and that
the map (a, h+, h−) 7→ ∆a(h
+, h−) is the sc-smooth in view of the Lemmata
2.18-2.22. Hence we have to study for data (λ, h+, h−) near (λ0, 0, 0) the
sc-smooth map
(λ, h+, h−)→ L(λ)(h+, h−). (75)
For the later discussion we note the following formula
(⊕̂a, ⊖̂a)(L(a, v)(h
+, h−))
= (∂v(⊕a(h
+ − h+∞)), ∂¯0(⊖a(h
+ − h+∞, h
− − h−∞)))
(76)
which follows immediately from the proof of the previous lemma.
Remark 3.31. The Cauchy-Riemann operator Dv is a classical Fredholm
operator between (Ê0)m and Fm for every m ≥ 0. One verifies readily that
Dv is bijective. Indeed , this follows from the classical fact that the standard
Cauchy-Riemann operator acting on C-valued functions on the disk with real
boundary conditions is surjective with a 1-dimensional kernel. Then in view
of the boundary conditions of the functions in the domain Ê0, the kernel of
Dv is equal to {0} and hence Dv is an isomorphism. The linear operator ∆a
is compact and hence the operators L(λ) are all Fredholm operators of index
0.
Proposition 3.32. We consider the sc-smooth map (λ, h+, h−) 7→ L(λ)(h+, h−)
defined in (75) in a neighborhood of the parameter value λ0 = (v0, a0) =
(v0, 0). There exists a constant σ > 0 so that the following holds.
(1) If λ = (v, a) satisfies |λ−λ0| < σ, then the linear operator L(λ) : Ê0 →
F is an sc-isomorphism.
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(2) For every m ≥ 0 there exists a constant Cm independent of λ so that
the norm of the inverse operator
L(λ)−1 : Fm → (Ê0)m
is bounded by Cm for every |λ− λ0| < σ.
We postpone the proof of this nontrivial proposition to the appendix and
use it in order to verify that the section g − g0 is a Fredholm germ. Let
Bσ(λ0) be the open ball in V ⊕ C centered at λ0 = (v0, 0) of radius σ. In
view of Proposition 3.32, the map Bσ(λ0)⊕ Ê0 → (V ⊕ C)⊕ F , defined by,
(λ, (h+, h−)) 7→ (λ, L(λ)(h+, h−)),
satisfies the assumptions of Proposition 4.8 in the appendix, from which we
conclude that the inverse map Bσ(λ0)⊕ F → Bσ(λ0)⊕ Ê0,
(λ, (ξ+, ξ−))→ L(λ)−1(ξ+, ξ−),
is sc-smooth. This allows to introduce the local strong bundle coordinate
change
Φ : (Bσ(λ0)⊕ U) ⊳ F → (Bσ(λ0)⊕ U) ⊳ Ê0,
defined by
(λ, (h+, h−), (ξ+, ξ−)) 7→ (λ, (h+, h−), L(λ)−1(ξ+, ξ−)).
Since the map (λ, ξ+, ξ−) 7→ L(λ)−1(ξ+, ξ−) between Bσ(λ0) ⊕ F and Ê0 is
sc-smooth, it is also sc-smooth as a map between Bσ(λ0) ⊕ F
1 and Ê10 , in
view of Proposition 2.2. Therefore, the map Φ is sc⊳-smooth.
Now we consider the push-forward section Φ∗(g − g0). By construction,
its principal part is the map Φ∗(g − g0) : (Bσ ⊕ U)→ Ê0, given by
(λ, (h+, h−)) 7→ (h+, h−).
Obviously, it is an sc0-contraction germ where the contraction term
B(λ, h+, h−)
vanishes identically.
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To sum up, we have studied the Cauchy-Riemann section
f : (v, a, h+, h−) 7→ (v, a, h+, h−, η−, η−)
in local coordinates near the smooth point (v0, 0, 0, 0) and have constructed
a filled section g of f . Moreover, we have established an sc+-section g0
satisfying (g − g0)(v, 0, 0, 0) = 0 and found a bundle isomorphism Φ so that
the push-forward Φ∗(g − g0) is a germ belonging to Cbasic. This shows that
f is a Fredholm germ at the point (v0, 0, 0, 0).
The proof that the Cauchy-Riemann section ∂ of the strong polyfold
bundle E → V ⊕X is a polyfold Fredholm section is complete.
3.5 Application of the Sc-Implicit Function Theorem
We are going to prove Theorems 1.45 and Theorem 1.46. The previous
sections demonstrated that the Cauchy-Riemann operator
∂ : V ⊕X → E
is an sc- smooth Fredholm section of the strong M-polyfold bundle E → V ⊕
X . Therefore, the sc-implicit function theorem from [10] can be applied to our
situation, and it follows that if the smooth point x0 = (v0, a0, b0, w0) ∈ V ⊕X
is a solution of
∂(v0, a0, b0, w0) = 0
and if the linearized map at this point is surjective, then the solution set
∂(x) = 0 nearby is a smooth manifold of the dimension of the kernel of the
linearized map at the reference solution x0.
We now consider the distinguished solution
∂(v0, 0, 0, u
+
0 , u
−
0 ) = 0
at a = 0 where
u±0 : (R
± × S1, j±(v0))→ (R
± × S1, i)
are the unique biholomorphic mappings of the half-cylinders which fix the
boundary points (0, 0) ∈ ∂(R± × S1). These biholomorphic mappings are
guaranteed by the uniformization theorem. Indeed, the maps z = e2π(s+it)
and z = e−2π(s+it) are diffeomorphisms between the half-cylinders R± × S1
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and the closed unit disc D \ {0} with the origin removed. Now there is a
unique biholomorphic map (D, j)→ (D, i) leaving a boundary point and the
origin fixed. By assumption on the complex structures j±(v0), the induced
complex structure j in D agrees in an open neighborhood of the origin with
the standard structure i. Therefore, since h(0) = 0 and hence h(z) = az+· · ·
near the origin, the corresponding maps of the half-cylinders are of the form
u±0 (s, t) = (s, t) + (d
±
0 , ϑ
±
0 ) + r
±
0 (s, t)
where the maps r±0 : R
± × S1 → R2 decay with all their derivatives to 0 at
every rate bounded by Ce−ε|s| for every 0 ≤ ε < 2π.
Around the distinguished point p0 = (v0, 0, 0, u
+
0 , u
−
0 ) ∈ V ⊕X at a = 0
we take our chart Ψ of the M-polyfold,
Ψ(v, a, h+, h−) = (v, a, b(a, u+0 + h
+, u−0 + h
−),⊞a(u
+
0 + h
+, u−0 + h
−))
where ρa(h
+, h−) = (h+, h−), and take the associated bundle chart. In these
local coordinates, the principal part of the Cauchy-Riemann section ∂ is
expressed by the map
f(v, a, h+, h−) = (η+, η−) ∈ F
where
⊕̂a(η
+, η−) = ∂i,j(a,v)(⊞a(u
+
0 + h
+, u−0 + h
−))
⊖̂a(η
+, η−) = 0.
In Lemma 3.30 we have computed the linearization D(g− g0)(p0) where g is
the filled section of f . It is a surjective Fredholm operator. The partial lin-
earizations with respect to the variables (h+, h−), denoted by D2(g−g0)(p0),
is an sc-isomorphims from E onto F . The same holds true for the lineariza-
tion Dg(p0). In view of the definition of the filler in section 1.4 one concludes
that the linearization Df(p0) of the section f is a surjective Fredholm oper-
ator and D2f(p0) an sc-isomorphism.
From the sc-implicit function theorem, Theorem 4.6 in [10], we therefore
conclude that there exists a unique sc-smooth map defined near (v0, 0),
σ(v, a) = (v, a, h+(v, a), h−(v, a))
satisfying σ(v0, 0) = (v0, 0, 0, 0) and
f(v, a, h+(v, a), h−(v, a)) = 0.
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This means for the section ∂ on the M-polyfold V ⊕X, that
∂(Φ ◦ σ(v, a)) = 0
for the solutions near the reference solution. Moreover, these are all the
solutions of the Cauchy-Riemann equations near (v0, 0, 0, u
+
0 , u
−
0 ) ∈ V ⊕ X .
This completes the proof of Theorem 1.45. 
Rather than taking a chart around the reference solution p0 = (v0, 0, 0, u
+
0 , u
−
0 )
we can take a chart around the smooth point (v0, 0, 0, w
+
0 , w
−
0 ) nearby so that
the chart contains the solution p0 and satisfies, moreover,
w±0 (s, t) = (s+ d
±
0 , t+ ϑ
±
0 )
for all large |s| ≥ s0. Applying the sc-implicit function theorem to the
reference solution p0 we obtain in the new coordinates the sc-smooth map
σ̂(v, a) = (v, a, ĥ+(v, a), ĥ−(v, a))
near (v0, 0) and the associated biholomorphic maps between the finite cylin-
ders
(Za, j(a, v), p
+
a , p
−
a )→ (Zb(a,v), i, p
+
b(a,v), p
−
b(a,v))
given by
w(v, a) = ⊞a(w
+
0 + ĥ
+(v, a), w−0 + ĥ
−(v, a)).
In view of the uniqueness of the solutions near (v0, 0) we know, in particular,
that at a = 0
u±0 = w
±
0 + ĥ
±(0, v0).
It follows for (v, a) close to (v0, 0) that the mappings
w±0 + ĥ
±(a, v) : R± × S1 → R± × S1
are diffeomorphisms. By definition of the chart,
ρa(ĥ
+(a, v), ĥ−(a, v)) = (ĥ+(a, v), ĥ−(a, v))
and hence we derive from the representation formula for ρa the following
asymptotics
ĥ+(a, v)(s, t) = ĥ+(a, v)∞ if s ≥
R
2
+ 1
ĥ−(a, v)(s′, t′) = ĥ−(a, v)∞ if s
′ ≤ −
R
2
− 1,
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from which Theorem 1.46 follows in the case ∆ ≤ 1.
In order to obtain the general case we proceed as follows. By construction,
w(a, v) = ⊞a(w
+
0 , w
−
0 ) + ĥ
+(a, v) +⊕a(r̂
+(a, v), r̂−(a, v)).
We define for |a| small enough the diffeomorphism
w˜(a, v) : R+ × S1 → R+ × S1
by
w˜(a, v)(s, t) = w+0 (s, t)+ĥ
+
∞(a, v)+β
(
s−
R
2
−∆− 1
)
·⊕a(r̂
+(a, v), r̂−(a, v)).
(77)
Observe that for s ∈ [0, R
2
+∆] if |a| is small enough,
w+0 (s, t) = ⊞a(w
+
0 , w
−
0 )([s, t]).
Therefore,
w˜(a, v)(s, t) = w(a, v)([s, t])
for all s ∈ [0, R
2
+∆]. Finally, we note that
(a, v) 7→ w˜(a, v)
defines a smooth map into every Dm,ε for all m ≥ 2 and ε ∈ (0, 2π). Since in
our set-up for the implicit function theorem we can take any sequence (δm)
as long as it is strictly increasing and stays below 2π, we see that the maps
(a, v) 7→ ĥ±(a, v)
as maps from an open neighborhood of (0, v0) into H
m,ε
c (R
± × S1,R2) are
smooth. The same is true, for r̂±(a, v). Now using Proposition 2.8 we see
that the map
(a, v) 7→ β
(
· −
R
2
−∆− 1
)
· ⊕a(r̂
+(a, v), r̂−(a, v))([s, t]).
is sc-smooth for every choice of the sequence of (δm) as described above.
Choosing (δm) ∈ (ε, 2π) we deduce that the map
(a, v) 7→ w˜(a, v),
which is defined near (0, v0), is smooth into every space D
m,ε. This completes
the proof of Theorem 1.46. 
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4 Appendix
In the appendix we shall prove the sc-smoothness of the shift-map. Moreover,
we collect informations about the gluing profile and provide proofs of several
technical results about families of sc-isomorphisms and estimates for the
Cauchy-Riemann section which are used in our constructions.
4.1 The Shift-Map
Fixing a strictly increasing sequence (δm)m≥0 of real numbers starting with
δ0 = 0, we consider the Hilbert space E = L
2(R× S1) equipped with the sc-
structure defined by the sequence Em = H
m,δm for all m ≥ 0. The shift-map
Φ : R2 ⊕ E → E is defined as
Φ : (R, ϑ, u)→ (R, ϑ) ∗ u := u(s+R, t+ ϑ).
Our first result concerns the sc0-property of Φ.
Proposition 4.1. The shift-map Φ is sc0-continuous.
Proof. Fix a level m and take u ∈ Em. We estimate the norm |(R, ϑ) ∗ u|m
as follows,
|(R, ϑ) ∗ u|2m =
∑
|α|≤m
∫
|(Dαu)(s+R, t+ ϑ)|2e2δm|s| dsdt
≤
∑
|α|≤m
∫
|(Dαu)(s+R, t+ ϑ)|2e2δm|s+R|e2δm|R| dsdt
= e2δm|R||u|2m.
Thus,
|(R, ϑ) ∗ u|m ≤ e
δm|R||u|m.
Since the set of smooth compactly supported functions R×S1 → R is dense
in Hm(R × S1), it is also dense in Em. We claim that Φ is continuous at
the point ((0, 0), u0) ∈ R
2 × Em. To see this, first note that if v is smooth
and compactly supported, then Φ(R, ϑ, v) → v in C∞ as (R, ϑ) → 0, which
immediately implies the convergence in the m-norm,
lim
(R,ϑ)→(0,0)
|Φ(R, ϑ, v)− v|m = 0.
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Now, if u ∈ Em and if v is a compactly supported smooth function, we
estimate,
|(R, ϑ) ∗ u− u0|m = |(R, ϑ) ∗ (u− v) + ((R, ϑ) ∗ v − v) + (v − u0)|m
≤ eδm|c| · |u− v|m + |(R, ϑ) ∗ v − v|m + |v − u0|m
Given ε > 0, we chose v so that |v−u0|m < ε. Then for all u ∈ Em satisfying
|u− u0|m < ε and (R, ϑ) close to (0, 0), we have
|u− v|m < 2ε, |(R, ϑ) ∗ v − v|m < ε, e
δmR < 9,
so that the above estimate gives
|(R, ϑ) ∗ u− u0|m < 10ε,
proving the continuity at the point (0, 0, u0) ∈ R
2 ⊕ Em. Since for fixed
(R0, ϑ0) the map E → E defined by u 7→ (R0, ϑ0)∗u is clearly an sc
0-operator
and since
(R, ϑ) ∗ u− (R0, ϑ0) ∗ u0 = (R−R0, ϑ− ϑ0) ∗ ((R0, ϑ0) ∗ u)− (R0, ϑ0) ∗ u0,
the previous discussion shows that Φ is continuous at (R0, ϑ0)∗u0 ∈ R
2⊕Em.
Consequently, Φ is sc0 as claimed. 
Having proved that the shift-map is of class sc0, we show that it is sc-
smooth.
Proposition 4.2. If E = L2(R × S1) is equipped with the sc-structure
(Em)m∈N0 as described before, the shift-map Φ : R
2 ⊕ E → E is sc-smooth.
Proof. By Proposition 4.1, the map Φ is sc0 and we first show that it is sc1.
Take a point (R, ϑ, u) ∈ R2⊕E1. We want to find a linear bounded operator
DΦ(R, ϑ, u) : R2 ⊕E0 → E0
satisfying points (1) and (2) of Definition 1.8. Our candidate for the lin-
earization DΦ(R, ϑ, u) of Φ at the point (R, ϑ, u) is the formal derivative
Ψ : (R2 ⊕ E)1 ⊕ (R2 ⊕ E)→ E
defined as the map
Ψ(R, ϑ, u)(R1, ϑ1, v) = (R, ϑ) ∗ (R1 · us + ϑ1 · ut + v)
= Φ(R, ϑ,R1 · us + ϑ1 · ut + v).
148
We note that the map Ψ is sc0. Indeed, we already know that the shift-map
Φ is sc0 and the two maps E1 → E defined by u 7→ us, ut are sc
0-operators.
Also, a scalar multiplication R ⊕ E → E sc0. Hence, the map Ψ can be
written as the composition of sc0-maps and, therefore, is sc0. It remains to
prove the approximation property. To do so we have to show that
|Φ(R +R1, ϑ+ ϑ1, u+ v)− Φ(R, ϑ, u)− Φ(R, ϑ,R1 · us + ϑ1 · ut + v)|0
|(R1, ϑ1, v)|1
.
converges to 0 as |(R1, ϑ1, v)|1 → 0. Once this is proved, we will know by our
earlier discussion that Φ is sc1 and its linerization at the point (R, ϑ, u) ∈
R2 ⊕ E is given by
DΦ(R, ϑ, u)(R1, ϑ1, v) = Φ(R, ϑ,R1 · us + ϑ1 · ut + v).
We compute,
Φ(R +R1, ϑ+ ϑ1, u+ v)− Φ(R, ϑ, u)− Φ(R, ϑ,R1 · us + ϑ1 · ut + v)
= Φ(R + R1, ϑ+ ϑ1, u)− Φ(R, ϑ, u)− Φ(R, ϑ,R1 · us + ϑ1 · ut)
+ Φ(R +R1, ϑ+ ϑ1, v)− Φ(R, ϑ, v).
We first show that
|Φ(R +R1, ϑ+ ϑ1, u)− Φ(R, ϑ, u)− Φ(R, ϑ,R1 · us + ϑ1 · ut)|0
|(R1, ϑ1, v)|1
converges to 0 as |(R1, ϑ1, v)|1 → 0. Since the map Φ(R, ϑ, ·) : E → E is an
isometry on level 0, it suffices to show that
lim
|(R1,ϑ1)|→0
|Φ(R1, ϑ1, u)− u− R1 · us + ϑ1 · ut|0
|(R1, ϑ1)|
= 0
If u is compactly supported smooth function, then we have
Φ(R1, ϑ1, u)−u− R1 · us + ϑ1 · ut
=
∫ 1
0
[Φ(τR1, τϑ1, R1 · us + ϑ1 · ut)− R1 · us + ϑ1 · ut] dτ.
Now if u ∈ E1, then we find a sequence (un) of compactly supported smooth
functions so that |un − u|1 → 0. The above equality holds for each of the
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functions un and letting n → ∞ we find that it also holds for u. Moreover,
note that
|Φ(τR1, τϑ1,R1 · us + ϑ1 · ut)−R1 · us + ϑ1 · ut|0
≤ |R1||Φ(τR1, τϑ1)us)− us|0 + |ϑ1||Φ(τR1, τϑ1, ut)− ut|0
and that each summand of the right hand side divided by |(R1, ϑ1)| converges
uniformly for τ ∈ [0, 1] to 0 as |(R1, ϑ1)| → 0. Consequently,
|Φ(R1, ϑ1, u)− u− R1 · us − ϑ1 · ut|0
|(R1, ϑ1)|
=
∣∣∣∣∫ 1
0
Φ(τR1, τϑ1, R1 · us + ϑ1 · ut)−R1 · us + ϑ1 · ut
|(R1, ϑ1)|
dτ
∣∣∣∣
0
≤
∫ 1
0
|Φ(τR1, τϑ1, R1 · us + ϑ1 · ut)− R1 · us + ϑ1 · ut|0
|(R1, ϑ1)|
dτ
and the right hand side converges to 0 as |(R1, ϑ1)| → 0. Next we show that
|Φ(R +R1, ϑ+ ϑ1, v)− Φ(R, ϑ, v)|0
|(R1, ϑ1, v)|1
→ 0
as |(R1, ϑ1, v)|1 → 0. This is more tricky and relies on the compactnees of
the inclusion E1 → E0.
Arguing indirectly we find an ε > 0 and a sequence (Rn1 , ϑ
n
1 , vn)→ (0, 0, 0)
in R2 ⊕ E1 satisfying
|Φ(R +Rn1 , ϑ+ ϑ
n
1 , v
n)− Φ(R, ϑ, vn)|0
|(Rn1 , ϑ
n
1 , vn)|1
≥ ε. (78)
The sequence
wn =
vn
|(Rn1 , ϑ
n
1 , v
n)|1
is bounded in E1 and we may assume, using that the inclusion E1 → E0 is
compact, that wn → w in E0. By the already established sc
0-continuity of Φ
we conclude that
Φ(R +Rn1 , ϑ+ ϑ
n
1 , v
n)− Φ(R, ϑ, vn)
|(Rn1 , ϑ
n
1 , vn)|1
= Φ(R +Rn1 , ϑ+ ϑ
n
1 , w
n)− Φ(R, ϑ, wn)
→ Φ(R, ϑ, w)− Φ(R, ϑ, w) = 0,
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contradicting (78).
At this point we have proved that Φ is of class sc1 and its tangent map
TΦ : T (R2 ⊕E) = R2 ⊕ E1 ⊕ R2 ⊕E → TE = E1 ⊕E
is given by
TΦ(R, ϑ, u, R1, ϑ1, v) = (Φ(R, ϑ, u),Φ(R, ϑ,R1us + ϑ1ut + v)). (79)
This will allow us to give an a inductive argument to show that Φ is of class
sck. We prove the following statements by induction:
(Sk). The map Φ is of class sc
k and for every projection π : T kE → Ej onto
one of the factors of T kE, the composition π ◦ T kΦ is a linear combination
of maps of the form
A : R2 ⊕Em ⊕ R|α| → Ej , (R, ϑ, u, h)→ Φ(R, ϑ, h1 · . . . · h|α| ·D
αu)
with a multi-index α satisfying |α| ≤ m− j.
We already know that Φ is sc1. If π : TE = E1⊕E → E1 is the projection
onto the first factor, then, by (79), the map π ◦ TΦ is given by
R
2 ⊕ E1 → E1, (R, ϑ), v) 7→ Φ((R, ϑ), v).
If π : TE = E1⊕E0 → E0 is the projection onto the second factor, then the
composition π ◦ TΦ is given by
R
2 ⊕ E1 ⊕ R2 ⊕ E0 → E0
(R, ϑ, u, R1, ϑ1, v) 7→ Φ((R, ϑ), R1us + ϑ1ut + v)
which can be written as a sum of the maps of the following types,
R
2 ⊕ E → E, (R, ϑ, v) 7→ Φ(R, ϑ, v)
and
R
2 ⊕ E1 ⊕ R→ E, (R, ϑ, u, h) 7→ Φ((R, ϑ, hDαu),
where α = (1, 0) and α = (0, 1). Hence the assertion (S1) holds.
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Now assume that we have proved (Sk). We shall prove (Sk+1). We first
show that the map T kΦ : T k(R2 ⊕E)→ T kE is sc1. It suffices to show that
maps described in (Sk) are all of class sc
1. So, we consider the map
A : R2 ⊕ Em ⊕ R|α| → Ej, (R, ϑ, u, h) 7→ Φ(R, ϑ, h1 · . . . · h|α| ·D
αu),
where |α| ≤ m− j.
We observe that this map is a composition of the following maps. The
first one, defined by
R
2 ⊕ Em ⊕ R|α| → R2 ⊕Ej , (R, ϑ, u, h) 7→ (R, ϑ, h1 · . . . · h|α|D
αu)
is clearly sc∞. The second map is our shift-map
Φ : R2 ⊕Ej → Ej.
By induction hypothesis the shift-map Φ : R2 ⊕ E → E is sck so that by
Proposition 2.2 the map Φ : R2 ⊕ Ej → Ej is, in particular, sc1. Applying
the chain rule, we conclude that the map A is sc1. At this point we know
that Φ is sck+1 and it remains to show that the iterated tangent map T k+1Φ :
T k+1(R2 ⊕E)→ T k+1E satisfies the remaining statements of (Sk+1).
We consider the composition π◦T k+1Φ where π is the projection onto one
of the factors of T k+1E. If π is a projection onto one of the first 2k factors,
then π ◦T k+1Φ is a sum of maps obtained from the maps A described in (Sk)
by raising the index of the domain by 1. If π is a projection onto one of the
last 2k factors, then π ◦ T k+1Φ is a linear combination of derivatives of maps
A in (Sk). Hence we have to consider the map
A : R2 ⊕ Em ⊕ R|α| :→ Ej , (R, ϑ, u, h) 7→ Φ(R, ϑ, h1 · . . . · h|α| ·D
αu).
Its derivative after raising the index of the domain is the map
R
2 ⊕Em+1 ⊕ R|α| ⊕ R2 ⊕ Em ⊕ R|α| → Ej,
defined by
(R, ϑ, u, h), δR, δϑ, δu, δh) 7→ Φ(R, ϑ, u, h1 · . . . · h|α| ·D
αδu)
+
|α|∑
l=1
Φ(R, ϑ, u, h1 · . . . · δhl · . . . · h|α| ·D
αu)
+ Φ(R, ϑ, u, h1 · . . . · h|α|(δR · ∂sD
αu+ δϑ · ∂tD
αu).
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This is the sum of maps of the form:
R
2 ⊕ Em ⊕ R|α| → Ej , (c, d, v, h)→ Φ(c, d, h1 · . . . · h|α| ·D
αv)
with |α| ≤ m− j, and
R
2 ⊕ Em+1 ⊕ R|α| → Ej
(c, d, u, (h1, . . . , δhl, . . . h|α|))→ Φ(c, d, h1 · . . . · δhl · . . . · h|α|D
αu)
with |α| ≤ m− j ≤ m+ 1− j, and finally
R
2 ⊕Em+1 ⊕ R|α|+1 → Ej , (c, d, u, (h, γ))→ Φ(c, d, h1 · · · . . . · h|α|γD
βu),
where β = α + (1, 0) or β = α + (0, 1). Then |β| = |α|+ 1 ≤ m+ 1− j and
we have verified that the map Φ satisfies (Sk+1). The proof of Proposition
4.2 is complete. 
4.2 The Gluing Profile
Definition 4.3. A gluing profile is a smooth diffeomorphism
ϕ : (0, 1]→ [0,∞).
See Figure 7 for the graph of a gluing profile. In order to construct a
polyfold structure on our moduli spaces, the gluing profile has to satisfy
additional properties, which hold true for the special profile ϕ(x) = e
1
x − e
we have chosen.
Lemma 4.4. We consider the gluing profile
ϕ(x) = e1/x − e
and define the function B : [0, r) × [−R,R] → R for sufficiently small 0 <
r < 1 by
B(x, c) =
{
ϕ−1[ϕ(x) + c] if x ∈ (0, r)
0 if x = 0.
Then B is smooth and satisfies
DxB(0, c) = 1 and D
αB(0, c) = 0
for all multi-indices α = (α1, α2) with α1 ≥ 2 and α2 ≥ 0.
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Proof. The inverse of the function ϕ(x) = e1/x − e, defined on the domain
(0, 1], is the function
ϕ−1(y) =
1
ln[e+ y]
.
Hence the function B satisfies
B(x, c) =
1
ln[e1/x + c]
for x > 0. To prove our claim we have to show that
B(x, c)→ 0, DxB(x, c)→ 1 and D
n,mB(x, c)→ 0 (80)
as x→ 0 uniformly in c, for all n ≥ 2. Writing ln[e1/x + c] = ln
[
e1/x ·
(
1+ c ·
e−1/x
)]
=
1
x
+ ln
[
1 + c · e−1/x
]
, we represent B(x, c) as
B(x, c) = x ·
1
1 + x ln
[
1 + c · e−1/x
] = x · f(x, c)
where
f(x, c) =
1
1 + x ln
[
1 + c · e−1/x
] .
Clearly, f(x, c)→ 1 as x→ 0, uniformly in c. Defining the function g by
f(x, c) =
1
1 + g(x, c)
,
it suffices to show that Dαg(x, c) → 0 for |α| ≥ 1 uniformly in c as x → 0.
Since g(x, c) = x ln[1+ ce−1/x], this follows from the fact that the function h,
defined by h(x, c) = ce−1/x satisfies Dαh(x, c)→ 0, uniformly in c, as x→ 0.
In order to prove the second assertion for B, we observe that a derivative
of order n of e1/x is a product of e1/x with a polynomial in the variable 1/x
from which the desired assertion follows. 
The function B(x, c) defined in Lemma 4.4 meets the assumptions of the
next statement.
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ϕ
Figure 7: A graph of a gluing profile ϕ
Lemma 4.5. Let B : [0, 1)× R→ R be a smooth function satisfying
B(0, c) = 0, D1B(0, c) = 1 and D
n
1B(0, c) = 0 for n ≥ 2.
Then the function f : D \ {0} × R→ C, defined by
f(z, c) = B(|z|, c)
z
|z|
,
is smooth and satisfies as z → 0, uniformly in c belonging to a bounded subset
of R,
f(z, c)→ 0
D1f(z, c)→ Id
Dn1f(z, c)→ 0 for n ≥ 2.
(81)
In particular, the function f extends smoothly over {z = 0} × R.
Proof. If g = g(s, c) we shall write g(n) for the n− th derivative with respect
to s. We begin with the following simple calculus observation. Assuming
that g(s, c) is a smooth function on [0, 1]×R whose derivatives with respect
to s at s = 0 all vanish so that g(n)(0, c) = 0 for all n ≥ 0, the function
h(s, c), defined by h(s, c) = g(s, c)/s for s > 0 and h(0, c) = 0, is smooth and
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all its derivatives at s = 0 vanish so that h(n)(0, c) = 0 for all n ≥ 0. Indeed,
we may represent g(s) in the form
g(s, c) = sR(s, c) with R(s, c) =
∫ 1
0
g′(τs, c)dτ.
Observing that R(s, c) is smooth for s ≥ 0 and satisfies R(n)(0, c) = 0 for all
n ≥ 0, we conclude that h(s, c) = R(s, c) is smooth and satisfies h(n)(0, c) = 0
for all n ≥ 0.
We use this observation to obtain the following conclusions. Set C0(s, c) =
B(s, c)/s for s > 0 and C0(0, c) = 1, and define a sequence of functions
Cn(s, c) = C
′
n−1(s, c)/s for n ≥ 1 and s > 0 where the prime stands for the
first derivative. We claim that every function Cn(s, c) for n ≥ 1 smoothly
extends over s = 0 and the derivatives C
(k)
n (0, c) = 0 vanish for all k ≥ 0. To
see this we represent B(s, c) using the assumptions as
B(s, c) = s+ s3R̂(s, c) with R̂(s) =
1
2
∫ 1
0
(1− τ)2B(3)(τs, c)dτ.
Then C0(s, c) = 1 + s
2R̂(s, c) and its first derivative is given by C ′0(s, c) =
2sR̂(s, c) + s2R̂′(s, c). Hence C1(s, c) = 2R̂(s, c) + sR̂
′(s, c) showing that
C1(s, c) is smooth for s ≥ 0 and C
(k)
1 (0, c) = 0 for all k ≥ 0. Our claim
follows by applying this procedure successively to all the functions Cn(s, c)
for n ≥ 2.
With the above definition of C0(s, c), the function f(z, c) is defined as
f(z, c) = B(|z|, c)
z
|z|
= C0(|z|, c)z.
Differentiating this expression at z 6= 0 we obtain
D1f(z, c)h1 =
C ′0(|z|, c)
|z|
〈z, h1〉+C0(|z|, c)h1 = C1(|z|, c)〈z, h1〉+C0(|z|, c)h1.
Using the properties of C0(s, c) and C1(s, c) we conclude that D1f(z, c)→ Id
as z → 0. In general, the higher derivatives of f(z, c) are of the form
D
(2n)
1 f(z, c)(h1, . . . , h2n) = C2n(|z|, c)〈z, h1〉 · · · 〈z, h2n〉z
+
n−1∑
j=0
Cn+j(|z|, c)M2n,2j+1(z, c, h1, . . . , h2n)
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D
(2n+1)
1 f(z, c)(h1, . . . , h2n+1) = C2n+1(|z|, c)〈z, h1〉 · · · 〈z, h2n+1〉z
+
n∑
j=0
Cn+j(|z|, c)M2n+1,2j(z, c, h1, . . . , h2n+1),
where M2n,2j+1(z, c, · · · ) and M2n+1,2j(z, c, · · · ) are 2n- and (2n + 1)-linear
maps which are smoothly depending on (z, c and satisfying
|M2n,2j+1(z, c, h1, . . . , h2n)| ≤ |z|
2j+1|h1| · · · |h2n|
and
|M2n+1,2j(z, c, h1, . . . , h2n)| ≤ |z|
2j |h1| · · · |h2n+1|.
Consequently, in view of the properties of the functions Cn(s, c), the deriva-
tives D
(n)
1 f(z, c) tend to 0 for all n ≥ 2 as z → 0, and the proof of the lemma
is complete. 
In our constructions we have to study the gluing length R and the gluing
angle ϑ associated to a nonzero gluing parameter a ∈ B \ {0} via the gluing
profile ϕ defined by ϕ(x) = e
1
x − e. The pair (R, ϑ) is defined by
R = ϕ(|a|) and a = |a| · e−2πiϑ.
It is important to have estimates for the map a 7→ (R(a), ϑ(a)). In order to
derive the appropriate estimates, we use the identification a = x+iy = (x, y).
If β = (β1, β2) is a multi-index, we write
aβ = xβ1 · yβ2.
We shall prove the following statement.
Lemma 4.6. If 0 < |a| < 1, the partial derivative (DαR)(a) of order |α| ≥ 1
is a linear combination of terms of the form
e
1
|a| ·
1
|a|k
aβ
with the integers k and the multi-indices β satisfying k ≤ 3 · |α| and |β| ≤ |α|.
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Proof. In the case |α| = 1, we may take without loss of generality α = (1, 0).
Then, in view of a = x+ iy ≡ (x, y),
∂
∂x
R(a) = −e
1
|a| ·
1
|a|2
·
x
|a|
= −e
1
|a| ·
x
|a|3
.
Hence β = (1, 0) and 3 ≤ 3|(1, 0)| and |β| ≤ |α|. The same holds for the
partial derivative with respect to y. Assuming the result to hold for all
multi-indices α with |α| ≤ l, we consider the partial derivative DαR for a
multi-index α of order |α| = l+1. Without loss of generality we assume that
α = α0 + (1, 0). We know that D
α0R is the linear combination of terms of
the form
e
1
|a|
1
|a|k
aβ
where |β| ≤ l and k ≤ 3l. Applying ∂
∂x
, we obtain
∂
∂x
(
e
1
|a|
1
|a|k
aβ
)
= e
1
|a| ·
(
−1
|a|2
·
x
|a|
·
1
|a|k
aβ −
k
|a|k+1
·
x
|a|
aβ + β1 ·
1
|a|k
aβ
′
)
.
Here aβ
′
= 0 if β1 = 0 and otherwise β
′ = β − (1, 0). This derivative is a
linear combination of at most three terms, namely
−e
1
|a| ·
1
|a|k+3
· aβ+(1,0), −ke
1
|a| ·
1
|a|k+2
· aβ+(1,0), and e
1
|a| ·
1
|a|k
aβ
′
.
We see that β is increased by at most one order and k is increased by at
most 3 so that our statement is proved. 
Next we consider for a 6= 0, the function ϑ(a) defined by
a
|a|
= e−2πiϑ(a).
Lemma 4.7. For every multi-index α satisfying |α| ≥ 1, the partial deriva-
tive Dαϑ(a) at a point a 6= 0, is a linear combination of terms of the form
aβ
|a|k
with k ≤ 2|α| and |β| ≤ |α|.
Proof. First we assume that α has order one. As long as a = x+ iy satisfies
x 6= 0 we have 2π · ϑ(a) = arctan( y
x
) so that
2π ·
∂ϑ
∂x
(a) = −
y
|a|2
and 2π ·
∂ϑ
∂y
(a) =
x
|a|2
.
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This has the required form with k = 2 and β = (0, 1) or β(1, 0). We assume
that the assertion has been proved for all α of order l and compute the
derivatives of order l + 1. Without loss of generality we may assume that
α = α0 + (1, 0). The derivative
∂
∂x
(
aβ
|a|k
)
is equal to
∂
∂x
(
aβ
|a|k
)
. = β1 ·
aβ
′
|a|k
− k ·
aβ
|a|k+2
x = β1 ·
aβ
′
|a|k
− k
aβ+(1,0)
|a|k+2
.
where we put aβ
′
= 0 if β1 = 0 and otherwise β
′ = β − (0, 1). This shows
that β increased at most by order one and k in the denominator by 2. This
proves the assertion. 
4.3 Families of Sc-Isomorphisms
We assume that V is an open subset of a finite-dimensional vector space
H and E and F are sc-Banach spaces and consider a family v 7→ L(v) of
linear operators parametrized by v ∈ V such that L(v) : E → F are sc-
isomorphisms having the following properties.
(1) The map L̂ : V ⊕ E → F , defined by
L̂(v, h) := L(v)h,
is sc-smooth.
(2) There exists for every m a constant Cm such that
|L(v)h|m ≥ Cm · |h|m
for all v ∈ V and all h ∈ Em.
Let us note that L(v) is not assumed to be continuously depending on v as
an operator. Since the map L(v) : E → F is an sc-isomorphism, the equation
L(v)h = k
has for every pair (v, k) ∈ V ⊕ F a unique solution h denoted by
h = L(v)−1k =: f(v, k),
so that L̂(v, f(v, k)) = k.
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Proposition 4.8. The map f : V ⊕ F → E defined above is sc-smooth.
Proof. We start by proving that f is sc-continuous. We fix a level m and
recall that |L(v)h|m ≥ Cm · |h|m for all v ∈ V and h ∈ Em. We take a point
(v0, k0) ∈ V ⊕ Fm and a sequence (vn, kn) ∈ V ⊕ Fm converging to (v0, k0).
Setting f(vn, kn) = hn and f(v0, k0) = h0 we compute,
L(vn)(hn − h0) = kn − L(vn)h0
= kn − L(v0)h0 + L(v0)h0 − L(v0)h0
= kn − k0 + L(v0)h0 − L(vn)h0 =: δn.
Since the map (v, h) 7→ L(v)h is sc-smooth, it follows that δn → 0 in Fm,
and using property (2) above,
|f(vn, kn)− f(v0, k0)|m = |hn − h0|m
≤
1
Cm
· |L(vn)(hn − h0)|m =
1
Cm
· |δn|m → 0.
Consequently, f is sc-continuous.
Next we shall show that f is a map of class sc1. In order to define the
candidate for the linearization Df(v, k) : H ⊕ F → E of the map f at the
point (v, k) ∈ V ⊕ F1, we formally differentiate the equation
L̂(v, f(v, k)) = k
and obtain,
δk = D1L̂(v, f(v, k)) · δv +D2L̂(v, f(v, k)) ·Df(v, k) · [δv, δk]
= D1L̂(v, f(v, k)) · δv + L̂(v,Df(v, k) · [δv, δk])
= D1L̂(v, f(v, k)) · δv + L(v)Df(v, k) · [δv, δk]
where [δv, δk] ∈ H ⊕ F1. Hence
Df(v, k) · [δv, δk] = L(v)−1(δk −D1L̂(v, f(v, k)) · δv)
= f(v, δk −D1L̂(v, f(v, k)) · δv)
for all [δv, δk] in H ⊕ E1. Observe that for fixed (v, k) ∈ V ⊕ F1, the map
(δv, δk) 7→ δk − D1L̂(v, f(v, k)) defines a bounded linear operator between
H ⊕ F0 and F0. Then, since L(v) : E0 → F0 is a linear isomorphism, the
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right-hand side in the first line of the identity above defines a bounded linear
operator between H ⊕ F0 and E0. In addition, since f is an sc
0-map, it
follows that the map (v, k, δv, δk) ∈ V ⊕ Fm+1 ⊕H ⊕ Fm → Em, given by
(v, k, δv, δk) 7→ Df(v, k) · [δv, δk],
is continuous so that Df is sc0.
It remains to verify the approximation property. We take (v, k) ∈ V ⊕F1
and (δv, δk) ∈ H ⊕ F1 and abbreviate
δh = f(v + δv, k + δk)− f(v, k)− f(v, δk −D1L̂(v, f(v, k)) · δv) ∈ E0.
Since C0|δh|0 ≤ |L(v + δv)δh|0, it suffices to show that
1
|δv|+ |δk|1
|L(v + δv)δh|0 → 0.
In order to prove this, we compute at the point (v, k) ∈ V ⊕ F1 for
(δv, δk) ∈ H ⊕ F1,
L(v + δv)
[
f(v + δv, k + δk)− f(v, k)− f(v, δk −D1L̂(v, f(v, k)) · δv)
]
= k + δk − L(v + δv) · f(v, k)− L(v + δv) · f(v, δk −D1L̂(v, f(v, k)) · δv)
= δk −D1L̂(v, f(v, k)) · δv
− [L(v + δv) · f(v, k)− L(v) · f(v, k)−D1L̂(v, f(v, k)) · δv]
− L(v + δv) · f(v, δk −D1L̂(v, f(v, k)) · δv)
= −[L(v + δv) · f(v, k)− L(v) · f(v, k)−D1L̂(v, f(v, k)) · δv]
− [L(v + δv)− L(v)] · f(v, δk −D1L̂(v, f(v, k)) · δv)
using δk −D1L̂(v, f(v, k)) · δv = L(v) · f(v, δk −D1L̂(v, f(v, k)) · δv).
The sc-smoothnes of the map (v, h) 7→ L̂(v, h) = L(v)h implies for k ∈ F1
and h := f(v, k) ∈ E1,
1
|δv|+ |δk|1
· |(L(v + δv) · f(v, k)− L(v) · f(v, k)−D1L̂(v, f(v, k)) · δv|0 → 0
as |δv| + |δk|1 → 0. We next consider the second term. The map f(v, k) is
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linear with respect to the variable k so that for fixed (v, k)
1
|δv|+ |δk|1
·
∣∣∣[L(v + δv)− L(v)] · f(v, δk −D1L̂(v, f(v, k)) · δv)∣∣∣
0
≤
∣∣∣∣[L(v + δv)− L(v)] · f (v, δk|δv|+ |δk|1
)∣∣∣∣
0
+
∣∣∣∣[L(v + δv)− L(v)] · f (v,D1L̂(v, f(v, k)) δv|δv|+ |δk|1
)∣∣∣∣
0
= I1 + I2
Since the embedding E1 → E0 is compact and δk ∈ F1, we may assume
without loss of generality that δk
|δv|+|δk|1
converges in F0 and since the maps
f is sc0 and (v, h) 7→ L̂(v, h) is sc-smooth, we conclude that I1 → 0 as
|δv|+ |δk|1 → 0.
Since δv is an element of the finite-dimensional space H , we may assume
that δv
|δv|+|δk|1
converges in F0. Using again that f is sc
0 and (v, h) 7→ L̂(v, h)
is sc-smooth, we conclude that also the second term I2 converges to 0 as
|δv|+ |δk|1 → 0. Summing up, we have proved that
1
|δv|+ |δk|1
|L(v + δv)δh|0 → 0.
Consequently, the map f : V ⊕ F → E is of class sc1.
We have also proved that the tangent map Tf : V ⊕E1⊕H⊕E0 → F1⊕F0
has the form
Tf(v, k, δv, δk) = (f(v, k), f(v, δk −D1L̂(v, f(v, k)) · δv))
which is an sc0-map.
To prove that f is of class sc2, it suffices to show that f is of class sc2 on
V ′ ⊕ F for every subset V ′ ⊂ V having compact closure in V . We introduce
the family (v, δv) 7→ L1(v, δv), parametrized by (v, δv) ∈ TV , of sc-operators
L1(v, δv) : TE → TF defined by
(h, δh) 7→(L(v)h,DL̂(v, h) · [δv, δh])
= (L(v)h, L(v)δh+D1L̂(v, h) · δv).
It follows from the properties of the family v 7→ L(v) that the map L1(v, δv)
is an sc-isomorphism and the map
TV ⊕ TE → TF, (v, δv, h, δh) 7→ L1(v, δv)(h, δh)
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is sc-smooth.
We fix an open subset V ′ ⊂ V having compact closure in V . Since by
our assumption the map L̂ : V ′ ⊕ E → F is sc-smooth, it follows that also
the map
V ′ ⊕H ⊕ E → F, (v, δv, h) 7→ D1L̂(v, h) · δv
is sc-smooth. We conclude, by a compactness argument, that for every level
m there exists a positive constant dm so that
|D1L̂(v, h)δv|m ≤ dm · |h|m+1 · |δv|
for v ∈ V ′, δv ∈ H , and h ∈ Fm+1. This implies that given level m there
exists a constant C ′m such that
|L1(v, δv)(h, δh)|m ≥ C
′
m · |(h, δh)|m (82)
for all v ∈ V ′ and all δv ∈ H satisfying |δv| < 1. Indeed, if 0 < ε ≤ Cm,
where Cm is the constant required in property (2) at the beginning of this
section, then
|L1(v, δv)(h, δh)|m = |L(v)h|m+1 + |L(v)δh+D1L̂(v, h)δv)|m
≥ Cm+1 · |h|m+1 + Cm · |δh+ L(v)
−1D1L̂(v, h)δv)|m
≥ Cm+1 · |h|m+1 + ε · |δh+ L(v)
−1D1L̂(v, h)δv)|m
≥ Cm+1 · |h|m+1 + ε · |δh|m − ε · |L(v)
−1D1L̂(v, h)δv)|m
≥ Cm+1 · |h|m+1 + ε · |δh|m − ε · Cm · dm · |h|m+1
for all v ∈ V ′ and all δv ∈ H satisfying |δv| < 1. Hence, taking ε > 0 small
enough we obtain the desired estimate (82). Now our previous discussion
applied to L1 shows that the map
f 1 : V ′ ⊕ {δv ∈ H| |δv| < 1} ⊕ TF → TE,
defined as the solution of
L1(v, δv)f 1(v, δv, k, δk) = (k, δk),
is of class sc1. Now we observe that
f 1(v, δv, k, δk) = (f(v, k), f(v, δk −D1L̂(v, f(v, k)) · δv)).
This shows that the tangent map Tf is of class sc1 implying that f is of class
sc2. The result now follows by induction. 
The above result remains true if V is relatively open in the partial quad-
rant of a finite-dimensional vector space.
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4.4 Cauchy-Riemann Operators
The crucial point in the discussion of the Fredholm property of our Cauchy-
Riemann operator is the behavior of the operator under the gluing of the
half-cylinders. We start with the linear Cauchy-Riemann operator and first
recall some standard facts. As usual we use the symbol Za to denote the
finite glued cylinders and Ca to denote the infinite glued cylinders.
For the first result we work on the sc- Hilbert space H3,δ0c (Ca,R
2) which
consists of all maps u : Ca → R
2 in H3loc so that there exists a constant c ∈ R
2
for which the map u − c has weak partial derivatives up to order 3 which
weighted by eδ0|s| belong to L2([0,∞)×S1) while the weak partial derivatives
up to order 3 of the map u + c belong to L2((−∞, 0] × S1). The level m
of the sc-Hilbert space H3,δmc (Ca,R
2) corresponds to the Sobolev regularity
(m + 3, δm) and the level m of H
2,δ0
c (Ca,R
2) corresponds to the regularity
(2 + m, δm) where (δm)m≥0 is a strictly increasing sequence satisfying 0 <
δm < 2π. The norms of these Hilbert spaces are defined in Section 2.5.
Lemma 4.9. The Cauchy-Riemann operator
∂0 : H
3,δ0
c (Ca,R
2)→ H2,δ0(Ca,R
2), ξ 7→ ∂0ξ
is an sc-isomorphism. In particular, for every m ≥ 0 there exists a constant
Cm such that
1
Cm
· |ξ|H3+m,δmc ≤ |∂0ξ|H2+m,δm ≤ Cm · |ξ|H3+m,δmc .
We also need the Cauchy Riemann operator in a different set-up. Assume
that we have two copies of the cylinder R×S1, which we denote by Σ±. Then
viewing R+ × S1 ⊂ Σ+ and R− × S1 ⊂ Σ− the original gluing construction
carried out for the half-cylinders results as before in Ca, besides Za we also
have an infinite cylinder denoted by Z∗a , as illustrated in Figure 8. It is
important that Z∗a and Ca both contain Za in a natural way and the two
different holomorphic coordinates extend to Z∗a as well as to Ca.
The Hilbert spaces H3+m,−δm(Z∗a ,R
2) for m ≥ 0 consist of maps u :
Z∗a → R
2 for which the associated maps v : R × S1 → R2, defined by
(s, t)→ u([s, t]) have partial derivatives up to order 3+m which, if weighted
by e−δm|s−
R
2
| belong to L2(R×S1). The spaces H2+m,−δm(Z∗a ,R
2) are defined
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Σ+
Σ−
Z∗a
Ca
Za
Za
Figure 8: The extended cylinder Z∗a .
analogously. The norms are denoted by ||u||∗3+m,−δm , respectively ||u||
∗
2+m,−δm
.
The spaces H3+m,−δm(Za,R
2) and H2+m,−δm(Za,R
2) are defined the same
way. Their norms are denoted by ||u||3+m,−δm , respectively by ||u||2+m,−δm .
We would like to point out that there is no sc-structures on H3,−δ0(Z∗a ,R
2),
respectively H2,−δ0(Z∗a ,R
2), where the level m corresponds to the regularity
(3 +m,−δm), respectively (2 +m,−δm). We denote by [u]a the average of a
map u : R× S1 → R2 over the circle at [R
2
, t], defined by
[u]a :=
∫
S1
u
([
R
2
, t
])
dt.
Lemma 4.10. The Cauchy-Riemann operator
∂0 : H
3+m,−δm(Z∗a ,R
2)→ H2+m,−δm(Z∗a ,R
2), ξ 7→ ∂0u
is a surjective Fredholm operator of real Fredholm index equal to 2 for all
m ≥ 0. The kernel consists of the constant functions. Moreover, there exists
a constant Cm > 0 such that
1
Cm
· ||u− [u]a||
∗
m+3,−δm ≤ ||∂¯0(u− [u]a)||
∗
m+2,−δm ≤ Cm · ||u− [u]a||
∗
m+3,−δm .
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4.5 Proof of Proposition 3.32
Recalling Remark 3.31 and the definition of the family λ→ L(λ) from Section
3.4, we shall prove the Proposition 3.32.
We recall that the space Ê consists of pairs (h+, h−) with h± ∈ H3,δ0c (R
±×
S1,R2) equipped with the obvious sc-structure and Ê0 is the closed subspace
of Ê consisting of those pairs(h+, h−) which satisfy h±(0, 0) = (0, 0) and
h±(0, t) ∈ {0} × R. Using the decomposition h± = h±∞ + r
± in which h±∞
are the asymptotic constants and r± ∈ H3+m,δm(R± × S1), the Êm-norm of
(h+, h−) is defined as
|(h+, h−)|2
Êm
= |h+∞|
2 + |h−∞|
2 + |r+|2H3+m,δm + |r
−|2H3+m,δm . (83)
We also recall the space F consists of pairs (η+, η−) ∈ H2,δ0(R+ × S1,R2)⊕
H2,δ0(R− × S1,R2) equipped with the sc-structure H2+m,δm(R+ × S1,R2) ⊕
H2,δ0(R− × S1,R2). The Fm-norm of the pair (η
+, η−) ∈ F is given by
|(η+, η−)|2Fm = |η
+|2Hm+2,δm + |η
−|2Hm+2,δm .
Proposition 3.32 If (λ, h+, h−) → L(λ)(h+, h−) and λ = (v, a) is the sc-
smooth map defined in (75) in a neighborhood of λ0 = (v0, 0), then there
exists a constant σ > 0 so that the following holds.
(1) If λ = (v, a) satisfies |λ−λ0| < σ, then the linear operator L(λ) : Ê0 →
F is an sc-isomorphism.
(2) For every m ≥ 0 there exists a constant Cm independent of λ so that
the norm of the inverse operators
L(λ)−1 : Fm → (Ê0)m
is bounded by Cm for every |λ− λ0| < σ.
Proof. We already know from Remark 3.31 that for λ0 = (v0, 0) the operator
L(λ0) : (Ê0) → F is an sc-isomorphism. We also know that λ 7→ L(λ) is a
family of Fredholm operators of index 0,
ind L(λ) = ind L(λ0) = 0.
The family is not continuous in the operator norm. Therefore, our main task
is to prove the following injectivity estimate.
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(∗) There exists a constant σ > 0 independent of m, so that for every level
m there exists a constant Cm such that
|L(λ)(h+, h−)|Fm ≥ Cm|(h
+, h−)|Êm (84)
for all (h+, h−) ∈ (Ê0)m and all λ satisfying |λ− λ0| < σ.
We claim that (∗) is a consequence of the following statement (∗∗).
(∗∗) There exists an open neighborhood U of the point λ0 = (v0, 0) in
H × C such that the following holds: Given a level m, a point λ ∈ U , and
two sequence λk → λ, and (h
+
k , h
−
k ) ∈ (Ê0)m satisfying |(h
+
k , h
−
k )|Êm = 1 and
|L(λk)(h
+
k , h
−
k )|Êm → 0,
the sequence ((h+k , h
−
k )) has a convergent subsequence in (Ê0)m.
Let us show that the statement (∗∗) implies the statement (∗). Assuming
that (∗∗) holds, we first consider the level 0 and claim that there are positive
constants σ′ and C0 such that
|L(λ)(h+, h−)|F0 ≥ C0|(h
+, h−)|Ê0 (85)
for all |λ − λ| < σ′ and all (h+, h−) ∈ (Ê0)0. Indeed, otherwise, we find
sequences λk → λ0 and (h
+
k , h
−
k ) ∈ (Ê0)0 satisfying |(h
+
k , h
−
k )|Ê0 = 1 and
L(λk)(h
+
k , h
−
k ) → 0 in F0. Applying (∗∗), we may assume that the sequence
(h+k , h
−
k ) converges in Ê0 to a pair (h
+, h−) ∈ (Ê0)0 whose Ê0-norm is equal
to 1. Consequently,
L(λk)(h
+
k , h
−
k )→ L(λ0)(h
+, h−) = (0, 0).
This is impossible since L(λ0) is an isomorphism and so our claimed is proved.
Since ind L(λ) = ind L(λ0) = 0, it follows from (85) that the linear operators
L(λ) : Ê0 → F are sc-isomorphism for all |λ − λ0| < σ
′. This proves the
statement (1) of Proposition 3.32.
Next we fix a level m and a parameter λ satisfying |λ−λ0| < σ
′. Arguing
as above and using that L(λ) : (Ê0)m → Fm is an isomorphism for this λ, we
find an open neighborhood Uλ,m of λ in H × C and a positive constant cλ,m
such that
|L(λ′)(h+, h−)|Fm ≥ cλ,m|(h
+, h−)|Êm (86)
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for all λ′ ∈ Uλ,m and (h
+, h−) ∈ (Ê0)m.
We choose 0 < σ < σ′. Since the closed ball Bσ(λ0) is compact in a finite
dimensional space H × C, we find finitely many open sets Uλ1,m, . . . , Uλkm ,m
covering Bσ(λ0) such that the estimate (86) holds for all λ ∈ Uλj ,m with
constants cλj ,m replacing cλ,m. Choosing Cm := min{cλ1,m, . . . , cλkm ,m}, we
conclude
|L(λ′)(h+, h−)|Fm ≥ Cm|(h
+, h−)|Êm
for all λ ∈ Bσ(λ0) and (h
+, h−) ∈ (Ê0)m. Since the constant σ is independent
of level m, we have proved that (∗∗) indeed implies (∗).
It remains to prove (∗∗). We first define the set U ⊂ H × C. We recall
that on the half-cylinders R± × S1 we are given smooth families v 7→ j±(v)
of complex structures satisfying j+(v) = i on [s0 − 1,∞)× S
1 and j−(v) = i
on (−∞,−s0 + 1]× S
1. We recall the abbreviations
∂vh =
1
2
[Th+ i ◦ Th ◦ j(v)]
∂
∂s
∂0h =
1
2
[Th+ i ◦ Th ◦ i]
∂
∂s
of the Cauchy-Riemann operators.
In view of the standard elliptic estimates we have
|∂v0h|H2+m ≥ C|h|H3+m
for some positive constant C and all h ∈ H3+m([0, s0]× S
1) having compact
supports in [0, s0]× S
1 and satisfying h({0} × S1) ⊂ {0} × R. Observe that
since 0 < δm < 2π, the norms on the Sobolev spaces H
2+m([0, s0] × S
1)
and H2+m,δm([0, s0] × S
1) are equivalent so that the above estimate can be
restated as
|∂v0h|H2+m,δm ≥ C|h|H3+m,δm .
Since
∂vh = ∂v0h+
1
2
[i ◦ (Th) ◦ (j+(v)− j+(v0)]
∂
∂s
and the family v 7→ j+(v) of complex structures on the half-cylinder R+×S1
is smooth, we conclude that
|∂vh|H2+m,δm ≥ |∂v0h|H2+m,δm − c(v)|h|H3+m,δm
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where c(v) is a function converging to 0 as v → v0. Consequently, we may
choose positive constants Cm and ρ so that
|∂vh|H2+m,δm ≥ Cm|h|H3+m,δm (87)
for all v ∈ Bρ(v0) and all maps h ∈ H
3+m([0, s0] × S
1) having compact
supports in [0, s0] × S
1 and satisfying h({0} × S1) ⊂ {0} × R. Taking, if
necessary, smaller constants Cm and ρ, we have also the estimate
|∂vh|H2+m,δm ≥ C|h|H3+m,δm
for the Cauchy-Riemann operator ∂v acting on maps h ∈ H
3+m([−s0, 0]×S
1)
having compact supports in [−s0, 0]×S
1 and satisfying h({0}×S1) ⊂ {0}×R
for all v ∈ Bρ(v0). Having defined ρ, we choose a sufficiently small number
τ > 0 satisfying 2s0 + 4 < ϕ(τ) = e
1
τ − e and set
U = Bρ(v0)× Bτ (0) ⊂ H × C.
With this choice of the set U we are ready to prove the statement (∗∗). We
fix a point λ = (v, a) ∈ U , a levelm, and take two sequences (h+k , h
−
k ) ∈ (Ê0)m
and λk = (vk, ak) ∈ U satisfying |(h
+
k , h
−
k )|Êm = 1 and λk → λ = (v, a) and
|L(λk)(h
+
k , h
+
k )|Fm → 0. (88)
We shall show that the sequence ((h+k , h
−
k )) has a converging subsequence in
(Ê0)m. Since
1 = |(h+k , h
−
k )|
2
Êm
= |h+k,∞|
2 + |h−k,∞|
2 + |r+k |
2
H3+m,δm + |r
−
k |
2
H3+m,δm ,
where h±k = h
±
k,∞ + r
±
k in which h
±
k,∞ are the asymptotic constants and r
±
k ∈
H3+m,δm(R± × S1), the sequences h+k,∞ and h
−
k,∞ are bounded in R
2 so that
we can assume without loss of generality the convergence (h+k,∞, h
−
k,∞) →
(h+∞, h
−
∞). In addition, the compact embedding theorem implies that there
are subsequences again denoted by h+k and h
−
k converging in H
2+m,δm on
[0, s0 + 1]× S
1 and [−s0 − 1, 0]× S
1.
Next we choose a smooth function α+ : R → [0, 1] having derivative
α′+ ≤ 0 and satisfying α+(s) = 1 on (−∞, s0 − 1] and α(s) = 0 on [s0,∞).
We define α−(s) = α+(−s) and set γ± = 1− α±.
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In order to prove our claim we shall show, using the decomposition
h±k = h
±
k,∞ + r
±
k , that the sequences (α+r
+
k , α−r
−
k ) and (γ+r
+
k , γ−r
−
k ) posses
subsequences satisfying
(α+r
+
k , α−r
−
k )→ (f
+, f−) and (γ+r
+
k , γ−r
−
k )→ (g
+, g−) (89)
in Êm for two pairs (f
+, f−) and (g+, g−) belonging to Êm. We already know
that the sequence (h+k,∞, h
−
k,∞) of asymptotic constants converges to (h
+
∞, h
−
∞).
Then assuming the convergence in (89) and setting h± = h±∞ + f
± + g±, we
conclude, using h±k = h
+
k,∞ + α±r
±
k + γ±r
±
k , that
(h+k , h
−
k )→ (h
+, h−) in Êm,
as claimed.
We begin with the sequence (α+r
+
k , α−r
−
k ), and abbreviate
L(λk)(h
+
k , h
−
k ) = (η
+
k , η
−
k ). (90)
It follows from formula (73) for the operator L(λ) that[
η+k
η−k
]
=
[
∂vkh
+
k
∂vkh
−
k
]
+
[
Φ+ak(h
+
k , h
−
k )
Φ−ak(h
+
k , h
−
k )
]
where the maps Φ±ak(h
+
k , h
−
k ) vanish outside of the finite cylinders [
Rk
2
−1, Rk
2
+
1] × S1 and [−Rk
2
− 1,−Rk
2
+ 1] × S1, respectively. We recall that |ak| < τ .
Since 2s0+4 < ϕ(τ), it follows that 2s0+4 < Rk for all k. Since the functions
α± vanish for s ≥ s0 and s ≤ −s0, respectively, we conclude that
α+η
+
k = α+∂vkh
+
k and α−η
−
k = α−∂vkh
−
k .
Our assumption L(λk)(h
+
k , h
−
k ) = (η
+
k , η
−
k )→ (0, 0) in Fm implies the conver-
gence (α+η
+
k , α−η
−
k )→ (0, 0) in Fm. Consequently,
(α+∂vkh
+
k , α−∂vkh
−
k )→ (0, 0) in Fm.
Then using
∂vh
+
k = ∂vkh
+
k +
1
2
[
i ◦ Th+k ◦ (j
+(v)− j+(vk))
]
◦
∂
∂s
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and the fact that the family v 7→ j+(v) is smooth and that |h+k |H3+m,δm ≤ 1,
we find also that
(α+∂vh
+
k , α−∂vh
−
k )→ (0, 0) in Fm. (91)
Since α′+ vanishes outside of the interval [s0 − 1, s0] and |h
+|H3+m,δm ≤ 1,
the sequence (α+h
+
k ) is bounded in the H
3+m,δm-norm and, by the Sobolev
compact embedding theorem, we may assume that the sequence converges in
the H2+m,δm-norm. Now the equality ∂v(α+h
+
k ) = α+∂vh
+
k + α
′
+h
+
k for all k
and the estimate (87) applied to α+h
+
k − α+h
+
n show that
Cm|α+h
+
k − α−h
−
n |H3+m,δm ≤ |∂v(α+h
+
k − α+h
+
n )|H2+m,δm
≤ |α+∂vh
+
k − α+∂vh
+
n |H2+m,δm
+ |α′+h
+
k − α
′
+h
+
n |H2+m,δm .
Since we already know that the sequences (α′+h
+
k ) and (α+∂vh
+
k ) converge in
H2+m,δm on [0, s0 + 1] × S
1, we conclude that the right-hand side converges
to 0. Hence the sequence (α+h
+
k ) is a Cauchy sequence and so converges
in the H3+m,δm-norm. The same argument applied to the sequence (α−h
−
k )
shows that also the sequence (α−h
−
k ) converges in H
3+m,δm and we conclude
the convergence (α+h
+
k , α−h
−
k ) → (f˜
+, f˜−) in Êm to some (f˜
+, f˜−) ∈ Êm.
Moreover, f˜±(0, 0) = (0, 0) and f˜±({0} × S1) ⊂ {0} × R. Since α±r
±
k =
α±h
±
k − α±h
±
k,∞ and h
±
k,∞ → h
±
∞ and α± is equal to 0 if s ≥ s0 and s ≤ −s0,
respectively, we conclude that also the sequence (α+r
+
k , α−r
−
k ) converges to
(f+, f−) = (f˜+ − α+h
+
∞, f˜
− − α−h
−
∞) in Êm. This finishes the proof of the
first convergence in (89).
Next we prove the convergence of the sequence (γ+r
+, γ−r
−). In order
to do this, we consider the maps ⊕ak(r
+
k , r
−
k ) and ⊖ak(r
+
k , r
−
k ). Recall the
convergence
L(λk)(h
+
k , h
−
k ) = (η
+
k , η
−
k )→ (0, 0) in Fm.
Hence (γ+η
+
k , γ−η
−
k )→ 0 in Fm, and the estimate for the total hat-gluing in
Theorem 2.26 leads to
eδm
Rk
2 ||⊕̂ak(γ+η
+
k , γ−η
−
k )||m+2,−δm → 0
and
eδm
Rk
2 ||⊖̂ak(γ+η
+
k , γ−η
−
k )||m+2,−δm → 0,
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so that
||⊕̂ak(γ+η
+
k , γ−η
−
k )||m+2,−δm ≤ εke
−δm
Rk
2 (92)
and
||⊖̂ak(γ+η
+
k , γ−η
−
k )||m+2,−δm ≤ εke
−δm
Rk
2 (93)
for a sequence εk of positive numbers converging to 0.
Now, in view of the formula (76), the maps ⊕ak(r
+
k , r
−
k ) and ⊖ak(r
+
k , r
−
k )
solve the equations
∂vk ⊕ak (r
+
k , r
−
k ) = ⊕̂ak(η
+
k , η
−
k ) (94)
∂0 ⊖ak (r
+
k , r
−
k ) = ⊖̂ak(η
+
k , η
−
k ). (95)
Introducing the functions γk(s) = ⊕ak(γ+, γ−) = βak(s) ·γ+(s)+(1−βak(s)) ·
γ−(s−Rk), we note that γk is equal to 0 on the interval [s0− 1, Rk − s0 + 1]
and equal to 1 on [s0, Rk−s0]. Hence γk⊕ak (r
+
k , r
−
k ) = ⊕ak(γ+r
+
k , γ−r
−
k ) and
the same identity holds for the hat gluing. Now, multiplying (94) by γk, we
obtain
⊕̂ak(γ+η
+
k , γ−η
−
k ) = γk⊕̂ak(η
+
k , η
−
k )
= γk∂vk ⊕ak (r
+
k , r
−
k )
= ∂vk(γk ⊕ak (r
+
k , r
−
k ))− (γk)
′ ⊕ak (r
+
k , r
−
k ))
= ∂vk(γk ⊕ak (r
+
k , r
−
k ))−⊕ak(γ
′
+r
+
k , γ
′
−r
−
k ))
= ∂vk ⊕ak (γ+r
+
k , γ−r
−
k )− ⊕̂ak(γ
′
+r
+
k , γ
′
−r
−
k ).
Since γk = 0 outside of [s0−1, Rk−s0+1] and j
±(vk) = i on [s0−1,∞)×S
1
and (−∞,−s0 + 1]× S
1, the above identity becomes
∂0 ⊕ak (γ+r
+
k , γ−r
−
k ) = ⊕̂ak(γ+η
+
k , γ−η
−
k ) + ⊕̂ak(γ
′
+r
+
k , γ
′
−r
−
k ). (96)
The maps ⊕ak(γ+r
+
k , γ−r
−
k ) and ⊕̂ak(γ+η
+
k , γ−η
−
k ) : Zak → R
2 have compact
supports contained in the finite cylinders [s0− 1, Rk− s0+1]×S
1 and hence
we can view them as defined on the infinite cylinders Z∗ak . By Lemma 4.10,
there are unique maps ξk ∈ H
3+m,−δm(Z∗ak ,R
2) having mean-values [ξk]ak = 0
and satisfying
∂0ξk = ⊕̂ak(γ+η
+
k , γ−η
+
k ). (97)
In addition, by (92) and Lemma 4.10,
||ξk||
∗
3+m,−δm ≤ Cmεke
−δm
Rk
2 (98)
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where the constant Cm is independent of k. Then, in view of (96),
∂0[⊕ak(γ+r
+
k , γ−r
−
k )− ξk] = ⊕̂ak(γ
′
+r
+
k , γ
′
−r
−
k ). (99)
Abbreviating
qk = ⊕ak(γ+r
+
k , γ−r
−
k ),
we claim that qk−ξk− [qk−ξk]ak belongs to H
3+(m+1),−δm+1(Z∗ak). To see this,
we first estimate the H3+m,−δm+1(Z∗ak)-norms of the maps ⊕̂ak(γ
′
+r
+
k , γ
′
−r
−
k ).
The derivatives γ′+ and γ
′
− vanish outside of the intervals [s0 − 1, s0] and
[−s0,−s0+1] so that the square of theH
3+m,−δm+1(Z∗ak)-norm of ⊕̂ak(γ
′
+r
+
k , γ
′
−r
−
k )
is equal to a constant times the sum of the following integrals∫
Σ
|Dαr+k |
2e−2δm+1|s−
Rk
2
| and
∫
Σ
|Dαr−k (s−Rk, t− ϑk)|
2e−2δm+1|s−
Rk
2
|
where the sum is taken over all multi-indices α of length |α| ≤ 3 + m and
where Σ = [s0 − 1, s0]× S
1.
Recalling that s0 + 2 <
Rk
2
and |r+k |H3+m,δm ≤ 1, the first integral can be
estimated as follows,∫
[s0−1,s0]×S1
|Dαr+k |
2e−2δm+1|s−
Rk
2
| =
∫
[s0−1,s0]×S1
|Dαr+k |
2e2δmse2δm+1(s−
Rk
2
)−2δms
≤ e−δmRke2(δm+1−δm)s0
∫
[s0−1,s0]×S1
|Dαr+|2e2δms ≤ e−δm+1Rke2(δm+1−δm)s0 .
Since the same estimate holds for the second integral,∫
[Rk−s0,Rk−s0+1]×S1
|Dαr−(s−Rk, t−ϑk)|
2e−2δm+1|s−
Rk
2
| ≤ e−δm+1Rke2(δm+1−δm)s0,
we obtain
||⊕̂ak(γ
′
+r
+
k , γ
′
−r
−
k )||
∗
3+m,−δm+1
≤ Cme
−δm+1
Rk
2 . (100)
Since the map ⊕̂ak(γ
′
+r
+
k , γ
′
−r
−
k ) belongs to H
3+m,−δm+1(Z∗ak), it follows from
Lemma 4.10 that there exists a unique map fk ∈ H
3+(m+1),−δm+1(Z∗ak) having
mean-value [fk]ak = 0 and satisfying
∂0fk = ⊕̂ak(γ
′
+r
+
k , γ
′
−r
−
k ). (101)
Moreover, by (100), the following estimate holds,
||fk||
∗
3+(m+1),−δm+1
≤ Cme
−δm+1
Rk
2 . (102)
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Now, observe that both maps fk and qk − ξk − [qk − ξk]ak have their av-
erages equal to 0 and satisfy equations (99) and (101) . Moreover, qk −
ξk − [qk − ξk]ak = qk − ξk − [qk]ak ∈ H
3+m,−δm(Z∗ak) ⊂ H
3+m,−δm+1(Z∗ak)
and fk ∈ H
3+(m+1),−δm+1(Z∗ak) ⊂ H
3+m,−δm+1(Z∗ak). Since ⊕̂ak(γ+r
+
k , γ−r
−
k ) ∈
H3+m,−δm+1(Z∗ak) ⊂ H
2+m,−δm+1(Z∗ak), it follows from Lemma 4.10 applied
to the Cauchy-Riemann operator ∂0 : H
3+m,−δm+1(Z∗ak) → H
2+m,−δm+1(Z∗ak)
that fk = qk−ξk−[qk−ξk]ak , as claimed. In addition, in view of the inequality
(102), the following estimate holds,
||qk − ξk − [qk − ξk]ak||
∗
3+(m+1),−δm+1 ≤ Cme
−δm+1
Rk
2 (103)
where the constant Cm is independent of k.
We will also need estimates for ⊖ak(γ+r
+
k , γ−r
−
k ). We first observe that
⊖̂ak(η
+
k , η
−
k ) = ⊖̂ak(γ+η
+
k , γ−η
−
k ) and ⊖ak(r
+
k , r
−
k ) = ⊖ak(γ+r
+
k , γ−r
−
k ) so that
the equation (95) can be written as
∂0 ⊖ak (γ+r
+
k , γ−r
−
k ) = ⊖̂ak(γ+η
+
k , γ−η
−
k ). (104)
Then, abbreviating
ζk := ⊖ak(γ+r
+
k , γ−r
−)
and using ⊖̂ak(γ+η
+
k , γ−η
−) ∈ H2+m,δm(Ca), it follows from (104) and Lemma
4.9 that ζk is a unique solution in H
3+m,δm
c (Ca) of the equation
∂0ζk = ⊖ak(γ+η
+
k , γ−η
+
k ).
Moreover, in view of (93), its H3+m,δmc -norm is estimated as
|ζk|H3+m,δmc =
[
|ζk,∞|
2 + ||ζ̂k||
2
3+m,δm
]1/2
≤ Cmεke
−δm
Rk
2 , (105)
where ζ̂k = ζk − (1 − 2βak)ζk,∞ and ζk,∞ = lims→∞ ζk(s, t) = avak(r
+
k , r
−
k ).
Hence
∂0[⊖ak(γ+r
+
k , γ−r
−
k )− ζk] = 0.
We denote the restrictions of qk and ξk to the finite cylinder Zak by qk
and ξk and observe that the restriction of qk − ξk to Zak is equal to qk − ξk
and [qk − ξk]ak = [qk]ak since [ξk]ak = 0. In view of the estimates (98) and
(103), we have
||ξk||3+m,−δm ≤ Cmεke
−δm
Rk
2 (106)
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and
||qk − ξk − [qk − ξk]ak||3+(m+1),−δm+1 ≤ Cme
−δm+1
Rk
2 . (107)
Now, using Theorem 1.27 we find a unique pair (p+k , p
−
k ) ∈ Êm satisfying
⊕ak(p
+
k , p
−
k ) = ξk
⊖ak(p
+
k , p
−
k ) = ζk
(108)
and we claim that the sequence of maps (p+k , p
−
k ) converges to (0, 0) in Êm.
In view of of the estimate for the total gluing map in Theorem 2.23 it suffices
to prove the convergence
|(ξk, ζk)|
2
G
ak
m
→ 0.
Indeed, using (105) and (106) and [ξk]ak ] = 0 and the estimate
||ζk,∞||
2
3+m,−δm =
∫
[0,Rk]×S1
|ζk,∞|
2e−δm|s−
Rk
2
| ≤
|ζk,∞|
2
δm
,
we obtain
|(ξk, ζk)|
2
G
ak
m
= |ζk,∞|
2 + eδmRk
[
||ξk + ζk,∞||
2
3+m,−δm + ||ζ̂k||
2
m+3,δm
]
≤ Cme
δmRk
[
|ζk,∞|
2 + ||ξk||
2
3+m,−δm + ||ζ̂k||
2
3+m,−δm
]
≤ Cmε
2
k,
as claimed.
From (108) and⊕ak(γ+r
+
k , γ−r
−
k ) = qk and⊖ak(γ+r
+
k , γ−r
−
k ) = ⊖ak(p
+
k , p
−
k ) =
ζk, we have the following equations,
⊕ak(γ+r
+
k − p
+
k , γ−r
−
k − p
−
k ) = qk − ξk
⊖ak(γ+r
+
k − p
+
k , γ−r
−
k − p
−
k ) = 0.
We claim that the sequence (γ+r
+
k − p
+
k , γ−r
−
k − p
−
k ) is bounded in Êm. By
Theorem 2.23 is suffices to show that the Gakm+1-norm of (qk − ξk, 0) of maps
on the right-hand side is bounded. Using (103) and the fact that [ξk]ak = 0,
we find that
|(qk − ξk, 0)|
2
G
ak
m+1
= |[qk − ξk]ak |
2 + eδm+1Rk · ||qk − ξk − [qk − ξk]ak||
2
3+(m+1),−δm+1
= |[qk]ak |
2 + eδm+1Rk · ||qk − ξk − [qk]ak||
2
3+(m+1),−δm+1
≤ |[qk]ak |
2 + C2m
(109)
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and it remains to estimate |[qk]ak |. Recall that [qk]ak = avak(r
+
k , r
−
k ) since
qk = ⊕ak(γ+r
+
k , γ−r
−
k ). Using the Sobolev embedding theorem on bounded
domains and the bound |r+k |H3+m,δm ≤ 1, we estimate
|eδm· · r+k |C0(Σk) ≤ Cm|e
δm· · r+k |Hm+3(Σk) ≤ Cm
where Σk = [
Rk
2
− 1, Rk
2
+ 1]× S1. This implies
|[r+k ]ak | ≤ Cme
−δmRk/2
and, similarly, |[r−k ]ak | ≤ Cme
−δmRk/2. Consequently,
|[qk]ak | = |avak(r
+
k , r
−
k )| =
1
2
|[r+k ]ak + [r
−
k ]ak | ≤ Cme
−δm
Rk
2 .
This implies that |(qk − ξk, 0)|
2
G
ak
m+1
are bounded and, in view by Theorem
2.23, that
|(γ+r
+
k − p
+
k , γ−r
−
k − p
+
k )|Em+1 ≤ Cm.
Now, using the compact embedding Êm+1 → Êm, we may assume after taking
a subsequence that
(γ+r
+
k − p
+
k , γ−r
−
k − p
+
k )→ (g
+, g−) in Êm
for some pair (g+, g−) ∈ Êm. We have already proved that (p
+
k , p
−
k )→ (0, 0)
in Êm. Hence
(γ+r
+
k , γ−r
−
k )→ (g
+, g−) in Êm.
This proves the second convergence in (89).
Summing up, we have proved that sequences (α+r
+
k , α−r
−
k ) and (γ+r
+
k , γ−r
−
k )
posses subsequences which converge to some elements (f+, f−) and (g+, g−),
respectively, in Êm. Since the sequence of asymptotic constants (h
+
k,∞, h
−
k,∞)
converges to (h+k , h
−
k ), it follows that (h
+
k , h
−
k ) converges in Êm to the element
(h+, h−) = (h+∞ + f
+ + g+, h−∞, f
− + g). We also have that f±(0, 0) = (0, 0)
and f±({0} × S1) ⊂ {0} × R. The proof of the proposition is complete. 
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