The INT Photometric H-Alpha Survey (IPHAS) is a 1800 deg 2 survey of the Northern Galactic Plane, reaching down to r' ∼21. We demonstrate how the survey can be used to (1) reliably select classical T Tauri star candidates and (2) constrain the mass accretion rates with an estimated relative uncertainty of 0.6 dex. IPHAS is a necessary addition to spectroscopic surveys because it allows large and uniform samples of accretion rates to be obtained with a precise handle on the selection effects.
INTRODUCTION
In the current picture of star formation, young solar-like stars grow by accreting gas from a circumstellar disc (Hartmann 1998) . Whilst this picture is widely supported by observations and theory (e.g. Appenzeller & Mundt 1989; Hartmann et al. 1994) , there remain considerable uncertainties with respect to the time-scales and mechanisms responsible for the removal of circumstellar disc material (e.g. Mayne & Naylor 2008) , with fundamental implications for planet-formation models (Hester et al. 2004 ; Adams et al.
be obtained. These regions cover only a limited range of stellar ages, and are not necessarily representative for the massive OB associations where the majority of solar-type stars are thought to form (e.g. Cygnus OB2, Wright et al. 2010) . In fact, there is increasing evidence to suggest that our Solar System formed near a massive star (e.g. Hester & Desch 2005) . Unfortunately nearly all OB regions are located beyond 500 pc, where high-resolution spectroscopy of large numbers of stars with solar-like masses becomes increasingly challenging (see e.g. Vink et al. 2008) .
Whilst large and unbiased statistical samples of young stars across star-forming regions are required for a significant breakthrough in our understanding of star formation, such samples have only recently become available through infrared photometry (e.g. Evans et al. 2009 ) which traces the circumstellar dust. However, large samples are not yet available for optical (emission-line) studies which traces material in the gas phase, which dominates the circumstellar environment.
Over the past decade, gas accretion rates have been derived from UV and optical continuum emission produced by the impact shock (e.g. Gullbring et al. 1998; Herczeg & Hillenbrand 2008) , as well as the shape and intensity of emission lines produced in the accreting gas (e.g. Hartigan & Kenyon 2003; Natta et al. 2004; Mohanty et al. 2005; Dahm 2008 ). The available measurements do not provide a particularly clear picture: at any given age, stars are observed with widely different accretion rates and disc properties Muzerolle et al. 2003; Sicilia-Aguilar et al. 2006b Currie et al. 2009 ). For example, whilst roughly 50 per cent of stars appear to end accretion and lose their inner discs by the age of 1 Myr, some small fraction of stars appear to continue accreting beyond 10 Myr (Haisch et al. 2001; Armitage et al. 2003; Mamajek et al. 2004) .
De Marchi et al. (2010) recently proposed a strategy to obtain statistical samples of mass accretion rates without the need for spectroscopy. The authors combined HST broadband V/I photometry with narrow-band Hα imaging to select a large number of pre-main sequence candidates in the Large Magellanic Cloud, and to determine their mass accretion rates. Although the lack of spectroscopic follow-up might compromise the accuracy of their results for individual objects, their work produced a large and homogeneous sample which allows a sound statistical appraisal to be made.
In this paper, we introduce a similar approach based on r'/i'/Hα photometry obtained from the IPHAS survey of the Northern Galactic Plane. In brief, we set-out to determine mass accretion rates from the (r'-i'/r'-Hα) colour-colour diagram, whilst simultaneously estimating stellar ages and masses from the (r'/r'-i') colour-magnitude diagram. Because we consider objects in a star-forming region for which some spectroscopic results are already in the literature, we can examine how our photometric approach fares in comparison with more conventional spectroscopic methods.
As a testbed, we study the Hii region IC 1396, ionized by the O-star HD 206267. A comprehensive review of IC 1396 and its associated open cluster Trumpler 37 is given in Kun et al. (2008) . In brief, the region is located at the edge of the Cepheus OB2 association at a distance of ∼900 pc (Contreras et al. 2002) . It has previously been the target of photographic Hα objective prism surveys (Kun 1986; Kun & Pasztor 1990; Balazs et al. 1996) . However, these surveys were not deep enough (R ∼ < 15-16) to uncover the low-mass T Tauri population (R > 16), because slit-less spectroscopy becomes increasingly impractical at faint magnitudes in crowded fields. The IPHAS digital narrow-band imaging is better suited for this purpose.
The central part of IC 1396 has been the target of an optical survey by Sicilia-Aguilar et al. (2004 , 2006a ,b, 2010 , who uncovered a rich population of T Tauri stars using photometric candidate selection combined with followup spectroscopy. Our work extends this existing survey, as our photometric approach allows us to probe 2 magnitudes deeper and study an area that is a factor four times larger (including some of the unexplored outskirts of IC 1396).
We identify 158 accreting pre-main sequence candidates from a database of ∼1 million objects, with a contamination rate of less than 15 per cent and well-defined detectability limits. The sample allows us to investigate the dependency of accretion rates on stellar age and mass, and shows a spatiotemporal gradient which, we will argue, provides evidence for sequentially triggered star formation.
The paper is organized as follows: in §2 we introduce the IPHAS survey and explain how T Tauri candidates are selected from the colour-colour diagram. In §3 we show how the ages, masses and accretion rates are determined, and in §4 we explain the reduction of archival infrared photometry. In §5 we present the results and in §6 we use existing literature to show that the vast majority of our candidates are genuine T Tauri stars. A careful analysis of the errors is presented in §7. Finally, in §8 we discuss the implications of our results and §9 contains the conclusions.
METHOD: SELECTING T TAURI CANDIDATES USING IPHAS COLOURS

IPHAS observations of IC 1396
A comprehensive overview of the IPHAS survey is given in Drew et al. (2005) ; González-Solares et al. (2008) and on the project website 1 . Briefly, IPHAS is a 1800 deg 2 photometric survey of the Northern Galactic Plane (30
, carried out using the Wide Field Camera (WFC) on the 2.5-meter Isaac Newton Telescope (INT) in La Palma. Photometry was obtained using a narrow-band Hα filter and the broadband Sloan r' and i' filters. All data are then pipeline processed at the Cambridge Astronomical Survey Unit (CASU; Irwin 1985 Irwin , 1999 . This routinely includes photometric calibration based on nightly observations of standard star fields. However we have been able to draw upon the results of a first-pass global calibration of IPHAS survey data (Miszalski et al, in preparation) , thereby significantly reducing field-to-field magnitude shifts.
The observations of IC 1396 were obtained during several bright but mostly photometric nights in August 2004. Fields that suffered from nights of poor seeing were repeated in subsequent years (2005) (2006) (2007) (2008) (2009) , resulting in a final average seeing of 0.9±0.1". We used the Montage 2 toolkit to create an Hα mosaic of the 120 IPHAS fields towards the region, shown in Fig. 1 . A close-up of the Elephant's Trunk Nebula, which is part of the region, is shown in Fig. 2 .
The contrast of the mosaic has been stretched to bring out the strong Hα background emission in the region. We draw the reader's attention to the ability of the CASU pipeline to track variations in the background emission on scales of 20-30 arcsec. This allows the stellar flux to be accurately separated from the background in the vast majority of cases. Any objects which, nevertheless, suffer from incorrect background subtraction due to very rapidly spatially varying regions of high nebulosity are flagged as part of the pipeline's morphological classification. In brief, the pipeline derives a curve-of-growth for each detected object from a series of aperture flux measures with different aperture radii. In the case of incorrect background correction, the curve-of-growth will not show the asymptotic behaviour expected of stellar sources and so will be classified as non-stellar. We confirmed the effectiveness of this feature using manual inspection of pipeline photometry in multiple nebulous regions.
Quality criteria
The IPHAS database contains more than 1 million photometric detections in our region of study (indicated by the dashed circle in Fig. 1 ). We narrowed down the catalogue to 404 975 sources using the following strict quality requirements:
(i) the magnitude must be in the range 13 < r < 20; (ii) the star must be morphologically classified as strictly stellar in all bands ("class = -1");
(iii) the difference in coordinates between the matched detections in the Hα, r' and i' images must not be bigger than 0.1".
Criterion (i) avoids faint and saturated sources. Although the IPHAS photometry goes down to a 3σ-depth of r = 21 ± 1, we choose to limit our study to r < 20.0 to keep the photometric uncertainties small and to avoid spurious detections.
Criterion (ii) avoids saturated and extended objects or problems resulting from flux-contamination by nearby neighbours. The criterion also deals with the issue of nebulous Hα background emission. As noted in the previous section, background-contaminated photometry will be flagged as non-stellar and removed this way. We note that this has the effect of removing a small number of interesting -but unreliable -objects.
Criterion (iii) avoids spurious mismatches in crowded fields. The CASU pipeline allows matches up to 2.5 arcseconds apart between different filters. This criterion needs to be tightened considerably to avoid mismatches near the faint limit of the survey.
Quantifying the Hα excess from IPHAS colours
Colour simulations
As described by Drew et al. (2005) , the (r'-Hα) colour of a point source is an indicator of the strength of the Hα line relative to the red continuum. This may flag the object as an emission line star or, for most stars, provide a measure of intrinsic colour. The (r'-i') colour reflects a combination of interstellar reddening and intrinsic colour.
Stars with Hα in emission show higher (r'-Hα) values than other stars of a similar spectral type. However, there is no straightforward analytical relationship between the (r'-Hα) colour and the strength of the Hα line, in part because the Hα band falls inside the r' band. A given amount of Hα excess emission will affect both magnitudes in a way that depends on the underlying SED and reddening of the star.
For the purpose of estimating the Hα excess from IPHAS data, we created a set of simulated colour tracks for stars with increasing levels of Hα emission equivalent width (EW) and different underlying SEDs. A similar grid was presented by Drew et al. (2005, table 4 ) but did not extend down in effective temperature to stars of K and M type (common among T Tauri stars).
To simulate the colours we adopted the same procedure as described in detail by Drew et al. In brief, colours are generated from the library of stellar SEDs due to Pickles (1998) , using a standard extinction law RV = 3.1 in the form given by Howarth (1983) , and taking into account the relevant filter transmission profiles and the CCD response curve available from the WFC website 3 . We adopted as our reference Vega spectrum that due to Bohlin (2007) . The resulting grid is tabulated in Appendix A and plotted in Fig. 3. 
Validation of the simulated colours against spectroscopic observations of T Tauri stars
To test our grid of simulated colours, we took the sample of known T Tauri stars in IC 1396 from Sicilia-Aguilar et al. (2005, hereafter referred to as SA05) . In their work, the authors used MMT/Hectospec multifiber spectroscopy to follow-up candidates selected using multi-epoch broadband photometry. The sample includes both weak-line T Tauri stars (WTTS) with Hα emission weaker than -10Å EW, as well as classical T Tauri stars (CTTS) with emission stronger than -10Å EW.
Out of the 118 probable T Tauri members confirmed by Hectospec observations, 109 have a reliable counterpart in the IPHAS database. (The other 9 objects where classified as extended objects by the pipeline; 6 objects because they appear to suffer from flux contamination due to a very close neighbour, while 3 objects appear to suffer from a rapidly spatially varying background.)
In Fig. 4 we show the IPHAS colours of these 109 objects superimposed on the grid of simulated lines of constant Hα EW referred to an appropriately reddened main sequence (zero line emission at AV = 1.56 ± 0.55, which is the typical reddening found by SA05). We notice that the classical T Tauri stars are well separated from the field stars (shown as grey points): most are above the −10Å EW boundary as predicted by the drawn grid lines. In contrast the weak-lined stars fall within the main stellar locus, blending in with normal less-reddened stars. The fact that reddening raises the EW threshold for the clean detection of emission line stars is a recognised property of the IPHAS colour-colour plane (see Drew et al. 2005) .
One weak-lined object, named 73-537 in SA05, can be seen to fall somewhat below the simulated main sequence (solid line in Fig. 4) . The aberrant position is explained by the high reddening of the object, AV = 3.3, which is an outlier in terms of reddening compared to the rest of the sample.
To validate the grid in more detail, we interpolated the tracks to derive Hα EWs for the known T Tauri objects. These values are then plotted against the spectroscopic values from SA05. The comparison is shown in Fig. 5 . We find a strong correlation between the photometric and spectroscopic estimates, albeit with a large scatter on the order of 5 to 10Å.
The scatter is explained by two reasons. First, photometric errors and reddening deviations will introduce large relative errors for weak-lined objects which are positioned close to the reddened main sequence line. This dominates the scatter observed for objects with lines weaker than -10Å. Second, net Hα emission in T Tauri stars is known to show large natural variations on timescales as short as days (e.g. Fernandez et al. 1995; Alencar et al. 2001, Costigan et al, in preparation) . For a subset of the objects considered here, Sicilia-Aguilar et al. (2006a, hereafter referred to as SA06) obtained high-resolution MMT/Hectochelle spectroscopy at a second epoch. Compared to the Hectospec data, the EWs show a scatter of 33 per cent for emission EWs exceeding -20Å ( fig. 10 in SA06 ). In our sample we observe a similar scatter of 37 per cent for lines stronger than -20Å which suggests that the spread is dominated by intrinsic variations.
We confirmed this by recomputing photometric equivalent widths, this time taking into account the individual reddening values AV for each object from SA05, and find that the scatter decreased only marginally. Knowledge of the individual reddening values does not significantly improve the estimated line strengths here, because the spread in reddening is reasonably small for the T Tauri objects in IC 1396 (σA V = 0.55, SA05).
We conclude that the simulated grid and IPHAS photometry can be used to identify emission-line objects and constrain their Hα excess with a sufficient degree of confidence for the purpose of our work, which is to constrain the Hα excess for a very large sample of stars -over a million objects in the field towards IC 1396 -in a homogeneous way which is not biased by a pre-selected list of observing targets. To study a similar amount of objects using traditional spectroscopy would require so much observing time that it is effectively impossible. (Fig. 7) . The solid line shows the unreddened main sequence curve from our grid of simulated colours, while the dashed line shows the selection threshold which serves to remove chromospherically active foreground dwarfs (see text). Grey dots show 50 000 random fields stars having accurate photometry (σ r < 0.01). The arrow shows the reddening shift for an M0V-type object being reddened from A V = 0 to A V = 1.56. 
Selection strategy
T Tauri selection threshold
We now make a homogeneous selection of T Tauri candidates based on their position above the main locus of field stars in the (r'-i'/r'-Hα) diagram. This requires a selection threshold to be established relative to the upper edge of the main locus (cf. grey dots in Fig. 4) , which is where unreddened foreground main-sequence stars are located.
The threshold is chosen such that the foreground stars are excluded, even when they are chromospherically active. We adopt the traditional CTTS threshold which requires EWs stronger than -10Å for early-and intermediate-type stars. For late-type stars, which are known to show intense chromospheric activity long after their formation, we adopt the empirical thresholds found by Barrado y Navascues & Martin (2003) ranging from -11Å for spectral type M2V (r'-i' ∼ = 1.2) up to -24Å for type M6V (r'-i' ∼ = 2.6). The resulting threshold is shown as a dashed line in Fig. 6 .
We stress that the threshold is drawn relative to the unreddened main sequence track. Stars at the typical reddening of IC 1396 will naturally be located slightly lower in the diagram, and will need to show an excess stronger than roughly -25Å at all spectral types to fall above the threshold. This level of excess is the completeness limit of our work, which is to be discussed in §6.
We then select all sources which are located above the threshold at the 3σ confidence level:
where σ is determined from the photometric uncertainty:
with m the local slope of the threshold (m = 0.5). Fig. 6 shows the result of the selection procedure. We find a total of 188 unique objects located confidently above the selection threshold. In the case of multiple photometric detections due to overlapping or repeated CCD pointings, we averaged the photometry and show the object only once. We note that no extremely low-mass candidates are found beyond (r'-i') > 2.5, which is in agreement with the low density of such objects in IPHAS as previously found by Valdivielso et al. (2009 Corradi et al. (2008) for a discussion on the position of these objects in the IPHAS diagram.
Although it is not possible to confirm T Tauri stars solely on the basis of IPHAS photometry, these other classes of objects show significantly lower surface densities towards known star-forming regions, where faint red young stars have been shown to dominate the local IPHAS diagrams (Witham et al. 2008, figs. 2-3) . Moreover, the scarce but often luminous nature of these objects implies that they will most likely appear as distant background objects, at large distance moduli that may push them below the sequence of foreground T Tauri stars in a colour-magnitude diagram.
This effect is demonstrated in Fig. 7 , where we placed the selected candidates in the (r'/r'-i') diagram. The objects are superimposed on the model evolutionary tracks and isochrones due to Siess et al. (2000) , which are placed at the mean reddening and distance modulus of the region (discussed in the next section). A number of blue objects are seen to fall near or below the 100 Myr isochrone (which is a good approximation of the ZAMS for solar mass stars). Their position cannot be explained by extinction, because the reddening vector runs nearly parallel to the isochrones. Instead, these objects are likely to be background objects not related to IC 1396.
We remove these suspicious objects from our sample by requiring that all T Tauri candidates are located confidently (3σ-level) above the 100 Myr isochrone for the region. From our 188 initial candidates, 30 are discarded on this basis (shown as red crosses). We note that this criterion, combined with the faint magnitude limit (r < 20), will not allow us to detect the older population for objects below ∼0.4 M , and will somewhat bias the survey towards the nearest part of IC 1396 (where the distance modulus is smaller)
This leaves us with a final sample of 158 T Tauri candidates (green circles), which are listed in Appendix B1 together with their photometry. In §6 we will show that the majority of these candidates are likely to be genuine members because they show spatial clustering and infrared colours consistent with T Tauri objects.
In comparison with the list of confirmed T Tauri members from SA06, we have 34 objects in common (mostly at bright magnitudes), while 61 objects were not previously discovered (mostly at faint magnitudes). The remaining 63 objects fall entirely outside the area that was studied by SA06. Only 3 objects showing emission stronger than -30Å EW in SA06 were not recovered by our selection (to be discussed in §6).
In contrast, none of the discarded objects are clustered or appear in the work by SA06. These objects are listed separately in Appendix E1 because they are likely to be interesting emission-line objects, but they are not considered in what follows.
ANALYSIS: STELLAR AND ACCRETION PROPERTIES
Having identified a population of T Tauri candidates, we now estimate the ages, masses and accretion rates. The principal assumption made in this step is that all objects are placed at the mean distanced = 870 ± 80 pc (Contreras et al. 2002) and mean reddeningĀV = 1.56 ± 0.55 (SA05). The assumption of a fixed reddening is reasonable because SA05 found that the statistical distribution of AV for T Tauri stars in the region is nearly Gaussian, with ∼76 per cent of the objects in the ±1σ region, and only three objects -related to the globules -showing extinctions beyond +3σ. Moreover, SA05 did not find an evident spatial variation of the extinction. This can be considered consistent with the earlier finding by Morbidelli et al. (1997) that most of the reddening towards optical stars in IC 1396 is fairly uniform and of foreground origin.
Because the distribution of reddening values towards IC 1396 is constrained, the uncertainties that follow from the assumption of a fixed reddening are well-understood and will be discussed in §7.
Age, mass and radius
We estimate ages, masses and radii from the (r'/r'-i') diagram in Fig. 7 using the evolutionary tracks by Siess et al. (2000) . We adopt the Siess tracks because they were found to be most consistent in a comparative study between different models by Lawson & Feigelson (2001) . Moreover, these tracks were also adopted in SA05, so by adopting these tracks we are able to compare our results more directly with the existing study.
The Siess model tracks are available for the Cousins (Rc/Rc − Ic) diagram based on temperature-colour conversions due to Kenyon & Hartmann (1995) . In the absence of temperature-colour conversions for the Vega-based photometric system used by IPHAS, we adopt the tracks for Cousins and convert them to (r'/r'-i') using the transformations as determined for the WFC by the Cambridge Astronomical Survey Unit 4 :
These transformations are derived from multi-epoch observations of standards due to Landolt (1992) . The measured uncertainty of these transformations (∼ 0.1 m ) is several times better than the errors estimated for the position of evolutionary tracks (0.5 m to 1.0 m , Lawson & Feigelson 2001) .
Having obtained model tracks in the appropriate system, we shift the tracks according to the assumed distance and reddening for the region. Previous observations have shown optical stars in the region to follow a standard extinction law RV = 3.1 (Morbidelli et al. 1997) , allowing us to adopt the reddening relations due to Schlegel et al. (1998) :
We note that the reddening vector runs nearly parallel to the low-mass isochrones. Uncertainties in the extinction will therefore only have a limited effect on the age determination. As a final step, an automated routine determines the two closest isochrones and mass tracks for each object and interpolates the model properties using an inverse square distance law. The routine also corrects for the r'-band excess due to the Hα line, which falls inside the r' band. The corrections are based on the table of simulated colours, and range between r'+0.02 (EWHα ∼ = -20Å) and r'+0.5 (EWHα ∼ = -500Å).
The resulting ages, masses and radii for all candidates are listed in the Appendix C1 and histograms are plotted in Fig. 10 . We note that the colour-magnitude diagram (Fig. 7) 4 http://www.ast.cam.ac.uk/∼wfcsur/technical/photom/colours/ appears to show a large scatter in the ages. Whether or not this indicates a true age spread will be discussed in §7.
Mass accretion rate
Having determined ages and masses, we now constrain the accretion properties of our candidates. We will adopt the method introduced by De Marchi et al. (2010) .
In brief, mass accretion is thought to take place along magnetic field lines which act as channels connecting the disc to the star. The infalling gas is essentially on a ballistic trajectory, falling on to the star at close to free-fall velocities, producing a hot impact shock Gullbring et al. 2000) . The energy released in these shocks heats the infalling circumstellar gas, resulting in the broad Hα emission lines seen in classical T Tauri stars. This implies that the measured line luminosity LHα may be used to estimated the accretion luminosity Lacc and subsequently the mass accretion rateṀacc (e.g. see Muzerolle et al. 1998; Kurosawa et al. 2006; Herczeg & Hillenbrand 2008) .
Line luminosity (LHα)
To obtain the line luminosity, LHα, we can safely assume that the Hα line falls entirely inside the breadth of the Hα filter (FWHM = 95Å).
To convert the Hα magnitude and equivalent width into luminosity, we recall that IPHAS magnitudes are calibrated in the Vega system. A specially tailored Kurucz 9400 K model calibration spectrum of Vega (Bohlin 2007 ) was used to estimate the average flux of Vega weighted by the Hα throughput curve:
where FV is the Vega model spectrum and T is the throughput curve, obtained by multiplying the transmission profile of the Hα filter with the CCD efficiency curve. This number is then multiplied by the width of the filter to obtain the appropriate band-integrated reference flux, i.e. F0 = 95 ·FV (Hα). This is the flux that corresponds to the magnitude of Vega for which we adopt m(Hα) = 0.03 (for historical and definitional reasons, the magnitude of Vega in the optical is not exactly zero, see Bessell et al. 1998) .
The flux for any star with a given dereddened magnitude m(Hα) is then obtained from:
where m(Hα) is dereddened using the optical-IR extinction law due to Howarth (1983) :
F band will contain both the continuum and the line flux, but we are only interested in the latter. We may separate the line flux using the equivalent width obtained earlier from the table of simulated colours: which follows from the definition of EW. Finally, the line luminosity LHα is obtained by multiplying the continuum subtracted flux by 4πd 2 , where d is the adopted distance to the region. We note that LHα obtained in this way may include a small contribution from the [Nii] forbidden emission lines at 6 548Å and 6 584Å, which fall inside the IPHAS Hα filter. De Marchi et al. (2010) corrected for this effect by assuming that 2.4 per cent of the Hα intensity is due to the [Nii] lines. This correction is based on existing T Tauri line measurements from literature, which show the contribution to be in the range of 0 to ∼5 per cent. Although the effect is very small compared to other sources of error, it appears to be systematic, so we adopt it.
Accretion luminosity (Lacc)
As discussed previously, it is generally accepted that the energy Lacc, which is released in the accretion shock, goes in part towards heating and ionizing the circumstellar gas in the magnetosphere. This will cause the gas to reradiate measurable emission lines, i.e. we expect a correlation between Lacc and LHα.
To study the relationship, we compiled a set of T Tauri objects for which measurements of both Lacc and LHα are available in the literature (Hartigan & Kenyon 2003; Herczeg & Hillenbrand 2008; Dahm 2008) . In these works, highresolution spectroscopy was used to measure Lacc from the blue continuum excess, while LHα is derived directly from the Hα line. After removing lower and upper limit points, we plot the resulting set of 49 objects in Fig. 8 as open symbols, showing a clear trend.
We then extend the sample with known members of IC 1396 for which Lacc was recently determined by SiciliaAguilar et al. (2010) using deep U-band photometry and LHα being available from their earlier spectroscopic work. These additional 59 objects are shown as filled red circles.
The data suggests a relationship (Lacc) ∝ (LHα) α with α between 0.5 and 2.0. This is consistent with theoretical accretion models due to Muzerolle et al. (1998) . In their work, the authors find a range of slopes, ranging from α = 0.7 (small magnetosphere) to α = 1.0 (larger magnetospheres) at moderate accretion rates (Ṁ < 10 −8 M yr −1 ; Lacc ∼ < 10 −1 L ). At higher rates (Ṁ > 10 −8 M yr −1 ), the slope steepens to α > 1, i.e. a smaller increase in LHα per unit increase of Lacc. This is because, at very high accretion rates, the densities reach a level where the magnetosphere becomes optically thick and the line flux will only emerge from the outer surface. In addition, increasing outflows may produce Hα absorption.
In the absence of a sufficiently tight correlation to fit a nonlinear trend, we applied a linear regression and find: log Lacc = (1.13 ± 0.07) log LHα + (1.93 ± 0.23),
where LHα and Lacc are given in solar units. We note that there is a significant scatter in the relationship (rms = 0.54), which is also present for objects where LHα and Lacc were measured simultaneously. Indeed correlations of the accretion luminosities with line fluxes have previously been found to show a large amount of scatter (e.g. see Herczeg & Hillenbrand 2008) , which is likely to be caused by a combination of effects (e.g. circumstellar absorption, uncertain extinction corrections, line emission not due to accretion). In §7 we will show that this scatter is the primary source of uncertainty for the accretion rates obtained in this work.
Mass accretion rate (Ṁacc)
Having obtained an estimate for Lacc, we now proceed to convert this into an estimate for the mass accretion ratė Macc. We will do this using the same equations as adopted by previous studies in the literature. In brief, the T Tauri accretion models (e.g. Hartmann et al. 1998 ) assume that the circumstellar disc is truncated at an inner radius Rin by the magnetosphere, and accretion proceeds along magnetic field lines. The infalling gas is essentially on a ballistic trajectory, falling on to the star at near free-fall velocities from the distance Rin. If we assume that the energy released in the impact "accretion" shock is reprocessed entirely in the accretion energy Lacc, we may write:
By adopting a standard value Rin = 5 ± 2 R (Gullbring et al. 1998), we obtain:
Where R and M are taken from the evolutionary tracks in the (r'/r'-i') diagram and Lacc is obtained as described above. The resulting values forṀacc are listed in Appendix C1 and plotted in Fig. 10 .
ARCHIVAL INFRARED DATA
2MASS photometry
Photometry from the near-infrared 2MASS Point Source Catalog (Skrutskie et al. 2006 ) was retrieved through the Virtual Observatory Conesearch protocol. We found a match for 152 out of 158 candidates within 0.3 from the IPHAS position (for 105 objects the match is even better than 0.1 , which is expected because the IPHAS astrometric calibration is based on the 2MASS catalog). The remaining 6 candidates are part of close visual binaries. The centroid coordinates of these objects differ by more than 1 between both databases, because the close neighbours were resolved by IPHAS but not by the 2MASS pipeline. The near-infrared magnitudes for these objects have not been included in our sample, which is tabulated in Appendix B1.
Spitzer photometry
We obtained wide-area Spitzer mid-infrared IRAC (3.6, 4.5, 5.8 and 8 µm) and far-infrared MIPS (24 µm The IRAC images cover a box of roughly 35 by 35 arcminutes in the central region (shown as a dashed-dotted rectangle in Fig. 9 ). 65 of our pre-main sequence candidates (41 per cent) fall inside this box, 62 of which are also covered by the MIPS data (which shows a different footprint).
Basic reduction of the IRAC and MIPS images into artifact-mitigated mosaics was performed by a recent version of the Spitzer Science Center Pipeline (versions S18.7 and S18.12). Photometry was then obtained using the userlist single frame option in the MOPEX software (version 18.4.0), which allows aperture photometry to be performed based on a user-supplied list of target coordinates.
For the IRAC mosaics, we used a 3.6 (6 pixel) aperture radius, and a sky annulus from 14.4 to 24 (24 to 40 pixels). The MIPS mosaic was reduced using a 13 (5.3 pixel) aperture and a sky annulus from 20 to 32 (8.2 to 13.1 pixels). The apertures were chosen to avoid flux contamination from nearby sources on one hand, while keeping the required aperture corrections as small as possible on the other hand.
Following the IRAC and MIPS Data Handbooks, we adopted aperture corrections of 1.112, 1.113, 1.125, 1.218 and 1.170 for the 3.6, 4.5, 5.8, 8.0 and 24 µm bands, respectively. The adopted zeropoints for conversion between flux densities and magnitudes were 280.9, 179.7, 115.0, 64.1 and 7.14 Jy.
Out of the 65 objects that fell inside the area covered by IRAC, all were reliably detected in the four bands at SNR 10. 54 of these objects were also detected in the MIPS 24µm data at SNR > 10 (from the remaining objects, 8 were not reliably detected with MIPS and 3 fell just outside the footprint).
To ensure the reliability of the extracted magnitudes, all sources were inspected by eye. Four objects were removed from our sample as part of this step: three objects because they suffer from severe flux contamination by a very close or bright neighbour (IPHAS ID's J213647.63+572954.0; J213657.46+572730.3; J213657.67+572733.1) and one ob-5 http://sha.ipac.caltech.edu/applications/Spitzer/SHA ject which was partially affected by a gap of missing data in the 4.5µm band (J213816.87+573926.4).
Finally, for those objects for which Spitzer magnitudes were previously reduced by Sicilia-Aguilar et al. (2006b) , we compared our magnitudes with the literature values and find an acceptable agreement within ∼10 per cent.
The resulting magnitudes for 61 objects are tabulated in Appendix D1 and plotted as colour-colour diagrams in Fig. 11 . We repeated the same reduction steps for the list of WTTS objects from SA06 and included them in Fig. 11 (black crosses) for comparison.
RESULTS
The spatial distribution of our sample is shown on top of the Hα mosaic in Fig. 9 . The size and shape of the symbols reflect the estimated accretion rates and ages. We note that most candidates are clustered in front of the bright-rimmed molecular clouds A, B and E (nomenclature from Pottasch 1956). In the final section of this paper we will argue that the location and dispersion of these clusters suggest that their formation was triggered by the central O-type star.
Histograms of the derived parameters are shown in Fig. 10 . We note that the age distribution (panel b) shows a median age of 2.3 Myr. This is in good agreement with the median age of 2.6 Myr for the confirmed classical T Tauri members from SA06. It is also consistent with the expansion age of the gas derived from CO radial velocity measurements (2-3 Myr, Patel et al. 1995) , but possibly younger than the upper main sequence turnoff age (∼4-7 Myr Marschall et al. 1990; Contreras et al. 2002) .
The mass distribution (panel c) shows the expected power-law increase towards lower masses. When compared with a Kroupa IMF, our sample shows a deficit of candidates lower than M < 0.3 M and beyond M > 1.5 M , which can be explained by the imposed magnitude limits.
The equivalent widths (panel d) range from -22 to -525Å, while the mass accretion rates (panel f) range from 10 −9.2 to 10 −7.0 M yr −1 . These ranges are consistent with values for strong accretors in other regions.
Infrared colour-colour diagrams are shown in Fig. 11 . In the near-infrared 2MASS diagram, we note that many candidates are well separated from the general locus of stars due to an H-K excess (91 per cent showing H-K > 0.3; 39 per cent showing H-K > 0.5). The emission is commonly thought to be caused by emission from the inner dust rim of the accretion disc. Some objects are not separated from the main locus, which might give the impression that they do not have a disc. However, the accretion disc models due to Meyer et al. (1997) show that a near-infrared excess may disappear in the case of a large inner-hole size or an edgeon inclination angle, therefore the absence of an H-K excess does not necesarilly imply the absence of a disc. (In fact we did not include 2MASS colours as part of our selection criteria for this reason.) Indeed, the objects for which mid-and far-infrared Spitzer data is available all show colour excesses consistent with having accretion discs (panels b-c-d in Fig. 11 ). Five objects are seen to show strong infrared excess only at 8 and 24µm but not at shorter wavelengths, indicating that dust is absent from the logṀ ≤−8.5 Figure 9 . Spatial distribution of pre-main sequence candidates (circles and triangles). The size of the symbol denotes the age, the shape/colour denotes the mass accretion rate. The large solid circle shows the 3 • diameter circular region considered in our work, centred on the O6.5V-type star HD 206267 (yellow star symbol). The background shows an inverted greyscale Hα mosaic of the region. The prominent bright-rimmed clouds in the region are indicated with letters A-J as assigned in Pottasch (1956) and Weikard et al. (1996) . The expanding ring of molecular material on which the clouds are thought to be located (Patel et al. 1995 ) is indicated by the dashed ellipse. The central region covered by Spitzer data is indicated by the dashed-dotted rectangle. We note that a large number of candidates are clustered in front of the bright-rimmed clouds A and E. inner regions of the disk (i.e., candidate "transition objects"; J213709.09+572548.6, J213825.90+574204.8, J213830.30+573255.2, J213955.69+571638.2 and J214035.33+572309.6). (2006a) which are also recovered in our work, given as a function of the spectroscopic equivalent width. We included literature objects which are listed as "confirmed" or "probable" members and for which a low-resolution spectroscopic equivalent width is available (141 objects). We find that members with Hα lines weaker than −30Å are not recovered because they fall below the selection threshold that we used.
Contamination rate and completeness
While we can assume that the vast majority of candidates are genuine members, it is likely that our method includes at least some contamination from foreground or background emission-line objects. We may constrain this contamination rate as follows. The surface density of our sample is equal to 22.3 candidates/deg 2 (158 candidates in 7.1 deg 2 ). The density is not uniform in the entire area. On one hand, the region within 1
• from HD 206267 contains 135 candidates and has a density of 43.0 objects/deg 2 . On the other hand, the region just south of IC 1396 shows a density of only ∼3.2 objects/deg 2 . If we adopt the latter number as an upper limit for the rate of contamination, then our sample would contain at most 23 non-members (15 per cent), which is similar to the number of objects that fall below the T Tauri locus in the 2MASS diagram.
In reality, it is very likely that emission-line stars in the outskirts are genuine members of the surrounding Cepheus OB2 association and that the contamination rate is lower. We conclude that the sample is sufficiently clean to allow it to be used for initial statistical investigations.
A further test to validate our sample is to compare our objects with the members confirmed by SA06. In Fig. 12 we plot the total number of IPHAS candidates in the central region, defined as ∼0.5
• from HD 206267, and indicate the number of these objects which have been found previously. We find that 18 out of 28 of our candidates brighter than r' < 17 have already been found and confirmed. At fainter magnitudes, we find many new candidates. This can be explained from the fact that the photometric selection of candidates for spectroscopic follow-up by Sicilia-Aguilar et al. concentrated on stars with V=15-19 (R≈14-18), while we considered objects up to r'= 20.
To estimate the completeness of our sample, Fig. 13 shows the fraction of objects from SA06 which were successfully retrieved by our work. We find that for objects with EWHα stronger than -30Å, 24 out of 27 objects were successfully recovered (89 per cent). From the remaining 3 objects, one is heavily affected by source confusion and was rejected by our criteria because the pipeline classified it as "nonstellar" (SA06 ID 13-1877). The two other objects (14-1017 and 92-393) fall just below the selection threshold, which can be explained by a small decrease in the line intensity due to natural variability.
We conclude that, compared to the extensive spectroscopic survey, our method appears to be equally complete for objects with lines stronger than -30Å. This is consistent with the fact that the selection threshold lies near the -25Å boundary at the cluster reddening (compare Fig. 4 and 6) .
In brief, our comparison with the literature indicates that we obtained a reliable and nearly equally complete picture of strong accretors in the region. More precise detectability limits as a function of mass and age will be given in §8.
UNCERTAINTIES IN THE DERIVED PARAMETERS
Our stellar parameters suffer from uncertainties caused by errors in the input data and the physical assumptions. In what follows we will discuss two types:
(i) non-systematic uncertainties: the fact that individual stars may have a true extinction or distance which deviates from the assumed mean values, thereby introducing errors in the derived parameters relative to the other objects in the sample;
(ii) systematic uncertainties: the fact that the assumed mean distance/extinction values or the evolutionary tracks may be shifted in a way that affects the derived parameters for all stars in a systematic direction.
In what follows we will also discuss the effect of unresolved binaries and investigate the age spread. 
Non-systematic uncertainties
Constraining the uncertainties using analytical error propagation would be complex and error-prone. Instead we opt to investigate the uncertainties using a Monte Carlo approach which works as follows. For each star in our sample, we generated 10 000 sets of artificial "clones". Each clone is perturbed by randomly adding Gaussian noise to the input photometry and to the physical assumptions (distance, extinction, LHα-Lacc regression). For the photometry, the noise is added according to the Poissonian errors listed in Table B1 . For the error in the extinction, we assume the literature value σ(Av) = 0.55 (SA05). The adopted error in distance is the approximate diameter of the region: σ(d) = 20 pc. Finally, the error in the LHα-Lacc regression is the rms scatter we found previously: σ(Lacc) = 0.54.
After generating a set of clones, we then recompute the stellar parameters for each clone; resulting in a set of 10 000 estimates per parameter per star. These sets can be considered to be samplings of probability distributions. We computed the mean and 1-sigma standard deviation 6 from each of these sets, which are the numbers given for each object in Table C1 .
We summarized the uncertainties in Table 1 by showing the mean 1-sigma uncertainty for the entire sample per output parameter and per source of error. The summary shows that the determination of the stellar parameters suffers mostly from the uncertainty in the extinction. However, the final uncertainty in the accretion rate is dominated by the scatter in the LHα-Lacc regression. Because individual uncertainties add quadratically to form the combined uncertainty (i.e., σA+B = σ 2 A + σ 2 B if A and B are independent), a single largest source of uncertainty tends to dominate the total uncertainty, therefore a better estimate of the extinction would not significantly improve the accuracy of the accretion rates.
We conclude that the accretion rates are constrained within an uncertainty of ∼0.6 dex relative to the other stars in the sample, mainly due to the scatter in the relationship between LHα and Lacc. The ages are constrained within ∼1 Myr and masses within ∼0.1 M .
Systematic uncertainties
We investigated the effect of systematic uncertainties by introducing shifts in: (i) the assumed mean extinction (AV ± 0.5); (ii) the assumed mean distance (d ± 100 pc); (iii) the position of the evolutionary tracks.
We recomputed the stellar parameters with each of these shifts introduced, and summarized the results in Table 2 . We find that a shift in the assumed extinction shifts the masses by ±0.1 M , while a shift in the distance shifts the ages by ±1 Myr.
For simulating errors in the model track positions, we adopted the conclusions by Lawson & Feigelson (2001) (r',r'-i')−(1.0,0.5) yields ages which are 4 Myr older and masses 0.3 M higher. The ages appear to be very uncertain for this reason, and may perhaps be wrong by a factor two in an absolute sense (see also Naylor 2009; Baraffe et al. 2009 ).
Unresolved binaries
We cannot exclude that a fraction of our candidates are very close unresolved binaries (e.g. having a separation of less than ∼1 , i.e. ∼1000 AU). We investigated this effect by simulating what happens when the luminosity of a star is over-estimated by a factor two while the colour remains unchanged (the case of an unresolved equal-mass binary system). We find that such case leads to an age estimate which is on average 4 Myr too young and mass accretion rates which are 0.5 dex too low. We did not include this effect in the simulations because the fraction of unresolved binaries is highly uncertain. Observations by Bouwman et al. (2006) suggest that close binaries lose their disk significantly faster than single stars, which means that the number of binaries in our sample could be very low. If this is not the case, unresolved binaries may be the single most important source of error in our work.
Is the spread in ages real?
The estimated ages of our candidates range between 0.2 and 32 Myr, with a median of 2.3 and standard deviation 4.0. The spread is significantly larger than the standard deviation of ∼0.9 which is predicted to occur due to the combined uncertainties in the photometry, extinction and distance (Table 1 ). Does this mean that a true age spread exists in the region?
We must take into account that T Tauri stars have been observed to change in brightness by as much as one magnitude on timescales of only days (e.g. Eiroa et al. 2002) , which is thought to be explained by stellar spots, variable accretion, or variable obscuration by circumstellar dust. In the colour-magnitude diagram presented earlier (Fig. 3) , we found that the objects are widely scattered around the 2.5 Myr isochrone, with 79 per cent deviating by ∆r 0.1 from the isochrone and 37 per cent showing ∆r 0.5 (Fig. 14) . This is slightly larger than the variability of stars in this region recently reported by SiciliaAguilar et al. (2010) If the effect of unresolved binaries play a significant role, it is likely that the combined effect of uncertainties and variability does explain the entire age spread. However, it will always be difficult to exclude that perhaps a small true age spread -heavily masked by the noise -is hiding in the large apparent spread.
DISCUSSION
In this section we provide a discussion on the implications of our results. First we investigate how our mass accretion rates depend on age and mass, then we discuss the implications for the history of IC 1396 and the role of the massive star HD 206267. Fig. 15 shows the distribution of mass accretion rates as a function of stellar mass. We fitted theṀacc ∝ M α power-law relationship and find a slope α = 1.1 ± 0.2 (all objects) or α = 1.3 ± 0.2 (objects younger than 2 Myr), although with a large spread inṀacc for any M .
Accretion rates as a function of mass and age
TheṀacc-M relationship
The slope is less steep than recently claimed in literature, where different authors found the accretion rate to correlate roughly with the square of the stellar mass; α = 1.8 − 2. The apparent inconsistency with the literature may be explained by two reasons. First, our dataset does not include very low mass stars or brown dwarfs, which form a significant part of the mass range considered in several of the previous studies. We do not rule out that our slope would have been steeper if we had we been able to detect such objects at the distance of IC 1396. Likewise, we note that our data covers only ∼2 magnitudes in mass accretion rates.
Second, following Clarke & Pringle (2006) and Mayne & Harries (2010) , the determination of the slope is affected by method-dependent systematic effects, namely:
An advantage of our photometric method is that it is straightforward to derive its detectability limits, because all objects were selected in a homogeneous way from a precisely defined threshold in the (r'-i'/r'-Hα) plane. The detectability limits derived from this threshold, computed for objects of different ages, are shown as red solid lines in Fig. 15 . We find that the limits correlate with the mass in a similar way as the accretion rates (α 1.2); i.e. it is easier to detect smaller accretion luminosities around lower mass (less luminous) stars.
It is worth noting that the compilation by Natta et al. (2006) , which shows a steeper dependency (α = 1.8±0.2), is also affected by a steeper slope in the detection limit (α 2, see Clarke & Pringle 2006) . The selection effects of the other studies, however, are less clear.
The second effect suggested by Clarke & Pringle (2006) are the tight natural correlations between M /R /L for stars of a similar age. Because we derive all stellar parameters using a single method (namely, model tracks in the IPHAS diagrams), the uncertainties of these parameters are not independent. Using the Monte Carlo simulations discussed previously, we were able to determine the covariance between the mass and the accretion rate for each star (using the set of 10 000 clones disturbed with errors). We find strong positive covariances, i.e. the uncertainty in the accretion rate tends to be correlated and have the same sign as the uncertainty in the stellar mass. The mean covarianceto-variance ratio is:
This ratio can be interpreted as follows: in a sample of (equal-mass) stars where the apparent mass range would be entirely due to uncertainty, we would expect to retrieve a default slope α = 1.7 driven purely by the effect of correlated uncertainties. Fortunately, the mass range considered in this paper is several times larger than the estimated mass uncertainty, therefore the impact of the effect is limited. Our simulations suggest that the effect accounts for an overestimation of the slope by ∼10 per cent. We conclude that we do not find evidence to suggest that accretion rates correlate with the square of the stellar mass in the range 0.2-2.0 M . We stress, however, that we do not rule out such relationship from this dataset. We do emphasize the importance of including detection limits and covariance estimates in the discussion. Figure 16 . Distribution of mass accretion rates as a function of stellar age for our T-Tauri candidates (red filled circles), compared with literature values collected by Muzerolle et al. (2000) . The solid line indicates the evolution for models of viscous disc evolution due to Hartmann et al. (1998) . The average 1-sigma error is shown in the top right. Figure 16 shows the distribution of accretion rates as a function of stellar age, together with spectroscopic results for other regions taken from literature. We findṀacc ∝ Age −0.9±0.1 for our sample, which is in excellent agreement with the trend for literature data:Ṁacc ∝ Age −1.0±0.2 , although slightly less steep than expected theoretically .
TheṀacc-Age relationship
However, theṀacc−Age relationship is subject to the same statistical effects discussed in the previous section. First, in Fig. 15 we already showed that lower mass accretion rates are more easily detected around older (less luminous) stars. Second, intrinsic correlations in the parameter space yield a negative covariance-to-variance ratio: covariance(logṀacc, log Age) variance(log Age) = −0.6.
i.e. in a sample of coeval stars where the age spread is dominated by errors, we expect to find a default relationshiṗ Macc ∝ Age −0.6 . The effect can easily be understood from the fact that the age and the radius are both estimated from the same colour-magnitude diagram. For example, when the magnitude of an object is over-estimated (e.g. due to an error in the photometry or distance), the object will be located higher up in the colour-magnitude diagram near a younger isochrone, which will lead to an under-estimated age and at the same time an over-estimated radius (because log R is roughly proportional to log Age in the model tracks). In turn, the larger radius will automatically lead to an overestimated accretion rate (cf. Equation 13).
We have previously shown that, unlike masses, the model ages are highly uncertain and the age spread is likely to be explained, at least for a significant part, by uncertainties and variability. Therefore the effect of correlated uncertainties is likely to play a very significant role. The same effect is likely to occur in spectroscopy-based studies as well.
We conclude that theṀacc−Age relationship for a single region must be interpreted with great care, especially where the age spread is uncertain. Large samples of accretion rates accross regions, spanning a large range of truely different ages, are essential before conclusions may be drawn on the relationship.
8.2 Role of the ionizing star HD 206267 (O6.5V)
The influence of massive stars
It is often claimed that radiation and stellar winds from Otype stars may have a profound effect on nearby star formation. On one hand, a massive star may disrupt star formation by dispersing the local molecular cloud and removing circumstellar material from newly formed stars (UV photoevaporation, e.g. Johnstone et al. 1998 ). On the other hand, expanding ionization fronts may act to compress the gas around the periphery of an Hii region which then collapses to form stars (collect and collapse, Elmegreen & Lada 1977) , or trigger star formation in a pre-existing cloud (e.g. radiatively driven implosion, Kessel-Deynet & Burkert 2003) .
While the effect of photoevaporation has been observed using direct imaging (so-called proplyd objects, O'dell et al. 1993; O'dell & Wen 1994) , a proof of triggered star formation is harder to obtain. Merely observing the presence of young stars in molecular clouds near hot stars is no solid evidence, because it is not clear whether the birth of the stars was triggered by the hot star, or whether stars were forming in these clouds regardless. Moreover, photoevaporation may act to disperse the circumstellar environment of protostars as a function of their distance, and therefore introduce an apparent evolutionary gradient which may incorrectly be interpreted as an age gradient (e.g. discussed by Beltrán et al. 2009 ).
The relatively simple nature of IC 1396, where the UV radiation field is dominated by the massive star system HD 206267 (O6.5V), makes it a good region to study the influence of a hot star. We note that the region also contains an O9V and several B-type stars (Simonson 1968; Garrison & Kormendy 1976 ), but these objects are thought to produce one (O9.5V) to five (B3V) orders of magnitude less ionising radiation compared to an O6.5V-type (Panagia 1973; Martins et al. 2005) .
In what follows, we discuss the hypothesis that star formation in IC 1396 is triggered, and test it by investigating the properties of our candidates as a function of their distance from HD 206267. We discover an age gradient which, we will argue, provides evidence for triggered star formation.
Hypothesis: is star formation in IC 1396 triggered?
IC 1396 is known to contain multiple dense molecular clouds (e.g. BRC 32-42, Sugitani et al. 1991 ) containing a total mass between 9 000 and 12 000 M (Weikard et al. 1996; Froebrich et al. 2005) . The discovery of red IRAS point sources associated with these clouds first suggested that stars are actively forming here (Sugitani et al. 1991; Schwartz et al. 1991 Using CO radial velocities, Patel et al. (1995) found that the clouds in the region are part of an expanding ring of molecular material centred roughly around HD 206267 (dashed ellipse in Fig. 9) . In their picture, the massive star was part of a first population which formed 3 to 4 Myr ago when the parent molecular cloud was compressed and flattened by turbulence (e.g., a supernova in the surrounding Cepheus OB2 association). Subsequently, wind or radiation from HD 206267 caused leftover molecular material to be swept up in the expanding ring that is observed today, and is thought to be the site of a second generation of star formation.
This picture is consistent with our results, because many of our youngest objects are clustered just in front of the bright-rimmed clouds A, B and E (see Fig. 9 ). The position of these objects between the clouds -known to contain protostars -and the massive star, suggests that they may have formed at an earlier stage when the shock front was located closer to the hot star. The typical radial velocity dispersion in the region (∼1-2 pc Myr −1 , SA06 7 ) suggests that our candidates may indeed still be located close to the place where they once formed.
Test: does our sample show an age gradient?
Whether the clusters of stars observed in our sample have been triggered is a testable hypothesis. If star formation is triggered, we expect that: (i) the stars near the shock fronts must be younger than HD 206267;
(ii) there should be a small age spread and gradient; stars located further away from HD 206267 and closer to the shock fronts should be younger.
Condition (i) is consistent with the fact that the model ages for the majority of our candidates (∼2-3 Myr) do not exceed the dynamical age of the expanding ring of molecular material (2-3 Myr, Patel et al. 1995) . While there is no reliable estimate of the age of HD 206267 itself, we note that the main-sequence lifetime of an O6.5V-type star (4 Myr, Weidner & Vink 2010) does not contradict the picture.
Proposed evidence for condition (ii), the age gradient, comes from the spatial distribution of the youngest members. First, SA05 noted an increasing number of objects younger than 1 Myr towards globule A. Subsequently, Spitzer observations of clouds A, E and J (Sicilia-Aguilar et al. 2006b; Getman et al. 2007; Ikeda et al. 2008; Choudhury et al. 2010) showed that the embedded Class 0/I protostars are systematically located further away from HD 206267 than the more evolved optical Class II/III objects.
We investigate if such gradient is also apparent in our sample. In Fig. 17 Figure 17 . Candidate properties in function of the projected distance from HD 206267, limited out to 5 pc where both Spitzer and literature data are available. With increasing distance from the massive star, we find higher mean accretion rates (panel c), a higher fraction of accretors to the number of non-accretors from SA06 (panel d), stronger mean infrared disc excess (panels e-f), and a lower median age (panel g). The dashed lines show linear fits. All panels are consistent with a spatio-temporal gradient where objects further away from the massive star have a younger appearance. The bright rim of molecular cloud A, the Elephant Trunk Nebula, is located at the distance of 3.8 pc.
and the corresponding surface density (panel b). We find a significant peak near ∼3 pc, which corresponds to cluster in front of cloud A (commonly known as the Elephant's Trunk Nebula). We also show the mean accretion rate (panel c) and the number of weak-line (non-accreting) T-Tauri stars in the region obtained from SA06 (panel d). We find an apparent increase in the accretion activity further away from the hot star. This trend is consistent with an increase in the mean mid-and far-infrared excess (panels e-f) and a decrease in the median stellar age (panel g).
Dashed lines show a linear regression of the mean properties as a function of radial distance. Although the statistical significance of the individual correlations is only moderate at best (the p-values being 0.01, 0.4, 0.03, 0.12, 0.14 for panels c, d, e, f, g), it is significant that all panels are mutually consistent with the picture of a spatio-temporal gradient towards cloud A.
Can the age gradient be explained by photoevaporation instead?
Photoevaporation denotes the process where radiation heats disc particles until they reach the escape velocity and "evaporate" into space. The effect is often discussed in the context of irradiation from the central star ("inside-out" photoevaporation, e.g. Ercolano et al. 2009 ), but here we consider it in the context of the external radiation from HD 206267 ("outside-in"). Beltrán et al. (2009) argued that the infrared excess gradients observed in IC 1396 would also be expected if such photoevaporation is progressively removing circumstellar material. The Spitzer-based discovery by Balog et al. (2006) of a tail on a proplyd-like object in the region, confirms that the effect certainly plays a role here. However, the proplyd in question is located at only 0.5 pc from HD 206267, while clouds A, B and E are located significantly further away at ∼4, 9, and 12 pc. The available Spitzer data does not show proplyd-like tails around the stars in front of these clouds, and SA05 did not find a clear absence of accreting stars near the O-star. Both models and observations (Richling & Yorke 1998; Balog et al. 2007) suggest that photoevaporation is perhaps only effective at removing disks within ∼1 pc from the radiation source.
Moreover, while a decrease of the infrared excess may be explained by photoevaporation, it is not obvious that the removal of circumstellar material from the outer disk would necessarily result in the lower mass accretion rates that are observed in Fig. 17 . More importantly, it is hard to see how the apparent trend of decreasing model ages may be explained by photoevaporation (although the trend has a low statistical significance).
The strongest argument in favour of triggered star formation comes from the dispersal of objects in front of clouds A/B/E, shown close-up in Fig. 18 . The clusters of our candidates in front of the ionized rims are significantly more dispersed than the embedded Class 0/I protostars inside the clouds, covering an area which is roughly 1 to 2 pc larger in diameter. If we were to assume that all objects in the region disperse from their birth at the rate of the cluster's current spread in radial velocity (∼1-2 pc Myr −1 , see earlier), there would be a dynamical argument to suggest that our Class II candidates are more dispersed because they formed roughly 0.5 Myr before the Class 0/I protostars, which is consistent with the apparent age gradient found in Fig. 17 .
In summary, we found evidence for a spatio-temporal gradient which is unlikely to be explained by photoevaporation alone. This provides a strong indication that star formation in IC 1396 has, at least in part, been triggered sequentially by HD 206267 during the last ∼1 Myr. 
CONCLUSIONS
We presented a photometric study of IC 1396, located at a distance of 870 pc in the Cepheus OB2 association (Contreras et al. 2002) . We used IPHAS narrow-band Hα imaging and broadband r'/i' photometry to identify 158 low-mass T Tauri candidates from a database of 1 million objects, using a homogeneous selection method which offers a precise handle on the selection effects. Compared to previous searches by Sicilia-Aguilar et al. (2005 , 2006a , we have tripled the number of classical T Tauri candidates in the region, in particular at low masses, with 56 per cent of our candidates below 0.5 M . Our main findings are:
(i) We find a near-linear dependency of the accretion rate on stellar mass ofṀacc ∝ M 1.1±0.2 , but the determination of the slope is affected by detectability limits and the limited mass range (0.2 -2.0 M ).
(ii) A significant fraction of the candidates are found to be part of dispersed clusters which are located in-between the bright-rimmed molecular globules A/B/E and the massive star system HD 206267 (O6.5V). We discovered a spatiotemporal gradient of increasing accretion rates, increasing disc excesses, and younger ages away from HD 206267 towards globule A. This provides a strong indication that the formation of these clusters has been sequentially triggered by the massive star (in support of the picture proposed by Patel et al. 1995) . This finding is consistent with recent Spitzerbased discoveries of apparent age gradients inside the globules (Getman et al. 2007; Ikeda et al. 2008; Choudhury et al. 2010) .
In future work, we aim to extend our sample by applying the method introduced in this paper to different regions in the Galactic Plane, allowing comparative studies between different star-forming environments to be made based on a uniform selection method and large sample sizes.
A relaxed version of the selection criteria used in this work may also serve as a basis for high-resolution spectroscopic follow-up work.
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APPENDIX A: SIMULATED IPHAS COLOURS FOR EMISSION-LINE STARS
Hα
Reddening (2000) model tracks placed in the (r , r − i ) diagram (Fig. 7) . The Hα equivalent width (EW) is derived from the (r − Hα, r − i ) diagram and was subsequently used to obtain the absolute line excess luminosity L(Hα) and a corresponding mass accretion rateṀ (see §3). The parameters were obtained using the assumption that (i) all stars are placed at a distance of 870 pc, (ii) all stars have a reddening A V = 1.56, and (iii) there is a direct relation between the Hα luminosity and the accretion luminosity. The estimated 1σ-uncertainties that follow from these assumptions are the errors listed in this table, obtained using Monte Carlo simulations (see §7). In the case of the age, the 25% and 75% quartiles are given as error bounds. 1.12 ± 0.26 1.85 ± 0.14 −24 ± 4 −2.6 ± 0. 
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