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ON NONLINEAR POLYNOMIAL SELECTION FOR THE
NUMBER FIELD SIEVE
NICHOLAS COXON
Abstract. Nonlinear polynomial selection algorithms for the number field
sieve address the problem of constructing polynomials with small coefficients
by reducing to instances of the well-studied problem of finding short vectors
in lattices. The reduction rests upon the construction of modular geometric
progressions with small terms. In this paper, the methods used to construct
the geometric progressions are extended, resulting in the development of two
nonlinear polynomial selection algorithms.
1. Introduction
To factor an integer N , the number field sieve [26] begins with the selection of
two low-degree coprime irreducible polynomials f1, f2 ∈ Z[x] with a common root
modulo N . If Fi ∈ Z[x, y] is the homogenisation of fi, for i = 1, 2, then the time
taken to factor N depends on the supply of coprime integer pairs (a, b) for which
F1(a, b) and F2(a, b) are free of prime factors greater than a preselected bound.
Pairs with this property, called relations, are identified by sieving. The polynomial
selection problem is to determine a choice of polynomials that help minimise the
time taken by the sieve stage of the number field sieve.
The size of the values taken by the polynomials F1 and F2 is a key factor in de-
termining the supply of relations [35, 36]. Polynomial selection algorithms address
this factor by endeavouring to generate polynomials with small coefficients. The
efforts of research into this problem are divided between two different approaches:
so-called linear and nonlinear algorithms. Linear algorithms were introduced during
the development of the number field sieve [8] and subsequently improved by Mont-
gomery and Murphy [36], and Kleinjung [19, 20]. They have been used in a series
of record-setting factorisations, culminating in the factorisation of a 768-bit RSA
modulus [21]. The designation as “linear” is on account of the algorithms produc-
ing polynomial pairs such that one polynomial is linear. This property results in a
disparity in their degrees, and thus a disparity in the size of the values F1(a, b) and
F2(a, b), reducing their yield of relations [12, Section 6.2.7]. In contrast to linear
algorithms, nonlinear algorithms produce pairs of nonlinear polynomials with equal
or almost equal degrees. Nevertheless, they have received little practical attention
since until recently nonlinear algorithms were only capable of producing pairs of
quadratic polynomials, which limited the range for which they were competitive
with linear algorithms to numbers of at most 110–120 digits [36, Section 2.3.1].
Consequently, the development of nonlinear algorithms has fallen behind that of
linear algorithms.
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Nonlinear polynomial selection algorithms for the number field sieve use geomet-
ric progressions with small terms modulo N to generate pairs of nonlinear poly-
nomials. Montgomery introduced the approach with the two quadratics algorithm
(see [13, Section 5] and [36, Section 2.3.1]), which produces pairs of quadratic poly-
nomials with coefficients of optimal size. In addition, Montgomery [33, 34] outlined
a generalisation of the quadratic algorithm to higher degrees. However, the prob-
lem of how to construct the geometric progressions required by the generalisation
remains open for higher degrees. Recent developments in geometric progression
construction and relaxations of the requirements of Montgomery’s approach have
lead to a succession of new nonlinear algorithms [46, 43, 22]. Building upon these
developments, this paper presents two nonlinear polynomial generation algorithms.
The paper is organised as follows. In the next section, polynomial coefficient
norms used throughout the paper are introduced, and generalities on real lattices are
discussed. Section 3 recalls the overall approach of nonlinear polynomial generation,
introduces some properties of orthogonal lattices, then reviews nonlinear generation
and existing algorithms in detail. Finally, new nonlinear generation algorithms are
presented and analysed in Section 4 and Section 5.
2. Preliminaries
2.1. Skewed coefficient norms and the resultant bound. Coefficient norms
used to measure the coefficient size of number field sieve polynomials are introduced.
Then a lower bound on the coefficient size of polynomial pairs with a common root
modulo N is derived.
2.1.1. Skewed coefficient norms. After polynomial selection, the number field sieve
uses sieving to identify relations in some region A ⊂ R2. The form of sieve region
is determined by the methods of sieving used, but may be approximated by a
rectangular region of the form A = [−A,A]× [0, B]. The area of the sieve region is
approximately determined by the size of the input N . Therefore, by assuming that
the region’s area is fixed, it follows that a rectangular sieve region A is determined
by the parameter s = A/B, called the skew of the region.
Given two polynomials f1 and f2, the size properties of their respective ho-
mogenisations F1 and F2 over A are quantified by the integral∫
A
|F1(x, y)F2(x, y)| dxdy = (AB)
deg f1+deg f2+2
2 ·
∫ 1
0
∫ 1
−1
2∏
i=1
∣∣Fi (x√s, y/√s)∣∣ dxdy.
Polynomials that minimise this integral are expected to yield more relations in A
than others. The integrand on the right motivates the following choice of norm:
Definition 2.1. Let f =
∑d
i=0 aix
i ∈ R[x] be a degree d polynomial. For a given
skew s > 0, the skewed 2-norm of f is defined to be
‖f‖2,s =
(
d∑
i=0
∣∣∣aisi− d2 ∣∣∣2
) 1
2
.
If s = 1, then ‖f‖2,s is the 2-norm of f , which is denoted ‖f‖2.
A skew of a polynomial f ∈ R[x] is any value s > 0 for which ‖f‖2,s is minimal.
A number field sieve polynomial f has good root properties if the homogenised poly-
nomial F (x, y) has many roots modulo small primes, where a root (r1, r2) modulo
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p is considered as a point (r1 : r2) on the projective line P
1(Fp). Boender, Brent,
Montgomery and Murphy [6, 37, 35, 36] provide heuristic evidence which suggests
good root properties increase a polynomial’s yield. The method of improving root
properties by rotation [36, 15, 5] is more effective for polynomials with large skew,
since large rotations may be used without impinging on their size properties. Addi-
tionally, highly skewed polynomials are often better suited to sieving over a region
with large skew, which may permit sieving to be performed more efficiently [20].
Thus, polynomial selection algorithms aim to generate highly skewed polynomials.
2.1.2. The resultant bound. For nonzero coprime polynomials f1, f2 ∈ Z[x] with a
common root modulo N , the resultant bound provides a lower bound on the 2-norms
of f1 and f2:
(2.1) ‖f1‖deg f22 · ‖f2‖deg f12 ≥ N.
The 2-norm may greatly over estimate the coefficient size of highly skewed polyno-
mials. To provide tighter bounds, a generalisation of inequality (2.1) to the skewed
2-norm is derived in this section. To begin, the definition and some properties of
the resultant of two polynomials are introduced.
Let A be a commutative ring (with unity). Let f =
∑m
i=0 aix
i and g =
∑n
i=0 bix
i
be non-constant polynomials in A[x] such that deg f = m and deg g = n. The
Sylvester matrix of f and g, denoted Syl(f, g), is the (m+ n)× (m+ n) matrix
Syl(f, g) =


am am−1 . . . . . . a0
am am−1 . . . . . . a0
. . . . . . . . . . . . . . .
am am−1 . . . . . . a0
bn bn−1 . . . . . . b0
bn bn−1 . . . . . . b0
. . . . . . . . . . . . . . .
bn bn−1 . . . . . . b0


where there are n rows containing the ai, m rows containing the bi, and all empty
entries are 0. The resultant of f and g, denoted Res(f, g), is equal to the deter-
minant of the Sylvester matrix Syl(f, g). The resultant Res(f, g) has the following
well-known properties (see [25, Chapter IV, §8]):
• If A = C, α1, . . . , αm are the roots of f and β1, . . . , βn the roots of g, then
(2.2) Res(f, g) = anmb
m
n
∏
i,j
(αi − βj).
• There exist polynomials u, v ∈ A[x] such that uf + vg = Res(f, g).
For coprime non-constant polynomials f1, f2 ∈ Z[x] with a common root modulo
N , the second property implies that N divides their resultant, which is nonzero by
the first property. Thus, N ≤ |Res(f1, f2)| and inequality (2.1) is obtained by using
Hadamard’s determinant theorem [17] to obtain an upper bound on | det Syl(f1, f2)|.
Hadamard’s theorem is generalised by a result of Fischer [14], which states that the
determinant of a positive definite Hermitian matrix H , partitioned in the form
H =
(
H1 X
X∗ H2
)
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such that H1 and H2 are square matrices, satisfies detH ≤ detH1 · detH2 with
equality if and only if X = 0. In the following, Fischer’s inequality is used to
generalise the resultant bound.
Lemma 2.2. Let f =
∑m
i=0 aix
i and g =
∑n
i=0 bix
i be non-constant polynomials
with real coefficients such that am 6= 0 and bn 6= 0. For s > 0, define θs = θs(f, g) to
be the angle between the vectors (ais
i)0≤i≤max{m,n} and (bis
i)0≤i≤max{m,n}, where
ai = 0 if i > m, and bi = 0 if i > n. Then
(2.3) |Res(f, g)| ≤ |sin θs|min{m,n} · ‖f‖n2,s ‖g‖m2,s , for all s > 0.
If m 6= n, then the inequality is strict for all s > 0.
Proof. Without loss of generality, since (2.3) is unaltered by interchanging f and
g, assume that m ≤ n. For all s > 0, the right-hand side of the inequality in (2.3)
is nonnegative if m = n, and positive if m 6= n. Consequently, the lemma holds if
Res(f, g) = 0. Therefore, assume that Res(f, g) is nonzero.
If α1, . . . , αm ∈ C are the roots of f and β1, . . . , βn ∈ C the roots of g, then
Res(f, g) = anmb
m
n
∏
i,j
(αi − βj) =
(
ams
m
2
)n (
bns
n
2
)m∏
i,j
(
αi
s
− βj
s
)
= Res
(
s−
m
2 f(sx), s−
n
2 g(sx)
)
, for all s > 0.
(2.4)
Set S = Syl
(
s−m/2f(sx), s−n/2g(sx)
)
for some s > 0, and define 2 × (m + n)
submatrices A1, . . . , Am of S as follows: the first and second rows of Ai are equal
to the (n−m+ i)th and (n+ i)th rows of S, respectively. Define the 2m×2m block
matrix Q1 = (AiA
t
j)1≤i,j≤m. If m = n, then there exists a 2m × 2m permutation
matrix P1 such that Q1 = P1SS
tP t1 . Consequently, (2.4) implies that
(2.5) detQ1 = det(P1)
2 · det(S)2 = Res(f, g)2, if m = n.
The assumption that Res(f, g) is nonzero and (2.4) imply that the rows of
S are linearly independent. Thus, the matrix Q1 and its submatrices Qk =
(AiA
t
j)k≤i,j≤m, for 2 ≤ k ≤ m, are positive definite Hermitian. Consequently,
Fischer’s inequality implies that detQi ≤ detAiAti · detQi+1, for 1 ≤ i ≤ m − 1.
The construction of A1, . . . , Am implies that the matrices AiA
t
i are equal, with
AiA
t
i =
(
‖f‖22,s ‖f‖2,s ‖g‖2,s cos θs
‖f‖2,s ‖g‖2,s cos θs ‖g‖22,s
)
, for 1 ≤ i ≤ m.
Hence,
(2.6) detQ1 ≤
m∏
i=1
detAiA
t
i =
(
(sin θs)
m · ‖f‖m2,s ‖g‖m2,s
)2
.
As s was arbitrary, combining (2.5) and (2.6) shows that (2.3) holds if m = n.
Therefore, assume that m 6= n, and let A0 be the (n−m)× (m+ n) submatrix of
S consisting of its first n − m rows. Define the (m + n) × (m + n) block matrix
Q0 = (AiA
t
j)0≤i,j≤m. Then there exists a (m + n) × (m + n) permutation matrix
P0 such that Q0 = P0SS
tP t0 . Thus, (2.4) implies that
detQ0 = det(P0)
2 · det(S)2 = Res(f, g)2 6= 0.
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Therefore, Q0 is positive definite Hermitian and, by using Fischer’s inequality to
bound the determinant of Q0, it follows that
(2.7) Res(f, g)2 ≤ detA0At0 · detQ1
with equality if and only if A0A
t
j = 0, for 1 ≤ j ≤ m. Hadamard’s determinant
theorem (alternatively, Fischer’s inequality) implies that
(2.8) detA0A
t
0 ≤ ‖f‖2(n−m)2,s
with equality if and only if the rows of A0 are pairwise orthogonal. Therefore, as s
was arbitrary, combining inequalities (2.6), (2.7) and (2.8) yields (2.3) if m 6= n.
Suppose for contradiction that m 6= n and equality holds in (2.3). Then equality
must hold in (2.7) and (2.8). Thus, the rows of A0 are pairwise orthogonal and
A0A
t
j = 0, for 1 ≤ j ≤ m. It follows that the first row of S is orthogonal to rows
2, . . . ,m+ 1 and n+ 1. Therefore,
k∑
i=0
aiam−k+is
2i−k = 0, for 0 ≤ k ≤ m− 1; and
m∑
i=0
aibn−m+is
2i+n−3m2 = 0.
By using the assumption that am and s are nonzero to successively eliminate coeffi-
cients, it follows that a0, . . . , am−1 and thus bn are all zero. This is a contradiction
since bn 6= 0. Hence, if m 6= n, then the inequality (2.3) is strict for all s > 0. 
Corollary 2.3. Let f1, f2 ∈ Z[x] be non-constant coprime polynomials with a com-
mon root modulo a positive integer N . Then
N ≤ |sin θs|min{deg f1,deg f2} · ‖f1‖deg f22,s ‖f2‖deg f12,s , for all s > 0.
If m 6= n, then the inequality is strict for all s > 0.
Remark 2.4. For non-constant polynomials f, g ∈ R[x] such that g = cf for some
c ∈ R, the bound in Lemma 2.2 is attained for all s > 0: Res(f, g) = 0 and
θs(f, g) = 0, for all s > 0. The bound in Lemma 2.2 is attained for s > 0 and d ≥ 1
by polynomials f1 = x
d−sd and f2 = xd+sd: the product formula (2.2) implies that
Res(f1, f2) = (2s
d)d, θs(f1, f2) = π/2 and ‖f1‖d2,s · ‖f2‖d2,s = (sd/2
√
2)2d = (2sd)d.
If d = 1 and s is an integer, then the lower bound in Corollary 2.3 is also attained,
since x− s and x+ s have a common root modulo 2s.
For integers currently within reach of factorisation by the number field sieve, the
optimal choice of degree sum deg f1+deg f2, the main complexity parameter of the
algorithm [8, Section 11], remains small [36, Section 3.1]. For example, the factori-
sation of a 768-bit RSA modulus by Kleinjung et al. [21] and the special number
field sieve [28] factorisation of 21039−1 by Aoki et al. [2] both used polynomial pairs
with a degree sum of 7. Corollary 2.3 shows that the restriction to small degree
sums implies that a pair of number field sieve polynomials will necessarily have
large coefficients. For large N without special form, how to find polynomials that
are close to attaining the lower bound in Corollary 2.3 remains an open problem.
2.2. Lattices in Rn. This section presents necessary background on lattices and
lattice reduction. For further background, see [10, 30, 29, 41].
A lattice in Rn is a subgroup Λ of Rn with the following property: there exists
R-linearly independent vectors b1, . . . , bk ∈ Rn such that Λ =
∑k
i=1 Zbi. The
vectors b1, . . . , bk are said to form a basis of Λ, denoted throughout by a k-tuple
B = (b1, . . . , bk), and k is called the dimension or rank of Λ. When written with
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respect to the canonical orthonormal basis ofRn, if bi = (bi,1, . . . , bi,n) for 1 ≤ i ≤ k,
then the k×n matrix B = (bi,j)1≤i≤k,1≤j≤n is called a basis matrix of Λ. The Gram
matrix of B is the k× k symmetric matrix BBt. Let B1 and B2 be bases of Λ with
respective basis matrices B1 and B2. Then there exists a matrix U ∈ GLk(Z) such
that UB1 = B2. Thus, the Gram matrix of B2 is Q2 = UQ1U t, where Q1 is the
Gram matrix of B1. Therefore, the determinant of the Gram matrix is independent
of the choice of basis. The determinant of Λ is defined to be det Λ =
√
detQ, where
Q is the Gram matrix of one of its bases. The zero lattice {0} is 0-dimensional and
has determinant 1.
The sublattices of a lattice are its subgroups. If Λ′ is a sublattice of Λ such
that its dimension is equal to that of Λ, then Λ′ is called a full-rank sublattice.
A sublattice Λ′ of Λ is full-rank if and only if [Λ : Λ′] is finite, in which case
detΛ′ = [Λ : Λ′] · detΛ. Let 〈x,y〉 7→ x · y denote the usual inner product on Rn.
The dual lattice of Λ is
Λ× = {x ∈ span(Λ) | 〈x,y〉 ∈ Z, for all y ∈ Λ}.
For any basis B of Λ, the dual basis B× of span(Λ) is a basis of Λ×. A lattice with
Λ× = Λ is called unimodular. The lattice Zn is unimodular.
Let ‖.‖2 be the Euclidean norm on Rn. For a k-dimensional lattice Λ the ith
successive minimum λi(Λ) of Λ, for 1 ≤ i ≤ k, is defined to be the minimum
of max1≤j≤i ‖vj‖2 over all linearly independent lattice vectors v1, . . . ,vi ∈ Λ.
Minkowski’s second theorem (see [41, p. 35]) states that the geometric mean of
the first t successive minima is at most
√
γk det(Λ)
1
k , for 1 ≤ t ≤ k, where γk is
Hermite’s constant (see [41, p. 20]).
An LLL-reduced basis (b1, . . . , bk) of a lattice Λ has the property that ‖bi‖2
approximates the ith successive minimum λi(Λ) for 1 ≤ i ≤ k:
Theorem 2.5. Let (b1, . . . , bk) be an LLL-reduced basis of a k-dimensional lattice
Λ ⊂ Rn. Then
(1) ‖bi‖2 ≤ 2(k−1)/2λi(Λ) for 1 ≤ i ≤ k; and
(2) if Λ ⊆ Zn, then ‖bi‖2 ≤ 2
k(k−1)
4(k−i+1) detΛ
1
k−i+1 for 1 ≤ i ≤ k.
Property (1) of Theorem 2.5 is due to Lenstra, Lenstra and Lova´s [27], and
property (2) is due to May [31, Theorem 4]. The L2 algorithm [39, 38] transforms
an arbitrary basis (b1, . . . , bk) of a k-dimensional lattice Λ ⊆ Zn into an LLL-
reduced basis in O(k4n(k+ log β) log β) bit operations, where β = max1≤i≤k ‖bi‖2.
3. Nonlinear polynomial selection
Nonlinear polynomial generation algorithms are based on the observation that
bounded degree integer polynomials with a prescribed root modulo N are charac-
terised by an orthogonality condition on their coefficient vectors: an integer poly-
nomial f =
∑d
i=0 aix
i of degree at most d has m as a root modulo N if and only if
the coefficient vector (a0, . . . , ad) is orthogonal to (1,m, . . . ,m
d) modulo N . The
set of all such coefficient vectors, denoted Lm,d, forms a lattice in Z
d+1 [8, Sec-
tion 12.2]. Nonlinear algorithms employ LLL-reduction to search for short vectors
in sublattices of Lm,d. Theorem 2.5 suggests that this approach yields polynomials
with small coefficients whenever the sublattices have small determinants.
Using an approach introduced by Montgomery (see [13, Section 5] and [36, Sec-
tion 2.3.1]), and since applied by several authors [33, 34, 46, 43, 22], nonlinear
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algorithms construct sublattices of Lm,d with small determinants from “small” geo-
metric progressions modulo N . A geometric progression (GP) of length ℓ and ratio
r modulo N , denoted throughout by a vector [c0, . . . , cℓ−1], is an integer sequence
with the property that ci ≡ c0ri (mod N), for 0 ≤ i < ℓ. Central to the construc-
tion of lattices for nonlinear algorithms is the observation that
Lm,d =
{
(a0, . . . , ad) ∈ Zd+1 |
d∑
i=0
aici ≡ 0 mod N
}
,
for any length d + 1 GP [c0, . . . , cd] with ratio m modulo N , nonzero terms and
gcd(c0, N) = 1. Given such a GP, nonlinear algorithms consider a sublattice of
Lm,d contained in the Q-vector space orthogonal to [c0, . . . , cd]. The role of N in the
definition of the sublattice is therefore made implicit, resulting in its determinant
being dependent on the terms of the GP and not on N itself. Consequently, a
GP with terms that are small when compared to N is expected to give rise to a
sublattice of Lm,d with small determinant. More generally, lattices contained in the
Q-vector space orthogonal to multiple linearly independent geometric progressions
are considered.
There are two main problems that immediately arise from this approach: firstly,
establishing a relationship between the size of terms in the geometric progressions
and the determinant of the resulting lattices; and secondly, constructing geometric
progressions with small terms. To help address the first problem, some properties
of orthogonal lattices are introduced in the next section. Section 3.2 takes a closer
look at nonlinear polynomial generation and, based on the results of Section 3.1,
provides criteria for the selection of geometric progressions. In Section 3.3, existing
solutions to the second problem are reviewed.
In this paper, big-O estimates may have implied constants depending on the
degree parameter d, and N denotes a positive integer condemned to factorisation.
3.1. The orthogonal lattice. For a lattice Λ ⊆ Zn, denote by EΛ the unique Q-
vector subspace of Qn that is generated by any of its bases. The dimension of EΛ
over Q is equal to the dimension of Λ. Let E⊥Λ denote the orthogonal complement of
EΛ with respect to 〈 , 〉. The orthogonal lattice of Λ is defined to be Λ⊥ = Zn∩E⊥Λ .
A result of Martinet [30, Proposition 1.3.4] implies that dimΛ⊥ = dimE⊥Λ if and
only if dim(Zn)×∩E⊥⊥Λ = dimEΛ. The latter holds since (Zn)×∩E⊥⊥Λ = Zn∩EΛ is
a lattice (see [30, Proposition 1.1.3]) which contains Λ. Hence, dimΛ+dimΛ⊥ = n.
For a lattice Λ ⊆ Zn, denote by Λ the lattice Zn ∩ EΛ. Nguyen and Stern [40,
p. 200] show that detΛ =
[
Λ : Λ
] · detΛ⊥. A lattice Λ ⊆ Zn is called primitive
if Λ = Λ. A k-dimensional lattice Λ ⊆ Zn with basis matrix B is primitive if and
only if the greatest common divisor of all k× k minors of B is 1 (see [44, Corollary
4.1c]). The following lemma determines the index
[
Λ : Λ
]
in general:
Lemma 3.1. Let Λ ⊆ Zn be a k-dimensional lattice with basis matrix B. If Ω is
the greatest common divisor of all k × k minors of B, then [Λ : Λ ] = Ω.
Proof. Let B be a basis matrix of Λ. The lattice Λ is a full-rank sublattice of
Λ, thus there exists a k × k integer matrix U such that | detU | = [Λ : Λ ] and
B = U ·B. Hence, the lemma will follow by showing that Ω = | detU |.
For indices 1 ≤ i1 < . . . < ik ≤ n, let Bi1,...,ik denote the k × k submatrix
B formed by columns i1, . . . , ik. Similarly, let Bi1,...,ik denote the submatrix of
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B formed by distinct columns i1, . . . , ik. Then Bi1,...,ik = U · Bi1,...,ik , for all
1 ≤ i1 < . . . < ik ≤ n. Therefore, Ω = | detU | ·Ω, where Ω is the greatest common
divisor of all k × k minors of B. However, Ω = 1 as the lattice Λ is primitive. 
3.1.1. The determinant under transformation. For a k-dimensional lattice Λ ⊆ Zn
and S ∈ GLn(R), define ΛS = {x · S | x ∈ Λ}. Given a basis (b1, . . . , bk) of Λ,
define (b1, . . . , bk)S = (b1S, . . . , bkS). Then ΛS is a k-dimensional lattice in R
n
with basis (b1, . . . , bk)S .
Lemma 3.2. Let Λ be a lattice in Zn and S ∈ GLn(R). Then
detΛ⊥S = |detS| · detΛS−t ,
where S−t = (S−1)t denotes the inverse transpose of S.
Proof. Fix a basis (b1, . . . , bk) of Λ. The lattice Λ is primitive, thus (b1, . . . , bk)
can be extended to a basis (b1, . . . , bn) of Z
n [9, Lemma 2, Chapter 1]. Since Zn is
unimodular, the dual basis (b×1 , . . . , b
×
n ) of R
n forms a basis of Zn. The dual basis
is characterised by the equalities 〈b×i , bj〉 = δi,j , for 1 ≤ i, j ≤ n, where δi,j is the
Kronecker delta. Therefore, (b×k+1, . . . , b
×
n ) forms a basis of the orthogonal lattice
Λ⊥. Hence, (b1, . . . , bn)S−t forms a basis of Z
n
S−t , (b1, . . . , bk)S−t forms a basis of
ΛS−t and (b
×
k+1, . . . , b
×
n )S forms a basis of Λ
⊥
S .
For all 1 ≤ i, j ≤ n,
〈b×i S, bjS−t〉 = b×i SS−1bjt = 〈b×i , bj〉 = δi,j .
Thus (b×1 , . . . , b
×
n )S is a dual basis of (b1, . . . , bn)S−t . Therefore, by applying a
result of Martinet [30, Corollary 1.3.5], with E = Rn and F equal to the subspace
of Rn generated by (b1, . . . , bk)S−t , it follows that
|detS|−1 = detZnS−t = det
(
ΛS−t
) · det (Λ⊥S )−1. 
Given a basis of a lattice Λ ⊆ Zn and a diagonal matrix S ∈ GLn(R), the
following theorem provides a method for computing the determinant of Λ⊥S :
Theorem 3.3. Let Λ ⊆ Zn be a k-dimensional lattice with basis matrix B. For
all indices 1 ≤ i1 < . . . < ik ≤ n, denote by Bi1,...,ik the k × k submatrix of
B formed by columns i1, . . . , ik. Suppose S = diag(S1, . . . , Sn) for nonzero real
numbers S1, . . . , Sn. Then
detΛ⊥S =
|S1 · · ·Sn|
Ω
·
√√√√ ∑
1≤i1<...<ik≤n
(
detBi1,...,ik
Si1 · · ·Sik
)2
,
where Ω is the greatest common divisor of all k × k minors of B.
Proof. The index of Λ in Λ is invariant under scaling by the matrix S−1, i.e.,[
ΛS−1 : ΛS−1
]
=
[
Λ : Λ
]
. Therefore, Lemma 3.1 and Lemma 3.2 imply that
detΛ⊥S = |detS| · detΛS−1 = |S1 · · ·Sn| · Ω−1 · detΛS−1 .
The matrix P = BS−1 forms a basis matrix of ΛS−1 . Therefore, by using the
Cauchy–Binet formula (see [1, p. 86]) to compute detPP t, it follows that
detΛS−1 =
√ ∑
1≤i1<...<ik≤n
det (Pi1,...,ik)
2,
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where Pi1,...,ik = Bi1,...,ik · diag(Si1 , . . . , Sik)−1 is the k × k submatrix of P formed
by columns i1, . . . , ik, for all 1 ≤ i1 < . . . < ik ≤ n. 
3.1.2. Computing a basis of the orthogonal lattice. Let Λ be a k-dimensional lattice
in Zn and B = (bi,j)1≤i≤k,1≤j≤n be one of its basis matrices. A basis of the orthog-
onal lattice Λ⊥ is found by using Algorithm 2.4.10 or Algorithm 2.7.2 of Cohen [10]
to compute a basis of the integer kernel of B. The former algorithm is based on
Hermite normal form computation (see [10, Section 2.4.2]) and the latter algorithm
on the MLLL algorithm of Pohst [42]. In practice, the MLLL based algorithm is
preferable, since it is more likely to avoid large integer arithmetic [10, Section 2.4.3].
Similarly, the LLL HNF algorithm of Havas, Majewski and Matthews [18, Sec-
tion 6] can be used. If β = maxj ‖(b1,j , . . . , bk,j)‖22, then the algorithm performs
O((n+ k)4 log(nβ)) operation on integers of size O(n log(nβ)) [45]. The algorithm
of Nguyen and Stern [40, Algorithm 5] computes an LLL-reduced basis of Λ⊥.
The algorithm of Nguyen and Stern is readily modified to produce an LLL-
reduced basis of Λ⊥S for any nonsingular n×n integer matrix S. Consider the lattice
∆ with basis given by the n× (n+ k) block matrix D = (S XBt), where X is a
positive integer. A vector of norm less than X in ∆ is of the form yD = (yS,0) for
some y ∈ Λ⊥. Thus, an LLL-reduced basis of Λ⊥S is obtained by first computing an
LLL-reduced basis (x1, . . . ,xn) of ∆ for a sufficiently large value of X , and then
projecting the basis vectors x1, . . . ,xn−k onto their first n consecutive entries. The
existence of an LLL-reduced basis for Λ⊥S and property 2 of Theorem 2.5 imply that
∆ contains linearly independent vectors y1, . . . ,yn−k such that
max
1≤i≤n−k
‖yi‖2 ≤ 2
(n−k)(n−k−1)
4 detΛ⊥S .
Thus, property 1 of Theorem 2.5 implies that it is sufficient to choose X such that
X > 2
n−1
2 +
(n−k)(n−k−1)
4 detΛ⊥S .
Nguyen and Stern observe that theoretical bounds on LLL-reduced bases such as
those in Theorem 2.5 are “quite pessimistic” in practical circumstances. Conse-
quently, a smaller value of X may often be used in practice.
3.2. Nonlinear polynomial generation. Nonlinear algorithms first construct k,
1 ≤ k < d, linearly independent geometric progressions
c1 = [c1,0, . . . , c1,d], c2 = [c2,0, . . . , c2,d], . . . , ck = [ck,0, . . . , ck,d]
with ratiommoduloN , then use lattice reduction to search for polynomials with co-
efficient vectors that are short vectors in the lattice L⊥S , where L is the k-dimensional
lattice with basis (c1, . . . , ck) and S = diag(1, s, . . . , s
d) for some positive skew s. In
particular, a pair of polynomials is usually obtained from the first two basis vectors
of an LLL-reduced basis of L⊥S . The lattice L
⊥ is required to be a sublattice of
Lm,d, so that each vector in the lattice corresponds to a polynomial that admits
m as a root modulo N . This requirement fails in general, but is satisfied whenever
at least one ci has nonzero terms and gcd(ci,0, N) = 1. Furthermore, no ci should
be a rational GP, otherwise each polynomial that corresponds to a vector in L⊥ is
reducible.
A vector a = (a0, a1s . . . , ads
d) in the lattice L⊥S corresponds to an integer
polynomial f =
∑d
i=0 aix
i such that ‖f‖2,s = s−(deg f)/2 ‖a‖2. Therefore, if the
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first two basis vectors of an LLL-reduced basis of L⊥S correspond to coprime degree
d polynomials f1, f2 ∈ Z[x], then Corollary 2.3 and Theorem 2.5 imply that
(3.1)
N
1
d
| sin θs(f1, f2)| ≤ ‖f1‖2,s · ‖f2‖2,s ≤
2d−k γd−k+1
sd
· det(L⊥S )
2
d−k+1 ,
where θs is defined as in Lemma 2.2 and γn ≤ 1 + n/4, for all n ≥ 1 [32, p. 17].
Furthermore, it follows from the definition of an LLL-reduced basis [27, Section 1]
that | sin θs(f1, f2)| ≥
√
2/3. Consequently, for the purpose of generating two
degree d polynomials, the determinant of L⊥S is considered to have optimal size
whenever s−d(d−k+1)/2 detL⊥S is O(N
(d−k+1)/2d).
Nonlinear algorithms attempt to construct geometric progressions such that the
determinant of L⊥S is small by constructing “small” progressions. For x ∈ Rd+1 and
any real number s > 0, define ‖x‖2,s = s−d/2 ‖xΣ‖2, where Σ = diag(1, s, . . . , sd).
Then the following theorem shows that the determinant of L⊥S is small for geometric
progressions c1, . . . , ck such that ‖c1‖2,s−1 , . . . , ‖ck‖2,s−1 are small:
Theorem 3.4. Let d and k be integers such that 1 ≤ k ≤ d, and suppose that
c1 = [c1,0, . . . , c1,d], c2 = [c2,0, . . . , c2,d], . . . , ck = [ck,0, . . . , ck,d],
are linearly independent geometric progressions, each with ratio m modulo N , such
that gcd(c1,0, N) = 1. Let L ⊆ Zd+1 be the lattice with basis (c1, . . . , ck) and
S = diag(1, s, . . . , sd) for some positive real number s. Then the lattice L⊥S is
(d− k + 1)-dimensional and
(3.2) detL⊥S ≤ s
d(d−k+1)
2 ·N1−k ·
k∏
i=1
‖ci‖2,s−1 .
Proof. If k ≥ 2, then ci − (ci,0/c1,0)c1 ≡ 0 (mod N), for 2 ≤ i ≤ k. Thus, Nk−1
divides each k × k minor of the basis matrix C = (ci,j)1≤i≤k,0≤j≤d of L. Hence,
Lemma 3.1 and Lemma 3.2 imply that L⊥S is a (d− k + 1)-dimensional lattice and
(3.3) detL⊥S ≤ |detS| ·N1−k · detLS−1 = s(
d+1
2 ) ·N1−k · detLS−1 .
The matrix CS−1 is a basis matrix of LS−1 . Thus, by applying Hadamard’s deter-
minant theorem, it follows that
detLS−1 ≤
k∏
i=1
∥∥ciS−1∥∥2 =
k∏
i=1
s−
d
2 · ‖ci‖2,s−1 = s−
dk
2 ·
k∏
i=1
‖ci‖2,s−1 .
Combining this inequality with (3.3) yields (3.2). 
To construct multiple geometric progressions with a common ratio modulo N ,
Montgomery [33, 34] suggests constructing an initial GP of length 2d−1 from which
d − 1 geometric progressions of length d + 1 are obtained by taking subsequences
of successive terms. More generally, Koo, Jo and Kwon [22, Section 3] suggest
constructing an initial GP c = [c0, . . . , cℓ−1] of length ℓ, where d < ℓ < 2d, from
which ℓ− d geometric progressions of length d+ 1 are obtained:
c1 = [c0, . . . , cd], c2 = [c1, . . . , cd+1], . . . , cℓ−d = [cℓ−d−1, . . . , cℓ−1].
If the vectors c1, . . . , cℓ−d do not form a basis for an (ℓ− d)-dimensional sublattice
of Lm,d, then c is rejected. For s > 0, the product of the norms ‖ci‖2,s−1 is bounded
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in terms of the norm of the initial GP:
ℓ−d∏
i=1
‖ci‖2,s−1 =
ℓ−d∏
i=1
s
ℓ−d−1
2 −(i−1) · ‖ci‖2,s−1 ≤ ‖c‖ℓ−d2,s−1 .
Therefore, to generate two degree d polynomials of optimal size, (3.1) and Theo-
rem 3.4 suggest constructing an initial GP c such that
(3.4) ‖c‖2,s−1 = O
(
N
(2d−1)(ℓ−d)−(d−1)
2d(ℓ−d)
)
,
for some s > 0. For fixed d, the weakest size requirements on c occur when ℓ = 2d−
1, corresponding to Montgomery’s algorithm. For this case, the orthogonal lattice
is 2-dimensional. Thus, rather than computing an LLL-reduced basis of L⊥S , a basis
(b1, b2) such that ‖b1‖2 = λ1(L⊥S ) and ‖b2‖2 = λ2(L⊥S ) is computed in polynomial
time with Lagrange’s algorithm [23] (see also [41, p. 41]). The polynomials f1
and f2 corresponding to the basis vectors then satisfy | sin θs(f1, f2)| ≥
√
3/2 (see
[41, p. 41]). For large N , the problem of how to efficiently constructing geometric
progressions that satisfy (3.4) remains open for all parameters (d, ℓ) 6= (2, 3).
Koo, Jo and Kwon [22, Section 3] observe that a length ℓ GP can be used to
generate at least one degree d polynomial for all ℓ/2 ≤ d < ℓ. Consequently, distinct
degree polynomial pairs with a common root modulo N are obtained by varying the
parameter d. This observation provides a method of producing polynomial pairs
with odd degree sum, allowing nonlinear algorithms to be applied to N of any size.
3.3. Existing algorithms. The development of nonlinear generation algorithms
has been, for the most part, evolutionary, with successive algorithms building on
their predecessors. The progression of improvements and generalisations in existing
nonlinear algorithms is reviewed in this section.
3.3.1. Montgomery’s two quadratics algorithm. Montgomery’s two quadratics algo-
rithm (see [13, Section 5] and [36, Section 2.3.1]) uses a length d+1 = 3 GP construc-
tion. The construction begins with the selection of an integer p ≥ 2, which is usually
chosen to be prime, such that gcd(p,N) = 1 and N is quadratic residue modulo p.
Then one of the values m ∈ Z such that m2 ≡ N (mod p) and |m − N1/2| ≤ p/2
is chosen. Finally, the GP is taken to be [c0, c1, c2] = [p,m, (m
2 − N)/p], which
has ratio m/p modulo N . For a positive integer skew s and an integer t ≡ c2/c1
(mod c0), LLL-reduction is performed on the row vectors of the matrix(
c1 −c0s 0
c1t−c2
c0
−ts s2
)
,
which is a basis matrix of the lattice ([c0, c1, c2]Z)
⊥
S , where S = diag(1, s, s
2).
For a given skew s > 0, choosing p = O(s−1
√
N) guarantees that (3.4) holds.
As a result, Montgomery’s algorithm is capable of producing polynomials with
optimal coefficient size. However, the restriction to quadratic polynomials means
that the algorithm is not suitable for N containing more than 110–120 digits [36,
Section 2.3.1]. Examples of polynomials generated by Montgomery’s two quadratics
algorithm are provided by Elkenbracht-Huizing [13, Section 10].
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3.3.2. The Williams and Prest–Zimmermann algorithms. Williams [46, Chapter 4]
introduces an additional length 3 GP construction for producing pairs of qua-
dratic polynomials. Roughly speaking, Williams’ construction is the specialisation
of Montgomery’s construction obtained by setting p = 1. Williams additionally
provides a length 4 GP construction for producing pairs of cubic polynomials. In
both of Williams’ algorithms, the skew parameter is restricted to s = 1. Prest
and Zimmermann [43] extended Williams’ algorithms to skews s 6= 1, leading to a
reduction in coefficient norms for the cubic algorithm. In addition, they generalised
their algorithm to arbitrary degrees.
In the algorithms of Williams and Prest–Zimmermann, geometric progressions
of length d+1 are constructed by first selecting an integer m such that |md−N | =
O(N1−1/d). Then the GP is taken to be
[c0, . . . , cd] = [1,m, . . . ,m
d−1,md −N ],
which has ratio m modulo N . For a positive integer skew s, taken equal to one in
Williams’ algorithm, LLL-reduction is performed on the row vectors of the matrix

−c1 s 0 . . . 0
−c2 0 s2 . . . 0
...
...
...
. . .
...
−cd 0 0 . . . sd

 ,
which is a basis matrix of the lattice ([c0, . . . , cd]Z)
⊥
S , where S = diag(1, s, . . . , s
d).
Examples of polynomials generated by the Williams and Prest–Zimmermann
algorithms are found in [46, Chapter 5] and [43].
3.3.3. The Koo–Jo–Kwon algorithms. Koo, Jo and Kwon [22, Section 4.1] gener-
alise Montgomery’s GP construction to arbitrary degrees. They construct geometric
progressions of length d+1 by first selecting positive integers p = O((kN)1/d) and
k = O(1) such that xd ≡ kN (mod p) has a nonzero solution. An integer m satis-
fying md ≡ kN (mod p) and |m − d√kN | ≤ p/2 is chosen. Then the GP is taken
to be
[c0, . . . , cd] =
[
pd−1, pd−2m, . . . ,md−1,
md − kN
p
]
,
which has ratio m/p modulo N . Koo, Jo and Kwon use the modified Nguyen–Stern
algorithm described in Section 3.1.2 to compute an LLL-reduced basis of the lattice
([c0, . . . , cd]Z)
⊥
S , with S = diag(1, s, . . . , s
d) for a positive integer skew s.
The Koo–Jo–Kwon GP construction reduces to Montgomery’s construction for
parameters d = 2, k = 1, and the constructions of Williams and Prest–Zimmerman
for p = k = 1. The Koo–Jo–Kwon and Prest–Zimmermann algorithms produce
polynomials which satisfy the same theoretical bounds on coefficient norms (see
Section 4.1). However, the additional parameters p and k in the Koo–Jo–Kwon
construction permit a greater number of geometric progressions to be constructed
for any given N , which may be leveraged in practical circumstances to find poly-
nomials with smaller coefficients.
By extending their length d + 1 GP construction, Koo, Jo and Kwon [22, Sec-
tion 4.2] obtain a length d + 2 construction. The construction begins with the
selection of positive integers p = Θ((kN)1/d) and k = O(1) such that xd ≡ kN
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(mod p2) has a nonzero solution m = Θ(p). Then the GP is taken to be
[c0, . . . , cd+1] =
[
pd−1, pd−2m, . . . ,md−1,
md − kN
p
,
m(md − kN)
p2
]
,
which has ratio m/p modulo N . Koo, Jo and Kwon do not analyse their algorithm
for skews s 6= 1. This analysis is undertaken in Section 5, where it is shown that
the algorithm improves upon previous algorithms for d ≥ 3, with polynomials of
optimal size produced when d = 3. However, this improvement is offset in part by
the additional complexity of determining suitable parameters m, p and k.
4. Length d+ 1 construction revisited
Each of the length d+ 1 GP constructions discussed in Section 3.3 gave rise to
geometric progressions [c0, . . . , cd] such that [c0, . . . , cd−1] forms a rational GP. The
following theorem determines all geometric progressions with this property that, in
addition, satisfy the properties necessary for polynomial generation:
Theorem 4.1. For d ≥ 2, [c0, . . . , cd] is a GP modulo N such that
(1) c0, . . . , cd are nonzero,
(2) gcd(c0, N) = 1,
(3) [c0, . . . , cd−1] is a rational GP, and
(4) [c0, . . . , cd−1, cd] is not a rational GP
if and only if there exist nonzero integers a, p, m and k such that gcd(m, p) = 1
and gcd(ap,N) = 1, (amd − kN)/p is a nonzero integer, and
(4.1) [c0, . . . , cd] =
[
apd−1, apd−2m, . . . , amd−1,
amd − kN
p
]
.
Proof. Suppose that d ≥ 2 and [c0, . . . , cd] is a GP modulo N that satisfies prop-
erties (1)–(4) of the theorem. Then properties (1) and (3) imply that there exist
nonzero integers a, p, and m such that gcd(m, p) = 1 and ci = ap
d−i−1mi, for
0 ≤ i ≤ d − 1. Consequently, gcd(ap,N) = 1 as a result of the second property.
As [c0, . . . , cd] is a GP modulo N , it follows that c1cd−1 − c0cd ≡ 0 (mod N). If
c1cd−1 − c0cd = 0, then cd = amd/p and [c0, . . . , cd] is a rational GP, violating the
fourth property. Therefore, there exists a nonzero integer u such that
uN = c1cd−1 − c0cd = apd−2
(
amd − pcd
)
.
Thus, amd − pcd = kN for some nonzero integer k, since gcd(ap,N) = 1. Hence,
(amd − kN)/p is a nonzero integer and (4.1) holds. The converse is readily estab-
lished. 
The GP construction provided by Theorem 4.1 encompasses each of the length
d+1 constructions discussed in Section 3.3. The inclusion of the parameter a, which
is not present in previous constructions, permits a greater number of geometric pro-
gressions to be constructed for any givenN . Parameters for the construction may be
obtained by the Chinese remainder theorem based methodology of Kleinjung [19],
and Koo, Jo and Kwon [22, Section 4.1]. Heuristically, axd − kN has on average
one root modulo each prime, when the average is computed over all primes (see [24,
Chapter VIII, Section 4]). Furthermore, roots may be lifted (see [10, Section 3.5.3])
to higher powers for primes which do not divide
Res
(
axd − kN, adxd−1) = (ad)d(−kN)d−1.
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Thus, for any choice of a and k, there is an abundant supply of values for p and m
that may be used in the construction.
For a GP c of the form (4.1), the following lemma provides an efficient method
for computing a basis of the lattice (cZ)⊥:
Lemma 4.2. Let c = [c0, . . . , cd] be a GP of the form (4.1), where d ≥ 2 and a, p,
m and k are nonzero integers such that gcd(m, p) = 1, gcd(ap,N) = 1 and (amd −
kN)/p is a nonzero integer. Define a˜ = a/ gcd(a, cd) and k˜ = k/ gcd(a, cd). Then
for any degree d polynomial f˜ ∈ Z[x] with leading coefficient a˜ and f˜(m/p)pd = k˜N ,
a vector (a0, . . . , ad) ∈ Zd+1 is orthogonal to c if and only if there exist integers
r0, . . . , rd−1 such that
(4.2)
d∑
i=0
aix
i = rd−1f˜(x) + (px−m) ·
d−2∑
i=0
rix
i.
Moreover, such a polynomial f˜ exists and can be computed with Algorithm 4.3.
Proof. By construction, amd − kN = cdp and gcd(a,N) = 1. Thus, k˜ is an integer
and a˜md − k˜N ≡ 0 (mod p). Therefore, by modifying arguments of Kleinjung [19,
Lemma 2.1], it is shown that applying Algorithm 4.3 (which appears below) with
n = j = d and an = a˜ returns a degree d polynomial f˜ ∈ Z[x] with leading
coefficient a˜ and f˜(m/p)pd = k˜N . Fix such a polynomial f˜ and let (a0, . . . , ad) ∈
Zd+1 be orthogonal to c. Then
d∑
i=0
ai
(
m
p
)i
− ad
a˜
f˜
(
m
p
)
=
1
pd
(
p
a
d∑
i=0
aici +
adk
a
N − adk˜
a˜
N
)
= 0,
where ad/a˜ is an integer, since a divides each term of the sum
∑d−1
i=0 aici = −adcd
and cd 6= 0. Therefore, the assumption that gcd(m, p) = 1 and Gauss’ lemma imply
that there exists a polynomial r ∈ Z[x] such that
d∑
i=0
aix
i − ad
a˜
f˜(x) = r(x) · (px−m).
Moreover, since the polynomial on the left-hand side has degree less than d, the
degree of r is at most d− 2. Thus, if a vector (a0, . . . , ad) ∈ Zd+1 is orthogonal to
c, then there exist integers r0, . . . , rd−1 such that (4.2) holds. Conversely, suppose
that (a0, . . . , ad) ∈ Zd+1 and (4.2) holds for integers r0, . . . , rd−1. Then
d∑
i=0
aici =
rd−1
p
(
af˜
(
m
p
)
pd − a˜kN
)
+
(
p
m
p
−m
)
·
d−2∑
i=0
rici = 0,
since f˜(m/p)pd = a˜kN/a. Thus, the vector (a0, . . . , ad) is orthogonal to c. 
The following algorithm, which is used to prove the existence of the polynomial
f˜ in Lemma 4.2, is based on the CADO-NFS [4] implementation of a number field
sieve polynomial construction of Kleinjung [19, Lemma 2.1]:
Algorithm 4.3.
Input: Nonzero integers m, p, k˜ and N such that gcd(m, p) = 1; and integers
aj, . . . , an such that 1 ≤ j ≤ n and pn−j+1 divides k˜N −
∑n
i=j aim
ipn−i.
Output: An integer polynomial f˜ =
∑n
i=0 aix
i such that f˜(m/p)pn = k˜N .
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1. If j = n, set rj = k˜N ; otherwise, set
rj =
k˜N −∑ni=j+1 aimipn−i
pn−j
.
2. For i = j − 1, . . . , 0, compute
ri =
ri+1 − ai+1mi+1
p
and ai =
ri + tip
mi
,
where ti ∈ [−mi/2,mi/2) ∩ Z such that ti ≡ −ri/p (mod mi).
3. Compute and return the polynomial f˜ =
∑n
i=0 aix
i.
Suppose that c = [c0, . . . , cd] is a GP of the form (4.1), and set a˜ = a/ gcd(a, cd)
and k˜ = k/ gcd(a, cd). Then gcd(a˜, k˜) = gcd(k˜, p), since am
d − kN = cdp and
gcd(m, p) = 1. Thus, if g = gcd(a˜, k˜) is not equal to 1, then the vector c∗ =
[c0/g
d, c1/g
d−1, . . . , cd] has integer entries, is a GP with ratio gm/p modulo N , and
has smaller terms than c: for all s > 0,
‖c∗‖2,s−1 < ‖c‖2,s−1 and ‖c∗‖2,(sg)−1 = g−
d
2 ‖c‖2,s−1 .
From Lemma 4.2 it follows that a degree d polynomial f generated using c has
leading coefficient divisible by a˜, and k˜N divides f(m/p)pd. Thus, the selection of
the parameters a, p and k may be used to positively influence root properties. For
example, if a = 1, then Koo, Jo and Kwon [22, Remark 5] suggest using values of k
that contain a product of small primes, ensuring there is a root modulo each prime
in the product. However, care must be taken to ensure that the selection of a, p
and k does not preclude the existence of polynomial pairs with small coefficients:
Corollary 4.4. With notation as in Lemma 4.2, if coprime degree d polynomials
f1, f2 ∈ Z[x] have coefficient vectors that belong to the lattice (cZ)⊥, then
(4.3)
∣∣a˜k˜N ∣∣1/d ≤ |sin θs(f1, f2)| · ‖f1‖2,s ‖f2‖2,s , for all s > 0.
Proof. Suppose that polynomials f1 and f2 satisfy the conditions of the corollary.
Then Lemma 4.4 implies that there exist integers r1,0, . . . , r1,d−1, r2,0, . . . , r2,d−1
and a degree d polynomial f˜ ∈ Z[x] with leading coefficient a˜ and f˜(m/p)pd = k˜N
such that fi = ri,d−1f˜ + (px−m) ·
∑d−2
j=0 ri,jx
j , for i = 1, 2. Let A = Z[y0, . . . , yd]
for algebraically independent indeterminates y0, . . . , yd and define the following
polynomials in A[x]: g˜ =
∑d
j=0 yjx
j ; and gi = fi + ri,d−1(g˜ − f˜), for i = 1, 2.
Let ϕ : A → C be a ring homomorphism such that ϕ(g˜(m/p)pd) = 0 and
ϕ˜ : A[x] → C[x] be the natural extension of ϕ. If ϕ˜(g1) = 0 or ϕ˜(g2) = 0, then
ϕ(Res(g1, g2)) = 0, since Res(g1, g2) is homogeneous of degree d in the coefficients
of gi, for i = 1, 2. If ϕ˜(g1) and ϕ˜(g2) are nonzero, then they are non-constant
and have common root m/p. Thus, Res (ϕ˜(g1), ϕ˜(g2)) = 0, and by replacing each
entry of Syl(g1, g2) by its image under ϕ and permuting the rows of the result-
ing matrix so that Syl (ϕ˜(g1), ϕ˜(g2)) appears in the lower right corner, it follows
that ϕ (Res(g1, g2)) = 0. Therefore, for every ring homomorphism ϕ : A → C,
if ϕ(g˜(m/p)pd) = 0 then ϕ (Res(g1, g2)) = 0. The polynomial g˜(m/p)p
d ∈ A is
irreducible, since it is linear and gcd(m, p) = 1. Thus, Hilbert’s Nullstellensatz
(see [25, p. 380]) and Gauss’ lemma imply that g˜(m/p)pd divides Res(g1, g2) in
A. Moreover, since yd is coprime to g˜(m/p)p
d and divides each entry in the first
column of Syl(g1, g2), it follows that ydg˜(m/p)p
d divides Res(g1, g2) in A.
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Let σ : A → Z be the ring homomorphism such that f˜ = ∑dj=0 σ(yj)xj and
σ˜ : A[x] → Z[x] be the natural extension of σ. Then σ˜(g1) = f1 and σ˜(g2) = f2.
Consequently, replacing each entry of Syl(g1, g2) by its image under σ shows that
σ(Res(g1, g2)) = Res (σ˜(g1), σ˜(g2)) = Res(f1, f2).
Moreover, σ(ydg˜(m/p)p
d) = a˜f˜(m/p)pd. Therefore, a˜k˜N divides Res(f1, f2), which
is nonzero since f1 and f2 are coprime. Hence, |a˜k˜N | ≤ |Res(f1, f2)| and the proof
is completed by applying Lemma 2.2. 
Theorem 4.1 and Lemma 4.2 suggest the following algorithm for nonlinear poly-
nomial generation:
Algorithm 4.5.
Input: An integer d ≥ 2; nonzero integers a, p,m, k andN such that gcd(m, p) = 1,
gcd(ap,N) = 1 and (amd − kN)/p is a nonzero integer; and a positive integer s.
Output: Integer polynomials f1 and f2 of degree at most d with common root
m/p modulo N .
1. Compute g = gcd(a, (amd − kN)/p) and apply Algorithm 4.3 with n = j = d,
an = a/g and k˜ = k/g to obtain an integer polynomial f˜ =
∑d
i=0 aix
i such that
f˜(m/p)pd = k˜N .
2. Compute an LLL-reduced basis (b1, . . . , bd) of the lattice with d× (d+ 1) basis
matrix BS, where S = diag(1, s, . . . , sd) and
B =


a0 . . . . . . ad−1 ad
0 . . . −m p 0
... . .
.
. .
. ...
...
−m p . . . 0 0

 .
3. Let bi = (bi,0, . . . , bi,d) · S, for i = 1, 2. Compute and return the polynomials
f1 =
∑d
j=0 b1,jx
j and f2 =
∑d
j=0 b2,jx
j .
Parameter selection for Algorithm 4.5 is considered in the next section. To
guide the selection of parameters, an upper bound on the size of the polynomials
returned by the algorithm, expressed as a function of the algorithm’s parameters,
is now established:
Theorem 4.6. For inputs d, a, p, m, k, N and s, Algorithm 4.5 returns polyno-
mials f1 and f2 such that
‖fi‖2,s ≤ s−
deg fi
2
(
2
d(d−1)
4 s
d2
2 (a˜/a) ‖c‖2,s−1
) 1
d−i+1
, for i = 1, 2,
where c = [c0, . . . , cd] is the GP defined in (4.1) and a˜ = a/ gcd(a, cd).
Proof. Suppose that polynomials f1, f2 ∈ Z[x] are obtained by applying Algo-
rithm 4.5 with parameters d, a, p, m, k, N and s. Then ‖fi‖2,s = s−(deg fi)/2 ‖bi‖2
for i = 1, 2, where b1 and b2 belong to the basis (b1, . . . , bd) computed in Step 2
of the algorithm. Let c = [c0, . . . , cd] be the GP defined in (4.1), L be the 1-
dimensional lattice cZ and S = diag(1, s, . . . , sd). Then Lemma 4.2 implies that
(b1, . . . , bd) is a basis of the lattice L
⊥
S . Moreover, since (b1, . . . , bd) is LLL-reduced,
it follows from property 2 of Theorem 2.5 that
(4.4) ‖fi‖2,s ≤ 2
d(d−1)
4(d−i+1) s−
deg fi
2 det(L⊥S )
1
d−i+1 , for i = 1, 2.
ON NONLINEAR POLYNOMIAL SELECTION FOR THE NUMBER FIELD SIEVE 17
Asm and p are coprime, gcd(c0, . . . , cd−1) = a and thus gcd(c0, . . . , cd) = gcd(a, cd).
Therefore, Theorem 3.3 implies that the determinant of L⊥S is
(4.5) detL⊥S =
a˜
a
s(
d+1
2 )
√
c20 +
c21
s2
+ . . .+
c2d
s2d
=
a˜
a
s
d2
2 ‖c‖2,s−1 ,
where a˜ = a/ gcd(a, cd). Combining (4.4) and (4.5) completes the proof. 
4.1. Parameter selection for Algorithm 4.5. In this section, it is shown that
for sufficiently large N , Algorithm 4.5 can be used to find degree d polynomials
f1, f2 ∈ Z[x] with a common root modulo N and
(4.6) ‖fi‖2,s = O
(
N (1/d)(d
2−2d+2)/(d2−d+2)
)
, for i = 1, 2.
Thus, polynomials of size O(N1/4) are obtained for d = 2; O(N5/24), for d = 3; and
O(N5/28), for d = 4. Corollary 2.3 implies that the exponent for d = 2 is optimal.
The bound (4.6) is obtained without any assumptions on the size of vectors in
LLL-reduced bases, which is in contrast to the previous analyses of [43, 22].
Theorem 4.6 suggests that the input parameters a, p, m, k and s of Algorithm 4.5
should be selected so that ‖c‖2,s is minimised, where c = [c0, . . . , cd] is the corre-
sponding GP defined in (4.1). Assume that a, p and k are positive, and define
m˜ = (kN/a)1/d. Then the contribution of cd to ‖c‖2,s−1 is minimised by select-
ing m such that |m − m˜| is small. Therefore, assume that m is chosen such that
amd ≡ kN (mod p) and 0 ≤ m− m˜ ≤ ps/d. Then
cd
s
d
2
=
a(md − m˜d)
ps
d
2
<
da(m− m˜)md−1
ps
d
2
≤ apd−1s d2
(
m
ps
)d−1
.
The remaining terms of the GP satisfy
ci
si−
d
2
= apd−1s
d
2
(
m
ps
)i
, for 0 ≤ i ≤ d− 1.
Therefore, assume that ps ≤ m. Then
(4.7) ‖c‖2,s−1 <
√
d+ 1 as1−
d
2md−1.
This bound on ‖c‖2,s−1 is minimalised by taking the skew parameter s as large as
possible. However, if s is too large, then the basis (b1, . . . , bd) computed in Step 2
of Algorithm 4.5 has b1 = ±(−m, ps, 0, . . . , 0), resulting in the algorithm returning
f1 = ±(px−m). Following the approach of Prest and Zimmermann [43, Section 3.2],
the problem of the algorithm returning polynomials such that deg f1 < d is avoided
by restricting the size of s.
If Algorithm 4.5 returns a polynomial f of degree less than d, then Lemma 4.2
implies that m divides the coefficient of the term of least degree in f , from which
it follows that ‖f‖2,s > s−(deg f)/2m, for all s > 0. Therefore, Theorem 4.6 and
inequality (4.7) imply that for s such that
(4.8) 2
d−1
4 s
d
2
(√
d+ 1 a˜s1−
d
2md−1
) 1
d ≤ m,
Algorithm 4.5 returns polynomials f1 and f2 such that deg f1 = d. Furthermore,
the basis vector b1 corresponding to f1 and the vector b = (−m, sp, 0, . . . , 0) are
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linearly independent and ‖b1‖2 ≤ m < ‖b‖2. Thus, property 1 of Theorem 2.5
implies that
‖f2‖2,s = s−
deg f2
2 ‖b2‖2 ≤ s−
deg f2
2 2
d−1
2 ‖b‖2 ≤ s−
deg f2
2 2
d
2m.
Hence, for positive a, p and k, if m and s are chosen such that
(4.9) 0 ≤ m− m˜ ≤ ps
d
, s =
 1√
2
(
m
a˜
√
2
d+ 1
) 2
d2−d+2
 and ps ≤ m,
then Algorithm 4.5 returns polynomials f1 and f2 such that deg f1 = d and
‖fi‖2,s = O

a˜ deg fid2−d+2 (kN
a
) 1
d
(
1−
deg fi
d2−d+2
)
 , for i = 1, 2.
Setting a = O(1) and k = O(1) leads to f1 satisfying the bound in (4.6). Then
(4.6) holds, if the degree of f2 is equal to d. Otherwise, replacing f2 with f1 + f2
provides a pair of degree d polynomials that satisfy (4.6). In the latter case, it is
no longer guaranteed that polynomials with | sin θs| ≥
√
2/3 are obtained.
For m ≥ m˜, the choice of s in (4.9) satisfies s/d ≥ 1 whenever
(4.10) m˜ ≥ 2 d(d−1)4 a(d+ 1) d
2
−d+3
2 .
Moreover, if m is positive and s is given by (4.9), then
m
s
≥
(
2
d(d−1)
4 a˜
√
d+ 1m
d(d−1)
2
) 2
d2−d+2
> 1.
Thus, for sufficiently large N , setting a = k = p = 1 and m =
⌈
N1/d
⌉
proves the
existence of parameters for Algorithm 4.5 that satisfy (4.9).
Example 4.7. Let N be the 91-digit composite number
c91 =4567176039894108704358752160655628192034927306
969828397739074346628988327155475222843793393.
For parameters d = 3, a = k = p = 1,m =
⌈
N1/3
⌉
and s = 23271635, Algorithm 4.5
returns the following cubic polynomials:
f1 = 10363104x
3 f2 = 66955475x
3
− 23437957x2 − 151431419x2
− 21147168576512214234486x + 23469760045042762614639x
− 109084939899748327411476171840 − 754597461912921474902918473271
Their norms are ‖f1‖2,s ≈ N0.206 and ‖f2‖2,s ≈ N0.210, for s = 23271635.
For positive a, p and k such that (4.10) holds, if
p ≤
(
2
d(d−1)
4
√
d+ 1 m˜
d(d−1)
2
) 2
d2−d+2
,
then each solution r ∈ Z/pZ of axd ≡ kN (mod p) yields at least one value of
m ∈ Z such that m ≡ r (mod p), 0 ≤ m− m˜ ≤ ps/d and ps ≤ m for the choice of
s in (4.9). Therefore, additional parameters that satisfy (4.9) may be constructed
by the Chinese remainder theorem based methodology referenced in Section 4.
These parameters yield the same theoretical bounds on coefficient size. However,
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the ability to construct a large number of small geometric progressions may be
leveraged to find polynomials with smaller coefficients in practice:
Example 4.8. Let N = c91, the 91-digit number from Example 4.7. For parame-
ters d = 3, a = 1, k = 5, s = 26611809,
p = 934237167355490922 and m = 2837086552973239856241381969109,
which satisfy (4.9), Algorithm 4.5 returns the following cubic polynomials:
g1 = 21545x
3 g2 = 1356640x
3
+ 3349054x2 + 210882368x2
− 10356871479051937193x − 652118673869097609994x
+ 1263295294354066431546642250 − 11972068980454909092333428939
The product ‖g1‖2,s · ‖g2‖2,s is approximately N0.368, for s = 26611809.
The condition (4.8) on the skew parameter s, used to guarantee that Algo-
rithm 4.5 returns at least one degree d polynomial, is rather pessimistic in practical
circumstances, with the condition being sufficient, but frequently far from neces-
sary. Consequently, in practice, it may prove worthwhile to use skews that are
larger than the value suggested in (4.9).
Example 4.9. Let N = c91, the 91-digit number from Example 4.7. For parame-
ters d = 3, a = 1, k = 1, s = 23271635,
p = 310502797375403107200 and m = 1659138281393456348393832527057,
which satisfy (4.9), Algorithm 4.5 returns a pair of cubic polynomials whose product
of coefficient norms is approximately N0.396 for s = 23271635, and approximately
N0.370 for s = 5001852224. If, instead, any skew s ∈ (109.37, 109.55) is used, the
algorithm returns the following cubic polynomials:
h1 = 2x
3 h2 = 2x
3
− 46088505322x2 − 46088505322x2
+ 130858683603618028497x + 441361480979021135697x
+ 616682434763766331165127093132 − 1042455846629690017228705433925
The product ‖h1‖2,s · ‖h2‖2,s is approximately N0.347, for s = 6425664302.
For parameters d = 3, a = 1, k = 1, any skew s ∈ (109.25, 109.46),
p = 633983687139 and m = 1659138281147271980652828686480,
Algorithm 4.5 returns the following cubic polynomials:
k1 = 8x
3 k2 = 8x
3
− 55x2 − 55x2
+ 157979116111722504146x + 157979116745706191285x
+ 78672185263313067882594467256 − 1580466095883958912770234219224
The product ‖k1‖2,s · ‖k2‖2,s is approximately N0.345, for s = 4898436262.
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5. The Koo–Jo–Kwon length d+ 2 construction revisited
By utilising their length d + 2 GP construction, Koo, Jo and Kwon obtained
an algorithm for producing nonlinear polynomials of degree at most d such that
the coefficient of xd−1 in each polynomial is equal to zero [22, Corollary 4]. With
the aim of producing polynomials with very large skews, the generation of number
field sieve polynomials with this property had previously been considered for linear
algorithms by Kleinjung [20]. In this section, it is shown that larger skews than
those obtained in Section 4.1 are able to be used in the Koo–Jo–Kwon algorithm.
As a result, nonlinear polynomial pairs with smaller coefficient norms are found.
Theorem 4.1 suggests the following extension of the length d+2 GP construction
of Koo, Jo and Kwon [22, Section 4.2]: if a, p, k, and m are nonzero integers such
that gcd(ap,N) = 1, gcd(m, p) = 1 and (amd − kN)/p2 is a nonzero integer, then
(5.1) [c0, . . . , cd+1] =
[
apd−1, apd−2m, . . . , amd−1,
amd − kN
p
,
m(amd − kN)
p2
]
,
is a GP with ratio m/p modulo N . The Koo–Jo–Kwon construction then corre-
sponds to the case where a = 1. If [c0, . . . , cd+1] is a GP defined by (5.1), then
m[c0, . . . , cd]− p[c1, . . . , cd+1] = [0, . . . , 0, kN, 0].
Thus, a vector (a0, . . . , ad) ∈ Zd+1 is orthogonal to [c0, . . . , cd] and [c1, . . . , cd+1] if
and only if ad−1 = 0 and (a0, . . . , ad) is orthogonal to (c0, . . . , cd−2, 0, cd)/p ∈ Zd+1.
Consequently, the proof of Lemma 4.2 is readily modified to obtain the following
analogous result:
Lemma 5.1. Let [c0, . . . , cd+1] be a GP of the form (5.1), where d ≥ 3 and a, p,
m and k are nonzero integers such that gcd(m, p) = 1, gcd(ap,N) = 1 and (amd −
kN)/p2 is a nonzero integer. Define a˜ = a/ gcd(a, cd/p) and k˜ = k/ gcd(a, cd/p).
Then for any degree d integer polynomial f˜ =
∑d
i=0 a˜ix
i with a˜d = a˜, a˜d−1 = 0
and f˜(m/p)pd = k˜N , a vector (a0, . . . , ad) ∈ Zd+1 is orthogonal to [c0, . . . , cd] and
[c1, . . . , cd+1] if and only if there exist integers r0, . . . , rd−2 such that
d∑
i=0
aix
i = rd−2f˜(x) + (px−m) ·
d−3∑
i=0
rix
i.
Moreover, such a polynomial f˜ exists and can be computed with Algorithm 4.3.
It follows from Lemma 5.1 that an analogue of Corollary 4.4 holds: coprime
degree d polynomials f1 and f2 with coefficients vectors that are orthogonal to
[c0, . . . , cd] and [c1, . . . , cd+1] satisfy the bound (4.3) with the left-hand side of the
inequality replaced by |a˜2k˜N |, where a˜ = a/ gcd(a, cd/p) and k˜ = k/ gcd(a, cd/p).
In addition, Lemma 5.1 suggests the following algorithm:
Algorithm 5.2.
Input: An integer d ≥ 3; nonzero integers a, p, m and k such that gcd(m, p) = 1,
gcd(ap,N) = 1 and (amd − kN)/p2 is a nonzero integer; and a positive integer s.
Output: Integer polynomials f1 and f2 of degree at most d with common root
m/p modulo N .
1. Compute g = gcd(a, (amd − kN)/p2) and apply Algorithm 4.3 with n = d,
j = d − 1, an = a/g, an−1 = 0 and k˜ = k/g to obtain an integer polynomial
f˜ =
∑d
i=0 aix
i such that f˜(m/p)pd = k˜N .
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2. Compute an LLL-reduced basis (b1, . . . , bd−1) of the lattice with (d−1)×d basis
matrix BS, where S = diag
(
1, s, . . . , sd−2, sd
)
and
B =


a0 . . . . . . ad−2 ad
0 . . . −m p 0
... . .
.
. .
. ...
...
−m p . . . 0 0

 .
3. Let bi = (bi,0, . . . , bi,d−1) · S, for i = 1, 2. Compute and return the polynomials
f1 = b1,d−1x
d +
∑d−2
j=0 b1,jx
j and f2 = b2,d−1x
d +
∑d−2
j=0 b2,jx
j .
In the next section, parameter selection for Algorithm 5.2 is considered.
Koo, Jo and Kwon [22, Section 3] observe that a single GP may be used to
generate several polynomials of various degrees that share a common root modulo
N . In particular, for a GP c of the form (5.1), it is possible to generate degree d
and d+1 polynomials. In the former case, Algorithm 4.5 or Algorithm 5.2 may be
used. In the latter case, the necessary computation of a basis for (cZ)⊥ is aided by
the following analogue of Lemma 4.2:
Lemma 5.3. Let c = [c0, . . . , cd+1] be a GP of the form (5.1), where d ≥ 1 and a, p,
m and k are nonzero integers such that gcd(m, p) = 1, gcd(ap,N) = 1 and (amd −
kN)/p2 is a nonzero integer. Define a˜ = a/ gcd(a, cd/p) and k˜ = k/ gcd(a, cd/p).
Then for any degree d+1 integer polynomial f˜ =
∑d
i=0 a˜ix
i with a˜d+1m+ a˜dp = a˜
and f˜(m/p)pd+1 = k˜N , a vector (a0, . . . , ad+1) ∈ Zd+2 is orthogonal to c if and
only if there exist integers r0, . . . , rd such that
(5.2)
d+1∑
i=0
aix
i = rdf˜(x) + (px−m) ·
(
rd−1x
d +
d−2∑
i=0
rix
i
)
.
Moreover, such a polynomial f˜ exists and can be computed with Algorithm 4.3.
To establish the existence of f˜ in Lemma 5.3, observe that integers a˜d and a˜d+1
such that a˜d+1 6= 0 and a˜d+1m+ a˜dp = a˜ exist, since gcd(m, p) = 1. For any such
a˜d and a˜d+1, a polynomial f˜ that satisfies the conditions of the lemma is obtained
by applying Algorithm 4.3 with n = d+ 1, j = d, an = a˜d+1 and an−1 = a˜d:
k˜N − a˜d+1md+1 − a˜dmdp ≡ k˜N − a˜md ≡ 0 (mod p2),
since amd − kN = (cd/p)p2 and gcd(a,N) = 1. Additionally, setting rd = p and
rd−1 = −a˜d+1 in (5.2) proves the existence of a degree d polynomial f ∈ Z[x] with
coefficient vector that is orthogonal to [c0, . . . , cd] and f(m/p) 6= 0. Consequently,
to avoid finding polynomials of degree less than d + 1, it is not sufficient to avoid
finding polynomials that have m/p as a root in a manner analogous to Section 4.1.
5.1. Parameter selection for Algorithm 5.2. By modifying the proof of The-
orem 4.6, it is shown that for input parameters a, p, m, k and s, Algorithm 5.2
returns polynomials f1 and f2 such that
‖f1‖2,s ≤ s−
deg f1
2 2
d−2
4

s d2−2d+22 a˜
a|p|
√
c20
s−d
+
c21
s2−d
+ . . .+
c2d−2
sd−4
+
c2d
sd


1
d−1
,
where [c0, . . . , cd+1] is the GP defined in (5.1) and a˜ = a/ gcd(a, cd/p). Furthermore,
if deg f1 < d, then Lemma 5.1 implies that ‖f1‖2,s > s−(deg f1)/2m, for all s > 0.
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Therefore, repeating arguments from Section 4.1 shows that for positive a, p and
k, if m and s are chosen such that
(5.3) 0 ≤ m−
(
kN
a
) 1
d
≤ ps
d
, s =
 1√
2
(
p
a˜
√
2
d
) 2
d2−3d+4
 and ps ≤ m,
then Algorithm 5.2 returns polynomials f1 and f2 such that deg f1 = d and
‖fi‖2,s = O
(
a˜
deg fi
d2−3d+4 p
−
deg fi
d2+3d+4
(
kN
a
) 1
d
)
, for i = 1, 2.
This bound is minimised and the skew parameter maximised by selecting the pa-
rameter p as large as possible. In particular, if the constraints in (5.3) are satisfied
and p = Θ(m/s), then s = Θ((m/a˜)2/(d
2−3d+6)), which is larger than the skew in
(4.9), and Algorithm 5.2 returns polynomials f1 and f2 such that deg f1 = d and
(5.4) ‖fi‖2,s = O

a˜ deg fid2−3d+6 (kN
a
) 1
d
(
1−
deg fi
d2−3d+6
)
 , for i = 1, 2.
Similar to Section 4.1, if the degree of f2 is not equal to d, then a second degree d
polynomial that satisfies the bound (5.4) is found by taking a linear combination of
the polynomials f1 and f2. Therefore, if a = O(1) and k = O(1), then it is possible
to find a pair of degree d polynomials f1 and f2 such that
‖fi‖2,s = O
(
N (1/d)(d
2−4d+6)/(d2−3d+6)
)
, for i = 1, 2.
Thus, polynomials of size O(N1/6) are obtained for d = 3, and size O(N3/20) for
d = 4. Corollary 2.3 implies that the exponent for d = 3 is optimal.
In Section 4.1, the observation that each solution r ∈ Z/pZ of axd ≡ kN (mod p)
yields a value m ≡ r (mod p) such that 0 ≤ m−m˜ < p, where m˜ = (kN/a)1/d, was
used to assert the existence of many parameters that satisfy the conditions leading
to the bound (4.6). However, for parameters that satisfy (5.3), ps < p1+2/(d
2−3d+4).
In particular, ps is less than p3/2 for d = 3, and less than p5/4 for d = 4. Therefore,
it may occur that axd ≡ kN (mod p2) has a solution r ∈ Z/p2Z, but there is no
integer m ≡ r (mod p2) such that 0 ≤ m − m˜ ≤ ps/d, as required by (5.3). This
problem is compounded by the requirement that p is taken as large as possible
in order to obtain (5.4). Thus, finding parameters for Algorithm 5.2 that satisfy
the conditions leading to (5.4) is difficult. This problem is addressed in the next
section, where methods for generating parameters for Algorithm 5.2 are discussed.
5.2. Parameter generation for Algorithm 5.2. Motivated by the discussion
of the previous section, methods of generating parameters for Algorithm 5.2 such
that p ∈ [B, 2B] and |m− m˜| = O(p1+ε), where B is large, m˜ is a real number and
0 ≤ ε < 1, are discussed in this section.
Koo, Jo and Kwon [22, Proposition 2] propose using Hensel lifting for prime
values of p to compute corresponding values of m such that |m − m˜| is small. For
example, after selecting a, p and k such that p ∈ [B, 2B] is prime and does not
divide adkN , suppose there exists a solution r ∈ [−p/2, p/2)∩ Z of
(5.5) a(m˜0 + x)
d ≡ kN (mod p),
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where m˜0 = ⌊m˜+ 1/2⌋, and there exists an integer t = O(pε) such that
ad(m˜0 + r)
d−1t ≡ −a(m˜0 + r)
d − kN
p
(mod p).
Then r∗ = r + tp satisfies r∗ = O(p1+ε) and Hensel’s lemma implies that
(5.6) a (m˜0 + r
∗)
d ≡ kN (mod p2).
Therefore, parameters a, k, p and m = m˜0 + r
∗ may be used in Algorithm 5.2 and
|m − m˜| = O(p1+ε). Arguments used by Bai [3, Section 4.2] are now adapted to
provide heuristic evidence of the existence of solutions r∗ of (5.6) with r∗ = O(p1+ε).
Heuristically, when a and k are fixed, (5.5) has on average about one solution
for each prime p ∈ [B, 2B]. Thus, for fixed a and k, assuming the solutions lift to
solutions r∗ of (5.6) that are uniformly distributed in the interval [−2B2, 2B2), it
follows that the total number of pairs (p, r∗) with p ∈ [B, 2B] and r∗ = O(p1+ε)
that satisfy (5.6) is about
∑
p∈[B,2B]
p prime
2B1+ε
p2
≈ 2B1+ε
∫ 2B
B
1
x2 log x
dx ≈ 2B1+ε
∫ 2B
B
1 + log x
(x log x)2
dx ≈ B
ε
logB
.
Therefore, it is expected that solutions r∗ of (5.6) with r∗ = O(p1+ε) exist for large
B. However, to find such a solution it may be necessary to compute and lift the
solutions of (5.5) for many values of a, k and p. This heuristic evidence agrees with
numerical evidence provided by Koo, Jo and Kwon [22, Section 4.2], which suggests
that good parameters for Algorithm 5.2 with p prime exist with high probability
for each N , albeit in very small quantities.
A method proposed by Kleinjung [20] in the setting of linear algorithms, but
which may be used to generate parameters for Algorithm 5.2, reduces the size of
the primes p for which (5.6) is solved and relaxes the size requirements on the
solutions by exploiting a special case of the Chinese remainder theorem. Suppose
that, for fixed values of a and k, a solution r∗ of (5.6) is found for two distinct
prime values of p, say p1 and p2. Then
a (m˜0 + r
∗)d ≡ kN (mod p21p22).
Therefore, parameters a, k, p = p1p2 andm = m˜0+r
∗ may be used in Algorithm 5.2.
Such a value of r∗ is called a collision. Searching for collisions offers the advantage
that the two primes p1 and p2 need only belong to the interval [
√
B,
√
2B], reducing
the time spent computing solutions of (5.6) for each pi. Moreover, if r
∗ = O(B1+ε),
then |m− m˜| = O(p1+ε). Thus, for each pi, solutions of (5.6) with r∗ = O(p2i ) are
computed, which exist with high probability. However, collisions occur with low
probability for large B, balancing these benefits. For an analysis of the method and
a description of some modifications aimed at improving efficiency, see Kleinjung [20]
and Bai [3, Section 4.2].
A third method of parameter generation for Algorithm 5.2, which appears to
have limited practical value, once again uses the Chinese remainder theorem to
construct parameters for Algorithm 5.2, but eliminates the need to find collisions.
Suppose that distinct primes p1, . . . , pn, integers r
∗
1 , . . . , r
∗
n, and positive integers
e1, . . . , en are found such that
a(r∗i + m˜0)
d ≡ kN (mod p2eii ), for 1 ≤ i ≤ n.
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Then, for positive integersM , z and ℓ, existing list decoding algorithms for Chinese
remainder codes [16, 7, 11] are able to find all r∗ ∈ [−M,M ] ∩ Z such that
(5.7)
n∏
i=1
p
χi(r
∗)
i >
(
2
ℓ
4
√
ℓ+ 1M
ℓ
2
) 1
2z
(
n∏
i=1
peii
) z+1
2(ℓ+1)
,
where χi : Z → {0, . . . , ei} maps r∗ to the maximum value χ ∈ {0, . . . , ei} such
that r∗ ≡ r∗i (mod p2χi ). For any such r∗, parameters a, k, p =
∏n
i=1 p
χi(r
∗)
i
and m = m˜0 + r
∗ may be used in Algorithm 5.2 and |m − m˜| = O(M). Thus,
M ≈ B1+ε should be used and the remaining parameters chosen such that the
right-hand side of (5.7) approximates B. This method of parameter generation has
not been considered previously in the literature, but offers the advantages that the
primes pi may be taken much smaller than in previous methods and that there
are no size requirements on the roots r∗i . However, list decoding algorithms are
computationally expensive: to compute all solutions of (5.7), existing algorithms
perform lattice reduction on an (ℓ+1)-dimensional lattice and compute the integer
roots of an integer polynomial of degree at most ℓ, with arithmetic operations for
both steps performed on integers of size polynomial in ℓ, z, logM and
∑n
i=1 ei log pi.
Consequently, a search for parameters for Algorithm 5.2 should avoid the extensive
application of current list decoding algorithms.
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