Magnetic circular dichroism (MCD) is defined as the differential absorption of left and right circularly polarized light in a sample subjected to an external magnetic field. In order to interpret the results of MCD measurements, theoretical predictions of key MCD parameters can be of utmost importance. From an experimental point of view, MCD spectra of molecules are often measured in an environment and most notably in a solution. Thus, it may be very important that the method used to predict the MCD parameters is able to correctly account for medium effects. In this paper, we investigate the quality of MCD calculations within the polarizable embedding approach, which represents a fully atomistic and polarizable representation of an environment surrounding a smaller region treated using quantum mechanics. Furthermore, we compare the performance of the polarizable embedding scheme to the use of the more conventional dielectric continuum approach. Results are presented for cytosine and hypoxanthine solvated in water.
Introduction
Magnetic circular dichroism (MCD) is a spectroscopic method of high importance in relation to determination of electronic structures of both ground and excited states [1, 2] . Experimentally, MCD originates from measurements of the differential absorption of left and right hand circularly polarized light in the presence of an applied magnetic field [1, 3] . Due to the signed nature of the MCD signal, MCD can often reveal states that would otherwise not be observed in conventional one-photon absorption (OPA) spectroscopy, such as UV/Vis. Typically, the MCD spectrum is analyzed in terms of three different contributions, known as the Faraday A, B and C terms [4] [5] [6] [7] [8] [9] [10] . While only the A and B terms contribute to the MCD spectrum of closed-shell molecules, the C term is also present for open-shell system. Furthermore, the A term is only found if the molecule possesses degenerate excited states. Thus, in many practical cases, it is sufficient to consider only the B term.
Today, quantum chemical calculations of spectroscopic parameters can be extremely useful for the interpretation of experimental measurements. Regarding MCD, efficient computational protocols for determining the individual MCD terms were introduced within the response function theory formalism, based on either a Hartree-Fock [11] , multiconfigurational self-consistent field (MCSCF) [11] or coupled cluster [12, 13] wave function parametrizations. However, as these methods either lack electron correlation or are often computationally too demanding to be applied for larger molecules, the method of choice has become timedependent density functional theory (TD-DFT) [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] . The conventional procedure consists in using such electronic structure methods to calculate the Faraday terms relevant for MCD, and then use these molecular properties in combination with Lorentzian band profiles to simulate the MCD spectrum. However, the MCD spectrum may also be determined directly with use of the complex polarization propagator (CPP) method developed by Norman and coworkers [24] [25] [26] [27] [28] [29] . The CPP approach introduces a finite lifetime of the excited states directly in the response calculations, thereby avoiding the unphysical divergence of the standard response equations at resonance frequencies. By this, the CPP equations are well-defined throughout the entire spectral region. A somewhat similar approach for MCD was presented by Krykunov et al. in 2007 [30] .
In order to compare predicted and measured spectra directly, one must of course carefully consider how to represent the system when performing the theoretical calculations. A major issue in this respect is that experimental results are typically obtained from measurements in a solution. Therefore, a proper description of the environmental effects is a key component for predicting reliable spectroscopic parameters. Regarding computation of MCD parameters, environmental effects have previously been included using either a polarizable continuum model (PCM) [18] and/ or by including a small number of solvent molecules in the QM description, the so-called super-molecular approach [29, 31, 32] . One advantage of using a PCM approach to model the effects of the solvent is that the solvent dynamics is implicitly included. From a computational point of view, this means that calculation of the MCD parameters-including solvation effects-may be processed by a single electronic structure calculations in complete analogy to the case of the molecule in isolation. However, PCM neglects per definition inclusion of specific intermolecular interactions. The latter can be introduced by use of the super-molecular approach, but at an increased computational cost.
Moreover, since environmental effects are usually very long-ranged, it can be necessary to either include a large amount of solvent molecules in the quantum region or embed a smaller portion of solvent molecules in a continuum to reach convergence of the spectroscopic parameter with respect to the number of solvent molecules included in the quantum region [33] [34] [35] [36] .
Another strategy to include environmental effects is through the QM/MM approach [37] . Here, all details of the structure of the environment are kept, but, in contrast to the super-molecular approach, the environmental effects are accounted for via the much less computational demanding molecular mechanics (MM) approach. This means that it is possible to include much larger environments into the electronic structure calculations.
In this paper we will-to our knowledge-for the first time use a (polarizable) QM/MM response theory approach to simulate a MCD spectrum. In detail, we will apply the polarizable embedding (PE) approach coupled with the CPP method [38] [39] [40] . For earlier works along the line of magnetic and higher order response properties in a QM/MM response picture we refer to Refs. [41, 42] . Central to the PE approach, and any QM/MM approach, is the quality of the parameters used to represent the environment-that is, the embedding potential. To mimic the permanent electrostatics, a common choice is to use an atom-centered multipole expansion truncated at a given order, which is also the strategy followed in the PE model. Furthermore, inclusion of polarization increases the accuracy of the embedding, since the environment is allowed to respond not only to changes in the electronic structure part of the system, but also to the inhomogeneity of the environment itself [37] [38] [39] [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] [58] [59] [60] . In this paper, our focus is solely centered on the induced dipole model. In recent papers, we have shown that an accurate embedding potential allows for use of much smaller quantum regions without compromising the accuracy of the final predicted spectroscopic observables. In this way, efficient calculations over a large number of snapshots become possible in order to address the issue of conformational sampling [36, 61, 62] .
The MCD spectra of the nucleobases occurring in DNA have been studied both from a theoretical and an experimental point of view, where the theoretical results typically have been used to assign and interpret the experimentally recorded spectrum [29, 31, [63] [64] [65] . In a recent paper, the MCD spectra of various nucleobases have been calculated by means of quantum chemical methods based on TD-DFT calculations [29] . In particular, the role of solvent effectsincluded either through use of the PCM or super-molecular approach-was discussed, and it was found that the intensities for the MCD signal typically show an enhancement compared to similar calculations for the molecule in isolation.
In addition, the inclusion of local fields in the embedding formalism can be crucial and may significantly alter the response and transition properties of the embedded molecule-a point that so far has not been addressed in relation to calculation of MCD parameters. Local fields have previously been introduced in the framework of PCM and are here commonly known as cavity field (CF) effects [66] . Yet, only recently has the equivalent to the CF effect been introduced in the PE model [67] . It goes under the name of effective external field (EEF) effect, and it has so far been applied to linear absorption properties such as electronic circular dicroism [36] and one-and two-photon absorption properties [67, 68] . Here we extend the analysis of local fields within the PE model to CPP quadratic response functions, exemplified by the calculation of MCD spectra. In addition, we will compare the use of the PE model to the use of a continuum model. Specifically, we here consider the FixSol model, [69] which belongs to the family of conductor-like screening models (COSMO) [70] [71] [72] [73] [74] . CF effects have recently been introduced in the FixSol model [36] , thus allowing for a direct comparison of the intensities originating from both PE and FixSol solvent models.
Theory
As discussed in the introduction, the MCD response can be interpreted in terms of the three Faraday parameters (A, B and C terms). However, since the molecules considered in this paper are all closed-shell molecules with no degenerate excited states, only the B term is of relevance. Thus, the differential absorption (in the absence of the A and C terms) of right and left circularly polarized light of a sample of randomly oriented molecules in the presence of an external magnetic field is calculated in terms of the molar decadic coefficient, given by
Here is the frequency of the external perturbation, while the line shape function yielding the spectral broadening is assumed of Lorentzian form
In this expression j is the excitation energy corresponding to the transition from the ground state 0 to the excited state j (0→ j ). From a computational point of view, the molar decadic coefficient can be more conveniently expressed in terms of the real part of the mixed magnetic/electric damped quadratic response function where is the Levi-Civita tensor, and m and are components of the magnetic and electric dipole operators, respectively. In the damped quadratic response function, is introduced as a phenomenological constant, related to the finite lifetime of the excited states. This ensures convergence of the response function not only in the non-resonant part of the spectrum but also in the resonant part. The computation of the damped quadratic response function within the CPP approach requires the ability to efficiently solve complex linear response equations [29, 75, 76] .
To include the solvent effects in the calculation of the MCD spectra, we consider the unification of the PE model [38, 39] with the CPP approach, [75, 76] resulting in the PE-CPP method [40] . The PE model utilizes an advanced embedding description where the environment surrounds a central core region treated using quantum mechanics. The environment is represented in terms of atom-centered (1)
multipole moments and anisotropic polarizabilities. The former mimic the permanent charge distribution of the environment, whereas the latter describe the induced charge distribution of the environment. The interactions between the quantum and classical regions are described through embedding operators, that are added to the standard Kohn-Sham vacuum operator ( f KS )
where the multipole moments are used to construct the electrostatic embedding operator, v es , and the polarizabilities are used to construct the polarization operator, v ind . For further details regarding the construction of v es and v ind , see Refs. [38, 39] . The additional contributions to the damped quadratic response function in Eq. 3 stemming from the polarizable environment can be described as two separate contributions: a zeroth-order contribution, which corresponds to the static (ground-state) polarization of the environment, and a contribution that describes the dynamical response of the environment due to the change in the charge distribution of the quantum region caused by the perturbation. These two contributions enter the electronic Hessian [77] . In addition, the property gradient is also modified due to the applied perturbation, [67] leading to a modification of the local field that can potentially be crucial for calculations of transition properties of the embedded molecule [36, 67, 68] .
Computational details
All calculations of MCD spectra were carried out using a development version of the Dalton program [78] interfaced with the PE library [79] and Gen1Int [80, 81] . A common lifetime parameter of 1000 cm −1 and a frequency step of 0.0025 au were used in the CPP calculations. Both as starting structure for the MD simulations and for single structure MCD calculations we have optimized the geometries of cytosine and hypoxanthine, see Fig. 1 , at the B3LYP/ cc-pVTZ [82] [83] [84] level of theory using Gaussian 09 [85] . The MCD calculations of the solvated molecules are based on a number of snapshots extracted from MD simulations. For this, we have performed QM/MM MD simulations of cytosine and hypoxanthine solvated in water. The QM/MM MD simulations were carried out in the sander module in AMBER [86] . The simulations utilized the PM6-DH+ [87] method for cytosine and hypoxanthine, while the water molecules were described using the TIP3P water model [88, 89] . Cytosine, hypoxanthine, and the water molecules were initially minimized with the conjugate gradient minimizer for 1000 steps before an initial equilibration for 50 ps in the NVT ensemble at 300 K, followed by an additional equilibration for 50 ps in the NPT ensemble at 300 K and a pressure of 1 bar. To obtain adequate sampling, each of the compounds was first run for 1 ns in the NPT ensemble. A 100 snapshots were subsequently extracted from each of the 1-ns trajectories and used as starting points for additional 2-ns simulations, for a total of 0.8 s simulation time. The final snapshot from each trajectory was extracted, for a total of hundred snapshots used for calculating the MCD spectrum. (We refer to the Supporting Information file for a detailed analysis of the MCD spectrum with respect to the number of snapshots included in the averaging.) Excitation energies, oscillator strengths, and MCD signals were computed at the PE(EFF)-DFT level of theory, utilizing the CAMB3LYP exchange-correlation functional [90] . The aug-cc-pVDZ basis set [91] was adopted for the heavy atoms, whereas the cc-pVDZ basis set [91] was used for the H atoms. For the subsequent PE calculations, we have included 100 water molecules nearest the solute to define the environment. We refer to the supporting information file for additional basis set studies and for an analysis of the convergence of the MCD spectrum with respect to the number of water molecules included in the environment. The embedding potential representing the solvent molecules (water) consists of distributed multipole moments up to second order (quadrupoles) and distributed anisotropic dipole-dipole polarizabilities. The expansion centers for the distributed multipoles and polarizabilities were placed at the atomic nuclei that define the environment. All distributed multipoles and polarizabilities were derived by utilizing the LoProp approach [92] employing the LoProp for Dalton script [93] based on integrals and response functions obtained from the Dalton program package [78] . In addition, we also consider the standard embedding potential constructed from the TIP3P water model [88, 89] . When using the continuum model (FixSol) to incorporate the effects of solvation in the calculation of MCD parameters, atomic radii of 1.40, 2.10, and 1.90 Å were used for the H, C, and O atoms, respectively, to define the molecular cavity. For the ground-state wave function optimization, we used a static dielectric constant of = 78.39, whereas for the transition property calculations we used inf = 1.776.
Results

Cytosine
The first system to be considered is cytosine in water solution. The experimental MCD spectrum of cytosine is dominated by two negative peaks-one at 265 nm and a second peak at 236 nm [63] . We note that Kaito et al. [94] also measured the MCD spectrum of cytosine (see supporting information Fig. S-5) . However, for reasons not clear to us, the intensities in this spectrum are significantly enhanced compared to our calculations and the spectrum obtained by Voelter et al. [63] Figure 2 shows the MCD spectrum of cytosine computed from a single structure of cytosine. The MCD spectrum has been computed either for cytosine in isolation (vacuum) or based on a continuum solvation model (FixSol) both including or excluding cavity field effects (CF). Shown in the same figure is also the experimental MCD spectrum recorded in a water solution. It is clear from Fig. 2 that the positions of the peaks are blue-shifted for the computed spectra compared to the experimental spectrum. Furthermore, when including solvent effects through the dielectric continuum model, the intensities become significantly overestimated. This finding is in perfect agreement with previous observations by Fahleson et al. [29] Also, as seen from Fig. 2 , inclusion of cavity field effects into the continuum description lead for both signals to a slight increase in the intensity. The peak separation is not affected by inclusion of cavity field effects, since this only gives rise to changes in the absorption strengths. Including the solvent effects through the continuum model calculated from a single optimized structure indeed leads to a decrease in peak separation compared to vacuum, i.e. from 0.936 eV to 0.830 eV (see Table 1 ), bringing the predictions in better agreement with the experimental results, thus emphasizing the importance of solvent effects. Fig. 2 MCD spectrum of cytosine computed for a single optimized structure in gas phase and in water solution approximated by a continuum model (FixSol). Experimental spectrum in water by Voelter et al. [63] In Fig. 3 we present the MCD spectra computed using different solvation models. These spectra have been obtained by averaging over the 100 snapshots extracted from the MD simulations, as discussed in Sect. 3. The spectra thereby include nuclear dynamical effects caused by finite temperature. Compared to the use of a single geometry optimized structure (Fig. 2) , we observe that the intensities of the computed spectra are now much more in line with the experimental counterparts. Furthermore, the peak separation is also improved compared to the single-structure results. We here note that inclusion of explicit solvent molecules in the quantum region may further improve this results, as was observed by Fahleson et al. [29] . This is likely due to the slow convergence of the magnetic transition dipole moment, compared to the electric transition dipole moment, with respect to the number of solvent molecules included in the quantum region [36] . When inspecting the intensity at peak maxima (Table 1) , we observe that the continuum model-based results, both with and without cavity field effects, lead to overestimations. The corresponding intensities based on the explicit representation of the solvent are, on the other hand, in much better agreement with experiment. However, we observe that the PE model in general performs better than the standard water model TIP3P, thus highlighting the need to include an explicit representation of the solvent, and potentially polarization effects. When considering the EEF effects incorporated in the PE model, we, for this system, do not observe a significant effect. As for the dielectric continuum model, the EEF effects in the PE model only affect the intensities of the signal. We find that the lowest electronic excitation, which is dominated by a HOMO-LUMO transition, is most sensitive to inclusion of EEF effects, with a resulting decrease in intensity from − 0.41 to − 0.36
Hypoxanthine
The second molecule to be considered is hypoxanthine. The MCD spectra of hypoxanthine in aqueous solution (at pH 6) displays a biphasic profile, i.e., opposite signs between the two electronic transitions in the absorption profile [65] . In Fig. 4 the experimental spectrum is plotted together with the calculated spectra using a single optimized structure and a continuum approach (FixSol) to approximate the environmental effects. First, we observe a significant effect from the environment on both the positive and negative signal as compared to the vacuum results. Especially at peak maxima (see Table 2 ) the intensity of the MCD signal when going from vacuum to solution is more than doubled for both peak maxima. Also for hypoxanthine this enhancement is slightly increased when including the CF effects compared to the results based on the continuum approach excluding CF effects. Furthermore, as was the case for the cytosine molecule, the results for hypoxanthine show a general blue shift in peak position, compared to the experimental spectrum. However, the peak separation is greatly improved when including solvent effects, from 0.62 eV in vacuum to 0.37 eV in solution.
In Fig. 5 we show the computed spectra of hypoxanthine averaged over 100 snapshots extracted from the MD simulation and using different solvation models. Again, as was the case for cytosine, the averaged spectra show much better agreement with experiment regarding both peak separation and computed intensities. Comparing directly the performance of the continuum approach based on the use of a single optimized structure to the similar but averaged results, the intensities for the negative signal decrease from − 7.7 to − 2.7 M −1 cm
, while the positive signal intensities decrease from 10 to 4.1 M −1 cm
. In both cases this is more in line with the experimental values, thus highlighting the importance of not only solvent dynamical effects, but also the finite temperature effects of the solute. For the PE model, the peak separation is in perfect agreement with experiment: 0.42 eV compared to the experimental value of 0.43 eV. Furthermore, as seen from Fig. 5 , EEF effects play only a minor role in this case.
Conclusions
In this paper, we have investigated the performance of the polarizable embedding (PE) approach for calculating the MCD spectra of cytosine and hypoxanthine. To predict key MCD parameters of solvated molecules, it is important that the method used is able to correctly account for medium effects. In order to account for this, we have considered PE calculations both with and without EEF effects, and compared these to a continuum approach taking into account the cavity field effects. Our results show that the computationally most efficient model, i.e. optimizing a single molecular structure and accounting for solvation through a dielectric continuum model, is indeed capable of reproducing the main spectral features. However, the predicted intensities are significantly overestimated. Including both solvent and solute dynamics by considering a number of snapshots in the MCD calculations yields spectra that are in much better agreement with the experimental results. However, considering the averaged results, we generally observe that intensities computed using a continuum approach are still overestimated compared to the experimental intensities and, furthermore, that inclusion of cavity field effects leads to a further enhancement of the signals. On the other hand, the PE model predicts both intensities and peak separations 
