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(Received 30 December 2003; published 19 August 2004)080402-1We consider a regular chain of quantum particles with nearest neighbor interactions in a canonical
state with temperature T. We analyze the conditions under which the state factors into a product of
canonical density matrices with respect to groups of n particles each and under which these groups have
the same temperature T. In quantum mechanics the minimum group size nmin depends on the
temperature T, contrary to the classical case. We apply our analysis to a harmonic chain and find
that nmin  const for temperatures above the Debye temperature and nmin / T3 below.
DOI: 10.1103/PhysRevLett.93.080402 PACS numbers: 05.30.–d, 05.70.Ce, 65.40.–b, 65.80.+nRecent progress in the synthesis and processing of
materials with structures on nanometer length scales
calls for better understanding of thermal properties of
nanoscale devices, individual nanostructures, and nano-
structured materials. Experimental techniques have
improved to such an extent that the measurement of
thermodynamic quantities like temperature with a spatial
resolution on the nanometer scale seems within reach [1–
4]. These techniques have already been applied for a new
type of scanning microscopy, using a temperature sensor
[5] that shows resolutions below 100 nm.
To provide a basis for the interpretation of present day
and future experiments in this field, it is indispensable to
clarify the applicability of the concepts of thermodynam-
ics to systems on small length scales. In this context, one
question appears to be particularly important and inter-
esting: Can temperature be meaningfully defined on
nanometer length scales?
The standard procedure to show that the thermody-
namical limit, and therefore temperature, exists is based
on the idea that, as the spatial extension increases, the
surface of a region in space grows slower than its volume
[6]. If the coupling potential is short ranged enough, the
interactions between one region and another become neg-
ligible in the limit of infinite size.
However, the full scaling behavior of these interactions
with respect to the size of the parts has, to our knowl-
edge, not been studied in detail yet [7–9].
For standard applications of thermodynamics this
might not be very important since the number of particles
is typically so large that deviations from infinite systems
may safely be neglected. Nevertheless, these differences
could become significant as the considered systems ap-
proach nanoscopic scales. Here it is of special interest to
determine the ‘‘grain size’’ needed to ensure the existence
of local temperature.
Since a quantum description becomes imperative at
nanoscopic scales, the following approach appears to be
reasonable: Consider a large quantum system, brought
into a thermal state via interaction with its environment,0031-9007=04=93(8)=080402(4)$22.50 divide this system into subgroups, and analyze for what
subgroup size the concept of temperature is applicable.
We adopt here the convention that a local temperature
exists if the considered part of the system is in a canoni-
cal state; i.e., the distribution is an exponentially de-
caying function of energy characterized by one single
parameter. This implies that there is a one-to-one map-
ping between temperature and the expectation values of
those observables, by which temperature is usually mea-
sured. After proper calibration, such measurements thus
all yield the same temperature, contrary to distributions
with several parameters. If the distribution were not ex-
ponentially decaying, physical quantities like energy
would not have ‘‘sharp’’ values.
Our results are thus obtained from calculations with
canonical ensembles. Approaches based on different en-
sembles (e.g., microcanonical ones), which are being dis-
cussed [10], may yield significantly different results.
In this Letter we study a chain of identical particles
with next neighbor interactions which decomposes into
NG identical subgroups of n particles each. Assuming that
the total system is in a thermal (canonical) state, we
derive conditions on the interaction strength between
the groups and the global temperature which ensure that
the state of each group is approximately canonical.
Finally, we apply these conditions to a harmonic chain
and calculate the minimal group size nmin, which is found
to depend on the global temperature and the desired
accuracy of the local thermodynamical description.
We start by defining the Hamiltonian of our chain in
the form
H X
i
Hi with Hi  p
2
i
2m
Uqi  Vqi; qi1; (1)
where the index i labels the particles of mass m, and qi
and pi are their positions and momenta, respectively. We
assume periodic boundary conditions.
We now form NG groups of n subsystems each [index
i!  1n j;  1; . . . ; NG; j  1; . . . ; n] and split2004 The American Physical Society 080402-1
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H  H0  I; (2)
where H0 is the sum of the Hamiltonians of the isolated
groups and I contains the interaction terms of each group
with its neighbor group:
H0 
XNG
1
H  Vqn; qn1	;
H 
Xn
j1
Hn1j; I 
XNG
1
Vqn; qn1:
(3)
We label the eigenstates of the total Hamiltonian H and
their energies with the greek indices ’;  and eigen-
states and energies of the group Hamiltonian H0 with
latin indices a; b,
Hj’i  E’j’i and H0jai  Eajai: (4)
Here, the states jai are products of group eigenstates, with
Ea 
PNG
1 E, where E is the energy of one subgroup
only, H  Vqn; qn1	jai  Ejai.
We assume that the total system is in a thermal state
with a density matrix, which reads
h’j^j i  e
E’
Z
’ (5)
in the eigenbasis of H. Here, Z is the partition sum and
  kBT1 the inverse temperature. Transforming the
density matrix (5) into the eigenbasis of H0 we obtain
haj^jai 
Z 1
E0
waE e
E
Z
dE (6)
for the diagonal elements. Here, the sum over all states
jai has been replaced by an integral over the energy.
The conditional probabilities waE are given by
waE’   E’PfHj’iE’j’igjhaj’ij2 with  E’ denot-
ing the density of energy levels and the sum running over
all states j’iwithHj’i  E’j’i. To compute the integral
of Eq. (6) we need to know the distribution of the condi-
tional probabilities waE.
In the limit of infinite number of groups NG, waE’
converges to a Gaussian normal distribution,
lim
NG!1
waE  1
2!
p
"a
exp

E Ea  "a
2
2"2a

; (7)
where the quantities "a and "a are defined by
"a  hajHjai  hajH0jai; (8)
"2a  hajH2jai  hajHjai2: (9)
Note that "a has a classical counterpart while "a is purely
quantum mechanical. It appears because the commutator080402-2H;H0	 is nonzero, and the distribution waE therefore
has nonzero width.
The rigorous proof of Eq. (7) is given in [11] and is
based on two assumptions: The energy of each group H
as defined in Eq. (3) has to be bounded, i.e.,
h$jHj$i  C (10)
for all normalized states j$i and some arbitrary constant
C, and
"2a  NGC0 (11)
for some constant C0 > 0.
If these conditions are met, Eq. (6) can be computed
for NG  1:
haj^jai  expya 
1
2
2"2a
2Z
erfc

E0  ya  "2a
2
p
"a

;
(12)
where ya  Ea  "a and erfcx is the conjugate Gaussian
error function. The second term appears because the
energy is bounded from below and the integration extends
from E0 to 1.
If the argument of the error function divided by

NG
p
is
finite (different from zero), the conjugate error function
can be approximated by its asymptotic expansion for
NG  1 [12]: erfcx  expx2=

!
p
x for x! 1 and
erfcx  2 expx2= !p x for x! 1.
The off diagonal elements haj^jbi vanish for
jEa  Ebj>"a  "b because the overlap of the two dis-
tributions of conditional probabilities becomes negligible.
For jEa  Ebj<"a  "b, the transformation involves an
integral over frequencies, and thus these terms are sig-
nificantly smaller than the entries on the diagonal.
We now test under what conditions the density matrix
^ may be approximated by a product of canonical den-
sity matrices with temperature loc for each subgroup
  1; 2; . . . ; NG. If we assume periodic boundary con-
ditions, all reduced density matrices are equal and their
product is of the form haj^jai / explocEa. Since the
trace of a matrix is invariant under basis transformations,
it is sufficient to verify the correct energy dependence of
the density matrix in the product basis. Thus the loga-
rithm of the right hand side of Eq. (12) must be a linear
function ofEa plus a possible constant. It follows from the
asymptotic expansion of the conjugate error function that
this can be the case only for
1
NG
p Ea  "a  E0  "
2
a
2
p
"a
> 0; (13)
meaning the left hand side (lhs) should have a finite
positive value, and080402-2
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2
a  c1Ea  c2; (14)
where c1 and c2 are constants.
If jc1j  1, temperature becomes intensive:
loc  : (15)
Furthermore, to ensure that the density matrix of each
subgroup  is approximately canonical, it must hold that
"1  "
2
 
4
"21  "2 

6
~"2  c1E  c2;
(16)
where "  hajVqn; qn1jai, "2  hajH 2jai 
hajHjai2 and ~"2  P1+1hajH +1H +jai 
hajH +H +1jai  2hajH +1jaihajH +jai.
For a model obeying Eqs. (10) and (11), the two con-
ditions (13) and (16), which constitute the general result
of this Letter, must both be satisfied. These fundamental
criteria are now applied to a concrete example.
Thermal properties of insulating solids are quite suc-
cessfully described by harmonic lattice models. We there-
fore consider as an example a harmonic chain of NG  n
sites with periodic boundary conditions. In this case, the
potentials read
Uqim2!
2
0q
2
i and Vqi;qi1m!20qiqi1; (17)
where qi is the displacement of the particle at site i from
its equilibrium position i  a0 with a0 being the distance
between neighboring particles at equilibrium. We divide
the chain intoNG groups of n particles each and thus get a
partition of the type considered above. The Hamiltonian
of one group is diagonalized by a Fourier transformation
and reads in terms of creation and annihilation operators
ayk and ak [13],
H   Vqn; qn1 
X
k
!k

ayk ak 
1
2

(18)
with k  !l=a0n 1 l  1; 2; . . . ; n and
!2k  4!20sin2ka0=2. We chose h  1.
We first check condition (11). Expressing the group
interaction Vqn; qn1 also in terms of ayk and
ak, one sees that ~"  0 for all  and therefore
"2a  PNG1 "2, where " has a minimum value since
ak; ayp	  kp ("2 * 4!0n=3!). "2a thus fulfills condi-
tion (11).
To satisfy condition (10) we consider only states where
the energy of every group, including the interactions with
its neighbors, is bounded. Thus, our considerations do not
apply to product states jai, for which all the energy was
located in only one group or only a small number of
groups. For NG  1, the number of such states is vanish-
ingly small compared to the number of all product states.
To analyze conditions (13) and (16), we make use of the
continuum or Debye approximation [14], requiring n 1
080402-3and a0  l, where l  na0, the length of the chain, is
finite. In this case we have !k  vk with the constant
velocity of sound v  !0a0 and "2  4n2EE1.
It is sufficient to satisfy conditions (13) and (16) for
some adequate energy range Emin  E  Emax. We
therefore need to estimate Emin and Emax. The total chain
is in a thermal state. Let E be the expectation value of its
energy without the ground state energy,
E  NGnkB

T


2 Z =T
0
x
ex  1 dx: (19)
Here,  is the Debye temperature, which is a character-
istic constant of the material chosen and can be found
tabulated [14]. We then choose
1
0
E
NG
 E0
NG
 E  0 ENG 
E0
NG
(20)
with 0 1. The product of the strongly growing density
of states and the exponentially decaying occupation
probability forms a sharp peak around E. The above
energy range has been chosen to be centered at this
peak and to be significantly larger than its width.
We now analyze conditions (13) and (16) for the har-
monic chain in Debye approximation. In this case, con-
dition (13) translates into
1
NG
p
PNG
1EE0 4n2
PNG
1EE1
2
p 
4n2
PNG
1EE1
q > 0; (21)
where "  0, ~"  0, n 1  n has been used. For
E> E0, condition (16) turns out to be stronger and (21)
becomes irrelevant. For E< E0, Eq. (21) is hardest to
satisfy if all E are equal to the lower boundary of the
energy range (20). For n one thus gets
n > 4

T
0
e

e
0
 1
4

2
; (22)
where e  E=nNGkB and we have used
E0  nNGkB=4.
To investigate condition (16) we take the derivative
with respect to E on both sides,

n2

E1  E1  2 E0NG

 2
n2
E0
NG
 c1; (23)
where we have separated the energy dependent and the
constant part on the lhs. Equation (23) is satisfied if the
energy dependent part, the first term, is much smaller
than 1. Taking E1 and E1 equal to the upper bound in
Eq. (20), this yields
n >
20


T
e; (24)
where the ‘‘accuracy’’ parameter  1 quantifies the
value of the energy dependent part in (23).080402-3
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FIG. 1. Log-log plot of nmin from Eq. (22) (dashed line) and
nmin from Eq. (24) (solid line) for 0  10 and   0:01 as a
function of T= for a harmonic chain.  and 0 are defined in
Eqs. (24) and (20), respectively.
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part in the lhs of (23) satisfies 2=n2E0=NG<

p
= 2p 0  =02  1, temperature is intensive.
Inserting Eq. (19) into Eq. (22) and (24) one can now
calculate the minimal n for given , 0, , and T. Figure 1
shows nmin for 0  10 and   0:01 given by criterion
(22) and (24), respectively, as a function of T=.
For high (low) temperatures nmin can thus be estimated
by
nmin 

20= for T >;
30=2!2=T3 for T <: (25)
The characteristics of Fig. 1 are determined by the energy
dependence of "a. The low temperature behavior, in
particular, is related to the fact that "a has a nonzero
minimal value. This fact does not only appear in the
harmonic chain but is a general feature of interacting
quantum particles. The commutator H;H0	 is nonzero
and the ground state of the total system is energetically
lower than the lowest product state; therefore, "a is non-
zero, even at zero temperature [8,15].
Finally, the minimal length scale on which tempera-
ture exists according to our approach is given by
lmin  nmina0; (26)
where a0 is the lattice constant. Temperature measure-
ments with a higher resolution should no longer be inter-
preted in a standard way.
Let us conclude with some numerical estimates:
Choosing the ‘‘accuracy parameters’’ to be 0  10
and   0:01, we get for hot iron (T470K,
a0  2:5 A) lmin50m, while for carbon (2230K,
a0  1:5 A) at room temperature (270 K) lmin  10 m.
The coarse graining will experimentally be most relevant
at very low temperatures, where lmin may even become
macroscopic. A pertinent example is silicon (  645 K,
a0  2:4 A), which has lmin  10 cm at T  1 K (again
with 0  10 and   0:01).080402-4In summary, we have considered a linear chain of
particles interacting with their nearest neighbors. We
have partitioned the chain into identical groups of n
adjoining particles each. Taking the number of such
groups to be very large and assuming the total system
to be in a thermal state with temperature T we have found
conditions [Eqs. (13) and (16)], which ensure that each
group is approximately in a thermal state with the same
temperature T, implying intensivity. In the quantum re-
gime, these conditions depend on the temperature T,
contrary to the classical case.
We have then applied our general method to a harmonic
chain. Equations (25) and (26) provide a first estimate of
the minimal length scale on which intensive temperatures
exist. This length scale should also constrain the way one
can meaningfully define temperature profiles in nonequi-
librium scenarios [16].
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