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Mechanical propertiesDue to the necessity to exhaustively control the hot deformation of austenite, a strong effort has beenmade in the
past to propose predictive models for the yield strength. Such models have shown accurate predictions within
relatively narrow compositional range, closely related to the limitations of the database employed. Nevertheless,
by testing thosemodelswith a large database, including awider range of temperatures and compositions, the au-
thors have observed that such narrow compositional ranges cause these models to be inaccurate. The strain rate
is also an important parameter that has been ignored in previous works, and deeply affects mechanical behavior.
In this work, we propose amore robustmodel, which includes the contribution of the strain rate andwider com-
position and temperature ranges by integrating different formulations, providing improvement at predicting
yield strength with respect to previous models.
© 2019 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license (http://
creativecommons.org/licenses/by-nc-nd/4.0/).ballo).
. This is an open access article under1. Introduction
The increasing requirements of properties for steel parts have made
the development of high strength steels an issue of paramountthe CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
List of abbreviations
A1, A2 Constants in Eq. (11)
a Lattice parameter
α Constant in Eq. (17)
δ Ferrite volume percentage
B Constant in Eq. (10)
Bi Solid solution coefficient of the element i
b Constant in Eq. (10)
C, C3, C5, C6 Constants in Eqs. (10) and (11)
Cδ Strengthening coefficient due to the presence of small
amounts of ferrite
CHP Binary constant that allows to see whether the grain
boundary strengthening has been included in the
assessed model
CR1, CR2 Cooling rates used during single hit compression tests
D Austenite grain size
ε Plastic strain
ε Strain rate
ε0 Reference strain rate
εHP Confidence interval associated with the grain bound-
aries strengthening
εloc Local atomic misfit
f(Tdef), fðTdef ; εÞ
Temperature and temperature-and-strain-rate dependent func-
tions used in former or proposed models
f1, f2 Models 1 and2 used in the exemplification of the K-Fold
Cross-Validation
f1−N, f2−NModel 1 or 2 trained by using all folds excepting theNth
fold
G Shear modulus
ηloc′ Local shear modulus misfit
HR Heating rate used during single hit compression tests
JC Johnson and Cook
K Number of folds that the database has been divided into
for the K-Fold Cross-Validation estimator.
k Hall-Petch hardening
MSE Mean Squared Error
MSE1, MSE2 Expected prediction error of models f1 and f2, ob-
tained by applying the K-Fold Cross-Validation method
MSE1-N, MSE2-N
Mean Squared Error obtainedwhen testing themodel f1−N or f2−N
with the N fold during the Nth iteration of the K-Fold Cross-
Validation method
MZA Modified Zerilli-Armstrong
m Constant in Eq. (10)
N Iteration number during K-Fold Cross-Validation
process
n number of measurements
P Value of the corresponding parameter shown in
Eqs. (15) and (16) obtained by fitting thewhole dataset
PN Value of the corresponding parameter obtained for the
Nth iteration during K-Fold Cross-Validation process
R2 Correlation
RE Relative Error
σ0 Strengthening due to solid solution, work hardening,
Peierls friction and precipitation
σPF Strengthening due to Peierls friction
σSS Solid solution strengthening
σY Austenite yield strength
σYref Yield strength measured at room temperature (and
under quasi-static conditions in case the effect of the
strain rate is considered)
SD Standard Deviation






Tr Temperature increase with respect to room
temperature
Troom Room temperature
Yi Yield Strength Experimental value ibYi Yield Strength Predicted value i
Wi Weight percent of the element i
Xi Atomic percent of the element i
ZA Zerilli-Armstrong
2 A. Eres-Castellanos et al. / Materials and Design 188 (2020) 108435importance. Steels are usually subjected to a large variety of
thermomechanical treatments to optimize the final properties of the
resulting microstructure. These thermomechanical treatments are usu-
ally appliedwhen themicrostructure is fully austenitic, either above the
austenite transformation temperature, Ac3, or at lower temperatures
but before austenite decomposition. Nevertheless, as the industrial
rolling mills have limitations on the loadings that can be applied into
the processed materials, an accurate prediction of the mechanical re-
sponse of the steel is needed to adjust the processing parameters. The
austenite yield strength is a key parameter in this prior analysis [1,2]
and, thus, its prediction is indeed useful for the industry. In addition,
when only a thermal treatment is employed as a mean to obtain a cer-
tain microstructure, e.g. isothermal treatments to obtain bainitic micro-
structures, the austenite strength also plays an important role in
defining the final properties [3,4].
Thus, predicting the austenite yield strength, σY, which depends on
composition, strain rate and temperature, is challenging but results in
outstanding benefits for the alloy design and performance.
During the last decades, several attempts have beenmade in order to
build predictive models of austenite yield strength at different temper-
atures, althoughmost of them have focused on austenitic steels because
of the simplicity to measure their mechanical properties at low temper-
atures. For instance, Li et al. [5,6] developed two different models that
allowed the estimation of the yield strength of metallic materials, in-
cluding austenitic stainless steels, at different temperatures, based on
the equivalence between heat energy and deformation energy. Those
models require the estimation of some variables, such as the Young's
modulus or the yield strength at a reference temperature. This makes
the model difficult to apply, since further experimental information
for each composition considered must be acquired in advance. Sevsek
et al. [7] also proposed amodel which had the same formulation as pre-
vious models [8–10], although it also included a physical term to ac-
count for the short-range ordering (SRO) in high‑manganese steels.
Such a model cannot be generally applied, since SRO is only present in
some alloys and its contribution is not easy to quantify. In addition,
many other models that do not rely on physical equations have been
proposed. Artificial neural networks have been developed [11–13] due
to the ability to incorporate non-linear relationships, as required by
the mechanical properties behavior at high temperatures. Similarly,
phenomenological models in the form of semi-empirical equations
have been most commonly used to predict yield strength in austenite
[14–17]. Although all of them prove to accurately predict the data
they were built with, thesemodels are strongly dependent on the com-
positional limits defined by their employed database, lacking of general-
ity. In this work a large composition-strain rate-temperature-yield
strength database from different sources [4,18–20] has been collected
and it has been used to assess the above mentioned phenomenological
models. The aim of this study is to develop a more accurate expression
for non-pre-strained austenite. Although other works have focused
3A. Eres-Castellanos et al. / Materials and Design 188 (2020) 108435their attention on themicrostructure evolution during recrystallization,
including correlation of the stress-strain curves to temperature and
strain rate, in many different conditions and steel grades [21–26], we
have assumed that previous rolling passes if any, have completely re-
crystallized themicrostructure. Finally, different formulations ofmodels
previously published in the literature have been integrated, considering
a solid solution strengthening contribution, as well as the effect of both
temperature and strain rate.
2. Database
As previouslymentioned, the aim of this study is to develop amodel
that allows to predict the austenite yield strengthσY. For that purpose, a
database composed of 845 σY measurements on 80 different steels has
been collected [4,18–20]. Most of them (98.5% of the measurements)
were estimated by the 0.2% criterion from stress-strain curves obtained
experimentally from compression tests performed in dilatometers Bahr
805. Fully austenitized sampleswere cooled down to the corresponding
deformation temperature (Tdef) and were plastically deformed, under
different strain rates ( ε). Phase transformation and precipitation during
the elastic regime or the first stages of the plastic regime were
neglected, so it can be assumed that the yield strength value will not
be compromised by the presence of second phases.
Table 1 includes all variables that have been taken into account for
the present study, all chemical contents have been included in at. %. A
set of frequency histograms representing the variation and limits of
the variables can be found in Fig. 1, where the bins of the histogram cor-
responding to the strain rates are logarithmic. As can be seen, all
alloying element concentration are below 6 at. % and most of the data
lies in between 0 and 2 at. %. Someof the alloysmay contain small quan-
tities of elements such as Nb, P or S (below 0.06, 0.07 and 0.03 at. %
(0.09, 0.04 and 0.02 wt%), respectively) that have not been included in
the study.
Regarding the test temperatures, although most of the data refer to
high temperatures (higher than 800 °C), there are also some data in
the range 200–700 °C, which means that the model will account for
both low and high temperatures. Concerning the strain rates, a large
fraction of the data corresponds to strain rates higher than 1 s−1. How-
ever, some data taken under quasi-static conditions (0.003 s−1) and
under higher strain rates (up to ~11 s−1) have also been considered in
order to account for extreme values of this parameter, aimed at increas-
ing the accuracy and the applicability of the model.
The data have been divided into four different families for a better
comparison of the results, see Table 2. The families have been selected
according to their deformation temperatures and carbon contents and
they will be named by their family ID, ranging from 1 to 4. Hence,
whereas family 1 corresponds to deformations applied at the highest
temperatures (900–1100 °C) and includes values from the lowest car-
bon steels (0.12–1.65 at. % C (0.03–0.36wt%)), the range of deformation
temperatures of family 2 includes lower temperatures (500–850 °C)
and higher carbon contents (1.09–2.21 at. % C (0.24–0.49 wt%)). The
temperature ranges of both families 3 and 4 correspond to the lowestTable 1
Input variables minimum (Min) and maximum (Max) values, besides their mean and standard
tively. The chemical compositions are in at. %, whereas the corresponding equivalence in wt% i
















































(0.35temperatures in the database (275–520 °C and 200–350 °C, respec-
tively). However, while family 3 carbon contents lie between 1.36 and
2.21 at. % C (0.30–0.49 wt%), family 4 only contains values from steels
with 4.42 at. % C (1wt%). The results for those families will be compared
individually, trying to identify in which ranges the model work better.
3. Experimental
In order to validate the model with data that not been used to build
the model, single hit compression tests have been performed in two
commercial steels: Sidenor SCM40, Ovako 477L and in a low carbon
high silicon modeled steel, named from now on as 02C3Si. These tests
are performed in a Bahr 805D high-resolution dilatometer equipped
with a deformation module consisting of silicon nitride punchers sepa-
rated from the sample bymolybdenum films in order to reduce friction.
The temperature is controlled by type K thermocouple welded to the
center of the sample and temperature can be decreased or increased
by blowing Helium or by using an induction heating coil, respectively.
The changes in length of the sample can be tracked by the dilatometer
to study phase transformation occurring during the thermal or
thermomechanical treatments. Samples are 10 mm long cylinders,
with a radius of 5 mm.
Steels are heated up to the austenitization temperature, Tγ, always
higher than the corresponding Ac3 temperature of the steel. Tγ is held
for a period of time tγ and, after that, steels are cooled down to different
Tdef, at which compression is applied at 0.04 s−1 up a strain high enough
to plastically deform the samples. It must be made sure that no phase
transformation occurs during cooling from Tγ to Tdef by checking that
there is no deviation from the linearity during the mentioned step. Be-
fore and after the compression takes place, the temperature is held for
short periods of time (10–15 s) tomake sure that the temperature is ho-
mogeneous along the sample (in the case of thefirst holding) or that the
elastic recovery has taken place (in the case of the second holding). The
values of the variables used for each single hit compression test depend-
ing on the steel can be found in Table 3.
4. Prediction of yield strength
4.1. Previous models in the literature
The yield strength can be approximated by the Hall-Petch relation-
ship [27] as described below:
σY ¼ σ0 þ k  D−1=2 ð1Þ
where k · D−0.5 is the grain boundaries stregthening, k is the Hall-Petch
hardening parameter and D is the austenite grain size. The term σ0
markedly depends on the temperature, composition, strain and strain
rate [28]. All the strengthening contributions to the yield strength,
with the exception of the grain size strengthening, i.e. solid solution
strengthening, work hardening, strengthening due to Peierls friction
(stress required to move a dislocation within a plane of atoms in thedeviation (SD). Tdef and ε stand for the deformation temperature and strain rate, respec-
s in brackets.












































Fig. 1. Histograms of a–j) chemical steel compositions, k) deformation temperatures and l) strain rates corresponding to the σY database used in this work, where the limits, means and
standard values of all parameters can be found in Table 1. The approximate equivalence in wt% of the bar with the highest relative frequency can be found on top of the given bar.
Fig. 2. Sketch of the single hit compression tests performed to further validate the model,
whereHR is the heating rate up to the austenitization temperature, Tγ, and CR1 and CR2 are
the cooling rates selected for the corresponding steps. tγ, t1 and t2 stand for austenitization
time, and time before and after the compression takes place, respectively.
4 A. Eres-Castellanos et al. / Materials and Design 188 (2020) 108435unit cell) or precipitate strengthening, must be contained in σ0 [29].
However, if samples have not been previously plastically deformed,
the work hardening effect is considered negligible. Additionally, under
the assumption of no precipitates in the microstructure, the σY expres-
sion can be simplified as [14]:
σY ¼ σPF þ σSS þ k  D−1=2 ð2Þ
where σPF and σSS are the strengthening due to Peierls friction and solid
solution, respectively. For a given temperature, while σPF is assumed to
be a constant, σSS has been traditionally expressed as the linear combi-
nation of the solute content (Xi) and their corresponding coefficients
(Bi), i.e. σSS ¼
Pn
i¼1 BiXi.
Irvine, using this formulation, derived a regression formula to obtain
the yield strength in austenitic stainless steels at room temperature
(σYref) [14]:
σYref ¼ 63:1þ 493WN þ 354WC þ 20:8WSi þ 3:70WCr þ 14:5WMo
þ18:5WV þ 4:5WW þ 40:0WNb þ 26:2WTi þ 12:6WAl
þ2:46δþ k  D−1=2
ð3Þ
whereWi denotes theweight percent of the element i and δ is the ferrite
volume percentage. The ferrite volume percentage was added by Irvine
as the expression was specific for austenitic steels, in which some small
fractions of ferrite may be present. It has been proved that the yield
strength increases because of the presence of second phases at any
given strain, linearly related to the volume fraction of those phases
Table 2
Composition (in at. %), deformation temperature (Tdef) and strain rate ( ε ) ranges of the different families that the data have been classified into. The corresponding equivalence inwt% is in
brackets.

















































































Tdef (°C) 900–1100 500–850 275–520 200–350
ε (s−1) 0.01–11 0.02–0.88 0.003–0.5 0.003–0.003
σY (MPa) 7–66 68–135 105–215 275–298
Number of measurements 600 100 141 4
5A. Eres-Castellanos et al. / Materials and Design 188 (2020) 108435[14]. Note that these volume fractions are always low and the main
phase is in all cases austenite. Moreover, although the austenite yield
strength depends on composition, the effect of the ferrite into the
total yield strength is non-compositional dependent, lacking the effect
of alloying elements in the ferrite. For the sake of clarity, all stress
units in this work will be MPa.
Irvine's relation has been tested in the literature for some chemical
compositions and conditions, e.g. it was concluded that the model
could not successfully predict the yield strength for some austenitic
TWIP steels [15,30], whose chemical composition is different to the
ones contained in Irvine's database. Van Bohemen attributed the differ-
ence to the fact that Irvine had used data from steels which were rather
low in C (0.28–0.46 at. % (0.06–0.1 wt%)), whereas they were high in Ni
and Cr [15]. For that reason, while the contributions of C, Si, Cr and Al
seem to have been overestimated, the significance of the Peierls friction
strengthening seems to be much higher than expected by Irvine
[15,30,31]. Thus, van Bohemen proposed a new expression (Eq. (4)),
which is consistent with his results of austenitic TWIP steels. Note that
he omitted N and δ as it was not included in their database [15].
σYref ¼ 87:8þ 354WC þ 15:1WSi þ 2:5WCr þ 14:5WMo þ 18:5WV
þ4:5WW þ 40:0WNb þ 26:2WTi þ 5:4WAl þ k  D−1=2 ð4Þ
Young et al. [17] developed an expression (Eq. (5)) that also takes
into account the temperature effect on the austenite yield strength, as-
suming no ferrite present. This expression is composed of the product of
two terms. The former one is a summation in the form of Irvine's [14],
which shares most of its coefficients, although k · D−1/2, WNb, WV ,Table 3
Values of the single hit compression tests parameters found in Fig. 2.
Steel HR (°C/s) Tγ (°C) tγ (s) CR1 (°C/s) Tdef (°C) CR2 (°C/s)
Sidenor SCM40 5 990 240 15 520 25
400
300
02C2Si 5 900 240 30 530 25
410
Ovako 477L 5 965 240 20 510 25
390
340WTi,WW andWAl have been omitted. The second term, f(Tdef), accounts
for the variability of σY with temperature:
σY ¼ 67:8þ 493WN þ 354WC þ 20:8WSi þ 3:70WCr þ 14:5WMoð Þ
 1−0:26  10−2Tr þ 0:47  10−5Tr2−0:326  10−8Tr3
 
ð5Þ
where Tr is the temperature increasewith respect to room temperature,
Troom, (Tr= Tdef− Troom, Tdef is the deformation temperature). Such ex-
pression has been widely used by some other authors, especially when
assessing the yield strength for the design of bainitic microstructures
[32–35].
Azuma et al. [16] modified Young et al.'s equation to include the ef-
fect of manganese on the yield strength, according to Irvine [14], which
reads as follows:
σY ¼ 55:4þ 493WN þ 354WC þ 20:8WSi þ 3:70WCr þ 14:5WMo þ 10:0WMnð Þ
× 1−0:26  10−2Tr þ 0:47  10−5Tr2−0:326  10−8Tr3
 
ð6Þ
However, Bhadeshia later pointed out that Azuma's equation had
been stated incorrectly [36].
In addition to the previously described modification of Irvine's ex-
pression, van Bohemen also proposed a new formulation for the tem-
perature dependency, also using a polynomial function, f(Tdef) [15]:
σY ¼ ð87:8þ 354WC þ 15:1WSi þ 2:5WCr þ 14:5WMo þ 18:5WV
þ4:5WW þ 40:0WNb þ 26:2WTi þ 5:4WAl þ k  D−0:5Þ
1−0:22  10−2Tr þ 0:42  10−5Tr2−0:3  10−8Tr3
 
ð7Þ
In order to simplify comparison between the proposed models, the
different coefficients used by all these authors can be found in Table 4.
The formulas have the form of: σY ¼ ðσPF þ
Pn
i¼1 BiWi þ Cδδþ CHP  k 
D−0:5Þ  fðTrÞ, where Cδ is the strengthening coefficient due to the pres-
ence of small amounts of ferrite (MPa‧%−1), which only Irvine incorpo-
rated to his expression, and CHP is a binary constant that allows to see
whether the grain boundary strengthening has been included. The rest
of the parameters have been previously described in the main text.
Table 4





Young et al. [10]
Eq. (5)




σPF 63.1 87.8 67.8 55.4 87.8
BC 354 354 354 354 354
BN 493 0 493 493
BSi 20.8 15.1 20.8 20.8 15.1
BCr 3.7 2.5 3.7 3.7 2.5
BMo 14.5 14.5 14.5 14.5 14.5
BMn 10
BV 18.5 18.5 18.5
BW 4.5 4.5 4.5
BNb 40 40 40
BTi 26.2 26.2 26.2
BAl 12.6 5.4 5.4
Cδ 2.46
CHP 1 1
f(Tr) 1 1 1 1 1
−0.26‧10−2‧Tr −0.26‧10−2‧Tr −0.22‧10−2‧Tr
+0.47‧10−5 ‧Tr2 +0.47‧10−5 ‧Tr2 +0.42‧10−5 ‧Tr2
−0.326‧10−8 ‧Tr3 −0.326‧10−8 ‧Tr3 −0.3‧10−8 ‧Tr3
6 A. Eres-Castellanos et al. / Materials and Design 188 (2020) 108435Because the Young et al.'smodel (Eq. (5)) has been extensively used,
and because the van Bohemen's model (Eq. (7)) is one of themost com-
plete up to date and also includes most of the elements that can be
found in the database considered for this work, both models have
been used to test their performance. The model by Irvine is excluded
from this comparison since it does not asses the effect of temperature
on yield strength.
The evolution of f(Tdef) with temperature for both models can be
seen in Fig. 3a, where it is clear that both curves have similar trends, al-
though they are shifted vertically with respect to the other. It is impor-
tant to remark that both Young et al. and van Bohemenmodels are only
valid for temperatures lower than approximately 960 and 1000 °C, re-
spectively, as the function that governs the effect of temperature be-
comes negative for higher temperature values.
Results of these models and the subsequently proposed ones that
will be tested in this work will be presented in two different ways:






ðYi−bYiÞ2 , where n is the number ofFig. 3. a) Evolution of the temperature-dependent function, f(Tdef), used by the models deve
dependent functions, fðTdef ; ε Þ, implemented in the model expressed in Eqs. (15) and (16).measurements and Yi and bYi are the experimental and predicted values,





jYi− bYij=Yi) and b) results for
the families described in Table 2 in terms of R2, MSE and RE.
Neither Young et al.'s nor van Bohemen's models could be evaluated
with the data from our database as both models consider neither Mn
nor Ni and there are no steels lacking of both elements at the same time
in the database. Therefore, the contribution of the elements that were
not considered by those models has been fitted in this work, minimizing
the RE by using the optimization toolbox implemented in MatLab®,
which used the Nelder-Mead method [37], suitable for multidimensional
space minimizations. The Nelder-Mead method uses the simplex search
method to find iteratively minimum values until the error tolerance is
reached. Only yield strengths obtained at temperatures higher than 960
and 1000 °C have been used for the optimization of the parameters de-
scribing the modified Young et al.'s and van Bohemen's models, respec-
tively, as the function that describes the evolution of yield strength with
temperature in the original models becomes negative for higher temper-
atures. Eqs. (8) and (9) are themodifiedYoung et al.'s and vanBohemen's,loped by Young et al. and van Bohemen; b) evolution of the temperature and strain rate
Fig. 4. a–b) Calculated vs. experimental yield strength calculated according tomodified Young et al.'s model (Eq. (8)); andmodified van Bohemen'smodel (Eq. (9)). The data corresponds
to the whole database and the horizontal lines represent their Experimental Standard Errors. To make the plot clearer, the whole dataset has not been plotted. Instead, the data of steels
whose composition is extremely close (close enough not to obtain significant variations of yield strength according to the model) have been averaged, with the horizontal lines
representing the confidence interval (Standard Error of the experimental data). The obtained correlation R2, MSE and RE are on the bottom part of the figure. The data belonging to
each of the families described in Table 2 are circled by a grey dashed line, and the family ID is by each circle. c–d) MSE and RE obtained by the modified Young et al.'s and the modified
van Bohemen's models. Errors have been calculated family by family, where the family ID is in accordance with Table 2.
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σY ¼ ð67:8þ 493WN þ 354WC þ 20:8WSi þ 3:70WCr þ 14:5WMo
þ 1:9WMn þ 0:2WNi þ 0:1WV þ 0:4WAl þ 0:4WCu þ 0:2WTiÞ
 1−0:26  10−2Tr þ 0:47  10−5Tr2−0:326  10−8Tr3
 
ð8Þ
σY ¼ ð87:8þ 354WC þ 15:1WSi þ 2:5WCr þ 14:5WMo þ 18:5WV
þ 4:5WW þ 40:0WNb þ 26:2WTi þ 5:4WAl þ 8:1WMn
þ 0:2WNi þ 12:8WCuÞ
 1−2:2  10−3Tr þ 4:2  10−6Tr2−3:0  10−9Tr3
 
ð9Þ
These modifications have been tested with our database, finding a
good but insufficient agreement, as seen in Fig. 4a and b, since the rela-
tive errors are always higher than 25%. Also, it is important to remark, as
alreadymentioned, that there have been some data (high temperature)
that have been removed from the database as the predictions at such
temperatures are always negative. To make the plot clearer, the whole
dataset has not been plotted. Instead, the data of steels whose composi-
tion is extremely close (close enough not to obtain significant variations
of yield strength according to the model) have been averaged, with the
horizontal lines representing the confidence interval (Experimental
Standard Error).Fig. 4c and d shows the MSE and RE of the modified Young and
Bohemen models by families, and it can be concluded that, while for
families 2 and 3 (intermediate and low Tdef, respectively) the best pre-
dictions are given by the modified van Bohemen's equation, the modi-
fied Young's equation only seems to be accurate for family 3 (low Tdef
and carbon content between 1.36 and 2.21 at. %). Bothmodifiedmodels
fail for the rest of the families.
Although the effect of temperature on the yield strength has been
assessed by the previous authors by simple polynomic approaches,
there have been many models describing the flow behavior in metallic
materials. Two of the most used models to predict flow behavior were
proposed by Johnson and Cook (JC) [38,39] and Zerilli-Armstrong (ZA)
[40], which can be found in Eqs. (10) and (11), respectively.
σ ¼ σYref þ B  εb
 








σ ¼ σYref þ B  εb
 
 exp −A1  TK þ A2  Tr  ln εð Þð Þ ð11Þ
where ε is the plastic strain, ε0 is the reference strain rate, Tm is the steel
melting temperature and B, b, C, m, A1 and A2 are constants. The JCmodel
is purely phenomenological and it requires a low amount ofmaterial con-
stants, which dramatically simplifies the analysis. The JC model has
8 A. Eres-Castellanos et al. / Materials and Design 188 (2020) 108435successfully been applied for various materials, including steel [41], for
different ranges of temperature and strain rates [42–44], although it
was initially proposed as a model to predict the flow stress behavior for
metals subjected to large strains, high strain rates and high temperatures.
However, in some other cases, it has been proven not to be accurate
[41,45–48] or only be valid in a narrow domain near the reference strain
rate, which is fixed in the parameters fitting [46].
Samantaray et al. [45] claimed that the JCmodel is inadequate to de-
scribe their steels' flow behavior as it does not incorporate the coupled
effects of strain-temperature and strain rate-temperature, i.e. there are
no terms where the effects of the strain or of the strain rate depend on
the effect of the temperature, or vice versa [49]. In order to consider
those effects, several modifications have been proposed [50–54], al-
though such models have been usually tested with small datasets with
limited compositional ranges and will not be described in this work.
On the other hand, the ZA model, widely used for bcc and fcc mate-
rials, does take into account coupled effects of strain-temperature and
strain rate-temperature on the flow behavior. However, it is expected
to apply for very high strain rates and relatively low temperatures
(lower than half the correspondent melting temperature) [40].
Based on ZA, several modified models have been proposed
[45,55–57]. For fcc materials, the original model and most of its modifi-
cations assume that the yield strength (σY) varies with neither temper-
ature nor strain rate, as the only part of the equation that does not
depend on the strain is a constant. However, several studies have
proven the dependence of σY on both the temperature and the strain
rate [58–60]. There are somemodifications of the ZAmodel that include
the effect of both the temperature and the strain rate on the σY [45,57],
among them the model proposed by Samantaray et al. (Modified ZA,
MZA) [45]:
σ ¼ σYref þ B  εb
 





where C3, C4, C5 and C6 are constantswhose notation has been inherited
from the original sources. This model also considers the previously
mentioned coupled effects in both the yield strength and the whole
flow behavior, which makes its accuracy higher compared to the JC
and ZA models [41,45–48]. Additionally, the MZA model is suitable for
all ranges of strain rates and temperatures [45,46,48,61–64] provided
that the influence of dynamic recovery and dynamic recrystallization
is low or negligible [46], although it does not correctly depict flow be-
havior at high strain levels [65].
4.2. Building the model
In the present study, a similar formulation to Irvine's [14] has been
taken. No work hardening term has been included as all steels had not
been previously strained, neither the precipitation term has been con-
sidered as it depends on many (not reported) parameters, i.e. presence
of primary precipitates, austenitization temperature and cooling rate to
deformation temperature, and therefore the prediction of what type of
precipitates are in the microstructure (if present) and in which amount
would be speculative and misleading.
For the purpose of calculatingσY for a given Tdef, εand chemical com-
position, the reference yield strength must be multiplied by a function
of Tdef and ε, fðTdef ; ε Þ, in the following way:
σY ¼ σYref  f Tdef ; εð Þ ð13Þ
where σYref represents the yield strength at Troom and under ε0. Note
that, as concluded by Schwer [66], the constitutive model parameters
should be calibrated to the quasi-static strain rate in order to obtain
good results. For that reason, ε0 has been taken as 0.001 s−1 in this
study. For the sake of clarity, note that the functions f(Tdef) of Eqs. (5),(6) and (7) and fðTdef ; ε Þ of Eq. (13) have different expressions but
have the same notation since they represent the dependence of yield
strength not related to composition.
Given that the information about prior austenite grain size is limited
and incomplete, not allowing to perform a full analysis of the effect of
such parameter, in the present model it will be assumed that the grain
size strengthening could take values correspondent to typical austenite
grain sizes (D) (10–200 μm) [67–69]. Therefore, the grain strengthening
term in σYref will be formed by the mean of such strengthening values
and its confidence interval, which equals the correspondent absolute er-
rors of the strengthening obtained for both limits. Such strengthening
values have been calculated according to the Hall-Petch relationship
previously mentioned in Eq. (1), where k has been taken as
274MPa μm1/2, as reported by Rajasekhara et al. [70] and in good agree-
ment with the value reported by Matsuoka et al. [67]. Thus, the grain
size strengthening at room temperature and at the reference strain
rate will be assumed to be 53 (±34) MPa:
σY ¼ σYref  f Tdef ; εð Þ ¼ σPF þ σSS þ 53 34ð Þð Þ  f Tdef ; εð Þ ð14Þ
Bear in mind that the confidence interval associated with the grain
boundaries strengthening, εHP, also depends on temperature and strain
rate and it has been assumed that this dependence is similar to the de-
pendence of σPF + σSS.
The termσSS is equal to the summation of the product of the n solute
contents in at.% (Xi) and their corresponding solid solution coefficients
(Bi):
σY ¼ σPF þ
Xn
i¼1
BiXi þ 53 34ð Þ
 !
 f Tdef ; εð Þ ð15Þ
Note that the solute contents are expressed in at. % as the solid solu-
tion strengthening depends on the number of atoms that are present in
a cell structure rather than their weight.
To consider the effect of temperature and strain rate, fðTdef ; εÞ, based
on the literature review shown in the previous subchapter, we have
considered taking a similar formulation to the one of the JC and MZA
models, with the intention of testing their capabilities at extending
their use in wider compositional, temperature and strain rate ranges.
Consequently, considering JC andMZAexpressions,σY ¼ σYref  fðTdef ; 
εÞ can be rewritten as:













where Tm has been taken as 1473 °C and where the term B · εb in
Eqs. (10) and (11) has been removed since no plastic regime is analyzed
here. It is noteworthy to say that both expressions share the same σYref
as the yield strength at the reference state must be identical regardless
the chosen expression.
The model parameters have been fitted by using the Nelder-Mead
method until the relative error was minimal. The two obtained σY ex-
pressions that have been proposed for the current work are:
σY−1 ¼ ð52:3þ 47:0XC þ 31:3XSi þ 1:0XMn þ 1:0XCr þ 31:3XMo
þ 1:3XNi þ 10:7XV þ 3:8XAl þ 16:8XCu þ 15:2XTi








Fig. 5. a–b) Experimental vs. calculated σY calculated according to Eqs. (18) and (19). To make the plot clearer, the whole dataset has not been plotted. Instead, the data of steels whose
composition is extremely close (close enough not to obtain significant variations of yield strength according to the model) has been averaged, with the horizontal lines representing the
confidence interval (Experimental Standard Error). The color of each point represents εHP. The obtained correlation R2,MSE and RE are on the bottom part of the figure. The data belonging
to each of the families described in Table 2 are circled by a grey dashed line, and the family ID is by each circle. c–d)MSE and RE obtained by proposedmodel in Eqs. (18) and (19). The data
correspond to the whole database. Errors have been calculated family by family, where the family ID is in accordance with Table 2.
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þ 2:3XNi þ 12:3XV þ 6:5XAl þ 19:1XCu þ 17:4XTi
þ 53 34ð ÞÞ







The temperature and strain rate dependency of the model can be
found in Fig. 3b. As can be observed, themodel mainly depends on tem-
perature, although some variationswith strain rate can be foundmainly
for Eq. (19). It is important tomention that, for Eq. (19), the effect of the
strain rate is reversed for temperatures higher than ~500 °C. Whereas
yield strengths increase with strain rate for the lower temperatures,
they decrease with strain rate for the highest temperatures. Similar ef-
fects have been observed in austenitic stainless steels for similar tem-
peratures in previous works [71–73].
4.3. Validation of the model
The σY calculated by using Eqs. (18) and (19) is in good agreement
with the experimental data, as can be observed in Fig. 5a and b. As in
the previous occasion, and for the sake of clarity, in the same figure, the
whole dataset has not been plotted. Instead, the data of steels whose
composition is extremely close (close enough not to obtain significant
variations of yield strength according to the model) has been averaged,
with the horizontal lines representing the confidence interval (StandardError of the experimental data). High correlations, i.e. R2 = 0.94, have
been obtained in both cases. Although these correlations are only slightly
higher than the ones obtained for the modified versions of Young et al.
and van Bohemen (Eqs. (8) and (9)), there are two reason why it can
be assumed that amuch better fitting has been achieved by the proposed
model: a) while theMSE are approximately half the ones obtained by ap-
plying Eqs. (8) and (9); the RE is one order of magnitude lower than the
ones obtained by applying such equations; and b) Eqs. (8) and (9) do not
apply for Tdef higher than 960 and 1000 °C, respectively, whereas
Eqs. (18) and (19) are valid for any Tdef up to 1100 °C.
When analyzing by families, see Fig. 5c and d, although the RE are
slightly higher for families 2 and 3 than they were for the modified
van Bohemen's model, it can be observed that the errors of both
Eqs. (18) and (19) are more constant regardless the family that is ana-
lyzed, which indicates that themodel does not depend on the composi-
tional range as much as the modified versions of the former models.5. Results and discussion
5.1. Model predictive capability
As has been previously discussed, the validity of previous models
has been proved to be limited, because they were fitted with small
datasets and they can then not be generalized to independent
datasets. For that reason, in order to compare the capability of
Eqs. (16) and (17) to generalize to unseen data, the uncertainty of
the estimations given by both equations has been calculated
Fig. 7. Solid solution strengthening coefficients of the proposedmodel (Bi) and the former





Þ, extracted fromPearson [81] and Irvine [14]. Thewhite and red symbols
correspond to the red axes, whereas the black squares correspond to the black axes. The
red and black lines are the lines describing the linear regression of the corresponding data.
Fig. 6. Relative change in each of the parameter fitted during the K-Fold Cross-Validation
method. PN is the value of the corresponding parameter obtained for the Nth iteration,
where the iteration number is defined by the dot color. P is the value of the
corresponding parameter shown in Eqs. (18) and (19) and obtained by fitting the whole
dataset.
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Appendix A for further explanation of the method. In this work, K
has been set as ten, as recommended by Kohavi [75].
Fig. 6 shows the relative change (PN− P)/ P, where PN is the value of
the corresponding parameter obtained for the Nth iteration and P is the
value of the corresponding parameter shown in Eqs. (18) and (19) and
obtained by fitting the whole dataset for each of the parameters fitted
during the K iterations. It can be seen that some of the parameters dou-
ble their value for some iterationswith respect to the values obtained by
fitting the whole database, whereas some of them always keep approx-
imately the same value. It is noteworthy to say that the parameters for
which the most pronounced variability has been detected are the ones
which have low P values, such as C or BNi, whereas parameters such as
BC, which are several orders of magnitude higher keep a low relative
change. Therefore, it is possible that, even though the relative change
of those parameters is rather high, the impact in the final contribution
to yield strength is not significant.
The obtained expected prediction errors obtained for both Eqs. (16)
and (17) are 162 ± 11 and 207± 13MPa2, respectively, which indicates
that there is a high chance of obtaining accurate predictions when
predicting yield strengths for steels, temperatures or strain rates that
are not present in the database in both cases, as both errors are low. In ad-
dition, as the expected prediction error is lower for Eq. (16) than for
Eq. (17), it can be said that the JCmodel depicts the effect of temperature
and strain rate in amore accurate way than theMZAmodel, even though
the literature suggests that MZA is more accurate for any kind of strain
rate or temperature.5.2. Model physical meaning
The reference Peierls friction coefficient (σPF = 52.6 MPa) is in
agreement with previous values of the literature, as it is of the same
order of magnitude than the values obtained by Irvine (63.1 MPa)
[14], Young et al. (67.8 MPa) [17] and van Bohemen (87.8 MPa) [15]
and it is also comparable to the one evaluated by Kang et al. (87 MPa)
[76].
Regarding the solid solution coefficients Bi, it is possible to study
whether they have physical meaning by studying the distortion that
their corresponding element atoms introduce in the lattice. According
to the solid solution strengthening model proposed by Labush [77],the solid solution strengthening effect in FCC alloys can be expressed as:






where τ(0 K) is the critical resolved shear stress for dislocation slip at
0 K, G is the shear modulus, ηloc′ is the local shear modulus misfit, εloc
is the local atomic size misfit, i.e. local lattice distortion, and α is a con-
stant. However, α2εloc2 has been found to be much higher than ηloc′2,
whichmeans that themain parameter to study solid solution hardening
effect is εloc, which is proportional to the change in the lattice parameter
a with respect to composition, da/(dXi) [78,79]. Therefore, the solid so-
lution strengthening contribution of all elements must be proportional
to their atomic size misfit and, in turn, to da/(dXi):






This approach has been successful for predicting this effect in com-
positionally complex alloys [78–80].
TheBi parameters of Eqs. (6), (7), (15) and (16)have been compared
to the experimental data on the variation of cell parameter with solute
content [14,81]. Since such variation is usually reported in Ǻ at. %−1, in
order to compare the Bi of the models of Irvine, Young et al. and van
Bohemen, da/(dXi) has been converted to da/(dWi), assuming that the
system that those data have been obtained from is binary. Due to thena-
ture of the solutes, we can assume that most of their interactions are
onlywith Fe, and no crossed interactions between solute atoms are con-
sidered or relevant, then, the input from binary systems is suitable for
this calculation. The results are shown in Fig. 7,where a good correlation
is found in all cases regardless the equation, although the correlation is
higher for the model proposed in this work, suggesting that the pro-
posed model is more physically consistent.
Fig. 8. Predicted vs. experimental yield strength as a function of temperature, where the continuous line represents the predicted yield strength by Eq. (18) and the dotted lines represent
the variability of the prediction due to the variability of theHall Petch strengthening assumed in thiswork. The experimental values and their 95% confidence errors are represented by dots
and by their error bars.
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Single hit compression tests, already detailed in the Experimental
section, allowed to further validate themodel with experimental values
of yield strengths of steels that were not included in the database. Sev-
eral testswith different Tdef were carried out for each of the steels. Itwas
decided to maintain a fixed strain rate for all the steels, as the effect of
the temperature ismore evident that the effect of the strain rate, accord-
ing to the study.
After obtaining the stress-strain curves, the yield strengthwas calcu-
lated by the 0.2% rule. Considering the steels chemical compositions and
the imposed strain rate, the yield strength was calculated as a function
of temperature by Eq. (18) as has been the one that has shown the low-
est expected prediction error.
As can be seen in Fig. 8, predictions are accurate in most of the cases,
as eight out of eight experimental yield strength values are in the area
representing the yield strength prediction given by Eq. (18), validating
the model.
6. Conclusion
1. The models proposed by Young et al. and van Bohemen are not
able to predict yield strengths for temperatures above 960 and
1000 °C, respectively, and they do not take into account the ef-
fect of strain rate on the yield strength. Furthermore, they do
not give accurate predictions of the austenite yield strengths
for temperatures lower than their corresponding thresholds,
even though their coefficients have physical meaning. In addi-
tion, their errors vary markedly depending on the tested ranges
of composition and temperature. Whereas the modified Young
et al.'s model seems to only be accurate for rather high carbon
steels (1.36 and 2.21 at. % C) at low temperatures (family 3),
the modified van Bohemen's model only gives accurate predic-
tions for medium temperatures and not too high strain rates
(families 2 and 3).
2. The proposedmodel, which has been proved to be physically consis-
tent, gives much more accurate predictions of the σY, it covers a
much wider range of compositions and temperatures and, in addi-
tion, it includes the effect of the strain rate on the yield strength, pa-
rameter that had not yet been taken into account in similarmodels of
the literature.
3. The expression in which the JC model has been included,
Eq. (18), predicts the yield strength in a much more accurateway than the tested former models and the expression based
on MZA, Eq. (19), even though the literature indicates that
MZA is more accurate for any kind of strain rate or temperature.
Also, the formulation in which the JC model was included,
Eq. (16) was proved to be more generalizable than the one
which was based on MZA, Eq. (17), by using the K-Fold Cross-
Validation method. A good fitting has also been found for
Eq. (18) when validating the model with data that were not in-
cluded in the model.
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The K-Fold Cross-Validation estimator is a very common procedure in
the field of applied machine learning to evaluate the performance of
modelswhich have been fittedwith a limited dataset to generalize and ac-
curately predict independent data. Usually, this procedure is used to com-
pare two or more different models describing a given property. Once one
model is selected, it can be calibrated by using the whole dataset.
As an exemplification, the procedure to compare two different
models (f1 and f2) is subsequently described. It consists of the following
steps which have also been schematized in Fig. A1.
1. Divide the whole data sets into K randomly generated folds or
subsets.
2. Set the iteration number N as 1.Fig. A1. Scheme showing the K-Fold Cross Validation proce3. Set Fold N as testing fold, whereas the rest of the folds will be the
training folds.
4. Train the models with the (1-K) training folds, obtaining the values
of the parameters which describe both f1 and f2 for the current
step, let us call them f1−N and f2−N.
5. Test themodelswith Fold 1, and calculate theMSE of bothmodels for
the current step, i.e. MSE1-N and MSE2-N.
6. Increase N by 1 and repeat steps 3–5 until N=K.
7. When N=K, compute the expected prediction errors of f1 and f2,
MSE1 and MSE2 respectively, by averaging all MSE computed during
previous steps.
8. The best model in terms of generalization is the one which presents
the lowest expected prediction errordure. Further information can be found in Appendix A.
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