Abstract-Local operators are used to detect linear features in Landsat data for an area where such features are typically less than 1 pixel in width. A modification to existing techniques is made which gives improved results. The choice of threshold for the detector algorithm is investigated by considering line and background intensity, linewidths, and line alignment with respect to the pixel boundaries and spatial autocorrelation in the data set. It is found that results will always contain a significant amount of noise. Two postprocessing techniques are described which reduce this noise by utilizing contextual information in the data.
I. INTRODUCTION T HE TREATMENT of linear features in satellite imagery
is of interest for several applications: 1 ) the detection of geological lineaments [1] - [3] , 2) as an aid to establishing ground control points for geometric correction [4] .
3) for land use mapping. The features may form one of the required land use classes [5 ] or they may be spectrally similar to nonlinear features such as urban areas and may need to be removed from the classification [6] .
Linear feature detection may be approached either by the use of global operators [1] , [7] , [8] or by the use of local operators [9] - [12] . This paper will be concerned solely with the use of local operators on Landsat data of an area where linear features are typically narrower than the sensor resolution (79 m by 79 m for Landsat). Two existing line detector models are described in Section II, and Section III describes the results of applying these models to the test area and the development of a modified model which gives improved results. Choice of a suitable detector threshold is crucial to the detection success and this is examined analytically in Section IV by considering linewidths, line and background radiances, and line alignment with respect to the pixel boundaries. Results of this analysis indicate the need for postprocessing to improve upon the initial classification. Section V describes two postprocessing algorithms which can interpolate missing segments and remove isolated noise.
II. LINE DETECTOR MODELS
The use of local operators for line detection is described by Vanderbrug [10] and the notation he adopts is followed here. Consider the case of a dark vertical line passing through the Manuscript received September 3, 1979;  by some threshold T. A bright line on a dark background may be similarly specified.
Fourteen of the possible lines of length 3 which pass through the central pixel of an array are considered and zones A, B, and C may be specified as before (Fig. 1) . To cover all configurations a 5 by 5-pixel window is required. If the detection criteria are satisfied for any one of the 14 Results of applying the two models described in Section II are shown in Figs. 3 and 4 . The thresholds used are not strictly comparable, since T I = 2 for the nonlinear detector is equivalent to I TI = 6 for the senilinear detector. This is because, for the latter, the sum of 3 radiance values is used. These two particular results are illustrated because they are typical of those obtained by the two methods and serve to emphasize the differences between them.
The nonlinear detector (Fig. 3) did not produce very satisfactory results since it failed fully to detect even the most prominent features. For T = -1 excessive noise was obtained and for T = -3 very little was detected. The range of possible thresholds is, therefore, very narrow. This type of detector is too restrictive for the noisy data used since it requires a line to be prominent over three pixels.
The semilinear detector (Fig. 4) is must less restrictive and can detect lines even in the presence of noise. The Thames and the M4 are well detected, and sections of roads as narrow as 10 m wide are also picked out. However, it was subject to two serious disadvantages.
1) There is considerable thickening of the output lines. This was noted by Vanderbrug [jOl and is due to the fact that the central pixel of the window can be brighter than its neighbors and still be detected as a line if there is a dark line nearby.
2) The computation time was considerably slower than for the nonlinear detector. The nonlinear detector requires the central pixel to be darker than its horizontal neighbors for 7 of the 14 orientations and darker than its vertical neighbors for the remaining 7. Thus it is rarely necessary to carry out the computation for all 14 orientations and a negative decision may be reached very quickly. The semilinear detector requires all 14 orientations to be considered fully before a negative decision can be made. For these reasons a modified method was developed which combined the advantages of both methods. In addition to the semilinear requirements it was also required that A2 > B2 < C2. the computation time has been reduced by a factor of about 4 and the thickening of the output lines has been avoided. In the remainder of this paper only the modified line detector is used.
IV. THRESHOLD SELECTION It is clearly important to choose a threshold which will give a suitable balance between noise and failure to detect. Where numerical output is used the same problem exists, since to be of practical value an output level or set of levels must be chosen above which a pixel is accepted as being linear. The choice may be made empirically by testing a variety of thresholds and choosing the most appropriate result. However, this is time consuming and does not give a clear indication of the reasons for success or failure.
In the model developed here it is assumed that the features are up to 1 pixel wide and that there is a linear relationship between the percentage cover of a particular material in a pixel and observed radiance at the sensor. Given the observed radiances for 100-percent background and 100-percent line it is, therefore, possible to predict radiances which would be obtained for mixtures of the two (Fig. 6 ). In these examples the line is assumed to be a river and the background to be grass, although other materials could be used as appropriate. The distributions of radiances for 100-percent cover were obtained empirically from training areas in the data. Given the predicted radiance for a pixel containing a line of particular width and assuming for the present that the data are all at the mean value, then the threshold required to detect the line will be given by T = 3 (a -(a -bX)) T= 3 bX (1) where a is the y-axis intercept, i.e., the mean background radiance; b is the slope of the line; and X is the percentage line in the pixel. The factor of 3 is required since the sum of the three radiance values on the line is used. This model assumes that all of the line's width will be contained in a single pixel. This is rarely the case, as is illustrated in Fig. 7 , for the case where the line is 1 pixel wide. Where neighboring pixels each contain a proportion of the line the threshold will be given by
where X' is the percentage line in the pixel with the larger proportion of the line and X is the percentage line in the pixel with the smaller proportion of the line. Where the line is equally divided between two pixels detection would appear to be impossible. However, using the orientation of Fig. 1 , case 2, rather than Fig. 1 , case 1, detection becomes possible (see Fig. 7 ) with T = bX (3) where X is the percentage line in the pixel. It should be noted that this implies that the line orientation for which the maximum response is obtained is not necessarily the true orientation of the line. Hence, procedures which subsequently utilize orientation values must be interpreted with care. The results obtained from (1) and (3) may be plotted graphically (Fig. 8) as threshold against linewidth expressed as a percentage of pixel width. Expressing linewidth in this way means that for the case where the line is equally divided between two pixels only 50 percent of the total width will lie in each pixel. The equation actually plotted, therefore, becomes bW (4) where W is the linewidth as a percentage of the pixel width.
The advantage of expressing linewidth in this way is that it facilitates comparison with different sensor resolutions, e.g., a line 30 m wide would be 100 percent for the proposed Thematic Mapper resolution and, therefore, would be expected to be detected with equal success to a line 80-m wide using Landsat data. The graph emphasizes the important effect of the alignment of the line with respect to the pixel boundaries, indicated in Fig. 7 . It also shows that detection results will inevitably be noisy. For example, I TI = 15 will 
Similarly (4) becomes
Equations (5) and (6) are plotted in Fig. 9 . This graph shows that detection is unlikely to be successful except for lines close to one pixel width. As the standard deviation of the background class increases the probability of detection of a line will decrease. It is important to determine which of these two models is the more applicable ((1) and (4), or (5) and (6)). This may be established by considering the spatial autocorrelation present in the data. Low autocorrelation indicates that the data may vary rapidly in space and it would therefore be highly probable to obtain values as much as ±1 standard deviation apart within a 3 by 3 array; the second model would then be more appropriate. Conversely, high autocorrelation indicates strong homogeneity in the data and would imply that the first model could be used. Lags of 1 and 2 correspond to nearest neighbors and neighbors one step removed from a given pixel, respectively; they are, therefore, the lags of interest in the line detection model. At these lags autocorrelation is high, indicating that a model which assumes that data do not vary rapidly over a small area may be used. This is in agreement with observed results for lines of known width which are detected with a success rate corresponding quite closely to this type of model.
Using the model developed here it should be possible to predict an appropriate threshold to detect a feature of known width. Fig. 8 indicates that for the River Thames (70 percent of a pixel in width) a threshold of TI = 18 should detect it with 90-percent accuracy. This assumes a random distribution of the alignments of the river with respect to the pixel boundaries with a mean at the alignment corresponding to 75 percent in one pixel and 25 percent in its neighbor. Results are illustrated in Fig. 11 . The accuracy obtained is 87 percent which accords closely with the predicted value. The accuracy is calculated as no. of detected pixels of Thames 100 total no. of pixels of Thames i.e., the only errors considered are gaps in the detected Thames. Inclusion errors (those pixels detected as lines which are not part of the Thames) are ignored. The inclusion error rate is clearly extremely high, as this analysis predicts. This indicates that some form of postprocessing will be essential to improve the quality of the output; a conclusion also reached by Paton 
V. POSTPROCESSING
The goal of the postprocessing algorithms is to interpolate gaps m linear features and to remove isolated noisy segments by utilizing the contextual information present in the image.
The simplest approach would be to remove all connected sets of line pixels below a given size. However, this could also remove sections of correctly detected lines. It is, therefore, necessary to fill in any gaps before removing the noise. This is not an ideal situation since the presence of noise can, as will be shown, have a detrimental effect on the interpolation procedure. Two contrasting methods were developed and tested on a subset of the results.
A. Single Threshold Data from line detection at I TI = 18 were used (Fig. 12) . Various interpolation procedures have been employed in the past, normally using a tracking procedure which culminates in a search over a given area at the line end [11] , [13] , [141.
For cases where the features do not follow a simply described path the search procedure can be time consuming, since it will be proportional to the maximum length of gap allowed.
It was considered that a more efficient technique would allow access to all line end locations independently of their separation. It was, therefore, decided to store the detected lines in chain encoded form [151, as described in Fig. 13, together with a matrix of start and end locations. Experiment showed that the full chain code need not be stored explicitly and that the mean direction from start to end, plus line length, was adequate. The coded direction from start to end was used here to describe the mean direction. However, for very sinuous features, the two methods of finding the mean direction described in Fig. 13 are not necessarily equivalent. Also, where the direction at the end of a long segment varies markedly from that segment's general trend, neither method will be accurate. The length of segment over which the direction is measured must be sufficient so as not to give undue emphasis to minor fluctuations while allowing important trends to be identified. This problem is difficult to resolve in a consistent and quantitative manner.
From these data a matrix of distances between detected segments may readily be calculated. For each pair of segments there are four distances (start: start; end: end; start: end; end : start). Only the minimum of the four was retained, together with an identifying code.
Joining each segment to its nearest neighbor is the simplest possible interpolation method. However, this can lead to spurious results. Experiment with various interpolation methods indicated that the following procedure gave results closest to a human's interpretation.
1) The location matrices are ranked in descending size order.
2) The longest segment is treated first. Distances from it to all other segments are found and retained only if three requirements are met.
i) The distance is less than a given maximum. E.G. ii) The distance to a segment must be less than a given percentage of the length of that segment. This allows longer joins to be made to longer segments and isolated short segments can be by-passed.
iii) An acute angle must not be made between a segment and an interpolated line.
not accepted accepted
This ensures that the line continues in a forward direction and is not diverted by nearby noise.
3) The minimum of the accepted distances is taken and a join made between the corresponding segments.
4) The start and end locations and mean directions are altered appropriately. As segments are added two directional codes are stored corresponding to the direction of the segments at each end of the new line.
5) The procedure continues until no further joins are possible.
6) The next remaining longest segment is taken and the procedure is continued from 2).
It was found that this method was rapid and reasonably 209 L.. successful in eliminating major gaps (Fig. 14) . However, single pixels proved difficult to include in the scheme since they have no direction and under rule 2-ii) can only be joined to closely neighboring lines. Modification to overcome this did not meet with success and single pixels had to be eliminated from the procedure. Fig. 15 shows the result of subsequently removing all connected sets of less than 5 pixels in size. The fragmentary appearance of the results has been greatly reduced by using this two-stage procedure. However, the interpolation phase is complicated and does not work well in areas with considerable noise. Also, at lower thresholds the number of line segments becomes too large for efficient computer storage. For this reason a second method was developed.
B. Multithreshold
The results of detection at two thresholds are combined, in this case TI = 18 and T= 9 (Fig. 16 ). An iterative procedure is then applied, such that at each iteration a line pixel at the lower threshold is given the high threshold value if one of its eight neighbors is at the higher threshold. The procedure continues either for a set number of iterations or until no further change is possible. Remaining line pixels at the lower threshold are then deleted, thus removing any segments which do not contain a line pixel detected at the higher threshold. The procedure assumes that gaps in lines are caused by a lowering of contrast between line and background and will, therefore, be detected at a lower threshold. If the lower threshold alone was applied considerable noise would also be detected.
A method such as this may be applied in parallel unlike the essentially sequential single threshold method. Results of 11 iterations are shown in Fig. 17 . Fig. 18 shows these data with connected sets of less than 30 pixels removed. The results are similar to those obtained with the single threshold method, although some gaps persist and the remaining lines are less smooth. However, the method has the advantage of being considerably faster and simpler to implement than the single threshold method. 
VI. DISCUSSION
Results have only been presented in this paper for a single Landsat scene. Although the extension of the principles described here should apply to imagery collected at different dates and locations, and indeed to other sensor resolutions, investigation of these additional aspects is incomplete and is not presented here.
It has been shown that a detailed consideration of line detection procedure can yield useful results. Given the radiance values of ground cover types within the image data and an estimate of the width of the features to be detected, suitable threshold levels for the detector algorithm may be chosen, although the analysis indicates that noise will inevitably be introduced into the results and that some form of postprocessing will be required to overcome this. The postprocessing methods described here utilize the contextual information present in the data to interpolate missing segments of lines and to remove isolated noise. Both the success of this approach and its necessity indicate that employment of contextual information at an earlier stage in the analysis might be desirable. An algorithm which uses more than one threshold during the line detection process is currently being investigated. Such an algorithm would take a low threshold if the surrounding data consisted mainly of low radiance values, and a high threshold if the area consisted mainly of high radiance values. This would enable linear features to be detected as they pass through a variety of background cover types within a single scene; for example, urban, woodland, and grassland areas. It is hoped that this will contribute to a reduction in the amount of postprocessing required. There is considerable further scope for the use of contextual information in other areas of remote sensing data analysis (see, for example, [51, [161) as well as in line detection algorithms.
