Abstract. In [1] we defined symmetry classes, commutation symmetries and symmetry operators in the Hilbert space H of the 1D spin-1/2 Heisenberg magnetic ring with N sites and investigated them by means of tools from the representation theory of symmetric groups SN such as decompositions of ideals of the group ring C[SN ], idempotents of C[SN ], discrete Fourier transforms of SN , Littlewood-Richardson products.
Abstract. In [1] we defined symmetry classes, commutation symmetries and symmetry operators in the Hilbert space H of the 1D spin-1/2 Heisenberg magnetic ring with N sites and investigated them by means of tools from the representation theory of symmetric groups SN such as decompositions of ideals of the group ring C[SN ], idempotents of C[SN ], discrete Fourier transforms of SN , Littlewood-Richardson products.
In the present paper we consider symmetry operators a ∈ C[SN ] on H which fulfil
where a denotes the complex conjugate of a and the element a * ∈ C[SN ] of a = P p app is defined by a * = P p app −1 . Such symmetry operators are self-adjoint because of the relation au|v = u|a * v which holds true for all a ∈ C[SN ] and u, v ∈ H. They yield consequently observables of the quantum mechanical Heisenberg model. We prove the following results:
(i) Let G ⊆ SN be an arbitrary subgroup and χ be an irreducible character of G then χ := χ(id) |G| P p∈G χ(p) p is an idempotent of C[SN ] which has property (S). This leads to a big manifold of observables. In particular every commutation symmetry belonging to G yields a 1-dimensional character of G from which we can build one of the idempotents χ described here.
(ii) Let R ⊆ C[SN ] be a minimal right ideal of C [SN ] . Then the set of all generating (primitive) idempotents of R contains one and only one idempotent e which satisfies e * = e. This is a result by H. Weyl [2] for which we give a new proof.
(iii) Every idempotent e with property (S) can be decomposed into primitive idempotents e = f1 + . . . + f k which have also property (S) and satisfy fi · fj = 0 if i = j. We give a computer algorithm for the calculation of such decompositions.
In big group rings C[SN ] computer calculations are only possible by the use of a diskrete Fourier transform D :
We present two algorithms which allow the calculation of the matrix B = D λ (a * ) from a matrix A = D λ (a) of an a ∈ C[SN ] without to determine the inverse Fourier transform of A. These algorithms use as precomputed data permutation sets P λ which define bases {p · z λ |p ∈ P λ } of the minimal two-sided ideals Z λ belonging to the partitions λ ⊢ N . (z λ is the central-primitive generating idempotent of Z λ ). The sets P λ can be used for any discrete Fourier transform D.
In our investigations we use computer calculations by means of the Mathematica packages PERMS and HRing.
1. The Heisenberg model, symmetry operators, symmetry classes, commutation symmetries We summarize essential concepts of the one-dimensional (1D) spin-1/2 Heisenberg model of a magnetic ring (see e.g. [3, 4, 5] or [1] ).
We denote by N the set N := {1, . . . , N } of the integers 1, 2, . . . , N and by K b N the set of all functions σ : N → K. Definition 1.1 We assign to every function σ ∈ K b N the sequence |σ := |σ(1), σ(2), . . . , σ(N ) of its values over the set N . Then the Hilbert space of a ring model with N nodes and a spin-alphabet of K letters (see [6] ) is the set of all formal complex linear combinations
of all |σ is considered a set of linearly independent elements. We equip H with the scalar product
Obviously, H is an Hilbert space of dimension dim H = K N , in which B is an orthonormal basis.
The original 1D spin-1 2 Heisenberg ring arises for K = 2, where σ(k) = 2 represents an up spin σ(k) =↑ and σ(k) = 1 a down spin σ(k) =↓ at site k. According to [3, 4] , the Hamiltonians H F (H A ) of a 1D spin-1 2 Heisenberg ferromagnet (antiferromagnet) of N sites with periodic boundary conditions S α N +1 := S α 1 , α ∈ {+, −, z}, are defined by
where S + k , S − k and S z k are spin flip operators. Symmetry classes classes in H can be defined in analogy to the definition of symmetry classes of tensors (see [2, 7, 8, 9, 1] ). First we define symmetry operators. (i) Following [10, 11] we define the action of a permutation p ∈ S N on a basis vector |σ ∈ H by p|σ := |σ • p −1 . (ii) Every group ring element a = p a p p ∈ C[S N ] acts as so-called symmetry operator on the vectors w = σ w σ |σ ∈ H by
A symmetry operator is a linear mapping a : H → H which possesses the following properties:
and w ∈ H, where "·" denotes the multiplication a · b := p q a p b q p • q of group ring elements.
(iii) It holds au|v = u|a * v for all a ∈ C[S N ] and u, v ∈ H, where a denotes the complex conjugate of a and the element a * ∈ C[S N ] of a = p a p p is defined by a * = p a p p −1 .
Now we define symmetry classes in H.
is called the symmetry class of H defined by R.
As for tensors one can prove (see e.g. [7, Chap. V, §4] or [12, p. 115] ). A special type of symmetries are symmetries of elements u ∈ H with respect to commutations of the nodes of the ring. Definition 1.9 Let C ⊆ S N be a subgroup of S N and ǫ : C → S 1 be a homomorphism of C onto a finite subgroup in the group S 1 = {z ∈ C | |z| = 1} of complex units. We say that u ∈ H possesses the commutation symmetry (C, ǫ) if cu = ǫ(c)u for all c ∈ C. (ii) A u ∈ H has the symmetry (C, ǫ) iff ǫ * u = u.
Consequently, a commutation symmetry (C, ǫ) defines the symmetry class H R of the right ideal
Self-adjoint symmetry operators
In the present paper we are interested in symmetry operators a ∈ C[S N ] which are self-adjoint with respect to the scalar product ·, · of H. Such symmetry operators can lead to observables of the ring model. First we find
Proof. We show (ii). If au = 0 for all u ∈ H, then aw = a u = au = 0 for all w = u ∈ H, i.e. a ∈ J 0 . Further, the condition au = 0 for all u ∈ H leads to au, v = u, a * v = 0 for all u, v ∈ H. Thus we obtain a * v = 0 for all v ∈ H, i.e. a * ∈ J 0 . Finally, a combination of a, a * ∈ J 0 yields a * = a * ∈ J 0 . Now it follows from Proposition 2.1 and Lemma 2.2 Proposition 2.3 A symmetry operator a ∈ J is self-adjoint iff a * = a.
Proof. According to Proposition 2.1 a is self-adjoint iff a = a * + c with c ∈ J 0 . But since a, a * ∈ J we obtain also c = a − a * ∈ J such that c = 0.
Definition 2.4
We say that a symmetry operator a ∈ C[S N ] has property (S) if a satisfies the condition a * = a .
Every a ∈ C[S N ] with property (S) is self-adjoint. However, an arbitrary symmetry operator a = b +b ∈ C[S N ] with b ∈ J ,b ∈ J 0 has only to fulfil b * = b to be a self-adjoint operator. We investigate in our paper operators a ∈ C[S N ] which have property (S). Now we search for classes of symmetry operators which possess property (S).
For instance, one can easily check that the Young symmetrizer
does not fulfil (S).
The following theorem yields a big manifold of symmetry operators with property (S).
be a subgroup and χ be an irreducible character of G.
is an idempotent which satisfies (S), too.
Proof. The assertion follows from [12, Prop. II.
Corollary 2.7 If (G, ǫ) is a commutation symmetry, then ǫ : G → C is a 1-dimensional character of G which is irreducible. Consequently, the idempotent ǫ := Already the commutation symmetries lead to a big manifold of symmetry operators with property (S). Let us consider the S 6 . A list of all commutation symmetries belonging to subgroups of S N with N ≤ 6 is given in [12, Appendix A.1]. The S 6 possesses 55 conjugacy classes of subgroups G = {id} (solvable and non-solvable). The number of solvable subgroups G = {id} of S 6 is equal to 1428 (see [12, III.2.2] ). On all theses subgroups one can define between 1 and 8 commutation symmetries. This yields a big number of operators with property (S). However, if we use irreducible character for the construction of operators with property (S), the number of such operators becomes still bigger. Theorem 2.8 Let R ⊂ C[S N ] be a minimal right ideal with R ⊆ J 0 . ( R defines a symmetry class). Then the set of (primitive) generating idempotents of R contains one and only one idempotent f with property (S). f can be formed from an arbitrary generating idempotent e of R by f = µ e · e * , µ ∈ R .
Remark 2.9 A corresponding statement holds true for minimal left ideals L ⊂ C[S N ]. For left ideals one has to replace (6) by f = µ e * · e. Proof. Since R is minimal and R ⊆ J 0 we have R ⊆ J . Let e be a (primitive) generating idempotent of R. Obviously, h := e · e * is a group ring element with property (S). (Note that (a · b) * = b * · a * .) We show that h is essentially idempotent. Since e ∈ J there exists an u ∈ H such that eu = 0. Using the scalar product we obtain eu, eu = 0 and u, (e * · e)u = 0. Consequently, we have (e * · e)u = 0 and e * · e = 0. The relation e · e * = 0 can be proved when we start a similar consideration from e * v, e * v , where v ∈ H is an element with e * v = 0. Now we consider 0 = (e * · e)u, (e * · e)u = eu, (e · e * · e)u . This leads to e · e * · e = 0. If e is a primitive idempotent then e · x · e is proportional to e for all x ∈ C[S N ]. Since e · e * · e = 0 we obtain e · e * · e = α e with α = 0 and h · h = e · e * · e · e * = α(e · e * ) = α h. Thus h ist essentially idempotent.
Next we show that α ∈ R. From e · e * · e = α e it follows e * · e · e * = α e * . If we multiply this relation from the left by e we obtain α(e * · e) = α(e * · e) and α = α. So f := 1 α h is an idempotent which has property (S) because α ∈ R.
is a right ideal with R ′ ⊆ R. Since R ′ ∋ e · e * = 0 and R is minimal we obtain R ′ = R, i.e. f generates R.
Now we show the uniqueness of f . Assume R possesses two generating idempotents f 1 , f 2 with property (S). We denote by H R the symmetry class defined be R and by H ⊥ R the orthogonal complement of H R with respect to ·, · . Every idempotent f i satisfies f i x = x for all x ∈ H R . Since every x ∈ H R has a structure x = f i z with z ∈ H we obtain 0 = y, f i z = f i * y, z = f i y, z for all y ∈ H ⊥ R and all z ∈ H. This leads to f i y = 0 for all y ∈ H ⊥ R . We see that both idempotents f 1 and f 2 have the same effect on H R and H ⊥ R . Consequently, we have f 1 z = f 2 z for all z ∈ H, from which follows f 1 − f 2 ∈ J 0 . But since R ⊆ J , f 1 and f 2 lie in J and f 1 − f 2 = 0.
Decomposition of self-adjoint idempotents
In this section we present an algorithm for the decomposition of an idempotent e with property (S) into pairwise orthogonal, primitive idempotents f i which have property (S), too.
Theorem 3.1 Every idempotent e ∈ J with e * = e has a decomposition
into primitive idempotents f 1 , . . . f l which fulfill
Proof. The idempotent e generates a right ideal R = e · C[S N ] ⊆ J . The decomposition (7) can be constructed by the following
(ii) Determine a y 1 ∈ Y such that e · y 1 = 0. The group ring element e · y 1 generates a minimal right ideal
Determine a primitive generating idempotent h 1 of R 1 from e · y 1 .
(iv) Calculate the unique generating idempotent (7) . Obviously, the rest r 1 = e − f 1 has property (S). Further it follows e · f 1 = f 1 from R 1 ⊆ R. This leads to r 1 · f 1 = 0. Now we can carry out the calculation ∀ x, y ∈ H : 0 = x, (r 1 · f 1 )y = r 1 x, f 1 y = (f 1 · r 1 )x, y ,
which yield (f 1 · r 1 )x = 0 (for all x ∈ H) and f 1 · r 1 = 0 since f 1 , r 1 ∈ J . From f 1 · r 1 = 0 we obtain r 1 · r 1 = e · r 1 − f 1 · r 1 = r 1 − 0 = r 1 , i.e. r 1 is an idempotent with property (S). Thus the start of a second iteration of (ii), . . . , (v) with r 1 instead of e is correct. The result of this iteration are idempotents f 2 , r 2 which fulfil
Consider the symmetry classes
. We obtain R 1 ⊥ R ′ 1 from (9) and R 2 ⊆ R ′ 1 from r 1 · f 2 = f 2 . Consequently, it holds R 1 ⊥ R 2 , too. Now a calculation similar to (9) with f 2 instead of r 1 yields
Since these considerations can be carried out in all iteration steps of Algorithm 3.2 Theorem 3.1 is correct.
Use of discrete Fourier transforms
Computer calculations in big group rings C[S N ] have high costs in calculation time and memory because of the high number of permutations in S N . One has to use a discrete Fourier transform for S N to reduse these costs. (See [14] for discrete Fourier transforms of groups.) Definition 4.1 A discrete Fourier transform for S N is an isomorphism
according to Wedderburn's theorem which maps the group ring C[S N ] onto an outer direct product λ⊢N C d λ ×d λ of full matrix rings C d λ ×d λ . We denote by D λ the natural projection
The dimension d λ of the d λ × d λ -block matrices A λ can be computed from λ by means of the hook length formula (see e.g. [15, 16, 17, 18] or [12, p.38 
]).
The group ring C[S N ] decomposes into minimal two-sided ideals Z λ ,
Every Z λ is generated by a unique idempotent z λ which is centrally primitive. z λ can be calculated by means of (5) from the irreducible character χ λ belonging to λ ⊢ N . Consequently every z λ has property (S). The structure of block matrices in (10) reflects the decomposition (11) since
Elements a ∈ C[S N ] which lie in minimal left, right or two-sided ideals of C[S N ], have only one non-vanishing block matrix in (10) . In particular this holds true for all primitive idempotents. The product a · b of such an element a by another element b is in C[S N ] the product of two long sums a = p a p p, b = p b p p of length N !, however in λ⊢N C d λ ×d λ only the product of two d λ × d λ -matrices A λ · B λ which are much smaller. This leads to a considerable reduction of computation costs.
The steps (i)-(iii) of Algorithm 3.2 were taken from another ideal decomposition algorithm which we described in [12, Chap.I.2] or [13, 9] . The algorithm from [12, 13, 9] The DFT (b) is the basis of the fast Fourier transform for S N by M. Clausen and U. Baum [14] . We use (a) as discrete Fourier transform in our Mathematica package PERMS [19] .
The three DFT map permutations p ∈ S N to following types of matrices:
) D(p) integer matrix rational matrix real matrix
If we want to calculate D(a) of an a ∈ C[S N ] whose coefficients are only integers or rational numbers then (a) and (b) allow calculations not only with a certain numerical precision but with infinite precision. In Section 5 we will see that an infinite precision has not an advantage in any case. If a calculation lead to such big integers which a computer program can not completely decompose into primes than a strong growth of integers can arise and cause memory problems.
Calculation of D(a * ) from D(a)
Now we investigate the question how one can calculate the matrix
The a λ fulfil a *
Proof. (12) follows from (11) . Since z λ has property (S) and commutes with every element from C[S N ] we have furthermore a * λ = z * λ · a * = a * · z λ . Because of Proposition 5.1 we can restrict us to Problem 5.2 Determine a matrix-valued function f :
Obviously ( A second type of algorithms solving Problem 5.2 bases on the following consideration. For every Z λ the set {p · z λ | p ∈ S N } is a generating system of the vector space Z λ . We can determine a subset P λ ⊂ S N of permutations such that B λ := {p · z λ | p ∈ P λ } is a basis of Z λ . If P λ is known we can write every a ∈ Z λ in the following form
It holds true for a, α and z λ (i) Determine the coefficient matrix Φ of the equation
(ii) Calculate the inverse matrix Φ −1 .
(iii) Determine the coefficient matrix Ψ of the equation
(iv) Form the functionf
Arrange the elements of the vectors v[
It is clear that Algorithm 5.5 yields the function f searched in Problem 5.2. Note that By means of Algorithm 5.5 we calculated the functions f for all partitions λ ⊢ 5, λ ⊢ 6 and all partitions λ ⊢ 7, λ = (4 2 1), (3 2 1 2 ). The following ' give the computation time and the memory, respectively, which the algorithm needed. 'f' shows the length of the file in which the function f was stored.
For the partitions λ = (4 2 1), (3 2 1 2 ) a big memory problem arose from the use of exact integers in the calculation. It turned out, that for instance the matrix Φ for λ = (4 2 1 During the calculation of Φ −1 rational numbers are generated whose numerators and denominators are such large integers as the above determinat. The computer algebra system is no longer able to find all prime factors of these integers and to reduce the rational numbers. So the integers become longer and longer and the available memory is exceeded. We used Algorithm 5.3 for the determination of f for λ = (4 2 1), (3 2 1 2 ). The calculation had the following characteristics: ξ := ξ ← substitute x s = σ(rest of the x i ); P λ := P λ ∪ {p}; fi; od; return P λ ; end; Figure 1 . Algorithm for determining of P λ 6. Determination of the sets P λ In this section we present an algorithm which determines the sets P λ for the Algorithm 5.5 (see Figure 1) .
We can not simply consider the set {p · z λ | p ∈ S N } und determine dim Z λ = d 2 λ linearly independent vectors in this set, because this set contains N ! vectors from C[S N ] of length N !. This data set is very large.
The algorithm calculates
for permutations p ∈ S N and checks whether these matrices are linearly independent. The algorithm starts with the identity permutation p = id ∈ S N and P λ = {id}. To characterize the 1-dimensional linear space spanned by D λ (id), the algorithm uses a vector ξ = (x 1 , . . . , x d 2
7. An example We finish with an example. We consider the Young symmetrizer y t ∈ C[S 5 ] of the Young tableau t = We implemented all algorithms presented in this paper in PERMS. Mathematica notebooks of the calculation for this paper can be downloaded from [20] .
