Main result
Our main result shows that for a large class of nonlinear local mappings between Besov and Sobolev space, interpolation is an exceptional low dimensional phenomenon. We give results which are extensions of previous results by Kumlin [13] from the case of analytic mappings to Lipschitz and Hölder continuous maps (Corollaries 1 and 2), and which go back to ideas of the late B.E.J. Dahlberg [8] .
( * ) Reçu le 30/09/08, accepté le 22/06/09 (1) IT-university of Göteborg, University of Gothenburg and Chalmers University of Technology SE-412 96 Göteborg Sweden philip@ituniv.se (2) Mathematical Sciences, University of Gothenburg and Chalmers University of Technology SE-412 96 Göteborg Sweden kumlin@math.chalmers.se First an important definition in this context: In the formulation of the Main Theorem we use a notion of "a set of mappings F admitting interpolation on scales of Banach spaces" which is given by [s0,s1] and A = {A θ } θ ∈Θ =[s 0 ,s 1 ] be ordered scales of Banach spaces, i.e. A θ1 ⊂ A θ2 whenever θ 1 > θ 2 and A θ 1 ⊂ A θ 2 whenever θ 1 > θ 2 respectively. We say that a family F admits interpolation on the ordered scales (A, A ) if for every F ∈ F
3. the increasing function s F (s) = sup{t ∈ [s 0 , s 1 ] : F (u) ∈ A t all u ∈ A s } is a mapping of (s 0 , s 1 ) onto (s 0 , s 1 ).
In the following we look at scales of interpolation spaces as the scales of Banach spaces and, in particular, we consider scales of Sobolev and Besov spaces. Here and in the following we assume that 1 p 2 p are dual exponents, i.e. 1 p + 1 p = 1, and that 1 r ∞. The Besov space (we refer to section 3 for those unfamiliar with these spaces) B s,q p (Ω) will be written simply B s,q p in case Ω = R n . The same convention will be used for the Sobolev spaces H s 2 discussed below.
Notice that the space dimension n will play an important role in the results. All functions u below are defined on R n .
Definition 1.2. -A family F of mappings is said to admit interpolation on the scale of Besov spaces
3. there exists a realvalued function r = r F (s), r F (s) r, such that the the increasing function
is a mapping of (0, σ) onto (0, σ ).
In the linear case, familiar interpolation methods give r = r and with s = θσ that s = θσ for 0 < θ < 1. In case of nonlinear mappings, the -106 -interpolation may result in s T (s) < s even when σ = σ as we will see in Theorem 2.1 below. We will (as in the references above) study the case when F = {F } is a singleton set. Here F is a local mapping consisting of the composition u → f (u) with a reasonably smooth function f . If as above F admits interpolation we say, for short, that the mapping F admits interpolation. Notice that in the case of compositions, necessarily σ σ +1. Here, and in the following [x] denotes the integer part of x ∈ R. 
Then either the space dimension n n(p, β) or else f (z) = Dz for some constant D.
Notice that the result is independent of the interpolation method used. In addition p(β) = 1 + O(β) as β → 0.
In particular n(2, β) = 10 β − 1 and we get the following important special case: 
For local mappings, the Main Theorem applies to the interpolation results of Heintz and von Wahl for analytic mappings [11] , those of Peetre [18] for Lipschitz mappings and of Maligranda [16] for Hölder continuous mappings. In all cases, the Main theorem tells that for a large class of nonlinear mappings, interpolation is an exceptional, low dimensional phenomenon. We demonstrate this in two corollaries, which are consequences of the main theorem and Theorem 2.1 in section 2.
We say that the mapping H 1
where g(., .) is a locally bounded function on R 2 + , increasing in each of its arguments.
is Lipschitz continuous and that
where h(·) is a locally bounded increasing function on R + . Then either n < 10 or else f (z) = Dz for some constant D.
We may weaken the assumptions on the mapping properties of f and still get results that are consequences of the Main Theorem, as we will prove below.
is Hölder continuous of order α, 0 < α < 1 and that the mapping
where h(·) is a locally bounded increasing function on R + . Assume that µ α. Then there exists an integer n(α) such that either n < n(α) or else
In many cases, the growth condition (1.3) can be derived in low dimensions from (a possibly local version of) the inequality
The inequality (1.4) follows from the Sobolev lemma and the Gagliardo-Nirenberg inequality (see [9] , [17] , and also e.g. Hörmander [12] , Corollary 6.4.5). Conditions under which u → f (u) is bounded as a mapping between Besov spaces (or between Lizorkin-Triebel spaces) are given e.g. in Bourdaud et al. [4] (see also Kumlin [13] and Dahlberg [8] , and the references given in [4] ).
Examples of nonlinear, non-local mappings between Besov and Sobolev spaces generated by local nonlinear maps have been extensively studied in the context of initial value problems for nonlinear Klein-Gordon and Wave equations:
In the case of not necessarily small initial data, f is usually assumed to have at most polynomial growth of the form f (u) |u| ρ−1 u. In the subcritical and critical case (i.e. ρ 1 + 4 n−2 ), the solution operators are Lipschitz continuous mappings from H 1 2 to L 2 (cf. [10] , [5] and [1] ). Using constructions and ideas similar to those of Theorem 2.6 in the present paper, the authors proved in [6] that the solution operators for these nonlinear equations are not Lipschitz continuous as mappings from H 1 2 to L 2 for supercritical exponents ρ (ρ > 1 + 4 n−2 ). Related results for polynomial nonlinearities f have been obtained by Lebeau [14] , [15] .
Nonlinear maps and nonlinear interpolation
In order to prove our results for α 1 we have to introduce and use the Besov spaces B s,q p , B s ,q p and real interpolation based on Peetre's Kfunction (see [2] , [3] and [7] ), in fact mainly for p = p = 2. In general p and p are assumed to be dual exponents, 1 p + 1 p = 1, 1 p 2 and the standard inclusions (again see [3] pp. 142 and 152-153) between Besov and Sobolev spaces The following is a variation of results by Peetre [18] (for α = 1) and Maligranda [16] . 
with µ α. Here h(·) denotes a locally bounded increasing function on R + . For θ ∈ (0, 1) let s = σθ, s = σ θ and let r 1. Then the inclusion
where µ = 1 if α = 1, holds. The corollary follows as mentioned directly from Theorem 2.1 and the inclusions between Besov spaces above. Notice that in general, σ σ + 1, and scaling gives the result in this slightly more general case. The L p -version of the following result due to Kumlin [13] is the main ingredient in the proof of the Main Theorem.
Theorem 2.4 (Kumlin [13] ). -Assume that n is a positive integer and s, s 0 satisfy
3. n > 4ss −2s−2 2s −3 , and 4. there exists an integer k 2 such that n > 2s + 2 + 2 s−s +1 k−1 .
If under these assumptions f ∈ C [s ]+1 and
then f is a polynomial of degree at most min([s ], k − 1) and f (0) = 0.
Condition 4. in Theorem 2.4 is motivated by the following observation:
. Then H τ ∈ Hs 2 if and only ifs < τ + n 2 .
We refer the reader to [7] (Proposition 4.2) for the straightforward proof of this proposition.
Next we give a sketch of the proof of Theorem 2.4. For a complete proof we refer to the Appendix.
Proof. -(of Theorem 2.4): Assume that f (z) is a polynomial of degree k or higher in z. Since 4) holds fork k if it holds for k, we may assume that the coefficient of z k is nonzero, and that f (z) is of degree k. Take
which follows from 4) with a suitable choice of τ . It remains to prove that 1) through 3) imply that f is a polynomial of degree at most [s ]. We construct a function v (to use as a counterexample) as follows. Compare Dahlberg [8] .
Let y j = (10j, 0, . . . , 0) ∈ R n and let u ∈ C ∞ 0 with support in {|x| 2} and such that u(
with λ > 0 to be chosen later. We note that v ∈ C ∞ . If and our Theorem will be proved. Assumptions 1) through 3) imply that it is possible to choose {A j } and λ so that the properties (2.4) and (2.5) are satisfied. This completes the proof of Theorem 2.4.
In the proof of Theorem 2.4 above, it is easy to see what happens if we replace the H 2 -spaces by H p , H p -spaces. Using the definition of the Besov spaces in terms of moduli of continuity below (again, see [3] , [2] and section 3), the construction and the proof via the L p versions of (2.4) and (2.5) is essentially the same, although more technical (see Appendix or [13] ), as that already given of Theorem 2.4. Theorem 2.6 (Kumlin [13] ). -Assume that n is a positive integer, 1 p 2 p where 1 p + 1 p = 1, q 1 and s, s 0 satisfy
, and 4. there exists an integer k 2 such that n( 1
We are now in position to give the proof of the Main Theorem.
Proof. -Since conditions in Theorem 2.6 are all strict inequalities, it is enough to prove the result with s replaced by βs, with 0 < β 1, in 1) through 4). Take s = 1+2p p β so that s = 1+2p p , which is allowed since by assumption σ > 1+2p p . Let us now refer to Theorem 2.6 conditions 1) through 4). With our choice of s , and with φ(p) = 2(p − 1)(1 + 2p) and k = 2, by elementary computations these are satisfied if
Here 1),2) and 4) are exact reformulations of the corresponding inequalities in Theorem 2.6, while in 3) the exact expression φ(p) β − 1 p−1 has been replaced by φ 3 (p, β) = φ(p) β − 1. This more restrictive choice will simplify the computations and results below.
Notice that φ, and so φ 1 , φ 2 and φ 3 are strictly increasing functions of p. We first concentrate on the inequalities 1) through 3). Straightforward computations show that φ 1 = φ 2 = φ 3 for p = p(β), 1 < p(β) < 2 the solution of p 2 = (1 + p) 1 + β 2 Differentiating, we see that p(β) is strictly increasing, and so
We also have p(β) = 1 + O(β) as β → 0. Since φ(p) is a second order polynomial in p with zeros − 1 2 and 1, we get 
Since we have assumed that the mapping u → f (u) admits interpolation, the condition (2.6) in Theorem 2.6 is also satisfied, and the main theorem is proved.
For the convenience of the reader we will give a proof of Theorem 2.1 in next section and in that context also a very short introduction to the necessary concepts of real interpolation and Besov spaces.
Besov spaces, real interpolation and the proof of Theorem 2.1
In this section we will shortly remind of the basic definitions and properties of real interpolation and Besov spaces. The basic references are [2] , [3] and [7] , to which we refer the reader for additional information.
Let C 1 ⊂ C 0 be a Banach space couple. Then the K-functional K(t, φ; C 0 , C 1 ) is defined by
where φ ∈ C 1 and t 0. Notice that
We define C θ,q = (C 0 , C 1 ) θ,q as the completion of C 1 in the norm
By definition, the family of Besov spaces have a number of natural convexity and inclusion properties, as mentioned earlier, for which we refer the reader to the already given basic references, and in particular to [3] . In this context let us remind of the following well-known interpolation result: This is important in the proof of Theorems 2. We may now begin the proof of Theorem 2.1.
Proof. -In the following we let c denote a locally bounded function of the H 1 2 -norm of u, or a constant, where c may be different at each occurence.
By the definition and the inclusions between the Besov spaces, noting that This completes the proof of Theorem 2.1.
Before we end, let us notice that we have wasted information in a number of places in the proof of Theorem 2.1, in order to avoid technical arguments involving advanced properties of real interpolation. For a more careful and complete discussion see Maligranda [16] .
