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ABSTRACT
In this paper, a novel generic framework has been designed,
developed and validated for addressing simultaneously the
tasks of image registration, segmentation and change detec-
tion from multisensor, multiresolution, multitemporal satel-
lite image pairs. Our approach models the inter-dependencies
of variables through a higher order graph. The proposed
formulation is modular with respect to the nature of images
(various similarity metrics can be considered), the nature
of deformations (arbitrary interpolation strategies), and the
nature of segmentation likelihoods (various classification
approaches can be employed). Inference of the proposed
formulation is achieved through its mapping to an over-
parametrized pairwise graph which is then optimized using
linear programming. Experimental results and the performed
quantitative evaluation indicate the high potentials of the
developed method.
Index Terms— Multimodal, Deimos, Iris, Satellite,
Video, Classification, Deep learning, CNN
1. INTRODUCTION
Currently, there are more than forty satellites in operation of-
fering remote sensing data solutions from multiple sensors
with various spatial, spectral and temporal resolutions. By
2024, this number is expected to climb to 160, including earth
observation satellites from both private enterprises and gov-
ernments, excluding the numerous nanosatellites and cube-
sats. It is, therefore, critical to build the capacities for op-
erational exploitation of these multisensor, multiresolution,
multitemporal datasets towards adequate return on initial in-
vestments as well as efficient spatio-temporal environmental
monitoring.
Along with data handling, serving and pre-processing is-
sues, multimodal data fusion techniques hold a primary role
in information extraction and exploitation. Despite the im-
portant research effort during the last decades ( [1] and the
references therein) there are still important challenges to be
addressed. Towards this direction, the Image Analysis and
Data Fusion Committee of the IEEE Geoscience and Remote
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Sensing Society organises annual data fusion contests [2] in
order to highlight efficient approaches [3–5] and way forward.
In this paper, a novel methodology has been developed able
to ingest information from multisensor datasets of different
spatial, spectral and temporal resolutions as those of the 2016
contest.
In particular, we extended the formulation of [6, 7] by
adding another graph which is related to the segmentation
problem. The proposed formulation jointly considers data-
driven costs regarding the segmentation likelihoods (various
classification approaches can be employed e.g., [8]), regis-
tration metrics (e.g., similarity metrics) and change detection
scores. These energies are efficiently coupled with local geo-
metric constraints in the context of a higher order graph. Re-
duction methods are used to map this graph into a pairwise
one which is then optimized using efficient linear program-
ming. Promising experimental results indicating less than 2
pixels in mean displacement errors regarding the registration,
above 77% in most cases regarding the segmentation com-
pleteness and correctness rates and around or above 70% in
change detection demonstrate the high potentials of the de-
veloped method.
2. METHODOLOGY
2.1. Energy Formulation
Following the notations of [6, 7], here, we add another graph
Gseg associated with the image segmentation problem. The
first graph Greg involves nodes where the labels correspond
to deformations vectors from the registration process (map-
ping between the source and the target images), the second
Gch refers to nodes with binary labels expressing changes in
the temporal domain, while the last Gseg refers to the labels
representing the segmentation structures being present in the
image. The proposed energy function (1) consists of three
terms and couples the three different graphs to one:
Ereg,ch,seg(l
reg
p , l
ch
p , l
seg
p ) = Ech + Eseg + Ereg (1)
The labels for each node of the coupling graph will be lp =
[lchp , l
seg
p , l
reg
p ]; l
ch
p ∈ {0, 1} represent the labels for change
detection, lsegp ∈ {0, 1} are the labels for binary segmen-
tation and lregp are the registration labels (with l
reg
p ∈ ∆
where ∆ = [d1, . . . , dn] corresponds to all possible displace-
ments). Concluding the label space can be summarized as
L ∈ {0, 1} × {0, 1} ×∆.
Both the registration and change detection terms are fol-
lowing the same formulations as in [6, 7], while the goal of
segmentation is to assign the correct segmentation label to
each node of the target image. The segmentation graph, there-
fore, contains a potential term with the classification score for
each class (2) and a pairwise term (3) which penalises differ-
ent segmentation labels. Let us denote by vs,It(x) the feature
vector for the target image at every point x and by Ψlsegp (·)
the classification score for each label lsegp . η̂ is the projection
function.
Vseg(l
seg
p ) =
∫
Ω
η̂(||x− p||)Ψlsegp (vs,It(x))dx (2)
Vpq,seg(l
seg
p , l
seg
q ) = ||lsegp − lsegq || (3)
It should be noted that for simplicity, the segmentation graph
is defined only at the target image, and co-segmentation will
be achieved through the coupling of the segmentation labels
with the change detection ones.
2.2. Coupling the Energy Terms
The coupling between the three terms is performed by one po-
tential term (4) which penalises different segmentation labels
in the absence of change and reverse, between the source and
the target images for all possible displacements.
Vreg,ch,seg(l
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η̂(||x− p||)Ψlsegp (vs,Is(x+ d
lregp ))dx+ lchp
∫
Ω
η̂(||x− p||)
(Ψ(1−lsegp )(vs,Is(x+ d
lregp )))dx
(4)
Let us abuse the notation and consider a node with an in-
dex p ∈ G (we recall that the three graphs are identical) corre-
sponding to the same node throughout the three graphs (Greg ,
Gch, Gseg). Then the global energy (5) can be expressed as
follows:
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3. EXPERIMENTAL RESULTS AND EVALUATION
The evaluation of the developed framework was performed
on the ’2016 IEEE GRSS Data Fusion Contest’ dataset
which includes one Deimos-2 multispectral image acquired
in March’15 [D1], one Deimos-2 multispectral image ac-
quired in May’15 [D2] and one video sequence from the Iris
RGB sensor acquired in July’15 [V]. The two Deimos images
were radiometrically corrected and then pansharpened based
on the standard High Pass Filter method, resulting into an
overlapping image pair of approximately 12760 by 11000
pixels. The overlapping image pairs with frames from the Iris
video sequence were approximately 4720 by 2680 pixels. In
order to employ an additional image/map which could serve
as a reference/target map while contributing on the automa-
tion of the subsequent training procedure, an image mosaic
[G] as well as the corresponding map were downloaded from
Google Map APIs. All raw unregistered data as well as
several experimental results can be viewed here:
http://users.ntua.gr/karank/Demos/DemoContest16.html
Classification scores: In order to estimate the required in
(2) and (4) classification scores Ψlsegp (·) for each label lsegp
and each modality, a deep neural network classification ap-
proach was employed. Such deep learning frameworks have
reported high classification accuracy rates for a number of
cases [8–10]. Training, testing and validation polygons were
created under a semi-automated procedure and after an initial
registration of all datasets to Google’s image mosaic in or-
der to relate every pixel to a Google’s map color (i.e., terrain
class). Spectral analysis on the derived numerous polygons
and probabilities were employed (as in [9]) in order to define 8
terrain classes i.e.,: Roads, Buildings, Building Shadows, Soil,
Sea, Ship/vessels, Vegetation and Vegetation shadows. Clouds
on the Deimos March image were manually annotated, while
in the Iris video sequence/frame the class Vegetation shadows
were merged with Vegetation.
The training for the two Deimos images (D1, D2) was
performed on the large (12.760 by 11.000 pixels) overlapping
region with 8 classes (e.g., Figure 1), while for the Iris (V) 7
Fig. 1: Classification map with the dominating scores for the
Deimos-2 May’15 (D2) image.
Fig. 2: Chessboard visualization with the resulted registered
multisensor data.
classes were employed. Based on the derived polygons nu-
merous patches of size 21x21 were created by centring each
patch to annotated pixels [10]. Approximately 200.000 ran-
domly selected patches for each class were used for the satel-
lite Deimos data, while 50.000 for the Iris video frames. The
training procedure was accomplished with the use of a Convo-
lutional Neural Network (CNN) which consisted of 10 layers.
The network was made of two convolutional layers each fol-
lowed by tangent and max pooling layers, and ending to two
fully connected, a tangent and a linear layers. The model was
trained with a learning rate of 1 for 40 epochs, while every 2
epochs the learning rate was reduced at half. Regarding the
CNN architecture for the Iris video RGB frames, the overall
implementation was the same, whereas the size of each patch
was 3x21x21.
Implementation details: Regarding the employed parame-
ters, in a similar way as in [6] we used 3 image and 4 grid lev-
els. The parameter C was set to 1800. The Sum Absolute of
Differences plus Gradient Inner Products (SADG) was used
as a similarity metric. All the parameters and the weights had
been set using grid search. For the optimisation procedure,
the FastPD was employed1.
Registration results: For the validation of the registration re-
sults (Figure 2), several Ground Control Points (GCPs) were
manually collected in all resulting image pairs. In Table 1
the mean displacement errors for both axis and the distance
in pixels are presented. It should be mentioned, that the reg-
1D2-D1: w3 = 340, w4 = 30, w5 = 4.5, w6 = 7.5, V-D2: w3 = 340,
w4 = 40, w5 = 10, w6 = 14
Table 1: Quantitative evaluation for the registration results.
Fig. 3: Segmentation results after the application of the de-
veloped framework on the D1-D2 pair. Results on D2.
istration process didn’t manage to address the largest relief
displacements of the tallest buildings/skyscrapers of this part
of Vancouver and these errors hindered both the segmenta-
tion and change detection results. All other building rooftops,
roads, terrain classes were registered with a sub-pixel accu-
racy. A quantitative comparison is also provided in Table 1
(first four columns) based on [11].
Segmentation results: For the segmentation and change de-
tection results, the quantitative evaluation of the framework
was performed using the completeness, correctness and over-
all quality criteria at object level. The resulting true positives,
false negatives and false positives were calculated on the val-
idation dataset after the application of the developed frame-
work. The framework was tested for three different classes
i.e., Buildings, Ship/vessels and Vegetation. After the optimi-
sation and based on the polygon of the class Sea derived au-
tomatically from Google map all segmented as Buildings ob-
jects in the Sea were ignored and respectively all Ship/vessels
in the land, as well.
As one can observes in Figure 3, although the classifica-
tion scores (e.g., Figure 1) constrain significantly the solution,
the developed framework integrates both scores and similar-
ities ameliorating the segmentation results in several image
regions. The quantitative evaluation (Table 2) indicated that
the detection completeness rates were above 78% (apart from
the class Buildings in the D1-D2 pair) while the detection cor-
rectness rates were above 72% in all cases. The higher rates
were for the class Vegetation indicating that the NIR Deimos-
Table 2: Quantitative evaluation for the segmentation results
Fig. 4: Change Detection from multitemporal, multi-sensor between: (a) a Deimos March’15 and a Deimos May’15 (D1-D2,
left), (b) an Iris video sequence (first frame) and a Deimos May’15 (V-D2, right).
Table 3: Quantitative evaluation for the change detection.
2 band significantly contributed in class separation. Most seg-
mentation errors were due to false alarms near the port, pier
and ship wake on the sea, while Buildings and Roads were in
certain cases confused.
Change Detection results: Qualitatively, the same errors
were observed on the change detection results (Figure 4) for
both image pairs. Quantitative evaluation results (Table 3)
indicated lower completeness and correctness rates than the
segmentation task, as expected. This was mainly due to a
number of false positives in the dense urban regions were
the relief displacements were significant due to the tallest
buildings and skyscrapers.
4. CONCLUSION
A novel generic graph-based framework was developed ad-
dressing simultaneous registration, segmentation and change
detection in multisensor data of different spectral, spatial and
temporal resolutions. The quite promising experimental re-
sults indicated: (i) for the registration task a mean displace-
ment error of less than 2 pixels, (ii) for the segmentation task
in most cases completeness and correctness rates above 77%
and (iii) for the change detection around or above 70%. The
main errors derived from the important relief displacements
around the tallest buildings and from the quite similar re-
flectance spectra of the different man-made objects including
ship/vessels.
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