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MAXIMAL ABELIAN SUBGROUPS OF COMPACT SIMPLE LIE
GROUPS
JUN YU
Abstract. We classify abelian subgroups of the automorphism group of any
compact simple Lie algebra whose centralizer has the same dimension as the
dimension of the subgroup. This leads to a classification of the maximal abelian
subgroups of compact simple groups of adjoint type and a classification of the fine
group gradings of complex simple Lie algebras.
1. Introduction
In this paper, we study abelian subgroups F of a compact simple Lie group G
satisfying the condition
(∗) dim gF0 = dimF.
Here g0 = LieG is the Lie algebra of a Lie group G and we call G a simple Lie
group if its Lie algebra g0 is a real simple Lie algebra. Since F is assumed to be
an abelian subgroup, the condition (∗) is equivalent to gF0 = LieF . In particular,
when F is a finite subgroup, the condition (∗) is equivalent to gF0 = 0.
It is clear that any maximal abelian subgroup of G satisfies the condition (∗). Let
π : G −→ Aut(g0) be the adjoint homomorphism, it is clear that F ⊂ G satisfies
the condition (∗) if and only of π(F ) ⊂ Aut(g0) satisfies the condition (∗). Then, it
is enough to consider the case of G = Aut(u0) with u0 a compact simple Lie algebra.
Maximal abelian subgroups appear in the study of group gradings of complex
simple Lie algebras (cf. [BK] and [EK]). It is known that (cf. [EK2]) there exists a
one-to-one correspondence between the conjugacy classes of maximal abelian sub-
groups consisting of semisimple elements of the automorphism group of a complex
simple Lie algebra g and the isomorphism classes of fine group gradings of g. Here,
a group grading is called fine if it can not be further refined. These two sets of
conjugacy classes also have a one-to-one correspondence with the conjugacy classes
of maximal abelian subgroups of the automorphism group of a compact real form
u0 of g (cf. [AYY]). In [HV], the so called finite root data of finite maximal abelian
subgroups of compact Lie groups was studied, which are useful for the study of
representations of Lie groups.
When u0 is a compact classical simple Lie algebra except of type D4, the automor-
phism group Aut(u0) is isomorphic to one of the following groups: PU(n)⋊〈τ0〉 (τ0 =
complex conjugation), O(n)/〈−I〉 and Sp(n)/〈−I〉. In the case of PU(n)⋊ 〈τ0〉, we
will separate the discussion of those subgroups contained in PU(n) and the discus-
sion of those subgroup not contained in it. For an abelian subgroup F ⊂ PU(n),
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we define a bi-multiplicative anti-symmetric function
m : F × F −→ U(1) = {z ∈ C : |z| = 1}.
Let kerm = {x ∈ F : m(x, y) = 1, ∀y ∈ F} be the kernel of the bi-function m.
Then m descends to a non-degenerate bi-multiplicative anti-symmetric bi-function
on F/ kerm. By decomposing (F/ kerm,m) into a direct product of cyclic-like
subgroups in a canonical way (cf. Proof of Proposition 2.1), we get some invariants
(n1, n2, . . . , ns) with ni+1|ni for any 1 ≤ s − 1 and n1n2 · · ·ns | n. We also show
that these numbers determine the conjugacy class of F if F satisfies the condition
(∗). For an abelian subgroup F of O(n)/〈−I〉 (or Sp(n)/〈−I〉 similarly), we define
a bi-multiplicative anti-symmetric function m : F × F −→ {±1}. Let kerm be
the kernel of m. Moreover we define a subgroup BF of kerm ⊂ F , which is always
a diagonalizable subgroup. Using the subgroup BF , we express F in a block-like
form (cf. Proof of Proposition 2.3). We are able to describe each block component
if F satisfies the condition (∗). Moreover, we show that, the conjugacy class of
F is determined by the conjugacy class of BF and certain combinatorial data (cf.
Propositions 2.4 and 2.8). For an abelian subgroup F of PU(n)⋊〈τ0〉 not contained
in PU(n), let HF = F ∩ PU(n). We define a bi-multiplicative anti-symmetric
function m : HF × HF −→ {±1}. Moreover we define a subgroup BF ⊂ U(n)
using kerm and an element in F − HF , which does not depend on the choice of
this element in F − HF . The subgroup BF is always a diagonalizable subgroup.
Using it F is expressed in a block-like form (cf. Proof of Proposition 2.11). We are
able to describe each block component if F satisfies the condition (∗). Moreover,
we show that, the conjugacy class of F is determined by the conjugacy class of
BF and certain combinatorial data (cf. Propositions 2.12). A technical part in
this case is, we show that F is the image of the projection of an abelian subgroup
F ′ of (U(n)/〈−I〉) ⋊ 〈τ〉, and the conjuagacy of F ′ is uniquely determined by the
conjugacy class of F . The study on F ′ is more convenient than that on F .
For an abelian subgroup F of a compact connected Lie group G, let g0 = LieG
and a0 = LieF . Let H = CG(a0) and Hs = [H,H ]. If F satisfies the condition
(∗), Lemma 3.1 indicates that a = a0⊗R C is the center of a Levi subalgebra of the
complexified simple Lie algebra g = g0 ⊗R C and F ∩ Hs ⊂ Hs also satisfies the
condition (∗).
For a compact exceptional simple Lie algebra u0, by Lemma 3.2 we can determine
the isomorphism types of the possible subgroups Hs. This reduces the classifica-
tion of abelian subgroups F of Int(u0) with a0 = LieF 6= 0 to a classification of
finite abelian subgroups of certain connected compact semisimple Lie groups of rank
smaller than rank u0 and satisfying the condition (∗). The latter can done by our
classification for finite abelian subgroups of the automorphism groups of compact
classical simple Lie algebras or compact exceptional s imple Lie algebras of lower
rank satisfying the condition (∗). To classify finite abelian subgroups F of Int(u0)
satisfying the condition (∗), we first show that any prime p diving |F | is 2, 3 or 5.
When 3 | |F | or 5 | |F |, we can classify such finite abelian subgroups quickly. Then
it remains the case of F is a 2-group. In that case, we first show that the exponent
of F is at most 4. When the exponent is 2, i.e., F is an elementary abelian 2-group,
the classification follows from results in [Yu]. When the exponent is 4, we need
some case by case work, again the most technical step follows from results in [Yu].
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For a compact exceptional simple Lie algebra u0, Aut(u0) 6= Int(u0) happens only
when u0 is of type E6. The classification of abelian subgroups of Aut(e6) satisfying
the condition (∗) and not contained in Int(e6) proceeds in a similar line as the
classification of abelian subgroups of Int(e6) satisfying the condition (∗). But it is
much more complicated and we need to do a lot of case by case work.
Recall that, the fine group gradings of a complex simple Lie algebra g were classi-
fied in the literature when g is a classical simple Lie algebra or a simple Lie algebra
of type G2 or F4 (cf. [El] and [EK] and the references therein). A classification
in the type E6 case was also announced by C. Draper and A. Viruel, but has not
appeared yet. Our method through the study of maximal abelian subgroups is very
different with the existed methods in the literature. It should shed some new light
on this subject. Moreover, the Weyl groups of these group gradings were determined
when g is a classical simple Lie algebra (cf. [EK]). In principle, we can determine
the Weyl groups of the maximal abelian subgroups of Aut(u0), or even the Weyl
groups of the abelian subgroups of Aut(u0) satisfying the condition (∗). Here we
discuss the Weyl groups only in the case of type A, we would like to discuss the
other cases either in an expanded version of this preprint or in a future publication.
Moreover, we discuss the classification of fine group gradings of real simple Lie
algebras and the classification of general group gradings of complex simple Lie
algebras. For the former, we could give a complete solution, but the details will be
left in a future publication. For the latter, we just discuss it very briefly. Recall that,
the group gradings of complex classical simple Lie algebras have been classified in
[BK]. But a complete solution for the exceptional simple Lie algebras would require
much more work.
This paper is organized as follows. In Section 2, we study abelian subgroups of
the groups PU(n) ⋊ 〈τ0〉, O(n)/〈−I〉, Sp(n)/〈−I〉, as well as some Spin groups of
rank at most 7 satisfying the condition (∗). In Section 3, we discuss some basics
about complex and compact simple Lie algebras and abelian subgroups of compact
connected Lie groups satisfying the condition (∗), as well as our main method for
the classification of abelian subgroups of Aut(u0) satisfying the condition (∗) for
compact exceptional simple Lie algebras u0. In Sections 4-8, we do the classification
in the case of the type G2, F4, E6, E7 and E8 respectively. In Section 9, we discuss
the case of type D4. We have determined the Weyl groups for most of these abelian
subgroups. In a latter revision of this article, we will give a better description for
each abelian subgroup appeared in this article and determine the Weyl group. In
Section 10, we discuss the fine group grading and Weyl groups, the classification of
general group gradings of complex simple Lie algebras and the classification of fine
group gradings of real simple Lie algebras.
Notation and conventions. Let Z(G) (z(g)) denote the center of a Lie group G
(Lie algebra g) and G0 denote the connected component of G containing identity
element. For Lie groups H ⊂ G (or Lie algebras h ⊂ g), let CG(H) (Cg(h)) denote
the centralizer of H in G (h in g) and let NG(H) (Cg(h)) denote the normalizer of
H in G (h in g). For an element x in G (or an automorphism of G), we also write
Gx for the centralizer of x in G, so Gx = CG(x) when x is an element of G.
For any two elements x, y ∈ G, the notation x ∼ y means x, y are conjugate in
G, i.e., y = gxg−1 for some g ∈ G; and for a subgroup H ⊂ G, the notation x ∼H y
means y = gxg−1 for some g ∈ H . For two subsets X1, X2 ⊂ G, the notation
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X1 ∼ X2 means X2 = gX1g−1 for some g ∈ G; and for a subgroup H ⊂ G, the
notation X1 ∼H X2 means X2 = gX1g−1 for some g ∈ H .
For a quotient group G = H/N , let [x] = xN (x ∈ H) denote a coset.
All adjoint homomorphisms in this paper are denoted as π. This causes no ambi-
guity, as the reader can understand it is the adjoint homomorphism for which group
everywhere π appears in this paper.
For a compact semisimple Lie algebra u0, let Aut(u0) be the group of automor-
phisms of u0 and let Int(u0) = Aut(u0)0. The elements in Int(u0) are called inner
automorphisms of u0 and the elements in Aut(u0) − Int(u0) are called outer auto-
morphisms of u0.
We denote by e6 the compact simple Lie algebra of type E6. Let E6 be the
connected and simply connected Lie group with Lie algebra e6. Let e6(C) and E6(C)
denote their complexifications. Similar notations will be used for other types. In
the case of G = E6 or E7, let c denote a non-trivial element in Z(G). In the case of
u0 = e7, let
H ′0 =
H ′2 +H
′
5 +H
′
7
2
∈ ie7 ⊂ e7(C)
(cf. [HY] Section 2).
Let V = Rn be an Euclidean linear space of dimension n with an orthogonal basis
{e1, e2, . . . , en} and Pin(n) (Spin(n)) be the Pin (Spin) group of degree n associated
to V . Write
c = e1e2 · · · en ∈ Pin(n).
Then c is in Spin(n) if and only if n is even, in this case c ∈ Z(Spin(n)). If n is odd,
then Spin(n) has a Spinor module M of dimension 2
n−1
2 . If n is even, then Spin(n)
has two Spinor modules M+, M− of dimension 2
n−2
2 . We distinguish M+ and M−
by requiring that c acts on M+ and M− by scalar 1 and −1 respectively when 4|n;
and by −i and i respectively when 4|n− 2.
For a prime p, let Fp = Z/pZ be the finite field with p elements. In particualr, for
p = 2, F2 = Z/pZ is a field with 2 elements. We have an isomorphism F2 ∼= {±1}
between the additive group F2 and the multiplicative group {±1}.
Let In be the n× n identity matrix. We define the following matrices,
Ip,q =
( −Ip 0
0 Iq
)
, Jn =
(
0 In
−In 0
)
, J′n =
(
0 In
In 0
)
,
I ′p,q =


−Ip 0 0 0
0 Iq 0 0
0 0 −Ip 0
0 0 0 Iq

 ,
Jp,q =


0 Ip 0 0
−Ip 0 0 0
0 0 0 Iq
0 0 −Iq 0

 ,
Kp =


0 0 0 Ip
0 0 −Ip 0
0 Ip 0 0
−Ip 0 0 0

 .
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And we define the following groups,
Zm = {λIm|λm = 1},
Z′ = {(ǫ1, ǫ2, ǫ3, ǫ4)|ǫi = ±1, ǫ1ǫ2ǫ3ǫ4 = 1},
Γp,q,r,s = 〈


−Ip 0 0 0
0 −Iq 0 0
0 0 Ir 0
0 0 0 Is

 ,


−Ip 0 0 0
0 Iq 0 0
0 0 −Ir 0
0 0 0 Is

〉.
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2. Matrix groups
Let Mn(R), Mn(C), Mn(H) be the set of n × n matrices with entries in the field
R, C, H respectively. Let
O(n) = {X ∈ Mn(R)|XX t = I}, SO(n) = {X ∈ O(n)| detX = 1},
U(n) = {X ∈ Mn(C)|XX∗ = I}, SU(n) = {X ∈ U(n)| detX = 1},
Sp(n) = {X ∈ Mn(H)|XX∗ = I}.
Defined as sets in this way, O(n), SO(n), U(n), SU(n), Sp(n) are actually Lie
groups, i.e., groups with a smooth manifold structure. Moreover, they are compact
Lie groups, i.e., the underlying manifolds are compact. Also let
PO(n), PSO(n), PU(n), PSU(n)
be the quotients of the groups O(n), SO(n), U(n), SU(n) modulo their centers. Let
so(n) = {X ∈Mn(R)|X +X t = 0},
su(n) = {X ∈Mn(C)|X +X∗ = 0, trX = 0},
sp(n) = {X ∈Mn(H)|X +X∗ = 0},
where X t denotes the transposition of a matrix X and X∗ denotes the conjugate
transposition of X . Then so(n), su(n), sp(n) are Lie algebras of SO(n), SU(n),
Sp(n) respectively. They represent all isomorphism classes of compact classical
simple Lie algebras.
2.1. Projective unitary groups. Let G = PU(n) = U(n)/Zn, the projective
unitary group of degree n. Let F ⊂ G be an abelian subgroup. For any x, y ∈ F ,
choose A,B ∈ U(n) representing x, y. That is, we have x = [A] = AZn and
y = [B] = B Zn. Since 1 = [x, y] = [A,B] Zn, so [A,B] = λA,BI for a complex
number λA,B ∈ U(1) ⊂ C∗. It is clear that the number λA,B depends only on x, y,
rather on the choice of A and B. By this, we define a map
m : F × F −→ U(1)
by m(x, y) = λA,B.
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Since detABA−1B−1 = 1, so 1 = detABA−1B−1 = det(λA,BI) = (λA,B)n. Then
m(x, y) = λA,B = e
2kpii
n for some integer k.
Lemma 2.1. The bi-function m is anti-symmetric and bi-multiplicative. That
means, we have
m(x, x) = 1 and m(xy, z) = m(x, z)m(y, z)
for any x, y, z ∈ F .
Proof. m(x, x) = 1 is clear.
Choose A,B,C ∈ U(n) representing x, y, z. Let [A,C] = λ1I, [B,C] = λ2I for
some numbers λ1, λ2 ∈ U(1) . Then we have
[AB,C] = A[B,C]A−1[A,C] = A(λ2I)A−1(λ1I) = (λ1λ2)I.
So m(xy, z) = m(x, z)m(y, z). 
Let kerm = {x ∈ F |m(x, y) = 1, ∀y ∈ F}. It is a subgroup of F and the induced
anti-symmetric bi-multiplicative bi-function m on F/ kerm is non-degenerate.
Lemma 2.2. Let F ⊂ PU(n) be an abelian subgroup satisfying the condition (∗),
then kerm = F0.
Proof. Since m is a continuous map with finite image, so F0 ⊂ kerm.
For any x ∈ kerm, replace F by some gFg−1, g ∈ G, we may assume that
x = AZn for some
A = diag{λ1In1, λ2In2, . . . , λsIns},
where n1, . . . , ns ∈ Z, n1+· · ·+ns = n, and λ1, . . . , λs are distinct complex numbers.
Since x ∈ kerm, so F ⊂ U(n)A/Zn. From the condition dim uF0 = dimF , we get
Z(U(n)A/Zn)0 ⊂ F0. Since U(n)A = U(n1)× · · · × U(ns) and
Z(U(n)A/Zn)0 = (Zn1 × · · · × Zn2)/Zn,
so x ∈ Z(U(n)A/Zn)0 ⊂ F0. 
For a positive integer k and a (positive) multiple n of k (n = mk), let
Hk = 〈diag{Im, ωkIm, · · · , ωk−1k Im},


0 Im
0 0
. . .
...
. . .
. . . Im
Im 0 · · · 0

〉.
Proposition 2.1. For an abelian subgroup F of G satisfying the condition (∗), there
exists positive integers n1 ≥ n2 ≥ · · · ≥ ns ≥ 2 with ni+1|ni for any 1 ≤ i ≤ s − 1
and n1n2 · · ·ns|n such that F admits a decomposition F = Hn1 × · · ·Hns × T , with
T a closed connected torus of dimension m− 1, where m = n
n1n2···ns .
Moreover, the conjugacy class of F is uniquely determined by the positive integers
(n1, . . . , ns).
Proof. Prove by induction on |F/F0|. When |F/F0| = 1, that is, when F is con-
nected, it is clear that F must be a maximal torus of G, which corresponds to the
case s = 0 and m = n in the proposition.
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In general, choose x1, y1 ∈ F such that m(x1, y1) is of maximal order. Let n1 =
o(m(x1, y1)) and
F1 = {x ∈ F |m(x, x1) = m(x, y1) = 1}.
Claim 2.1. For any x, y ∈ F , m(x, y)n1 = 1.
There exists x′1 ∈ x1F0, y′1 ∈ y1F0 with o(x′1) = o(y′1) = n1, and for any of such
x′1, y
′
1, F admits a decomposition F = 〈x′1, y′1〉 × F1.
With this claim, we may assume that o(xi) = o(xiF1) = n1 (i = 1, 2) and
F = 〈x1, y1〉 × F1 for a closed subgroup F1 of F .
Without loss of generality, we may assume that [x1, y1] = (ωn1)
−1. Since o(x1) =
o(y1) = o(x1, y1) = n1, a little argument on matrices shows that (x1, y1) ∼ ([A1], [B1])
for
A1 = diag{Im1 , ωn1Im1 , . . . , ωn1−1n1 Im1}
and
B1 =


0m1 Im1 0m1 · · · 0m1
0m1 0m1 Im1 · · · 0m1
...
0m1 0m1 0m1 · · · Im1
Im1 0m1 0m1 · · · 0m1

 .
Here m1 =
n
n1
.
Then
F1 ⊂ (U(n)〈A1,B1〉)/Zn = U(m1)/Zm1
and we have |F1/(F1)0| = |F/F0|n2
1
< |F/F0|. By induction we finish the proof. We
have n2|n1 since m(x, y)n1 = 1 for any x, y ∈ F by Claim 2.1. Similarly we have
ni+1|ni for any 1 ≤ i ≤ s− 1. 
Proof of Claim 2.1. Let z = m(x1, y1). Since m is bi-multiplicative and m(x1, y1)
is of maximal order, so {m(x1, ·)} = {m(·, y1)} = 〈z〉. Then for any other x ∈ F ,
there exists integers a, b such that m(x1, x) = z
a and m(x, y1) = z
b. Then x′ =
xx−b1 y
−a
1 ∈ F1. So F = 〈x1, y1〉 · F1.
Suppose there exists x, y ∈ F such that m(x, y)n1 6= 1. Let x = xa11 yb11 x2
and y = xa21 y
b2
1 y2 for some a1, a2, b1, b2 ∈ Z and x2, y2 ∈ F1. Then m(x, y) =
m(x1, y1)
a1b2−a2b1m(x2, y2). So m(x2, y2)n1 6= 1. Let z′ = m(x2, y2). Then
m(x1x2, y
a
1y
b
2) = m(x1, y1)
am(x2, y2)
b = zaz′b.
Since z′n1 6= 1. We may choose a, b ∈ Z such that o(zaz′b) > n1, which contracts
to the assumption that m(x1, y1) is of maximal order. So m(x, y)
n1 = 1 for any
x, y ∈ F .
For any y ∈ F , we have m(xn11 , y) = m(x1, y)n1 = 1 by the first statement proved
above. Then we have xn11 ∈ kerm = F0 by Lemma 2.2. As F0 is a connected torus,
so there exists x′1 ∈ x1F0 with (x′1)n1 = 1. Similarly there exists y′1 ∈ y1F0 with
(y′1)
n1 = 1. On the other hand, n1|o(x′1) and n1|o(y′1) since m(x′1, y′1) = z has order
n1. For any of such x
′
1, y
′
1, F = 〈x′1, y′1〉 · F1 is proved above. If x′a1 y′b1 ∈ F1 for some
a, b ∈ Z, then 1 = m(x′a1 y′b1 , y′1) = za, so n1|a. Similarly n2|b. So x′a1 y′b1 = 1. Then
F = 〈x′1, y′1〉 × F1. 
An immediate corollary of Proposition 2.1 is the following.
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Corollary 2.1. For two positive integers n,m with m|n, the group SU(n)/〈ωmI〉
has an abelian subgroup satisfying condition (∗) if and only if n|mk for some k ≥ 1.
For ~a = (n1, . . . , ns), ni+1|ni (for any 1 ≤ i ≤ s−1), let V~a = Hn1 ×· · ·×Hns and
Sp(V~a) be the group of automorphisms of V~a preserving the symmetric form on it.
Proposition 2.2. Let F~a,m be the abelian subgroup in Proposition 2.1, then
W (F~a,m) = Hom(V~a,U(1)
m/Zm)⋊ (Sm × Sp(~a,F2)).
Proof. Let F = F~a,m. Since F0 is stable under the action ofW (F ) and the symplectic
form on F/F0 is also preserved, we get a homomorphism
π : W (F ) −→ Aut(F0)× Sp(~a,F2).
Consideration on eigenvalues shows Im π ⊂ Sm × Sp(~a,F2). On the other hand,
one can construct a subgroup Sm × Sp(~a,F2) ⊂ W (F ), so Im π = Sm × Sp(~a,F2).
Consider the preserving of order of elements, we get ker π = Hom(V~a,U(1)
m/Zm).
So we reach the conclusion of the Proposition. 
By Proposition 2.1, abelian subgroups of PU(n) satisfying the condition (∗) are
all maximal abelian subgroups. We will see later that abelian subgroups of other
compact simple Lie groups satisfying the condition (∗) are not necessary maximal
abelian subgroups.
2.2. Projective orthogonal and projective symplectic groups. Let G =
O(n)/〈−I〉 and π : O(n) −→ O(n)/〈−I〉 be the adjoint homomorphism. Let F ⊂ G
be an abelian subgroup. For any x, y ∈ F , choose A,B ∈ O(n) representing x, y.
Since 1 = [x, y] = π([A,B]), so [A,B] = λA,BI for some λA,B = ±1. It is clear that
λA,B depends only on x, y. We define a map
m : F × F −→ {±1}
by m(x, y) = λA,B.
Similar as Lemma 2.1, one can show thatm is an anti-symmetric bi-multiplicative
function on F . Let kerm = {x ∈ F |m(x, y) = 1, ∀y ∈ F} be the kernel of F . Since
m is a continuous map and takes values in ±1, so F0 ⊂ kerm.
Lemma 2.3. For an abelian subgroup F of O(n)/〈−I〉, if it satisfies the condition
(∗), then for any x ∈ kerm, there exists y ∈ F0 such that xy ∼ [Ip,n−p] for some
integer p.
Proof. Without loss of generality, we may assume that x = π(A) with
A = diag{−Ip, Iq, An1(θ1), . . . , Ans(θs)},
where 0 < θ1 < · · · < θs < π and p+ q + 2(n1 + · · ·+ ns) = n. Here
Ak(θ) =
(
cos(θ)Ik sin(θ)Ik
− sin(θ)Ik cos(θ)Ik
)
.
Since x ∈ kerm, so
F ⊂ O(n)A/〈−I〉 = (O(p)×O(q)×U(n1)× · · ·U(ns))/〈−I〉.
Since dim uF0 = dimF , so π(1× 1× Zn1 × · · · × Zns) = Z(O(n)A/〈−I〉)0 ⊂ F0. Let
y = π(diag{Ip, Iq, An1(−θ1), . . . , Ans(−θs)}).
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Then y ∈ F0 and xy ∼ [diag{−Ip, In−p}]. 
Let BF = {x ∈ kerm|A2 = 1, ∀A ∈ π−1(x)}. Then it is a subgroup of kerm. By
Lemma 2.3, we have kerm = BFF0.
When n is even, let H2 = 〈[In/2,n/2], [J ′n/2]〉 ⊂ O(n)/〈−I〉. Then we have
(O(n)/〈−I〉)H2 = ∆(O(n/2)/〈−I〉)×H2,
where ∆(A) = diag{A,A} ∈ O(2m) for any A ∈ O(m).
When 4 | n, let H ′2 = 〈[Jn/2], [Kn/4]〉 ⊂ O(n)/〈−I〉, where
Kn =


0 0 0 In
0 0 −In 0
0 In 0 0
−In 0 0 0

 .
Then we have
(O(n)/〈−I〉)H′2 = φ(Sp(n/4)/〈−I〉)×H ′2,
where
φ(A+ iB + jC + kD) =


A C B D
−C A D −B
−B −D A C
−D B −C A

 ∈ O(n)
for any A+ iB + jC + kD ∈ Sp(n/4).
Lemma 2.4. Let F ⊂ O(n)/〈−I〉 be an abelian subgroup satisfying the condition
(∗) and with BF = 1. Then there exists k ∈ Z≥0 such that F = (H2)k × ∆k(F ′),
where F ′ ⊂ O(n′)/〈−In′〉 and n′ = n2k = 1 or 2. Moreover we have F ′ = 1 when
n′ = 1, and F ′ = SO(2)/〈−I〉 when n′ = 2.
Proof. Since BF = 1, so we have kerm = F0. Then the induced bi-function m on
F/F0 is non-degenerate. Choose a finite subgroup F
′ ⊂ F such that F = F ′ × F0.
Then the bi-function m on F ′ is non-degenerate and we have
F0 ⊂ (O(n)π−1(F ′))/〈−I〉.
Since x2 ∈ kerm = F0 for any x ∈ F , so F ′ is an elementary abelian 2-group.
Let 2k = rankF ′ = rankF/F0. By [Yu] Proposition 2.12, we know that for a given
k, the conjugacy class of F ′ has two possibilities. More precisely, first we have
any non-trivial element of F ′ is conjugate to π(In
2
,n
2
) or π(Jn
2
). Let defeF ′ − 1 be
the difference between the number of elements of F ′ conjugate to π(In
2
,n
2
) and the
number of elements of F ′ conjugate to π(Jn
2
). Then we have defeF ′ 6= 0 and the
conjugacy class of F ′ is determined by rankF ′ and sign(defeF ′).
When sign(defeF ′) > 0, we have F ′ = (H2)k and
O(n)π
−1(F ′) = ∆k(O(n′))× π−1(F ′),
where n′ = n
2k
and ∆k = ∆ ◦ · · · ◦ ∆ (k-times). Then F0 ⊂ O(n′)/〈−I〉. Since F
satisfies the condition (∗), so F0 is a maximal torus of O(n′)/〈−I〉. Moreover, we
have n′ = 1 or 2. Since otherwise F0 has an element [A] (A ∈ O(n′)) with A 6= ±I
and A2 = I, so BF 6= 1.
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When sign(defeF ′) < 0, we have F ′ = (H2)k−1 ×H ′2 and
O(n)π
−1(F ′) = ∆k−1(Sp(n′))× π−1(F ′),
where n′ = n
2k+1
, ∆k−1 = ∆ ◦ · · · ◦ ∆ ((k − 1)-times) and Sp(n′) ⊂ O(4n′) is
an inclusion given by the map φ described ahead of this lemma. Then we have
F0 ⊂ Sp(n′)/〈−I〉. Since F satisfies the condition (∗), so F0 is a maximal torus of
Sp(n′)/〈−I〉. We must have n′ = 1. Since otherwise BF 6= 1. On the other hand,
when n′ = 1, using an element in F0 ⊂ Sp(1)/〈−1〉 conjugate to [i], we can find
another finite subgroup F ′′ of F such that F = F0 × F ′′ and defeF ′′ > 0. So we
return to the above case of sign(defeF ′) > 0. 
Proposition 2.3. Let F ⊂ O(n)/〈−I〉 be an abelian subgroup satisfying the condi-
tion (∗), then there exists k ≥ 0 and s0, s1 ≥ 0 such that we have n = 2ks0+2k+1s1,
dimF0 = s1, rank(F/ kerm) = 2k and rank(kerm/F0) ≤ max{s0 − 1, 0}.
Proof. Let 2k = rank(F/ kerm). Since BF ⊂ kerm, so we have
F ⊂ (O(n)π−1(BF ))/〈−I〉.
By the definition of BF , we know that π
−1(BF ) is an abelian group with every
element conjugate to Ip,n−p for some p, 0 ≤ p ≤ n. Then π−1(BF ) is a diagonalizable
subgroup of O(n). Without loss of generality, we may assume that π−1(BF ) is
contained in the subgroup of diagonal matrices in O(n). Then we have
O(n)π
−1(BF ) = O(n1)× · · · ×O(ns)
for some positive integers n1, . . . , ns with n1 + · · ·+ ns = n.
Any element x ∈ F is of the form x = [(A1, . . . , As)], Ai ∈ O(ni) for any 1 ≤ i ≤ s.
For any other y = [(B1, . . . , Bs)] ∈ F , by the definition of m = mF , we have
[Ai, Bi] = m(x, y)Ini, ∀i, 1 ≤ i ≤ s.
Let Fi ⊂ O(ni)/〈−Ini〉 be the image of the projection of F to O(ni)/〈−Ini〉 and
pi : F −→ Fi be the projection. Each Fi ⊂ O(ni)/〈−Ini〉 has a bilinear form mi
similar as the form m on F . By the above equality [Ai, Bi] = m(x, y)Ini, we get
mi(pi(x), pi(y)) = m(x, y) for any x, y ∈ F .
We prove that, BFi = 1 for any i. Suppose this fails, then F has an element
x = [(A1, . . . , As)], o(Ai) = 2, Ai 6= ±I and xi = π(Ai) ∈ kermi. Since xi =
π(Ai) ∈ kermi, by the equality mj(pj(x), pj(y)) = m(x, y) for any y ∈ F and any
1 ≤ j ≤ s, we get that x ∈ kerm. Then by the proof of Lemma 2.3, there exists
y = [(B1, . . . , Bs)] ∈ F0 such that Bi = I and (AjBj)2 = I for any 1 ≤ j ≤ s. Then
we have xy ∈ BF . On the other hand, since Bi = I and Ai 6= ±I, so
O(n)π
−1(xy) 6⊃ O(n1)× · · · ×O(ns).
This contradicts that O(n)π
−1(BF ) = O(n1)× · · · ×O(ns).
For any 1 ≤ i ≤ s, since BFi = 1, by Lemma 2.4, we get ni = 2kn′i, n′i = 1, 2,
and the conjugacy class of Fi is uniquely determined by the number k. Let s0 be
the number of indices i with n′i = 1 and s1 be the number of indices i with n
′
i = 2.
Then we have n = 2ks0 + 2
k+1s1.
We may assume that ni = 2
k if 1 ≤ i ≤ s0 and ni = 2k+1 if s0 + 1 ≤ i ≤ s. Then
F0 ⊂ (O(n)π−1(BF ))/〈−I〉 = (O(n1)× · · · ×O(ns))/〈(−I, . . . ,−I)〉
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is conjugate to 1s0×SO(2)s1 if s0 > 0, or SO(2)s1/〈(−I, . . . ,−I)〉 if s0 = 0. Without
loss of generality, we may assume that
F0 = 1
s0 × SO(2)s1
if s0 > 0, or SO(2)
s1/〈(−I, . . . ,−I)〉 if s0 = 0. Then we have
BF ∩ F0 = 1s0 × {±1}s1
if s0 > 0, or
{±1}s1/〈(−I, . . . ,−I)〉
if s0 = 1. Then we get rank(BF ∩ F0) = s1 − δs0,0. Therefore we have
rank(kerm/F0) = rank(BFF0/F0) = rank(BF/BF ∩ F0)
= rankBF − rank(BF ∩ F0) = rankBF − (s1 − δs0,0)
≤ s0 + s1 − 1− (s1 − δs0,0) = s0 − 1 + δs0,0
= max{s0 − 1, 0}.

Proposition 2.4. Let F ⊂ O(n)/〈−I〉 be an abelian subgroup satisfying the con-
dition (∗). Then F is an elementary abelian 2-subgroup if and only if s1 = 0 and
µi = µj for any 1 ≤ i, j ≤ s0.
If F is a maximal abelian subgroup, then rank(kerm/F0) = max{s0 − 1, 0}; if
rank(kerm/F0) = max{s0 − 1, 0} and (s0, s1) 6= (2, 0), then F is a maximal abelian
subgroup.
If s0 ≤ 1, then F is maximal and its conjugacy class is uniquely determined by
k = 1
2
rank(F/ kerm).
Proof. For the first statement, since dimF = s1, so F is finite if and only if s1 = 0.
Furthermore, F is an elementary abelian 2-group if and only if for any x ∈ F and
i 6= j, µi(pi(x)) = µj(pj(x)) for any 1 ≤ i, j ≤ s0. That is, µi = µj .
For the second statement, since
F ⊂ (O(n)BF /〈−I〉)F0 ∼= (O(2k)s0 × U(2k)s1)/〈(−I, . . . ,−I)〉.
So
{±I}s0 × (Z2k)s1/〈(−I, . . . ,−I)〉 ⊂ CG(F ).
If F is a maximal abelian subgroup, then we have
{±I}s0 × (Z2k)s1/〈(−I, . . . ,−I)〉 ⊂ F.
Furthermore, we have
{±I}s0 × (Z2k)s1/〈(−I, . . . ,−I)〉 ⊂ kerm.
So rank(kerm/F0) ≥ max{s0 − 1, 0}. Then we have
rank(kerm/F0) = max{s0 − 1, 0}.
Without loss of generality, we may assume that
π−1(F0) = 12
ks0 ×∆k(SO(2))s1.
Then
CG(F0) = (O(2
ks0)× U(2k)s1)/〈(−I, . . . ,−I)〉.
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If rank(kerm/F0) = max{s0 − 1, 0}, we may and do assume that
BF = {±I2k}s0 × (∆k{±I2})s1 .
Moreover, if (s0, s1) 6= (2, 0), then I2k,n−2k 6∼ −I2k ,n−2k . Then
CG(kerm) = (CG(F0))
BF = ((O(2ks0)× U(2k)s1)/〈(−I, . . . ,−I)〉)BF
= (O(2k)s0 × U(2k)s1)〈(−I, . . . ,−I)〉.
For any complement F ′ of F0 in F , since the image of the projection of F ′ to each
O(2k)/〈−I〉 is isomorphic to V0,k;0,0 as a symplectic metric space, so
CG(F ) =
(
(O(2k)s0 ×U(2k)s1)/〈(−I, . . . ,−I)〉)F ′
= 〈F ′, Z((O(2k)s0 × U(2k)s1)/〈(−I, . . . ,−I)〉)〉
= 〈F ′, ({±I2k}s0 × (∆k(U(1)))s1)/〈(−I, . . . ,−I)〉〉
= 〈F ′, kerm〉
= F.
So F is maximal.
For the third statement, when s0 ≤ 1, rank(kerm/F0) = max{s0 − 1, 0} = 0
and (s0, s1) 6= (2, 0), so F is maximal by the third statement. Moreover, BF is
determined by k (from the proof of Proposition 2.3). On the other hand, [p1] (it
exists only if s0 = 1) can the transfered to identity by some h ∈ Sp(k), so the
conjugacy class of F is uniquely determined by k. 
Remark 2.1. When (s0, s1) = (2, 0), rank(kerm/F0) = max{s0 − 1, 0} follows
automatically. In this case, F is a maximal abelian subgroup if and only if it is not
an elementary abelian 2-subgroup.
For an abelian subgroup F ⊂ O(n)/〈−I〉 satisfying the condition (∗), in the
above proof we showed that O(n)π
−1(BF ) always possesses a block decomposition.
Continue the presentation there, let Fi be the images of F under the projection
pi : O(n)
π−1(BF ) −→ O(ni)/〈−I〉.
For any x ∈ F and 1 ≤ i ≤ s0, define
µi : F/ kerm −→ {±1}
by µi(x) = µ(pi(x)). Since pi(kerm) = 1, so µi is well defined. Moreover
pi : F/ kerm −→ Fi
is an isomorphism transferring (m,µi) to (mi, µ). In this case, we get (m,µ1, · · · , µs0)
on F/ kerm. Note that, each µi is compatible with m, i.e., we have
m(x, y) = µi(x)µi(y)µi(xy)
for any x, y ∈ F ; and as the proof of Proposition 2.3 showed, we have
(F/ kerm,m, µi) ∼= V0,k;0,0
for each 1 ≤ i ≤ s0.
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Proposition 2.5. The conjugacy class of an abelian subgroup F of O(n)/〈−I〉
satisfying the condition (∗) is determined by the conjugacy class of the subgroup BF
and the linear structure (m,µ1, · · · , µs0) on F/ kerm. Here we overlook the order
among (µ1, · · · , µs0).
Proof. Assume that the subgroup BF and the structure (m,µ1, · · · , µs0) on F/ kerm
are given. Without loss of generality we may assume that π−1(BF ) is contained in
the subgroup of diagonal matrices in O(n). Then we have
O(n)π
−1(BF ) = O(n1)× · · · ×O(ns)
for some positive integers n1, . . . , ns with n1+ · · ·+ns = n. Let 2k = rankF/ kerm.
Moreover, we may an do assume that ni = 2
k if 1 ≤ i ≤ s0, and ni = 2k+1 if
s0 + 1 ≤ i ≤ s. As in the proof of Proposition 2.4, we have (Fi)0 = 1 if 1 ≤ i ≤ s0,
and (Fi)0 ∼= SO(2)/〈−I〉 if s0 ≤ i ≤ s. We can also assume that the structure
(m,µ1, · · · , µs0) is as that given.
Now we show how to construct (and determine) a subgroup in the conjuagacy
from these data. From the proof of the Propositions 2.3, we get F1 ∼= (H2)k. That
means as a symplectic metric space we have (cf. [Yu] Subsection 2.4)
(F/ kerm,m, µi) ∼= V0,s;,0,0.
For any x ∈ F , let
x = [(A1, . . . , As0, As0+1, . . . , As)],
where Ai ∈ O(ni) such that for any 1 ≤ i ≤ s. For 1 ≤ i ≤ s0, since (Ai)2 = µi(x)I,
so the conjugacy of Ai is uniquely determined by µi(x). For s0 + 1 ≤ i ≤ s,
since x2 = 1, so (Ai)
2 ∈ π−1((Fi)0), where πi : O(ni) −→ O(ni)/〈−I〉 is the
natural projection. Since (Fi)0 ∼= SO(2)/〈−I〉 and there exists y ∈ F such that
m(x, y) = −1, so we can modify Ai by multiplying an element in π−1((Fi)0) to make
it conjugate to I2k ,2k ; and we can modify Ai by multiplying an element in π
−1((Fi)0)
to make it conjugate to J2k . Moreover, we can construct elements x1, · · · , x2k ∈ F
generating F/ kerm and with their conjugacy classes determined by (m,µ1, . . . , µs0).
Since
F = 〈BF , F0, x1, . . . , x2k〉,
so we have determined the conjugacy class of F . 
Remark 2.2. For s0 + 1 < i ≤ s, we can not define µi since (Fi)0 ∼= SO(2)/〈−I〉.
On the other hand, as the above showed, the fact of (Fi)0 ∼= SO(2)/〈−I〉 also indi-
cates, we can choose elements in F generating F/ kerm with the component corre-
sponding to of each index s0 + 1 ≤ i ≤ s quite freely. In this way, we showed given
BF , the conjugacy class of F is determined by {µi : 1 ≤ i ≤ s0}
Although we have given some combinatorial data in Proposition 2.5 to determine
the conjugacy of the concerned abelian subgroup, but in general it is hard to classify
the conjugacy classes of these abelian subgroups from these combinatorial data. The
first difficulty is, the diagonalizable subgroup BF may be very weird. This difficulty
disappears if we assume F is a maximal abelian subgroup, so not very serious. The
second and the essential difficulty is when s0 be becomes large, there are too many
possible different linear structures (m,µ1, . . . , µs0) on F/ kerm.
14 JUN YU
Here, we discuss the classification of these linear structures when s0 ≤ 3. Recall
that, in [Yu] Subsection 2.4 we defined the notions of symmetric vector spaces (V,m)
symmetric metric spaces (V,m, µ).
Proposition 2.6. Given a symmetric vector space (V,m) (over the field F2) of
dimension 2k and with a non degenerate bilinear from m.
For any k ≥ 1, there exists two isomorphism classes of (V,m, µ1, µ2) such that
both µ1 and µ2 compatible with m and (V,m, µi) ∼= V0,k;0,0, i = 1, 2.
For any k ≥ 2, there exists four four isomorphism classes of (V,m, µ1, µ2, µ3)
such that both µ1, µ2, µ2 compatible with m and (V,m, µi) ∼= V0,k;0,0, i = 1, 2, 3.
Proof. Let 2k = rankV .
For µ1, µ2 compatible with m, we have two case according to µ1 = µ2 or µ1 6= µ2.
When µ1 = µ2, since
(V,m, µ1) ∼= V0,k;0,0,
so we get a unique isomorphism class.
When µ1 6= µ2, since µ1, µ2 both are compatible with m, so µ2µ−11 : V −→ F2 is a
homomorphism. Let V ′ = ker(µ2µ−11 ). Then V
′ ⊂ V is a subspace of codimension
one. Then we must have
rank(ker(m|V ′) = 1.
Moreover we have
defe(V ′, µ1) =
1
2
(defe(V ′, µ1|V ′)+defe(V ′, µ2|V ′)) = 1
2
(defe(V, µ1)+defe(V, µ2)) > 0,
where in the last equality we used µ1(x) 6= µ2(x) for any x ∈ V −V ′. Then we have
(V ′, m|V ′, µ1|V ′) ∼= V1,k−1;0,0
by [Yu] Proposition 2.29. So (V,m, µ1, µ2) is determined uniquely.
For µ1, µ2, µ3 compatible with m, we have three cases according to µ1 = µ2 = µ3,
two of µ1, µ2, µ3 are equal and not equal to the other one, or any two of µ1, µ2, µ3
are non equal. When µ1 = µ2 = µ3, since
(V,m, µ1) ∼= V0,k;0,0,
so we get a unique isomorphism class.
When two of µ1, µ2, µ3 are equal and different with the other one, similar as the
above proof for µ1 6= µ2 case, we get a unique isomorphism class.
When any two of µ1, µ2, µ3 are non equal. Let
V ′ = ker(µ2µ−11 ) ∩ ker(µ3µ−11 ).
Then V ′ ⊂ V is a subspace of codimension two. Then we have two cases according
to whether m|V ′ is degenerate or not.
If m|V ′ is nondegenerate, let
V ′′ = {x ∈ V : m(x, y) = 0, ∀y ∈ V ′}.
Then we have V = V ′ ⊕ V ′′ and m|V ′′ is also non-degenerate. Since
µ1|V ′ = µ2|V ′ = µ3|V ′ ,
so we have
defe(V ′′, µ1|V ′′) = defe(V ′′, µ2|V ′′) = defe(V ′′, µ3|V ′′).
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When defe(V ′′, µ1|V ′′) < 0, we have µ1|V ′′ = µ2|V ′′ = µ3|V ′′ . Then we get µ1 = µ2 =
µ3, which contracts the assumption. When defe(V
′′, µ1|V ′′) > 0, (µ1|V ′′ , µ2|V ′′ , µ3|V ′′)
has exactly one possibility if we overlook the order. Then we get one isomorphism
type of (V,m, µ1, µ2, µ3) in this case.
If m|V ′ is degenerate, choose V ′′′ ⊂ V ′ such that V ′ = V ′′′ ⊕ ker(m|V ′) and let
V ′′ = {x ∈ V : m(x, y) = 0, ∀y ∈ V ′′′}. Then we have V = V ′′′ ⊕ V ′′, m|V ′′′ , m|V ′′
are non-degenerate, and rankV ′′ = 4. Moreover, we can show that, we must have
defeV ′′′ > 0, defe(µ1|V ′′) > 0; and we can find generators x1, y1, x2, y2 of V ′′ such
that V ′′ = 〈x1, y1〉 ⊕ 〈x2, y2〉 as symplectic vector spaces, and we have
(µ1(x1), µ1(x2), µ1(y1), µ1(y2)) = (1, 1, 1, 1),
(µ1(x1), µ1(x2), µ1(y1), µ1(y2)) = (1, 1, 1,−1),
(µ1(x1), µ1(x2), µ1(y1), µ1(y2)) = (1, 1,−1, 1).
Then we get one isomorphism type of (V,m, µ1, µ2, µ3) in this case. 
Let G = Sp(n)/〈−I〉 and π : Sp(n) −→ Sp(n)/〈−I〉 be the adjoint homomor-
phism. The classification of abelian subgroups of Sp(n)/〈−I〉 satisfying the condi-
tion (∗) is similar to the classification in the O(n)/〈−I〉 case. We give the main
steps below, but omit most proofs.
First we define a map
m : F × F −→ {±1}
by m(x, y) = λA,B, where x = [A], y = [B] and if [A,B] = λA,BI. Then m is an
anti-symmetric bi-multiplicative function on F . Let
kerm = {x ∈ F |m(x, y) = 1, ∀y ∈ F}
be the kernel of F .
Lemma 2.5. Let F ⊂ Sp(n)/〈−I〉 be an abelian subgroup satisfying the condition
(∗), then for any x ∈ kerm, there exists y ∈ F0 such that xy ∼ [Ip,n−p] for some p,
0 ≤ p ≤ n.
Let BF = {x ∈ kerm|A2 = 1, ∀A ∈ π−1(x)}. Then it is a subgroup of kerm. By
Lemma 2.5, we have kerm = BFF0.
Let H2 = 〈[In/2,n/2], [J ′n/2]〉 and H ′2 = 〈iI, jI〉.
Lemma 2.6. Let F ⊂ Sp(n)/〈−I〉 be an abelian subgroup satisfying the condition
(∗) and with BF = 1. Then we have either n = 1 and F is a maximal torus; or there
exists k ≥ 1 such that F = (H2)k−1 × H ′2 × ∆k−1(F ′), where F ′ ⊂ O(n′)/〈−In′〉,
n′ = n
2k−1
= 1 or 2. In the latter case, moreover we have F ′ = 1 when n′ = 1, and
F ′ = SO(2)/〈−I〉 when n′ = 2.
Proof. Let 2k = rankF/ kerm. When k = 0, since we assume that BF = 1, so
F = F0 by Lemma 2.5. Then F is a maximal torus. Then n = 1 since we assume
BF = 1.
When k ≥ 1, choosing a complement F ′ of F0 in F , then F0 is a maximla torus
of (Sp(n)/〈−I〉)F ′. Since the bi-multiplicative function m is non-degenerate on
F/ kerm = F/F0, so it is non-degenerate on F
′. By [Yu] Proposition 2.16, we have
F = (H2)
k−1×H ′2 or F = (H2)k. Similarly as the proof of Lemma 2.4, in the second
case, we can show that dimF > 0. Choosing some [A] ∈ F0 with A ∈ Sp(n)) and
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A2 = −I, we may replace F ′ by a different finite subgroup so as returning to the
first case. In the first case, we have
(Sp(n)/〈−I〉)F ′ ∼= O(n/2k−1)/〈−I〉.
Then we have n/2k−1 = 1 or 2, since F0 must be a maximal torus of O(n/2k−1)/〈−I〉
and we assume that BF = 1. Then we arrive at the conclusion. 
Proposition 2.7. Let F ⊂ Sp(n)/〈−I〉 be an abelian subgroup satisfying the con-
dition (∗). Then we have either F is a maximal torus; or there exists k ≥ 1 and
s0, s1 ≥ 0 such that n = 2k−1s0 + 2ks1, dimF0 = s1, rankF/ kerm = 2k and
rank kerm/F0 ≤ max{s0 − 1, 0}.
Proposition 2.8. Let F ⊂ Sp(n)/〈−I〉 be an abelian subgroup satisfying the con-
dition (∗). F is an elementary abelian 2-subgroup if and only if s1 = 0 and µi = µj
for any 1 ≤ i, j ≤ s0.
If F is a maximal abelian subgroup, then we have
rank(kerm/F0) = max{s0 − 1, 0};
if rank(kerm/F0) = max{s0−1, 0} and (s0, s1) 6= (2, 0), then F is a maximal abelian
subgroup.
If s0 ≤ 1, then F is a maximal abelian subgroup and its conjugacy class is uniquely
determined by k = 1
2
rank(F/ kerm).
By Proposition 2.7, we get the following corollary immediately.
Corollary 2.2. Any abelian subgroup of Sp(n) satisfying the condition (∗) is a
maximal torus.
In particular Sp(n) has no finite abelian subgroups satisfying the condition (∗).
Proof. Let F ⊂ Sp(n) be an abelian subgroup satisfying the condition (∗). Then
π(F ) ⊂ Sp(n)/〈−I〉 also satisfies the condition (∗) and the bifunction m vanishes on
π(F ). By Proposition 2.7, π(F ) is a maximal of Sp(n)/〈−I〉. Then F is a maximal
torus of Sp(n). So it is not finite. 
For an abelian subgroup F ⊂ Sp(n)/〈−I〉 satisfying the condition (∗), the cen-
tralizer Sp(n)π
−1(BF ) possesses a block decomposition. Let Fi be the images of F
under the projection
pi : O(n)
π−1(BF ) −→ O(ni)/〈−I〉.
For any x ∈ F and 1 ≤ i ≤ s0, define
µi : F/ kerm −→ {±1}
by µi(x) = µ(pi(x)). Since pi(kerm) = 1, so µi is well defined. Moreover
pi : F/ kerm −→ Fi
is an isomorphism transferring (m,µi) to (mi, µ). In this case, we get (m,µ1, · · · , µs0)
on F/ kerm. Note that, each µi is compatible with m, i.e., we have
m(x, y) = µi(x)µi(y)µi(xy)
for any x, y ∈ F ; and we have
(F/ kerm,m, µi) ∼= V0,k−1;0,1
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for each 1 ≤ i ≤ s0. We also have similar statements in symmetric group case as
that in Propositions 2.5 and 2.6.
Proposition 2.9. The conjugacy class of an abelian subgroup F of Sp(n)/〈−I〉
satisfying the condition (∗) is determined by the conjugacy class of the subgroup BF
and the linear structure (m,µ1, · · · , µs0) on F/ kerm. Here we overlook the order
among (µ1, · · · , µs0).
Proposition 2.10. Given a symmetric vector space (V,m) (over the field F2) of
dimension 2k and with a non degenerate bilinear from m.
For any k ≥ 2, there exists two isomorphism classes of (V,m, µ1, µ2) such that
both µ1 and µ2 compatible with m and (V,m, µi) ∼= V0,k−1;0,1, i = 1, 2.
For any k ≥ 3, there exists four four isomorphism classes of (V,m, µ1, µ2, µ3)
such that both µ1, µ2, µ2 compatible with m and (V,m, µi) ∼= V0,k−1;0,1, i = 1, 2, 3.
2.3. Twisted projective unitary groups. For any n ≥ 3, let G = PU(n)⋊ 〈τ0〉,
where τ0 = complex conjugation. Then we have τ
2
0 = 1 and τ0([A])τ
−1
0 = [A] for
any A ∈ U(n). One knows that Aut(su(n)) ∼= G.
DefineG = U(n)⋊〈τ〉, τ 2 = 1, and τAτ−1 = A for anyA ∈ U(n). Let π : G −→ G
be the adjoint homomorphism. Then we have ker π = Zn.
For an abelian subgroup F ⊂ G, let HF = F ∩G0. Define a map
m : HF ×HF −→ U(1)
by m(x, y) = λ if x = π(A), y = π(B), A,B ∈ U(n) and [A,B] = λI. It is clear
that m is well defined and it is an anti-symmetric bi-multiplicative function on HF .
Let
kerm = {x ∈ HF |m(x, y) = 1, ∀y ∈ HF}.
Lemma 2.7. Let F ⊂ G be an abelian subgroup with F 6⊂ G0, then m(x, y) = ±1
for any x, y ∈ HF , and u2 ∈ kerm for any u ∈ F − F ∩G0.
Proof. For x, y ∈ HF and u ∈ F − F ∩G0, let
x = π(A), y = π(B), u = π(C),
A, B ∈ U(n), C ∈ τ U(n).
Since F is abelian, so
CAC−1 = λ1A, CBC
−1 = λ2B, ABA
−1B−1 = λI
for some complex numbers λ1, λ2, λ ∈ U(1). Then
λI = [A,B] = [λ1A, λ2B] = [CAC
−1, CBC−1] = C[A,B]C−1 = C(λI)C−1 = λ−1I.
So λ−1 = λ, that is, m(x, y) = λ = ±1.
On the other hand, we have
C2B(C2)−1 = C(CBC−1)C−1 = C(λ2B)C−1
= C(λ2I)C
−1(CBC−1) = (λ−12 I)(λ2B) = B,
so u2 ∈ kerm. 
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Choose an u ∈ F−F ∩G0 and let u = π(C), C ∈ τ U(n). For any A ∈ π−1(kerm),
since F is abelian, so [C,A] = λI for some complex number λ ∈ U(1). As we assume
that A ∈ π−1(kerm), so λ doesn’t depends on the choice of u and C. Let
ν : π−1(kerm) −→ U(1)
be defined by ν(A) = λ. Then it is a group homomorphism. Moreover, one can
show that π : ker ν/〈−I〉 −→ kerm is an isomorphism.
Define BF = {A ∈ ker ν|A2 = 1}.
Lemma 2.8. Let F ⊂ G be an abelian subgroup satisfying the condition (∗) and
with F 6⊂ G0. Then for any x ∈ kerm, there exists y ∈ F0 such that xy ∈ π(BF ).
Proof. Choose an A ∈ ker ν ∩ π−1(x). Since A ∈ ker ν, so [C,A] = I. Then A and
τAτ−1 = A are similar matrices. Then the multiplicity of an eigenvalue λ of A is
equal the multiplicity of the eigenvalue λ of A. Without loss of generality, we may
assume that
A = diag{−Ip, Iq, An1(θ1), . . . , Ans(θs)},
where 0 < θ1 < · · · < θs < π and p+ q + 2(n1 + · · ·+ ns) = n. Here
Ak(θ) =
(
cos(θ)Ik sin(θ)Ik
− sin(θ)Ik cos(θ)Ik
)
.
Since A ∈ ker ν, so
π−1(F ) ⊂ GA = (U(p)×U(q)× L1 × · · · × Ls)⋊ τ,
where
Li = {
(
X Y
−Y X
)
∈ U(2ni)|X, Y ∈ GL(ni)},
1 ≤ i ≤ s. We have (GA)0 ⊃ 1× 1× Z ′n1 × · · · × Zn′s, where
Z ′ni = {
(
cos(θ)Ini sin(θ)Ini
− sin(θ)Ini cos(θ)Ini
)
|0 ≤ θ ≤ 2π}.
Since F satisfies the condition (∗), so π((GA)0) ⊂ F0. Let
y = π(diag{Ip, Iq, An1(−θ1), . . . , Ans(−θs)}).
Then y ∈ F0 and xy ∈ π(BF ). 
By Lemma 2.8, we have kerm = π(BF )F0.
Lemma 2.9 ([BtD]). Let G be a compact (not necessary connected) Lie group and
x ∈ G be an element. If T is a maximal torus of (Gx)0, then any other element
y ∈ xG0 is conjugate to an element in xT and any maximal torus of (Gy)0 is
conjugate to T .
When n is even, let H2 = 〈[In/2,n/2], [J ′n/2]〉 ⊂ PU(n). Then we have
((U(n)/Zn)⋊ 〈τ0〉)H2 = (∆(U(n/2)/Zn/2)⋊ 〈τ0〉)×H2,
where ∆(A) = diag{A,A} ∈ U(2m) for any A ∈ U(m).
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Lemma 2.10. Let F ⊂ G be an abelian subgroup satisfying the condition (∗) and
such that F 6⊂ G0 and BF = {±I}. Then there exists k ∈ Z≥0 such that F =
(H2)
k ×∆k(F ′), where F ′ ⊂ (U(n′)/Zn′)⋊ 〈τ0〉 and n′ = n2k = 1 or 2. Moreover we
have F ′ = 〈τ0〉 if n′ = 1; and F ′ = (SO(2)/〈−I〉)× 〈τ0〉 if n′ = 2.
Proof. Since BF = {±I}, so we have kerm = F0 by Lemma 2.8. Then the induced
bi-function m on HF/F0 is non-degenerate. Let 2k = rank(HF/ kerm). Choose a
finite subgroup F ′ ⊂ HF such that HF = F ′ × F0. Then the bi-function m on F ′
is non-degenerate. Therefore F ′ is an elementary abelian 2-group by Lemma 2.7.
By [Yu] Proposition 2.4, we know that any non-identity element of F ′ is conjugate
to π(In
2
,n
2
) and the conjugacy class of F ′ is uniquely determined by k 1
2
rankF ′. We
have F ′ ∼ (H2)k). Replacing F by a subgroup conjugate to it if necessary, we may
and do assume that
CG(F
′) = F ′ ×∆k((U(n′)/Zn′)⋊ 〈τ〉),
where n′ = n
2k
. Then there exists τ ′ ∈ F −HF such that
〈F0, τ ′〉 ⊂ (U(n′)/〈Zn′〉)⋊ 〈τ0〉.
Since F satisfies condition (∗), so F0 is a maximal torus of (U(n′)/〈Zn′〉)τ ′.
By Proposition 2.9, F0 is conjugate to a maximal torus of SO(n
′) (if 2 ∤ n) or
SO(n′)/〈−I〉 (if 2|n′). Since we assume that BF = {±I}, so we have n′ = 1 or 2.
Then we get the conclusion of the proposition. 
Let G˜ = (U(n)/〈−I〉) ⋊ 〈τ〉 be a group with τ 2 = 1 and τ [A]τ−1 = [A] for any
A ∈ U(n). Let
π′ : (U(n)/〈−I〉)⋊ 〈τ〉 −→ PU(n)⋊ 〈τ0〉
be the natural projection
Lemma 2.11. If F is an abelian subgroup of G satisfying the condition (∗), then
there exists an abelian subgroup F ′ of (U(n)/〈−I〉) ⋊ 〈τ〉 such that π(F ′) = F
and F ′ ∩ (Zn /〈−I〉) = 〈iI〉/〈−I〉. Moreover, the conjugacy class of F ′ is uniquely
determined by the conjugacy class of F .
Proof. By Lemma 2.2, we have m(x, y) = ±1 for any x, y ∈ HF . Then π′−1(F ) is
an abelian subgroup of U(n)/〈−I〉. Choose any u ∈ π′−1(F −HF ) and let
F ′ = 〈(π′−1(HF ))u, u〉 ⊂ (U(n)/〈−I〉)⋊ 〈τ〉.
For any x′ ∈ π′−1(HF ), since F is abelian, so ux′u−1x′−1 = [λ2I] for some λ ∈
U(1). Then u(λx′)u−1 = λx′. So λx′ ∈ F ′. Then we have π(F ′) = F . If [λI] ∈
F ′ ∩ (Zn /〈−I〉), then
[λI] = u[λI]u−1 = [λ−1I].
So λ2 = ±1. Then [λI] = 1 or [iI] and F ′ ∩ (Zn /〈−I〉) = 〈iI〉/〈−I〉.
For any F ′ satisfing the requirements in the proposition, choose any x ∈ F −HF
and u ∈ F ′ ∩ π′−1(x). Since [λI]u[λI]−1 = [λ2I]u, so the conjugacy class of u is
determined by the conjugacy class of x. Fixing u, for any y ∈ HF and y′ ∈ π′−1(y),
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if y′ and [λI]y′ both commute with u. Then we have
1 = u([λI]y′)u−1([λI]y′)−1
= (u([λI])u−1([λI])−1)[λI](uy′u−1(y′)−1)[λI]−1
= [λ−2I][λI](1)[λI]−1
= [λ−2I].
So [λI] = 1 or [iI]. Since [iI] ∈ F ′, so F ′ is determined by u. Then the conjugacy
class of F ′ is uniquely determined by the conjugacy class of F . 
Lemma 2.12. For any k ≥ 1 with 2k|n, there exist two conjugacy classes of el-
ementary abelian 2-subgroups of U(n)/〈−I〉 of rank 2k and with non-degenerate
bi-function m. Let F1, F2 be in the two conjugacy classes respectively, then we have
((U(n)/〈−I〉)⋊ 〈τ〉)F1 ∼= (U( n
2k
)/〈−I〉)⋊ 〈τ1〉
and
((U(n)/〈−I〉)⋊ 〈τ〉)F1 ∼= (U( n
2k
)/〈−I〉)⋊ 〈τ2〉,
where τ 21 = τ
2
2 = 1,
u(n)τ1 = so(n), u(n)τ2 = sp(n/2)
and
u(n/2k)τ1 = u(n/2k)τ2 = so(n/2k).
Proof. Let F be an elementary abelian 2-subgroup of U(n)/〈−I〉 of rank 2k and
with a non-degenerate bi-function m. For any x = [A] ∈ F (A ∈ U(n)), then we
have A2 = ±I. Define µ : F −→ {±1} by µ(x) = λ ifx = [A] and A2 = µ(x)I.
Similar as Proposition 2.2, for any x, y, z ∈ F , we have m(x, x) = 1,
m(xy, z) = m(x, z)m(y, z)
and
m(x, y) = µ(x)µ(y)µ(xy).
Then (m,µ) gives F a structure of symplectic metric space ([Yu]). Since m is
assumed to be non-degenerate and rankF = 2k, so we have F ∼= V0,k;0,0 or V0,k−1;0,1.
When F ∼= V0,k;0,0, choose x, y ∈ F with µ(x) = µ(y) = 1 and m(x, y) = −1.
Then we have
(x, y) ∼ ([In/2,n/2], [J ′n/2]).
Without loss of generality, we may assume that (x, y) ∼ ([In/2,n/2], [J ′n/2]). Then
F ⊂ ((U(n)/〈−I〉)⋊ 〈τ〉)[In/2,n/2],[J ′n/2]
= ((U(n/2)/〈−I〉)⋊ 〈τ〉)× 〈[In/2,n/2], [J ′n/2]〉.
By induction we finish the proof in this case.
When F ∼= V0,k−1;0,1, by an induction similar as the argument above, we are led
to the case of k = 1. Then we have F = 〈x, y〉 with µ(x) = µ(y) = m(x, y) = −1.
Then
(x, y) ∼ ([iIn/2,n/2], [iJ ′n/2]).
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Without loss of generality, we may assume that (x, y) ∼ ([iIn/2,n/2], [iJ ′n/2]). Then
F ⊂ ((U(n)/〈−I〉)⋊ 〈τ〉)[iIn/2,n/2],[iJ ′n/2]
= ((U(n/2)/〈−I〉)⋊ 〈τ [Jn/2]〉)× 〈[iIn/2,n/2], [iJ ′n/2]〉.
Note that we have
u(n)τ [Jn/2] = sp(n/2)
and
u(n/2)τ [Jn/2] = so(n/2).
Then we finish the proof of the proposition. 
In the last part of the above proof, we use τ [Jn/2] instead of just τ in order to
make sure its pre-image in G commutes with the pre-image of F2 in G.
Proposition 2.11. Let F ⊂ G be an abelian subgroup satisfying the condition (∗)
and F 6⊂ G0. Then there exists k ≥ 0 and s1, s2 ≥ 0 such that n = 2ks0 + 2k+1s1,
dimF0 = s1, rank(HF/ kerm) = 2k and rank kerm/F0 ≤ max{s0 − 1, 0}.
Proof. By Lemma 2.11, there exists a (unique up to conjugacy) abelian subgroup
F ′ of G˜ such that π(F ′) = F and F ′ ∩ (Zn /〈−I〉) = 〈iI〉/〈−I〉. By the definition
of BF , it follows that it is a diagonalizable subgroup of U(n) and any element of it
has eigenvalue ±1. Without loss of generality, we may assume that BF is contained
in the subgroup of diagonal matrices in U(n). Then we have F ⊂ π((G)BF ) and
(G)BF = (U(n1)× · · ·U(ns))⋊ 〈τ〉
for some positive numbers n1, . . . , ns such that n1 + · · ·+ ns = n. Then
F ′ ⊂ ((U(n1)× · · ·U(ns))/〈(−I, . . . ,−I)〉)⋊ 〈τ〉.
Let 2k = rank(HF/ kerm). Let Fi ⊂ (U(ni)/Zni) ⋊ 〈τ0〉 be the image of the
projection of F onto the i-th component. Similar as in the proof of Proposition 2.3,
we can show that BFi = ±I for each i. By Lemma 2.10, we get ni = 2kn′i and n′i = 1
or 2. We may and do assume that n′i = 1 if 1 ≤ i ≤ s0, and n′i = 2 if s0+1 ≤ i ≤ s.
Then ni = 2
k if 1 ≤ i ≤ s0, and ni = 2k+1 if s0 + 1 ≤ i ≤ s.
Let F ′i ⊂ G˜i = (U(ni)/〈−I〉) ⋊ 〈τ〉 be the image of the projection of F ′ onto
the i-th component. Choose a complement F ′′ of (F ′)0 in F ′ ∩ (G˜)0, then pi(F ′′)
is a complement of (F ′i )0 in F
′
i ∩ (G¯i)0 for each 1 ≤ i ≤ s. By Lemma 2.12, the
conjugacy class of each pi(F
′′) has two possibilities. Let s1 = s− s0. Let t0 (or t1)
be the number of indices i with pi(F
′′) ∼= V0,k;0,0 and 1 ≤ i ≤ s0 (or s0 + 1 ≤ i ≤ s).
Moreover, by Lemma 2.12, we have
CG˜(F
′′) = (((U(1)s0 × U(2)s1)/〈(−I, . . . ,−I)〉)⋊ 〈η〉) · F ′′,
where
η ∼ ([(I2k , . . . , I2k︸ ︷︷ ︸
t0
, J2k−1, . . . , J2k−1︸ ︷︷ ︸
s0−t0
, I2k+1, . . . , I2k+1︸ ︷︷ ︸
t1
, J2k , . . . , J2k︸ ︷︷ ︸
s1−t1
)])τ.
Since
η(x1, . . . , xs0, X1, . . . , Xs1)η
−1 = (x−11 , . . . , x
−1
s0
, X1, . . . , Xs1).
Without loss of generality, we may assume that
(F ′)0 = 1s0 × SO(2)s1
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(if s0 > 0) or
SO(2)s1/〈(−I, . . . ,−I)〉
(if s0 = 0). Then F
′ ∼ 〈p(BF ), (F ′)0, F ′′, η〉, where p is the projection from G to G˜.
Then we get the conclusion of the proposition. 
In the above, the value of t1 may vary if we we change the generators. It can be
any integer between 0 and s1.
Proposition 2.12. If F is an abelian subgroup of G = Aut(su(n)) satisfying the
condition (∗) and with F 6⊂ G0, then F contains an outer automorphism conjugate
to some
τ0Ad(

 Ip 0q Iq
−Iq 0q

)
with p + 2q = n and 2k|p.
F contains an outer involution if n is odd.
If F is a maximal abelian subgroup of G = Aut(su(n)), then we have
rank(kerm/F0) = max{s0 − 1, 0}.
If rank(kerm/F0) = max{s0 − 1, 0} and (s0, s1) 6= (2, 0), then F is maximal.
Proof. The first statement follows from the proof of Proposition 2.11.
For the second statement, when n is odd, we have kerm = HF . Then k =
1
2
rank(HF/ kerm) = 0. Then we have t0 = s0 and t1 = s1. Then η ∼ τ .
The proof of the last statement is along the same line as the proof of Proposition
2.4. 
For an abelian subgroup F ⊂ G˜ = (U(n)/〈−I〉) ⋊ 〈τ0〉 satisfying the condition
(∗), the centralizer G˜π−1(BF ) possesses a block decomposition. Let Fi be the images
of F under the projection
pi : G˜
π−1(BF ) −→ (U(ni)/〈−I〉)⋊ 〈τ0〉.
For any x ∈ F ∩ G˜0 and 1 ≤ i ≤ s0, define
µi : F/ kerm −→ {±1}
by µi(x) = µ(pi(x)). Since pi(kerm) = 1, so µi is well defined. Moreover
pi : F/ kerm −→ Fi
is an isomorphism transferring (m,µi) to (mi, µ). In this case, we get
(m,µ1, · · · , µs0)
on F/ kerm. Note that, each µi is compatible with m, i.e., we have
m(x, y) = µi(x)µi(y)µi(xy)
for any x, y ∈ F .
Now we have
(F/ kerm,m, µi) ∼= V0,k;0,0
or
(F/ kerm,m, µi) ∼= V0,k−1;0,1,
these two cases are both possible. We have the following similar statements.
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Proposition 2.13. The conjugacy class of an abelian subgroup F of
G˜ = (U(n)/〈−I〉)⋊ 〈τ0〉
satisfying the condition (∗) is determined by the conjugacy class of the subgroup BF
and the linear structure (m,µ1, · · · , µs0) on F/ kerm. Here we overlook the order
among (µ1, · · · , µs0).
Proposition 2.14. Given a symmetric vector space (V,m) (over the field F2) of
dimension 2k and with a non degenerate bilinear from m.
For any k ≥ 2, there exists five isomorphism classes of (V,m, µ1, µ2) such that
both µ1 and µ2 compatible with m.
For any k ≥ 3, there exists ten four isomorphism classes of (V,m, µ1, µ2, µ3) such
that both µ1, µ2, µ2 compatible with m.
Sketch of proof. Different with Propositions 2.6 and 2.14, now we only know each
µi is compatible with m, no condition is posed on their signatures.
In the case of (V,m, µ1, µ2), we need to consider three cases: defeµ1 > 0 and
defeµ2 > 0; defeµ1 < 0 and defeµ2 < 0; defe µ1 defe µ2 < 0. The first two cases are
included in Propositions 2.5 and 2.9 respectively. A new isomorphism type arise in
the third case. For example, when k = 1, V = 〈x1, y1〉, we may have
(µ1(x1), µ1(y1)) = (−1, 1)
and
(µ1(x1), µ1(y1)) = (−1,−1).
In the case of (V,m, µ1, µ2, µ3), according to no restriction on the signatures,
more cases arise. We do not discuss the details case, but leave it to the interested
reader. 
Remark 2.3. For an abelian subgroup F of a projective orthogonal, projective sym-
plectic or twisted projecive unitary group, the Weyl group W (F ) has a description
in terms of dimF , W (BF ) and the automorphism group (F/ kerm,m, µ1, . . . , µs0)
(or ((F ′ ∩ G˜0)/ kerm,m, µ1, . . . , µs0)). But this description is a bit complicated, we
do not discuss it here.
2.4. Spin groups. Let G = Spin(n) be the Spin group of degree n > 1, in this
subsection we study finite abelian subgroups of G satisfying the condition (∗). First
we may and do assume that −1 ∈ F and c ∈ F if 2|n, where c = e1e2 · · · en.
Let F ⊂ Spin(n) be a finite abelian subgroup satisfying the condition (∗) and
π : Spin(n) −→ SO(n) be the natural projection. It is not hard to show that π(F )
is diagonalizable. We may and do assume that π(F ) is contained in the subgroup
of diagonal matrices in SO(n). Then we have F ⊂ 〈e1e2, e1e3, . . . , e1en〉. For any
I = {i1, i2, . . . , ik} ⊂ {1, 2, . . . , n}, i1 < i2 < · · · < ik, let eI = ei1ei2 · · · eik . For any
even number k, let
Xk = {I ⊂ {1, 2, . . . , n}|eI ∈ F and |I| = k}.
For any 1 ≤ i < j ≤ n, since Spin(n)eiej ∼= (Spin(n−2)×Spin(2))/〈(−1,−1)〉 has a
center of positive dimension, so F does not contain any element eiej . Then X2 = ∅.
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Lemma 2.13. For n ≥ 3, let F ⊂ Spin(n) be a finite abelian subgroup satisfying
the condition (∗), then F/(F ∩ 〈−1, c〉) is an elementary abelian 2-group and
log2 n ≤ rank(F/(F ∩ 〈−1, c〉)) ≤
n− 1
2
.
Proof. As discussed ahead of this lemma, without loss of generality we may assume
that F ⊂ 〈e1e2, e1e3, . . . , e1en〉, −1 ∈ F and c ∈ F if 2|n. Then F/(F ∩ 〈−1, c〉) is
an elementary abelian 2-group.
Let r = rank(F/(F ∩ 〈−1, c〉)). By calculating SO(n)π(F ) we get a block decom-
position of O(n) of at most 2r components. Then so(n)F = 0 implies that 2r ≥ n.
So we getr ≥ log2 n.
Let Kn = 〈e1e2, e1e3, . . . , e1en〉. For any x, y ∈ Kn, define m(x, y) = xyx−1y−1.
Then we get a bi-multiplicative function
m : Kn ×Kn −→ {±1}.
It is clear that kerm = Kn∩〈−1, c〉 and we have rank(Kn/(Kn∩〈−1, c〉)) = 2[n−12 ].
Since F ⊂ Kn, so we have m|F = 1. Then we get
rank(F/(F ∩ 〈−1, c〉)) ≤ 1
2
rank(Kn/(Kn ∩ 〈−1, c〉)) = [n− 1
2
].

Proposition 2.15. For 2 ≤ n ≤ 6, there exist no finite abelian subgroups F of
Spin(n) satisfying the condition (∗).
Proof. Let F ⊂ Spin(n) be a finite abelian subgroup satisfying the condition (∗).
Let r = rank(F/(F ∩ 〈−1, c〉)). By lemma 2.13, we have log2 n ≤ r ≤ n−12 . Then
we get
2[
n−1
2
] ≥ n.
When n = 2m is even, we have 2m−1 ≥ 2m. Then m ≥ 4 and n ≥ 8. When
n = 2m− 1 is odd, we get 2m−1 ≥ 2m− 1. Then m ≥ 4 and n ≥ 7. 
Proposition 2.16. There exists a unique conjugacy class of finite abelian subgroups
of Spin(8) satisfying the condition (∗) and with −1, c ∈ F .
There exist no finite abelian subgroups of Spin(10) satisfying the condition (∗).
Proof. Let F8 = 〈−1, c, e1e2e3e4, e1e2e5e6, e1e3e5e7〉 ⊂ Spin(8). It is a finite abelian
subgroup of Spin(8) satisfying the condition (∗) and with −1, c ∈ F . We show the
uniqueness of the conjugacy classes for n = 8 and the non-existence for n = 10
below.
When n = 8, without loss of generality we may assume that
F ⊂ 〈e1e2, e1e3, . . . , e1e8〉.
We already know that eiej 6∈ F for any i 6= j. Then besides ±1,±c, any element
of F is of the form ±eI for some I ⊂ {1, 2, . . . , 8} with |I| = 4. We may and do
assume that e1e2e3e4 ∈ F . Then we have
F ⊂ Spin(8)e1e2e3e4 ∼= (Sp(1)× Sp(1)× Sp(1)× Sp(1))/〈(−1,−1,−1,−1)〉.
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Here we used Spin(4) ∼= Sp(1) × Sp(1). Since any finite abelian subgroup of
Sp(1)/〈−1〉 satisfying the condition (∗) is conjugate to 〈[i], [j]〉, so
F ∼ 〈[(−1, 1, 1, 1)], [(1,−1, 1, 1)], [(1, 1,−1, 1)], [(i, i, i, i)], [(j, j, j, j)]〉.
Then we get the uniqueness of the conjugacy class when n = 8.
When n = 10, without loss of generality we may assume that
F ⊂ 〈e1e2, e1e3, . . . , e1e10〉.
We already know that eiej /∈ F for any i 6= j. Then besides ±1,±c, any element of
F is of the form ±eI with |I| = 4 or 6. We may an do assume that e1e2e3e4 ∈ F ,
then we have
F ⊂ Spin(10)e1e2e3e4 ∼= (Sp(1)× Sp(1)× SU(4))/〈(−1,−1,−I)〉.
Here we used Spin(4) ∼= Sp(1)× Sp(1) and Spin(6) ∼= SU(4). From the projection
Sp(1)× Sp(1)× SU(4) −→ (Sp(1)× Sp(1)× SU(4))/〈(−1,−1,−I)〉,
we get a bi-multiplicative function m′ on F . Let p1, p2, p3 be the projections of
F onto the three components and F1, F2, F3 be the images. We have similar bi-
multiplicative functions m1, m2, m3 on F1, F2, F3. It is clear that mi(pi(x), pi(y)) =
m(x, y) for any x, y ∈ F . Then rank(Fi/ kermi) = rank(F/ kerm′). But we
must have F1/ kerm1 ∼= (C2)2 and F3/ kerm3 ∼= (C2)4 by Proposition 2.1, so
rank(F1/ kerm1) 6= rank(F3/ kerm3). Then Spin(10) has no finite abelian sub-
groups satisfying the condition (∗). 
Proposition 2.17. For n = 12 or 14, there exists a unique conjugacy class of finite
abelian subgroups of Spin(n) satisfying the condition (∗) and with −1, c ∈ F .
Proof. Let
F12 = 〈−1, c, e1e2e3e4, e1e2e5e6, e1e2e7e8, e1e2e9e10, e1e3e5e7e9e11〉 ⊂ Spin(12)
and
F14 = 〈−1, c, e1e2e3e4, e1e2e5e6, e1e3e5e7, e8e9e10e11, e8e9e12e13, e8e10e12e14〉 ⊂ Spin(14).
Each of them is a finite abelian subgroup satisfying the condition (∗) and with
−1, c ∈ F . We show the uniquenesss of the conjugacy class below.
When n = 12, without loss of generality we may assume that
F ⊂ 〈e1e2, e1e3, . . . , e1e12〉.
We already know that eiej /∈ F for any i 6= j. Then besides ±1,±c, any element of
F is of the form ±eI with |I| = 4, 6 or 8. If F contains an element of the form eI
with |I| = 6, we may and do assume that e1e2e3e4e5e6 ∈ F , then
F ⊂ Spin(12)e1e2e3e4e5e6 ∼= (SU(4)× SU(4))/〈(−I,−I)〉
and [(iI, I)], [(I, iI)] ∈ F . Here we used Spin(6) ∼= SU(4). By Proposition 2.1, the
images of the projections of F to both components are conjugate to
〈iI, E1, E2, E3, E4〉,
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where E1 =


1
1
−1
−1

, E2 =


1 0
0 1
1 0
0 1

, E3 =


1
−1
1
−1

,
E4 =


0 1
1 0
0 1
1 0

. Then we have
F ∼ 〈[(iI, I)], [(I, iI)], (E1, E1), (E2, E2), (E3, E3), (E4, E4)〉.
So the conjugacy class is unique in this case. Moreover, F12 is in this conjugacy
class since it contains an element of the form eI with |I| = 6.
If F contains two elements of the form eI1 , eI2 with |I1| = |I2| = 4 and I1∩I2 = ∅,
we may and do assume that e1e2e3e4, e5e6e7e8 ∈ F , then we have
F ⊂ Spin(12)e1e2e3e4,e5e6e7e8 ∼=
(Sp(1)2 × Sp(1)2 × Sp(1)2)/〈(−1,−1,−1,−1, 1, 1), (1, 1,−1,−1,−1,−1)〉
and [(±1,±1,±1,±1,±1,±1)] ∈ F . Here we used Spin(4) ∼= Sp(1) × Sp(1). By
Proposition 2.1, one can show that the images of the projections of F to three
components are all conjugate to
〈[(−1, 1)], [(i, i)], [(j, j)]〉.
Then we can show that
F ∼ 〈[(±1,±1,±1,±1,±1,±1)], [(i, i, i, i, 1, 1)], [(j, j, j, j, j, j)], [(1, 1, i, i, i, i)]〉.
So we get the uniqueness of the conjugacy class in this case. Moreover, F12 is in this
conjugacy class since it contains two elements of the form eI1 , eI2 with |I1| = |I2| = 4
and I1 ∩ I2 = ∅.
Suppose the above two cases do not happen, then any element of F besides ±1,±c
is of the form ±eI with |I| = 4 or 8; and for any two eI1, eI2 ∈ F (I1 6= I2) with
|I1| = |I2| = 4, we have |I1 ∩ I2| = 2. By Lemma 2.13, we get rank(F/〈−1, c〉) ≥ 4.
Without loss of generality we may assume that e1e2e3e4, e1e2e5e6, e1e3e5e7 ∈ F .
Then modulo these three elements and −1, c, any other element of F is of the form
eI with I ⊂ {5, 6, 7, 8, 9, 10, 1, 12} and |I| = 4. So we come back to the second case
considered above. Then we get the uniqueness of the conjugacy class when n = 12.
When n = 14, without loss of generality we may assume that
F ⊂ 〈e1e2, e1e3, . . . , e1e14〉.
We already know that eiej /∈ F for any i 6= j. Then besides ±1,±c, any element
of F is of the form ±eI with |I| = 4, 6, 8 or 10. If F contains two elements of
the form eI1 , eI2 with |I1| = |I2| = 4 and I1 ∩ I2 = ∅, we may and do assume that
e1e2e3e4, e5e6e7e8 ∈ F , then we have
F ⊂ Spin(14)e1e2e3e4,e5e6e7e8 ∼=
(Sp(1)2 × Sp(1)2 × SU(4))/〈(−1,−1, 1, 1,−I), (1, 1,−1,−1,−I)〉
and [(±1,±1,±1,±1, I)], [(1, 1, 1, 1, iI)] ∈ F . By Proposition 2.1, the images of the
projections of F to the first two components are conjugate to
〈[(−1, 1)], [(i, i)], [(j, j)]〉
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and the image of the projection of F to the third component is conjugate to
〈iI, E1, E2, E3, E4〉. Then we can show that
F ∼ 〈[(±1,±1,±1,±1, I)], [(1, 1, 1, 1, iI)], [(i, i, 1, 1, E1)], [(j, j, 1, 1, E2)],
[(1, 1, i, i, E3)], [(1, 1, j, j, E4)]〉.
So the conjugacy class is unique in this case. Moreover, F14 is in this conjugacy
class since it contains two elements of the form eI1, eI2 with |I1| = |I2| = 4 and
I1 ∩ I2 = ∅.
Suppose the above case does not happen, then for any eI1, eI2 ∈ F (I1 6= I2) with
|I1| = |I2| = 4, we have |I1 ∩ I2| = 2. Let
F ′ = {±eI ∈ F : |I| = 4} ∪ {±1}.
Then F ′ is a subgroup of F . Moreover, there must exist a subgroup F ′′ of F such
that −1 ∈ F ′′; for any other ±eI ∈ F ′′, we have |I| = 8; and
F/〈−1, c〉 = (〈F ′, c〉/〈−1, c〉)× (〈F ′′, c〉/〈−1, c〉)
is a direct product. Then for any eI1 ∈ F ′, eI2 ∈ F ′′, we have |I1 ∩ I2| = 2; and
for any eI1 , eI2 ∈ F ′′ (I1 6= I2), we have |I1 ∩ I2| = 4. Let r1 = rank(F ′/〈−1〉),
r2 = rankF
′′/〈−1〉 and r = rank(F/〈−1, c〉). Then r = r1 + r2. By Lemma 2.13,
we get r ≥ 4. Since for any eI1 , eI2 ∈ F ′′ (I1 6= I2), we have |I1 ∩ I2| = 4, so r2 ≤ 3.
Since for any eI1 , eI2 ∈ F ′ (I1 6= I2), we have |I1 ∩ I2| = 2, so r1 ≤ 3. When r1 = 3,
we may and do assume that
F ′ = 〈−1, e1e2e3e4, e1e2e5e6, e1e3e5e7〉.
Then for any ±eI ∈ F ′′ with |I| = 8, a little combinatorial argument shows that,
we can not have
|I ∩ {1, 2, 3, 4}| = |I ∩ {1, 2, 5, 6}| = |I ∩ {1, 3, 5, 7}| = 2.
So we get a contradiction. When r1 = 2, we may and do assume that F
′ =
〈−1, e1e2e3e4, e1e2e5e6〉. Modulo elements in F ′, any element of F ′′ is of the form
±e1e3eI with I ⊂ {5, 6, 7, 8, 9, 10, 11, 12, 13, 14} and |I ∩ {5, 6}| = 1. Then we must
have r2 ≤ 2. Moreover we can show that so(14)F 6= 0 in this case. So we get a
contraction. When r1 = 1, we must have r2 = 3 since r ≥ 3. In this case one can
show that so(14)F 6= 0. Then we get the uniqueness of the conjugacy class when
n = 14. 
Proposition 2.18. Let kn be the number of conjugacy classes of finite abelian
subgroups F of Spin(n) satisfying the condition (∗) and with −1 ∈ F and cn =
e1e2 · · · en ∈ F if 2|n. Then we have k2n−1 ≥ k2n−2 + k2n for any integer n > 1.
For any n > 1 except n = 2, 3, 4, 5, 6, 10, Spin(n) has a finite abelian subgroup
satisfying the condition (∗).
Proof. Finite abelian subgroups F of Spin(2n − 1) n > 1 satisfying the condition
(∗) and with −1 ∈ F can be divided into two disjoint classes. The first consists of
those such that so(2n)F 6= 0; the second consists of those such that so(2n)F = 0. If
F is a finite abelian subgroup of Spin(2n− 2) satisfying the condition (∗) and with
−1, c2n−2 ∈ F , then F ⊂ Spin(2n−1) is a subgroup of Spin(2n−1) in the first class.
One can show that, this gives an injective map from the conjugacy classes of finite
abelian subgroups of Spin(2n−2) satisfying the condition (∗) and with−1, c2n−2 ∈ F
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to the conjugacy classes of finite abelian subgroups of Spin(2n−1) in the first class.
Let F be a finite abelian subgroup of Spin(2n − 1) satisfying the condition (∗)
and with −1 ∈ F in the second class, then 〈F, c2n〉 ⊂ Spin(2n) is a finite abelian
subgroup of Spin(2n) satisfying the condition (∗) and with −1, c2n ∈ F . One can
show that, this gives a surjective map from the conjugacy classes of finite abelian
subgroups of Spin(2n − 1) in the second class to the conjugacy classes of finite
abelian subgroups of Spin(2n) satisfying the condition (∗) and with −1, c2n ∈ F .
By these, we get the inequality k2n−1 ≥ k2n−2 + k2n.
By Propositions 2.16, 2.17 and the first statement, to show the second statement,
we just need to show kn > 0 for any even integer n ≥ 16. Any even n ≥ 16 is of the
form n = 4m (m ≥ 4), n = 14 + 8m (m ≥ 1) or n = 18 + 8m (m ≥ 0). Let
F4m = 〈e1e3 · · · e4m−1, e1e2e2i+1e2i+2 : 1 ≤ i ≤ 2m− 1〉,
F14+8m = 〈e8m+1e8m+2e8m+3e8m+4, e8m+1e8m+2e8m+5e8m+6,
e8m+1e8m+3e8m+5e8m+7, e8m+8e8m+9e8m+10e8m+11,
e8m+8e8m+9e8m+12e8m+13, e8m+8e8m+10e8m+12e8m+14,
e8i+1e8i+2e8i+3e8i+4, e8i+1e8i+2e8i+5e8i+6,
e8i+1e8i+3e8i+5e8i+7, e8i+5e8i+6e8i+7e8i+8 : 0 ≤ i ≤ m− 1〉,
F18+8m = 〈e8m+1e8m+3e8m+5e8m+7e8m+9e8m+11, e8m+1e8m+2e8m+3e8m+4,
e8m+1e8m+2e8m+5e8m+6, e8m+1e8m+2e8m+7e8m+8,
e8m+1e8m+2e8m+9e8m+10, e8m+12e8m+13e8m+14e8m+15,
e8m+12e8m+13e8m+16e8m+17, e8m+12e8m+14e8m+16e8m+18,
e8i+1e8i+2e8i+3e8i+4, e8i+1e8i+2e8i+5e8i+6,
e8i+1e8i+3e8i+5e8i+7, e8i+5e8i+6e8i+7e8i+8 : 0 ≤ i ≤ m− 1〉.
These are finite abelian subgroups satisfying condition (∗). So we get the conclusion
of the second statement. 
We also discuss finite abelian subgroups of the half-spin group Spin(2n)/〈c〉 sat-
isfying the condition here. When 2|n, Spin(2n)/〈c〉 ∼= SO(2n)/〈−I〉, these abelian
subgroups have been discussed during the consideration of projective orthogonal
groups. When 4|n, the smallest n are 4, 8, 12, · · · . We have Spin(4) ∼= Sp(1)×SO(3)
and Spin(8)/〈c〉 ∼= SO(8), so no more need to consider them. In the below, we con-
sider Spin(12).
Proposition 2.19. There exist three conjuagacy classes of finite abelian subgroups
F of Spin(12)/〈c〉 satisfying the condition (∗) and with −1 ∈ F .
Proof. Let F ⊂ Spin(12)/〈c〉 be a finite abelian subgroup satisfying the condition (∗)
and with −1 ∈ F . Let π : Spin(12)/〈c〉 −→ SO(12)/〈−1〉 be the natural projection
and F ′ = π(F ). B
We have an elementary abelian 2-subgroup BF ′ of F
′. Without loss of gener-
ality, we may assume that BF ′ is contained in the subgroup of diagonal matrices
in SO(12)/〈−1〉. We distinguish too cases according to whether BF ′ containing an
element conjugate to I6,6.
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If BF ′ contains an element conjugate to I6,6, we may and do assume that x1 =
[e1e2e3e4e5e6] ∈ F and π(x) ∈ BF ′. Let y1 = e1e2e3e4e5e6 ∈ Spin(12). Since
π(x) ∈ BF ′, so there exists no x = [y] ∈ F such that [y, y1] = c. Then we have
F ⊂ Spin(12)y1/〈c〉 ∼= (SU(4)× SU(4))/〈iI〉,
where y1 = (iI, I). By Proposition 2.1, we get
F ∼ F1 = 〈[iI], [(A4, A4)], [(B4, B4)]〉
or
F2 = 〈[(iI, I)], [(I2,2, I2,2)], [(J ′2, J ′2)], [(A′4, A′4)], [(B′4, B′4)]〉.
Here
A4 =
1 + i√
2
diag{1, i,−1,−i},
B4 =
1 + i√
2


0 1 0 0
0 0 1 0
0 0 0 1
1 0 0 0

 ,
A′4 = diag{I1,1, I1,1}, B′4 = diag{J ′1, J ′1}.
If BF ′ contains no elements conjugate to I6,6, by Proposition 2.4 we get an equality
12 = 2ks0. Then we have k = 0, 1 or 2.
When k = 0, the subgroup F ′ is diagonalizable, so the pre-image of F in Spin(12)
is also abelian. By Proposition 2.17, we get a unique conjugacy class in this case.
The above F2 is in this conjuagacy class.
When k = 1, we have s0 = 6. Then we have
log2 6 ≤ rankBF ′ ≤ 6− 1.
So we get 3 ≤ rankBF ′ ≤ 5. Since we assume that BF ′ contains no elements
conjugate to I6,6, we must have rankBF ′ = 4 and
BF ′ ∼ 〈I4,8, I8,4, diag{−I2,4, I6}, diag{I6, I4,2}〉.
Then we have
F ⊂ (Spin(12)/〈c〉)π−1(BF ′ ) = (Spin(2)6/〈(c2, . . . , c2)〉)⋊ 〈e1e3e5e7e9e11〉.
Then we get
F ∼ F3 = 〈[e1e2e3e4], [e5e6e7e8], [e3e4e5e6], [e7e8e9e10], e1e3e5e7e9e11, δ〉,
where
δ =
e1 + e2√
2
e3 + e4√
2
e5 + e6√
2
e7 + e8√
2
e9 + e10√
2
e11 + e12√
2
.
When k = 2, we have s0 = 3. As in Proposition 2.5, we get a linear structure
(m,µ1, µ2, µ3) on F
′/BF ′. As Proposition 2.5 showed, we have three possibility for
this structure distinguished by: µ1, µ2, µ3 are all equal to each other; two of them
are equal, and different with the other one: any two of are not equal. In any case,
we can find elements x, y ∈ F ′ such that x, y, xy are all not in BF ′, m(x, y) = 1 and
µ1(x) = µ2(x) = µ3(x) = µ1(y) = µ2(y) = µ3(y) = 1.
Then we have
(x, y) ∼ (diag{I2,2, I2,2, I2,2, }, diag{I1,, I1,1, I1,1, I1,1, I1,1, I1,1}).
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Then we have
(x′, y′) ∼ ([e1e2e5e6e9e10], [e1e3e5e7e9e11])
for any x′ ∈ π−1(x) and y′ ∈ π−1(y). Since [x′, y′] = [−1] 6= 1, so they do not
commute in Spin(12)/〈c〉. This contracts that F is an abelian subgroup.
When k = 3, similarly as the k = 2, we can show that such an F does not
exist. 
In Spin(12)〈c〉, the above F1 is
〈[e1e2e3e4e5e6], [e1e3 1 + e5e6√
2
e7e9
1 + e11e12√
2
], [
e1 + e2√
2
1 + e3e4√
2
e5
e7 + e8√
2
1 + e9e10√
2
e11]〉.
3. Exceptional simple Lie groups
3.1. Complex and compact simple Lie algebras. For a complex simple Lie
algebra g with a specified Cartan subalgebra h, let ∆ = ∆(g, h) be the root system
of g and B be its Killing form. For any λ ∈ h∗, let Hλ ∈ h be determined by
B(Hλ, H) = λ(H), ∀H ∈ h.
For any root α ∈ ∆, let
H ′α =
2
α(Hα)
Hα.
Let
Π = {α1, . . . , αr}
be a simple system of ∆(g, h). For brevity, let H ′i denote H
′
αi
for any 1 ≤ i ≤ r.
In this paper, we always follow Bourbaki numbering to order the simple roots (cf.
[Bo] Pages 265-300). Draw Aα,βAβ,α edges to connect any two distinct simple roots
α and β, and draw an arrow from α to β if 〈α, α〉 > 〈β, β〉, we get a graph. This
graph is called the Dynkin diagram of g.
For any α ∈ ∆, let Xα be a root vector of the root α, one can normalize the
root vectors {Xα, X−α} so that B(Xα, X−α) = 2/α(Hα) . Then [Xα, X−α] = H ′α.
Moreover, one can normalize {Xα} appropriately, such that
u0 = spanR{Xα −X−α, i(Xα +X−α), iHα : α ∈ ∆}
is a compact real form of g ([Kn] pages 348 − 354). From now on, when we talk
about a compact real simple Lie algebra, we just mean this specific real form of a
complex simple Lie algebra g.
Let Aut(u0) be the group of automorphisms of u0 and Int(u0) be the subgroup of
inner automorphisms. We have
Out(u0) := Aut(u0)/ Int(u0) ∼= Out(g) ∼= Aut(Π),
where Aut(Π) is the symmetry group of the Dynkin diagram Π.
Recall that, automorphisms of lower rank of compact (or complex) simple Lie
algebras were classified. We may find a description of them in [Gr]. In this paper,
for elements of order 3, we follow the notation of [AGMV]; and for elements of order
2, we follow the notation of [Yu].
The first part of the following proposition is a theorem of Steinberg (cf. [OV]
Pages 214-216); the second part is well-known (cf. [Kn] Page 260).
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Proposition 3.1. For a connected and simply connected compact Lie group G and
an automorphism φ of G, the fixed point subgroup Gφ is connected.
For any (connected) torus S of a connected compact Lie group G, the centralizer
CG(S) is connected.
3.2. Method of classification. Let G be a connected compact Lie group and
F ⊂ G be an abelian subgroup. Let a0 = LieF , a = a0 ⊗R C ⊂ g. Let L = CG(a0)
and Ls = [L, L]
Lemma 3.1. If F ⊂ G is an abelian subgroup satisfying the condition (∗). Then
we have a = Z(Cg(a)) and F ∩ Ls ⊂ Ls also satisfies the condition (∗).
Proof. By Proposition 3.1, we get L is connected. Since F ⊂ G is an abelian
subgroup satisfying the condition (∗), so F ⊂ L and Z(L)0 ⊂ F . Then we have
F0 = Z(L)0 and F = F0(F ∩ Ls). Then the equality a = Z(Cg(a)) follows. Since
F0 = Z(L)0 commutes with Ls, so F ∩ Ls ⊂ Ls also satisfies the condition (∗). 
Note that, Cg(a) is a Levi subalgebra, so Lemma 3.1 indicates that the complex-
ified Lie algebra of a0 = LieF is the center of a Levi subalgebra.
The following is a well-known property of Levi subgroups. For the reason of
accuracy, we will give a sketch of the proof.
Lemma 3.2. Let G be a compact connected and simply connected Lie group and
L ⊂ G be a closed connected subgroup. If l = l0 ⊗R C ⊂ g is a Levi subalgebra, then
Ls = [L, L] is simply connected.
Sketch of the proof. Choose a maximal torus T of G, let t0 = LieT and h = t0⊗RC.
Then h is a Cartan subalgebra of g. As in the beginning of this section, we have a
root system ∆ and a simple system Π; and we have the elements
H ′α =
2
α(Hα)
Hα ∈ it0.
Then the condition of G is simply connected is equivalent to the kernel of expo-
nential map exp : t0 ⊂ T is generated by
{2πiH ′αj : αj ∈ Π}.
Since l is a Levi subalgebra, without loss of generality we may assume that T ⊂ L
and a subset Π′ ⊂ Π is a simple simple of L. Then T ′ = T ∩ Ls is a maximal torus
of Ls and the kernel of exponential map exp : t
′
0 ⊂ T ′ is generated by
{2πiH ′αj : αj ∈ Π′}.
Then Ls is simply connected. 
Lemma 3.1 reduces the classification of abelian subgroups of a compact connected
Lie group satisfying the condition (∗) to the classification of finite abelian subgroups
of certain compact connected closed subgroups of smaller rank satisfying the condi-
tion (∗). Moreover, using Lemma 3.2, we are able to determined the isomorphism
types of these compact connected closed subgroups.
For G = Int(u0) with u0 a compact exceptional simple Lie algebra, to classify
abelian subgroups of G satisfying the condition (∗) and of positive dimension, by
the above procedure we are led to a classification of finite abelian subgroups of
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a connected compact classical simple Lie group, a connected compact exceptional
simple Lie group, or a product of them for few cases. To classify finite abelian
subgroups of G satisfying the condition (∗), our general strategy is as follows. Take a
compact connected and simply connected Lie group G˜ with a Lie algebra isomorphic
to u0. Then we have an adjoint homomorphism π : G˜ −→ G. We have ker π = Z(G˜)
is of order 3 when u0 is of type E6; of order 2 when u0 is of type E7; and trivial when
u0 is of type E8, F4 or G2. For a finite abelian subgroup F of Int(u0) satisfying the
condition (∗), by Proposition 3.1, for any x ∈ F with (o(x), |Z(G˜)|) = 1, we have
F ⊂ Gx and Gx is connected. Then Gx must be semisimple. By [Os], we are able
to determine the conjugacy class of the subalgebra gx and then the conjugacy class
of the element x. By this way, a little argument enables us to get most of these
finite abelian subgroups except some finite elementary 3-subgroups of Int(e6) and
some finite abelian subgroups with exponent 4 of Int(e7) or e8. For them, we need
to do more detailed analysis. The exponent 3 case is relatively easier. To do the
exponent 4 case, we will use some results on the classification of elementary abelian
2-subgroups in [Yu].
For a compact exceptional simple Lie algebra u0, Aut(u0) 6= Int(u0) occurs only
when u0 is of type E6. For G = Aut(e6), since the outer automorphisms really cause
some complexity, we can not follow the same way as above for the classification in
connected compact Lie groups. But we still can mimic the above procedure to finish
the classification, with the cost of more case by case analysis need to do.
Remark 3.1. If we apply the Lemmas 3.1 and 3.2 to Int(u0) to Int(u0) for a compact
classical simple Lie algebra u0, we would give a different proof for Propositions 2.1,
2.8, and for Proposition 2.4 when F ⊂ PSO(n).
4. G2
Let G = Aut(g2). In [Yu], we proved G has a unique conjuagacy class of elemen-
tary abelian 2-subgroups of rank 3, let F1 denote one of them. Let T be a maximal
torus of G.
Proposition 4.1. Any abelian subgroup F of G2 satisfying the condition (∗) is
either a maximal torus or is conjugate to F1.
Proof. Let k = dimF . Then we have 0 ≤ k ≤ rankG = 2.
When k = 2, it is clear that F is a maximal torus.
When k = 1, by Lemma 3.2, a = LieF⊗RC is the center of a Levi subalgebra. The
complex simple group G2(C) has two conjugacy classes of Levi subgroups with center
of dimension 1, both are isomorphic to GL(2,C). Let some F ⊂ H ∼= U(2) be an
abelian subgroup satisfying the condition (∗). Then Z(U(2))0 ⊂ F and F ∩Hs ⊂ Hs
is a finite abelian subgroup satisfying the condition (∗), where Hs = [H,H ] ∼= SU(2).
Since SU(2) has no finite abelian subgroups satisfying the condition (∗), so we get
a contraction. Then k = 1 is impossible.
When k = 0, for any 1 6= x ∈ F , we have F ⊂ Gx and Z(Gx)0 ⊂ F since
F satisfies the condition (∗). By Steinberg ’s theorem, Gx is connected, so it is
semisimple since F is finite. By [Os], we know gx is of type of AL2 or A
L
1 +A
S
1 . Then
we have either Gx ∼= SU(3) or Gx ∼= (Sp(1) × Sp(1))/〈(−1,−1)〉. The first case is
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impossible since any abelian subgorup of SU(3) is toral. In the latter case, we have
F ∼= (C2)3 and get a unique conjugacy class. Then we have F ∼ F1. 
Proposition 4.2. We have
NG(F1)/CF2
∼= GL(3,F2)
.
Proof. The relation NG(F1)/CF2
∼= GL(3,F2) is proved in [Yu] Corollary 4.2. 
5. F4
Let G = Aut(f4).
Let θ = exp(2πi
3
(2H ′3 +H
′
4)), then (g
θ, h) has a simple system
{β − α1, α1} ⊔ {α3, α4},
which is of type 2A2. Here β = 2α1+3α2+4α3+2α4 is the highest root. By Steinberg
’s theorem, Gθ is connected. Since exp(2πi
3
(H ′β−α1+2H
′
α1
)) = exp(2πi
3
(2H ′α3+H
′
α4
)),
so Gθ ∼= (SU(3)× SU(3))/〈(ωI, ωI)〉, where θ = [(ωI, I)]. Let
F1 = 〈[(ωI, I)], [(A,A)], [(B,B)]〉 ⊂ Gθ ⊂ G,
where A =

 1 ω
ω2

 and B =

 0 1 00 0 1
1 0 0

. Since [B,A] = ωI, so F1 is an
abelian subgroup of G. We have
GF1 = (Gθ)F1 = ((SU(3)× SU(3))/〈(ωI, ωI)〉)F1 = F1,
so uF10 = 0.
For the involution σ1 ∈ G ∼= F4, we have (cf. [HY] Table 2)
Gσ1 ∼= (Sp(3)× Sp(1))/〈(−I,−1)〉.
Let
F2 = 〈(−I, 1), (iI, i), (jI, j), (I1,2, 1), (I2,1, 1)〉.
Then it is an elementary abelian 2-subgroup of G satisfying the condition uF0 = 0.
The group G has a Levi subgroup H of type B3. And we have
H ∼= (Spin(7)×U(1))/〈(−1,−1)〉.
Let
F3 = 〈1× U(1), [(e1e2e3e4, 1)], [(e1e2e5e6, 1)], [(e1e3e5e7, 1)]〉.
Since
GF3 = HF3 = (1× U(1)) · (Spin(7))e1e2e3e4,e1e2e5e6,e1e3e5e7 = F3,
so uF30 = LieF3.
Proposition 5.1. Any abelian subgroup F of G satisfying the condition (∗) is either
a maximal torus, or is conjugate to one of F1, F2, F3.
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Proof. Let F be an abelian subgroup of G satisfying the condition (∗). Let k =
dimF . Then we have 0 ≤ k ≤ rankG = 4.
When k = 4, it is clear that F is a maximal torus.
When 0 < k < 4, by Lemma 3.1, we know LieF ⊗R C is the center of a Levi
subalgebra. So there exists a connected subgroup H of G whose complecification is
a Levi subgroup such that (ZH)0 ⊂ F ⊂ H . By Lemma 3.2, we get H = Hs · (ZH)0
with Hs = [H,H ] connected and simply connected, and F
′ = F ∩ Hs is a finite
abelian subgroup of Hs satisfying condition (∗). By Propositions 2.1, 2.3, 2.7,
among compact connected and simply connected Lie groups of rank at most 3, only
Spin(7) may have finite subgroups satisfying the condition (∗). So H must be of
type B3. Then we have H ∼= (Spin(7)×U(1))/〈(−1,−1)〉. By Proposition 2.16, we
get F ′ ∼ 〈−1, e1e2e3e4, e1e2e5e6, e1e3e5e7〉. Then we have F ∼ F3.
When k = 0, for any 1 6= x ∈ F , we have F ⊂ Gx. By Steinberg ’s theorem Gx
is connected. Then Gx is semisimple since (ZGx)0 ⊂ F as F satisfies the condition
(∗). By [Os], the root system of Gx is one of AL2 +AS2 , AL3 +AS1 , B4, D4, B2 + 2A1,
4A1, C3 + A1, C2 + 2A1. When the root system is A
L
2 + A
S
2 , we have
Gx ∼= (SU(3)× SU(3))/〈(ωI, ωI)〉,
then F ∼ F1. When the root system is AL3 + AS1 , we have
H ∼= (SU(4)× Sp(1))/〈(−I,−1)〉,
where x = (±iI, 1). In this case, let S1, S2 be images of F under the projections
to SU(4)/〈−I〉 and Sp(1)/〈−1〉 respectively. Then they are both finite abelian sub-
groups satisfying the condition (∗). By Propositions 2.1 and 2.7, we get S1 ∼ (H2)2
and S2 ∼ H ′2. Then kerm1 = kerm2 = 1 for the bilinear forms m1, m2 on S1, S2
respectively. Since H ∼= (SU(4)× Sp(1))/〈(−I,−1)〉, for any (A, x), (B, y) ∈ F , we
have m1(A,B) = m2(x, y). From this we get rank(S1/ kerm1) = rank(S2/ kerm2).
This is in contraction with rank(S1/ kerm1) = 4 and rank(S2/ kerm2) = 2. In the
remaining cases, for any 1 6= x ∈ F , the root system of Gx is one of B4, D4, B2+2A1,
4A1, C3 + A1, C2 + 2A1, so we have o(x) = 2. Then F is an elementary abelian
2-group. From the proof of Proposition 5.2 in [Yu], we know that any elementary
abelian 2-subgroup of G without elements conjugate to σ1 has rank at most 2 and
satisfies uF0 6= 0. When F contains an element conjuagte to σ1, without loss of
generality we may assume that σ1 ∈ F . Then we have
F ⊂ Gσ1 ∼= (Sp(3)× Sp(1))/〈(−I,−1)〉.
By Proposition 2.1, one can show that F ∼ F2. 
Recall that (cf. [Yu]), Let P (r, s;F2) is the group of (r, s)-block wise upper triangle
matrices in GL(r + s,F2).
Proposition 5.2. We have
W (F1) = NG(F1)/CG(F1) ∼= SL(3,F3),
W (F2) = NG(F2)/CG(F2) ∼= P (3, 2;F2)
and
W (F3) = NG(F3)/CG(F3) ∼= (GL(3,F2)× {±1})⋊Hom((F2)3,F2).
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Proof. First we know thatW (F1) acts transitively on F1 since any non-identity of F1
is conjugate to θ by the proof of Proposition 5.1. Moreover, the stabilizer of W (F1)
at θ is clearly isomorphic to SL(2,F2). Then we must have W (F1) ∼= SL(3,F3).
By Proposition 5.5 in [Yu], we get W (F2) ∼= P (3, 2;F2).
We have (F3)0 ∼= U(1) and F3/(F3)0 ∼= (F2)3. So get a homomorphism
W (F3) −→ GL(3,F2 × {±1}.
From the inclusion F ⊂ H ∼= (Spin(7)× U(1))/〈(−1,−1)〉, one can show that this
homomorphism is surjective with a kernel (F2)
3,F2, where the last F2 = Z((F3)0).
Then we get W (F3) ∼= (GL(3,F2)× {±1})⋊ Hom((F2)3,F2). 
6. E6
Let G = Aut(e6), then G0 = Int(u0). Let G1 = E6 and G2 = E6⋊〈τ〉, where
τ 2 = 1 and Ad(τ)|e6 is the diagram automorphism with (e6)τ = f4. Let π : G2 −→ G
be the adjoint homomorphism. Then we have ker π = 〈z〉, where
z = exp(
2πi
3
(H ′1 + 2H
′
3 +H
′
5 + 2H
′
6)) ∈ ZE6
and we have o(z) = 3.
6.1. Inner case. Let
θ1 = exp(
2πi
3
(2H ′1 +H
′
3)) ∈ G1
and
θ2 = exp(
2πi
3
(2H ′1 + 2H
′
3 + 2H
′
4 +H
′
2 +H
′
5)) ∈ G1.
Then they are elements of order 3 in G1 = E6. Compare with the terminology in
[AGMV], θ1 is in the Class “3C” and θ2 is in the Class “3D”. The Lie algebra g
θ1 is
of type 3A2 and with simple roots
{α1, α3, α6, α5, β − α2, α2}.
The Lie algebra gθ2 is of type D4 and with simple roots
{α3, α4, α2, α5}.
Here β = α1 + α6 + 2(α2 + α3 + α5) + 3α4 is the highest root. We have
(G1)
θ1 ∼= (SU(3)× SU(3)× SU(3))/〈(ωI, ωI, ωI)〉
with z = (ωI, ω−1I, I), and
(G1)
θ2 ∼= (Spin(8)× U(1)× U(1))/〈(c,−1, 1), (−c, 1,−1)〉
with z = (1, ω, ω).
Let η ∈ Aut(g) be an automorphism determined by η(X±α4) = X±α4 ,
η(X±α2) = X±α3 , η(X±α3) = X±α5 , η(X±α5) = X±α2 ,
η(X±α1) = X±α6 , η(X±α6) = X∓β, η(X∓β) = X±α1 .
Then η stabilizes u0, so η ∈ G = Aut(e6). We have
ηθ1η
−1 = zθ1
and
ηθ2η
−1 = zθ2
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For i = 1, 2, we have
(G0)
π(θi) = {g ∈ G1|gθig−1(θi)−1 ∈ 〈z〉}/〈z〉.
Since ηθ1η
−1 = zθ1, so we have
{g ∈ G1|gθig−1(θi)−1 ∈ 〈z〉} = (G1)θ1 · 〈η〉.
Then (G0)
π(θ1) has three connected components. Moreover onc can show that
(G0)
π(θ1) ∼= ((SU(3)× SU(3)× SU(3))/〈(ωI, ωI, ωI), (ωI, ω−1I, I)〉)⋊ 〈η〉,
where we have π(θ1) = [(ωI, I, I)], η(A1, A2, A3)η
−1 = (A2, A3, A1) and η3 = 1.
Similarly, we can show that
(G0)
π(θ2) ∼= ((Spin(8)× U(1)×U(1))/〈(c,−1, 1), (−c,−1,−1)〉)⋊ 〈η〉
with π(θ2) = (1, 1, ω), (so(8)⊕ iR⊕ iR)η = g2 ⊕ 0⊕ 0 and η3 = 1.
Let F ⊂ G be an abelian subgroup. For any x, y ∈ F ∩ G0, choose x′, y′ ∈ G1
such that π(x′) = x and π(y′) = y, then we have [x′, y′] = zk for some k = 0, 1, 2.
Define m(x, y) = zk. Then m is an anti-symmetric bi-multiplicative function on F .
Lemma 6.1. For any x1, x2, x3 ∈ F ∩G0, we have m(x1, x1) = 1 and m(x1x2, x3) =
m(x1, x3)m(x2, x3).
Proof. The proof of similar as the proof for Lemma 2.1. 
Lemma 6.2. Let F ⊂ G0 be a finite abelian subgroup satisfying cthe ondition (∗).
Then for any 1 6= x ∈ F ,
(1), if o(x) = p is a prime, we have p = 2 or 3;
(2), if o(x) = 2k, we have o(x) = 2 and x ∼ σ1;
(3), if o(x) = 3k, we have o(x) = 3 and x ∼ π(θ1) or π(θ2).
Proof. For (1), suppose that p > 3. Since (o(x), 3) = 1, so there exists y ∈ G1 such
that x = π(y) and o(y) = o(x) = p. Then we have F ⊂ (G0)x and
(G0)
x = {g ∈ G1 : gyg−1y−1 ∈ 〈z〉}/〈z〉.
Since (o(y), 3) = 1, so o(yz) = o(yz2) = 3o(y) 6= o(y). Then we have yz 6∼ y and
yz2 6∼ y. By this, we get (G0)x = (G1)y/〈z〉. By Steinberg ’s theorem (G1)y is
connected, so (G0)
x is connected. Since F satisfies the condition (∗), so (G0)x must
be semisimple. By [Os], we get that gy is of type 3A2 or A5 + A1. Then (G0)
x
does not contain any element in its center and of order a prime p > 3. So we get a
contradiction. Then we have p = 2 or 3.
For (2), similarly as in (1), we get there exists y ∈ G1 such that x = π(y) and
o(y) = o(x) = 2k. Then F ⊂ (G0)x and (G0)x = (G1)y/〈z〉. By Steinberg ’s
theorem, (G1)
y is connected, so (G0)
x is connected. Since F satisfies the condition
(∗), so (G0)x must be semisimple. By [Os], we get gx is of type 3A2 or A5 + A1.
Since we assume o(x) = 2k, so gx is of type A5 +A1. In this case, we have (G0)
x ∼=
(SU(6) × Sp(1))/〈(ωI, 1), (−I,−1)〉. Then o(x) = 2k = 2. Moreover we have
x = [(I,−1)] ∼ σ1 (cf. [HY] Table 2).
For (3), suppose that o(x) 6= 3. Then F has an element of order 9. We may
and do assume that o(x) = 9. Then o(x3) = 3 and x3 ∈ kerm. Choose an element
y ∈ G1 such that π(y) = x. Then we have F ⊂ (G1)y3/〈z〉 since x kerm. By
Steinberg ’s theorem, (G1)
y3 is connected. Since F satisfies the condition (∗), so
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(G1)
y3 must be semisimple. By [Os], gy
3
is of type 3A2 or A5+A1. Since o(x
3) = 3,
so gy
3
is of type 3A2. Then we have
(G1)
y3 ∼= (SU(3)× SU(3)× SU(3))/〈(ωI, ωI, ωI)〉
and
(G1)
y3/〈z〉 ∼= (SU(3)× SU(3)× SU(3))/〈(ωI, ωI, ωI), (ωI, ω−1I, I)〉.
We have x3 = [y3] = [(ωI, I, I)] or [(ω−1I, I, I)]. Without loss of generality, we may
assume that y = (A1, A2, A3) with (A1)
3 = ωkI and (A2)
3 = (A3)
3 = ωk+1I for
some k = 0, 1 or 2. When k = 1 or 2, we have A1 6∼ ωA1 and A1 6∼ ω2A1, so the
component of ((G1)
y3/〈z〉)x on the first SU(3) factor is SU(3)A1, which has a center
of positive dimension. Then we have uF0 6= 0. When k = 0, we have A2 6∼ ωA2,
A2 6∼ ω2A2, A3 6∼ ωA3 and A3 6∼ ω2A3, so
(G0)
x = ((G1)
y3/〈z〉)x = (G1)y/〈z〉.
Then we have F ⊂ (G0)x and (G0)x has a center of positive dimension. Then we
get uF0 6= 0. So we always have uF0 6= 0. This contracts that F satisfies the condition
(∗). Then we have o(x) = 3 if o(x) = 3k.
For the terminology in [AGMV], G0 has five conjugacy classes of elements of order
3 labeled as “3B”, “3C”, “3D”,“3E”,“3F”. For an element x in class “3B”, “3E”, or
‘3F”, the order of Aut((u0)
x)/ Int((u0)
x) is coprime to 3, and ux0 is not semisimple,
so (G0)
x is connected and is not semisimple. Then it does not contain any finite
abelian subgroup satisfying the condition (∗). Then x is either in the class “3C” or
in the class “3D”. That is, we have x ∼ θ1 or θ2. 
Lemma 6.3. We have η ∼ π(θ2) and ηπ(θ1) ∼ ηπ(θ1)2 ∼ π(θ1).
Proof. Firstly, let A = diag{1, ω, ω2} and B =

 0 1 00 0 1
1 0 0

. Then
F = 〈π(θ1), η, (A,A,A), (B,B,B)〉
is an elementary abelian 3-subgroup of G0 such that u
F
0 = 1. Then any non-identity
element of F is conjugate to π(θ1) or π(θ2) by Lemma 6.2. The Lie algebra g = e6(C)
has 36 positive roots, among them only the six roots ±α4, ±(α4 + α2 + α3 + α5),
±(2α4+α2+α3+α5) are fixed under the action of η. Moreover η acts as identity on
their root vectors. The action of η also permutes the elements {iHαj : 1 ≤ j ≤ 6}.
Then we get
dim gη = 6 +
78− 6
3
= 30 = dim gπ(θ2) 6= dim gπ(θ1).
So we have η ∼ π(θ2).
Similar consideration shows that
gηπ(θ1) = gηπ(θ1)
2
=
78− 6
3
= 24 = dim gπ(θ1) 6= dim gπ(θ2),
so η1π(θ1) ∼ η1π(θ1)2 ∼ π(θ1). 
Lemma 6.4. There exist two conjugacy classes of rank 2 elementary abelian 3-
subgroups of G0 with non-trivial bi-function m.
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Proof. Let F be a rank 2 elementary abelian 3-subgroup of G0 with a non-trivial
bi-function m. By the same reason as in the proof for Lemma 6.2, we get any
non-trivial element of F is conjugate to π(θ1) or π(θ2).
When F contains an element conjugate to π(θ1), without loss of generality we
may assume that π(θ1) ∈ F . Then we have
F ⊂ (G0)π(θ1) = ((SU(3)× SU(3)× SU(3))/〈(ωI, ωI, ωI), (ωI, ω−1I, I)〉)⋊ 〈η〉.
Since the bi-function m on F is non-trivial, so F is generated by π(θ1) and another
element of order 3 not in ((G0)
π(θ1))0. Firstly, any element in η((G0)
π(θ1))0 is conju-
gate to an element of the form (A, I, I)η. Secondly, ((A, I, I)η)3 = 1 if and only if
A ∈ 〈ωI〉. That is, we have just to say, [(ωI, I, I)]π(θ1), so we get
F ∼ 〈π(θ1), η〉.
When F contains no elements conjugate to π(θ1), all non-trivial elements of F
are conjugate to π(θ2). without loss of generality we may assume that π(θ2) ∈ F .
Then we have
F ⊂ (G0)π(θ2) = ((Spin(8)×U(1)× U(1))/〈(c,−1, 1), (−c,−1,−1)〉)⋊ 〈η〉.
Since the bi-function m is non-trivial, so F is generated by π(θ2) and another
element of order 3 in the coset η((G0)
π(θ2))0. Firstly, any element in η((G0)
π(θ1))0 is
conjugate to an element of the form (A, 1, 1)η, A ∈ Spin(8). Secondly, from we know
η Spin(8) contains two conjugacy classes of elements of order 3, with repretatives
η and η′ = Aη respectively, where (Spin(8))η
′ ∼= PSU(3). All non-trivial elements
of 〈π(θ2), η〉 are conjugate to π(θ2), so 〈π(θ2), η〉 6∼ 〈π(θ1), η〉. On the other hand,
we have 〈π(θ2), η′〉 ∼ 〈π(θ1), η〉 since the latter contains an element conjugate to
π(θ2). 
Corollary 6.1. We have η′ ∼ η′π(θ2) ∼ η′π(θ2)2 ∼ π(θ1).
Proof. By Lemma 6.3, the only elements conjugate to π(θ2) in 〈π(θ1), η〉 are η and
η2. Since 〈π(θ2), η′〉 ∼ 〈π(θ1), η〉, so we have η′ ∼ η′π(θ2) ∼ η′π(θ2)2 ∼ π(θ1). 
Proposition 6.1. Let F ⊂ G0 be a finite abelian subgroup satisfying the condition
(∗). If F is not a 3-group, then we have F ∼= (C2)3×(C3)2 and there exists a unique
conjugacy class of such subgroups.
Proof. Under the assumption of the proposition, by Lemma 6.2, we get F contains
an element conjugate to σ1. Without loss of generality we may assume that σ1 ∈ F ,
then we have
F ⊂ (G0)σ1 ∼= (SU(6)× Sp(1))/〈(−I,−1), (ωI, 1)〉.
By Proposition 2.1, we get that the images of the projections of F to PSU(6) and
Sp(1)/〈−1〉 are conjugate to H6 = 〈A6, B6〉 and H ′2 = 〈iI, גI〉 respectively, where
A6 = e
2pii
12 diag{(1, ω6, (ω6)2, (ω6)3, (ω6)4, (ω6)5)}
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and
B6 = e
2pii
12


0 1
0 1
0 1
0 1
0 1
1 0

 .
For any element (λ1I, λ2) ∈ 〈(−I,−1), (ωI, 1)〉, we have λ2 = λ31. Then we have
F = 〈[(−I, 1)], [(A6, i)], [(B6, j)]〉.
Then the conclusion of the proposition follows. 
Let F1 be a finite abelian subgroup of G0 as in Proposition 6.1.
Proposition 6.2. The Sylow 3-subgroup of F1 is conjugate to 〈π(θ2), η〉.
We have
W (F1) = NG0(F1)/CG0(F1)
∼= GL(3,F2)× SL(2,F3).
Proof. Let S3 be the Sylow 3-subgroup of F1. First of all, we see the bi-function m
is not trivial on S3 from the construction of F . Secondly, S3 can not contains any
element conjugate to π(θ1) since any finite abelian subgroup of
(G0)
π(θ1) ∼= ((SU(3)× SU(3)× SU(3))/〈(ωI, ωI, ωI), (ωI, ω−1I, I)〉)⋊ 〈η〉
must be a 3-group. Then by the proof of Lemma 6.4, we get
S3 ∼ 〈π(θ2), η〉.
Let S2 be the Sylow 2-subgroup of F1. Then we have a homomorphism
W (F ) −→W (S2)×W (S3).
Since the bi-function m is not trivial on S3, so we have S3 ⊂ SL(2,F3). We have
W (S2) ∼= GL(3,F2) by [Yu] Proposition 6.10. Let p : W (F1) −→ W (S2) be the
natural projection. p must be surjective due to the uniquenesss of the conjugacy
class of finite abelian subgroups of G0 satisfying the condition (∗) and isomorphic
to (C2)
3 × (C3)2. On the other hand, from the construction of F1 we see that
ker π ∼= SL(2,F3). Combining these facts, we get
W (F1) ∼= GL(3,F2)× SL(2,F3).

Proposition 6.3. There exist two conjugacy classes of elementary abelian 3-subgroups
of G0 satisfying the condition (∗). Subgroups in one of them have rank 3, and in
the other one have rank 4.
Proof. Let F be an elementary abelian 3-subgroup of G0 satisfying the condition
(∗). When kerm = 1, we have F ′ = π−1(F ) is an elementary abelian 3-subgroup of
G1. By the discussion in the beginning of the this section and Proposition 6.2, we
get any non-identity element of F ′ is conjugate to θ1. Without loss of generality we
may assume that θ1 ∈ F ′, then
F ′ ⊂ (G1)θ1 ∼= (SU(3)× SU(3)× SU(3))/〈(ωI, ωI, ωI)〉.
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Then we have
F ′ ∼ 〈c, θ1, [(A,A,A)], [(B,B,B)]〉,
where c = [(I, ωI, ω−1I)] ∈ (G1)θ1 ∩ Z(G1). Then we get
F ∼ 〈π(θ1), [(A,A,A)], [(B,B,B)]〉 ⊂ (G0)π(θ1) ⊂ G0.
When kerm 6= 1, choose a rank 2-subgroup K of F with a non-trivial bi-function
m. By Lemma 6.4, we get K ∼ 〈π(θ1), η〉 or 〈π(θ2), η〉.
In the first case, we have
F ⊂ (G0)π(θ1),η = PSU(3)× 〈π(θ1), η〉.
Then we have
F ∼ 〈π(θ1), η, (A,A,A), (B,B,B)〉.
In the second case, we have
F ⊂ (G0)π(θ2),η = G2×〈π(θ2), η〉.
Then F ∩G2 ⊂ G2 is a finite elementary abelian 3-subgroup satisfying the condition
(∗). By Proposition 4.1, G2 does not have any finite elementary abelian 3-subgroup
satisfying the condition (∗), so this case is impossible. 
In
(G0)
π(θ1) ∼= ((SU(3)× SU(3)× SU(3))/〈(ωI, ωI, ωI), (ωI, ω−1I, I)〉)⋊ 〈η〉,
where π(θ1) = [(ωI, I, I)], η(A1, A2, A3)η
−1 = (A2, A3, A1) and η3 = 1. Let
F2 = 〈π(θ1), [(A,A,A)], [(B,B,B)]〉,
and
F3 = 〈π(θ1), η, [(A,A,A)], [(B,B,B)]〉.
Lemma 6.5. We have ker(m|F3) = 〈[(A,A,A)], [(B,B,B)]〉.
For any x ∈ F3, we have x ∼ π(θ2) if and only if x ∈ η ker(m|F3) or x ∈
η2 ker(m|F3).
Proof. We have [(A,A,A)] ∈ ker(m|F3) and [(B,B,B)] ∈ ker(m|F3) since their pre-
images in (G1)
θ1 and elements in π−1(η) all commute to each other. Then we have
ker(m|F3) = 〈[(A,A,A)], [(B,B,B)]〉
Since we know m is not trivial on F3.
For any y ∈ 〈[(A,A,A)], [(B,B,B)]〉, there exists some [(C1, C2, C3)] ∈ (G0)η1
such that
[(C1, C2, C3)]η[(C1, C2, C3)]
−1 = ηy.
So ηy ∼ ηπ(θ2). Then we have η2y ∼ π(θ2) as well. On the other hand, by Lemmas
6.3 ans 6.4, we know that there are exactly two elements in 〈π(θ1), ηy〉 conjugate
to π(θ2). Then get the elements in F3 which are conjugate to π(θ2) are just those
elements in η ker(m|F3) ∪ η2 ker(m|F3). 
Proposition 6.4. We have
W (F2) ∼= SL(3,F3)
and
W (F3) ∼= (SL(2,F3)× P (1, 1,F3))⋊ (Hom((F3)2, (F3)2).
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Proof. Since non-identity elements in F2 are all conjugate to π(θ1), so W (F2) acts
transitively on F2−{1}. On the other hand, by the construction of F2, we see that
the stabilizer of W (F1) at π(F2) is isomorphic to SL(2,F3). Then we have
W (F2) ∼= SL(3,F3).
Let K ′ = ker(m|F3) = 〈[(A,A,A)], [(B,B,B)]. Since all non-identity elements in
K ′ are conjuagte to π(θ1), so we have
K ′ ∼ 〈π(θ1), [(A,A,A)]〉.
Then we get W (K ′) ∼= SL(2,F3). We have a homomorphism
p : W (F ) −→W (K ′)×GL(F3/K ′).
One can show that
Im p = SL(2,F3) ∼= W (K ′)×W (K) ∼= SL(2,F3)× P (1, 1,F3)
and
ker p = Hom(K,K ′).
Then we get
W (F3) ∼= (SL(2,F3)× P (1, 1,F3))⋊ (Hom((F3)2, (F3)2).

Proposition 6.5. There exist two conjugacy classes of abelian subgroups F of G0
satisfying the condition (∗) and with 0 < dimF < 6. For any of them them,
Cg(LieF ) is of type 2A2 or D4.
Proof. Let F ⊂ G0 be an abelian subgroup satisfying the condition (∗) and with
0 < dimF < 6. Let a0 = LieF and a = a0 ⊗R C ⊂ g. By Lemma 3.1, a is the
center of a Levi subalgebra of g. Let L = CG0(a0). Then L is connected and F ⊂ L.
Moreover, we have F0 = Z(L)0, F = F0 · (F ∩ [L, L]) and F ′ = F ∩ [L, L] ⊂ [L, L]
is a finite abelian subgroup satisfying the condition (∗).
If Ls = [L, L] is not simply connected, then l is of type 2A2 or 2A2 + A1. Then
we have
Ls ∼= (SU(3)× SU(3))/〈(ωI, ωI)〉
or
Ls ∼= (SU(3)× SU(3))/〈(ωI, ωI)〉 × Sp(1).
In the first case, we have
F ′ ∼ 〈[(ωI, I)], [(A,A)], [(B,B)]〉,
where A = diag{1, ω, ω2} and B =

 0 1 01 0 0
0 0 1

. The second case is impossible.
If Ls is simply connected, it can not have a type A factor, so it is of type D4 or
D5. In the D4 case, we have Ls ∼= Spin(8) and −1, e1e2 · · · e8 ∈ F ′ ∩ Z(L)0. Then
by Proposition 2.16 we have
F ′ ∼ 〈−1, e1e2e3e4, e5e6e7e8, e1e2e5e6, e1e3e5e7〉.
By Proposition 2.16, the D5 case is impossible. 
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Let F4 be an abelian subgroup arsing from the 2A2 case in the above proof and
F5 be an abelian subgroup arising from the D4 case in the above proof.
6.2. Outer case.
Lemma 6.6. Let F ⊂ G be a finite abelian subgroup satisfying the condition (∗)
and with F 6⊂ G0. Then for any y ∈ F − F ∩G0, we have o(y) = 2, 4, 6 or 8.
Proof. Since F is abelian and F 6⊂ G0, so the bi-function m on F ∩ G0 is trivial.
Then for any x ∈ F ∩G0, by Steinberg ’s theorem we have F ∩G0 ⊂ ((G0)x)0.
Choose a Cartan subalgebra h0 of u0 = e6 and let h = h0 ⊗R C ⊂ g = e6(C). For
any y ∈ F − F ∩G0, without loss of generality we may assume that Ad(y)(h) = h.
Then the action of Ad(y) on h∗ stabilizing ∆(g, h). Let x = y2, then we have
F ⊂ ((G0)x)0〈y〉. Let
Zx = (Z(((G0)
x)0))0.
Since Zx commutes with F∩G0 and y2 = x ∈ F∩G0, so Ad(y) must act as −1 on Zx.
Otherwise we will have uF0 = 0. Since x = y
2, so we have (G0)
y ⊂ (G0)x. By Lemma
2.9 we have rank(G0)
y = 4, so we get rank[ux0 , u
x
0]
y = 4. Then we have rank[ux0, u
x
0 ] ≥
4. The element x is of the form x = xsxz with xs ∈ Z([((G0)x)0, ((G0)x)0]) and
xz ∈ Zx.
From [Os], we know that gx is one of the following types
D4, A4, A3 + A1, 2A2, A2 + 2A1, 4A1,
D5, A5, A4 + A1, A3 + 2A1, 2A2 + A1,
A5 + A1, 3A2.
When rank[ux0 , u
x
0] = 4, y must act on [u
x
0, u
x
0] as an inner automorphism. Then y
commutes with xs. Since y commutes with x as well, so it also commutes with xz.
Then we have x2z = 1.
When gx is of type A4, without loss of generality we may assume that ∆(g
x, h)
has
{α1, α3, α4, α2}
as a simple root system. The orthogonal complement of
span{α1, α3, α4, α2}
is span{α6, γ}, where
γ = 2α1 + 4α3 + 6α4 + 3α2 + 5α5.
For the action of Ad(y) on ∆(g, h) and h∗, then we see that it acts as identity on
span{α1, α3, α4, α2} and as −1 on span{α6, γ}. Then we have Ad(y)α5 6∈ ∆, which
is a contradiction.
When gx is of type A3 + A1, without loss of generality we may assume that
∆(gx, h) has
{α3, α4, α5} ∪ {β}
as a simple root system. The orthogonal complement of span{α3, α4, α5, β} is
span{γ1, γ2}, where β = α1 + 2α2 + 2α3 + 3α4 + 2α5 + α6,
γ1 = 4α1 + 3α3 + 2α4 + α5
MAXIMAL ABELIAN SUBGROUPS OF COMPACT SIMPLE LIE GROUPS 43
and
γ2 = α3 + 2α4 + 3α5 + 4α6.
For the action of Ad(y) on ∆(g, h) and h∗, then it acts as identity on
span{α3, α4, α5, β}
and as −1 on span{γ1, γ2}. Then we see that Ad(y)α1 6∈ ∆, which is a contradiction.
When gx is of type 2A2, without loss of generality we may assume that ∆(g
x, h)
has
{α1, α3} ∪ {α5, α6}
as a simple root system. The orthogonal complement of span{α1, α3, α5, α6} is
span{β, α2}. For the action of Ad(y) on ∆(g, h) and h∗, then it acts as identity on
span{α1, α3, α5, α6}
and as −1 on span{β, α2}. Then we see that Ad(y)α4 6∈ ∆, which is a contradiction.
When gx is of type A2 + 2A1, without loss of generality we may assume that
∆(gx, h) has
{α2, α4} ∪ {α1} ∪ {α6}
as a simple root system. The orthogonal complement of span{α1, α2, α4, α6} is
span{γ4, γ5}, where
γ4 = 3α1 + 6α3 + 4α4 + 2α2
and
γ5 = 2α2 + 4α4 + 6α5 + 3α6.
For the action of Ad(y) on ∆(g, h) and h∗, then it acts as identity on
span{α1, α2, α4, α6}
and as −1 on span{γ4, γ5}. Then we see that Ad(y)α3 6∈ ∆, which is a contradiction.
When gx is of type D4 or 4A1, we have x
2
s = 1. Then we have x
2 = (xs)
2(xz)
2 = 1.
When rank[ux0 , u
x
0] = 5, first if g
x is of type A5 or A4 + A1, rank[u
x
0, u
x
0]
y can not
be 4, which is a contraction.
When gx is of type 2A2 + A1, similar as in A4 case we get a contraction by
considering the action of Ad(y) on ∆(g, h).
When gx is of type D5, we have
(G0)
x = (Spin(10)×U(1))/〈(c, i)〉.
Then x = (1, t) for some t ∈ U(1). Therefore x = yxy−1 = x−1, so x2 = 1.
When gx is of type A3 + 2A1, without loss of generality we may assume that
∆(gx, h) has a simple system
{−β, α2, α4} ⊔ {α1} ⊔ {α6}.
Then we have
(G0)
x ∼= (SU(4)× Sp(1)× Sp(1)× U(1))/〈(iI,−1, 1, i), (I,−1,−1,−1)〉.
Then we have x = [(1, 1, (−1)k, t)] for some t ∈ U(1) and k = 0 or 1. If Ad(y)
stabilizes the two roots (α1, α6), then we get
x = yxy−1 = (1, 1, (−1)k, t−1) = x−1.
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So we have x2 = 1. If Ad(y) permutes the two roots (α1, α6), then we get
x = yxy−1 = (1, (−1)k, 1, t−1) = x(1, 1, 1, (−1)kt−2).
So we have t2 = (−1)k. Then x is a power of x0 = (1, 1,−1, i). Since o(x0) = 4, so
we have o(x) = 1, 2 or 4.
When rank[ux0 , u
x
0] = 6, g
x is of type A5 + A1 or 3A2. So we have o(x) = 2 or
3. 
Remark 6.1. If one applies Steinberg ’s theorem to the automorphism Ad(y) on
G1 = E6, Lemma 6.6 can be proved in a different way.
For the involution σ1 ∈ G, we have
Gσ1 = ((SU(6)× Sp(1))/〈(ωI, 1), (−I,−1)〉)⋊ 〈τ〉,
where τ 2 = 1 and
τ([X, λ])τ−1 = [J3X(J3)−1, λ]
for any X ∈ SU(6) and λ ∈ Sp(1). Let
F6 = 〈[(J3, 1)τ ], [(diag{I1,1, I1,1, J1}, i)], [(diag{J ′1, J1, I1,1}, j)]〉.
Then we have (u0)
F6 = 0. So F6 is a finite abelian subgroup of G satisfying the
condition (∗).
Lemma 6.7. Let F ⊂ G be a finite abelian subgroup satisfying the condition (∗)
and with F 6⊂ G0. Then either F contains an outer involution, or F is conjugate
to F6.
Proof. Suppose F does not contain any outer involution, then by Lemma 6.6 we
get: for any y ∈ F − F ∩G0, we have o(y) = 4 or 8.
When o(y) = 4, let x = y2, then x ∼ σ1 or σ2.
When x ∼ σ1, without loss of generality we may assume that x = σ1. Then we
have
F ⊂ Gσ1 = ((SU(6)× Sp(1))/〈(ωI, 1), (−I,−1)〉)⋊ 〈τ〉.
Since y2 = x = σ1, so we have y ∼ [(I, i)]τ or [(J3, 1)]τ . Then we get
F ⊂ ((Sp(3)× U(1))/〈(−I,−1)〉) · 〈y〉
or
F ⊂ ((SO(6)× Sp(1))/〈(−I,−1)〉) · 〈y〉.
Here, we use the fact that there exist no elements u ∈ SU(6) such that τuτ−1 =
−u. Since the first group has a one-dimensional center, it does not have any finite
abelian subgroup satisfying the condition (∗). For the second group, considering the
projection to the two components PSO(6) and Sp(1)/〈−1〉 and applying Proposition
2.3, we can show that F is conjugate to
〈[(J3, 1)τ ], [(diag{I1,1, I1,1, J1}, i)], [(diag{J ′1, J1, I1,1}, j)]〉.
That is, we have F ∼ F6. Since
(SO(6)× Sp(1))/〈(−I,−1)〉 ∼= (SU(4)× Sp(1))/〈(iI,−1)〉,
we can prove F ∼ F6 by using only Proposition 2.1 as well.
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When x ∼ σ2, without loss of generality we may assume that x = σ2. Then we
have
F ⊂ Gσ2 = ((Spin(10)× U(1))/〈(c, i)〉)⋊ 〈τ〉,
where τ 2 = 1 and τ([x, λ]) = [(e10x(e10)
−1, λ−1)] for any x ∈ Spin(10) and λ ∈ U(1).
Since y2 = x = σ1, we have either y ∼ (e1e2, 1)τ or y ∼ (e1e2e3e4e5e6, 1)τ . Then we
get
F ⊂ Gy = ((Spin(7)× Spin(3))/〈(−1,−1)〉) · 〈y〉.
Here we use the fact that there exist no elements u ∈ Spin(10) such that yuy−1 = cu.
For the clarity of notation, we will use e1, e2, . . . , e7 and e8, e9, e10 to represent ele-
ments of Spin(7) and Spin(3) respectively. Let H = (Spin(7)×Spin(3))/〈(−1,−1)〉
and F ′ = F ∩H . Then F ′ is an abelian subgroup of H satisfying the condition (∗).
Let π1 : Spin(7) −→ SO(7) and π2 : Spin(3) −→ SO(3) be the natural projection.
Let p1 : H −→ SO(7) and p2 : H −→ SO(3) be projections of H to its two compo-
nents. Then p1(F
′), p2(F ′) are both finite abelian subgroups satisfying the condi-
tion (∗). By Proposition 2.3, we get that π−11 (p1(F ′)) is conjugate to a subgroup of
〈e1e2, e1e3 . . . , e1e7〉 and π−12 (p2(F ′)) ∼ 〈e8e9, e8e10〉. Without loss of generality we
may and do assume that p1(F
′) ⊂ 〈e1e2, e1e3 . . . , e1e7〉 and p−12 (F ′) = 〈e8e9, e8e10〉.
Then we have
{x2 : x ∈ F ′} ⊂ 〈σ2〉.
Since we have y2 = σ2 and we assume that F does not contain any outer involution,
so F ′ must be an elementary abelian 2-subgroup. Consider the elements in F ′ of
the form z1 = [(u1, e8e9)] and z2 = [(u2, e8e10)] ∈ F ′. Without loss of generality we
may assume that,
(u1, u2) = (e1e2, e1e3))
or
(u1, u2) = (e1e2, e1e3e4e5e6e7)).
Let F ′′ = F ′ ∩ Spin(7). Then we have F ′ = F ′′ × 〈z1, z2〉. When
(u1, u2) = (e1e2, e1e3),
for any element ±1 6= u ∈ F ′′, we have
u = ±e4e5e6e7
or
(e1e2e3)
−1u ∈ {±e4,±e5,±e6,±e7}.
Then one can show that uF0 6= 0. This contradicts the condition (∗). When
(u1, u2) = (e1e2, e1e3e4e5e6e7)),
for any element ±1 6= u ∈ F ′′, we have u = ±eI for some I ⊂ {3, 4, 5, 6, 7} with
|I| = 4. Then one can show that uF0 6= 0. This contradicts the condition (∗).
When o(y) = 8, let x = y2. By the proof of Lemma 6.6, we have
(G0)
x ∼= (SU(4)× Sp(1)× Sp(1)× U(1))/〈(iI,−1, 1, i), (I,−1,−1,−1)〉,
the action of Ad(y) on gx permutes the two sp(1) factors, and x = [(1, 1,−1, i)] or
[(1, 1,−1,−i)]. One can calculate that
Gx ∼= ((SU(4)× Sp(1)× Sp(1)× U(1))/〈(iI,−1, 1, i), (I,−1,−1,−1)〉)⋊ 〈τ〉,
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where τ 2 = 1,
τ [(X,A,B, λ)]τ−1 = [(X,B,A, λ−1)]
for any X ∈ SU(4), A,B ∈ Sp(1) and λ ∈ U(1). Let y = [(X,A,B, λ)]τ , then we
have
y2 = [(X2, AB,BA, 1)].
Since y2 = x = [(1, 1,−1, i)] = [(iI,−1,−1, 1)], one can show that
y ∼ (±1 + i√
2
I1,3,−1, 1, 1)τ.
Then we have dimZ(Gy) = 1. Since F ⊂ Gy, so F does not satisfy the condition
(∗). 
Proposition 6.6. We have
W (F6) = NG(F6)/CG(F6) ∼= (P (1, 2;F2))⋊Hom((F2)3, (F2)3).
Proof. Let K = {x ∈ F6 : x2 = 1}. Then we have K = {x2 : x ∈ F6}. We have a
homomorphism
p : W (F6) −→ W (K).
By [Yu] Proposition 6.10, we get W (K) ∼= P (1, 2;F2). One can show that p is
surjective and ker p = Hom(F6/K,K). Then we get
W (F ) = NG(F )/CG(F ) ∼= (P (1, 2;F2))⋊ Hom((F2)3, (F2)3).

Proposition 6.7. There exist six conjugacy classes of finite abelian subgroups of
G satisfying the condition (∗) and containing an outer involution. Four of them
consist of elementary abelian 2-subgroups.
Proof. When F contains an element conjugate to σ3, reduces to F4 case, by Propo-
sition 5.1. we get a unique conjugacy class of subgroups isomorphic to (C2)
6 and a
unique conjugacy class of subgroups isomorphic to (C3)
3 × C2.
When F contains element conjugate to σ4, and contains no elements conjugate to
σ3, without loss of generality we may assume that σ4 ∈ F . Let F ′ = F ∩G0. Then
we have F ′ ⊂ (G0)σ4 ∼= Sp(4)/〈−I〉 and it satisfies the condition (∗). Moreover,
F ∩G0 contains no elements conjugate to [I1,3] in Sp(4)/〈−I〉 since we assume that
F does not contain any element conjugate to σ3 (cf. [HY] Pages 15-16). We have
a bi-multiplicative function m′ on F ′ with values in ±1. Let 2k = F ′/ kerm′. By
Proposition 2.7 we get 4 = 2k−1s0 for some s0 ≥ 1 and k ≥ 1. Then we have
k = 1, 2, 3. When k = 1, we have s0 = 4 and
F ′ ∼ 〈[iI], [jI], diag{−1,−1, 1, 1}, diag{−1, 1,−1, 1}〉.
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When k = 3, we have s0 = 1 and
F ′ ∼ 〈[iI], [jI],


1
1
−1
−1

 ,


1
1
1
1
,

 ,


1 0
0 −1
1 0
0 −1

 ,


0 1
1 0
0 1
1 0

〉.
When k = 2, we have s0 = 2. Without loss of generality we may assume that
BF ′ = 〈[I2,2]〉. Then we have F ⊂ (Sp(4)I2,2)/〈−I〉 = (Sp(2) × Sp(2))/〈(−I,−I)〉.
Let F ′1, F
′
2 be the images if the projections of F
′ to the two components Sp(2)/〈−I〉.
We must have
F ′1 ∼ F ′2 ∼ 〈[iI], [jI],
(
1
−1
)
,
(
1
1
)
〉.
Let F ′′ = {x ∈ F ′|x2 = 1}. Since {x2|x ∈ F ′} ⊂ 〈[I2,2]〉, so we have F ′′ = F ′ or
F ′/F ′′ ∼= C2. When F ′′ = F ′, we have
F ′ ∼ 〈[iI], [jI],


1
1
−1
−1

 ,


1 0
0 −1
1 0
0 −1

 ,


0 1
1 0
0 1
1 0

〉.
When F ′/F ′′ ∼= C2, we have
F ′ ∼ 〈[iI], [jI],


1
1
−1
−1

 ,


1 0
0 −1
1 0
0 −1

 ,


0 1
1 0
0 1
−1 0

〉.

In Gσ3 ∼= F4×〈σ3〉, let F7 and F8 be finite subgroups isomorphic to (C3)3 × C2
and (C2)
6 respectively as in the above proof.
In Gσ4 ∼= (Sp(4)/〈−I〉)× 〈σ4〉, let
F9 = 〈[iI], [jI], [diag{−1,−1, 1, 1}], [diag{−1, 1,−1, 1}]〉.
F10 = 〈[iI], [jI], [I2,2], [


1 0
0 1
1 0
0 1

], [


1 0
0 −1
1 0
0 −1

], [


0 1
1 0
0 1
1 0

]〉,
F11 = 〈[iI], [jI], [I2,2], [


1 0
0 −1
1 0
0 −1

], [


0 1
1 0
0 1
1 0

]〉
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and
F12 = 〈[iI], [jI], [I2,2], [


1 0
0 −1
1 0
0 −1

], [


0 1
1 0
0 1
−1 0

]〉.
Wrong order in semi direct product???
Proposition 6.8. We have
W (F7) = NG(F7)/CG(F7) ∼= SL(3,F3),
W (F8) = NG(F8)/CG(F8) ∼= (F2)2 ⋊ P (2, 3;F2)),
W (F9) = NG(F9)/CG(F9) ∼= (F2)4⋊ ((Hom((F2)2, (F2)2)⋊ (GL(2,F2)×GL(2,F2))),
W (F10) = NG(F6)/CG(F6) ∼= (F2)6 ⋊ Sp(2; 0, 1),
W (F11) = NG(F11)/CG(F11) ∼= (F2)5 ⋊ Sp(1, 1; 0, 1),
W (F12) = NG(F12)/CG(F12) ∼=???,
Proof. For F7, we note that the action of W (F7) on F7 must stabilize σ3, then the
conclusion follows from 5.2.
For F8 − F11, they are elementary abelian 2-subgroups, the description of their
Weyl groups is given in [Yu] Proposition 6.10.
For F12, let K = {x ∈ F12 : x2 = 1} and z = [I2,2]. Then we have {x2 : x ∈
F12} = 〈z〉. The action of W (F12) on F12 must stabilize K and z. Then we have a
group homomorphism
p :W (F ) −→ StabW (K)(x).
One can show that, ker p ∼= (F2)2 (a translation on kerm′) and p is surjective.
??? 
Let S ⊂ G0 be a maximal torus such that σ3 acts as a diagram automorphism
with respect to (G0, S). Let T = (S
σ3)0. Then T is a maximal torus of G
σ3 . By
Lemma 2.9, any element in G−G0 is conjugate to an element in σ3T .
Lemma 6.8. Let F ⊂ G be an abelian subgroup satisfying the condition (∗) and
with F ⊂ G0. If 0 < dimF < 4 and F contains an element in σ3T , then LieF ⊗RC
is the center of a Levi subalgebra of k = f4(C) = e6(C)
σ3.
Proof. Choose an element x ∈ σ3T . Then we have F = (F ∩ G0) · 〈x〉. Then T is
a maximal torus of (Gx)0 by Lemma 2.9. Let a0 = LieF , a = a0 ⊗R C ⊂ g and
l′ = Cgσ3 (a). We show that a = Z(l′). First, we have a ⊂ t ⊂ l′ and l′ ⊂ Cg(a), so
a ⊂ Z(l′).
In order to show Z(l′) ⊂ a, we just need to show Ad(y)(Z(l′)) = 0 for any y ∈ F
since F satisfies the condition (∗). It is enough to show Ad(CG(a))(Z(l′)) = 0 since
we have F ⊂ CG(a). Since l′ ⊂ gσ3 , so we have Ad(σ3)(Z(l′)) = 0. Moreover we
have CG(a) = 〈σ3〉 · CG0(a) and CG0(a) is connected. Then we just need to show
that
[Cg(a), Z(l
′)] = 0.
Since a ⊂ s, so we have
Cg(a) = s⊕
∑
α|a=0
CXα.
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[s, Z(l′)] = 0 is clear since Z(l′) ⊂ t.
For any root α with α|a = 0, when σ3(α) = α, we have Xα ∈ gσ3 by the definition
of σ3. Then we get
Xα ∈ Cgσ3 (a) = l′.
So we have [Xα, Z(l
′)] = 0. When σ3(α) 6= α, we have Xα+ σ3(Xα3) ∈ Cgσ3 (a) = l′.
Then we get
[Xα + σ3(Xα3), Z(l
′)] = 0.
Moreover since Z(l′) ⊂ t ⊂ s and Xα3 , σ3(Xα) are root vectors corresponding to
different roots, so we get [Xα, Z(l
′)] = 0. This finishes the proof of the lemma. 
What we proved in Lemma 6.8 can be viewed as a property of the outer automor-
phism σ3 of u0 = e6. We may formulate a similar statement for any other compact
simple Lie algebra u0 and some specific automorphism θ of it.
Let (u0, θ) be one of the following pairs
(su(2n), τ0Ad(Jn)), (so(2n),Ad(I1,2n−1)), (so(8), τ), (su(2n+ 1), τ0).
Here τ0 = complex conjugation and τ is an outer automorphism of order 3 of so(8)
such so(8)τ = g2. Let T be a maximal torus of (Aut(u0)
θ)0.
Lemma 6.9. If (u0, θ) is a pair given above and F is an abelian subgroup of Aut(u0)
satisfying the condition (∗) and with F Int(u0) = 〈θ, Int(u0)〉, and containing an
element in θT . Then a = LieFR ⊗ C is the center of a Levi subalgebra of k = gθ.
Proof. For the pair (u0, θ) = (su(2n), τ0Ad(Jn)), (so(2n),Ad(I1,2n−1)) or (so(8), τ),
the automorphism θ is a diagram automorphism with the following property:
∀α ∈ ∆, σ3(α) = α⇔ σ(Xα) = Xα.
This property is the essential constituent in the proof for Lemma 6.8. We could
follow the same proof as there to prove the conclusion in the case of these three
pairs.
For the pair (u0, θ) = (su(2n + 1), τ0), in the proof of Proposition 2.4, we must
have k = 0. Then we have
F0 ∼ 1s0 × SO(2)s1.
So a = LieF ⊗R C is conjuagte to the center of a Levi subalgebra of k = gθ. On the
other hand, we have a ⊂ t ⊂ k = so(2n,C). So LieF is equal to the center of a Levi
subalgebra of k = gθ. 
Let H1, H2, H3 be the following subgroups of G = Aut(e6),
H1 = ((SU(3)× SU(3)× SU(3))/〈(ωI, ωI, ωI), (I, ωI, ω−1I)〉)⋊ 〈τ〉,
H2 = ((SU(6)× Sp(1))/〈(ωI, 1), (−I,−1)〉)⋊ 〈τ〉,
H3 = ((Spin(10)×U(1))/〈(c, i)〉)⋊ 〈τ〉,
where (h1,0)
τ = su(3)⊕∆(su(3)), (h2,0)τ = sp(3)⊕ sp(1), (h3,0)τ = so(9)⊕ 0. The
root system of the sub-algebra hτ1, h
τ
2, h
τ
3 is the sub-root system A
L
2 +A
S
2 , A
L
1 +C3,
B4 of F4 (=the root-system of f4(C) = g
τ ) respectively.
Assume that a0 = LieF ⊂ t0 is as in the proof of Lemma 6.8. Let
k = gσ3 , K = Gσ3 = F4×〈σ3〉,
a = a0 ⊗R C ⊂ g, A = exp(a0),
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l = Cg(a), l
′ = Ck(a),
L = CG(a0), L
′ = CK(a0).
Then L ∩G0 and L′ ∩K0 are connected subgorups by Proposition 3.1.
Lemma 6.10. Let F ⊂ G be an abelian subgroup satisfying the condition (∗) and
with F 6⊂ G0. If 0 < dimF < 4, then the Levi subalgebra l′ = Ck(a) of k = f4(C) is
of type B2 = C2, B3 or C3.
Proof. From the proof of Lemma 6.8, we see that Cgσ3 (a) determines Cg(a) in the
following way:
∀α ∈ ∆, Xα + σ3(Xα3) ∈ Cgσ3 (a)⇔ Xα ∈ Cg(a).
Now l′ is a Levi subalgebra of k = f4(C), so its root system is one of the following
types
AL1 , A
S
1 , A
L
2 , A
S
2 , A
L
1 + A
S
1 , B2, B3, C3, A
L
2 + A
S
1 , A
S
2 + A
L
1 .
Since each of them is contained in one of
B4, A
L
2 + A
S
2 , A
L
1 + C3,
so we have L′ ⊂ L ⊂ Hi for some i = 1, 2 or 3. By this, we can determine L from
the root-system of l′ and the subgroup Hi.
When l′ is of type AL1 , we have L ⊂ H1 and
L = (U(2)× T3 × T3)/〈(ωI, ωI, ωI), (I, ωI, ω−1I)〉⋊ 〈τ〉.
Let L′′ = (SU(2) × (T ′3/〈ωI〉)) ⋊ 〈τ〉, where SU(2) ⊂ U(2) and T ′3 = {(X,X−1) :
X ∈ T3} ⊂ T3 × T3. Then L = L′′ · A. As A ⊂ F ⊂ L, so F = A · (F ∩ L′′) and
F ∩L′′ ⊂ L′′ is a finite abelian subgroup satisfying condition (∗). As in L′′, we have
τ(Y,X)τ−1 = (Y,X−1), Y ∈ SU(2), X ∈ T ′3, so SU(2) is a direct factor of L′′. Then
L′′ doesn’t possess any finite abelian subgroup satisfying condition (∗). So l′ is not
of type AL1 .
When l′ is of type AS1 , we have L ⊂ H1 and
L = (T3 × U(2)×U(2))/〈(ωI, ωI, ωI), (I, ωI, ω−1I)〉⋊ 〈τ〉.
Let L′′ = ((SU(2)× SU(2)× U(1))/〈(−I,−I,−1), (I, I, ω)〉)⋊ 〈τ〉, where
SU(2)× SU(2) ⊂ 1×U(2)× U(2)
and
U(1) = {(1, diag{λ, λ, λ−2}, diag{λ−1, λ−1, λ2}) : λ ∈ U(1)} ⊂ 1× U(2)×U(2).
Then L = L′′ ·A. Since A ⊂ F ⊂ L, so F = A · (F ∩L′′) and F ∩L′′ ⊂ L′′ is a finite
abelian subgroup satisfying the condition (∗). In L′′, we have
τ [(X1, X2, λ)]τ
−1 = [(X2, X1, λ−1)]
for any X1, X2 ∈ SU(2) and λ ∈ U(1). Then we have Z(L′′) = 〈[(I,−I, i)]〉. Since
[(I,−I, i)] corresponds to the element [(I, iI, iI)] in L, so we have
Z(L′′) ⊂ A ∩ L′′ ⊂ F ′′.
Any element in τ(L′′)0 is conjugate to an element of the form [(A, I, 1)]τ . Without
loss of generality we assume that some x = [(A, I, 1)]τ ∈ F ′′. Since
([(A, I, 1)]τ)[(I,−I, i)]((A, I, 1)τ)−1 = (−I, I,−i) = (−I,−I,−1)(I,−I, i),
MAXIMAL ABELIAN SUBGROUPS OF COMPACT SIMPLE LIE GROUPS 51
so we have
F ′′ ∩ (L′′)0 ⊂ (L′′0)x
= ((SU(2)× SU(2)× U(1))(A,I,1)τ )/〈(−I,−I,−1), (I, I, ω)〉
= (∆((SU(2)A)× 〈−1〉) · 〈[(I,−I, i)]〉)/〈(−I,−I,−1)〉
= SU(2)A × 〈[(I,−I, i)]〉.
Since SU(2)A ∼= SU(2) or U(1), so it does not have any finite abelian subgroup
satisfying the condition (∗). Then l′ can not be of type AS1 .
When l′ is of type AL2 , we have L ⊂ H1 and
L = (SU(3)× T3 × T3)/〈(ωI, ωI, ωI), (I, ωI, ω−1I)〉⋊ 〈τ〉.
Let L′′ = ((SU(3)× T ′3)/〈(I, ωI)〉)⋊ 〈τ〉, where
T ′3 = {(X,X−1) : X ∈ T3} ⊂ T3 × T3.
Then we have L = L′′ · A. Since A ⊂ F ⊂ L, so we have F = A · (F ∩ L′′) and
F ∩ L′′ ⊂ L′′ is a finite abelian subgroup satisfying the condition (∗). Since in L′′,
we have
τ(Y,X)τ−1 = (Y,X−1)
for any Y ∈ SU(3) and X ∈ T ′3, so SU(3) is a direct factor of L′′. Then L′′ does not
possess any finite abelian subgroup satisfying the condition (∗). Then l′ can not be
of type AL2 .
When l′ is of type AS2 , we have L ⊂ H1 and
L = (T3 × SU(3)× SU(3))/〈(ωI, ωI, ωI), (I, ωI, ω−1I)〉⋊ 〈τ〉.
Let
L′′ = ((SU(3)× SU(3))/〈(ωI, ω−1I)〉)⋊ 〈τ〉,
where SU(3) × SU(3) = 1 × SU(3) × SU(3). Then we have L = L′′ · A. Since
A ⊂ F ⊂ L, so F = A · (F ∩ L′′) and F ∩ L′′ ⊂ L′′ is a finite abelian subgroup
satisfying the condition (∗). In L′′, we have
τ(X1, X2)τ
−1 = (X2, X1)
for any X1, X2 ∈ SU(3). We prove that L′′ does not possess any finite abelian
subgroup F ′′ satisfying the condition (∗) and with F ′′ 6⊂ L′′0. For the subgroup
F ′′ ∩ L′′0 ⊂ L′′0 = (SU(3)× SU(3))/〈(ωI, ω−1I)〉,
we have a bi-multiplicative map m : F ′′ × F ′′ −→ 〈(ωI, ω−1I)〉 defined by the
commutator of the preimages of elements of elements in F ′′ ∩L′′0 in SU(3)× SU(3).
Since F ′′ 6⊂ L′′0, F ′′ is abelian, and
Ad(τ)(ωI, ω−1I) = (ωI, ω−1I)−1
(for the lifting action of τ on SU(3) × SU(3)), so m must be trivial. When F ′′
contains an outer involution, without loss of generality we may assume that τ ∈ F ′′,
then we have
F ′′ ⊂ L′′τ = ∆(SU(3))× 〈τ〉.
This is impossible since SU(3) does not contain any finite abelian subgroup satisfying
the condition (∗). When F ′′ does not contain any outer involution, choosing an
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element y ∈ F ′′ − F ′′ ∩ L′′0 of order > 2, we may assume that y = [(X, I)]τ , X ∈ T3
and X 6∈ 〈ωI〉. Then we have
F ′′ ∩ L′′0 ⊂ (L′′0)y = {[(Y, Y )] : Y ∈ SU(3), XYX−1 = Y }.
Since dimZ((L′′0)
y) > 0, so F ′′ does not satisfy the condition (∗). Then l′ can not
be of type AS2 .
When l′ is of type AL1 + A
S
1 , we have L ⊂ H1 and
L = (U(2)× U(2)× U(2))/〈(ωI, ωI, ωI), (I, ωI, ω−1I)〉⋊ 〈τ〉.
Let
L′′ = (SU(2)× SU(2)× SU(2)× U(1)/〈(I,−I,−I,−1), (I, I, I, ω)〉)⋊ 〈τ〉,
where
SU(2)× SU(2)× SU(2) ⊂ U(2)××U(2)×U(2)
and
U(1) = {(1, λI2, λ−1I2) : λ ∈ U(1)} ⊂ 1× U(2)× U(2).
Then we have L = L′′ ·A. Since A ⊂ F ⊂ L, so F = A · (F ∩ L′′) and F ∩ L′′ ⊂ L′′
is a finite abelian subgroup satisfying the condition (∗). In L′′, we have
τ(X1, X2, X3, λ)τ
−1 = (X1, X3, X2, λ−1)
for any X1, X2, X3 ∈ SU(2) and λ ∈ U(1). So SU(2) is a direct factor of L′′. Then
L′′ does not possess any finite abelian subgroup satisfying the condition (∗). Then
l′ can not be of type AL1 + A
S
1 .
When l′ is of type AL2 + A
S
1 , we have L ⊂ H1 and
L = (SU(3)× U(2)×U(2))/〈(ωI, ωI, ωI), (I, ωI, ω−1I)〉⋊ 〈τ〉.
Let L′′ = ((SU(3)×SU(2)×SU(2)×U(1)/〈(I,−I,−I,−1), (I, I, I, ω)〉)⋊〈τ〉, where
SU(3)× SU(2)× SU(2) ⊂ SU(3)× U(2)×U(2)
and
U(1) = {(1, λI2, λ−1I2)}) : λ ∈ U(1)} ⊂ 1× U(2)× U(2).
Then we have L = L′′ ·A. Since A ⊂ F ⊂ L, so F = A · (F ∩ L′′) and F ∩ L′′ ⊂ L′′
is a finite abelian subgroup satisfying the condition (∗). In L′′, we have
τ(X1, X2, X3, λ)τ
−1 = (X1, X3, X2, λ−1)
for any X1 ∈ SU(3), X2, X3 ∈ SU(2) and λ ∈ U(1). So SU(3) is a direct factor of
L′′. Then L′′ does not possess any finite abelian subgroup satisfying the condition
(∗). Then l′ can not be of type AL2 + AS1 .
When l′ is of type AL1 + A
S
2 , we have L ⊂ H1 and
L = (U(2)× SU(3)× SU(3))/〈(ωI, ωI, ωI), (I, ωI, ω−1I)〉⋊ 〈τ〉.
Let L′′ = ((SU(2)× SU(3)× SU(3))/〈(I, ωI, ω−1I)〉)⋊ 〈τ〉, where
SU(2)× SU(3)× SU(3) ⊂ SU(3)×× SU(3)× SU(3).
Then we have L = L′′ · A. Since A ⊂ F ⊂ L, so we have F = A · (F ∩ L′′) and
F ∩L′′ ⊂ L′′ is a finite abelian subgroup satisfying the condition (∗). In L′′, we have
τ(X1, X2, X3)τ
−1 = (X1, X3, X2)
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for any X1 ∈ SU(2) and X2, X3 ∈ SU(3). So SU(2) is a direct factor of L′′. Then
L′′ does not possess any finite abelian subgroup satisfying the condition (∗). Then
l′ can not be of type AL1 + A
S
2 . 
Proposition 6.9. There exists a unique conjugacy class of abelian subgroups of
G satisfying the condition (∗) and with F 6⊂ G0 when l′ is of type B2, B3 or C3
respectively.
Proof. When l′ is of type B2, we have L ⊂ H2 and
L = (S(U(4)× U(1)× U(1))× U(1)/〈(ωI, ω, ω, 1), (−I,−1,−1,−1)〉⋊ 〈τ〉,
Let L′′ = ((SU(4)×U(1))/〈(−I,−1), (I, ωI)〉)⋊ 〈τ〉, where
SU(4) ⊂ S(U(4)× U(1)×U(1))
and
U(1) = {diag{λI4, λ−2, λ−2} : λ ∈ U(1)} ⊂ S(U(4)×U(1)× U(1).
Then we have L = L′′ ·A. Since A ⊂ F ⊂ L, so we have
F = A · (F ∩ L′′)
and F ′′ = F ∩ L′′ ⊂ L′′ is a finite abelian subgroup satisfying the condition (∗). In
L′′, we have
τ(X, λ)τ−1 = (J2XJ−12 , λ
−1)
for any X ∈ SU(4) and λ ∈ U(1). So
Z(L′′) = 〈(iI,−i), (I,−1)〉 ⊂ A ∩ L′′ ⊂ F ′′.
We must have have F ′′ 6⊂ (L′′)0. Then for any [(X, λ)] ∈ F ′′ ∩ (L′′)0, we have
τ [(X, λ)]τ−1 = [(J2X(J2)−1, λ−1)]
is conjugate to [(X, λ)] or [(−X,−λ)] in L′′. Then we must have λ = ±1 or ±i.
Since [(iI, i)] ∈ F ′′, so F ′′ is conjugate to a subgroup of the form
F ′ × 〈[(iI, i)]〉,
where F ′ ⊂ SU(4)⋊ 〈τ〉. Then we can show that
F ′′ ∼ 〈[(diag{−1,−1, 1, 1}, 1)], [(diag{−1, 1,−1, 1}, 1)], [(iI, i)], [(I,−1)], [J2]τ〉.
When l′ is of type B3, we have L ⊂ H3 and
L ∼= ((Spin(2)× Spin(8)× U(1)/〈(c′′, c′, i), (−1,−1, 1)〉)⋊ 〈τ〉,
where c′ = e1e2 · · · e8 ∈ Spin(8), c′′ = e9e10 ∈ Spin(2), and
τ [(x, y, λ)]τ−1 = [(x, e8y(e8)−1, λ−1)].
Let
L′′ = ((Spin(8)×U(1))/〈(−1,−1)〉)⋊ 〈τ〉,
where
Spin(8)× U(1) = 1× Spin(8)× U(1).
Then we have L = L′′ · A. Since A ⊂ F ⊂ L, so F = A · (F ∩ L′′) and F ′′ =
F ∩ L′′ ⊂ L′′ is a finite abelian subgroup satisfying the condition (∗). In L′′, we
have τ(x, λ)τ−1 = (e8xe−18 , λ
−1) for any x ∈ Spin(8) and λ ∈ U(1). So we have
Z(L′′) = 〈(−1, 1), (c′, i)〉 ⊂ A ∩ L′′ ⊂ F ′′.
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Modulo 1 × U(1), since L′′/1 × U(1) ∼= O(8), by projection we get a finite abelian
subgroup of O(8) satisfying the condition (∗) and not contained in SO(8). As any
finite abelian subgroup of O(8) satisfying the condition (∗) is an elementary abelian
2-group, so the image of above projection contains an element of O(8) conjugate
to I1,7 or I3,5. Then F
′′ contains an element conjugate to some [(1, λ)]τ or some
[(e6e7, λ)]τ . Since
[(1, λ)]τ ∼ τ, [(e6e7, λ)]τ ∼ [(e6e7, 1)]τ,
without loss of generality we may assume that τ ∈ F ′′ or [(e6e7, 1)]τ ∈ F ′′.
When τ ∈ F ′′, we have
F ′′ ∼ 〈[(−1, 1)], [(c′, i)], τ, [(e1e2e3e4, 1)], [(e1e2e5e6, 1)], [(e1e3e5e7, 1)]〉.
When [(e6e7, 1)]τ ∈ F ′′, we have
F ′′ ∼ 〈[(−1, 1)], [(c′, i)], [(e6e7, 1)]τ, [(e1e2e3e4, 1)], [(e1e2e6e7, 1)], [(e1e3e6e8, 1)]〉.
Since [(e1e2e3e4e6e7, 1)]τ ∼ τ , so these two subgroups are conjugate. So we get a
unique conjugacy class in this case.
When l′ is of type C3, we have L ⊂ H2 and
L = ((SU(6)×U(1)/〈(ωI, 1), (−I,−1)〉)⋊ 〈τ〉.
Let L′′ = (SU(6)/〈ωI〉) ⋊ 〈τ〉. Then we have L = L′′ · A. Since A ⊂ F ⊂ L, so
F = A · (F ∩ L′′) and F ′′ = F ∩ L′′ ⊂ L′′ is a finite abelian subgroup satisfying the
condition (∗). In L′′, we have
τXτ−1 = J3XJ−13
for any ∀X ∈ SU(6). For the projection of F ′′ to Aut(su(6)), since it comes from
(SU(6)/〈ωI〉) ⋊ 〈τ〉, so the bi-function m on the image must be trivial. Then we
have k = 0 in Proposition 2.11. Then we can show that
F ′′ ∼ 〈[−I], I2,4, I4,2, [diag{−1, 1,−1, 1, 1, 1}], [diag{1, 1,−1, 1,−1, 1}], [J3]τ〉.

In H2, let
F13 = 〈[(diag{−1,−1, 1, 1}, 1)], [(diag{−1, 1,−1, 1}, 1)], [(iI, i)], [(I,−1)], [J2]τ〉.
In H3, let
F14 = 〈[(−1, 1)], [(c′, i)], τ, [(e1e2e3e4, 1)], [(e1e2e5e6, 1)], [(e1e3e5e7, 1)]〉.
In H2, let
F15 ∼ 〈[−I], I2,4, I4,2, [diag{−1, 1,−1, 1, 1, 1}], [diag{1, 1,−1, 1,−1, 1}], [J3]τ〉.
???? Better definition ??? F13 ⊂ H3 as well.
Remark 6.2. The proof of 6.9 indicates that each subgroup F obtained there con-
tains an outer involution. When F contains an element conjugate to σ3, reduces to
F ∩ G0 ⊂ F4, we get a unique conjugacy class of subgroups with dimF = 1, which
are conjugate to F14.
When F contains an element conjugate to σ4 and contains no elements conjugate
to σ3, reduces to F ∩G0 ⊂ Sp(4)/〈−I〉, we get a conjugacy class of dimension 2 and
a conjugacy classes of dimension 1. The subgroups of dimension 1 are conjugate to
F15 and the subgroups of dimension 3 are conjugate to F13.
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7. E7
Let G = Aut(e7) and π : E7 −→ G be the adjoint homomorphism. Then we have
ker π = Z(E7) = 〈c〉, where o(c) = 2.
Lemma 7.1. Let F ⊂ G = Aut(e7) be a finite abelian subgroup satisfying then
condition (∗). For any element 1 6= x ∈ F ,
(1) if o(x) = p is a prime, then p = 2 or 3;
(2) if o(x) = 3k, k ≥ 1, then k = 1 and gx is of type A5 + A2.
Proof. Let 1 6= x ∈ F be of order prime to 2. Then there exists y ∈ E7 such that
π(y) = z and o(y) = o(x). Since y 6∼ cy, so
Gx = (E7)
y/〈c〉
and it is connected by Steinberg ’s theorem. Since F ⊂ Gx and F satisfies the
condition (∗), so Gx must be semisimple. By [Os], we have gx is one of the following
types
A7, D6 + A1, D4 + 3A1, A5 + A2, 2A3 + A1, 7A1.
Among them, only A5 + A2 is possible. Then we have
Gx ∼= (SU(6)× SU(3))/〈(−I, I), (ωI, ω−1I)〉.
So we get o(x) = 3. 
Proposition 7.1. There exists a unique conjugacy class of finite abelian subgroups
of G satisfying the condition (∗) and being not 2-groups. They are isomorphic to
(C3)
3 × (C2)2.
Proof. Choose 1 6= x ∈ F with order o(x) prime to 2. By the proof of Lemma 7.1,
we get
F ⊂ Gx ∼= (SU(6)× SU(3))/〈(−I, I), (ωI, ω−1I)〉.
For any two elements [(X1, Y1)], [(X2, Y2)] ∈ F , we have
[X1, X2] = λI and [Y1, Y2] = λ
2I
for some λ ∈ 〈e 2pii6 〉. Let F1 ⊂ PU(6), F2 ⊂ PU(3) be images of the projections of
F to the two components. Then we have
F1 ∼ 〈[A6], [B6]〉
and
F2 ∼ 〈[A3], [B3]〉,
where
A3 = diag{1, e 2pii3 , e 4pii3 },
B3 =

 0 1 00 0 1
1 0 0

 ,
A6 = diag{epii12 , e 3pii12 , . . . , e 11pii12 }
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and
B6 = e
pii
12


0 1
0 1
0 1
0 1
0 1
1 0

 .
Then we get F ∼ 〈[(A6, A3)], [(B6, B3)], [(I, ωI)]〉. 
In (SU(6)× SU(3))/〈(−I, I), (ωI, ωI)〉 ⊂ G, let
F1 = 〈[(A6, A3)], [(B6, B3)], [I, ωI]〉.
Proposition 7.2. We have
W (F1) = NG(F1)/CG(F1) ∼= SL(3,F3)× SL(2,F2).
Proof. Let S2 and S3 be Sylow 2- and Sylow 3-subgroup of F1 respectively. Then
we have a homomorphism
W (F1) −→W (S2)×W (S3).
Since elemeents of order 3 in F1 are conjugate to each other, so W (F ) acts tran-
sitively on them. On the other hand, from the construction of F1, we see that the
stabilizer of W (F1) at the an element of order 3 is isomorphic to
SL(2,Z/6Z) = SL(2,F3)× SL(2,F2).
Then we get
W (F1) = NG(F1)/CG(F1) ∼= SL(3,F3)× SL(2,F2).

Proposition 7.3. There exist 6 conjugacy classes of finite abelian 2-subgroups of
G satisfying the condition (∗) and containing an element conjugate to σ2.
Proof. Let F be afinite abelian 2-subgroup of G satisfying the condition (∗) and
containing an element conjugate to σ2. Without losss of generality we may assume
that σ2 ∈ F . Then we have
F ⊂ Gσ2 ∼= ((E6×U(1))/〈(c′, e 2pii3 )〉)⋊ 〈ω〉.
We must have F 6⊂ (Gσ2)0 and F is conjugate to a subgroup of the form
F = F ′ × 〈[(1,−1)]〉
for some F ′ ⊂ E6⋊〈ω〉 and F ′ 6⊂ E6. Then the image of F ′ under the projection
to Aut(e6) is a finite abelian 2-subgroup satisfying the condition (∗). By Lemma
6.7 and Proposition 6.7, we get 6 conjugacy classes of F ′, corresponding to the
subgroups F6, F8, F9, F10, F11, F12 there. Then we get 6 conjugacy classes of F . 
In
Gσ2 ∼= ((E6×U(1))/〈(c′, e 2pii3 )〉)⋊ 〈ω〉,
where σ2 = [(1,−1)], let i : E6⋊〈ω〉 ⊂ Gσ2 be the natural inclusion and π :
E6⋊〈ω〉 −→ Aut(e6) be the adjoint homomorphism. For a finite abelian 2-subgroup
K of Aut(e6) with K 6⊂ Int(e6), let F be a Sylow 2-subgroup i(π−1(K))×〈σ2〉. Then
F ⊂ G satisfies the condition (∗) if and only if K ⊂ Aut(e6) satisfies the condition
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(∗). Choosing K as the finite abelian 2-subgroups F6, F8, F9, F10, F11, F12 of
Aut(e6), let F2, F3, F4, F5, F6, F7 be finite abelian 2-subgroups of G obtained in
this way. We have
|F2| = 27, |F3| = 27, |F4| = 26, |F5| = 28, |F6| = 27, |F7| = 27.
Among them, F3, F4, F5, F6 are elementary abelian 2-subgroups and F2, F7 have
exponent 4. Moreover, we have rank{x ∈ F2 : x2 = 1} = 4 and rank{x ∈ F7 : x2 =
1} = 6.
Proposition 7.4. We have
W (F2) = NG(F2)/CG(F2) ∼= Hom((F2)3, (F2)3)⋊ (Hom(F2)2, (F2)2)⋊ SL(2,F2)),
W (F3) = NG(F3)/CG(F3) ∼= Hom((F2)2, (F2)2)⋊ (GL(2,F2)× P (2, 3,F2)),
W (F4) = NG(F4)/CG(F4) ∼= ((F2)5 ⋊Hom((F2)3, (F2)2))⋊ (GL(2,F2)× Sp(1),
W (F5) = NG(F5)/CG(F5) ∼= (F2)7 ⋊ Sp(3)),
W (F6) = NG(F6)/CG(F6) ∼= ((F2)6 ⋊ Hom((F2)5,F2))⋊ Sp(2),
W (F7) = NG(F7)/CG(F7)????.
Proof. The abelian subgroups F3, F4, F5, F6 are elementary abelian 2-subgroups.
The description of their Weyl groups is given in [Yu] Proposition 7.26.
For F2, let K1 = {x ∈ F2 : x2 = 1} and K2 = {x2 : x ∈ F2}. Then we have
K2 ⊂ K1 and
rankK1 = 4, rankK2 = 3.
Moreover, K2 is a pure σ1 subgroup and it contains a unique Klein four subgroup
conjugate to Γ2 (cf. [Yu] Section 7). LetK3 be this Klein four subgroup ofK2. Then,
W (F2) stabilizes K1, K2 and K3. We note that, elements in σ2K3 are conjuagte to
σ2 and elements in σ2K2 − σ2K3) are conjuagte to σ3. Moreover, we note that, for
an w ∈ W (F2), if w|K1 = id, then w(x)x−1 ∈ K2 for any x ∈ F2. We can prove this
by condiering the preimage of F2 in E7. Then we have an injective homomorphism
W (F2) −→ Hom(F2/K1, K2)⋊ (Hom(K1/K3, K3)⋊GL(K3)).
We can show that this homomorphism is an isomorphism. Then we get
W (F2) = NG(F2)/CG(F2) ∼= Hom((F2)3, (F2)3)⋊ (Hom(F2)2, (F2)2)⋊ SL(2,F2)).
The description of W (F7) is a bit more complicated. 
Proposition 7.5. There exist 4 conjugacy classes of finite abelian 2-subgroups of
G satisfying the condition (∗), containing an element conjugate to σ3 and without
elements conjugate to σ2.
Proof. When F contains an element conjugate to σ3 and without elements conjugate
to σ2, without loss of generality we may assume that σ3 ∈ F . Then we have
F ⊂ Gσ3 ∼= (SU(8)/〈iI〉)⋊ 〈ω〉,
where σ3 = [
1+i√
2
I], ω2 = 1 and su(8)ω = f4.
Since F does not contain elements conjugate to σ2, so any element of F is not
conjugate to [I2,6] or ω in (SU(8)/〈iI〉)⋊ 〈ω〉 (cf. [HY] Page 16). Now we separate
the discussion according to F ⊂ (Gσ3)0 or not.
58 JUN YU
If F ⊂ (Gσ3)0 ∼= (SU(8)/〈iI〉), by Proposition 2.1 we get
F ∼ 〈σ3, [A4], [B4], [diag{I1,1, I1,1, I1,1, I1,1}], [diag{J ′1, J ′1, J ′1, J ′1}]〉
or
F ∼ 〈σ3, [I4,4], [J ′4], [diag{I2,2, I2,2}], [diag{J ′2, J ′2}], [diag{I1,1, I1,1, I1,1, I1,1}],
[diag{J ′1, J ′1, J ′1, J ′1}]〉.
Here
A4 = diag{I2, iI2,−I2,−iI2}
and
B4 =


02 I2 02 02
02 02 I2 02
02 02 02 I2
I2 02 02 02

 .
If F ⊂ (Gσ3)0, projecting F to Aut(su(8)), we get a finite abelian 2-subgroup F ′
of Aut(su(8)) satisfying the condition (∗). By Proposition 2.11, we get an equation
8 = 2k · s0. Using Lemma 2.12, we get a finite abelian 2-subgroup F ′′ of
(SU(8)/〈−I〉)⋊ 〈ω〉
with [iI] ∈ F ′′.
When k = 0, since any element of F − 〈σ2〉 is not conjugate to [I2,6] or ω, so we
get
F ∼ 〈σ3, [I4,4], [diag{−I2, I2,−I2, I2}], [diag{−1, 1,−1, 1,−1, 1,−1, 1}], [J4]ω〉.
When k = 1, we have s0 = 4 and may assume that
BF ′ = 〈[I4,4], [diag{(1, 1,−1,−1, 1, 1,−1,−1)}]〉.
Choose x, y ∈ F ′′ ∩ SU(8)/〈−I〉 such that
F ′′ ∩ SU(8)/〈−I〉 = 〈x, y, π−1(BF ′)〉.
Then the image of the projection of (x, y) to each component U(2)/〈−I〉 is conjuagte
to one of the following pairs
(I1,1, J
′
1), (I1,1, J1), (J1, I1,1), (iI1,1, iJ
′
1).
Conisdering the determant, we get three possibilities of the numbers of different
pairs: 4 = 4 + 0 + 0 + 0 = 2 + 2 + 0 + 0 = 1 + 1 + 1 + 1 + 1. Then we have
F ∼ 〈σ3, [J4]ω, [I4,4], [diag{1, 1,−1,−1, 1, 1,−1,−1}], [diag{I1,1, I1,1, I1,1, I1,1}],
[diag{J ′1, J ′1, J ′1, J ′1}]〉,
〈σ3, [J4]ω, [I4,4], [diag{1, 1,−1,−1, 1, 1,−1,−1}], [diag{I1,1, I1,1, I1,1, I1,1}],
[diag{J ′1, J ′1, J1, J1}]〉
or
〈σ3, [diag{I6, J1}][J4]ω, [I4,4], [diag{1, 1,−1,−1, 1, 1,−1,−1}],
[diag{I1,1, I1,1, J1, iI1,1}], [diag{J ′1, J1, I1,1, iJ ′1}]〉.
The first one is impossible since the subgroup contains an element conjugate to ω.
The last one is impossible since the subgroup contains an element conjugate to [I2,6].
Then only the second one is left.
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When k = 2, by the discusion after Proposition 2.12, we get some (m,µ1, µ2).
If µ1 = µ2, then F is an elementary abelian 2-subgroup and contains an element
conjugate to ω. If µ1 6= µ2, one can show that, F must contain an element conjugate
to ω as well. This contradicts F does not contain any element conjugate to σ2.
When k = 3, F is an elementary abelian 2-subgroup and contains an element
conjugate to ω. This contradicts F does not contain any element conjugate to
σ2. 
In
Gσ3 = (SU(8)/〈iI〉)⋊ 〈ω〉,
let
F8 = 〈σ3, [A4], [B4], [diag{I1,1, I1,1, I1,1, I1,1}], [diag{J ′1, J ′1, J ′1, J ′1}]〉,
F9 = 〈σ3, [I4,4], [J ′4], [diag{I2,2, I2,2}], [diag{J ′2, J ′2}], [diag{I1,1, I1,1, I1,1, I1,1}],
[diag{J ′1, J ′1, J ′1, J ′1}]〉.
F10 = 〈σ3, [I4,4], [diag{−I2, I2,−I2, I2}], [diag{−1, 1,−1, 1,−1, 1,−1, 1}], [J4]ω〉
and
F11 = 〈σ3, [J4]ω, [I4,4], [diag{1, 1,−1,−1, 1, 1,−1,−1}], [diag{I1,1, I1,1, I1,1, I1,1}],
[diag{J ′1, J ′1, J1, J1}]〉.
Proposition 7.6. We have
W (F8) ∼=???
and
W (F9) ∼= Hom(F2, (F2)6)⋊ Sp(3,F2).
W (F10) ∼= Hom((F2)2, (F2)3)⋊ (GL(3, (F2))×GL(2, (F)2))
and
W (F11) ∼=???.
Proof. F9, F10 are elementary abelian 2-subgroups, correspond to F
′′
0,3 and F
′
3 in [Yu]
Section 3. By [Yu] Proposition 7.26, we get
W (F9) ∼= Hom(F2, (F2)6)⋊ Sp(3,F2)
and
W (F10) ∼= Hom((F2)2, (F2)3)⋊ (GL(3, (F2))×GL(2, (F)2)).
For F8, ???
For F11, we note that {x ∈ F9 : x2 = 1} = F8 and {x2 : x ∈ F9} = 〈[I4,4]〉. Then
??? 
Recall from [HY], Γ1 is a Klein four subgroup of G with non-identity elements all
conjugate to σ1. By [HY] Table 6, we have
GΓ1 ∼= ((SU(6)× U(1)×U(1))/〈(e 2pii3 I, e−2pii3 , 1), (−I, 1, 1)〉)⋊ 〈z〉,
where Γ1 = 〈[(I,−1, 1)], [(I, 1,−1)]〉 z2 = 1 and
Ad(z)[(X, λ1, λ2)] = [(J3XJ
−1
3 , λ
−1
1 , λ
−1
2 )].
Lemma 7.2. Let F ⊂ G be a finite abelian 2-subgroup satisfying the condition (∗)
an without any element conjugate to σ2 or σ3. Then F does not contain any Klein
four subgroup conjugate to Γ1.
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Proof. Suppose the converse holds, we may assume that Γ1 ⊂ F , then we have
F ⊂ GΓ1 ∼= ((SU(6)× U(1)×U(1))/〈(e 2pii3 I, e−2pii3 , 1), (−I, 1, 1)〉)⋊ 〈z〉.
Then we have F 6⊂ (GΓ1)0 and F is conjugate to a subgroup of the form
F ′ × Γ1
for some Γ1 ⊂ (SU(6)/〈−I〉)⋊ 〈z〉.
Applying the discussion after Proposition 2.12, we get an equation 6 = 2k · s0
for the image of the projection of F ′ to Aut(su(6)). When k = 0, the image is an
elementary abelian 2-subgroup. In this case, we have
F ′ ∼ 〈I2,4, I4,2, diag{−1, 1,−1, 1, 1, 1}, diag{−1, 1, 1, 1,−1, 1}, [J3]z〉.
Then F ′ contains an element conjugate to [J3]z. When k = 1, we have s0 = 3.
Considering determinant, we get two possibilities 3 = 3+ 0+ 0+ 0 = 0+ 1+ 1+ 1.
For the case of 3 = 3+0+0+0, one can show that F ′ contains an element conjugate
to [J3]. For the case of 3 = 0+1+1+1, F one can show that F
′ contains an element
conjugate to [J3]z. Then F contains always an element conjugate to [(J3, 1, 1)] or
[(J3, 1, 1)]z.
Since [(J3, 1, 1)] is conjugate to [(Π, 1)] in G
σ1 and [(J3, 1, 1)]z is conjugate to
[(e1e2 · · · e6, i)] in Gσ1 . By [HY] Page 16, we see
[(Π, 1)], [(e1e2 · · · e6, i)]
are conjugate to σ3 in G. This contradicts the assumption that F contains no
elements conjugate to σ2 or σ3. 
Lemma 7.3. Let F ⊂ G be a finite abelian 2-subgroup satisfying the condition (∗)
an without any element conjugate to σ2 or σ3. Then for any x ∈ F , we have x4 = 1.
Proof. Suppose the conclusion does not hold, then F contains an element x of order
8. We have o(x4) = 2, so x4 ∼ σ1. Without loss of generality we may assume that
x4 = σ1. Then we have
F ⊂ Gσ1 = (Spin(12)× Sp(1))/〈(−c,−1), (c, 1)〉.
Choosing an x′ ∈ E7 such that π(x′) = x, then we have
π−1(Gx) = {y ∈ E7 : yx′y−1x′−1 ∈ 〈c〉}.
Then we get π−1(Gx) ⊂ (E7)x′2 since o(c) = 2. Then we have
F ⊂ (Gx2)0 = (Ex′27 )/〈c〉.
Since F satisfies the condition (∗), so (Gx2)0 must be semisimple. Then we must
have x2 ∼ (e1e2e3e4e5e6, 1) since the other possible (e1e2, 1), (±e1δe1, 1), (·, i) all
lead to non-semisimple centralizers. Here
δ =
1 + e1e2√
2
· · · 1 + e11e12√
2
.
We may an do assume that x2 = (e1e2e3e4e5e6, 1). Then we have
F ⊂ (Gx2)0 ∼= (SU(4)× SU(4)× Sp(1))/〈(iI, iI, 1), (I,−I,−1)〉.
Let x = [x1, x2, x3] ∈ (Gx2)0. Then we have
(x21, x
2
2, x
2
3) = (±iI,±I,±1) or (±I,±iI,±1)
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Without loss of generality, we may assume that
(x21, x
2
2, x
2
3) = (±iI,±I,±1).
Then we get
x1 ∼ ±1 ± i√
2
I1,3.
So we have x1 6∼ ±ix1 and x1 6∼ −x1. Then the image of the projection of Gx =
((Gx
2
)0)
x to the first SU(4) is isomorphic to
S(U(3)×U(1))/〈iI〉.
Then we get dimZ(Gx) > 0. This contradicts that F satisfies the condition (∗). 
Proposition 7.7. There exists a unique conjugacy of finite abelian 2-subgroups of
G satisfying the condition (∗) an without any element conjugate to σ2 or σ3.
Proof. Without loss of generality we may assume that σ1 ∈ F , then we have
F ⊂ Gσ1 = (Spin(12)× Sp(1))/〈(−c,−1), (c, 1)〉.
By Lemmas 7.2 and 7.3, for any x ∈ F we have x4 = 1; and any Klein four
subgroup of F is conjugate to Γ2. Let
A1 = {x ∈ F : x2 = 1}
and
A2 = {x2|x ∈ F} ⊂ A1.
Then we have an exact sequence
1 −→ A1 −→ F −→ A2 −→ 1,
where the map F −→ A2 is x 7→ x2. Let ri = rankAi, i = 1, 2. Since any Klein
four subgroup of A1 is conjugate to Γ2, so we have r2 ≤ r1 ≤ 3 (cf. [Yu]).
When r1 = 1, F is a cyclic group, so we have u
F
0 6= 0.
When r1 = 2 and r2 ≤ 1, without loss of generality we may assume that
F = 〈σ1, x〉
with o(x) = 2 or 4. Since (uσ10 )
x 6= 0, so uF0 6= 0.
When r1 = r2 = 2, we have F = 〈x1〉 × 〈x2〉 with o(x1) = o(x2) = 4. Without
loss of generality we may assume that x21 = σ1 and x
2
2 = [(e1e2e3e4, 1)] ∈ Gσ1 . Then
we have
(Gσ1)[(e1e2e3e4,1)] ∼= (Spin(4)× Spin(8)× Sp(1))/〈(−1,−1, 1), (1,−1,−1), (c′′, c′, 1)〉,
where
c′′ = e1e2e3e4 ∈ Spin(4)
and
c′ = e5e6 · · · e11e12 ∈ Spin(8).
The images of the projections of x1, x2 to the second component give a Klein four
subgroup of Spin(8)/〈c′,−1〉 ∼= SO(8)/〈−I〉. One can show that so(8)x1,x2 6= 0, so
uF0 6= 0.
When r1 = 3 and r2 ≤ 1, without loss of generality we may assume that
F = 〈σ1, (e1e1e3e4, 1)〉 × 〈x〉
with o(x) = 2 or 4. Similar as (r1, r2) = (2, 2) case one can show that u
F
0 6= 0.
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When (r1, r2) = (3, 2), we may assume that
A1 = 〈σ1, [(e1e2e3e4, 1)], [(e5e6e7e8, 1)]〉
and
F = 〈σ1〉 × 〈x1〉 × 〈x2〉,
where
((x1)
2, (x2)
2) = ([(e1e2e3e4, 1)], [(e5e6e7e8, 1)]).
Then we have
F ⊂ (Gσ1)[(e1e2e3e4,1)],[(e1e2e3e4,1)] = (Spin(4)× Spin(4)× Spin(4)× Sp(1))/〈· · · 〉.
Let xi = [(xi1, xi2, xi3, yi)], xij ∈ Spin(4), yi ∈ Sp(1), i = 1, 2. Since uF0 = 0, we may
assume that (y1, y2) = (i, j). Since
((x1)
2, (x2)
2) = ([(e1e2e3e4, 1)], [(e5e6e7e8, 1)]),
so there exists j = 1, 2, 3 such that
(x21j , x
2
2j) = (±1,±c′′) or (x22j , x21j) = (±1,±c′′).
The actions of x1j , x2j on the j-th component gives a Klein four subgroup of
SO(4)/〈−I〉. One can show that so(4)x1j ,x2j 6= 0. So we have uF0 6= 0.
When (r1, r2) = (3, 3), considering the covering π : E7 −→ G, for any x, y ∈ F ,
we define
m(x, y) = [x′, y′] ∈ 〈c〉
for x′ ∈ π−1(x) and y′ ∈ π−1(y). It is clear that m is bi-multiplicative. Since Gx
is connected for any x ∈ A1, so we have A1 ⊂ kerm. Since F/ kerm must be an
elementary abelian 2-group of even rank, so we have kerm 6= A1. Then there exists
x ∈ F such that o(x) = 4 and F ⊂ (Gx)0. Without loss of generality we may
assume that x2 = σ1. In the proof of Lemma 7.2, we already showed that
x ∼ [(e1e2 · · · e6, 1)] ∈ Gσ1 .
We may assume that x = [(e1e2 · · · e6, 1)]. Then we have
F ⊂ (Gx)0 ∼= (SU(4)× SU(4)× Sp(1))/〈(iI, iI, 1), (1,−1,−1)〉,
where x = (iI, I, 1). Then we have
F ∼ 〈[(A4, A4, i)], [(B4, B−14 , j)], [(iI, I, 1)]〉,
where
A4 =
1 + i√
2
diag{1, i,−1,−i}
and
B4 =
1 + i√
2


0 1 0 0
0 0 1 0
0 0 0 1
1 0 0 0

 .

MAXIMAL ABELIAN SUBGROUPS OF COMPACT SIMPLE LIE GROUPS 63
In
F ⊂ Gσ1 = (Spin(12)× Sp(1))/〈(−c,−1), (c, 1)〉,
define
F10 = [(δ1, i], [(δ2, j)], [(e1e2e3e4e5e6, 1)]〉,
where
δ1 =
1 + e1e2√
2
e5e6
1 + e7e8√
2
e11e12
and
δ2 =
1 + e3e5√
2
e2
e4 + e6√
2
1 + e9e11√
2
e8
e10 − e12√
2
.
Proposition 7.8. We have
W (F10) ∼= Hom((F2)3, (F2)3)⋊ P (2, 1;F2).
Proof. Let K = {x2 : x ∈ F10} and K ′ = {x2 : x ∈ kerm ⊂ F10}. By the proof of
Proposition 7.7, we see that K = {x ∈ F10 : x2} = 1, K ′ ⊂ K and
rankK = 3, rankK ′ = 1.
The action of W (F ) stabilizes K, so we have a homomorphism
p : W (F ) −→ W (K).
Since the action of W (F ) stabilizes K ′ as well, we the image of the map p is
StabW (K)(K
′) ∼= P (2, 1;F2). Moreover we can prove that ker p = Hom(F10/K,K).
Then we get
W (F10) ∼= Hom((F2)3, (F2)3)⋊ P (2, 1;F2).

Let F ⊂ G be an abelian subgroup satisfying the condition (∗). Let a0 = LieF
and a = a0 ⊗R C ⊂ g. By Lemma 3.1, we get that a is a Levi subalgebra of g.
We have F ⊂ CG(a0) and CG(a0) is connected. Let H = CG(a0). Then we have
H = Z(H)0Hs, where Hs = [H,H ]. Moreover we have (Z(H))0 ⊂ F and
F ′ = F ∩Hs ⊂ Hs
also satisfies the condition (∗). Let H ′ = CE7(a0). Then we have H ′ = Z(H ′)0H ′s.
It is clear that π(H ′s) = Hs. So we have
Hs ∼= H ′s/(H ′s ∩ 〈c〉).
Lemma 7.4. Hs may contain a finite abelian subgroup satisfying the condition (∗)
only if Cg(a) is of type 3A1, D4, D4 + A1, D5 + A1, D6 or E6.
Proof. Let F ⊂ Hs be a finite abelian subgroup satisfying the condition (∗). By
Lemma 3.1, we know that H ′s is simply connected. Since
Hs = H
′
s/(H
′
s ∩ 〈c〉),
so Hs is not simply connected if and only if c ∈ H ′s. Let X = {α1, · · · , α7} be
the set of simple roots of g. Since Cg(a) is a Levi subalgebra of g, we can find a
subset Y ⊂ X , which is a set of simple roots of Cg(a). Then c ∈ H ′s if and only if
α2, α5, α7 ∈ Y . Here we recall that c = exp(πiH
′
2+H
′
5+H
′
7
2
)).
When c ∈ H ′s, H ′s is one of the following types
3A1, 4A1, A3 + A1,
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A2 + 3A1, A5, A3 + 2A1, D4 + A1,
D6, A5 + A1, A3 + A2 + A1, D5 + A1.
For the case of
A2 + 3A1, A5, A3 + A2 + A1,
the group SU(3) or SU(6)/〈−I〉 does not have any finite subgroup satisfying the
condition (∗), so Hs does not have any finite subgroup satisfying the condition (∗).
In the cases of
4A1, A3 + 2A1, A5 + A1,
SU(2) is a direct factor of Hs, so Hs does not have any finite subgroup satisfying
the condition (∗).
In the case of A3 + A1, we have
Hs ∼= (SU(4)× Sp(1))/〈(−I,−1)〉.
Projecting to SU(4)/〈−I〉, the image must be conjugate to (H2)2. Projecting to
Sp(1)/〈−1〉, the image must be conjugate to 〈i, j〉. Then the two bi-multiplicative
functions m can not be consistent.
When c 6∈ H ′s, Hs is simply connected. It can not contain a type A factor, so it is
of type D4, D5 or E6. Moreover, the D5 case is impossible by Proposition 2.16. 
Proposition 7.9. When Cg(a) is of type
3A1, D4, D4 + A1, D5 + A1, D6, E6,
there exist 1, 1, 1, 1, 3, 1 conjugacy classes of abelian subgroups of G satisfying the
condition (∗) respectively.
Proof. When Cg(a) is of type 3A1, we have Hs ∼= (Sp(1)3)/〈(−1,−1,−1)〉. Then we
have
F ′ ∼ 〈[(i, i, i)], [(j, j, j)]〉.
When Cg(a) is of type D4, we have Hs ∼= Spin(8) and −1, c ∈ F ′. Then we have
F ′ ∼ 〈−1, e1e2e3e4, e1e2e5e6, e5e6e7e8, e1e3e5e7〉.
When Cg(a) is of type D4 + A1, we have
Hs ∼= (Spin(8)× Sp(1))/〈(−1,−1)〉
and [(−1, 1)], [(c, 1)] ∈ F ′. Let F ′1, F ′2 be the images of the projections of F ′ to
Spin(8)/〈−1〉 ∼= SO(8) and Sp(1)/〈−1〉 respectively. F ′1 must be diagonalizable.
We may and do assume that F ′1 is contained in thee subgroup of SO(8) of diagonal
matrices. Without loss of generality we may assume that F ′2 = 〈i, j〉. Let m1, m2
be the bi-multiplicative functions on F ′1, F
′
2 defined by the projections Spin(8) −→
SO(8) and Sp(1) −→ Sp(1)/〈−1〉. Since rank(F ′2/ kerm2) = 2, so we have
rank(F ′1/ kerm1) = 2.
kerm1 can not contain any element conjugate to I2,6, since otherwise we have so(2) ⊂
uF0 . Then, we may and do assume that kerm1 equals one of
〈I4,4〉,
〈I4,4, diag{−1,−1, 1, 1,−1,−1, 1, 1}〉,
〈I4,4, diag{−1,−1, 1, 1,−1,−1, 1, 1}, diag{−1, 1,−1, 1,−1, 1,−1, 1}〉.
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In the first case, we have so(8)F1 6= 0 and rank(F ′1/ kerm1) = 2 can not both hold.
In third case, we must have F ′1 = kerm1. Then rank(F
′
1/ kerm1) 6= 2. In the second
case, we have
F ′ ∼ 〈[(−1, 1)], [(c, 1)], [(e1e2e3e4, 1)], [(e1e2e5e6, 1)], [(e1e3e5e7, i)], [(e1e2e5e8, j)]〉.
When Cg(a) is of type D5 + A1, we have
Hs ∼= (Spin(10)× Sp(1))/〈(−1,−1)〉
and [(c, 1)] ∈ F ′. Let F ′1, F ′2 be the images of the projections of F ′1, F ′2 to
Spin(10)/〈−1〉 ∼= SO(10)
and Sp(1)/〈−1〉 respectively. F ′1 must be diagonalizable, we may assume that F ′1 is
contained in the subgroup of diagonal matrices in SO(10). Without loss of generality
we may assume that
F ′2 = 〈i, j〉.
Let m1, m2 be the bi-multiplicative functions on F
′
1, F
′
2 defined by the projections
Spin(10) −→ SO(10) and Sp(1) −→ Sp(1)/〈−1〉. Since rank(F ′2/ kerm2) = 2, so
we have rank(F ′1/ kerm1) = 2. Moreover, kerm1 does not contain any element
conjugate to I2,8, since otherwise we have so(2) ⊂ uF0 . Then, we may assume that
kerm1 equals one of
〈I4,6〉,
〈I4,6, diag{−1,−1, 1, 1,−1,−1, 1, 1, 1, 1}〉,
〈I4,6, diag{−1,−1, 1, 1,−1,−1, 1, 1, 1, 1}, diag{−1, 1,−1, 1,−1, 1,−1, 1, 1, 1}〉.
In the first and second cases, so(10)F1 6= 0 and rank(F ′1/ kerm1) = 2 can not both
hold. In the third case, one can show that F ′ is conjugate to
〈[(−1, 1)], [(c, 1)], [(e1e2e3e4, 1)], [(e1e2e5e6, 1)], [(e1e3e5e7, 1)], [(e8e9, i)], [(e8e10, j)]〉.
When Cg(a) is of type D6, we have Hs ∼= Spin(12)/〈c〉 and −1 ∈ F ′. By Propo-
sition 2.19, we get three conjugacy classes.
When Cg(a) is of type E6, we have Hs ∼= E6 and Z(E6) ∈ F ′. By Propositions 6.1
and 6.3, we get a unique conjugacy class, which consists of subgroups isomorphic
to (C3)
4. 
8. E8
Let G = Aut(e8). It is connected and simply connected.
Lemma 8.1. Let F ⊂ G = Aut(e8) be a finite abelian subgroup satisfying the
condition (∗). If |F | has a prime factor p ≥ 5, then |F | = 53 and there exists a
unique conjugacy class of such F .
Proof. Choose an element x ∈ F with o(x) = p ≥ 5. Then we have F ⊂ Gx and
Gx is connected. Since uF0 = 0, G
x must be semisimple. Since we assume that
x ∈ Z(Gx) be of order o(x) = p ≥ 5, by [Os] gx must be of type 2A4. Then we have
Gx ∼= (SU(5)× SU(5))/〈(ω5I, ω25I)〉.
Then we get
F ∼ 〈[(ω5I, I)], [A5, B5], [A5, B25 ]〉.

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Let F1 be a finite abelian subgroup isomorphic to (C5)
3 as in the above proof.
Proposition 8.1. We have
W (F1) = NG(F1)/CG(F1) ∼= SL(3,F5).
Proof. 
Proposition 8.2. Let F ⊂ G = Aut(e8) be a finite abelian subgroup satisfying the
condition (∗). If |F | = 3a2b with a ≥ 1, then we have |F | = 243 or 216, and there
exists a unique conjugacy class in each case.
Proof. Choosing an element x ∈ F with o(x) = 3, then we have F ⊂ Gx and
Gx is connected. Then Gx must be semisimple since uF0 = 0. As we assume that
x ∈ Z(Gx) is of order o(x) = 3, by [Os] gx must be of of type A8 or E6 + A2. Here
we note that, we have A5 + A2 + A1, 4A2 ⊂ E6 + A2 and these two are not root
systems of subalgebras of the form gx for an element x of order 3. Then we have
Gx ∼= SU(9)/〈ωI〉
or
(E6× SU(3))/〈(c, ωI)〉.
In these two cases, we have
x ∼ θ1 = exp(2πi
3
(H ′1 +H
′
2 −H ′3))
and
x ∼ θ2 = exp(2πi
3
(H ′1 −H ′3)
respectively.
In the first case, we have
F ∼ 〈[ω9I], [A′3], [B′3], [diag{A3, A3, A3}], [diag{B3, B3, B3}]〉,
which has order 35. Here
A3 = diag{1, ω, ω2},
A′3 = diag{I3, ωI3, ω2I3},
B3 =

 0 1 00 0 1
1 0 0


and
B′3 =

 03 I3 0303 03 I3
I3 03 03

 .
In the second case, by Propositions 6.1 and 6.3, we get two conjugacy classes.
They have order 23 · 33 = 216 and 35 = 243 respectively.
For the group
〈[ω9I], [A′3], [B′3], [diag{A3, A3, A3}], [diag{B3, B3, B3}]〉 ⊂ SU(9)/〈ωI〉,
the element [diag{A3, A3, A3}] is conjugate to exp(2πi3 (H ′1 +H ′5 +H ′8)) in G. In G
we also have
exp(
2πi
3
(H ′1 +H
′
5 +H
′
8)) ∼ exp(
2πi
3
(H ′1 −H ′3) = θ2.
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So the subgroup 〈[ω9I], [A′3], [B′3], [diag{A3, A3, A3}], [diag{B3, B3, B3}]〉 is conjugate
to the subgroup of order 35 in the second case. 
In
Gθ1 ∼= SU(9)/〈ωI〉,
let
F2 = 〈θ1, [A′3], [B′3], [diag{A3, A3, A3}], [diag{B3, B3, B3}]〉Gθ1 ⊂ G,
where θ1 = [ω9I]. Let
K = 〈[A′3], [B′3], [diag{A3, A3, A3}], [diag{B3, B3, B3}]〉 ⊂ F2.
Then for any element x ∈ K, we have
x ∼ [A′3], θ1x ∼ θ1[A′3], (θ1)2x ∼ (θ1)2[A′3].
Moreover, in G we have
[A′3] ∼ θ2
and
θ1[A
′
3] ∼ (θ1)2[A′3] ∼ θ1.
Let F3 be a subgroup of order 216 as found in the proof of Proposition 8.2.
Proposition 8.3. We have
W (F2) ∼= Hom(F3, (F3)4)⋊ ({±1} × Sp(4,F3))
and
W (F3) ∼= SL(3,F3) SL(3,F2).
Proof. For F2, stabilizer at θ1 gives Sp(4,F3). Consider the stabilizer at an 1 6= x ∈
K, get the action on K is contained in Sp(4,F3). ???
For F3, considering in E6. ??? 
Lemma 8.2. Let F ⊂ G = Aut(e8) be a finite abelian 2-subgroup satisfying the
condition (∗). T hen for any x ∈ F , we have x4 = 1.
Proof. Suppose the conclusion does not hold, then F contains an element x of order
8. Then we have F ⊂ Gx. Since Gx is connected by Steinberg ’s theorem, it must
be semisimple as uF0 = 0. Since x ∈ Z(Gx) is of order o(x) = 8, by [Os] gx must be
of type A7 + A1. Then we have
Gx ∼= (SU(8)× Sp(1))/〈(−I), (iI,−1)〉.
So we get o(x) = 4 6= 8. This contracts that o(x) = 8. 
Proposition 8.4. There exists 6 conjugacy classes of finite abelian 2-subgroups of
G satisfying the condition (∗) and containing a Klein four subgroup conjugate to Γ1.
Proof. Without loss of generality we may assume that Γ1 ⊂ F , then we have
F ⊂ GΓ1 ∼= (E6×U(1)×U(1))/〈(c, e 2pii3 , 1)〉⋊ 〈z〉,
where Γ1 = 〈[(1, 1,−1)], [(1,−1, 1)]〉, z2 = 1 and
(e6 ⊕ iR⊕ iR)z = f4 ⊕ 0⊕ 0.
Then we have F 6⊂ (GΓ1)0 and it is conjugate to a subgroup of the form F ′ × Γ1
for some F ′ ⊂ E6⋊〈z〉 with F ′ 6⊂ E6. By Lemma 6.7 and Proposition 6.7, we get 6
conjugacy classes of F ′, corresponding to F6, F8, F9, F10, F11 and F12 there. 
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Let F4, F5, F6, F7, F8, F9 be finite abelian 2-subgroups of G constructed as in
the above proof corresponding to the finite abelian 2-subgroups F6, F8, F9, F10, F11,
F12 of Aut(e7) respectively.
Proposition 8.5. There exists 2 conjugacy classes of finite abelian 2-subgroups of G
satisfying the condition (∗), containing an element conjugate to σ1, and containing
no Klein four subgroups conjugate to Γ1.
Proof. Without loss of generality we may assume that σ1 ∈ F , then we have
F ⊂ Gσ1 ∼= (E7× Sp(1))/〈(c,−1)〉.
Let π1, π2 be the projections from G
σ1 to E7 /〈c〉 and Sp(1)/〈−1〉 respectively.
Let F ′1, F
′
2 be the images of F under the projections π1, π2. From the projections
E7 −→ E7 /〈c〉
and
Sp(1) −→ Sp(1)/〈−1〉,
we have anti-symmetric bi-multiplicative functions m1, m2 on F
′
1, F
′
2. For any x, y ∈
F , we must have m1(π1(x), π1(y)) = m2(π2(x), π2(y)).
By Proposition 2.1, we get F2 ∼ 〈[i], [j]〉. By Propositions 7.5, 7.3 and 7.7, we get
9 conjugacy class for the finite subgroup F ′1. Moreover since
m1(π1(x), π1(y)) = m2(π2(x), π2(y))
for any x, y ∈ F , we get at most one conjuagacy class of F for a given F ′1. From F2,
F3, F4, F5, F6, F7, F8, F9 there, the subgroup F so constructed will contain a Klein
four subgroup conjuagte to Γ1. So the left are F10, F11 and F12. Then we get three
F .
Let F10, F11, F12 be finite abelian 2-subgroups of G
σ1 such that the images of
their projections to E7 /〈c〉 are conjugate to the subgroups F10, F11, F12 of E7 /〈c〉 =
Aut(e7) there. Then we have
|F10| = 26, |F11| = 27, |F10| = 27,
rank{x ∈ F10 : x2 = 1} = 6,
rank{x ∈ F11 : x2 = 1} = 6,
rank{x ∈ F12 : x2 = 1} = 4.
So any two of F10, F11, F12 are not conjugate. 
Proposition 8.6. Let F ⊂ G = Aut(e8) be a finite abelian 2-subgroup satisfying the
condition (∗) an without any element conjugate to σ1. Then we have rank{x2|x ∈
F} ≤ 1. Moreover there exist two conjugacy classes of such subgroups.
Proof. When rank{x2|x ∈ F} ≤ 1, choosing x ∈ F with o(x) = 4, we may an do
assume that x2 = σ2. Then we have
F ⊂ Gσ2 ∼= Spin(16)/〈c〉,
where c = e1e2 · · · e16 and σ2 = [−1]. Since we assume that F contains no elements
conjugate to σ1, so any involution of F except σ2 is conjugate to [e1e2 · · · e8] in
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Spin(16)/〈c〉. Since x2 = σ2 = [−1] and gx is semisimple, we must have x ∼
[e1e2e3e4e5e6] in G
σ2 . Then we have
F ⊂ (Spin(16)/〈c〉)[e1e2e3e4e5e6] = (Spin(6)× Spin(10))/〈(c6, c10)〉.
Let p : Spin(16) −→ Spin(16)/〈c〉 be the natural projection.
If there exists x, y ∈ p−1(F ) such that [x, y] = c. Let F ′ be the iamge of
F ⊂ (Spin(6)× Spin(10))/〈(c6, c10)〉 project onto (SO(6)× SO(10))/〈(−I,−I)〉 and
F ′1, F
′
2 be images of the projections of F
′ onto the two components SO(6)/〈−I〉
and SO(10)/〈−I〉, the bi-multiplicative functions on them must be non-trivial. By
Proposition 2.3, we then have k = 1 for both F ′1 and F
′
2. Considering determinant,
we can show that F ′ contains a subgroup conjugate to
〈[(diag{J1, I1,1, I1,1}, diag{J1, I1,1, I1,1, I1,1, I1,1})],
[(diag{I1,1, J1, J ′1}, diag{I1,1, J1, J ′1, J ′1, J ′1})]〉.
Then F contains an element conjugate to
y =
1 + e1e2√
2
e3e5
1 + e7e8√
2
e9e11e13e15.
We have y2 = −e1e2e7e8, which is conjugate to σ1 in G. This contradicts the
assumption.
If there exists no x, y ∈ p−1(F ) with [x, y] = c. Then p−1(F ) is an abelian
subgroup. Then π−1(F ) is conjugate to a subgroup of 〈e1e2, e1e3, . . . , e1e16〉. So we
have rank{x2|x ∈ F} ≤ 1. Then we get rank{x2|x ∈ F} = 1. Moreover, for any
eI ∈ F , we have |I| = 6, 8 or 10. Then we can show that
p−1(F ) ∼ 〈−1, c, e1e2e3e4e5e6e7e8, e1e2e3e4e9e10e11e12,
e1e2e5e6e9e10e13e14, e1e3e5e7e9e11e13e15, e1e2e5e7e9e12.〉
When rank{x2|x ∈ F} = 0, F is an elementary abelian 2-group and we have
p−1(F ) ∼ 〈−1, c, e1e2e3e4e5e6e7e8, e1e2e3e4e9e10e11e12,
e1e2e5e6e9e10e13e14, e1e3e5e7e9e11e13e15〉.

Let F ⊂ G be an abelian subgroup satisfying the condition (∗). Let a0 = LieF
and a = a0 ⊗R C ⊂ g. By Lemma 3.1 we know that a is the center of a Levi
subalgebra of g. We have F ⊂ CG(a0) and CG(a0) is connected. Let H = CG(a0)
and Hs = [H,H ]. Then we have H = Z(H)0Hs and Hs is simply connected by
Lemma 3.2. Moreover, F ′ = F ∩ Hs is a finite abelian subgroup satisfying the
condition (∗).
Proposition 8.7. If Hs contains a finite abelian subgroup satisfying the condition
(∗), then Cg(a) is one of the types D4, D6, D7, E6, E7.
There exists a unique conjugacy class of finite abelian abelian subgroups of G
satisfying the condition (∗) when Cg(a) is in each of these types except of type E7.
When Cg(a) is of type E7, there exists two conjugacy classes.
Proof. Since Hs is simply connected, so it can not contain a simple factor of type
A. Then Cg(a) is of type D4, D5, D6, D7, E6 or E7.
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By Propositions 2.16 and 2.17, Cg(a) can not be of type D5; and there exists a
unique conjugacy class when it is of typ D4, D6 or D7.
By Propositions 6.1 and 6.3, we get a unique conjugacy class when Cg(a) is of
type E6.
By Propositions 7.1, 7.5, 7.3 and 7.7, we get two conjugacy classes when Cg(a) is
of type E7, correspond to F9 and F12 there. 
9. D4
Let G = Aut(so(8)). Then we have G0 ∼= SO(8)/〈−I〉 and G/G0 ∼= S3. In
this section, we classify abelian subgroups of G satisfying the condition (∗) up to
conjugacy in G. Let F be an abelian subgroup of G satisfying the condition (∗).
Then we have F/(F ∩G0) = 1, C2 or C3. We discuss these three cases separately.
Let G1 = Spin(8)⋊ 〈τ, θ〉, where θ2 = 1, τ 3 = 1, θτθ−1 = τ−1, θ acts on so(8,C)
as a diagram automorphism fixing the roots α1, α2 and permuting the roots α3, α4,
and τ acts on so(8,C) as a diagram automorphism fixing the root α2 and permuting
the roots α1, α3, α4.
Let τ be an automorphism of g = so(8,C) defined by
τ(Hα1) = Hα3 , τ(Hα3) = Hα1 ,
τ(Hα4) = Hα4 , τσ(Hα2) = Hα2 ,
τ(X±α1) = X±α3 , τ(X±α3) = X±α1 ,
τ(X±α4) = X±α4 , τ(X±α2) = X±α2 ,
Then τ stabilizes u0, so it gives an automorphism of u0. That is, τ ∈ G. It is clear
that τ 3 = 1 and gτ ∼= g2.
Let F ⊂ G be an abelian subgroup satisfying condition (∗) and with F/(F ∩
G0) ∼= C3, then a = LieF ⊗R C is (conjugate to) the center of a Levi subalgebra of
g2 = so(8,C)
τ by Lemma 6.9. gτ is of type G2, it has a root system A
L
1 + A
S
1 . Let
H = ((Sp(1)× Sp(1)3)/〈(−1,−1, 1, 1), (−1, 1,−1, 1), (−1, 1, 1,−1)〉)⋊ 〈τ〉 ⊂ G
be the subgroup corresponds the sub-root system
4A1 = {β = α1 + 2α2 + α3 + α4, α1, α3, α4}
of D4. We have τ(x1, x2, x3, x4)τ
−1 = (x1, x4, x2, x3). Then the root system of (H0)τ
is just AL1 + A
S
1 .
Proposition 9.1. Up to conjugacy in G, there exist three conjugacy classes of
abelian subgroups of G satisfying the condition (∗) and with F/F ∩ G0 ∼= C3. Two
of them are finite subgroups isomorphic to (C2)
3×C3 and (C3)3 respectively; another
consists of subgroups of dimension 2.
Proof. Let s0 be the Cartan subalgebra of u0 generated by πiH1, πiH2, πiH3, πiH4
and S = exp(s0) ⊂ G0.
If F is finite, choosing any x ∈ F − F ∩ G0, then we have F ∩ G0 ⊂ (G0)x.
We may and do assume that x ∈ τS. By Lemma 2.9, t = sτ is a CAS of gx. By
Proposition 3.1, (G0)
x is connected. Then (G0)
x must be semisimple since F satisfies
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the condition (∗). Since the root system of gx is a sub-root system of G2 = ∆(gτ ),
it must be one of the types
G2, A
S
2 , A
L
1 + A
S
1 , A
L
2 .
When it is of type G2, we have x ∼ τ ; when it is of type AS2 , we have x ∼ τ ′ =
τ exp(2πi
3
H ′2); when it is of type A
L
1 + A
S
1 , we have x ∼ τ exp(2πi3 H ′2), so x2 ∼ τ .
One can show that gx can not be of type AL2 since A
L
2 ⊂ gx implies that gx ∼= g2.
By these, we see that F either contains an element conjugate to τ , or contains an
element conjugate to τ ′. We may an do assume that τ ∈ F or τ ′ ∈ F . In the first
case. we get
F ′ = F ∩G0 ⊂ (G0)τ ∼= G2 .
Then we have F ∩G0 ∼= (C2)3 and get a unique conjugacy class. In the second case.
we have
F ′ = F ∩G0 ⊂ (G0)τ ∼= PSU(3).
Then we have F ∩G0 ∼ 〈[A3], [B3]〉.
If F is not finite, by Lemma 6.9, we get that a = LieF ⊗R C is conjugate to
the center of a Levi subalgebra of g2 = so(8,C)
τ . Let l′ = Cgτ (a), l = Cg(a) and
L = CG0(a0). Then l
′ is of type AL1 , A
S
1 or ∅.
When it is ∅, we have F ∩ G0 ∼ T = (Sτ )0 is conjugate to a maximal torus of
G2. In this case, we get F ∼ 〈T, τ〉.
When it is of type AL1 or A
S
1 , we have L ⊂ H . More precisely, we have
L ∼ L1 = ((Sp(1)×U(1)3)/〈(−1,−1, 1, 1), (−1, 1,−1, 1), (−1, 1, 1,−1)〉)⋊ 〈τ〉
and
L ∼ L2 = ((U(1)× Sp(1)3)/〈(−1,−1, 1, 1), (−1, 1,−1, 1), (−1, 1, 1,−1)〉)⋊ 〈τ〉
respectively.
For L1, let
L′′1 = Sp(1)×
(
({(x1, x2, x3) : x1, x2, x3 ∈ U(1), x1x2x3 = 1}/
〈(−1,−1, 1), (1,−1,−1)〉)⋊ 〈τ〉).
Then we have Z(L1)0 ⊂ F and F ′′ = F ∩ L1 ⊂ L1 is a finite abelian subgroup
satisfying the condition (∗). Since Sp(1) is a direct factor of L′′1, so L′′1 has no such
finite abelian subgroups.
For L2, let
L′′2 = Sp(1)
3/〈(−1,−1, 1), (1,−1,−1)〉)⋊ 〈τ〉
Then we have Z(L′′2)0 = 〈[(−1, 1, 1)]〉 ⊂ F , and F ′′ = F ∩L′′2 ⊂ L′′2 is a finite abelian
subgroup satisfying the condition (∗) with F 6⊂ (L′′2)0. We may and do assume
that F ′′ contains an element of the form x = (λ, 1, 1)τ , λ ∈ U(1). Then we have
F ′′ ⊂ (L′′2)x. So we must have Z((L′′2)x)0 = 1. This forces λ = ±1. So F ′′ contains
an element conjugate to τ , we may an do assume that τ ∈ F ′′. Then we get
F ′′ ⊂ (L′′2)τ = ∆(Sp(1))× 〈τ〉.
This is impossible since Sp(1) has no finite abelian subgroups satisfying the condition
(∗). 
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When F/(F ∩G0) ∼= C2, we may an do assume that F ⊂ O(8)/〈−I〉. In this case
the classification up to conjugacy in G and in O(8)/〈−I〉 are the same.
Let F ⊂ G be an abelian subgroup satisfying condition (∗) and with F/(F ∩
G0) ∼= C2, then a = LieF ⊗R C is conjugate to the center of a Levi subalgebra of
so(7,C) = so(8,C)θ by Lemma 6.9. Let a0 = LieF and L = CG(a0), we may assume
that a = (a0)R ⊗ C is the center of a Levi subalgebra l′ of k = so(7,C) = so(8,C)θ.
When dimF = 3, it is clear that F ∼ 〈θ, T ′〉, where T ′ is a maximal torus of
SO(7) = PSO(8)θ.
Proposition 9.2. Up to conjugacy, there exist five conjugacy classes of abelian
subgroups of G of dimension 1 or 2, satisfying the condition (∗) and with F/(F ∩
G0) ∼= C2. Three of them have l′ = Ck(a) be of type B2; the other two have l′ = Cg(a)
be of type AS1 and A
L
1 + A
S
1 respectively.
Proof. When 0 < dimF < 3, l′ is of type AL1 , A
S
1 , A
L
2 , A
L
1 + A
S
1 or B2.
When l′ is of type AL1 , we have
L ∼= ((U(2)× SO(2)× SO(2))/〈(−I,−I,−I)〉)⋊ 〈θ〉,
where θ(X,X1, X2)θ
−1 = (X,X1, X−12 ). Let
L′′ = (SU(2)× SO(2))⋊ 〈θ〉,
where SU(2) × SO(2) = SU(2) × 1 × SO(2) and θ(X, Y )θ−1 = (X, Y −1). Then we
have (Z(L))0 ⊂ F and F ′′ ⊂ L′′ is a finite abelian subgroup satisfying the condition
(∗). Since SU(2) is a direct factor of L′′, so F ′′ has no finite abelian subgroups
satisfying the condition (∗).
When l′ is of type AS1 , we have
L ∼= ((SO(2)× SO(2)× SO(4))/〈(−I,−I,−I)〉)⋊ 〈θ〉,
where θ(X1, X2, X)θ
−1 = (X1, X1, I1,3XI−11,3 ). Let
L′′ = SO(4)r × 〈θ〉 ∼= O(4),
where SO(4) = 1× 1× SO(2). Then we have (Z(L))0 ⊂ F and F ′′ ⊂ L′′ is a finite
abelian subgroup satisfying the condition (∗) and with Z(L′′) ⊂ F ′′. Then we have
F ′′ ∼ 〈−I, I1,3, I2,2, I3,1〉.
We get a unique conjugacy class in this case.
When l′ is of type AL2 , we have
L ∼= ((U(3)× SO(2))/〈(−I,−I)〉)⋊ 〈θ〉,
where θ(X, Y )θ−1 = (X, Y −1). Let
L′′ = (SU(3)× SO(2))× 〈θ〉,
where SU(3) ⊂ U(3) and θ(X, Y )θ−1 = (X, Y −1). Then we have (Z(L))0 ⊂ F and
F ′′ ⊂ L′′ is a finite abelian subgroup satisfying the condition (∗). Since SU(3) is a
direct factor of L′′, so F ′′ has no finite abelian subgroups satisfying the condition
(∗).
When l′ is of type AL1 + A
S
1 , we have
L ∼= ((U(2)× SO(4))/〈(−I,−I)〉)⋊ 〈θ〉,
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where θ(X, Y )θ−1 = (X, I1,3Y I
−1
1,3 ). Let
L′′ = ((SU(2)× SO(4))/〈(−I,−I)〉)⋊ 〈θ〉,
where SU(2) ⊂ U(2). Then we have (Z(L))0 ⊂ F and F ′′ ⊂ L′′ is a finite abelian
subgroup satisfying the condition (∗) and with Z(L′′) ⊂ F ′′. We have L′′ ∼= (Sp(1)×
O(4))/〈(−1,−I)〉. Then we get
F ′′ ∼ 〈[(−1, I)], [(1, I2,2)], [(i, diag{I1,1, I1,1})], [(j, diag{J ′1, J1})]〉.
When l′ is of type B2, we have
L ∼= ((SO(2)× SO(6))/〈(−I,−I)〉)⋊ 〈θ〉,
where θ(X, Y )θ−1 = (X, I1,5Y I−11,5 ). Let L
′′ = SO(6) ⋊ 〈θ〉 ∼= O(6). Then we have
(Z(L))0 ⊂ F and F ′′ ⊂ L′′ is a finite abelian subgroup satisfying the condition (∗)
and with Z(L′′) ⊂ F ′′. Then F ′′ is conjugate to one of
〈−I, I3,3, diag{I1,2, I1,2}, diag{I2,1, I2,1}〉,
〈−I, I1,5, I3,3, I5,1, diag{1,−1, 1,−1, 1, 1}〉,
〈−I, I1,5, I2,4, I3,3, I4,2, I5,1〉.

Proposition 9.3. Up to conjugacy, there exist 12 conjugacy classes of finite abelian
subgroups of G satisfying the condition (∗) and with F/(F ∩ G0) ∼= C2. Eight of
them are elementary abelian 2-subgorups, the other four have exponent 4.
Proof. Let F ⊂ O(8)/〈−I〉 (and F 6⊂ PSO(8)) be a finite abelian subgroup satisfying
condition so(8)F = 0. By Proposition 2.3, we have a canonical subgroup BF ⊂ F
and an equality 8 = 2k · s0. When k ≥ 2, we have F ⊂ PSO(8), contracts to the
assumption.
When k = 1, we have
BF ∼ 〈[I4,4], [diag{−I2, I2,−I2, I2}]〉
or
BF ∼ 〈[I4,4], [I2,6], [I6,2]〉,
and F ⊂ O(2)4/〈(−I,−I,−I,−I)〉. The images of the projections of F to the four
components are all cojugate to 〈[I1,1], [J ′1]〉. Since we assume that F 6⊂ PSO(8), so
we get two conjugacy classes (4 = 3+1+0 = 2+1+1) for each choice of BF . Both
have exponent 4. In total, weget four conjugacy classses of subgroups of exponent
4 and with order 25, 25, 24, 24 respectively.
When k = 0, it is diagonalizable, so an elementary abelian 2-subgroup. We may
assume that F is diagonal. Let F ′ = 〈x ∈ F : x ∼ [I1,7]〉 and r′ = rankF ′. Then
0 ≤ r′ ≤ 7. When r′ = 7,
F ∼ 〈[I1,7], [I2,6], [I3,5], [I4,4], [I5,3], [I6,2], [I7,1]〉,
we get a unique conjugacy class. r′ = 6 or 5 is impossible.
When r′ = 4, we have
F ∼ 〈[I1,7], [I2,6], [I3,5], [I4,4], [I6,2], [diag{1, 1, 1, 1, 1,−1,−1, 1}]〉,
we get a unique conjugacy class.
r′ = 3 is also impossible.
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When r′ = 2, we have
F ∼ 〈[I1,7], [I2,6], [I4,4], [I6,2], [diag{1, 1,−1, 1,−1, 1,−1, 1}]〉
or
F ∼ 〈[I1,7], [I2,6], [I4,4], [I6,2], [diag{1, 1,−1, 1,−1, 1, 1, 1}, [diag{1, 1, 1, 1,−1, 1,−1, 1}]〉
we get two conjugacy classes.
When r′ = 1, we have
F ∼ 〈[I1,7], [I5,3], [diag{1,−1,−1, 1, 1,−1,−1, 1}, [diag{1,−1, 1,−1, 1,−1, 1,−1}]〉
or
F ∼ 〈[I1,7], [I5,3], [diag{1,−1,−1, 1, 1,−1,−1, 1},
[diag{1,−1, 1,−1, 1, 1, 1, 1}, [diag{1,−1, 1, 1, 1,−1, 1, 1}]〉
we get two conjugacy classes.
When r′ = 0, for any x ∈ F − F ∩G0, we have x ∼ [I3,5]. Then we get
F ∼ 〈[I3,5], [diag{1, 1, 1,−1,−1, 1, 1, 1}, [diag{−1,−1, 1,−1, 1,−1, 1, 1},
[diag{1,−1,−1, 1,−1, 1,−1,−1}]〉?????
or
F ∼ 〈[I3,5], [diag{1, 1, 1,−1,−1, 1, 1, 1}, [diag{1, 1, 1, 1,−1,−1, 1, 1},
[diag{−1,−1, 1,−1, 1,−1, 1, 1}, [diag{1,−1,−1,−1, 1, 1, 1,−1}〉?????.

When F/(F ∩G0) = 1, we have F ⊂ G0 = SO(8)/〈−I〉. By Propositions 2.3 and
2.4, we get a list of all conjugacy classes of F up to conjugacy in O(8)/〈−I〉. But
some of them are conjugate in G.
Proposition 9.4. Up to conjugacy in G, there exist 4 conjugacy classes of abelian
subgroups of G0 satisfying the condition (∗) and with positive dimension. Their
dimensions are 1, 1, 2, 4 respectively.
Proof. Let g = (u0)R⊗C, a0 = LieF , a = (a0)R⊗C and l = Cg(a). By Lemma 3.1,
we have a = Z(l). Let L = CG0(a0) and Ls = [L, L]. Then we have Z(L)0 ⊂ F and
F ′ = F ∩ Ls ⊂ Ls is a finite abelian subgroup satisfying the condition (∗).
Let π : Spin(8) −→ PSO(8) be the adjoint homomorphism. Then we have
ker π = 〈exp(πi(H ′1 +H ′3)), exp(πi(H ′1 +H ′4))〉 ∼= (C2)2.
Let L′ = CSpin(8)(a0) and L′s = [L
′, L′]. Then π(L′s) = Ls and we know L
′
s is simply
connected. We may assume that the simple root system of l is a subset of the
simple root system of g. Then Ls is not simply connected if and only at least two
of α1, α3, α4 are roots of l. We have 0 ≤ dimF ≤ rankG = 4.
When dimF = 4, F must be a maximal torus of G0.
When dimF = 3, we have Ls ∼= L′s ∼= SU(2), which has no finite abelian sub-
groups satisfying the condition (∗).
When dimF = 2, only when l is of type 2A1, Ls may have finite abelian subgroups
satisfying the condition (∗). In this case, we have
Ls ∼= (Sp(1)× Sp(1))/〈(−1,−1)〉
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and [(−1, 1)] ∈ F ′. Then we get
F ′ ∼ 〈[(−1, 1)], [(i, i)], [(j, j)]〉.
When dimF = 1, l is of type 3A1 or A3. We have
Ls ∼= (Sp(1)× Sp(1)× Sp(1))/〈(−1,−1, 1), (1,−1,−1)〉
or
Ls ∼= (SU(4))/〈−I〉
and Z(Ls) ⊂ F ′. Then we get
F ′ ∼ 〈[(−1, 1, 1)], [(j, j, j)], [(i, i, 1)], [(1, i, i)]〉
or
F ′ ∼ 〈[iI], [I2,2], [J ′2], [diag{I1,1, I1,1}], [diag{J ′1, J ′1}]〉
respectively. 
Proposition 9.5. Up to conjugacy in G, there exist 11 conjugacy classes of finite
abelian subgroups of G0 satisfying the condition (∗).
Proof. Let F ⊂ PSO(8) be a finite abelian subgroup such that so(8)F = 0. By
Proposition 2.3, we get a subgroup BF ⊂ F and an equation 8 = s0 · 2k. Then we
have k = 0, 1, 2 or 3.
When k = 3, we have s0 = 1. In this case, F is an elementary abelian 2-subgroup
and has a unique conjugacy class. It is F0,3;0,0 for the notation in [Yu], which has
rank 6.
When k = 2, we have s0 = 2. We may and do assume that BF = 〈[I4,4]〉. Then
we have
F ⊂ (O(8)I4,4)/〈−I〉 = (O(4)×O(4))/〈(−I,−I)〉.
Then the images of the projections of F to both components are conjugate to
〈[I2,2], [J ′2], [diag{(I1,1, I1,1)}], [diag{(J ′1, J ′1)}]〉.
We get two conjugacy classes. One consists of elementary abelian 2-subgroups,
another consists of subgroups of exponent 4, both of them have order 25.
When k = 1, we have s0 = 4. We may an do assume that
BF = 〈[I4,4], [diag{−I2, I2,−I2, I2}]〉
or
〈[I4,4], [diag{−I2, I2,−I2, I2}], [I2,6]〉.
Then we have
F ⊂ (O(8)I4,4,diag{−I2,I2,−I2,I2})/〈−I〉 = (O(2)4)/〈(−I,−I,−I,−I)〉.
Then the images of the projections of F to four components are all conjugate to
〈[I1,1], [J ′1]〉.
Considering the determinant, we have 4 = 4 + 0 + 0 + 0, 4 = 2 + 2 + 0 + 0 or
4 = 1 + 1 + 1 + 1. Then we get 6 conjugacy classes. Two of them consist of
elementary abelian 2-subgroups with rank 5 and 4 respectively; the other have
exponent 4 and with order 25, 25, 24, 24 respectively.
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When k = 0, F is diagonalizable, and so an elementary abelian 2-subgroup. We
may an do assume that π−1(F ) ⊂ Spin(8) is a subgroup of 〈e1e2, e1e3, . . . , e1e8〉.
Similar as the discussion in Spin(n) case, for any subset I ⊂ {1, 2, . . . , 8}, let
eI = ei1 · · · eik
for I = {i1, . . . , ik}, i1 < · · · < ik. When there exist I1, I2 ⊂ {1, 2, . . . , 8} with
|I1| = |I2| = |∆(I1, I2)| = 2, we may assume that e1e2, e1e3 ∈ π−1(F ). Then we
have
F ⊂ PSO(8)π(e1e2),π(e1e3) = SO(5)× 〈π(e1e2), π(e1e3)〉.
Then F ′ = F ∩SO(5) also satisfies the condition (∗). F ′ has two possible conjugacy
classes,
F ′ ∼ 〈I2,3, diag{1,−1,−1, 1, 1}, I4,1〉
or
F ′ ∼ 〈I2,3, diag{1,−1,−1, 1, 1}, I4,1, diag{−1,−1,−1, 1,−1}〉.
So we get two conjugacy classes of rank 5 and 6 respectively.
When there exist no I1, I2 ⊂ {1, 2, . . . , 8} with |I1| = |I2| = |∆(I1, I2)| = 2, let
s = rank〈π(eI) ∈ F : |I| = 2〉.
Then s = 0, 1, 2 or 3. When s = 3, we have
F ∼ 〈[I2,6], [I4,4], [I6,2], [diag{−1, 1,−1, 1,−1, 1,−1, 1}]〉,
with rank 4. When s = 0,
F ∼ 〈[I4,4], [diag{−1,−1, 1, 1,−1,−1, 1, 1}], diag{−1, 1,−1, 1,−1, 1,−1, 1}〉,
with rank 3. One can show that s = 2 or 1 is impossible.
In summary, we get 13 conjugacy classes up to conjugacy in O(8)/〈−I〉, eight of
them are elementary abelian 2-subgroups of rank 6, 5, 5, 4, 6, 5, 4, 3 respectively,
the other three have exponent 4 of order 25, 25, 24 respectively.
Claim 9.1. The two elementary abelian 2-subgroups of rank 6 above are conjugate in
G and two of the elementary abelian 2-subgroups of rank 5 above are conjugate in G.
But there are no more conjugacy relations among them. ??? Add two 4 = 1+1+1+1
in k = 1 case!!
With this claim, we get 11 conjugacy classes of finite abelian subgroups of PSO(8)
up to conjugacy in G = Aut(so)(8). Six of them are elementary abelian 2-subgroups
of rank 6, 5, 5, 4, 4, 3 respectively, the other three have exponent 4 and with order
25, 25, 25, 24, 24 respectively. ???? change 
Proof of Claim 9.1. The two rank 6 subgroups containing Klein four subgroups con-
jugate to
K1 = 〈
(
04 I4
−I4 04
)
,


02 I2
−I2 02
02 −I2
I2 02

〉
and K2 = 〈[I2,6], diag{1,−1,−1, 1, 1, 1, 1, 1}〉 respectively.
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We observe that, for any x ∈ π−1(K1) − 〈−1, c〉, we have x2 = c; and for any
x ∈ π−1(K2)−〈−1, c〉, we have x2 = −1. One can show that, for any x, y ∈ Spin(8)
satisfying x2 = y2 = (xy)2 = −1, we have
(x, y) ∼ (e1e2, e1e3).
Since c ∼Spin(8) −1, so we get K1 ∼G K2. Moreover, we have
PSO(8)K2 = SO(5)×K2.
Since SO(5) has a unique conjugacy class of finite abelian subgroups satisfying the
condition (∗) and with order 24, so we get the above two rank 6 subgroups are
conjugate.
The same argument applies to the two rank 5 elementary abelian 2-subgroups
with k = 2 and k = 0 respectively.
Another rank 5 elementary abelian 2-subgorup is not conjugate to the above two
since it does not contain a Klein four subgroup conjugate to K2.
The two rank 4 elementary abelian 2-subgroups are not conjugate since the one
with k = 1 contains a Klein four subgroup conjugate to 〈[I4,4], [J ′4]〉, but the one
with k = 0 contains no of such Klein four subgroups.
The two subgroups with exponent 4 and of order 25 are not conjugate since the one
with k = 1 contains a Klein four subgroup conjugate to 〈[I4,4], [diag{−I2, I2,−I2, I2}]〉,
but the one with k = 2 contains no of such Klein four subgroups.
The other subgroups are distinguished by their exponents or orders.
Two are added ??? change 
10. Remarks on some related issues
10.1. Fine group gradings and Weyl groups. As we remarked in the intro-
duction, the classification of fine group gradings of complex simple Lie algebras is
obtained in literature except when the simple Lie algebra is of type E6, E7 or E8
(cf. [EK] for a review of the history). Moreover, the classification in E6 case was
also announced by C. Draper and A. Viruel. Our work leads a classification of fine
group gradings of all complex simple Lie algebras. Note that, our method used
here through the study of abelian subgroups is different with the existed methods
in literature.
In [EK2], the Weyl groups of fine group grading of complex simple classical Lie
algebras was determined. In this article, we have described the Weyl groups for
almost all abelian we obtained except those seem not admit a nice description. For
exceptional simple Lie algebras, with a little more work we can determine almost
all of these Weyl groups. For classical simple Lie algebras, due to some complicated
combinatorial involved, we expect that a simple and nice description would not
exist.
On the other hand, given a maximal abelian subgroup F of a compact Lie group
G, in [HV] a notion of “finite root datum” was introduced. This is some structure
on the group grading of g defined by F , where g = LieG⊗R C. Moreover, a notion
of small Weyl group Wsmall(G,F ) was defined, which is always a subgroup of the
Weyl group W (G,F ) = NG(F )/CG(F ). It is conjectured there that we always have
Wsmall(G,F ) = W (G,F ). From our classification here, in principle one can get all
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maximal abelian subgroups of any compact simple Lie group. With this, then one
can calculate their finite root data and small Weyl groups, and check this conjecture.
For all examples I tried, this conjecture holds.
10.2. General group gradings. From a group grading of a complex simple Lie
algebra g, one can refine the grading if it is not fine. After finitely many steps, one
arrives at a fine grading.
On the converse direction, from a fine group grading, which gives us a maximal
abelian subgroup F of Aut(g) consisting of semisimple elements and a subset set
X ⊂ F ∗ = Hom(F,C∗). Precisely to say, for any α ∈ F ∗, α ∈ X if and only if
gα 6= 0, where
g =
∑
α∈F ∗
gα
is the weight space decomposition given by the action of F on g. Actually the above
decomposition is just the fine grading defining F . Then any grading coarser than
the above fine grading correspond to a quotient F ∗/L of F ∗ such that L containing
at one element of the γ1− γ2 for some γ1, γ2 ∈ X , γ1 6= γ2. Then to get all gradings
coarser than g =
∑
α∈F ∗ gα, we just need to get all different abelian subgroups
generated by a subset of X −X = {γ1− γ2 : γ1, γ2 ∈ X}. Since X is a finite set, in
principle this can be done. Besides the computational difficult caused when |X| is
large, another disadvantage of this way is: we need extra work to determine those
gradings which are coarser than at least two different fine gradings.
10.3. Group gradings of real simple Lie algebras. For a simple real Lie algebra
g0 with a Cartan decomposition g0 = k0 ⊕ p0. Let G = Aut(g0) and θ ∈ G be
the Cartan involution associated to the above Cartan decomposition. G admits a
(global) Cartan decomposition G = K exp(p0) with
K = {f ∈ Aut(g0)|f(k0) = k0}.
Definition 10.1. A closed subgroup H of G is called a quasitorus if H is abelain
and any element of H acts as semisimple automorphism of g0.
Lemma 10.1. If H ⊂ G is a quasitorus, then there exists g ∈ G such that gHg−1
is θ-stable.
If H ⊂ G is a θ-stable quasitorus, then we have H = Hc exp(b0), where Hc =
H ∩K and b0 = LieH ∩ p0.
Proof. The first statement follows from a result in [vD].
The second statement follows from the Cartan decomposition of G. 
It is clear that a fine group grading of a semisimple Lie algebra g0 is given by
a maximal quisi-torus H of the semisimple Lie group G = Aut(g0). Moreover, for
H to give a group grading on g0, the subgroup Hc in Lemma 10.1 must be an
elementary abelian 2-subgroup. With this, we have two methods to classify the fine
group gradings of real simple Lie algebras.
The first method is to prove some analogue of the Lemmas 3.1 and 6.9, so as to
determine the possible abelian subspaces b0 ⊂ p0. Then classify elementary abelian
2-subgroups of the Lie group CG(b0). For the second step, some analogue of Lemma
3.2 would be helpful as well.
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The second method is to classify Hc first. Then b0 must be a maximal abelian
subspace of pHc0 . We recall that such elementary abelian 2-subgroups Hc can be de-
termined from [Yu]. For this method, we should be careful that not every elementary
abelian 2-subgroup Hc of K gives a fine group grading of g0.
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