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ABSTRACT: In recognition that intraurban exposure gradients may be as large as
between-city variations, recent air pollution epidemiologic studies have become
increasingly interested in capturing within-city exposure gradients. In addition,
because of the rapidly accumulating health data, recent studies also need to handle
large study populations distributed over large geographic domains. Even though
several modeling approaches have been introduced, a consistent modeling framework
capturing within-city exposure variability and applicable to large geographic domains is
still missing. To address these needs, we proposed a modeling framework based on
the Bayesian Maximum Entropy method that integrates monitoring data and outputs
from existing air quality models based on Land Use Regression (LUR) and Chemical
Transport Models (CTM). The framework was applied to estimate the yearly average
NO2 concentrations over the region of Catalunya in Spain. By jointly accounting for
the global scale variability in the concentration from the output of CTM and the
intraurban scale variability through LUR model output, the proposed framework
outperformed more conventional approaches.
■ INTRODUCTION
A large body of research has shown that exposure to
combustion-related ambient air pollution is associated with
increased morbidity and mortality.1−3 In recognition that
intraurban exposure gradients may be as large as between-city
variations, recent air pollution epidemiologic studies have
become increasingly interested in capturing within-city
exposure gradients.4,5
Among many exposure assessment approaches,4 land use
regression (LUR) modeling has become a commonly used
method in air pollution epidemiologic researches.6,7 LUR
modeling is generally employed to estimate the annual average
concentration of ambient air pollutant based on traﬃc
characteristics and land use/land cover around the site. By
incorporating site-speciﬁc variables into the model, the LUR
model is suitable for depicting small scale spatial variability at a
ﬁne urban scale. However, this site-speciﬁcity makes it diﬃcult
to extrapolate the developed models into the wider domain.
Another approach commonly used in air pollution
epidemiologic research is spatial interpolation methods.4,8
Among many spatial interpolation approaches, geostatistical
methods such as Ordinary Kriging (OK) are the most widely
used, because they provide concentration estimates together
Received: December 3, 2013
Revised: February 28, 2014
Accepted: March 12, 2014
Published: March 12, 2014
Article
pubs.acs.org/est
© 2014 American Chemical Society 4452 dx.doi.org/10.1021/es405390e | Environ. Sci. Technol. 2014, 48, 4452−4459
with standard error at unmonitored locations. The standard
error measures the uncertainty of the interpolated results and
helps identify areas with unreliable estimates. The estimation
quality of OK, however, depends heavily on the availability and
quality of monitoring data, since OK only uses observations.
Solely relying on observations at sparse government monitoring
networks, which are primarily used to assess the compliance
with regulatory standards, is often not suitable to capture small-
scale spatial variability, and produces overly smoothed
concentration surface.
Because of the rapidly accumulating health data, recent air
pollution epidemiologic studies tend to deal with large study
populations distributed over large geographic domains to detect
small relative risks of relatively rare diseases associated with
exposure to ambient air pollution.9 Thus, in addition to the
small-scale spatial variability, there is a strong demand for a
modeling framework that can cover large geographic
domains.10 Chemical Transport Models (CTM) are used to
simulate the dynamics of ambient air pollutants over large
spatial domains with coarse spatial resolution (between 12 and
25 km at regional scale, and between 4 and 10 km for single
country applications) and ﬁne temporal resolution (1 h) by
jointly accounting for the emission patterns, meteorological
conditions, and chemical reactions.11−13 CTMs divide the
atmosphere into three-dimensional grid cells. Chemical and
physical transformations are simulated within each cell, and
transport and diﬀusion processes are modeled between cells.4
Even though CTMs generally cover large geographic domain,
using CTMs in exposure assessment for epidemiologic studies
is currently challenging, as their resolution is generally too
coarse to capture within-city variability. In addition, high
implementation costs and data requirements are limiting factors
for their application in exposure assessment.4
Several studies have developed methods combining data
from multiple sources. For example, U.S. EPA’s Fused Air
Quality Surfaces Using Downscaling model combined monitor-
ing data with the output of the Models-3/Community
Multiscale Air Quality (CMAQ) model using a Bayesian
space-time downscaler model.14 Beckerman et al.15 developed a
hybrid approach combining LUR model and geostatistical
interpolation to estimate PM2.5 concentration over the
contiguous United States. Although several modeling ap-
proaches have been introduced to address the current needs
for air pollution epidemiologic research, a modeling framework
capturing within-city exposure variability to a large application
domain with a low implementation cost is still lacking. The aim
of this work, therefore, is to develop an estimation framework
that improves the assessment of exposure gradients of traﬃc
related air pollution at both the urban and regional scale by
incorporating strengths of the diﬀerent methods using existing
data to reduce the implementation cost. We developed a
geostatistical modeling framework based on the Bayesian
Maximum Entropy (BME) method, combining the results of
existing LUR model and CTM together with observational data
to estimate the yearly average NO2 concentration over the
region of Catalunya in Spain. By combining a LUR model and
CTM using the BME method, the framework supplements the
limitation of each method. To evaluate the model performance
of the proposed framework, we conducted a validation analysis
using an independent set of observations at government-run
monitoring sites.
■ METHODS AND MATERIALS
ESCAPE Monitoring Data and Land Use Regression
model. Monitoring data and LUR model estimates for yearly
average NO2 concentrations originated from the European
Study of Cohorts for Air Pollution Eﬀects (ESCAPE) project. A
complete description of the sampling methods and the LUR
model development can be found elsewhere.10,16,17 In brief, an
LUR model was built in Catalunya, Spain, based on the yearly
average NO2 concentration observed at 80 monitoring sites
with passive samplers in 2009. The monitoring sites were
meant to cover a domain representing residential locations of
participants in three epidemiologic cohorts, and included 40
Figure 1. NO2 concentration map of (a) 80 ESCAPE monitoring sites, (b) 53 government monitoring sites (Xarxa de Vigilaǹcia i Previsio ́ de la
Contaminacio ́ Atmosfer̀ica−XVPCA), (c) LUR estimates on 1 km grid, and (d) CALIOPE AQFM output at 4 km grid.
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sites in Barcelona metropolitan area, 16 sites in the neighboring
town of Sabadell, and 24 in the province of Girona, as shown in
Figure 1(a). Various emission-related variables, such as traﬃc
intensity, road length, population density, and land use were
constructed within a Geographic Information System (GIS). A
multivariate forward supervised stepwise regression approach
was employed to select the signiﬁcant LUR model predictors.
Model performance was evaluated by leave-one-out cross
validation. Traﬃc intensity on major roads within a 25 m buﬀer
(veh day−1 m), road length within a 1000 m buﬀer (m), and
Natural and forested areas within a 5000 m buﬀer (m2) were
selected as the ﬁnal LUR model predictor variables.16 The
regression coeﬃcients of these predictors are listed in Table S1
in the Supporting Information (SI). A map of the yearly
average concentration based on LUR model estimations on a 1-
km grid points over Catalunya was also developed to visually
inspect the pollutant distribution. When applying the LUR
model, the predictor variables that fell outside the range of the
observed values at the monitoring sites were truncated to the
maximum (or minimum) observed value of these monitoring
sites, because the linear relationship between the predictors and
the concentrations might not hold outside of the range. In this
work, we utilized the LUR estimates on the 1 km grid points as
an input of the proposed framework, taking advantage of
existing model outputs (Figure 1(c)).
Air Quality Modeling System. We obtained hourly NO2
concentrations estimated by the CALIOPE Air Quality
Forecast Modeling (AQFM) system (www.bsc.es/caliope)
over Spain for the year 2009.18 CALIOPE combines four
models to forecast air quality (O3, NO2, SO2, PM10, and
PM2.5) over Spain with a spatial resolution of 4 × 4 km2 in the
Iberian Peninsula domain, within 15 vertical layers reaching up
to 50 hPa, and an hourly temporal resolution. It integrates a
meteorological model (WRF v3.0.1.1) and emission model
(HERMES 2004), a chemical transport model (CMAQ v4.5)
and a mineral dust atmospheric model (BSC-DREAM8b)
together in an air quality modeling system.19,20
Of particular importance for high quality air pollution
modeling, the High-Elective Resolution Modeling Emission
System (HERMES) 18 uses state-of-the-art methodologies for
emission estimations. It calculates emissions by sector-speciﬁc
sources or by individual installation and stacks following a
bottom-up approach for the reference year 2004. Speciﬁcally,
the on-road traﬃc emissions module takes into account 72
diesel and gasoline vehicle categories, according to COPERT
III-CORINAIR methodology.21,22 The model includes the
deﬁnition of the road network, dividing it in stretches with
speciﬁc temporary disaggregating proﬁles, speciﬁc average
speed, daily average traﬃc, stretch length, route type, and
circulation type, and accounts for hot exhaust, cold exhaust, and
evaporative emissions. Several evaluation studies23 and near-
real time evaluation (NRT) against air quality measurements
on an hourly basis support the conﬁdence on the system.
In this work, the ground level daily NO2 concentrations
within a 20 km buﬀer around Catalunya were extracted from
CALIOPE to accurately interpolate the concentration on
estimation and data points near the boundary, and averaged
over the year at each grid cell. Figure 1(d) shows the map of
the yearly average concentration calculated from CALIOPE
AQFM.
Government Monitoring Network Data. We obtained
NO2 yearly average concentrations for the year 2009 observed
at 61 government-run monitoring sites over Catalunya,
equipped with reference method chemiluminiscense monitors.
These data, shown in Figure 1(b), were used as an independent
data set to evaluate the model performance of the proposed
framework. To use stable yearly average concentrations, eight
monitoring sites for which the number of daily observations
was less than 75% of intended number of samples were
removed from the data set. In order to construct the LUR
estimates at each site predictor variables listed in SI Table S1
were computed. These estimates were also used as an input of
the proposed modeling framework.
Bayesian Maximum Entropy Method. To estimate the
yearly average NO2 concentration at unmonitored location, we
developed a geostatistical estimation framework that integrates
all available data: ESCAPE monitoring data, LUR estimates,
and CALIOPE AQFM output. In this work, the BME method
was employed in order to process various sources of data with
diﬀerent levels of uncertainty.24,25 The BME method provides a
mathematically rigorous framework that integrates a variety of
available knowledge bases (e.g., spatial dependency model,
empirical relationships, scientiﬁc model, physical laws, and so
forth) with data having varying levels of epistemic uncertainty.
In the BME method, the data are categorized into two groups:
(i) hard data, corresponding to measurements; and (ii) soft
data, having an uncertainty characterized by a probability
density function (PDF) of any type (e.g., Gaussian, Uniform).
A full description of the BME method can be found
elsewhere.26 In brief, the BME method can be viewed as a
two-stage knowledge processing procedure. At the prior stage,
maximum entropy theory is used to process the general
knowledge base describing global characteristics of the spatial
random ﬁeld representing the NO2 yearly average concen-
tration, such as its mean trend and the covariance function,
which produces a prior PDF depicting the spatial process. Then
at the posterior stage, an operational Bayesian conditionaliza-
tion rule is used to update this prior PDF with respect to the
site speciﬁc hard and soft data available, which produces a BME
posterior PDF describing the value of the spatial process at any
estimation point of interest.
BME Geostatistical Estimation Framework. In this
framework, the yearly average NO2 estimates from the
AQFM on the 4 km grid cells were treated as a deterministic
global oﬀset, since it covers much larger domain than our study
domain and takes into account the local emission and
meteorological condition. The deterministic global oﬀset is a
function of space that describes consistent spatial patterns in
the data. The word “global” emphasizes that this oﬀset applies
to the whole spatial domain encompassing all the available data.
In the geostatistical analysis, the oﬀset is generally removed
from the data prior to the analysis in order to produce residuals
that are as homogeneous as possible. To calculate the value of
oﬀset at each data and estimation point, the AQFM estimate in
each cell was assigned to the centroid of the cell, and then, the
values were linearly interpolated on the data and estimation
points.
The residuals were processed by a geostatistical estimation
framework based on the BME method to estimate the residual
concentration at unmonitored location. The residuals concen-
trations at the ESCAPE monitoring sites were computed by
subtracting the AQFM oﬀset from the data and treated as hard
data, since they were directly derived from the observations.
The LUR estimates at the 1 km grid points and government
monitoring sites were treated as soft data having an uncertainty
associated with the estimation based on the predictor variables.
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The PDFs characterizing this uncertainty were deﬁned in the
following forms. At the soft data points where predictor
variables were within the range of those at the ESCAPE
monitoring sites, we assumed that an adequate approximation
for the PDF is a normal distribution truncated below zero
because the concentrations cannot be negative. The mean of
this truncated normal distribution was set to the concentration
estimated by the LUR model, and corresponding standard
deviation was derived from the prediction error. Since the LUR
model was constructed based on the ordinary least-squares
algorithm, the standard deviation of the estimate at a given grid
point is computed by (eq 1).
σ ′ ′= + −s a P P a1 ( ) 1 (1)
where vector a is the set of explanatory variables at the grid
point, P is the design matrix of the LUR model, and s is the
estimate of the standard deviation of the error term. At the soft
data points whose LUR estimates were negative (shown in light
blue in Figure 1(c)), we assumed that the PDF is approximated
by a uniform distribution from zero to the minimum observed
concentration at ESCAPE monitoring sites, since the true
concentration is expected to be small. All of the positive LUR
estimates whose predictor variables were outside the range of
those at the ESCAPE monitoring sites were excluded from the
framework (SI Table S6). Finally, the PDF was shifted by the
AQFM oﬀset calculated at each soft data point.
The sample covariogram was calculated from the residuals of
the hard and “hardened” soft data, which are given by the mean
of truncated normal distribution, and were then used to ﬁt a
positive deﬁnite covariogram model using an automated
weighted least-squares procedure. In this study, exponential,
Gaussian, and spherical models were tested, and the spherical
model which produced the smallest mean square error was used
in the analysis (SI Table S2).
The expected value of the BME posterior PDF was used as
an estimate of the residual concentration at the estimation
point, and the corresponding BME posterior standard deviation
provides a useful characterization of the associated estimation
uncertainty. The deterministic global oﬀset interpolated on the
estimation location was ﬁnally added back onto the residual
estimate to obtain the yearly average NO2 estimate.
Model Validation. To evaluate the model performance of
the proposed framework, we compared the yearly average
concentrations at the government monitoring stations to
predictions at these stations from six estimation methods. In
method (1), the concentration is estimated by the deterministic
global oﬀset based on the AQFM. In method (2), the LUR
model was directly applied to estimate the concentration based
on the set of predictor variables obtained for each validation
point. Method (3) consisted of the BME method with an
unknown constant mean based only on hard data observed at
ESCAPE monitoring sites. This is equivalent to OK. In method
(4), the BME method with an unknown constant mean was
applied integrating the hard data (ESCAPE monitoring data)
and LUR soft data at the 1 km grid and validation points.
Methods (3) and (4) assumed that there is no global oﬀset. In
methods (5) and (6), ﬁrst the deterministic global oﬀset based
on the AQFM was removed from the data to obtain the
homogeneous residuals. In method (5), the BME method with
zero constant mean based only on hard data was applied. This
is equivalent to Simple Kriging (SK). In method (6), the BME
method with zero constant mean integrating the hard and soft
data as in method (4) was used to estimate the residual
concentration. Method (6) corresponds to our proposed BME
geostatistical estimation framework. Although the government
monitoring data was used as a validation set for a model
comparison in this work, the data can be used as hard data to
increase the number of observational data. The yearly average
concentration was estimated at each government-run monitor-
ing site and compared with the observed yearly average
concentration. To quantify the accuracy of each estimation
method, four error statistics were calculated: root-mean-square
error (RMSE), mean prediction error (MPE), Pearson’s
correlation coeﬃcient, and Spearman’s rank correlation.
The government-run monitoring sites were categorized into
the following three types based on the main emission aﬀecting
each site: background, industrial, and traﬃc. In order to
investigate the eﬀect of the types of the validation point on the
model performance, error statistics were also calculated
separately for each type (in addition to all together).
We used ArcGIS 9.2 (ESRI Inc., Redlands, CA) for the GIS
analysis and Matlab R2010a (MathWorks Inc., Natick, MA,
U.S.A.) and BMElib, version 2.0b26 for the geostatistical
estimation.
■ RESULTS AND DISCUSSION
Table 1 lists the error statistics of the validation analysis
obtained by the six estimation methods presented above. Our
proposed framework BME with AQFM oﬀset (method 6)
outperformed all other methods in terms of all four error
statistics. The RMSE of methods (1) AQFM and (2) LUR were
similar. However, the MPE of method (1) is negative, whereas
that of method (2) was positive. The model performance of
method (3) OK without AQFM oﬀset was the worst among all
methods. The RMSE and MPE of method (3) are much higher
than those of (1) and (2). The model performance of method
(4) BME without AQFM oﬀset was similar to those of (1) and
(2). Method (5) SK with AQFM oﬀset and (6) BME with
AQFM oﬀset outperformed other methods. Method (5)
reduced RMSE by approximately 30% relative to the AQFM
(method 1). Our proposed framework BME with AQFM oﬀset
(method 6) further reduced RMSE by 17% relative to method
(5). Both methods (5) and (6) yielded Pearson’s correlation
coeﬃcients and Spearman’s rank correlations close to 0.9.
Table 2 lists the RMSE obtained by the six estimation
methods at background, industrial, and traﬃc sites. Other
statistics (MPE, Pearson’s correlation coeﬃcients and Spear-
man’s rank correlations) are listed in the SI. Even though the
Table 1. Error Statistics of Validation Analysis for 53
Government-Run Monitoring Sites Based on Six Estimation
Methods
method RMSEd MPEe CORRf RANKg
(1) AQFM 13.16 −9.61 0.83 0.86
(2) LUR 13.27 3.76 0.77 0.72
(3) OKa without oﬀset 22.17 16.70 0.41 0.36
(4) BME without oﬀset 12.65 7.53 0.79 0.74
(5) SKb with AQFM oﬀset 9.21 −2.45 0.88 0.89
(6) BME with AQFM oﬀsetc 7.60 1.38 0.90 0.90
aOrdinary Kriging. bSimple Kriging. cMethod (6) BME with AQFM
oﬀset corresponds to our proposed framework. dRoot Mean Square
Error, in μg/m3. eMean Prediction Error, in μg/m3. fPearson’s
correlation coeﬃcient. gSpearman’s rank correlation.
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overall model performance of (1) AQFM and (2) LUR are
similar, the two methods exhibit completely diﬀerent patterns
in model performance. Method (1) AQFM performed best at
background sites, whereas the performance at the traﬃc sites
was poor. In contrast, the performance of (2) LUR was almost
the same regardless of the location setting of the validation
point. Method (3) OK without AQFM oﬀset performed much
better at the traﬃc sites than at the industrial and background
sites, whereas the performance of (4) BME without AQFM
oﬀset was almost the same regardless of the location setting,
just as in method (2) LUR. Method (5) SK with AQFM oﬀset
and (6) BME with AQFM oﬀset outperformed all other
estimation methods regardless of the location setting. At the
industrial and background site, model performance of both
methods were similar. At the traﬃc sites, however, method (6)
outperformed method (5) and reduced the RMSE about 27%
relative to method (5).
The validation analysis provides insights into the model
predictability of each method. The overall model performance
of (1) AQFM and (2) LUR, for instance, were similar in terms
of RMSE (Table 1). However, there was a systematic diﬀerence
in model performance between them. The MPE of AQFM was
negative, and its RMSE at traﬃc sites was much higher than
that at nontraﬃc sites (Table 2). Pay et al.20 reported that NO2
daily concentrations estimated on a 12 km grid over Europe by
the same CALIOPE AQFM correlated well with observations,
but tended to underestimate concentrations at regional
background sites. They attributed the negative bias to an
underestimation of emission sources in highly polluted regions,
which explains our results. In an evaluation of CALIOPE over
68 Spanish monitoring stations for 2004, Baldasano et al.27
identiﬁed that NO2 measurements at urban stations from small
and medium-sized cities generally showed poorer agreement
with modeled concentration, whereas modeled bias decreased
at urban stations located in larger cities, such as Barcelona or
Madrid, for which a detailed characterization of emission
sources, especially from road traﬃc, at a higher spatial
resolution (1 × 1 km2) was available. Traﬃc sites in our
study were present both in Barcelona and in rural/small town
settings (SI Figure S1(b)), thus explaining our results. In
contrast, the MPE of the (2) LUR method was positive and
much closer to zero. Moreover, the model performance of LUR
was consistent across the location settings (Table 2). Since the
LUR model construction was primarily focused on traﬃc-
related variables, depicting small-scale spatial variability in
concentrations due to traﬃc,10,16 it is no surprise that the LUR
model outperformed AQFM at traﬃc site with a 17% reduction
in the RMSE. The LUR model performed equally well at
nontraﬃc sites (albeit less well than the AQFM at these sites),
showing consistency across land use types, as would be hoped
for (possibly a result of the natural area variable). It should be
noted that the LUR model was applied to regions outside its
modeling domain (more than 20 out of the 53 monitoring
stations were outside of the cohort addresses domain), and to
location types that are not residential (as it was developed for),
and yet behaved reasonably well. This is consistent with general
ﬁndings that LUR models often perform better than or as well
as chemical transport or dispersion models to predict small-
scale variations.4
The overall model performance of OK without AQFM oﬀset
(method (3)) was poorest among all the methods. The RMSE
was about 68% higher than that of the (1) AQFM and (2) LUR
models. Method (3) performed best at traﬃc sites, where the
RMSE was even slightly smaller than that obtained by (1)
AQFM method (Table 2). As shown in SI Figure S1, most of
the government monitoring traﬃc sites were located near the
ESCAPE monitoring sites, whereas the nontraﬃc sites were
generally located away from these points. This indicates that
the OK model performance depends heavily on the proximity
between the input data points and the validation points. The
BME method accounting for the LUR-based soft data, but with
Table 2. Root Mean Square Error (RMSE, in μg/m3) of the
Six Estimation Methods at Each Type of Validaton Site
(Background, Industrial, and Traﬃc) and for All Sites (All)
method
background
(14)a
industrial
(21)a
traﬃc
(18)a
all
(53)a
(1) AQFM 8.67 10.42 18.03 13.16
(2) LUR 12.85 11.98 14.90 13.27
(3) OK without oﬀset 24.41 24.88 16.15 22.17
(4) BME without oﬀset 12.99 11.16 13.94 12.65
(5) SK with AQFM
oﬀset
10.85 6.48 10.44 9.21
(6) BME with AQFM
oﬀseta
8.95 6.49 7.67 7.60
aNumbers in parentheses indicate the number of sites.
Figure 2. Maps of NO2 yearly average concentration (μg/m
−3) estimated by the proposed modeling framework over (a) Catalunya and (b)
Barcelona.
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no global oﬀsetting using the AQFM (method (4)), greatly
improved the model performance over method (3), and the
overall model performance was close to those of (1) AQFM
and (2) LUR. Since the BME method complements the scarcity
of the data points by accounting for the soft data based on the
LUR outputs, it reduced the RMSE relative to method (3)
regardless of the location settings.
Method (5), SK with AQFM oﬀset, outperformed other
methods except for method (6) and reduced the RMSE by
approximately 30% relative to (1) AQFM and (2) LUR. The
slightly negative MPE was probably the inﬂuence of the
negative bias of the global oﬀset based on the AQFM. Method
(5) performed best at industrial sites and, greatly reduced the
RMSE relative to (1) AQFM and (2) LUR at traﬃc and
industrial sites. However, improvement at background sites was
limited.
Our proposed framework, BME with AQFM oﬀset, out-
performed all other models and further reduced the RMSE by
approximately 17% relative to method (5). This reduction was
primarily due to the improvement in the model performance at
traﬃc sites (27% RMSE reduction relative to method (5)).
Interestingly, both methods (5) and (6) performed best at the
industrial sites among all the location settings, due to LUR and
AQF models performing simultaneously equally well at these
sites (while as in background sites, the AQFM performed better
than the LUR model, and the reverse was true at traﬃc sites).
In addition to the validation analysis, we created maps
(Figure 2) of the estimated NO2 concentration over (a)
Catalunya and (b) Barcelona using the proposed framework to
visually inspect the model performance. By jointly accounting
for the global scale variability in the concentration from the
output of the AQFM model and the intraurban scale variability
through the soft data based on the LUR model output, both
maps show not only a global trend similar to the AQFM model
output, but also the inﬂuence of the small scale spatial
variability inﬂuenced by the local traﬃc. The overall
concentration distribution on the map over (a) Catalunya is
similar to that of the AQFM model (Figure 1(d)). In addition,
the map created by the proposed method also captures the
small scale concentration gradient along major traﬃc road (see
SI Figure S2(a) for the major road network). In Barcelona
(Figure 2(b)), concentrations are generally high in the urban
center (from left bottom corner to upper right corner) and
gradually decrease away from the urban center. The map also
shows the small-scale gradient along the road network.
Even though the proposed modeling framework performed
best among all methods, there are several issues that need to be
addressed. First, ESCAPE monitoring data and the validation
data on the government monitoring sites were observed with
diﬀerent methods. The diﬀerence of the sampling techniques
was not taken into account in this work. Hence, the error
statistics presented above might contain additional error due to
this diﬀerence, even though the diﬀerence is expected to be
small. The ratio of average NO2 concentrations measured by
passive sample (Ogawa badge) and chemiluminescence
monitors, colocated at the same site in Catalunya is 0.96.17
Second, the AQFM on the 4 km grid cells were simply treated
as a deterministic global oﬀset in the proposed framework. The
uncertainty associated with the AQFM was not taken into
account. Third, the soft data were constructed based on the
LUR estimates on 1 km grid points and on validation points
(government-run monitoring sites) to fully utilize the existing
study result. However, the choice of the grid size was arbitrary
and ﬁner resolutions are possible. Any shape or size of LUR
estimates as soft data can be integrated in the BME framework,
and it is expected that increasing the size of the soft data points
would improve the model performance. Fourth, since we used
the LUR estimates over all of Catalunya (our study domain),
we implicitly assumed that the LUR model can be applicable to
larger domain than the original data domain of the ESCAPE
study, a subregion of Catalunya. As pointed out by several
researchers, applicability of the LUR model outside of the
original data domain is questionable.28 In a similar vein, the
LUR model was meant to predict concentrations in residential
settings, but Government monitoring stations are not
necessarily representative of such settings, thus stretching the
applicability of the LUR model even further. The eﬀect of the
design and purpose of the existing air quality models and
monitoring data were not taken into account in this work.
Finally, ESCAPE monitoring data were directly used as hard
data, and were also used to construct the LUR estimates, from
which soft data were derived. We assumed that the spatial
random ﬁeld of the residual concentrations was simply
characterized by spatial autocorrelation evaluated by the
covariance function. However, there are correlations that are
not fully taken into account in the proposed framework. It is
interesting to observe that despite these limitations, the
proposed BME method integrating LUR outputs still out-
performed all other methods in the entire region of Catalunya.
The performance of the BME method is dependent on the
quality of models and observed data used as inputs. It is also
subject to modeling decisions, such as the shape and size of the
grid chosen to integrate model outputs, and the inﬂuence of
such decisions should be investigated in future work.
Furthermore, future work can accommodate temporal patterns
in addition to spatial variations.25 The BME method has already
been used as a tool for space/time interpolation in several
studies. Thus, the proposed framework can be easily extended
in a space/time context. For example, temporal resolution can
be integrated into the LUR model by calibrating the model
using the temporal trend derived from regulatory monitoring
site,29,30 or directly from CTM outputs or introducing variables
with high temporal resolution, such as meteorological data.31
These approaches can be used to construct soft data based on a
LUR model with a ﬁner temporal resolution. Thus, extension of
the proposed framework into spatiotemporal estimation should
be pursued in future studies.
In summary, a modeling framework based on a BME
geostatistical method that integrates monitoring data and
outputs from existing air quality models based on LUR and
CTM was developed and applied to estimate the yearly average
NO2 concentration over Catalunya, Spain. Since recent air
pollution epidemiologic studies often deal with large study
population to detect small relative risks of rare diseases, an
exposure assessment tool that can detect small-scale variability
over large study domain is essential to reduce exposure
misclassiﬁcation. By jointly accounting for the global scale
variability in the concentration from the output of an AQFM
model and the intraurban scale variability through soft data
based on a LUR model output, the proposed framework
successfully captured within-city exposure variability over large
geographic domain, and thus serves as an exposure assessment
tool for those studies with a low implementation cost.
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