Abstract. We prove some existence results for solutions analytic with respect to the spatial variables to first-order equations with a delay and some deviations not only at the function, but also at its derivative. We construct a natural Banach space and a norm which make an adequate integral operator contractive. Due to a useful relation of partial order in this space the main problem is also placed in the theory of monotone iterative techniques.
Introduction
We consider the Cauchy problem
D t u(t, x) = g (t, x, u(cs(t), /3(t, x)), Du(y(t), 8(t, x)))
u(0,x) = 0.
The present paper is aimed at providing us with some sufficient conditions for the existence of solutions, analytic at least with respect to the second variable. In [3] we can find a classical version of the Cauchy-Kovalevsky theorem for partial differential equations. That result is extended in [5] onto some evolution equations with functional dependence. The proof is based on the Banach contraction principle. The author assumes in particular that the right-hand side of the equation is a Lipschitz continuous function with a sufficiently small Lipschitz constant, and that there exist solutions analytic with respect to x, although the derivatives lessen the regularity of functions, because an integral operator generated by the differential equation turns to restore it and maps a Banach space into itself.
In [1] we consider the equation 
Du(i, x) = f(t, x, u(cx(t), x), Du(fl(t), x))

8.
Suppose that
is an analytic solution to the Cauchy problem
Then there exists a unique analytic solution to problem (0)'.
In view of Theorem 0 and the classical Cauchy-Kovalevsky theorem we obtain analytic solutions for deviations (t) = dot and (t) = d1 t with do, d i E [0, 1] in a twodimensional case.
In the present paper we introduce a relation which partially orders the space of functions analytic with respect to the second variable in a similar way as the relation did in [1] . We take at least threefold advantage of this relation. First of all, we find easy to define an appropriate Banach space and force an integral operator to be a contraction mapping that space into itself. Secondly, we bring the theory of differential equations with deviations closer to monotone iterative techniques (cf. [41), and the main difference is that we replace the ordinary inequality < between functions by the above mentioned relation <, which means the same as the usual inequality between the respective coefficients of each of the formal series associated with these functions. Finally, we present an existence result which basically concerns the same class of problems as that in [5] , it is shown, however, from a different point of view, and it is obtained under some assumptions which are different from those in [5] .
Our result differs from the results of [1) and [5] also in that we allow of variety of non-linear deviations, especially with respect to the second variable, whereas they would cause enormous technical problems if we were to generalize any theorems from [1] onto such equations, and there is no indication that the model of equation analysed in [5] , though apparently more general compared with ours, and the existence theorem can be easily adapted to the ground of the equations with complicated deviations at the derivatives. It should be admitted, however, that the conditions on the right-hand side assumed in the present paper are also quite restrictive, because even in a linear case we cannot avoid multiplying the derivative of the solution z by x 2 and this function itself by X. We say that
if z is continuous on Q and for every t the series which defines z(t,.) converges almost uniformly in { x I( t , x ) E Il). We define a relation in the space of x-analytic functions.
Given two x-analytic functions
z(t, x) = j z(t)x 3 and y(t,x)
= co we set
This relation can be in a natural way extended onto the case either z or y is a formal series with the radius of convergence equal to 0. In a similar way we define the relation >.
We where the above series converges almost uniformly on each section of a region in RIC, and we denote
The operation I I is-valid for h being a formal series as well. Observe that the notion of x-analyticity with a clear reference to functions of variables (t, x) we can extend onto all functions h of variables (t, x 1 ,. . . , x k) calling them to be (x 1 ,.. . , xt)-analytic.
We consider the equation
where T, c > 0 and
Note that the above integral equation is a weak formulation of problem (0).
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We introduce the following assumptions.
(Ho) 10 Given any x E (-c, c) and p, q E R, the functions a, -, fi( 
The existence result via the monotone iterative method
Iterative techniques have been widely applied in the existence theory for differential and differential-functional equations (see [4] ). Due to our relation altogether with an appropriate definition of a Banach space we are able to prove the following existence result by means of the iterative method.
Theorem 1. If assumptions (H 0 ) -( 112 ) are satisfied, then equation (1) has an
x-analytic solution.
Proof. Define the set 
It follows that Since the set W is a complete metric space with respect to the norm II ll the above inequality and the Banach contraction principle finish the proof I Using the monotone operators method we can prove that if there is a function w which fulfills assumption (11 1 ), then there exists a solution to the equation
for all s E [0, TJ, which corresponds to inequality (2). We draw the Reader's attention to the fact that this result has the following structure:
If there is an upper solution, then there is a solution. This solution is obtained as a limit of the monotone sequence of recursively defined functions starting from the upper solution.
Proposition 1. Suppose that assumption (11 1 ) and conditions 10,20 of assumption
(H0 ) are satisfied. Then there exists a unique x-analytic solution ii : [0, T] x (-c, c) -* xx to equation (2)' such that 0 ti(t,x) < w(t,x).
Proof. Define the set = {z: 0 XX z(t,x) < w(t,x) }
and the operator T acting on it as 
This clearly forces lim (Yu)(t, x) : (t, x, i (a(t), 1,31.(t, x)), D(7(t), ö I . ( t , x))) (Tw.)(t,x).
It follows from the the Lebesgue dominated convergence theorem that ,(a(s), flI.(s,x) ),Dth(7(s), II.(s,x))) ds.
The fact that zD is x-analytic and the inequalities 0 u(t, x) w(t, x) are obvious I
We can obtain a similar result for inequality (3) . From the above proposition we easily get 
. ,g,).
Although the proofs are nearly the same, they demand more complicated notations and more careful treatment, so we omit them. On the other hand, we can generalize these results onto equations with many delays, which take the form 31(s,x) ), . (-yk(s),8k(s,x) ).
u(t, x) = / (s ) x, u i (s, x),. . , u(s, x), v i (s, X).... , vk(s, x))ds
where ui(s,x) = u(ai(s),
,u,,(s,x) = v i (s,x) = Du(y1(s),o1(s,x)), . . . ,v(s,x) Du
Further assumptions
Using the technique of Bielecki's norms (see [2] ) we obtain (as it will be stated below) an existence result in a quite wide class of linear equations of the form
)Du(7(s), 6(s, x)) ds + F(t, x).
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We need the following assumptions. and j E N. Note also that there are finite numbers of non-zero coefficients in the series that appears in (5) and (5)'. This is due to the condition p1 + . . . +p3 = k and p, ^! 0 for j E N. Moreover, some coefficients vanish for we have 30 (s) = So(s) = 0.
The existence theorem for the linear equation
Any deviations at spatial derivatives on the right-hand sides of first-order equations significantly affect all methods concerning their qualitative theory. Even the existence and uniqueness of their solutions may become not obvious, especially because neither characteristics nor bi-characteristicsare any longer present when non-trivial deviations appear. There does not exist any suitable substitute. Nevertheless, we give some effective conditions for the existence of x-analytic solutions to linear equations. Our result shows that the differential problems with deviations should be regarded as quite difficult. We prove that g: Vo-Vo and llQII<1.
For u E V0 we obtain 00 00 00 Take 9 E ltF defined by
m R-r 1 -r
It follows from assumption (1-1 4 ) that 9 < 1. Given u E Vo we will show that 1 19U11 9 11 u 11 . From the above calculations we get The above theorem is only a local existence result with respect to x. Consequently, we have to decrease significantly the radius of convergence of solutions compared with the radius of convergence of given functions. If we assume more about given functions f3(t, x) and (t, x), we obtain a global existence result. 
