We begin by noting that, in addition to the more or less established trends of cognitive modelling and neurolinguistic or behavioural experimentation, a more recent orientation in research on interpreting (IR) as a complex cognitive process is functional neuroimaging. We then describe current brain imaging methods -electroencephalography, magnetoencephalography, positron emission tomography, functional magnetic resonance imaging, and near-infrared spectroscopy -and provide selected examples of their use in language processing and interpreting research, accompanied with brief evaluations of their applicability for IR. In spite of limitations related to invasiveness, temporal resolution, and experimental design, positron emission tomography (PET) is potentially the strongest tool for investigations of the neural substrates of ongoing interpreting performance. Finally, we describe what we believe is the first published study of speech shadowing and professional simultaneous interpreting using PET. Shadowing of the nondominant language produces more extensive activations in the temporal cortex and motor regions than shadowing of the dominant language, which suggests that even in the simultaneous repetition task, the less automatized language recruits more neural resources. Simultaneous interpreting, whether into the dominant or into the non-dominant language, predominantly activates left-hemispheric structures. Activation patterns are, however, clearly modulated by the direction of interpreting, with more extensive activation during interpreting into the non-dominant language.
Introduction
Research on interpreting as a complex cognitive process is by now well-established. Cognitive modelling approaches range from the information-processing models of the 70s (e.g. Gerver, 1976 , Moser, 1978 to more recent discussions by Massaro and Shlesinger (1997) , Lonsdale (1997), and MacWhinney (1997) . The process has been viewed from the neurolinguistic angle in a number of studies (e.g. Fabbro et al., 1990 Fabbro et al., , 1991 Gran, 1990; Fabbro, 1999) , and the proportion of behavioural experimentation within interpreting research (IR) is gradually increasing (see Gile, 2000) .
Researchers and organizations concerned with multilingualism and professional interpreting are currently turning towards an additional new research trend: neuroscientific investigation. The functional neuroimaging approach to language performance (see e.g. Brown & Hagoort, 1999) involves the study of changes that take place in the physiological activity of the brain during a cognitive event. The approach, which has become possible with the development of sophisticated imaging techniques, thus represents a search for a neurobiological reality that underlies our subjectively experienced psychological reality, our cognitive states and processes.
In the following sections, we offer a summary of current methods of functional brain imaging in the context of language processing and interpreting research, and then discuss findings from a study where speech shadowing and simultaneous interpreting were investigated with positron emission tomography.
Functional brain imaging methods
The synchronised activity of millions of nerve cells in the brain creates minute electromagnetic signals. The electrical component of such activity can be directly measured by EEG (electroencephalography). A more recent method, magnetoencephalography (MEG), taps the magnetic component of this activity. Another group of imaging methods measures neural activity indirectly by registering haemodynamic changes in the brain while the subject is performing a cognitive task. These methods utilise the fact that in normal conditions there is a close coupling between neuronal activity in a brain region and its haemodynamics: increased activity is coupled with increased blood flow, which transports more glucose and oxygen for the active neural tissue. The methods are functional magnetic resonance imaging (fMRI), positron emission tomography (PET), and near-infrared spectroscopy (NIRS) .
In what follows, we discuss each of these methodologies briefly. Many of them have been extensively applied in studies of language processing. A review of the literature is beyond the scope of this paper; instead, we cite, in each case, only a few examples which we hope will illustrate the way these techniques have been employed in research on the neural basis of language processing. We also attempt to evaluate them briefly, keeping the requirements of interpreting research in mind.
EEG
Electroencephalography is the direct measurement of the electrical activity of the brain from the surface of the skull. Signals measurable at the scalp require the synchronous activity of millions of neurons that are roughly oriented in the same direction. The so-called endogenous event-related potentials (scalprecorded voltage changes that are time-locked to a stimulus) are of particular relevance for cognitive brain research. Moreover, it is possible to examine EEG power spectrum changes in conjunction with task performance (e.g., desynchronization of 8-13 Hz alpha activity when one moves from a resting state to cognitive performance). The EEG method is non-invasive and affordable, and allows excellent temporal resolution at the millisecond level -an important fact given the speed of language-related processes. However, since the scalp and skull distort electric potentials, the localization of the sources of the observed potentials (i.e. spatial resolution) is quite poor. For research on interpreting, which naturally involves oral output, the EEG method poses a problem, since the muscular artefacts created by articulation may mask the effects of cognitive operations related to comprehension and translation processes.
In the IR context, Petsche and colleagues (Petsche et al. 1993; Petsche & Etlinger 1998; Kurz, 1994 Kurz, , 1995 employed EEG methodology to study a performance resembling SI: 'mental' (i.e. silent) simultaneous interpreting. The involvement and mutual connectivity of brain areas tapped by 19 scalp electrodes was measured and transformed into probability maps at different frequency bands of electrical activity. The schematic maps indicate the statistically significant decrease or increase in local or interhemispheric coherence of EEG power spectra, reflecting the functional relatedness of the areas associated with each electrode, relative to a resting-level baseline. The results obtained by Petsche et al. (1993) with three subjects suggested that interpreting into a foreign (non-dominant) language is associated with increased load and also brings about greater bilateral hemispheric connectivity. Petsche and Etlinger (1998) corroborated the initial findings by extending the number of subjects to ten interpreters. A central problem in the study is the validity of the concept of mental interpreting, during which the subject produces no overt articulatory output. One particularly salient characteristic in the topographic distributions of increased or decreased coherence during the tasks was large variation between subjects.
MEG
The magnetic fields resulting from the brain's activity are extremely weak -in the order of a billionth of the magnetic field of the earth, and less than a hundredth of the magnetic field produced by the heart (Vanni & Hari, 1996) . Magnetoencephalography (MEG) therefore requires, firstly, a magnetically shielded environment to eliminate distracting fields from outside sources, and, secondly, sensitive and focused detectors (superconducting quantum interference devices, SQUIDs), placed in liquid helium inside a vacuum-insulated thermos container. The instrumentation usually involves a large number of detectors in a helmet-like structure surrounding the subject's head. The method allows non-invasive study of brain activity, and its temporal resolution is as high as that of EEG. As magnetic fields are not distorted by the skull and the scalp, MEG also provides good spatial resolution. However, certain limitations exist: magnetic recordings mainly pick up cerebral sources with magnetic dipoles that are oriented tangentially to the scalp. Such dipole orientations are found within cortical sulci.
Although applications to IR do not exist to date, magnetoencephalography has been employed to observe brain activity related to language processing. For example, Salmelin and colleagues conducted a series of MEG studies on normal and dyslexic reading, revealing striking differences in brain activation patterns in the two groups (see Salmelin et al., 2000, for a review) . With respect to application potential in IR, the problem of articulatory artefacts exists in this technique as well, and research would therefore be limited to the comprehension and output planning components of the process, or to setups employing delayed translation (i.e. tasks where output is not initiated until a prompt is given).
PET
Positron Emission Tomography (PET) measures the localization and quantity of radiation from positron emitters. These short-lived radioactive ligands are injected into the blood stream. In cognitive activation studies, a typical ligand is oxygen-15, which accumulates in different brain regions in proportion to their current blood supply. As regional blood flow and the level of neural activity are closely related, the images compiled by the PET camera provide an indirect measure of regional activity in the brain. PET with the oxygen-15 radiotracer provides a summative image of regional cerebral blood flow (rCBF) over a longer period of time (typically around 30-90 seconds, depending on the exact set-up), which means that the temporal resolution of the method is poor. On the other hand, PET provides good spatial resolution (approximately 5 mm). In cognitive activation studies, the interest is in relative changes in regional cerebral blood flow. In the simplest experimental set-up, a task condition is compared to a baseline condition, which can be a resting state or a less complex task where a critical cognitive component is missing. For example, one could contrast the passive listening of words to that of pseudo-words in an attempt to tap the neural substrates of the auditory input lexicon: the two tasks are similar except for the presence of lexical-semantic content in the former. It is also possible to employ more complex set-ups aimed, for example, at identifying task-specific vs. task-nonspecific brain activations, or locating brain regions that react to increasing task difficulty.
The technique has been widely utilized in studies of the neural correlates of language processing and cognition in general (see Cabeza & Nyberg, 1997 , for a review). A provocative example is the combined lesion and PET study by Damasio et al. (1996) . Their study indicated, among other things, that when healthy adults name (in their first language) pictures representing different semantic categories of items (people, tools, or animals), anatomically distinct areas in the left temporal lobe are activated. In the context of bilingualism research, Perani and colleagues (Perani et al., 1996 (Perani et al., , 1998 employed PET in studies where subjects at different levels of second-language (L2) proficiency listened to stories in their native language (L1) or in their L2. The results suggested that some brain areas are shaped by early exposure to L1 and are not necessarily activated by a second language acquired later in life. On the other hand, at least for cognate L1-L2 pairs, attained proficiency seems more important than the age of acquisition as a determinant of the cortical representation of L2.
fMRI
Functional magnetic resonance imaging (fMRI) is a non-invasive technique that measures relative changes in haemoglobin oxygenation in the brain.
Activated areas gather a surplus of oxygenated blood, and because the magnetic susceptibility of deoxyhaemoglobin is higher than that of oxyhaemoglobin, an indirect measure of neuronal activity can be derived from the signal. The method is therefore known as 'blood oxygenation level dependent' (BOLD) MRI (e.g. Villringer, 1997) . The term 'functional' MRI (as opposed to structural MRI -the construction of images of the brain's anatomical structure) means that the method can be used to localize brain functions during cognitive or other stimulation. fMRI provides high spatial resolution. Its temporal resolution is poor but better than that of PET: the whole brain volume can be measured in approximately 3-4 seconds, and a more recent application of the technique, event-related fMRI, enables registration of BOLD responses to single stimuli. This avoids various problems related to the so-called 'blocked' design (the only set-up possible in PET) where, in each scan, all stimuli belong to a single experimental condition. As fMRI is non-invasive, more data points per subject can be collected than is possible with PET, enabling more advanced experimental designs and single-case analyses.
However, fMRI has certain inherent limitations: it is very sensitive to head movement (including that caused by overt speech) during scanning; furthermore, the BOLD signal from some basal brain regions can be hard to detect due to artefacts from near-by cavities and bone structures, and the scanner environment is very noisy, which presents a problem for experiments that incorporate auditory input (the subject has to wear either ear-plugs or well-insulated headphones).
There seem to be no published applications to interpreting research so far. However, fMRI has been extensively employed in studies of language processing. A recent review of fMRI results in the study of speech perception, reading and lexical-semantic processing is provided by Binder (2000) . An example of intriguing findings concerning multilingualism is the study by Kim et al. (1997) : fMRI was employed to investigate the question of how native and second languages are represented in the brain. Within the left frontal languagerelated regions (Broca's area), second languages acquired in adulthood by latebilingual subjects appear to be spatially separated from native languages, whereas in early-bilingual subjects, activations related to native and second languages tend to overlap.
NIRS
Near-InfraRed Spectroscopy (NIRS) is based on the observation that cognitively induced cortical activation changes the optical reflection properties of brain tissue when it is illuminated by pulses of light. Some of these changes are concerned with haemodynamics, but at the cellular level the reasons for changes in the scattering of light are not totally clear. According to Villringer (1997) , the spatial resolution of the technique is, at present, relatively low, but will in all likelihood be improved in the near future. Activation studies with NIRS have so far dealt with, for example, sustained visual stimulation (a multicoloured figure presented on a computer screen, alternating with periods of darkness; Heereken et al., 1997) or the functional activation of the sensorimotor cortex during simple finger opposition tasks (Kleinschmidt et al., 1996) . Empirical validation for NIRS is provided by K. Villringer et al. (1997) through a comparison with PET. The potential of the technique in the study of cognitive tasks such as SI seems as yet unclear. However, the instrumentation required appears to be less massive than in other imaging methods, and may thus offer better opportunities for realistic on-site investigation of various language tasks including interpreting performance.
Of the methods mentioned above, PET seems to have the greatest potential for investigations of continuous and simultaneous comprehension and production of speech. Its drawbacks are poor temporal resolution and the use of the radioactive tracer substances, which makes PET an invasive technique and limits the types of experimental design and the number of observations obtainable from a subject. However, the relative freedom with which spoken language can be handled in PET investigations makes it a potentially strong tool for studies of complex language processing tasks such as consecutive or simultaneous interpreting.
In the next section, we describe our first study where we employed PET to measure cerebral activation during simultaneous interpreting by professionals.
3. Cerebral activation during simultaneous interpreting by professionals: A PET study
One of our starting points for undertaking the effort of a PET imaging study of simultaneous interpreting was the single EEG study of interpreting performance we are aware of (Petsche et al., 1993; Petsche & Etlinger, 1998; Kurz, 1994 Kurz, , 1995 .
As was already noted, it was found that increased hemispheric coherence was associated with (mental) simultaneous interpreting, especially in SI into the non-dominant (B) language of the subjects. Earlier research within the neurolinguistic strand of IR (cf. Gran, 1990; Fabbro & Gran, 1997; Fabbro, 1999: 202-206) has also addressed the question of hemispheric lateralization for languages in bilingual and polyglot subjects. Findings from indirect dual-task studies (e.g. Fabbro et al., 1987 Fabbro et al., , 1990 Fabbro et al., , 1991 suggest that during interpreting both hemispheres are activated, with the left hemisphere involved in the recognition of the source message, translation, and targetdiscourse production, and the right hemisphere in emotional-attentive tasks and the control of the pragmatic features of communication (Fabbro, 1999:206) . Underlying the expectation of increased right-hemisphere involvement (in right-handed subjects) is the unusual cognitive load imposed by the multicomponent SI task. Furthermore, it is also hypothesized (e.g. by Fabbro, 1999: 203) that the dominant-to-non-dominant direction of interpreting (A to B) -although somewhat questionably labelled as "active" interpretation in contrast to "passive" interpretation where the direction is from B to A -is subjectively the more difficult one. The aim of our study, therefore, was (1) to explore which brain areas become engaged during SI in comparison to a baseline task (speech shadowing), (2) to study whether the extent of activation might reflect the hypothesized difference in complexity between the two directions of interpreting (B to A vs. A to B -higher effort in the latter should be accompanied with more extensive changes in regional blood flow), and (3) to search for evidence of possible increased right-hemisphere involvement particularly in the dominant-to-non-dominant direction of interpreting. The study was first published by Rinne et al. (2000) . In this paper we present some of the results in more detail.
Subjects
Eight right-handed volunteer professional interpreters (four women, four men) aged 32-56 years participated. Written consent was obtained from all subjects. All were native Finnish speakers with university degrees in English Philology or English Translation Studies, and conference interpreting experience ranging from 5 to 20 years. All subjects had Finnish as their A (dominant) language and English as their B (non-dominant) language. At the time of the experiment, the subjects were working for the European Parliament or the European Commission either as permanent members of staff or freelancers, and had been authorized to interpret both from English into their native Finnish and from Finnish into their non-native English.
Materials, design and procedure
Eight 3.5 to 4-minute speeches (four in Finnish, four in English) were written to resemble conference presentations on general topics of current interest. The texts, which included no advanced technical terminology, were pretested for suitability for SI and roughly equivalent general difficulty. The speeches were recorded by two female native speakers (one Finnish, one English). The mean speech rate of the English-language texts was 98 words per minute.
The design involved the following conditions:
1. rest (lying silently in the PET scanner with eyes open and with no auditory input) 2. shadowing Finnish (SHF): simultaneous repetition of input discourse in the dominant (A) language 3. shadowing English (SHE): simultaneous repetition of input discourse in the non-dominant (B) language 4. simultaneous interpreting from English into Finnish (SIEF); i.e. B to A 5. simultaneous interpreting from Finnish into English (SIFE); i.e. A to B.
The experiment was run at the Turku PET Centre, a national research institute operated jointly by Turku University, Åbo Akademi University, and Turku University Central Hospital 1 . Each of the conditions was presented twice. The experiment began with the rest condition, after which the four task conditions (SHF, SHE, SIEF, and SIFE, two texts for each) were presented in a Latin square design, with the order of conditions counterbalanced across subjects. The experimental session ended with the second rest period. Altogether ten scans were thus obtained for each subject. The experiment required approximately two hours of subject time. The input texts were presented from studio-level audiotape via headphones, and subject outputs were audio-recorded for later analysis with a high-quality lapel microphone on a separate track and in synchrony with the input texts.
Scans of regional cerebral blood flow (rCBF) were obtained with a GE Advance scanner that provided 35 transverse sections (horizontal slices) through the brain spaced 4.25 mm. apart. On each task trial, the subject began shadowing or interpreting 15 seconds before the intravenous bolus was administered (10 ml of 200 MBq 15 O-water in 15 seconds). Subject performance continued throughout the scan. The scans were separated by breaks of approximately 8 minutes, needed for the previous radioactive bolus to disappear. For each scan, the emission data represented the sum of activity during a 90-second period. Image processing was carried out with the Statistical Parametric Mapping software (Friston et al., 1995a (Friston et al., , 1995b ) version SPM99, using standard procedures. The spatial transformations of images included the realignment of scans to correct for between-scan head movement, and the transformation of images into a standard stereotactic space ('standard brain') to enable averaging across subjects. Differences in global activity within and between subjects were controlled for by analysis of covariance.
The analysis of the data is based on the subtraction paradigm (cf. Frackowiak et al., 1997; Bub, 2000; Buckner & Logan, 2001 ): the cognitive tasks of interest are compared with a reference task. Of the various subtraction analyses performed, we here discuss firstly the comparison of shadowing in the two languages with the rest condition. Secondly, we look at SI in the two language directions, contrasted with the reference task of shadowing the same input language. Thus, SI from English into Finnish will be compared to shadowing English, and SI from Finnish into English to shadowing Finnish. Accordingly, for both SI directions, the comprehension process is languageequivalent for both the experimental and the reference task, and the presence of translation processes is in principle what differentiates the former from the latter. Voxels (i.e. three-dimensional volume elements, here 4 x 4 x 4 millimetres) were identified as significantly activated if they passed the following criteria for height (signal strength) and extent (spatial extent, i.e. number of activated voxels in a cluster): height threshold Z=3.09 (p<.001), extent threshold 200 activated voxels (p<.05, corrected for multiple comparisons).
Results
The behavioural performance of the subjects during shadowing and SI was assessed by examining the output (target) discourses against a propositional representation of each source text. The propositionalization system was a modification of the analysis by Bovair & Kieras (1985) , originally developed for experiments on the comprehension of technical prose (cf. also Tommola, in press, for applications in IR). Subject outputs were transcribed, and scored independently by two judges. Scoring focused on meaning units, and overlooked lexical variation and syntactic deviations or anomalies that did not involve a change of semantic content. Inter-rater reliability reached 0.91 (Pearson's r). Mean propositional accuracy percentages were high: 96.6 for shadowing English; 99.8 for shadowing Finnish; 94.4 for SI from English into Finnish, and 98.0 for SI from Finnish into English. A detail of some interest in these results is the higher mean score for SI from Finnish into English. This is in line with the results of earlier studies indicating that interpreting from the dominant (A) language may be more accurate (Lawson, 1967; Barik, 1969 ) -a finding which seems to contradict the preferred practice of interpreting into the dominant language. The explanation for the quantitatively higher propositional accuracy score into B is likely to be that the comprehension processes in the dominant language are more effective, enabling the interpreter to render more of the content, despite the fact that, qualitatively, the surface-level textual links between propositions, the lexical-syntactic formulation of output, and the fluency of delivery may not be at the same level as in SI into the dominant language (cf. Sunnari, in press).
Images of shadowing
To illustrate the brain areas involved and the extent of cerebral activation during speech shadowing, the contrasts between the two shadowing conditions (English, Finnish) and the rest condition are shown in Figures 1a-c ( shadowing Finnish vs. rest) and 2a-c (shadowing English vs. rest) -see color plates. In the former contrast, we see bilateral activation in the superior and middle regions of the temporal lobe and in the posterior part of the frontal lobe. The activations encompass primary auditory regions bilaterally, Wernicke's area in the left hemisphere (a region involved in speech comprehension processes), and parts of the motor cortex. Activation appears to be more extensive in the left hemisphere, which is in line with the linguistic nature of the task. In the latter contrast, especially the left-hemispheric (and cerebellar) activations are more extensive. This indicates that even in the seemingly simple repetition task, our well-trained subjects show sensitivity to their language background. In other words, shadowing in the non-dominant, less automatized English (B) language recruits more left-sided regions.
Images of simultaneous interpreting
To reveal brain activations related specifically to simultaneous interpreting, we first contrasted SI from English into Finnish to shadowing of English (Figure 3a-c) . This contrast showed activation increases in the left frontal lobe, in the premotor cortex (supplementary motor area) and the dorsolateral regions of the frontal cortex. The contrast between SI from Finnish into English and shadowing Finnish (Figure 4a-c) revealed more extensive left frontal activation overlapping with that of the previous contrast (premotor, ventrolateral) , and also extending to the left inferior temporal lobe (Brodmann's area 20/28).
Compared to shadowing, interpreting into the native language (SIEF) recruited a region anterior to Broca's area, as well as the left supplementary motor area. Left prefrontal activations, including the dorsolateral frontal cortex, are often observed during various verbal encoding and working memory tasks (Buckner et al., 1999; Shallice et al., 1994) , and these regions have also been consistently activated during tasks requiring effortful retrieval, and maintenance or control of semantic information (Cabeza & Nyberg, 1997) . Enhanced semantic processing during SI should take place, since an essential part of expertise in interpreting is the strategy of extracting a full semantic representation of the input discourse and rendering it in the surface forms of the target language, rather than employing word-to-word translation (often termed 'transcoding'). Moreover, since the languages the interpreters were working with in this study are structurally and lexically unrelated, interpreting will necessarily involve thorough semantic analysis. Increased left supplementary motor activity may be related to enhanced maintenance of speech output.
Translating into the non-dominant English language, on the other hand, yielded more extensive activation increases in and around the above-mentioned left frontal regions. In addition, left inferior temporal activity was observed. This region belongs to the so-called 'basal temporal language area' which has been related to word-finding (Damasio et al., 1996; Luders et al., 1991) and semantic processing (Vandenberghe et al., 1996) .
A direct contrast of SI-related activation patterns in the two directions of SI, i.e. the subtraction (SIFE-SHF)-(SIEF-SHE) indicated that the most significant difference in translating into the non-dominant (B) vs. the dominant (A) language was increased activity in Broca's area in the left hemisphere. Originally considered as the centre of articulated speech by Paul Broca, this region has recently also been associated with verbal working memory (Paulesu et al., 1993) , morphosyntactic processing (Laine et al., 1999) and semantic analysis (Cabeza & Nyberg, 1997) , all of which could be enhanced by particularly demanding translation performance.
Our findings on the discourse-level process of SI are in line with the PET results on single-word translation in English-French bilinguals reported by Klein et al. (1995) ; the findings emphasized the importance of the left prefrontal dorsolateral cortex in translation performance. On the other hand, Price et al. (1999) found, surprisingly, that the main regions most active during the translation of visually displayed isolated words fell outside the classical areas for language: translating, relative to reading, activated, in particular, anterior cingulate/subcortical structures and deactivated temporoparietal cortical structures. The discrepancy between our as well as the Klein et al. results and those reported by Price et al. may be related to task differences: the bilingual subjects in the Price et al. study were instructed to say 'No/Nein' if a translation equivalent was not immediately available, thus aborting lexical search, where left inferior frontal stuctures are believed to be important (Klein et al. 1995 ). An additional explanation may be found in the reference task: while the present study and that of Klein et al. employed auditory-verbal repetition as the baseline, the reference task in the Price et al. (1999) study was reading visually presented words. It is also possible that differences in the language proficiency of the subjects may account for the discrepancies among these three studies.
Discussion
In the present experiment, we set out to seek answers to the following three questions: Firstly, we sought to explore which brain areas become engaged during SI in comparison to the baseline task of speech shadowing. Our results showed that in highly professional interpreters, the additional increases in brain activation as compared to the reference condition are rather limited: they are confined especially to the left frontal cortex, as well as the left inferior temporal lobe. On the basis of the earlier functional imaging literature, these activation increases may reflect a number of functions relevant to SI: verbal encoding of to-be-remembered material, phonological loop functions, semantic control processes, plus word-finding and semantic processing. Further studies with systematic manipulation of such factors during translation performance are needed to explore these alternative explanations. The reference task elicited bilateral but again left-dominant temporal activations when compared to a resting-state baseline. Of interest was the finding that even though shadowing could be considered rather a simple task for our subjects, it nevertheless elicited more extensive activation when performed in the non-dominant language (English) than in the dominant one (Finnish).
Secondly, we studied whether the extent of activation might reflect the hypothesized difference in complexity between the two directions of interpreting (B to A vs. A to B). As predicted, the direction of translation has a distinct effect: the A to B direction, which is often considered to be more difficult, elicits more extensive changes in regional blood flow. One should note that the language-specific differences in brain activation caused by the reference task (shadowing) cannot explain the present effect as shadowing tasks tapped partly different brain regions. Rather, the direction of translation effect seems to reflect the cognitive demands of the translation task.
Thirdly, given the EEG results reported by Petsche et al. (1993) and Petsche & Etlinger (1998) , we searched for evidence of possible increased right-hemisphere involvement, particularly in the dominant-to-non-dominant direction of interpreting. Such evidence was not found in our study, however. There are several possible reasons for this discrepancy. First, as is evident from our methodological review, PET and EEG are very different, complementary measures of brain function. Signals recordable by EEG need the synchronous activity of cell populations with a more or less uniform orientation, while such factors are not relevant to PET. On the other hand, PET would not necessarily detect changes in neural activation that are short-lived and do not lead to major changes in local tissue metabolism. The task conditions in these two studies were also very different, and only our study employed SI in the usual sense of the word.
Conclusion
In this paper, we have described current methods of functional neuroimaging with a view to their present application potential in interpreting research, and presented results from an on-going PET activation study with professional interpreters. All the imaging techniques present methodological problems for research involving the continuous comprehension and overt production of spoken discourse; in the case of PET, these have to do with invasiveness and the consequent limitations of experimental designs as well as low temporal resolution. Of the techniques reviewed above, however, PET seems to be the only one that allows the investigation of the entire multi-effort process of SI, possibly even with the presence of visual information, which would bring experimental setups relatively close to remote interpreting situations.
Our study continues with further investigation of the extent of changes in cortical activation as a function of interpreting direction, the question of possible increased right-hemisphere involvement, and the role of interpreting expertise in concomitant brain activation patterns (Tommola et al., in preparation) . The materials and conditions of the experiment are the same as in the experiment we have discussed above, but by using a group of novice interpreters as subjects we hope to shed additional light on these issues.
The aim of our functional imaging studies is obviously not to suggest the existence of a specific locus for interpreting in the brain. Translation processes recruit the functional systems common to language performance in general; yet the co-existence of multiple languages in one brain, and the concurrent employment of two language systems during SI, also presupposes mechanisms of segregation and coordination. The aim of imaging studies is to look for relational differences between experimental conditions in order to provide additional evidence concerning these systems. We hope the findings will converge with evidence from other sources such as linguistic analysis of output and behavioural experimentation into explanations of the interpreting process.
