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Abstract
We consider the backing up control of a vehicle with triple trailers using a model-
based fuzzy control methodology. To begin with, the vehicle model is represented
by a Takagi-Sugeno fuzzy model. Then we employ the so-called ”parallel distributed
compensation” design to arrive at a controller that guarantees the stability of the
closed-loop system consisted of the fuzzy model and controller. The control design
problem is cast in terms of linear matrix inequalities (LMIs). In addition to stability,
control performance considerations such as decay rate, constraints on input and output
and disturbance rejection are incorporated in the LMI conditions. In application to the
vehicle with triple trailers setup, we utilize these LMI conditions to explicitly avoid the
saturation of the steering angle and the jack-knife phenomenon in the control design.
Both simulation and experimental results are presented. Our results demonstrate that
the fuzzy controller eﬀectively achieves the backing up control of the vehicle with triple
trailers while avoiding the saturation of the actuator and ”jack-knife” phenomenon.
Keywords : fuzzy control, linear matrix inequalities, fuzzy modeling, the relaxed sta-
bility condition, decay rate, constraints on control input and output, disturbance re-
jection, nonlinear systems
1 Introduction
The backing up control of ”trailer-truck”, i.e., a vehicle with a trailer, has been used as a
testbed for a variety of control design methods, e.g., [1, 2, 3]. In order to successfully back
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up the trailer-truck, the so-called ”jack-knife” phenomenon should be avoided. Intelligent
control techniques [4]-[8] have been applied to this control problem. Since the papers [4]-[7]
dealt with empirical and non-systematic designs, even stability of the closed-loop system
was not analyzed. The paper [8] theoretically discussed an excellent design method for this
problem. However, they reported only simulation results of a vehicle with a trailer. On the
other hand, Sampei reported experimental results of a vehicle with a trailer [9] and double
trailer [10] via a systematic nonlinear control technique based on exact linearization.
The ﬁrst purpose of this paper is to achieve backing control of a vehicle with triple
trailers in experiments. The triple trailers case is much more diﬃcult than the single or
double trailers case. The single trailer case exists only two jack-knife positions. The triple
trailers case exists eight jack-knife positions. As far as we know, experimental results for
the triple trailers case have not been reported in the literature. The second purpose is
to realize a multi-objective control design from the practical points of view. The backing
control experiments require many practical constraints such as avoidance of steering angle
saturation, jack-knife phenomenon, measurement noise rejection, and so on. To succeed
in the triple trailers backing control experiments, we need a multi-objective control design
satisfying these practical constraints. The LMI-based fuzzy control presented here achieves
a multi-objective control design satisfying these practical constraints. One of the authors
designed a stable fuzzy controller for the single trailer case [11]. However, the stable feedback
gains were found by a trial and error type of procedure. The controller design presented in
this paper is more eﬀective.
Recently, fuzzy control has been widely and successfully applied to nonlinear processes,
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e.g., [17]-[28]. Our approach is completely diﬀerent from the typical fuzzy control approach.
First a Takagi-Sugeno fuzzy model [29] is constructed to describe the nonlinear model of
the vehicle with triple trailers. Once the fuzzy model is obtained, the control design is car-
ried out based on the so-called parallel distributed compensation (PDC) scheme [13]-[16].
The design procedure aims at rendering stabilizing controller satisfying performance spec-
iﬁcations. The design procedure is systematic and conceptually simple. A key feature of
the design framework is that the stability analysis and design problems are cast in terms
of linear matrix inequalities (LMIs). In addition to stability, control performance consid-
erations such as decay rate and constraints on input and output are also incorporated in
the LMI conditions. The LMI constraints on control input and output depend on initial
states. We derive LMI constraints on control input and output that are independent of
initial states. Moreover, we derive an LMI condition for disturbance rejection that is re-
lated to L2 gain of the system. In application to the vehicle with triple trailers setup, we
utilize these LMI conditions to explicitly avoid the saturation of the steering angle and the
jack-knife phenomenon in the control design. Both simulation and experimental results are
presented. Our results demonstrate that the fuzzy controller eﬀectively achieves the backing
up control of the vehicle with triple trailers while avoiding the saturation of the actuator
and ”jack-knife” phenomenon. Moreover, the feedback controller guarantees the stability
and performance even for disturbance.
Section 2 presents the fuzzy modeling of the vehicle with triple trailers. Section 3 recalls
LMI based fuzzy control design conditions. Control design for the vehicle and associated
simulation results are presented in Section 4. Experimental results are presented in Section
4
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Figure 1: Vehicle model with triple trailers.
5. Concluding remarks are collected in Section 6.
2 Fuzzy Model of a Vehicle with Triple Trailers
Figures 1 shows the coordinate system of a vehicle model with triple trailers. We use the
following model in this paper:
θ0(t + 1) = θ0(t) +
ν ·∆t

tan(u(t)) (1)
θ01(t) = θ0(t)− θ1(t) (2)
θ1(t + 1) = θ1(t) +
ν ·∆t
L
sin(θ01(t)) (3)
θ12(t) = θ1(t)− θ2(t) (4)
θ2(t + 1) = θ2(t) +
ν ·∆t
L
sin(θ12(t)) (5)
θ23(t) = θ2(t)− θ3(t) (6)
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θ3(t + 1) = θ3(t) +
ν ·∆t
L
sin(θ23(t)) (7)
x(t + 1) = x(t) + ν ·∆t cos(θ23(t)) cos θ3(t + 1) + θ3(t)
2
(8)
y(t + 1) = y(t) + ν ·∆t cos(θ23(t)) sin θ3(t + 1) + θ3(t)
2
(9)
where
θ0(t) : angle of vehicle,
θi(t) : angle of ith trailer,
θ01(t) : relative angle between vehicle and ﬁrst trailer,
θij(t) : relative angle between ith trailer and jth trailer,
x(t) : horizontal position of rear end of third trailer,
y(t) : vertical position of rear end of third trailer,
u(t) : steering angle.
In the simulation and experiment studies of this paper we have
 = 0.087[m], L = 0.130[m], ν = −0.10[m/sec.], ∆t = 0.5[sec.],
where  is the length of the vehicle, L is the length of the trailer, ∆t is the sampling time,
and ν is the constant speed of the backward movement. For θ01(t), θ12(t) and θ23(t), 90 [deg.]
and -90 [deg.] correspond to eight ”jack-knife” positions. Figure 2 shows the typical process
of the jack-knife phenomenon for the single trailer case. The jack-knife phenomenon can not
be avoided if the steering is not controlled during the backward movement. To succeed in
the backing control, we need to avoid the jack-knife phenomenon. The simulation results
will show that an LMI constraint on the control output is useful for avoiding the jack-knife
phenomenon.
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Figure 2: Jack-knife phenomenon.
The control purpose is to back the vehicle into the straight line (y = 0) without any
forward movement, that is,
θ01(t) → 0, θ12(t) → 0, θ23(t) → 0, θ3(t) → 0, y(t)→ 0.
We construct the following fuzzy model from the model. The details of fuzzy modeling will
be described in Appendix.
Rule 1 : If p(t) is ”about 0 [rad.]”,
then x(t + 1) = A1x(t) +B1u(t), (10)
Rule 2 : If p(t) is ”about π [rad.]”or − π [rad.]”,
then x(t + 1) = A2x(t) +B2u(t),
where
p(t) = θ3(t) +
ν ·∆t
2L
θ23(t),
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x(t) =
[
θ01(t) θ12(t) θ23(t) θ3(t) y(t)
]T
,
A1 =


1− ν ·∆tL 0 0 0 0
ν ·∆t
L 1−
ν ·∆t
L 0 0 0
0 ν ·∆tL 1−
ν ·∆t
L 0 0
0 0 ν ·∆tL 1 0
0 0
(ν ·∆t)2
2L ν ·∆t 1


,
B1 =


ν ·∆t

0
0
0

 ,
A2 =


1− ν ·∆tL 0 0 0 0
ν ·∆t
L 1−
ν ·∆t
L 0 0 0
0 ν ·∆tL 1−
ν ·∆t
L 0 0
0 0 ν ·∆tL 1 0
0 0
g · (ν ·∆t)2
2L g · ν ·∆t 1


,
B2 =


ν ·∆t

0
0
0

 .
The overall fuzzy model is inferred as
x(t + 1) =
r∑
i=1
wi(p(t)){Aix(t) +Biu(t)}
r∑
i=1
wi(p(t))
=
r∑
i=1
hi(p(t)){Aix(t) +Biu(t)}, (11)
where
hi(p(t)) =
wi(p(t))
r∑
i=1
wi(p(t))
.
r denotes the number of rules. In this case, r = 2. Figure 3 shows the membership functions
”about 0 [rad.]” and ”about π [rad.] or −π [rad.]”.
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Figure 3: Membership functions.
Next, we design a fuzzy controller for the fuzzy model (10) of the vehicle. The parallel
distributed compensation (PDC) introduced in [13]-[16] is employed to arrive at a fuzzy
controller. The main idea of the PDC design is to associate a compensatory for each rule of
the fuzzy model. The fuzzy controller shares the same fuzzy rules with the fuzzy model, i.e.,
for Rule 1 and Rule 2 in the fuzzy model (10), we have Control rule 1 and Control rule 2 in
the control design.
Control rule 1 : If p(t) is ”about 0 [rad.]”,
then u(t) = −F 1x(t), (12)
Control rule 2 : If p(t) is ”about π [rad.]” or − π [rad.]”,
then u(t) = −F 2x(t).
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The fuzzy control rules have linear state feedback laws in the consequent parts. The overall
fuzzy controller is given by
u(t) = −
r∑
i=1
wi(p(t))F ix(t)
r∑
i=1
wi(p(t))
= −
r∑
i=1
hi(p(t))F ix(t). (13)
r denotes the number of rules. In this case, r = 2. The fuzzy controller design problem
is to determine the feedback gains F i in the consequent parts. Thus, the PDC concept is
simple and natural. Typical nonlocal nonlinear control designs would require rather involved
procedures.
Substituting (13) into (11), we obtain
x(t + 1) =
r∑
i=1
r∑
j=1
hi(p(t))hj(p(t)){Ai −BiF j}x(t). (14)
Equations (14) can be rewritten as
x(t + 1) =
r∑
i=1
h2i (p(t))Giix(t)
+ 2
r∑
i=1
∑
i<j
hi(p(t))hj(p(t))
(
Gij +Gji
2
)
x(t), (15)
where Gij = Ai −BiF j .
3 Multi-objective Control Design
This section presents a multi-objective control design based on control performance repre-
sented in terms of LMIs. We ﬁrst stated in [14]-[16] that the common P problem in stable
fuzzy controller design can be numerically solved using LMI based technique. The LMI
based designs allow us to systematically design PDC fuzzy controllers which satisfy not only
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quadratic stability [12]-[16] but also decay rate, constraints on control input and output [30],
etc. Section 3.1 recalls the LMI conditions for quadratic stability, decay rate and constraints
on control input and output. The simulation results will show that the LMI constraints on
the control input and output are useful to explicitly avoid the saturation of the steering angle
and the jack-knife phenomenon. To utilize the LMI constraints, the initial states should be
known in advance. We derive an LMI condition that is independent of the initial states in
Section 3.2. Measurement noise can not be avoided in experiments. In Section 3.3, we derive
a disturbance rejection condition that is also represented in terms of LMIs.
3.1 Stability, Decay rate, constraints on control input and output
Theorem 1 [30] Assume that the number of rules that fire for all t is less than or equal to
s, where 1 < s ≤ r. The closed-loop system (15) is stable if there exist a common positive
definite matrix X, a common positive semidefinite matrix Y and M i (i = 1, 2) satisfying
[
X − (s− 1)Y XATi −MTi BTi
AiX −BiM i X
]
> 0 (16)
for all i and
[
X + Y
1/2(AiX +AjX −BiM j −BjM i)
1/2(AiX +AjX −BiM j −BjM i)T
X
]
≥ 0 (17)
for i < j excepting all the pairs (i, j) such that hi(p(t))hj(p(t)) = 0, ∀t, where
M i = F iX.
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[Remark 2.1]
It is well known that the stability conditions of Theorem 1 can be simpliﬁed in the case of
common B (B1 = · · · = Br) [15], [16]. In this paper we consider general design conditions,
i.e., not the common B case, although the fuzzy model of the vehicle shares common B
among the rules.
The above conditions are LMIs in variablesX, Y andM i. By using convex optimization
techniques, we can ﬁnd a positive deﬁnite matrix X, a positive semideﬁnite matrix Y and
matrices M i’s satisfying the LMI conditions or determine that no such X, Y and M i’s
exist. The feedback gains F i can be then obtained as
F i =M iX
−1 (18)
from the solutions, X and M i.
Theorem 2 [30] The largest lower bounded on the decay rate that we can find using a
quadratic Lyapunov function V (x(t)) = x(t)TX−1x(t) can be found by solving the following
GEVP (generalized eigenvalue minimization problem) in X, Y and β, where Y is a positive
semidefinite matrix and 0 ≤ β < 1:
minimize
X ,Y ,M 1···M r
β
subject to
X > 0, Y ≥ 0,
12
[
βX − (s− 1)Y XATi −MTi BTi
AiX −BiM i βX
]
> 0, (19)
for all i and
[
βX + Y
1
2(AiX +AjX −BiM j −BjM i)
1
2(AiX +AjX −BiM j −BjM i)T
X
]
≥ 0, (20)
for i < j excepting all the pairs (i, j) such that hi(p(t))hj(p(t)) = 0, ∀t, where
M i = F iX.
Note that inequalities (19) and (20) are reduced to the conditions of Theorem 1 when
β = 1.
Constraints on the control input and output can be also represented in terms of LMIs.
Theorem 3 [30] Assume that the initial state x(0) is known. The constraint ‖u(t)‖2 ≤ µ
is enforced at all times t ≥ 0 if the LMIs
[
1 xT (0)
x(0) X
]
≥ 0, (21)
[
X MTi
M i µ
2I
]
≥ 0 (22)
hold, where X > 0 and M i = F iX.
Theorem 4 Assume that the initial state x(0) is known. The constraint ‖θ01(t)‖ ≤ λ1,
‖θ12(t)‖ ≤ λ2 and ‖θ23(t)‖ ≤ λ3 are enforced at all times t ≥ 0 if the LMIs
[
1 xT (0)
x(0) X
]
≥ 0, (23)
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[
X XdT1
d1X λ
2
1I
]
≥ 0, (24)
[
X XdT2
d2X λ
2
2I
]
≥ 0, (25)
[
X XdT3
d3X λ
2
3I
]
≥ 0 (26)
hold, where X > 0. In the triple trailer case, we can select θ01(t), θ12(t) and θ23(t) as
outputs, i.e.,
θ01(t) = d1x(t) =
[
1 0 0 0 0
]


θ01(t)
θ12(t)
θ23(t)
θ3(t)
y(t)


,
θ12(t) = d2x(t) =
[
0 1 0 0 0
]


θ01(t)
θ12(t)
θ23(t)
θ3(t)
y(t)


,
θ23(t) = d3x(t) =
[
0 0 1 0 0
]


θ01(t)
θ12(t)
θ23(t)
θ3(t)
y(t)


.
(proof)
We derive the condition (24).
From ‖θ01(t)‖ ≤ λ1,
θT01θ01(t) = x
T (t)dT1 d1x(t) ≤ λ21.
Therefore,
1
λ21
xT (t)dT1 d1x(t) ≤ 1.
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In the same way as in the proof of Theorem 3 , we have
1
λ21
xT (t)dT1 d1x(t) ≤ xT (t)X−1x(t).
The above inequality is
xT (t)
(
1
λ21
dT1 d1 −X−1
)
x(t) ≤ 0.
Therefore, we have
X − 1
λ21
XdT1 d1X ≥ 0.
Inequality (24) can be then obtained from the above inequality. We obtain the LMI condi-
tions (25) and (26) in the same fashion. (Q.E.D.)
3.2 Independence condition for initial states
The above LMI design conditions for input and output constraints depend on the initial
states of the system. This means that the feedback gains F i must be again determined
using the above LMIs if the initial states x(0) changes. This is a disadvantage point of using
the LMI on the control input and output. We modify the LMI constraints on the control
input and output, where x(0) is unknown, but the upper bound φ of ‖x(0)‖ is known, i.e.,
‖x(0)‖ ≤ φ. We can select a large number as φ even if x(0) is unknown. Of course, a very
large number leads to conservative results.
The modiﬁed LMI is accomplished by the following result.
Theorem 5 Assume that ‖x(0)‖ ≤ φ, where x(0) is unknown but the upper bound φ is
known. Then,
xT (0)X−1x(0) ≤ 1 (27)
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if
φ2I ≤ X, (28)
where X = P−1.
(proof)
From (28),
X−1 ≤ 1
φ2
I.
Therefore,
xT (0)X−1x(0) ≤ 1
φ2
xT (0)x(0) ≤ 1.
Now, we arrive at (27). Note that (27) is equivalent to (21). (Q.E.D.)
3.3 Disturbance rejection
This section presents a fuzzy controller design to reject the disturbance for the following
Takagi-Sugeno fuzzy models:
x(t + 1) =
r∑
i=1
hi(p(t)) {Aix(t) +Biu(t) +Eiv(t)} , (29)
y(t) =
r∑
i=1
hi(p(t))C ix(t), (30)
where v(t) is the disturbance. The fuzzy model (10) has the common B matrix (B1 = B2)
and the single input u(t). However, we discuss a more general case described in (29) and
(30). The disturbance rejection can be realized by minimizing γ subject to
sup
‖v(t)‖2 =0
‖y(t)‖2
‖v(t)‖2 ≤ γ. (31)
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Theorem 6 The feedback gains F i that stabilize the fuzzy model and minimize γ in (31)
can be obtained by solving the following LMIs.
minimize
X ,M 1,···,M r
γ2
subject to
X > 0

X ∗ ∗ ∗
0 γ2I ∗ ∗
1
2(AiX −BiM j +AjX −BjM i) 12(Ei+Ej) X ∗
1
2(C i+Cj)X 0 0 I

 ≥ 0 i ≤ j (32)
for i ≤ j excepting the pairs (i, j) such that hi(p(t))hj(p(t)) = 0, ∀t, where X > 0,
M i = F iX and * denotes the transposed elements (matrices) for symmetric positions.
(proof)
Suppose there exists a quadratic function V (x(t)) = xT (t)Px(t), P > 0 and γ ≥ 0 such
that for all t,
∆V (x(t)) + yT (t)y(t)− γ2vT (t)v(t) ≤ 0, (33)
for (29) and (30). From (33), we obtain
T∑
t=0
{
∆V (x(t)) + yT (t)y(t)− γ2vT (t)v(t)
}
≤ 0.
By assuming that initial condition x(0) = 0, we obtain
V (x(T )) +
T∑
t=0
(
yT (t)y(t)− γ2vT (t)v(t)
)
≤ 0. (34)
Since V (x(T )) ≥ 0, this implies
‖y(t)‖2
‖v(t)‖2 ≤ γ.
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Therefore the L2 gain of the fuzzy model is less than γ if (33) holds. We derive the LMI
condition (32) from (33).
γ2vT (t)v(t)− yT (t)y(t)−∆V (x(t))
= γ2vT (t)v(t)− xT (t)
r∑
i=1
hi(p(t))C
T
i
r∑
i=1
hi(p(t))Cix(t)
−


r∑
i=1
r∑
j=1
hi(p(t))hj(p(t)) (Ai −BiF j)x(t) +
r∑
i=1
hi(p(t))Eiv(t)


T
×P


r∑
i=1
r∑
j=1
hi(p(t))hj(p(t))(Ai −BiF j)x(t)
+
r∑
i=1
hi(p(t))Eiv(t)
}
+ xT (t)Px(t)
=
[
xT (t) vT (t)
] [ P 0
0 γ2I
] [
x(t)
v(t)
]
−
[
xT (t) vT (t)
] r∑
i=1
r∑
j=1
hi(p(t))hj(p(t)) [Ai −BiF j Ei]T
×P
r∑
i=1
r∑
j=1
hi(p(t))hj(p(t)) [Ai −BiF j Ei]
[
x(t)
v(t)
]
−xT (t)
r∑
i=1
hi(p(t))C
T
i
r∑
i=1
hi(p(t))Cix(t)
=
[
xT (t) vT (t)
]  P −
r∑
i=1
hi(p(t))C
T
i
r∑
i=1
hi(p(t))C i 0
0 γ2I


[
x(t)
v(t)
]
−
[
xT (t) vT (t)
]
×
r∑
i=1
r∑
j=1
hi(p(t))hj(p(t))[Ai −BiF j Ei]T
×P
r∑
i=1
r∑
j=1
hi(p(t))hj(p(t)) [Ai −BiF j Ei]
[
x(t)
v(t)
]
≥ 0 (35)
From Schur compliment, (35) is equivalent to

P −
r∑
i=1
hi(p(t))C
T
i
r∑
i=1
hi(p(t))Ci 0
0 γ2I
r∑
i=1
r∑
j=1
hi(p(t))hj(p(t))(Ai −BiF j)
r∑
i=1
hi(p(t))Ei
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r∑
i=1
r∑
j=1
hi(p(t))hj(p(t)) {Ai −BiF j}T
r∑
i=1
hi(p(t))E
T
i
P−1


≥ 0. (36)
The left-hand side of (36) can be rewritten as

P 0
0 γ2I
r∑
i=1
r∑
j=1
hi(p(t))hj(p(t))(Ai −BiF j)
r∑
i=1
hi(p(t))Ei
r∑
i=1
r∑
j=1
hi(p(t))hj(p(t)) {Ai −BiF j}T
r∑
i=1
hi(p(t))E
T
i
P−1


−


r∑
i=1
hi(p(t))C
T
i
0
0


[ r∑
i=1
hi(p(t))C i 0 0
]
.
Again, by applying Schur complement, we have the following conditions.

P 0
0 γ2I
r∑
i=1
r∑
j=1
hi(p(t))hj(p(t))(Ai −BiF j)
r∑
i=1
hi(p(t))Ei
r∑
i=1
hi(p(t))Ci 0
r∑
i=1
r∑
j=1
hi(p(t))hj(p(t))(Ai −BiF j)T
r∑
i=1
hi(p(t))C
T
i
r∑
i=1
hi(p(t))E
T
i 0
P−1 0
0 I


=
r∑
i=1
r∑
j=1
hi(p(t))hj(p(t))


P 0
0 γ2I
1
2 (Ai −BiF j +Aj −BjF i) 12 (Ei +Ej)
1
2 (Ci +Cj) 0
19
1
2 (Ai −BiF j +Aj −BjF i)
T 1
2 (Ci +Cj)
T
1
2 (Ei +Ej)
T 0
P−1 0
0 I

 ≥ 0 (37)
Therefore,

P 0
0 γ2I
1
2 (Ai −BiF j +Aj −BjF i) 12 (Ei +Ej)
1
2 (C i +Cj) 0
1
2 (Ai −BiF j +Aj −BjF i)
T 1
2 (Ci +Cj)
T
1
2 (Ei +Ej)
T 0
P−1 0
0 I

 ≥ 0. i ≤ j (38)
By multiplying both sides of (38) by block−diag[X I I I], whereX = P−1, (32) is obtained.
(Q.E.D.)
[Remark 3.1]
An advantage of our approach for LPV control, e.g., [31]-[33], is relaxation of conditions
by utilizing some permutation techniques [34].
4 Simulation Results
In applying the LMI-based fuzzy control design to the backing up control of a vehicle with
triple trailers, we investigate design conditions involving stability, decay rate, constraints on
the input and constraints on the output and disturbance rejection.
The purpose of considering decay rate is to achieve a desired rate of backing up into
the straight line. The system settles on to the straight line quicker for a larger decay
rate. However, an aggressive decay rate could result in the occurrence of the jack-knife
phenomenon and the saturation of the steering angle.
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The control input is the steering angle of the vehicle. The objective of the input constraint
is to avoid the saturation of the steering angle.
The output is the relative angles between the vehicle and the ﬁrst trailer, the ﬁrst trailer
and the second trailer, and the second trailer and the third trailer. The purpose of the
output constraints is to avoid the jack-knife phenomenon.
The following design parameters are used in the simulation:
- The constraint on the input is µ = 15 [deg.].
- The constraints on the outputs are λi = 90 [deg.] for i = 1, 2, 3.
The control input constraint ”µ = 15 [deg.]” is the limitation of the steering angle of our
vehicle. ”λ = 90 [deg.]” directly means the avoidance of jack-knife phenomenon. Figure 4
shows the simulation results of an easy initial position for the stable fuzzy controller and
the decay rate fuzzy controller. Figure 5 shows the simulation results of a diﬃcult initial
position for the stable fuzzy controller, the decay rate fuzzy controller and the fuzzy controller
satisfying decay rate and constraint on control input and output. The following important
remarks can be made from the simulation results.
[Remark 4.1]
When we only invoke the stability conditions in the design, the closed-loop system does
not necessarily have the desired performances in terms of decay rate and other speciﬁcations.
Decay rate condition is included in the design to arrive at a speedy response of the controller
system.
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Figure 4: Simulation result 1.
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Figure 5: Simulation result 2.
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[Remark 4.2]
When the vehicle is at an ”easy” initial position, the decay rate design is eﬀective, i.e.,
the vehicle approaches the desired straight line quickly. However, the vehicle starts from a
”diﬃculty” initial position, the following some problems occur. The ﬁrst problem is the oc-
currence of the saturation of the steering angle. The second problem is the occurrence of the
”jack-knife” phenomenon. In Figure 5, the decay rate control occurs jack-knife phenomenon
as soon as control starts.
[Remark 4.3]
To circumvent these problems, we invoke design conditions involving input constraints
(avoiding the steering angle saturation), output constraints (avoiding jack-knife phenomenon)
in addition to stability and decay rate. Figure 6 shows the eﬀect of constraint on the control
input. The steering angle of the controller considering the input constraint is within ±15
[deg.].
Next, we show the eﬀect of disturbance rejection. Figure 7 shows control result for the
disturbance v(t) = 8π180 sin(t)[rad.], where
Ei =


1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 0 0
0 0 0 0 0


, Ci =


1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 0 0
0 0 0 0 0


,
for i = 1, 2. This means that v(t)’s are added to the angles θ01(t), θ12(t) and θ23(t) of each
connection, where the maximum values of each element in v(t) correspond to ±8[deg.]. The
decay rate fuzzy controller could no longer avoid jack-knife phenomenon. The other decay
23
0 20 40 60 80 100 120 140 160 180 200
-90
-60
-30
0
30
60
90
Decay rate fuzzy controller
u
 [d
eg
.]
0 20 40 60 80 100 120 140 160 180 200
-90
-60
-30
0
30
60
90
Decay rate fuzzy controller satisfying constraint on control input
Number of iteration
u
 [d
eg
.]
Jackknife: here 
Constraint on control input
µ=15[deg.]               
Figure 6: Eﬀect of constraint on control input.
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Figure 7: Simulation result 3.
rate fuzzy controller that considers disturbance rejection succeeds in the backing control
although the trailer oscillates around y(t) due to a large disturbance.
Figure 8 shows control result for a larger disturbance v(t) = 10π180 sin(t)[rad.], where
Ei=


1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 0 0
0 0 0 0 0


,C i=


1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 0 0
0 0 0 0 0


,
for i = 1, 2. Figure 9 shows the magniﬁed area (area A in Figure 8) around the initial
positions. The decay rate fuzzy controller that considers disturbance rejection works well
even for the large disturbance.
5 Experimental Results
Figures 10 shows the photograph of the vehicle with triple trailers. Figure 11 shows the
experimental system. The connecting angles θ01(t), θ12(t) and θ23(t) are observed by three
potentiometers. A CCD camera is used to detect the x-y position of the third trailer. Since
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Figure 10: Photograph of vehicle with triple trailers.
the processing time for detecting the x-y position is long, the vehicle is stopped during the
position detection at every sampling. After the position detection, the steering is controlled
by a stepping motor and then the vehicle is shortly moved by a DC motor. The moving
distance at every sampling is 0.05[m]. Due to the short movement and stop sequence, we
assume that the mass and inertia may be ignored. Although we use a simple kinematic-like
model (39) - (46) with the assumptions, our experimental results show that a fuzzy controller
designed from the simple model works well in real experiments.
Figure 12 and Figure 13 show experimental results. It is found from these ﬁgures that
backward movement control of the vehicle with triple trailers can be eﬀectively realized by
the fuzzy controller.
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6 Conclusion
We have designed a control system for the backing up control of a vehicle with triple trail-
ers. The design has employed a model-based fuzzy control methodology. A Takagi-Sugeno
fuzzy model is constructed to describe the nonlinear dynamics of the vehicle. LMI (linear
matrix inequality) based fuzzy control design conditions have been derived in the framework
of the parallel distributed compensation and the relaxed stability conditions. This paper
has presented not only stability but also performance speciﬁcations in terms of decay rate,
constraints on the control input, constraints on the output and disturbance rejection. These
LMI conditions together achieve multi-objective control design which entails quick settling
of the system, avoidance of the steering angle saturation and the jack-knife phenomenon.
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The design procedure is simple and systematic, in contrast to typical trial-and-error fuzzy
control design. Simulation results and experimental results have demonstrated the validity
and eﬀectiveness of the fuzzy control methodology presented in this paper.
Appendix Fuzzy modeling
To succeed in the backing control experiments, we try to simply the nonlinear equations
(1)-(7) as much as possible. The simpliﬁcation is useful for considering many practical
constraints on sensors, actuators, etc. In our experience through the experiments [11], the
backing control never succeed when u(t), θ01(t), θ12(t) and θ23(t) are not small. The variables
are strongly related to ”jack-knife”. To facilitate the model simpliﬁcation and control design,
with the assumption that the values of u(t), θ01(t), θ12(t) and θ23(t) are not large for all times,
we obtain the following simpliﬁed model of the system:
θ0(t + 1) = θ0(t) +
ν ·∆t

u(t), (39)
θ01(t + 1) =
(
1− ν ·∆t
L
)
θ01(t) +
ν ·∆t

u(t), (40)
θ1(t + 1) = θ1(t) +
ν ·∆t
L
θ01(t), (41)
θ12(t + 1) =
(
1− ν ·∆t
L
)
θ12(t) +
ν ·∆t
L
θ01(t), (42)
θ2(t + 1) = θ2(t) +
ν ·∆t
L
θ12(t), (43)
θ23(t + 1) =
(
1− ν ·∆t
L
)
θ23(t) +
ν ·∆t
L
θ12(t), (44)
θ3(t + 1) = θ3(t) +
ν ·∆t
L
θ23(t), (45)
y(t + 1) = y(t) + ν ·∆t sin
(
θ3(t) +
ν ·∆t
2L
θ23(t)
)
. (46)
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Note that (46) has the nonlinear term,
ν ·∆t · sin
(
θ3(t) +
ν ·∆t
2L
θ23(t)
)
. (47)
This nonlinear term can be represented by the following Takagi-Sugeno fuzzy model repre-
sentation,
ν ·∆t · sin(θ3(t) + ν ·∆t
2L
θ23(t))
= w1(p(t)) · ν ·∆t · (θ3(t) + ν ·∆t
2L
θ23(t))
+w2(p(t)) · ν∆t · g · (θ3(t) + ν ·∆t
2L
θ23(t)), (48)
where
p(t) = θ3(t) +
ν ·∆t
2L
θ23(t),
g = 10−2/π,
w1(p(t)) =


sin(p(t))− g · p(t))
p(t) · (1− g) , p(t) = 0
1 p(t) = 0
(49)
w2(p(t)) =


p(t)− g · sin(p(t))
p(t) · (1− g) , p(t) = 0
1 p(t) = 0
(50)
From (49) and (50), it can be seen that w1(p(t)) = 1 and w2(p(t)) = 0 when p(t) is about 0
[rad.]. Similarly, w1(p(t)) = 0 and w2(p(t)) = 1 when p(t) is about π or −π [rad.].
When w1(p(t)) = 1 and w2(p(t)) = 0, i.e., p(t) is about 0 [rad.], substituting (48) into
(46), we have
y(t + 1) = y(t) + ν ·∆t · θ3(t) + (ν ·∆t)
2
2L
· θ23(t).
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Therefore the simpliﬁed nonlinear model can be represented by


θ01(t + 1)
θ12(t + 1)
θ23(t + 1)
θ3(t + 1)
y(t + 1)


=


1− ν ·∆tL 0 0 0 0
ν ·∆t
L 1−
ν ·∆t
L 0 0 0
0 ν ·∆tL 1−
ν ·∆t
L 0 0
0 0 ν ·∆tL 1 0
0 0
(ν ·∆t)2
2L ν ·∆t 1




θ01(t)
θ12(t)
θ23(t)
θ3(t)
y(t)


+


ν ·∆t

0
0
0
0


u(t). (51)
When w1(p(t)) = 1 and w2(p(t)) = 0, i.e., p(t) is about π or −π[deg.], (46) is reduced to
y(t + 1) = y(t) + g · ν ·∆t · θ3(t) + g · (ν ·∆t)
2
2L
· θ23(t).
Therefore the simpliﬁed nonlinear model can be represented by


θ01(t + 1)
θ12(t + 1)
θ23(t + 1)
θ3(t + 1)
y(t + 1)


=


1− ν ·∆tL 0 0 0 0
ν ·∆t
L 1−
ν ·∆t
L 0 0 0
0 ν ·∆tL 1−
ν ·∆t
L 0 0
0 0 ν ·∆tL 1 0
0 0
g · (ν ·∆t)2
2L g · ν ·∆t 1




θ01(t)
θ12(t)
θ23(t)
θ3(t)
y(t)


+


ν ·∆t

0
0
0
0


u(t). (52)
In this representation, if g = 0, the system (52) becomes uncontrollable. To handle the
problem, we select g = 10−2/π. With this choice of g, the nonlinear term of (47) is exactly
represented by the expression of (48) under the condition
−179.4270[deg.] < p(t) < 179.4270[deg.].
From (51) and (52), we arrive at the Takagi-Sugeno fuzzy model (10).
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