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Abstract—in recent years, the number of people killed on
roads has increased enormously, several pedestrian detection
techniques in monocular images have been proposed to address
this problem. We present our pedestrian protection system from
moving vehicles using video cameras installed on the vehicle, this
system combines pedestrian detection, trajectory estimation, risk
evaluation, and driver alert. First, we focus on the pedestrian
recognition task. Different combinations of image descriptors
and classification methods have been evaluated on this task.
Experiments are performed on a dataset captured on-board a
vehicle driving through urban environments. Results show that
the best model is HOG&RbfSVM.
Index Terms—Pedestrian detection, Computer vision, Trajec-
tory estimation, Risk evaluation, Driver alert, Image descriptors,
Classification methods.
I. INTRODUCTION
With the increasing popularity of automobiles over the last
century, road accidents have become a major cause of death.
World Health Organization [1] announces that there are more
than 270,000 pedestrians lose their lives on the world’s roads
each year accounting for 22% of the 1.24 million road traffic
deaths. Development of the pedestrian protection system is
very active in order to increase the safety of the vehicle and
its environment. At present, the main objective is to provide
drivers certain information about their environment and any
potential danger. One of all useful information is the detection
and localization of a pedestrian in front of a vehicle.
The pedestrian application on-board vehicle is particularly
difficult for a number of reasons. Variations of background,
illumination, clothing, body pose, and size.
This paper is organized as follows. In Section II and III, we
briefly review some image feature extractors and classifiers,
the mono Daimler Pedestrian Classification Dataset used in
this paper and experiment results are presented in Section IV,
Discussion results are explained in Section V. Finally, Section
VI presents conclusions.
II. FEATURE EXTRACTORS
A. Histogram of Oriented Gradients descriptor
In the context of object recognition, the use of edge ori-
entation histogram has gain popularity [2], [3].Histogram of
oriented gradients (HOG) is a method introduced by Dalal et
al [3]. The goal of such a method is to describe an image by a
set of local histograms by dividing the image into small cells.
These histograms count occurrences of gradient orientation in
each cell. Within each overlapping block, a feature vector is
extracted by sampling histograms from the contributing spatial
cells. The feature vectors for all blocks are concatenated to
produce a final feature vector, See Fig. 1.
Fig. 1. Extraction of HOG feature
B. LBP descriptor
Given a pixel in the image, an LBP [4] code is computed
by comparing it with its neighbors:
LBPP,R =
P−1∑
p=0
s(gp − gc) · 2p, s(x) =
{
1 x ≥ 0
0 x < 0
(1)
Where gc is the gray value of the central pixel,gp is the value
of its neighbors,P is the total number of involved neighbors
and R is the radius of the neighborhood. The histogram of
binary patterns is used for extraction the feature vector,Fig. 2
shows the extraction process of the LBP feature for a pixel’s
circular neighborhoods with R = 1 and P = 8.
The most important properties of LBP are its tolerance
against illumination changes and its computational simplicity.
Fig. 2. Extraction of LBP feature
III. CLASSIFIERS
A. SVM
SVM was introduced by Vapnik [5] in the early 1990s as
a regression and binary classification method which draws an
optimum hyperplane that separates two classes of data having
unique patterns.
Given a training set of N data points {xk, yk}Nk=1,where
xk ∈ Rn is the kth input pattern and yk ∈ {−1, 1} is the
kth output pattern, the support vector method approach aims
at constructing a classifier of the form:
y(x) = sign[
N∑
k=1
αkykψ(x, xk) + b] (2)
Where αk are positive real constants and b is a real constant.
For ψ(., .) one typically have the following choices:
• ψ(x, xk) = xTk x (Linear SVM)
• ψ(x, xk) = (xTk x+ 1)
d (Polynomial SVM of degree d)
• ψ(x, xk) = exp(−γ‖xk−x‖22) (Rbf SVM) where γ > 0
• ψ(x, xk) = tanh[κxTk x+ θ] where κ, θ are constants
B. Decision tree
A decision tree(DT) [6], [7] is a flowchart-like tree structure
where each internal node represents feature (or attribute), each
branch represents a decision rule, and each leaf node represents
a class label see Fig. 3
The process of making a decision tree classifier is as
follows:
• Choose the best attribute using Attribute Selection Mea-
sures (ASM).
• Make that attribute a decision node and split the dataset
into smaller subsets.
• Starts tree building by repeating this process recursively
for each child until we find leaf nodes in all the branches
of the tree.
Fig. 3. Decision tree classifier
The complexity lies in determining the perfect split for each
attribute. ASM is used to evaluate the “goodness” of the
alternative splits for an attribute. Most two common schemes
are the entropy and the gini index.
If a dataset S contains examples from m classes, the
Entropy(S) and the Gini(S) are defined as followings:
Entropy(S) = −
m∑
j=1
Pj log2(Pj) (3)
Gini(S) = 1−
m∑
j=1
P 2j (4)
Where Pj is the relative frequency of class j in S. Based on
the entropy or the gini index, we can compute the information
gain if attribute A is used to partition the dataset S :
Gain(S,A) = Entropy(S)−
∑
v∈A
|Sv|
|S| Entropy(Sv) (5)
Gain(S,A) = Gini(S)−
∑
v∈A
|Sv|
|S| Gini(Sv) (6)
Where v represents any possible values of attribute A,Svis
the subset of S for which attribute A has value v,|Sv| is the
number of elements in Sv ,|S|is the number of elements in S.
C. Random forest
The random forest(RF) classifier (often also referred to as
Randomized Trees) were introduced in the machine learning
community by [8], [9] consists of a combination of tree
classifiers where each classifier is generated using a random
vector sampled independently from the input vector, and each
tree casts a unit vote for the most popular class to classify an
input vector.
The operating principle of RF is summarized as follows,
step-by-step, and illustrated in Fig. 4.
• Step 1: k subsets of the training sample D1 , D2 ,..., Dk ,
are drawn from the total training sample set D using the
bootstrap sampling method. The sample size of subsets
Dk is the same as the total training sample set D.
• Step 2: k DTs are constructed according to the k subsets
and k classification results obtained. If there are M input
variables, a number m  M is specified at each node,
m variables are selected at random out of the M and
the best split on these m is used to split the node. The
value of m remains constant during the forest’s growth.
The size m of feature selected considered at each split is
typically equal to
√
M or [log2(M) + 1].
• Each DT casts a unit vote for the most popular class, and
then optimal results are determined.
Compared with other classification approaches, several advan-
tages have made the RF an attractive tool for classification: it
does not overfit when the number of decision trees increases
[9], it contains a built-in cross-validation method, and doesn’t
need to separate testing dataset for evaluating the performance
because the out-of-bag samples act in the same way as the
testing dataset and give realistic prediction error estimates.
Fig. 4. Random forest classification principle
D. AdaBoost
The AdaBoost classifier was originally proposed by Freund
and Schapire [10], [11]. The AdaBoost classifier combines
multiple weak classifiers to form a strong classifier.
Suppose the input dataset is expressed by:
S = {(x1, y1), ..., (xN , yN )}, y ∈ {−1,+1} (7)
Where xi represents the ith vector, and yi the label of a
target class. AdaBoost calls a given weak or base learning
algorithm repeatedly in a series of time intervals t = 1, .., T
.Each training sample is denoted with an equally initialized
weight:
D1(i) =
1
N
(8)
Where N is the number of samples. The training set was
trained for T rounds. The target of training is to find an
optimal classifier ht and optimize it to be a strong classifier.
It can be realized by increasing or decreasing the weights of
classified examples after each training round to focus on the
hard samples in the training set. The rule for updating the
weight is given by:
Dt+1(i) =
Dt(i)e
−αtyiht(xi)
Zt
=
e−
∑t
j=1 αjyihj(xi)
N
∏t
j=1 Zj
(9)
Dt+1(i) =
e−yiFt(xi)
N
∏t
j=1 Zj
(10)
Where Zt is a normalization factor, ht is the base classifier,
αt is a parameter that iteratively minimizes the potential of
ht,and Ft(xi) is the constructed classifier decision.
Zt =
N∑
i=1
Dt(i)e
−αtyiht(xi) (11)
Where Dt(i) is the weight of distribution on training example
i at round t [12].Thus, the final classifier H can be obtained
by combining many base classifiers thru the weighted majority
vote.
H(x) = sign{
T∑
t=1
αtht(x)} (12)
The skeleton of AdaBoost can be outlined as follows:
• Establish (x1, y1), ..., (xN , yN ), y ∈ {−1,+1}
• Initialize and normalize the weight
• Repeatedly execute the following steps from t = 1, ..., T
• Train the training set with the distribution Dt
• Get the base classifier ht which results in the least error
• Update the weight focused on incorrect sample and set
the new weight, eventually generating the final strong
classifier H .
Choosing a proper weak classifier is important in perform-
ing AdaBoost algorithm. The following two criterions were
followed to generate a good classifier: (1) the weak classifier
should have the capacity of coping with reweighing of the data,
and (2) the weak classifier should not result in over-fitting.
the decision tree method was selected as the weak learning
machine.
IV. RESULTS
For our experiments, we use the Daimler mono pedestrian
dataset used in [13] to evaluate different combinations of
image descriptors and classification methods, the classification
dataset consisting of five folder, three folder for training and
two folder for testing(T1,T2), each folder contains a total of
4800 pedestrian and 5000 non-pedestrian samples cut out from
video images and scaled to common size of 18x36 pixels.
In the model construction phase we use the K-Fold Cross
Validation method [14] (in our case K=3), using the cross
validation help us to compare the performance of different
machine learning models, selecting suitable parameters. Re-
sults are obtained using a computer Intel Xeon X3430 quard
core 2,4GHz CPU and 8Go RAM.
In our work we use python as a programming language
and scikit-learn library for image processing, Table. I shows
parameters of image descriptor, Table. II and Table. III show
average validation rate, prediction and construction time of
different models.
TABLE I
PARAMETERS OF IMAGE DESCRIPTOR
Image descriptor parameters
HOG Pixels per cell=(2,2) cells per block=(2,2) Orientations=4
LBP Method=’default’ Radius=1 Points=8
TABLE II
HOG MODEL COMPARISON
Model Detection rate (%) Time (s)
Validation T1 T2 Prediction Construction
HOG&RbfSVM 89.6258 87.9796 91.7959 0.026696 567.217333
HOG&AdaBoost 87.5000 85.9592 88.6429 0.221099 16025.711667
HOG&LinearSVM 86.8945 85.7347 88.5102 0.000133 6.744667
HOG&Randomforest 80.8571 80.0510 84.6020 0.549619 219.659000
HOG&DecisionTree 66.4388 64.9694 68.1020 0.000118 144.648667
TABLE III
LBP MODEL COMPARISON
Model Detection rate (%) Time (s)
Validation T1 T2 Prediction Construction
LBP&RbfSVM 81.2041 83.9796 81.4694 0.002385 54.662667
LBP&Randomforest 80.4796 83.4694 77.9286 0.164402 6.588667
LBP&AdaBoost 80.3639 82.030306 77.8163 0.035311 42.286333
LBP&LinearSVM 72.6565 76.3469 71.5306 0.000116 77.604667
LBP&DecisionTree 69.7925 71.2449 66.7449 0.000104 3.312000
V. DISCUSSION
Experiments reveal a number of interesting points:
• HOG feature extracts a lot of information from pedestrian
images than LBP basic.
• Best Model for pedestrian detection in this study is
HOG+RbfSVM.
• AdaBoost classifier takes more time for construction.
• Random forest classifier accuracy is good as AdaBoost
and sometimes better.
VI. CONCLUSION
We have presented our comparative study on pedestrian
recognition methods. The main goal is to find the best model
that gives the biggest detection rate, results are very promising,
but there are still some perspectives for our future search.
Firstly, we want to use other techniques to increase the detec-
tion rate, ensure real-time pedestrian detection and detecting
pedestrian at night using infrared camera.
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