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Abstract 
Nguyen huu Cong, Note on the performance of direct and indirect Runge-Kutta-Nystriim methods, Journal 
of Computational and Applied Mathematics 45 (1993) 347-355. 
This paper deals with predictor-corrector iteration of Runge-Kutta-Nystrom (RKN) methods for integrating 
initial-value problems for special second-order ordinary differential equations. We consider RKN correctors 
based on both direct and indirect collocation techniques. The paper focuses on the convergence factors and 
stability regions of the iterated RKN correctors. It turns out that the methods based on direct collocation 
RKN correctors possess smaller convergence factors than those based on indirect collocation RKN correctors. 
Both families of methods have sufficiently large stability boundaries for nonstiff problems. 
Keywords: Runge-Kutta-Nystriim methods; predictor-corrector methods. 
1. Introduction 
We will investigate a class of (explicit) predictor-corrector (PC) methods obtained by 
predictor-corrector iteration (or fixed-point iteration) of Runge-Kutta-Nystriim correctors for 
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solving the initial-value problem (IVP) for nonstiff, special second-order ordinary differential 
equations (ODES) 
d*y(t) 
___ =f(y(t)). 
dt* 
(14 
The methods described in this note have the same nature as the PIRISN methods (parallel, 
iterated RKN methods) proposed in [5]. The present note is concerned with a comparison of 
the convergence factors and stability regions of PIRKN methods based on direct and indirect 
RKN methods. Indirect RKN methods are derived from RK methods for first-order ODES 
(also used in [5]), whereas direct RKN methods are directly constructed for second-order ODES 
(see [6]). The iterated methods will be referred to as indirect and direct PIRKN methods. It 
turned out that for direct PIRKN methods the convergence factors and error constants are 
smaller than those of indirect PIRKN methods, resulting in a better performance of the direct 
PIRKN methods. The stability of the two types of methods is comparable, in spite of the fact 
that the direct RKN correctors used are only conditionally stable, while the indirect RKN 
methods are unconditionally stable (see [6]). In two numerical experiments the superiority of 
direct PIRKN methods over indirect PIRKN methods is demonstrated. 
For notational convenience, we assume that (1.1) is a scalar equation. However, all consider- 
ations below can be straightforwardly extended to a system of ODES, and therefore, also to 
nonautonomous equations. 
2. Direct PIRKN and indirect PIRKN methods 
The starting point is a fully implicit s-stage RKN method. For a scalar equation, this method 
assumes the form 
Y=y,e+hcyA+h*Af(Y), yn+i=yn+hy~+h2bTf(Y), yL+i=yA+hdTf(Y), (2.1) 
where A is an s x s matrix, b, d, c are s-dimensional vectors, and e is the unit vector. 
Furthermore, we use the convention that for any given vector Y = (~~1, f(v) denotes the vector 
with entries f< uj). 
Consider the following fixed-point iteration scheme (cf. [5]): 
Y(O) = y,e + hey;, (2.2a) 
Y”)=y,e+hcy~+h2Af(Y(j-‘)), j=l,...,m, (2.2b) 
Y n+l =yn + hy,: + h*bTf(Y’“‘), y;+l =y,: + hdTf(Y’“‘). (2.2c) 
Notice that the s components of the vectors Y(j) can be computed in parallel, provided that s 
processors are available, so that the computational time needed for one iteration of (2.2b) is 
equivalent to the time required to evaluate one right-hand side function on a sequential 
computer. Therefore, the method (2.2) was called a PIRKN method (parallel, iterated RKN 
method). 
Regarding the prediction formula (2.2a) as the predictor method and (2.1) as the corrector 
method, (2.2) may be considered as a conventional PC method (in P(EW’E mode). Assuming 
that the function f(y) is Lipschitz continuous and observing that (2.2a) defines a first-order 
predictor formula (i.e., Y co) - Y = 0(/z*)), the following theorem easily follows (see also [5,7]). 
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Theorem 2.1. Let p be the order of the corrector method (2.1). Then on s-processor computers the 
PIRKN method (2.2) represents an explicit RKN method of order p* = min{p, 2m + 2) requiring 
m + 1 sequential right-hand side evaluations per step. 
Remark. From Theorem 2.1, we see that by setting m = [i(p - 111, [a] denoting the integer 
function, we have a PIRKN method of maximum order p * =p (order of the corrector) with 
only [i(p + 111 sequential right-hand side evaluations per step. 
In the following subsections, we concentrate on the convergence factors and stability regions 
of direct and indirect PIRKN methods. Specification of the parameters (A, b, d, c) of the 
direct collocation corrector methods can be found in [4, Appendix]. 
2.1. Convergence 
In actual integration, the number of iterations m is determined by some iteration strategy, 
rather than by order considerations. Therefore, it is of interest to know how the integration 
step affects the rate of convergence. The stepsize should be such that a reasonable convergence 
speed is achieved. 
We shall determine the rate of convergence by using the test equation y” = hy, where A runs 
through the eigenvalues of the Jacobian matrix af/ay. For this equation, we obtain the 
iteration error equation 
Y(j)-Y=ul[Y(j-‘I-Y], z:=hh2, j=l,..., m. 
Hence, with respect to the test equation, the rate of convergence is determined by the spectral 
radius p(A) of the matrix A. We shall call p(A) the convergence factor of the PIRJSN method. 
Requiring that p(ul) < 1 leads us to the convergence condition 
1 1 
IZI <- 
P(A) 
or h2< 
P(4PwaY) . 
(2.3) 
This convergence condition is of the same form as the stability condition associated with RKN 
methods. In analogy with the notion of the stability boundary, we shall call l/p(A) the 
convergence boundary. 
Let the RKN matrices generating the direct PIRKN methods and indirect PIRKN methods 
be denoted by Adirect and A indirect, respectively. Table 2.1 lists the convergence boundaries 
l/p( Adirect) and l/p( Aindirect), and the reduction factors E = p( Adirect)/p( Aindirect) of a number 
Table 2.1 
Convergence boundaries l/p(A) and reduction factors E 
@h-order correctors p=3 p=4 p=5 p=6 p=7 p=8 p=9 p=lO 
Indirect Gauss-Legendre 12.04 21.73 37.03 52.63 
Direct Gauss-Legendre 20.83 34.48 55.54 76.92 
Indirect Radau IIA 5.98 13.15 25.64 40.00 
Direct Radau IIA 10.41 20.40 37.03 55.55 
Reduction factors E 0.57 0.58 0.64 0.63 0.69 0.66 0.72 0.68 
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of indirect PIRKN methods and their direct analogues. These figures show that the direct 
PIRKN methods have much larger convergence boundaries, and hence much smaller conver- 
gence factors, than indirect PIRKN methods of the same order. 
2.2. Stability boundaries 
The linear stability of the PIRKN method (2.2) is investigated by again using the model 
equation y ” = Ay, where A runs through the eigenvalues of af/ay. Applying (2.2) to the model 
equation, we obtain the recursion 
V n+l =JQ(z)v,, v,,, = i;,+l i 1 ,ntl 
with 
ikf,( z) := 1 1 +zbT(I-zA)-l(/- (zL4)m+1)e 1 +zbr(I-ZA)-l(l- (z/l)“+‘)C zdT(l-&)-‘(I- (zkI),+‘)e I 1 +zC(I-zA)-l(I- (zL4)m+1)e *
(2.4) 
Similar to the stability considerations of RKN methods (cf. [6]), the matrix M,(z), which 
determines the stability of PIRKN methods, will be called the amplification matrix, its spectral 
radius p(M,(z)) the stability function. For finite, given m, the stability intervals of PIRKN 
methods are given by 
(-p(Wz), 0) := {z: @Q(z)) < 1, z <O}. 
From (2.4) we see that if z satisfies (2.3), then M,(z) converges to the amplification matrix 
M(z) of the corrector as m + 03 (see [6]). Hence, the asymptotic stability interval for m --) ~0, 
( -P(W), O), contains the intersection on the negative z-axis of the stability interval ( -PC.,,, 01 
of the generating corrector (see [6]) and the region of convergence in the complex z-plane 
defined by (2.3). For indirect PIRKN methods, where the corrector method is A-stable, the 
asymptotic stability region is not less than its region of convergence. For direct PIRKN 
methods, where the corrector method is conditionally stable with stability boundaries less than 
the convergence boundaries, the asymptotic stability region contains the stability region of the 
corrector method (see Table 2.1 for convergence boundaries and [4] for stability boundaries of 
direct collocation RKN correctors). 
Table 2.2 lists the stability boundaries Pdirect(m) and Pindirect of direct PIRKN and 
indirect PIRKN methods, respectively. The stability boundaries corresponding to the minimal 
value of m needed to reach the order of the correctors are indicated in bold face. In actual 
computation, the stepsize h should of course be substantially smaller than allowed by condition 
(2.3), that is, we want I z 1 < a/p(A), where (Y is significantly smaller than 1. In Table 2.2, we 
added the value of cx for which 0 > z 2 - min{P,i,,,,(m>, Pindirect(c This value is denoted by 
(Y,,~~. Table 2.2 shows that usually the stability boundaries of the indirect PIRKN methods are 
larger than those of the direct PIRKN methods. However, in actual computation, we also need 
fast convergence, so that the integration step may be much smaller than allowed by stability. 
The values of (Y,,~~ in the last column indicate that, as far as convergence is concerned, the 
direct methods are superior. By means of Table 2.2 we can select the number of iterations 
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Table 2.2 
Stability boundaries Pdirect and Pindirect for direct and indirect PIRKN methods 
Generating corrector methods P m=l m=2 
Indirect Radau IIA 3 4.94 4.99 
Direct Radau IIA 3 6.00 7.84 
Indirect Gauss-Legendre 4 12.00 12.00 
Direct Gauss-Legendre 4 6.83 0.00 
Indirect Radau IIA 5 7.06 2.19 
Direct Radau IIA 5 7.06 0.49 
Indirect Gauss-Legendre 6 7.06 0.00 
Direct Gauss-Legendre 6 7.06 0.00 
Indirect Radau IIA 7 7.06 0.00 
Direct Radau IIA 7 7.06 0.00 
Indirect Gauss-Legendre 8 7.06 0.00 
Direct Gauss-Legendre 8 7.06 0.00 
Indirect Radau IIA 9 7.06 0.00 
Direct Radau IIA 9 7.06 0.00 
Indirect Gauss-Legendre 10 7.06 0.00 
Direct Gauss-Legendre 10 7.06 0.00 
m=3 m=4 m=5 m=6 
3.52 5.03 5.44 4.90 
4.44 7.04 8.62 6.96 
0.00 12.00 12.00 0.00 
0.00 8.57 0.00 0.00 
10.46 4.76 11.70 7.81 
14.33 5.33 9.51 9.55 
9.81 0.00 9.75 0.00 
18.77 0.00 9.80 0.00 
9.50 18.21 5.40 18.57 
9.51 26.9 6.06 9.84 
9.51 0.00 0.00 9.86 
9.51 0.00 0.37 9.86 
9.51 0.21 26.35 5.80 
9.51 0.03 9.86 6.13 
9.51 0.00 9.86 0.00 
9.51 0.00 9.86 0.01 
m=m 
> 5.98 
> 8.61 
> 12.04 
> 9.00 
> 13.15 
> 9.55 
> 21.73 
> 9.77 
> 25.64 
> 9.84 
> 37.03 
> 9.86 
> 40.00 
> 9.86 
> 52.63 
> 36.65 
acrit 
1.00 
0.57 
0.75 
0.43 
0.73 
0.47 
0.45 
0.28 
0.38 
0.27 
0.27 
0.18 
0.25 
0.18 
0.70 
0.48 
needed to achieve an acceptable stability boundary (the corresponding boundaries are under- 
lined). In this selection, the fifth-, sixth-, ninth- and tenth-order methods require one iteration 
more than the number of iterations needed to reach the order of the corrector (see Theorem 
2.1). 
2.3. The truncation error 
Let us denote the step values associated with the corrector by unfl and u:+~, and define 
E,(Z) := 
i 
zbT(z4)“+‘(I-iL4)-1e zbyz_4)“+1(I-zA)-1c 
zd+4)‘“+‘(I-&4)-‘e I z~T(zA)m+1(l-z4)-1C ’ 
u n+l 
= h*A+, 9 un+1= y;+l * i i Y ?lfl W n+l i i 
It can be shown that w, + 1 - un+ 1 = Emu,, (see [3,7]), so that the local truncation error of 
PIRKN methods can be written as the sum of the truncation error of the corrector and the 
iteration error of the PIRKN method: 
Our numerical experiments have shown that the truncation error of direct RKN correctors is 
smaller than that of indirect RKN correctors. Since the convergence factors of the direct 
PIRKN methods are also smaller than those of indirect PIRKN methods, there are two 
potential effects to expect that the truncation error of direct PIRKN methods is smaller than 
that of indirect PIRKN methods. 
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3. Numerical experiments 
In this section we report numerical results obtained by direct and indirect PIRKN methods. 
The absolute error obtained at the end of the integration interval is presented in the form 10Fd 
(d may be interpreted as the number of correct decimal digits (NCD)). In order to see the 
efficiency of the direct PIRKN methods, we follow a dynamical strategy for determining the 
number of iterations in the successive steps. It seems natural to require that the iteration error 
is of the same order in h as the local error of the corrector. This leads us to the stopping 
criterion 
11 Y@)- Y(“-l) lloD < C hP+l , (34 
where C is a problem- and method-dependent parameter. Furthermore, in the tables of results, 
Nseq denotes the total number of sequential right-hand side evaluations, and NStepS denotes the 
total number of integration steps. The following two problems possess exact solutions in closed 
form. Initial conditions are taken from the exact solutions. 
3.1. Linear nonautonomous problem 
As a first numerical test, we apply the various PIRKN methods to the linear problem (cf. [3, 
Problem 5.11) 
d*r( t) -2a(t) + 1 -a(t) + 1 ----= 
dt* 2(4t) - I) 0(t) - 2 
y(t), a(t) = max(2 cos’(t), sin’(t)), 
O<t<20, (3.2) 
with exact solution y(t) = (-sin(t), 2sin(t>)T. Table 3.1 clearly shows the improved accuracy of 
the direct PIRKN methods. In all experiments, the (averaged) number of iterations m needed 
to satisfy the stopping criterion (approximately) varies between [ip] and [i(p + l)]. 
Table 3.1 also shows that the number of iterations are for both the indirect and direct 
method the same, so that the smaller convergence factor of the direct methods does not seem 
to play a role. For problems which are locally of the form y ” = A y (such as problem (3.211, this 
can be explained by considering the stopping criterion (3.1) more closely. Let us denote the 
step point values and the iterates corresponding to the direct and indirect PIRKN method by 
y,, y;, Y(j) and x,, XL, X(j), respectively, and define 
a,:= [y(m)_y(m-l)]_[X(m)-X(m-l)], 
where m is the actual number of iterations performed per step. If it turns out that the 
magnitude of 8, is much smaller than that of the tolerance Ch p+1 then this would explain that 
the direct and indirect PIRKN methods use the same numbe; of iterations. Writing the 
recursion (2.2b) in the form 
Y(j) = [I + ,A + z*A* + * * . +zjAj] ( y,e + hy;c), 
and a similar expression for X(j), we obtain 
8, =Zm(Adirect)m(Yne +hYLc) -tm(Aindirect)m(Xne + SAC). 
(2.2b’) 
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Table 3.1 
Values of NCD/Nseq for problem (3.2) obtained by PIRKN methods 
Generating corrector methods 
Indirect Radau IIA 
Direct Radau IIA 
Indirect Gauss-Legendre 
Direct Gauss-Legendre 
Indirect Radau IIA 
Direct Radau IIA 
Indirect Gauss-Legendre 
Direct Gauss-Legendre 
Indirect Radau IIA 
Direct Radau IIA 
Indirect Gauss-Legendre 
Direct Gauss-Legendre 
Indirect Radau IIA 
Direct Radau IIA 
Indirect Gauss-Legendre 
Direct Gauss-Legendre 
P N steps = 80 
3 2.1/160 
3 2.5/160 
4 4.0/227 
4 5.0/226 
5 5.3/238 
5 5.8/238 
6 7.4/318 
6 8.1/318 
7 8.7/320 
7 9.1/320 
8 11.0/395 
8 12.4/395 
9 13.5/400 
9 12.7/400 
10 14.9/477 
10 16.6/477 
N ste!x = 160 N SteDS = 320 N steps = 640 
3.0/320 3.9/640 4.8/1280 
3.5/320 4.4/640 5.3/1280 
5.3/476 6.5/958 7.7/1920 
6.4/477 7.6/959 8.8/1920 
6.8/480 8.3/1179 9.8/2511 
7.5/480 8.9/1179 10.4/2511 
9.2/640 11.0/1280 12.8/2560 
9.9/640 11.7/1280 13.5/2560 
10.9/737 13.0/1570 15.1/3184 
11.6/737 13.7/1570 15.8/3184 
13.4/799 15.8/1600 18.2/3200 
16.1/799 18.6/1600 21.3/3200 
15.2/926 17.9/1903 20.6/3830 
16.0/926 18.7/1903 21.4/3830 
17.8,‘959 20.8/1920 23.8/3840 
18.6/959 21.6/1920 24.6/3840 
C 
5.7/2560 
6.2/2560 
8.9/3840 
10.0/3840 
11.3/5098 
11.9/5098 
14.6/5120 
15.3/5120 
17.2/6393 
17.9/6393 
20.6/6400 
23.8/6400 
23.4/7673 
24.2/7673 
Hence, defining the defect 
the quantity 6, is bounded by 
II 6, II m ,< I 2”’ I [ I Y, I D,(e) + h I Y,: I Q,&)] 
+ I z” 1 )I(Aindirect)m[(Xn -YnJe + h(xA -Y~)cl It 
< h2”’ I A” I( I y, I +hJ Y,: I)& + .(hp+2”), 
Q,, := max{Q&>, D,&>}, 
where A runs through the spectrum of the Jacobian of the ODE. Ignoring the 0(hp+2m) 
term, we conclude that the iteration processes in the direct and indirect methods are 
expected to satisfy the stopping criterion (3.1) after an equal number of iterations if 
h2”‘Ihm10ynI+hIy;l)Dm~Ch . p+l For nonstiff problems (say I h I < l>, this condition takes 
the form 
Chp+r-&,I 
D,,, -=x 
ly,I+hly;l’ (3.3) 
Table 3.2 lists the values of D,,, for the correctors of Table 3.1 (notice that D, vanishes for 
m = 1, and, if p = 10, also for m = 2; this is a direct consequence of the order condition 
(q + l)(q + 2)Ac” = cq+2 satisfied by RKN correctors derived from collocation, see [2, p.2701). 
By means of Table 3.2 it can be verified that the values of m, C and h used in Table 3.1 satisfy 
(3.31, explaining the identical performance of the iteration processes. 
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Table 3.2 
Values of D,,, := max(D,(e>, D,(c)) for RKN correctors 
Correctors 
Radau IIA 
Gauss-Legendre 
Radau IIA 
Gauss-Legendre 
Radau IIA 
Gauss-Legendre 
Radau IIA 
Gauss-Legendre 
P m=l 
3 2.5.10-* 
4 8.0. 1O-3 
5 0 
6 0 
7 0 
8 0 
9 0 
10 0 
m=2 m=3 
1.7.10-2 8.2.10-3 
4.0.10-s 6.9.10-4 
l.l.1o-3 2.6.10-4 
5.2.10-4 6.8.10-5 
4.8.10-5 2.8.10-s 
2.5.10-5 1.2.10-5 
0 2.0.10-6 
0 1.0.10-6 
m=4 m=5 
1.5.10-s 1.2.10-4 
1.5. 1o-4 9.1.10-6 
8.4.10-5 1.2.10-5 
9.9.10-6 1.3.10-6 
2.2.10-6 3.7.10-’ 
5.9.10-7 3.2.10-’ 
3.0.10-7 1.2.10-s 
1.3.10-7 3.3.10-9 
m=6 m=l m=8 
6.0.10-5 4.5.1O-(j 1.2.10-6 
3.7.10-7 1.0.10-7 6.2.10-9 
8.5.10-7 5.1.10-8 4.9.10-9 
8.4.10-’ 3.1~10-~ 1.2.10-‘0 
5.2.10-’ 3.1.10-9 l.l.lO-lo 
5.6.10-9 3s*lo-‘a 1.2*10-11 
1.2.10-9 1.5.10-‘0 7.9.10-12 
1.4.10-lo 1.6.10-r1 9.3.10-13 
Table 3.3 
Values of NCD/N,,, for problem (3.4) obtained by PIRKN methods 
Generating corrector methods p N,,,,, = 200 N,,,,, = 400 Nsteps = 800 Nsteps = 1600 Nsteps = 3200 C 
Indirect Radau IL4 3 0.8/556 1.7/1182 2.6/2400 3.5/4800 4.4/9600 lo4 
Direct Radau IIA 
Indirect Gauss-Legendre 
Direct Gauss-Legendre 
Indirect Radau IIA 
Direct Radau IIA 
Indirect Gauss-Legendre 
Direct Gauss-Legendre 
Indirect Radau IIA 
Direct Radau IIA 
Indirect Gauss-Legendre 
Direct Gauss-Legendre 
Indirect Radau IIA 
Direct Radau IIA 
Indirect Gauss-Legendre 
Direct Gauss-Legendre 
3 1.3/556 2.2/1182 3.1/2400 4.0/4800 4.9/9600 lo4 
4 1.9/570 3.2/1208 4.4/2554 5.6/5353 6.8/11122 lo5 
4 2.7/570 3.9/1200 5.1/2510 6.3/5276 7.5/10991 lo5 
5 3.2/652 4.7/1411 6.2/2967 7.7/6147 9.2/12594 lo6 
5 3.8/652 5.3/1411 6.8/2967 8.3/6147 9.8/12594 106 
6 4.5/845 6.3/1765 8.1/3596 9.9/7301 11.7/14809 lo5 
6 5.3/841 7.2/1760 9.0/3585 10.8/7291 12.6/14790 10s 
7 5.7/808 7.9/1760 10.0/3648 12.1/7482 14.2/15304 10’ 
7 6.2/808 8.6/1760 10.7/3648 12.8/7482 14.9/15304 107 
8 7.2/992 9.6/2060 12.0/4246 14.4/8684 16.8/17556 106 
8 8.1/991 10.5/2057 12.9/4244 15.3/8672 17.7/17549 106 
9 8.6/1036 11.3/2174 14.0/4479 16.8/9094 19.5/18422 lo7 
9 9.4/1036 12.1/2174 14.8/4479 17.5/9094 20.2/18422 10’ 
10 10.1/1207 13.1/2473 16.1/5054 19.1/10273 22.2/20826 106 
10 11.1/1207 14.1/2473 17.1/5052 20.1/10270 23.3/20825 106 
3.2. Nonlinear Fehlberg problem 
For the second numerical example, we consider the orbit equation (see [l]) 
d*y(t) -4t* --2/w -= 
dt* 2/r(t) -4t* 
y(t), r(t) = {m, fi Gt G 3Tr, (3.4) 
with exact solution y(t) = (cos(t*>, sin(t2>jT. The results are reported in Table 3.3. In this 
nonlinear problem, the superiority of direct PIRKN methods is once again demonstrated. 
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