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Abstract: Ground-Based Synthetic Aperture Radar (GBSAR) is a flexible field-based remote sensing 
technology that, together with interferometric SAR (InSAR), has proven to be a powerful and effective tool 
for deformation monitoring. The Small Baseline Subset (SBAS) algorithm represents a typical advanced 
InSAR technique that extracts distributed scatterers from a network of interferograms for the measurement of 
time series displacement. However, it is well known that coherent points are variable from one interferogram 
to another, which renders time series analysis complicated. This study therefore proposes an effective approach 
to selecting coherent pixels from a network of interferograms, aiming to maximize the density of selected 
pixels and optimize the reliability of GBSAR time series analysis. A pixel is selected for the entire analysis if 
its coherent phase is capable of forming a full-rank coefficient matrix in the network inversion. A full-rank 
matrix means the pixel-dependent subset network is connected. Combining with the accurate estimation of 
coherence and interferometric phase based on sibling pixels identified from non-local windows, the proposed 
approach enables the selection of not only qualified partially coherent pixels but also persistent scatterers. The 
proposed approach has been incorporated into a bespoke GBSAR time series analysis chain for deformation 
monitoring, from which a mean velocity map, displacement time series and atmospheric phase delays can be 
determined. To validate the approach, experiments on two GBSAR datasets were performed. In both studies, 
sufficient coherent pixels were selected, suggesting the feasibility of the proposed coherent pixel selection 
algorithm. Displacement time series at the level of a few sub-millimeters were observed for both datasets, 
indicating the feasibility of the newly-developed GBSAR time series analysis chain for deformation 
monitoring, which is believed to lead to a wide range of scientific and practical applications.  
Keywords: Ground-Based Synthetic Aperture Radar (GBSAR), interferometry, time series analysis, 
deformation monitoring, partially coherent pixels, Small Baseline Subset (SBAS) algorithm 
1. Introduction 
Hazards involving ground movements such as landslides, mudflows and the collapse of infrastructures 
are regular occurrences globally, often leading to significant human and economic losses. Such scenarios 
require effective monitoring of ground movements, which can give insight into mechanisms and triggering 
factors of hazardous events or act as the basis for mitigating risk, e.g. understanding maintenance and remedial 
measures, early warning and rapid decision-making for countermeasures or evacuation. Ground-Based 
Synthetic Aperture Radar (GBSAR) is a field-based imaging system offering users enhanced capabilities in 
monitoring surface displacements [1-3]. More recently, GBSAR has proven to be a powerful remote sensing 
tool for deformation monitoring applications [3-5]. In comparison to spaceborne platforms, GBSAR has 
inherent advantages in terms of flexibility and portability which usually leads to a stack of consecutive 
acquisitions and offers opportunities for time series analysis. Interferometric Synthetic Aperture Radar (InSAR) 
time series analysis is the advanced form of the differential InSAR technique to identify and quantify ground 
movements based on multiple interferograms generated from a stack of SAR images [6-8].  
Usually, a critical step in the processing of any InSAR time series analysis is the selection of coherent 
pixels with high Signal-to-Noise Ratio (SNR) in interferometric phase [9]. Further analysis and interpretation 
is then conducted only on the selected pixels. Amplitude Dispersion Index (ADI) and coherence are two 
commonly used criteria [10] for the selection of coherent pixels as they are strongly correlated with the 
standard deviation of the interferometric phase noise [6, 11]. According to the selection strategy and the 
processing of selected pixels, a number of InSAR time series analysis algorithms have been developed in the 
last two decades [12]. These algorithms fall into two broad categories: (a) Persistent Scatterer (PS) InSAR [6] 
which targets pixels with consistent scattering properties in time and viewing geometry, making this technique 
more suitable for artificial surfaces with sufficient back scatterers; (b) the more general Small Baseline Subset 
(SBAS) algorithm which uses distributed scatterers and singular value decomposition to connect independent 
unwrapped interferograms in time [13, 14].  
PS techniques are commonly based on a single-master configuration, with the main drawback of such 
techniques being the low spatial density of targets that behave coherently over the whole observation span [15]. 
By contrast, SBAS approaches construct a network of interferograms with multiple master images and small 
baselines [16]. However, as pointed out in [17], coherent points are variable from one interferogram to another, 
rendering time series analysis complicated. In other words, there are some partially coherent pixels (PCPs) that 
are coherent in some interferograms but not in others. Regarding the selection of coherent pixels in a redundant 
network, Crosetto, et al. [18] selected only pixels for which coherence was greater than a given threshold for 
all interferograms. PCPs were discarded in this approach, meaning the loss of some useful observations. 
Perissin and Wang [15] formed a pixel-dependent network for each pixel by imposing a threshold on the 
coherence and only pixels with a connected network were analyzed. The subset of interferograms with respect 
to the minimum spanning tree graph in the network were used for the estimation of height and deformation 
trends. Such an approach fails to make the most effective use of redundancies and thus degrades the accuracy 
since a higher redundancy implies a more reliable displacement rate estimation. Therefore, a new selection 
criterion of PCPs is proposed in this paper that aims to maximize the density of selected pixels and optimize 
the reliability of GBSAR time series analysis by making the most of coherent phase redundancies.  
Specifically, the method proposed in this paper forms a redundant interferogram network with a specified 
baseline threshold. A pixel-dependent matrix is then constructed for each pixel based on its coherence 
occurrences over all interferograms in the network. Pixels with a full-rank matrix are selected for further time 
series analysis. The proposed criterion enables the selection of not only qualified PCPs, but also persistent 
scatterers that behave coherently over all interferograms. Interferometric phase observations of selected pixels 
are spatially filtered and unwrapped. The inversion of the deformation trend is achieved only based on the 
coherent interferometric phase after filtering and unwrapping, which guarantees a reliable solution. In principle, 
the proposed approach supports any co-registered SAR datasets, but this paper only focuses on GBSAR 
deformation monitoring. The methodology is described in Section 2. The feasibility of the proposed method is 
verified by experimentation with two real-world GBSAR datasets in Section 3. The proposed approach is 
compared with the selection of coherent pixels using a single-pair GBSAR images and PS selection based on 
ADI in Section 4, where the justification of related parameters adopted in the proposed method are also 
discussed. Conclusions are drawn in Section 5. 
2. Methodology 
2.1. Selection criterion of coherent pixels  
The phase difference at a point between two SAR images is called interferometric phase [19], which is 
the superposition of many terms including the topographic component, change resulted from surface 
movement in the light-of-sight (LOS) direction, variation of atmospheric delays, ambiguous cycles and noise. 
Analysis starts with a stack of SAR single-look-complex (SLC) images (𝐸#, 𝐸%, … , 𝐸') relative to the same 
illuminated region, acquired at times	𝐭	(𝑡#, 𝑡%, … , 𝑡') in the chronological order. A redundant network of L 
interferograms formed by SLC images is assumed. The differential interferometric phase for a target between 
the SAR acquisitions at times 𝑡, (for the master image) and 𝑡- (for the slave image), can be written as:  
 𝜑/0/12 = 𝜑/0/14565 + 𝜑/0/189:6 + 𝜑/0/1;/< + 𝜑/0/1=59:> − 2𝑛π.  (1) 
where the superscript symbol 𝑤 of the interferometric phase 𝜑/0/12  denotes that the value is wrapped into the 
range [−𝜋,			𝜋]. The interferometric phase is actually a relative value due to the integer ambiguity 𝑛 [12]. To 
obtain the absolute value, the recovery of ambiguity is required through a process known as phase unwrapping 
[20]. Thereafter, the unwrapped phase can be written as:  
 𝜑/0/1 = 𝜑/0/14565 + 𝜑/0/189:6 + 𝜑/0/1;/< + 𝜑/0/1=59:> . (2) 
where the topographic term 𝜑/0/14565  is a function of the perpendicular spatial baseline [19]. Unlike spaceborne 
SAR, GBSAR data can be acquired both continuously and discontinuously [21]. Continuous operation offers 
a zero-baseline geometry, thus the topographic phase component is always zero. In a discontinuous campaign, 
topographic contributions arising from small repositioning errors can be corrected by treating it as a spatially 
smooth signal [3, 22]. Otherwise, the topographic term can be removed through the provision of a digital 
terrain model of the monitoring area and the precise geometry configuration of the radar equipment in the 
event of a significant spatial baseline. Without loss of generality, there are always at least three other terms 
that play a role in GBSAR interferometry [2]:  
 𝜑/0/1 = 𝜑/0/189:6 + 𝜑/0/1;/< + 𝜑/0/1=59:> . (3) 
The goal of InSAR time series analysis for deformation monitoring is to obtain the deformation time 
series, denoted as 𝑑/H89:6(𝑖 = 1,⋯ ,𝑁) with respect to a reference acquisition 𝑡#. As recognised in previous 
studies [13, 23], the mean velocity between time-adjacent acquisitions is a preferable choice in InSAR time 
series analysis in order to avoid large discontinuities in cumulative deformations and to obtain a physically 
reliable solution. In this case, no prior knowledge about the deformation is required in the network inversion. 
The displacement term in the interferometric phase can be expressed as: 
 𝜑/0/189:6 = MNO P𝑑/089:6 − 𝑑/189:6Q = MNO ∑ 𝑣T89:6-U%TV, Δ𝑡T = ∑ 𝜑/X/XYZ89:6-U%TV, , (4) 
where 𝑣T89:6 is the displacement velocity and 𝜑/X/XYZ89:6  is the associated phase change between the 𝑘/\ and the (𝑘 + 1)/\  acquisitions and 𝑡T  is the time interval between them. Similarly, the time-series atmospheric 
variation is denoted as 𝑑/H;/<(𝑖 = 1,⋯ ,𝑁) and the atmospheric phase contribution in the interferometric phase 
can be written as: 
 𝜑/0/1;/< = MNO P𝑑/0;/< − 𝑑/1;/<Q = ∑ 𝜑/X/XYZ;/<-U%TV, , (5) 
where 𝜑/X/XYZ;/<  represents the atmospheric phase variation between the 𝑘/\  and the (𝑘 + 1)/\  acquisitions. 
Together with Equations (4) and (5), the matrix form with respect to Equation (3) can be generalized for the 
entire interferogram network:  
 ⎩⎨
⎧𝐁a×'	𝚽'×% = 𝛅𝚽a×% + 𝛆a×%,																																																																					𝚽 = P(𝜑/f/Z89:6 + 𝜑/f/Z;/<)			(𝜑/Z/g89:6 + 𝜑/Z/g;/<)		…		(𝜑/hiZ/h89:6 + 𝜑/hiZ/h;/< )Qj,𝛅𝚽 = P𝜑/Z/g 			…			𝜑/0/1 		…			𝜑/hiZ/hQj,																																																		  (6) 
where 𝐁 is the coefficient matrix; 𝚽 is the matrix containing the incremental time series of phase change with 
respect to the superposition of both displacement and atmospheric variation; 𝛅𝚽 is the matrix of redundant 
unwrapped interferometric phase 𝜑/0/1 ; 𝛆  is the noise matrix. Base on Equation (6), the inversion can be 
performed via least squares using reliable interferometric phase with high SNR and low noise for a reliable 
solution. Thereafter, to obtain the displacement trend, the atmospheric variations should be compensated by any 
suitable methods [23, 24].  
Within this context, a new approach for the selection of proper coherent pixels is proposed. Specifically, 
a threshold is imposed on coherence to determine whether a pixel is coherent for one interferogram or not. The 
coherence of the pixel above the threshold means an acceptable phase quality of the corresponding 
interferometric phase in the inversion. Considering a number of pixels are partially coherent in the network, 
the coherence occurrences with respect to a pixel must ensure Equation (6) is a well-determined system, 
namely the rank of matrix 𝐁 is equal to the number of unknowns. Accordingly, all elements in the kth row of 𝐁 
will be set as zero if the coherence on the kth interferogram is lower than the specified threshold. The selection 
criterion is that provided the matrix 𝐁 related to a particular pixel is full-rank, then this pixel is selected for the 
time series analysis. Consequently, the constructed matrix 𝐁 is based on the coherence occurrences over the 
entire interferogram network. For instance, it is assumed that there is a vector of interferograms (𝐼#,%, 𝐼#,l, 𝐼%,l, 𝐼%,m, 𝐼l,m) formed by a vector of images (𝐸#, 𝐸%, 𝐸l, 𝐸m) acquired at times (𝑡#, 𝑡%, 𝑡l, 𝑡m) with 𝑡# 
as the reference. For a pixel that is only coherent on 	𝐼#,%, 𝐼%,m and 𝐼l,m, the corresponding matrix 𝐁 is: 
 𝐁 = ⎣⎢⎢⎢
⎡1 0 00 0 00 0 00 1 10 0 1⎦⎥⎥
⎥⎤. (7) 
As 𝐁 is a full-rank matrix in this case, this pixel is selected. A completely coherent pixel always has a full-rank 
matrix 𝐁, thus can be selected by the proposed criterion. A pixel, associated with a full-rank 𝐁, is selected for 
time series analysis. A full-rank 𝐁 means that the interferogram network is connected and the inversion in the 
time series estimation via least squares is enabled using only the coherent phase of this pixel. The proposed 
method makes the most of redundant observations and allows an adjustment to be made in order to obtain a 
final reliable value for the unknown.   
2.2. Estimation of coherence and interferometric phase 
The coherence for a pixel between two SAR images is estimated based on K neighboring pixels [25]: 
 γv = 	 ∑ :ZH:gH∗xHyZz∑ |:ZH|gxHyZ z∑ |:gH|gxHyZ = 𝜌v ∙ 𝑒 , (8) 
where 𝑠%9 and 𝑠l9 are the complex signal values of the SAR image pair for the 𝑖/\ sample. 𝜌v is the maximum 
likelihood coherence magnitude and 𝜑v is the estimated interferometric phase. Usually, K pixels are selected 
from a local rectangular window around the pixel of interest [17]. However, K pixels in the local “boxcar” 
window are likely to indiscriminately average neighboring pixels, leading to overestimations of the coherence 
and resolution losses due to the local heterogeneity [17, 26].  
To overcome these limitations, the proposed method uses a similarity measure to identify resembling 
pixels from a larger non-local window. Based on a stack of N SLC images, the similarity measure between two 
pixels at (x%, 𝑟%) and (xl, 𝑟l) is defined as [27]:  
 𝑆 = 1 − |?̅?(x%, 𝑟%) − ?̅?(xl, 𝑟l)| (?̅?(x%, 𝑟%) + ?̅?(xl, 𝑟l))⁄ , (9) 
where the symbol |	∙	| represents the absolute value operation; ?̅?(x9, 𝑟9)(𝑖 = 1,2) is the mean amplitude of a 
pixel at (x9, 𝑟9)(𝑖 = 1,2) over the N SLC images. The similarity is based on the mean amplitude and the 
similarity between two pixels with identical mean amplitude is one. The similarity ranges from zero to one, 
with a larger value implying greater resemblance of the pixel pair. A candidate is considered as a sibling of the 
current pixel when the similarity between them is greater than a specified threshold, for which typical values 
are 0.85-0.95 and the explanation for which is given in [27]. In this study, the siblings identified by the 
similarity measure are used as K pixels for the estimation of coherence and the siblings-based coherence 
magnitude ρv is further estimated based on the second kind statistics [28, 29]:   
 ρv = exp	 % ∑ ln	(𝜌v)V% . (10) 
The coherence magnitude obtained by second kind statistics is less biased and the variance of the log-estimate 
is globally lower than that of the regular estimate [28, 29]. In addition, filtering is firstly applied to improve 
the SNR of the interferometric phase of the selected pixels. The filtered interferometric phase 𝜑v for each pixel 
is achieved by the non-local averaging of the complex values of its siblings: 
 𝑒9 = ∑ 𝑒9	2V%𝑤 = ρv/∑ ρvV% .  (11) 
The unwrapped phase of detected pixels is subsequently obtained using the Minimum Cost Flow approach 
[30]. 
2.3. Compensation of atmospheric variations 
The inversion can be implemented via least squares using filtered and unwrapped phase for each selected 
coherent pixel. The inverted result at this stage is the sum of the surface displacements and the atmospheric 
variations. To obtain precise displacement time series, any atmospheric artefacts must be properly compensated, 
which can be approached by means of different techniques [24]. The proposed approach adopts two previous 
representative works [31, 32] to achieve this. For scenarios with smooth topography, the atmospheric variations 
are modelled as a linear function of range under the medium homogeneity hypothesis [32] and separated from 
the displacements. In scenes with steep topographic variations, the assumption of spatial homogeneity no 
longer applies due to the fluctuations of atmospheric parameters such as temperature, pressure, and humidity 
on the spatial domain [31]. Therefore, for cases with steep topography, atmospheric variation can be considered 
as a range- and height-dependent model and compensated with the support of the height information [31].   
3. Experimental results 
3.1. Overview of the datasets 
A MetaSensing's FastGBSAR system [33] was used for data collection. The sensor system operates at Ku 
band with a wavelength (λ) of 17.4 mm. The repeat interval (i.e. temporal resolution) of data acquisition is 
adjustable and the fastest acquisition speed with full spatial resolution is 10 s. Two datasets were collected to 
verify the proposed approach.  
The first dataset (Dataset I) was acquired by mounting the radar system on a stationary concrete plinth, 
continuously observing a cliff on the north side of Tynemouth Priory and Castle, Tynemouth, UK. The 
monitoring site mainly comprises a cliff face, the castle buildings, some areas of sandy beach and the sea on 
the south side of King Edward’s Bay. More information about the data collection is illustrated in Figure 1. In 
Dataset I, there were 30 SLC images of VV polarization with a temporal resolution of four minutes. The whole 
period of acquisition time was two hours. The dimension of each image was 294 by 254 pixels, with spatial 
resolution was 0.75 m in the range direction and five milliradians in the azimuth.  
 Figure 1. An overview of Dataset I. (a) The deployment of the FastGBSAR system for data collection. (b) A 
close-up of the cliff face with respect to the area marked in the red box in (a), which mainly consists of outcrops, 
bare earth and vegetation, and a section of a man-made stone wall. (c) The mean amplitude image of all GBSAR 
SLCs in Dataset I. (d) Approximate alignment and co-registration of the mean amplitude image with the 
planimetric view of the observing site in Google Earth. 
 
Figure 2. An overview of Dataset II. (a) The deployment of the FastGBSAR system for data collection. (b) The 
mean amplitude image of this dataset, shown in decibel. Two reference points are identified, based on the 
relative geometry parameters between the bridge and the radar system, added to assist interpretation of the 
GBSAR image geometry. 
The second dataset (Dataset II) was collected by monitoring the Queen Elizabeth II Metro Bridge, 
spanning the River Tyne in Newcastle upon Tyne, UK. The FastGBSAR unit was tilted up to an angle of 30 
degrees to scan the bridge superstructure which has a steel truss with fabricated box chords construction. The 
four concrete piers of the bridge and their expansion joints were also imaged. An overview of the site is given 
in Figure 2. Dataset II consisted of 16 acquisitions collected within two and a half minutes with an equal repeat 
interval of 10 seconds. The dimension of each image was 256 by 88 pixels. The polarization and spatial 
resolution of this dataset were identical to the first dataset. A train crossed the bridge during the period of data 
acquisition, taking around 16 seconds from entering the bridge to completely exiting. Consecutive acquisitions 
over this short period of time were used to detect the movements of the bridge as the train traveled cross it. 
3.2. GBSAR time series analysis 
The temporal baseline constraint was set as 24 minutes for Dataset I, considering the computational 
efficiency and the temporal decorrelation, the justification for which is given in Section 4. Thus, one image 
was used to generate interferograms with its six previous and six subsequent images and there were 159 
interferograms in the network. A full combination of interferograms can provide the most redundant 
observations, but it also increases the computation load and degrades the real-time performance in time-critical 
applications. The coherence threshold value was set as 0.45 and other parameters related to non-local 
coherence estimation and phase filtering were set as follows: the similarity threshold was empirically set as 
0.85; the non-local window size was 15 by 15; a minimum of 10 siblings were kept for each pixel for a reliable 
estimation.  
 
 
Figure 3. Results of the GBSAR time series analysis. (a) Coherent pixels. (b) Inversion precision (Appendix 
A). (c) Coherent pixel candidates. (d) Linear regression of atmospheric variations. (e) The atmospheric 
variation map over the entire period of acquisition (two hours). (f) The cumulative displacement map over the 
whole period of acquisition time (two hours). 
The results of Dataset I are summarized in Figure 3. The number of detected coherent pixels was 5,068 
(Figure 3(a)), consisting of 2,042 fully- and 3,026 partially-coherent pixels. Further analysis was carried out 
only on detected coherent pixels. Least squares inversion with redundant observations allows a precision 
assessment of the solution. The inversion precision for each pixel was achieved on the basis of phase residuals, 
with the definition of inversion precision for each pixel given in Appendix A. The overall precision is appraised 
by the root mean square (RMS) of the inversion precision values. Small precision values were achieved in this 
experiment, as summarized in Figure 3(b), implying a high consistency of the filtered and unwrapped 
interferometric phase in the least squares inversion. Drawing on previous studies [32, 34], a subset of high-
coherent pixels, termed coherent pixel candidates (Figure 3(c)), were selected by spatial gridding whereby 
each candidate had the best coherence within a grid unit. Coherent pixel candidates were used to perform the 
linear regression of atmospheric variations with the assumption that their displacement components were 
randomly distributed along the range. The regression result is summarized in Figure 3(d), which shows a 
reasonable trend that atmospheric variation increases with the range. Residuals of the linear regression can be 
mainly attributed to atmospheric turbulence and stratification [31, 35]. Based on the linear model in Figure 
3(d), the atmospheric variations of all coherent pixels were compensated, and thus separated from any 
cumulative displacements. The modelled atmospheric variation map over the whole acquisition period (two 
hours) is shown in Figure 3(e) and the final cumulative displacement map is shown Figure 3(f). It is clear that 
the atmospheric variation dominates the change and no significant local signals can be found in the final 
deformation map. Moreover, the cumulative displacements of all coherent pixels are within 2 mm, which can 
be contributed by observation noise and the residuals of atmospheric compensation. Thus, it is a fair conclusion 
to state the cliff and castle buildings were stable over the observation time.  
Regarding Dataset II and the bridge monitoring, deformation took place in a short period when a train 
travelled across the bridge. To produce a quick response for the fast-changing process, the temporal baseline 
constraint was set as half a minute for Dataset II. In this case, each image was involved in the interferogram 
generation with its three previous and three subsequent images. Thus, 42 interferograms were formed in the 
redundant network. Based on the priori geometry information about the bridge and the radar system, a shadow 
zone, caused by the near expansion joint and ranging from 70 m to 90 m, was masked out before the selection 
of coherent pixels. The coherence threshold was set as 0.6 to select qualified coherent pixels. The parameters 
related to the non-local estimation were the same as the first dataset. In this experiment, a total of 5,720 pixels 
were selected, comparing 4,446 fully- and 1,274 partially-coherent pixels (Figure 4(a)). The RMS of the 
inversion precision was 0.08 mm (Figure 4(b)).  
 
Figure 4. Results of Dataset II. (a) Detection of coherent pixels. (b) Inversion precision of coherent pixels. 
As acquisition time for this dataset was only two and a half minutes, an assumption made was that the 
environmental conditions were stable over this extremely short observation period. In other words, the 
atmospheric phase change was deemed to be zero and not taken into account in time series analysis. Based on 
this assumption, the time series of displacement was achieved without the compensation for the atmospheric 
artefacts. To highlight the bridge deformation as the train travelled across it, the incremental displacement 
maps with regard to coherent pixels are shown in Figure 5.  
 
 
Figure 5. Time series of cumulative displacements at selected coherent pixels. The first image acquired at 
11:58:33 was selected as the reference. A train crossed the bridge, resulting in significant deformation signals 
in the 6th and 7th displacement maps (first two of the second row).  
A synchronous video shows that a train crossed the bridge from the far side of the bridge (relative to the 
location of the FastGBSAR) at around 11:59:28 and completely exited the nearest end at around 11:59:44, 
taking approximately 16 seconds and spanning two FastGBSAR acquisitions created at UTC times 11:59:33 
and 11:59:43, respectively. Constrained by the field of view of the video camera, the complete crossing of the 
bridge could not be recorded, three video frames are given in Figure 6 to illustrate the situation.    
 
Figure 6. Three video frames showing the train crossing the bridge.  
Negative displacement values mean targets become closer to the radar system along the LOS direction 
relative to their reference positions. In this case, negative deformation implies a lowering of the bridge 
superstructure and positive deformation means uplift, as the radar was tilted up to observe the bridge. The first 
obvious deformation signal appears in “115833-115933” and shows that the middle bridge superstructure 
lowers by approximately 2 mm and the near portion of the bridge superstructure uplifting by several sub-
millimetres, suggesting the train was primarily located at the far side of the bridge during the period of the 
acquisition “115933”. The next deformation map “115833-115943”, shows an uplift of approximately 1.4 to 
0.5 mm for the superstructure from ranges between 95 to 150 m, respectively, and subsidence occurring at the 
very nearside, which implies the train was primarily located at the near side of the bridge during the period of 
the acquisition “115943”. The deformation signals are therefore consistent with the synchronous video 
recording. 
Note that the aliasing of the near two piers with the nearside bridge superstructure exists due to the 
inherent azimuth ambiguities caused by the oblique view geometry of the radar system. It is possible that 
results are degraded with respect to the corresponding area as a consequence. Moreover, the bridge might have 
vibrated with a certain magnitude whilst the train crossed. In SAR mode, it is not possible to measure higher-
frequency vibrations of the bridge, however, the experiment demonstrates the potential of GBSAR time series 
analysis for monitoring sites with a fast-changing rate. 
4. Analysis and discussions  
4.1. Analysis coherent pixels selection 
The proposed approach was compared with: (a) the selection of coherent pixels using a single pair of 
GBSAR images; (b) the PS selection based on ADI using a stack of GBSAR SLC images.  
Based on the same coherence estimation algorithm and threshold value used in the time series analysis, 
the coherence between the first and the last SLCs in Dataset I was calculated. Coherent pixels were then 
selected on the basis of the single pair of GBSAR images, as shown in Figure 7. By comparing the coherence 
of the single pair of GBSAR images (Figure 7(a)) with the mean coherence image of the entire network of 
interferograms formed in the time series analysis (Figure 7(b)), it is clear that the interferogram suffers 
temporal decorrelations. The number of coherent pixels selected in this single interferogram was 2,340 (Figure 
7(c)), which is much fewer than that (5,068, Figure 3(a)) achieved by the proposed selection method. The 
displacement map produced by single-pair interferometry is shown in Figure 7(d). With the exception of 
several pixels near the top-left position (-110, 385) that show approximately 2.5 mm of displacement and is 
probably due to residual atmospheric artefacts, no other significant signals can be observed. However, the 
limited density of coherent pixels can result in difficulties in phase unwrapping due to local under-sampling 
and phase discontinuities [36, 37], and thus impede the interpretation of the GBSAR data.  
 
Figure 7. (a) Coherence between the first and the last SLCs in Dataset I. (b) The mean coherence of the entire 
interferogram network, shown for comparison. (c) Coherent pixels selected based on the single-pair of GBSAR 
images. (d) Displacement over the two-hour observation period, achieved by single-pair interferometry. 
For Dataset II, the analysis focused on the two key images (“115933” and “115943”) acquired when the 
train was on the bridge. The selection of coherent pixels and the inversion of deformation were achieved by 
using this single pair of acquisitions and the same parameters used in the time series analysis. Figure 8 shows 
the coherence and displacement maps between the two acquisitions. It can be observed that the decorrelation 
effect for this 10-second data is limited and the results achieved by the single-pair interferometry and the time 
series analysis are generally consistent, although over 20% coherent pixels are obtained using the time series 
analysis approach. 
 
Figure 8. Results of the pair of acquisitions: “115933” and “115943”. (a) The coherence map. (b) The 
displacement map derived with the single-pair interferometry (number of coherent pixels: 4,742). (c) The 
displacement map derived with the proposed times series analysis (number of coherent pixels: 5,720), namely 
the difference between the 6th and 7th maps in Figure 5. 
PS detection was also conducted using Dataset I, as depicted in Figure 9. A pixel with an ADI lower than 
0.25 (a commonly used threshold) is considered as a PS target. 1,312 PSs were detected from Dataset I. By 
comparing the detected PSs in Figure 9(b) and coherent pixels in Figure 3(a), the former is found to be only a 
subset of the latter, which demonstrates the feasibility of the proposed method in selecting persistent scatterers. 
In addition, the ADI threshold values were also increased to investigate the performance of PS detection. 
Figure 9(c) shows that several PSs were detected from shadow zones and sea areas where the ADI threshold 
was set as 0.30. The situation worsened (Figure 9(d)) when the ADI threshold was set as 0.35. This result 
demonstrates an advantage of the proposed approach on selecting dense and reliable coherent pixels over the 
ADI-based PS selection technique, which was also confirmed by the PS analysis on Dataset II, as depicted in 
Figure 10.  
 
Figure 9. Dataset I: PS detection via ADI. (a) ADI for Dataset I. (b) PSs with ADI<0.25 (number of PS points: 
1,312). (c) PSs with ADI<0.30 (number of PS points: 2,052). (d) PSs with ADI<0.35 (number of PS points: 
3,273).  
 
Figure 10. Dataset II: PS detection via ADI. (a) ADI for Dataset II. (b) PSs with ADI<0.20 (number of PS 
points: 3,924). (c) PSs with ADI<0.25 (number of PS points: 5,016). (d) PSs with ADI<0.30 (number of PS 
points: 6,135). 
4.2. Justification of relevant parameters  
There are two main parameters in the proposed method for the selection of coherent pixels: (a) the 
coherence threshold; (b) the temporal baseline constraint. These two parameters are actually quite 
straightforward. A higher coherence means better statistics for the interferometric phase. Accordingly, a higher 
coherence threshold will lead to fewer pixels with better interferometric phase quality. As mentioned 
previously, the density of coherent pixels plays an important role in the time series analysis, and a tradeoff 
between the quantity and quality of coherent pixels should be exercised in practice.  
In addition, the temporal baseline directly determines the network of interferograms, thus it is a key factor 
in GBSAR time series analysis for deformation monitoring. Therefore, the entire GBSAR time series analysis 
based on Datasets I and II with different temporal baseline constraints was performed to investigate the effects 
of this parameter on the number of selected coherent pixels, the RMS of inversion precision and the 
computational efficiency. The results are illustrated in Figure 11.  
 
  
Figure 11. Influence of the temporal baseline on the selection of coherent pixels, inversion precision and 
computational efficiency. ∆t is the repeat interval (4 minutes for Dataset I and 10 seconds for Dataset II). The 
RMS of inversion precision is not applicable when the temporal baseline is set as 1∆t as a zero-redundancy 
network is formed in this case. (a) Dataset I. (b) Dataset II. 
Unsurprisingly, the number of coherent pixels increases with the temporal baseline. This is because a 
longer temporal baseline leads to more redundancy in the network and thus offers more coherent opportunities 
for a pixel to construct a connected network and achieve a full-rank matrix 𝐁. It is worth noting, however, that 
the improvement achieved by increasing the temporal baseline is not significant after a certain value is reached 
since the majority of coherent pixels have been excavated and temporal decorrelation also becomes significant.  
Moreover, a longer temporal baseline will lead to more redundancy in the network and obtain more 
reliable results, but at the expense of the computational efficiency. Similarly, the improvement in the achieved 
precision is limited when the temporal baseline reaches a certain value (around 7 for Dataset I and 5 for Dataset 
II). However, processing time keeps increasing with the temporal baseline, and is approximately proportional 
to the number of interferograms being processed. Moreover, there is little purpose to enlarging the temporal 
baseline once the density of coherent pixels reaches a density sufficient for the interpretation requirements. 
Therefore, in practice, the selection of the temporal baseline is made on the basis of computational efficiency 
and the required accuracy.  
5. Conclusions 
This study has proposed a criterion for the selection of coherent pixels from a redundant network of 
interferograms. The proposed approach has been integrated into an entire pipeline for GBSAR time series 
analysis in deformation monitoring. The following conclusions are reached from the experiments reported in 
this paper:  
(1) Experiments were performed on two continuous observational datasets, one of a coastal cliff and the 
other for a rail bridge. The cliff was stable during the monitoring period while deformation signals of 
several mm were detected when a train crossed the bridge. The time series estimation for both datasets 
reached up to a few sub-millimeters, which supports the feasibility of the proposed method for GBSAR 
deformation monitoring purpose.  
(2) Temporal decorrelation is a serious issue in SAR interferometric measurement [5], especially for short-
wavelength GBSAR systems. In comparison with the single-master InSAR technique, the proposed 
approach is able to largely overcome the temporal decorrelation problem and ensure a successful 
interpretation.  
(3) The proposed approach enables the selection of not only qualified partially coherent pixels, but also 
all persistent scatterers. The proposed method makes the most of redundant observations and allows 
an adjustment to obtain a final reliable value for the unknown. Finally, a reliable solution was achieved 
in least squares inversion.  
On the basis of these findings, the proposed approach appears to facilitate a range of deformation 
monitoring applications to which GBSAR is suited. Although the experimental datasets were acquired 
continuously under zero-base line mode, the proposed selection criterion is potentially suitable for any well 
co-registered discontinuous SAR datasets.  
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Appendix A: Inversion precision  
The proposed approach ensures that each pixel is associated with a full-rank coefficient matrix B. With 
redundant interferometric phase, the optimal estimation of the incremental time series of phase change (i.e., 𝚽 ) for each pixel can be performed based on Equation (6) via least squares. The phase residuals in the least 
squares inversion are:  
 𝐕a×% = 𝐁a×'	𝚽'×% − 𝛅𝚽a×%. (A.1) 
The root mean square of phase residuals for this pixel is: 
 𝜎# = z𝐕𝐕 = z 𝐕𝐕=U'%, (A.2) 
where 𝑟 is the number of redundancies and 𝑛 is the number of coherence occurrences in the redundant network. 
Accordingly, the covariance matrix of the estimated 𝚽'×% can be calculated by:  
 D𝚽𝚽 = 𝜎# (𝐁j𝐁)U%. (A.3) 
As the final cumulative displacement is obtained by removing atmospheric variations from the sum of them, 
an estimator 𝑑¡  is introducedwhich is the sum of the cumulative displacement and atmospheric variation 
between the first and the last acquisition: 
 𝑑¡ = − OMN ∑ ¢𝜑v/X/XYZ89: + 𝜑v/X/XYZ;/< £'U%TV# = 𝐅%×'𝚽'×%, (A.4) 
where 𝐅 = [−𝜆 4𝜋⁄ ⋯ −𝜆 4𝜋⁄ ]. The theoretical precision of d¨ is used as the precision indicator in the 
least squares estimation for each pixel, which is calculated by: 
 𝜎8¨8¨ =  D8¨8¨ =  𝐅D𝚽𝚽𝐅j. (A.5) 
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