In applications of principal component analysis (PCA) it has often been observed that the eigenvector with the largest eigenvalue has only nonnegative entries when the vectors of the underlying stochastic process have only nonnegative values. This has been used to show that the coordinate vectors in PCA are all located in a cone. We prove that the nonnegativity of the first eigenvector follows from the Perron-Frobenius (and KreinRutman theory). Experiments show also that for stochastic processes with nonnegative signals the mean vector is often very similar to the first eigenvector. This is not true in general, but we first give a heuristical explanation why we can expect such a similarity. We then derive a connection between the dominance of the first eigenvalue and the similarity between the mean and the first eigenvector and show how to check the relative size of the first eigenvalue without actually computing it. In the last part of the paper we discuss the implication of theoretical results for multispectral color processing.
INTRODUCTION
One attempt to understand the properties of biological systems (and to build technological systems) relies on the hypothesis that successful systems are adapted to the structure of the space of signals they are analyzing (see Refs. 1-4 for a few examples and Ref. 5 for a collection of articles on natural stimulus statistics.). If this is true, then it is of interest to investigate properties of signal spaces that are often analyzed by natural or artificial systems. In this paper we investigate spaces of color spectra as a typical and important example.
Our starting point is the observation that in many interesting cases the signals of interest can assume only nonnegative values. A typical example is illuminant spectra. Here the signals s are functions of the wavelength variable and s͑͒ is the number of photons of wavelength . By definition s͑͒ ജ 0, ∀. Another example from multichannel color processing are reflectance spectra r where r͑͒ describes the probability that a photon of wavelength will be reflected from a point. When an illumination with spectrum s interacts with an object point with reflection spectrum r, then (in the simplest model) the spectrum that is reflected from that scene point is given by c = sr, and c is often called a color signal. Also the color signal is by definition a nonnegative function. These are typical examples of the general case in which the signal describes counts, probabilities, or other positivevalued quantities. In the following we use the terminology of multichannel color processing and use the term spectrum as a synonym for nonnegative signals. However, the results are valid for nonnegative signals in general.
The main result that we will derive in this paper is the proof that all components of the first eigenfunction of a stochastic process of spectra have the same sign. The first eigenfunction can therefore be chosen to have only nonnegative entries. This phenomenon has been observed in many empirical investigations of databases of spectra, but to our knowledge it has never been pointed out that it follows from the Perron-Frobenius theory of nonnegative matrices and its generalization, the Krein-Rutman theorem.
In Section 2 we will investigate a few relations among the mean, the eigenfunctions of the correlation, and the eigenfunctions of the covariance operators of stochastic processes of nonnegative signals. We will show that for processes with color signals the mean, the first eigenvector of the correlation matrix, and the first eigenvector of the covariance matrix are very similar. However, we will also give a counterexample in which these vectors are different, showing that the similarity between the mean and the first eigenvector is not necessary but that it is a characteristic property of all databases of color signals that we have investigated so far. In an attempt to understand this property, we link the similarity to the dominance of the first eigenvalue, an effect that has also been observed often in experimental studies (we found that the first eigenvalue could account for more than 90% of the sum of all eigenvalues). From this connection we derive a test that can be used to estimate the dominance of the first eigenvalue without actually computing the eigenvectors or eigenvalues. We will illustrate the discussed properties for a number of relevant databases of color signals. Finally, we will demonstate some important consequences for selforganizing systems such as the low-level filters used in early vision processing.
A. Principal Component Analysis and Nonnegative Signals
Describing the signals of a stochastic process by a fixed number of coefficients such that the mean squared error is minimized is known as principal component analysis (PCA). These coefficients are obtained by expanding the signals in the basis spanned by the eigenfunctions of the correlation operator. In the following we show that the first eigenvector (eigenfunction) of a stochastic process with nonnegative signals is also a nonnegative vector (function). In Subsection 1.B discuss the finitedimensional case and show that this is a simple consequence of the Perron-Frobenius theory of nonnegative matrices. For practical applications this result is sufficient since the signals used there are always described by vectors. However, such vectors are always the result of measurements, and therefore they depend on the properties of the measurement device used to produce them. If we want to study the properties of the color signals independent of the measurement device used to observe them, then the simple vector space approach is not sufficient. In this case a Hilbert-space framework (such as the one described in Ref. 6 ) is more appropriate. In Subsection 1.C we will therefore prove the same fact for processes where the signals are functions. This proof is based on a form of the Krein-Rutman theorem.
B. Finite-Dimensional Signals
For finite-dimensional signal vectors the nonnegativity of the first eigenvector follows easily from the PerronFrobenius theory of nonnegative matrices. We will therefore give a brief overview and refer the interested reader to Chap. 13 
͑1͒
A matrix that is not reducible is called irreducible.
Note that all positive matrices are irreducible and that there is a difference between nonnegative (positive) and nonnegative (positive) definite matrices. The first are defined by properties of the elements of the matrix, whereas the latter are defined via bilinear products. Note also that here we require the transformation matrix P to be a permutation matrix, and for a permutation matrix P the transposed PЈ of the matrix is its inverse P −1 . In the following we consider only correlation or covariance matrices. These matrices are symmetrical, and in this special case we see that a symmetrical matrix is reducible if and only if it is block-diagonal, i.e., of the form
͑2͒
We write block-diagonal matrices with M blocks
Iterating this procedure we can show that for each symmetrical matrix A we can find a permutation matrix such that
The main result of the Perron-Frobenius theory of nonnegative matrices is the following theorem of Frobenius (see Ref. 7 , p. 398):
Theorem 1 (Frobenius).
A nonnegative, irreducible matrix C has the following properties:
1. There is a simple, real characteristic root r Ͼ 0 of the characteristic equation.
2. The absolute value of all the other roots of the characteristic equation is less or equal to r.
3. The eigenvector belonging to the maximal eigenvalue r has positive coordinates. A special case is the theorem of Perron about the existence of a positive maximal eigenvector of a positive matrix.
Theorem 2 (Perron).
A positive matrix has a real, maximal, positive eigenvalue r. This eigenvalue is a simple root of the characteristic equation, and the corresponding eigenvector has only positive elements.
For a nonnegative reducible symmetrical matrix of type diag͓C 1 , … , C M ͔ it follows that there are M positive eigenvalues with nonnegative eigenvectors. The structure of these eigenvectors (i.e., the sections with positive entries) follows the structure of the block-diagonals.
For a stochastic process assuming values s͑͒ ʦ R n in an n-dimensional vector space the correlation matrix C is defined as C = E͑ssЈ͒, where E͑.͒ denotes the mean with respect to the stochastic variable . For future use we recall that the covariance matrix ⌺ is the correlation matrix of the centered stochastic variable:
where m is the mean vector. For nonnegative vectors s (with elements s i ജ 0,1ഛ i ഛ n) the correlation matrix is symmetric and nonnegative. The correlation matrix is therefore (equivalent to) a block-diagonal matrix with nonnegative irreducible square matrices along the diagonal. A stochastic process with nonnegative signals is thus the sum of uncorrelated processes where each subprocess has an irreducible correlation matrix. It is thus sufficient to consider only nonnegative processes with irreducible correlation matrices. The main result is the following theorem:
Theorem 3. The correlation matrix of a stochastic process with finite-dimensional positive signals has exactly one eigenvector with only positive entries. This eigenvector belongs to the largest eigenvalue.
Since correlation matrices computed from color spectra are usually irreducible, we find that in this case the first eigenvector has only positive entries.
C. Function Spaces
We now derive the corresponding result for stochastic processes with values in Hilbert spaces. Apart from the independence of the measurement device mentioned earlier, we will also see that the Krein-Rutman theory provides a better insight into the importance of the conical geometry of these signal spaces.
The Krein-Rutman theorem is a generalization of the Perron-Frobenius theory to general Banach (and Hilbert) spaces. There are many variations of the basic result, and here we mainly follow the description given in Ref. 8 (p. 2129) ; but see also Refs. 9 and 10. We first introduce some definitions: We say a vector space is ordered if there is an order relation ജ that satisfies the following two conditions: (a) if f ജ g, then f + h ജ g + h, and (b) if f ജ g, then ␥f ജ ␥g for all elements f, g, h in the vector space and all nonnegative numbers ␥. The subset K = ͕f ജ 0͖ is called the positive cone. A linear mapping T is called positive if T͑f͒ ജ 0 for all f ജ 0. In the following we will also use positive definite operators, and we recall that an operator T is called positive definite if ͗Tf , f͘ Ͼ 0 for all f.
For positive operators we have the following theorem:
Theorem 4 (Krein-Rutman). Assume that X is an ordered real Banach space such that sp͑K͒ = X. If T is a compact, linear, positive operator with positive spectral radius r͑T͒, then r͑T͒ is an eigenvalue and has a corresponding positive eigenvector.
The condition sp͑K͒ = X means that the closure of the space of linear combinations of elements in K spans the whole space. The interested reader can find a brief overview of the definitions of a Banach space, compact operators, and spectral radius in Appendix A, and more information can be found in any book on functional analysis.
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Later we will see that in our applications all the conditions are fulfilled and we always have the stronger condi-
We now apply the Krein-Rutman theorem to signals that are elements of a Hilbert space. We start with a short overview of the theory of PCA in the Hilbert space context and introduce some notation used in the rest of the paper. 6, 12 We consider the wavelength interval I = ͑ min , max ͒. It is not required that I be an interval; it could be some set. The space "L 2 ͑I͒ , ͗,͘… is the usual Hilbert space with its scalar product ͗f , g͘ and norm ʈfʈ 2 = ͗f , f͘. We introduce the order relation ജ pointwise: f ജ g if and only if f͑͒ ജ g͑͒ for all ʦ I. The cone K is the subset of all nonnegative functions: K = ͕f : f ജ 0͖. A spectrum is an element in the cone and thus has nonnegative values everywhere. Every function can be decomposed into a positive and a negative part, and therefore L 2 = K − K. With these notations we can now summarize the Hilbert-space version of PCA as follows.
Consider spectra as results of a stochastic process: s ͑͒ = s͑ , ͒, where is the stotchastic variable. The correlation function C is the function C͑ 1 , 2 ͒ = E"s ͑ 1 ͒s ͑ 2 ͒…, where E͑.͒ denotes the expectation with respect to the stochastic variable . This function defines the correlation operator A C that maps functions f to functions f C via
In this scalar product C is a function of 1 (and 2 a parameter).
For processes of positive signals the correlation function and the correlation operator have the following properties: The correlation function C͑ 1 , 2 ͒ has positive values and is symmetrical "C͑ 1 , 2 ͒ = C͑ 2 , 1 ͒…. The operator A C is compact, self-adjoint, positive definite, and positive. Since A C is self-adjoint, it follows that all its eigenvalues are real, and they are all positive since it is also positive definite. Finally, we apply the Krein-Rutman theorem and find that the eigenfunction belonging to the largest eigenvalue is an element of the cone K and therefore positive.
STATISTICAL PROPERTIES OF SPACES OF COLOR SIGNALS
The fact that the first eigenfunction of a stochastic process of spectra assumes in most cases only positive values has profound consequences for the shape of spaces of spectra. From the positivity of the first eigenvector follows that the signal space has a conical structure. This was investigated in Refs. 13 and 14 (see also Refs. 15-17 for other investigations of conical structures of color spaces). In this paper we will not investigate these properties (although the Krein-Rutman theory provides another strong link to conical structures) but instead will concentrate on the relation between the mean and the first eigenvector.
The basic observation is the following: Consider the subspace L 0 2 of L 2 spanned by the first eigenfunction b 0 . In the finite-dimensional case, assume also that the correlation matrix is irreducible and the first eigenvector therefore positive everywhere. In the Hilbert-space framework we assume positivity for simplicity. This defines an or-
2 and especially b Ќ are orthogonal to b 0 . Since b 0 has positive values everywhere, it follows that b Ќ must assume both positive and negative values. Now consider the mean m over all spectra. Since all spectra are nonnegative valued, it follows that m also has only nonnegative values. In the decomposition m = ͗m , b 0 ͘b 0 + ͗m , b Ќ ͘b Ќ we see that ͗m , b 0 ͘ Ͼ 0, and since positive and negative values compensate each other, we can also expect that ͉͗m , b Ќ ͉͘ Ӷ ͗m , b 0 ͘. The (normed) mean and the first eigenvector should therefore be very similar. Empirically it has often been observed that the mean of collections of color spectra and the corresponding first eigenfunction are very similar, and we see that the theoretical explanation of this fact lies in the Krein-Rutman theory. This heuristical derivation, however, is not a proof, and counterexamples where the mean and the first eigenvector are very different can be easily constructed. A very simple example illustrating this is the following: Consider a "blue" spectrum defined as ͑1 , 0͒ and the "red" spectrum as ͑0 , 1͒. Assume that blue has a probability p. Then the mean vector is ͑p , 1 − p͒ and the correlation matrix is ͓ The fact that the correlation matrix is reducible can be easily avoided by adding a small component to the zero channel of the red or the blue spectrum and does not influence our argument. The similarity between the mean and the first eigenvector is important, however, and is almost always observed for real color spaces. We will therefore investigate this relation further in our experiments.
In the simple example with the two-dimensional spectra, we see that for high or low values of p the eigenvec-tors and the mean vector become similar. We will now show that this is a general property of nonnegative stochastic processes.
In the following we will consider only the finitedimensional case, and since all the arguments will be independent of the basis used, we will consider only diagonal correlation matrices. We denote the eigenvector basis by b 0 , b 1 , … , b k with corresponding (sorted) eigenvalues ␣ 0 ജ ␣ 1¯ജ ␣ k . We write a color signal s as linear combination of the eigenvectors and get for the signal and the mean
with k = E͑ k ͒.
For the correlation matrix C we get
͑6͒
Since the b k are eigenvectors of C, we have Cb k = ␣ k b k and therefore
͑7͒
From this we see that if ␣ k = E͑ k 2 ͒ is small, then k = E͑ k ͒ is also small. If we now show that ␣ 0 is much larger than ␣ 1 , then we know that 1 = E͑ 1 ͒ is very small and from ␣ 0 ജ ␣ 1 ജ¯ജ ␣ K follows that all other k will be small. In that case the scaled mean is similar to the first eigenvector.
From the previous argument it follows that if we can show that the first eigenvalues dominates the others, then the mean is similar to the first eigenvector (but it is also easy to show in processes with more balanced eigenvalue distributions, there can be similarity between the mean and the first eigenvector).
We will now derive a method that allows us to check whether the first eigenvalue is indeed dominating. For this we introduce the scaled correlation matrix (we can do all the following computations in the coordinate system defined by the eigenvectors of the correlation matrix, and it is therefore sufficient to consider diagonal matrices only): 
͑9͒
We introduce the variables ␥, S, and get
In the following we assume that the value of ␥ is given and that we want to investigate the properties of the set of all solutions parameterized by ͑x 2 , … , x K ͒.
The first property that we want to show is that increasing the value of x m , m Ͼ 1 leads to a decreasing value of x 1 . The maximum value of x 1 is therefore obtained when x m = 0. Since we consider only solutions, we find that 0 = ‫␥ץ‬
and therefore
Increasing the value of the variable x m and keeping all others fixed can be achieved only by decreasing the value of x 1 . From this we conclude that the maximum value of x 1 is obtained when all the other variables are zero:
From the trace condition we find that for a given value of ␥ the maximum value of the largest eigenvalue is a solution of ␥ = x 0 2 + ͑1−x 0 ͒ 2 =1−2x 0 +2x 0 2 (the other root of the quadratic equation is excluded since the eigenvalues are ordered and therefore x 0 Ͼ 1−x 0 ):
. ͑14͒
Next we compare the first eigenvector of the correlation matrix, the first eigenvector of the covariance matrix, and the mean (see Refs. 18-20 for related comments). Since the mean is removed from the stochastic variable, it is in general unlikely that the covariance matrix [see Eq. (3)] contains information about the mean. In all of our experiments with color signals we see, however, that the eigenvectors of the correlation and the covariance matrix are very similar. One explanation of this observation is the following: In the case where the approximation m Ϸ͗m , b 0 ͘b 0 holds, we get
and since b 0 is the first eigenvector of C with eigenvalue ␤ 0 , we get
͑16͒
The first eigenvector of the correlation matrix is therefore approximately equal to an eigenvector of the covariance matrix with eigenvalue ␤ 0 − ͗m , b 0 ͘ 2 . The value of ␤ 0 depends on the variance of the stochastic variable along the direction of the first eigenvector. The value ͗m , b 0 ͘ 2 measures the distance of the mean along the b 0 direction. Intuitively we can say that the eigenvectors of the correlation and covariance matrices are very similar if the following holds: The variation along the mean direction that is not explained by shifting the mean is larger than the variations along the directions perpendicular to the mean. We see especially that if the mean is exactly pro-portional to the first eigenvector of the correlation matrix, then the eigenvectors of the correlation and covariance matrices are identical.
EXPERIMENTS
The discussion above shows that the first eigenvector of the correlation matrix is always nonnegative. It also shows that under certain conditions (but not always) this first eigenvector is similar to the mean and the first eigenvector of the covariance matrix. It is therefore of interest to investigate the relation between the mean and the first eigenvectors of the correlation and covariance matrices for a number of relevant databases of color spectra.
In our experiments we use the spectra from the Munsell atlas as one representative database of manufactured colors, and we use the eight multichannel images described in Ref. 21 as examples of measured color spectra. As illumination sources we use Planck blackbody radiators and a database of measured artificial light sources.
The Munsell spectra are measured in the wavelength range 380-800 nm in 1-nm increments. In some of our experiments we downsampled the spectra from the Munsell database to the range 400-760 nm in 2-nm steps since the spectra of the illumination sources in this experiment were available only in that range. The images consist of 31 channels representing the interval 410-710 nm in l0-nm increments.
In Fig. 1 we show the results of one of our experiments involving the Munsell reflectance spectra and the illumination sources. In this figure the color signals are generated from Munsell reflectance spectra under the illumination TLD18W35White. The figure shows the spectral distribution of the light source, the mean of the color signals, and the first eigenvectors of the correlation and covariance matrices.
In Tables 1 and 2 and Figs. 2 and 3 we describe the results of similar experiments but now with measured data. We investigated the similarities between the mean, the first eigenvector of the correlation matrix, and the first eigenvector of the covariance matrix. In all cases we found that the scalar product of the normalized mean and the first eigenvector of the correlation matrix had values greater than 0.99. In Table 1 we list the value of the scalar product of the normalized mean vector and the first eigenvector of the correlation matrix for the Munsell database (no illumination applied) and the multispectral images. In the experiments in which we simulated the illumination of the Munsell chips with Planck spectra of temperatures 4000 K-20,000 K with 1000-K increments we found values of the scalar product that were even higher.
We computed the first eigenvectors of the correlation matrix and the normalized mean vector for the reflectance spectra in the Munsell database and the color signals obtained from the multispectral images described in Ref. 21 . The results for the Munsell database is shown in Fig. 2 . Among the eight scenes in the image database, Scene 1 had the lowest similarity between the eigenvector and the mean. The normalized mean and the first eigenvector of the correlation matrix computed from Scene 1 are shown in Fig. 3 .
We also investigated the similarity between the first eigenvector of the correlation matrix and the first eigenvector of the covariance matrix. As expected, it turns out that they are very similar, for both the Munsell database and the multichannel images. The numerical values of the scalar products of these two eigenvectors are listed in Table 2 . These similarities hold not only for light sources with smooth distributions but also for artificial light sources, as illustrated in Table 3 . In this experiment we used the measured reflectance spectra from the Munsell atlas, multiplied them by the spectral distribution of the lamp, and computed the scalar product of the normalized mean and the first eigenvector of the correlation matrix. These values are listed in the table.
In all experiments we computed the mean and the first eigenvector. We estimated the dominance of the first eigenvalue with the formula given in Eq. (14) and compared it with the ratio of the first eigenvalue and the trace. An example is shown in Fig. 4 , where ϫ's represent the values of the first eigenvalue divided by the trace and circles represent the estimated values. The similarity holds for all illumination sources and for the Munsell spectral database itself, i.e., the case where the illumination is given by the vector that has the value one everywhere. This is shown as illumination number 16 in Fig. 4. 
DISCUSSION AND CONCLUSIONS
We showed first that the Perron-Frobenius (KreinRutman) theory implies that for stochastic processes of nonnegative signals the eigenvector (eigenfunction) belonging to the largest eigenvalue of the correlation operator has only nonnegative values. Under certain conditions this eigenvector (eigenfunction) is positive everywhere. Then we concluded that for many processes (including all the color spectral databases investigated by us so far) this property implies that the mean of the process is very similar to this first eigenvector. We related this mean value to the value of the first eigenvalue in comparison with the trace of the correlation matrix. This gives a measure of how dominant this eigenvalue is. We showed that this measure can be estimated from the correlation matrix without computing the eigenvalues themselves. We also investigated the conditions under which the first eigenvectors of the correlation and covariance matrices are of the same form. We investigated a database of reflectance spectra from the Munsell color atlas (combined with different illumination sources) and spectral distributions color signals generated by Munsell spectra under different illuminations; see Table 3 for the corresponding illumination names.
from multichannel images and showed that for those databases the mean, the first eigenvector of the correlation matrix, and the first eigenvector of the covariance matrix were very similar. Finally, we remark that this complex relation between the mean vector, the first eigenvectors of the correlation and covariance matrices and the dominance of the first eigenvalue has some interesting consequences for adaptive or learning systems. In the literature on neural networks (and numerical mathematics) it has been known for a long time (see Ref. 22 for an early reference) that neural networks can compute eigenvectors from examples. Especially in the case of stochastic processes with dominant first eigenvalue, the learning process is comparatively fast. Since the processes studied in this paper all have very dominant first eigenvalues it can be expected that such learning processes converge very fast to the required solution when applied to these data sets. An illustration that this is really the case is shown in the following experiment.
In the experiment we generated color signals by multiplying the Munsell spectra with the illumination source given by the Planck blackbody radiator of 4000 K. Each color signal was defined in the range 380-800 nm with 1-nm sampling, i.e., a vector of size 421. At the beginning a weight vector w 1 of unit length with random (positive) entries was generated. Then we selected at each iteration k a random spectrum s from the database and computed the result v = ͗s , w͘s and generated the new weight vector w k+1 = v / ʈvʈ. Each iteration thus consists of a matching operation = ͗s , w͘, a weighting v = s, and a normalization v / ʈvʈ. Since the first eigenvalue is dominating, it can be shown that this iteration leads to an amplification of the proportion of the vector that points in the first eigenvector direction. The result of one such experiment where we used 10,000 iterations with a random color signal at each iteration is shown in Fig. 5 . We see that the weight vector obtained is very similar to the illumination source and the normalized mean. This is only an illustration of the basic properties of such an adaptation process to show that very simple adaptation rules are able to extract important properties from a database of color signals.
APPENDIX A: BASIC FACTS FROM FUNCTIONAL ANALYSIS
A Banach space is a vector space with a norm in which all Cauchy sequences have a limit point. A Hilbert space is a Banach space in which the norm is defined by a scalar product. A linear operator between Banach spaces X and Y is compact if for each bounded sequence x n ʦ X we can find a subsequence x k ʦ X such that Tx k is a convergent sequence in Y. For a bounded linear operator T the spectral radius r͑T͒ is given by r͑T͒ = lim n→ϱ ʈT n ʈ 1/n , where ʈTʈ is the norm of the operator. If T : X → Y is a linear continuous operator, then the adjoint operator T * : Y → X is defined by the equation ͗Tx , y͘ = ͗x , T * y͘ for all x ʦ X , y ʦ Y. An operator T is Hermitian or self-adjoint if T : X → X and T = T * . A special case of the general framework is given by the standard L 2 spaces and kernel operators, where ͑Tf͒͑y͒ = ͵ K͑x,y͒f͑x͒dx.
In our application the kernel function K is the correlation function, and we assume that it is square integrable; i.e., ͉͐K͑x , y͉͒ 2 dxdy Ͻϱ. The correlation function is symmetric and real "K͑x , y͒ = K͑x , y͒ = K͑y , x͒…, and therefore the operator T is self-adjoint.
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