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Chapter 1
Introduction
1.1 Magnetic order and disorder, magnetization
dynamics, and light-matter interaction
Magnetism has fascinated mankind over multiple millenia. The study of
magnetism can be traced back as far as to the ancient Greek world, when
Thales of Milete observed an attractive force originating from µαγνη´τις
λι´θoς (“magnesian stone”), a material which we nowadays know as mag-
netite, or Fe3O4. Thales of Milete had the idea that magnetite contains a
soul which can attract iron.1 It would take until the the 20th century, -
where humankind landed in the era of quantum mechanics -, to realize that
this attractive force actually ultimately originates in a cooperative spinning
of ∼ 1023 electrons.2 The quest to understand how complex phenomena
such as magnetic order and disorder, - but also superconductivity, multi-
ferroicity, optical properties, or in general the physical properties of matter
-, arise from the cooperative interaction between electrons and the atomic
nuclei in a solid, is the domain of condensed matter physics. Obviously, this
endeavour to answer fundamental questions on the quantum nature of ma-
terials runs parallel with an everlasting drive to develop novel technological
applications which can exploit these emergent physical phenomena.3
One of the most fundamental concepts related to magnetism is order
and disorder. We know that the interaction energy between two electrons
depends on it’s charge, but also on the spin of the electrons. Whether two
spins “want” to align parallel (↑↑) or antiparallel (↑↓), depends on the sign
of the exchange integral J .4 When for ∼ 1023 electron spins it becomes en-
ergetically favourable to all align collinearly with the spins pointing in the
same direction, we call this ferromagnetic order. Thermal fluctuations may
overcome the exchange energy at temperatures of the order T ∼ J/kB (with
kB being the Boltzmann constant), and the spins become randomly ori-
ented, in which case we have paramagnetic disorder. This order-to-disorder
crossover is a phase transition, which we can “quantify” by an increase in en-
1
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tropy S. Phase transitions mostly go hand in hand with a symmetry change,
for instance, the paramagnet has a higher symmetry than the magnetically
ordered phase. Symmetry thus provides us with another good handle to
describe the “amount” of order and disorder, or more formally, the state of
matter.
Over the course of the 20th century a wide range of more complicated
ordering types have been added to the magnetic ordering palette, examples
of which include spin helices and spin cycloids. Such phases stabilize due
to a competition between Heisenberg and Dzyaloshinski-Moriya exchange in
magnets with broken spatial inversion symmetry.5 This type of magnetism
will, among others, be central to this thesis work. Interestingly enough,
such type of noncollinear ordering can also be observed in deceivingly “sim-
ple” elemental rare-earth metals like dysprosium, where 4f -moments cou-
ple through the conduction electron mediated RKKY-interaction (Ruder-
man–Kittel–Kasuya–Yosida).6
Figure 1.1: The here shown skyrmion lattice phase appears as a hexagonal lat-
tice of spin vortices. The figure has been adapted from Ref. 7 (published under a
Creative Commons CC BY-NC-ND 2.5 license).
The above mentioned examples of magnetic order can perhaps by now be
regarded as “classical” magnetic states of matter. However, the 2008 exper-
imental discovery of skyrmion lattice order8 is just one out of many recent
examples which show that today’s magnetism research is as interesting, -
if not more -, as it was before. Figure 1.1 provides a beautiful illustration
of a so-called skyrmion lattice.7 This ordering corresponds to a hexagonal
lattice of topologically protected spin vortices, known as skyrmions. This
type of magnetic order can be stabilized in, among others, chiral magnets.
There are numerous other types of “exotic” magnetic order, but also types
of disorder which go beyond simple paramagnetism or diamagnetism, which
are studied nowadays.
The devil is in the detail when it comes down to the question whether
magnetic moments can order, or whether they stay disordered. The first
situation where we may expect to encounter nontrivial magnetic disorder
are low-dimensional systems, i.e. 1-dimensional and 2-dimensional magnets.
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For magnetic systems with an isotropic Heisenberg exchange, the number
of thermally excited magnons should diverge at finite temperature, and 1-
dimensional and 2-dimensional magnetic order should not exist. At T = 0 K,
where there are no thermal fluctuations, but nevertheless still quantum fluc-
tuations, 2-dimensional order can exist, but 1-dimensional order still cannot
exist. This is the essence of the so-called Mermin-Wagner-Berezinskii the-
orem.2 That low dimensional (partial) long-range order however has been
observed, for instance spin chains in CsCoCl3,
2 ferromagnetic layers in hy-
brid organic-inorganic materials,9 or antiferromagnetic layers in perovskite
materials,2 is due to the fact that the disorder restriction imposed by the
Mermin-Wagner-Berezinskii theorem gets lifted by competing exchange in-
teractions, magnetic anisotropy, and weak inter-layer or inter-chain interac-
tions.2
Competing interactions can also lead to highly correlated forms of dis-
order. The dominant symmetric Heisenberg coupling between spin-orbit
entangled j= 12 moments on a honeycomb lattice exactly cancel out, and
leave higher-order exchange processes, like bond-directional exchange, the
relevant exchange interaction. One such a type of coupling, the Kitaev-
exchange interaction, cannot be simultaneously satisfied along all bonds on
a hexagonal lattice, i.e. the spins are exchange frustrated.10 In this case a
highly nontrivial phase with short-range spin correlations emerges, known
as the Kitaev spin liquid. One prime candidate for this material with novel
fermionic Majorana excitations is α-RuCl3.
11
Figure 1.2: Geometric frustration: for antiferromagnetically (JAF ) coupled Ising
(up or down) spins on a triangle the third spin cannot align.
Frustration can also appear for simpler cases where only the symmet-
ric Heisenberg exchange is relevant. For triangular, hexagonal and kagome
lattice geometries there are cases where spins cannot uniquely order for cer-
tain spin dimensionalities (Ising, XY, or Heisenberg spin) and interactions.
For instance, for antiferromagnetically coupled Ising spins (spins which can
only point up or down) on a triangle there is no unique magnetic order-
ing possible, as illustrated in Fig. 1.2. In this case we can say that the
4 Chapter 1: Introduction
spins are geometrically frustrated, with as a result that the spins stay dis-
ordered.12 But again, because the spins couple, we still have a correlated
type of disorder, known as a spin liquid phase. Spins on a three dimensional
pyrochlore lattice which are ferromagnetically coupled through the Heisen-
berg exchange interaction are also frustrated. This situation is drawn in
Fig. 1.3a. Each exchange path (grey) has an equal strength. Even though
at low temperatures the magnetic moments (light blue) can order, there is
no unique magnetic ground state. This “ordered disorder” is named spin
ice.12 Small distortions in the tetrahedra of the pyrochlore lattice lead to a
whole different physical picture, where strong (full lines) and weak (dashed
lines) exchange paths can be identified, as seen in Fig. 1.3b. In this situation
the frustration is lifted and the spins may form a unique long-range order-
ing pattern consisting of long-range ordered tetrahedral triplet spin clusters
(cluster spins indicated in grey), as shown in Fig. 1.3c. We will see that this
type of ordering occurs in the central material of this thesis, namely the
Mott insulator Cu2OSeO3.
13 In this thesis work it will be discussed that
this type of magnetic order can be regarded as a solid-state spin-analog of
a molecular crystal.14 From the aforementioned examples we see the im-
portance of the crystallographic structure for magnetic (dis)order. We can
thus safely say that complex lattice geometries and low dimensionality are
a recipe for highly rich physics.
Figure 1.3: a) Spins (light blue) on a pyrochlore lattice. Each exchange path
(grey) has an equal strength. In this case magnetic order can exist, but there
is no unique spin configuration possible. This is called spin ice. Figure adapted
from Ref. 15. Published under a Creative Commons Attribution-ShareAlike 4.0
International (CC BY-SA 4.0) licence. b) The distorted pyrochlore lattice, with
spins in grey. In this case strong (full lines) and weak (dashed lines) exchange
paths of predominantly ferromagnetic (blue) and antiferromagnetic (red) character
can be identified. The strong exchange leads to spin cluster formation. c) The spin
clusters are indicated in light blue. We can regard this magnetic ground state as
a solid-state analog of a molecular crystal. Such a ground state is observed in the
main studied material of this thesis, the Mott insulator Cu2OSeO3.
Light-matter interaction is particularly sensitive to symmetry break-
ing.16 Optical spectroscopy therefore is an ideal tool to study magnetic
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order and disorder. Time-reversal symmetry is broken when a material is
magnetically ordered (or placed inside a magnetic field). In the case of finite
magnetization, such as ferromagnetic or conical spin ordering, we can ob-
serve a light polarization rotation proportional to the magnetization upon
transmission through a sample, known as Faraday rotation.17 This can be
used as a sensitive optical probe for magnetic order and disorder, and it
even allows to detect the skyrmion lattice phase in Cu2OSeO3, as shown
in this thesis work. Chiral molecules and crystals allow for a polarization
rotation known as natural optical activity.16 We can use this optical phe-
nomenon to determine crystallographic chirality. These optical phenomena
are well-known for more than over a century. However, in modern times new
“exotic” optical phenomena were discovered, which for instance result from
the combined broken spatial inversion and time-reversal symmetry. We will
see that such an exotic magneto-optical phenomenon, known as magnetochi-
ral dichroism, can serve as a probe of magnetic chirality.18
At finite temperatures the magnetic order is not a static, frozen col-
lection of spins, but instead thermal fluctuations of the spin order exist,
namely spin waves, or magnons. These spin waves are “magnetic dynam-
ics at thermodynamic equilibrium”. Inelastic scattering techniques like in-
elastic neutron scattering and spontaneous Raman spectroscopy may give
us insight into magnetic equilibrium dynamics. However, we can also use
strong external perturbations like magnetic and electric field pulses to per-
turb the thermodynamic equilibrium, and drive the (magnetic) system into
an out-of-equilibrium state. After such a strong disturbance the magnetic
system eventually will relax back into its thermodynamic equilibrium within
a characteristic timescale. These relaxation timescales are governed by the
coupling between lattice, electronic, orbital and magnetic degrees of freedom,
and measuring these timescales provides us insight into relaxation channels
between the different degrees of freedom in a solid. In this case we speak of
nonequilibrium magnetization dynamics.
The fastest perturbation at our disposal to study nonequilibrium dynam-
ics is an ultrashort light pulse. Pulsed lasers have opened the possibility to
probe magnetization dynamics and even control magnetic order on fem-
tosecond timescales. The research field studying these ultrafast phenomena
has been dubbed femtomagnetism and is a highly active part of condensed
matter physics.19 Examples on a fundamental level include the electron-
spin scattering induced ultrafast melting of ferromagnetic order in nickel,20
and optical control of the antiferromagnetic helical pitch through injection
of photoinduced carriers in dysprosium.6 Recent scientific advances with a
truly high potential towards applications include all-optical magnetization
switching,21 and picosecond optical writing and read-out of magnetic bits.22
In the case of melting of ferromagnetic order in nickel, or modulating the he-
lical pitch in dysprosium we change or reduce the magnetic order parameter,
but the nature of the magnetic order remains the same. However, optical
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excitation also allows to truly alter the nature of the magnetic phase. An
example is the femtosecond activation of magnetoelectricity in CuB2O4.
23
Here, an additional type of ferroic order, in this case ferroelectricity, is tran-
siently stabilized besides magnetic order. In the case of CuB2O4 the magne-
toelectric phase can also be stabilized through the static control parameters
of magnetic field and temperature. However, photoexcitation even allows to
create metastable phases not accessible under equilibrium conditions.24 As
such, a new dimension in the phase space of a material can be uncovered.
Again symmetry changes play a role here, but now in a nonequilibrium way.
In this thesis it will be discussed that the strong symmetry sensitivity of
the spontaneous Raman scattering process can be exploited in the time-
resolved variant of the technique in order to elucidate symmetry changes
across photoinduced phase transitions.25,26
1.2 Thesis overview
The Mott insulator Cu2OSeO3 has a “solid-state spin molecular”-like helical
ground state, and a rich set of metamagnetic phases. The optically probed
order and dynamics of this chiral cluster magnet is the central topic of this
thesis.
In chapter 2 the ground state magnetic order and field induced meta-
magnetic phases of non-centrosymmetric magnetic materials is discussed.
These magnetic phases result from a competition between Heisenberg ex-
change, Dzyaloshinskii-Moriya-exchange, magnetic anisotropy, and the
Zeeman-coupling when a magnetic field is applied. The chiral magnet
Cu2OSeO3 is introduced. We will see that Cu4 triplet clusters form the
relevant spin entity for the formation of long-range magnetic order in this
Mott insulator. Under an applied field different metamagnetic phases form,
among others a topologically protected skyrmion lattice phase. The cluster
formation and long-range order leads to a complex spin wave spectrum. Fur-
thermore, the lattice and electronic properties of Cu2OSeO3 are discussed.
Broken spatial inversion symmetry, time-reversal symmetry, and their
combined presence in chiral magnets leads to a rich set of linear optical
phenomena, as is discussed in chapter 3. The fundamental equation of
crystal optics is derived, and it is argued why in the optical range of the
electromagnetic spectrum one can describe the light-matter interaction in
terms of an effective dielectric constant dependent on magnetization and the
wave vector. The for this thesis work constructed polarization spectroscopy
setup is described, as well as the measurement theory behind the technique.
The working of the setup is illustrated with magneto-optical Kerr effect
measurements of the ferromagnetic 4d-metal oxide SrRuO3.
Chapter 4 focuses on the linear optical properties of Cu2OSeO3. It is
shown that the broken spatial inversion symmetry leads to strong dipole ac-
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tive crystal field excitations below the charge transfer gap, and in addition,
to natural optical activity. The natural optical activity may be used as a
probe for structural chirality, and shows sensitivity to magnetic ordering,
evidencing a finite magneto-electric coupling. A strong Faraday-rotation is
observed, which is discussed to originate from spin cluster formation and
the relative ease of domain reorientation. The strong magneto-optical re-
sponse is used to probe the metamagnetic phase transitions. This allowed to
all-optically map the metamagnetic phase diagram, including the skyrmion
lattice phase.
Previous work has shown that the long-range spin cluster ordering results
in a characteristic spin wave spectrum, which can be divided into low-energy
external and high-energy internal spin cluster excitations. In chapter 5
these works are summarized. For this thesis work spontaneous Raman spec-
troscopy was used to probe spin cluster transitions at the Brillouin zone
center. The Raman-scattering activity of the spin cluster transitions is dis-
cussed to originate from the Elliot-Loudon light scattering mechanism. The
temperature dependent scattering response of the high-energy internal clus-
ter modes shows a crossover from broad continuum scattering above the
critical temperature TC into well-defined magnetic modes below TC, which
is discussed to originate from a change of the character of the high-energy
cluster modes. Above TC the high-energy spin cluster excitations corre-
spond to localized internal cluster excitations, while in the long-range or-
dered phase the high-energy modes acquire dispersion, and correspond to
optical magnons.
For this thesis work an ultrafast time-resolved spontaneous Raman spec-
troscopy setup (TiReRa) was designed and constructed. In chapter 6 the
possibilities of the technique are discussed, such as measuring photoinduced
quasiparticle and collective excitation population dynamics, and detecting
symmetry changes across photoinduced phase transitions. Additionally, the
revelant design parameters to optimize the setup for probing nonequilibrium
dynamics of quantum materials are discussed. The TiReRa laser system,
table optics, Raman-microscopy interface, and spectrometer are presented.
Three case studies illustrate the working of the setup. The first focuses
on longitudinal-optical phonon population, Raman tensor, and hole dynam-
ics in silicon. The second study focuses on time-and momentum resolved
phonon scattering in silicon. A short appetizer to the results of the last
chapter is given, in which the photoinduced nonequilibrium dynamics of
Cu2OSeO3 is presented.
When discussing time-resolved Raman spectroscopy one may be tempted
to solely focus on population dynamics, and neglect the role of the Raman
tensor in the time-domain. In our test experiments on silicon presented in
chapter 6 we observed a Raman tensor quench, demonstrating that Raman
tensor dynamics however is an important factor in correctly interpreting
the time-resolved spontaneous Raman scattering response of a photoexcited
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material. In chapter chapter 7 it is discussed in greater detail how si-
multaneous detection of both anti-Stokes and Stokes scattering permits to
disentangle the Raman tensor and genuine population dynamics. The Ra-
man tensor quench in silicon is discussed to originate from the photoinduced
hole carrier population. A second effect of the optically excited carriers is
an enhancement of the longitudinal optical phonon Fano asymmetry.
The steady-state Raman scattering study described in chapter 5 estab-
lished that the high-energy spin cluster excitations can be used as an optical
probe of long-range and internal spin cluster order. In chapter 8 we use
the newly constructed time-resolved Raman spectroscopy setup TiReRa to
probe the photoinduced near-equilibrium spin and lattice dynamics of the
helimagnetic phase in Cu2OSeO3. Multiple ps-decade spin-lattice relaxation
dynamics is observed, evidencing a separation of the order parameter dy-
namics into disordering of long-range and internal spin cluster order. The
observations of the steady-state and time-resolved Raman study exemplify
that Cu2OSeO3 can be regarded as a solid-state molecular crystal of spin
nature.
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Chapter 2
Magnetic order in
non-centrosymmetric
materials & the chiral
magnet Cu2OSeO3
2.1 Introduction
Non-centrosymmetric materials show a variety of magnetic ground states
and metamagnetic phases due to the competition of Heisenberg-exchange,
Dzyaloshinskii-Moriya-exchange, magnetic anisotropy, and the Zeeman cou-
pling when a magnetic field is applied.1,2 In this chapter an overview of
the relevant magnetic interactions and resulting metamagnetic phases will
be given. A magnetic phase of special interest is the skyrmion lattice phase.
This phase consists of vortex-like topologically stable nanometric spin
structures,3,4 which in a range of different bulk magnetic materials “crystal-
lize” in a lattice consisting of tubes of magnetic skyrmions.5 The wave-like
interpretation of the skyrmion lattice is presented, as well as an intuitive
description of the nontrivial topology of the skyrmion phase.
This chapter furthermore provides an introduction to the central mate-
rial of this thesis, namely the chiral magnet Cu2OSeO3, which was the first
insulating material to be discovered to hosts a skyrmion lattice under an ap-
plied field. The insulating character leads to the possibility of electric field
control of the skyrmion phase through magnetoelectric coupling, i.e. a type
of control which cannot be realized in metallic and semiconducting skyrmion
host counterparts like MnSi and FeGe,3 even though these materials possess
similar magnetic phase diagrams. Possibly more surprising is that, unlike
other skyrmion hosts such as MnSi and FeGe, the long-range magnetic order
in Cu2OSeO3 is composed of localized spin clusters, as opposed to localized
single spins.6 This formation of long-range ordered clusters results from the
11
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strong and weak exchange energy scales present in Cu2OSeO3, as discussed
in this chapter. Furthermore, an overview of the resulting spin cluster exci-
tations and low-energy chiral excitations will be given.
2.2 Magnetic order in non-centrosymmetric mag-
netic materials
2.2.1 Interactions and energy scales
In magnets with broken inversion symmetry the symmetric Heisenberg-
exchange term Jij ~Si·~Sj typically is the strongest energy scale after which the
anti-symmetric Dzyaloshinskii-Moriya-exchange (DM-exchange) ~Dij · ~Si× ~Sj
follows.2 (Anti-)symmetry refers to whether the terms change sign when
the spins are exchanged. The Heisenberg-exchange leads to parallel or anti-
parallel spin aligment depending on the sign of Jij . The case of parallel spin
alignment is illustrated in Fig. 2.1a.
Figure 2.1: a) Illustration of ferromagnetic spin alignment through the symmetric
Heisenberg exchange interaction. Here the interaction Jij between the spins ~Si and
~Sj is of negative sign, which leads to a ferromagnetic spin alignment. b) Illustration
of anti-symmetric Dzyaloshinski-Moriya exchange, which leads to a canted spin
alignment. The green ion is a ligand ion which breaks inversion symmetry between
the spins ~Si and ~Sj . The direction of the DM-vector in the cartoon points out-of-
plane, which leads to spin canting along the bond ~rij .
The DM-exchange favours a canted spin alignment as illustrated in
Fig. 2.1b. The DM-interaction is present when there is no inversion sym-
metry between the spin sites and is thus present in non-centrosymmetric
magnets.7 Spin-orbit coupling is a second prerequisite for the DM-exchange
interaction. The DM-vector ~Dij can have a component parallel and perpen-
dicular to the connecting vector ~rij between the spins. The specific form
of the DM-interaction depends on the crystallographic symmetry.1,2 Mag-
netocrystalline and shape anisotropy also influence the pointing direction.8
The DM-interaction energy is minimized when the spins ~Si and ~Sj cant at
right angles in the plane perpendicular to ~Dij . For the case ~Dij ⊥~rij , as
depicted in Fig. 2.1b, spins cant along the connecting vector ~rij whereas for
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the parallel case ~Dij ‖~rij the spins cant perpendicular to ~rij . Generally, the
DM-interaction energy is an order O∼ 10−2 smaller than the Heisenberg
exchange.9,10 A material with an exceptionally large DM-interaction is the
main investigated materials of this thesis work, namely Cu2OSeO3. For
some exchange paths the DM-exchange to Heisenberg exchange ratio can be
as large as O∼ 10−1 (Refs. 10,11).
A smaller energy scale relevant for the magnetic order in
non-centrosymmetric materials results from magnetocrystalline anisotropy
(or crystal field anisotropy). This interaction describes the coupling of spins
to the crystal lattice through spin-orbit interaction, where it should be un-
derstood that the orbital orientation is dictated by Coulomb interaction
with the surrounding ligand field. The magnetocrystalline anisotropy thus
dictates the orientation of the magnetic moment with respect to the crystal
surrounding, or more formally stated it breaks the rotational symmetry.7,12
This energy scale is again an orderO∼ 10−2 smaller than the Dzyaloshinskii-
Moriya-exchange.
The potential energy of a magnetic moment in a magnetic field is given
by the Zeeman coupling term -µ·B. The energy scale is gµBB, where g is the
g-factor of the magnetic moment, and B gives the magnetic field strength.7
The last term of importance is the thermal energy kBT , with kB being the
Boltzmann constant, and T being the temperature. Table 2.1 provides a
summary of all relevant energy scales.
Table 2.1: Energy scales relevant to the formation of magnetic order in non-
centrosymmetric materials. The left column gives the interaction type. The right
column gives the order of magnitude with respect to the Heisenberg exchange,
which is the dominant contribution.
energy order of magnitude (compared to Jij)
Heisenberg exchange Jij 1
DM-exchange ~Dij 10
−2
magnetocrystalline anisotropy 10−4
Zeeman potential gµBB 10
−4
thermal energy kBT 1
2.2.2 Magnetic phases
Under the presence of an external magnetic field different metamagnetic
phases are stabilized in a non-centrosymmetric magnet.13 Which types of
magnetic order are thermodynamically stable can be inferred by minimizing
the Free energy functional F(M), which is the sum of the different interac-
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tion energies integrated over a macroscopic volume. Here M indicates the
magnetization.7 For a chiral magnet in a magnetic field B the Free energy
F(M) is given in a continuum approximation12,14 form as:
F(M) ≈
∫
d3r
[
r0M
2 + J(∇M)2 + UM4 + 2D∇M · (∇M×M)−M ·B]
+ Fanisotropy
(2.1)
The r0M
2, UM4 and J(∇M)2 terms are the Heisenberg exchange terms.
Here r0, U , and J are phenomenological parameters which depend on micro-
scopic parameters such as the spin length S, the distance a between spins,
the amount of nearest-neighbours and the Heisenberg exchange integral.7
The Free energy is minimized for a spontaneous magnetization +M or −M
when only these first three terms are present with the right sign and magni-
tude for the phenomenological parameters. This can describe ferromagnetic
order.7
The term 2D∇M · (∇M×M) term gives the DM-energy contribution.
Microscopically this term depends on parameters such as the spin-orbit cou-
pling strength, the DM-exchange integral, the distance between spins, the
spin lengths and the amount of nearest-neighbours. The DM-exchange al-
lows for the formation of cycloidal or helical order. The crystallographic
point group dictates the form of the DM-interaction and thus whether spins
preferentially cant parallel or perpendicular to the connecting vector r be-
tween spins. In the first case spin cycloids form (point group Cnv with
n= 1, 2, 3, 4, 6 and Td), such as in GaV4S8 (C3v).
15 In the second case
spin helices form (point groups T and O), such as in Cu2OSeO3,
16 FeGe,14
Fe1−xCoxSi,17 and MnSi (point group T ).14,18
In chiral magnets the magnetic ground state is a helix,2 with continuum
approximation solution:
M(r) = M0
[
~ex cos(q · r) + ~ey cos(q · r)
]
(2.2)
The helix only has a transversal spin component. q = 2piλ is the helix’
wave vector, where λ is the length of the helix, which is dictated by the ratio
|Dij/Jij |. (Ref. 14 and Ref. 2) A depiction of helical spin ordering is given
in Fig. 2.2a.
The spin cycloid both has a transversal and longitudinal spin component,
and is given by:
M(r) = M0
[
~ey cos(q · r) + ~ez cos(q · r)
]
(2.3)
A depiction of spin cycloid ordering is shown in Fig. 2.2b. The functional
F(M) up till this point was described to be isotropic. The helix and cycloid
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Figure 2.2: a) Helimagnetic spin order. b) Cycloid spin order. c) Conical spin
order.
q-vector, or direction of spontaneous magnetization can thus point in an
arbitrary direction r in real space. The Zeeman term −M·B describes the
coupling to the magnetic field B, and breaks the rotational isotropy. The
Zeeman term microscopically depends on the g-factor, as discussed in the
previous paragraph. A conical type of spin ordering is stabilized when a
magnetic field is applied parallel to the helimagnetic wavevector q, as de-
picted in Fig. 2.2c. For sufficiently strong external fields the Free energy
F(M) is minimized for field-polarized ferromagnetic or ferrimagnetic order
with magnetization M(r) =M0 z pointing along the magnetic field direction.
For a small temperature range just below TC, and small field range, the
skyrmion lattice phase is stabilized.19 The skyrmion lattice (SkL) phase
forms as a triple-q hybridized state,3,20 consisting of tubes of skyrmions,5
where the magnetization in the continuum approximation is given as:
M(r) ≈M0 +
3∑
i
Mqi(r + ∆r) (2.4)
The M0 term is a uniform magnetization component induced by the
Zeeman-term. The second term is a superposition of three helices (or cy-
cloids), with a phase shift with respect to each other. For the condition
3∑
i
qi = 0 (2.5)
the Free energy F(M) is minimized. This is when three helices (or cycloids)
have a 120 ◦ phase shift with respect to each other. The interference be-
tween the helices (or cycloids) results in a lattice of tubes of spin knots,
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where the knots are known as skyrmions. These skyrmions have a typical
diameter of 1 to 100 nm.3 This description interprets the skyrmion lattice
as a 3D wave-like object,21,22 however Skyrmions may also form as truly
2-dimensional objects in atomically thin films.23 The skyrmion lattice order
in bulk crystals leads to leads a characteristic hexagonal diffraction pattern
in reciprocal space,15,24,25 as seen in Fig. 2.3b (the image is adapted from
Ref. 24). Skyrmions may not necessarily crystallize into a lattice, but can
also be observed as single objects. In such a case we can regard the skyrmion
as a particle.21
Figure 2.3: a) A lattice of Bloch-type skyrmion tubes. The image is adapted
from Ref. 5. Reprinted figure with permission from L. Buhrandt and L. Fritz, ,
Phys. Rev. B 88, 195137 (2013), https://doi.org/10.1103/PhysRevB.88.195137,
c© Copyright 2013 by the American Physical Society. b) Neutron diffraction of
the skyrmion lattice in Cu2OSeO3 for a magnetic field applied along the crystal-
lographic [111] direction. The diffraction pattern has a characteristic hexagonal
symmetry. The figure is adapted from Ref. 24. Reprinted figure with permis-
sion from T. Adams, A. Chacon, M. Wagner, A. Bauer, G. Brandl, B. Pedersen,
H. Berger, P. Lemmens, and C. Pfleiderer, Phys. Rev. Lett. 108, 237204 (2012),
https://doi.org/10.1103/PhysRevLett.108.237204, c© Copyright 2012 by the Amer-
ican Physical Society.
The types of skyrmions observed in bulk materials are in many cases the
Bloch- or Ne´el-type skyrmion. However other skyrmion types are, - both
theoretically and experimentally -, known to exist.26 Materials belonging to
point group T host Bloch-type skyrmions and skyrmion lattices. A Bloch
skyrmion lattice is depicted in Fig. 2.3a. For the Cnv point group materials
the Ne´el-type skyrmion and skyrmion lattice stabilizes. The Bloch and Ne´el-
type Skyrmion15 are shown in Fig. 2.4. Both types have in common that
the center spin points anti-parallel to the spins at the periphery. However,
for the Ne´el-type the spins between center and periphery only rotate in
radial planes, whereas for the Bloch-type the spins have an additional twist,
which leads to a “whirlpool”-like spin configuration. This makes the Bloch-
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skyrmion a chiral skyrmion whereas the Ne´el-skyrmion is achiral.15
Figure 2.4: a) A Bloch-type skyrmion b) A Ne´el-type skyrmion. Figures have
been adapted from Ref. 15. Adapted by permission from Springer Nature: Springer
Nature, Nature Materials, Ne´el-type skyrmion lattice with confined orientation
in the polar magnetic semiconductor GaV4S8,I. Ke´zsma´rki, S. Borda´cs, P. Milde,
E. Neuber, L. M. Eng, J. S. White, H. M. Rønnow, C. D. Dewhurst, M. Mochizuki,
K. Yanai, H. Nakamura, D. Ehlers, V. Tsurkan, and A. Loidl, Nat. Mater. 14, 1116
(2015), c© 2015 Macmillan Publishers Limited, https://www.nature.com/nmat/
Real-space imaging of skyrmions can be realized by means of Lorentz
Transmission Electron Microscopy (LTEM). This technique allows to map
the in-plane magnetization component of a skyrmion. In order to image
skyrmions by means of LTEM one typically needs to thin down the sample
to a few tens of nanometers. In Fig. 2.5 the in-plane spin component of a
lattice of Bloch-skyrmions in Fe0.5Co0.5Si as seen by LTEM is shown. Here
a 50 mT magnetic field was applied perpendicular to the sample surface
with sample temperature at ∼ 40 K. A skyrmion lattice spacing of about
90 nm was observed. The color coding gives the lateral direction of the spin.
The change in color shows that the spins rotate in-plane and form a chiral
magnetic structure.17
The magnetic anisotropy interaction Fanisotropy (cf. Eq. 2.1) breaks the
ground state rotational symmetry and dictates along which crystallographic
directions the noncollinear magnetic order spontaneously orients. Even
though small, this term can have drastic impact on the extent of the skyrmion
phase. For instance, in the lacunar spinel GaV4Se8 the Ne´el-type skyrmion
lattice extends from TC≈ 15 K down to 0 K (∆T/TC ≈ 1) due to the strong
orientational confinement induced by the competition between the large
magnetocrystalline anisotropy and the Cnv DM-interaction.
15,27,28 In
GaV4Se8 the skyrmion lattice therefore remains strongly pinned along the
rhombohedral axis even for oblique magnetic field orientations. This should
be compared and contrasted to materials with mimimal anisotropy such as
noncentrosymmetric cubic Cu2OSeO3 (∆T/TC≈ 0.03).
2.2.3 Topology
Topology is the branch of mathematics concerned with the properties and
classifications of geometrical objects (or more general, space) that remain
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Figure 2.5: a) A real-space image of a Bloch-type skyrmion lattice with lat-
tice constant of 90 nm in Fe0.5Co0.5Si obtained by Lorentz transmission electron
microscopy. This imaging technique is sensitive to the in-plane magnetization com-
ponent of the skyrmion. The figure has been adapted from Ref. 17. Adapted
by permission from Springer Nature: Springer Nature, Nature,Real-space obser-
vation of a two-dimensional skyrmion crystal, X. Z. Yu, Y. Onose, N. Kanazawa,
J. H. Park, J. H. Han, Y. Matsui, N. Nagaosa, and Y. Tokura, Nature 465, 901
(2010), c© 2010 Macmillan Publishers Limited, https://www.nature.com/
preserved with continuous deformations such as bending or stretching. Topol-
ogy can be invoked to explain the stability of single skyrmions and the
skyrmion lattice. The skyrmion belongs to a topologically nontrivial class,
whereas the helimagnetic and ferromagnetic phases are topologically trivial.3
In a physically intuitive way the topological protection can be under-
stood as follows: Fig. 2.3a shows a hexagonal skyrmion lattice, consisting
of tubes of Bloch skyrmions surrounded by a ferromagnetic continuum. A
continuous deformation of the spin configuration, such as “ironing out” the
skyrmion into the ferromagnetic continuum, will only make the skyrmion
radius increase, but the knot stays. In a more physical scenario the stabil-
ity means that low-energy excitations such as phonons and magnons cannot
annihilate the skyrmion knot. The skyrmion can only be annihilated by
adding/removing enough thermal energy kBT (thermal energy) to cross the
critical temperature or changing Zeeman potential energy -µ · B to cross
the critical field. In this way a phase transition is made from the skyrmion
phase to topologically trivial magnetic order. The change of topology goes
accompanied by the creation of hedgehog-like point defects which can be
interpreted as emergent magnetic monopoles.22
The topology of a spin structure is characterized by the winding number :
N =
1
4pi
∫ (∂n
∂x
× ∂n
∂y
) · n dx dy (2.6)
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Here n(x,y)=m/|m| is a unit vector parallel to the local magnetic mo-
ment m(x,y). For one-dimensional spin ordering this formula simplifies to:29
N1D =
1
2pi
∫
∂θ
∂x
dx (2.7)
Here θ is the angle between neighbouring spins. Figure 2.6a shows a
ferromagnetic chain. In this topologically trivial case the winding number
is NFM = 0. One can now add a ferromagnetic domain of opposite mag-
netization into the ferromagnetic chain. This results in two domain walls
with opposite rotational sense as illustrated in Fig.2.6b. The domain walls
are drawn in orange. For this situation one again finds N = 0. In the case
of a radial cut-through of a Ne´el-type skyrmion (Sk) the winding number
is NSk =−1 (Fig.2.6c). For the two-dimensional Bloch-type and Ne´el-type
skyrmion the winding numbers according to Eq. 2.6 are NSk =−1.
Figure 2.6: a) A ferromagnetic chain with winding number NFM = 0. b) Two
domain walls (orange coloured) with opposite sense of rotation have N = 0. c) A
radial cut-trough of a Ne´el-type Skyrmion. In this case NNe´el = 1. The figure is
inspired by the work from Ref. 29.
The interplay between conduction electrons and the skyrmion spin con-
figuration leads to a variety of topological transport phenomena. These
phenomena are described in terms of the emergent electromagnetic field
associated with the skyrmion spin structure, which leads to observable phe-
nomena such as the topological Hall effect and the skyrmion Hall effect.4
Moreover, the topological stability makes skyrmions of direct interest for
spintronics applications.3,30
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2.3 Cu2OSeO3
2.3.1 Structural properties
Cu2OSeO3 belongs to the noncentrosymmetric cubic space group P213 (point
group T ). The tetartoidal point group T (or 23) contains the following sym-
metry elements: the identity i, a 21-screw rotation about the [100] axes,
and a 3-proper rotation along the [111] axes, as illustrated in Fig. 2.7a. The
crystal symmetry is reflected in the crystal morphology. Figure 2.8a shows a
Cu2OSeO3 crystal. The threefold symmetry of the naturally occurring facet
shows that this is a [111]-type facet. Materials belonging to space group
P213 crystallize in a left- and right-handed enantiomer.
31 One way to de-
termine the (relative) handedness of a Cu2OSeO3 crystal is determining the
sign of the natural optical activity, as discussed in chapter 4. No structural
phase transitions have been reported in Cu2OSeO3.
32,33
Figure 2.7: a) Symmetry elements for the noncentrosymmetric cubic space group
P213. The 21-screw rotation about the [100] axes, and the 3-proper rotations
around the [111] axes are indicated with the red lines and blue dashed lines respec-
tively. The picture is adapted from Ref. 16. From S. Seki, X. Z. Yu, S. Ishiwata, and
Y. Tokura, Observation of skyrmions in a multiferroic material, Science 336, 198
(2012), Reprinted with permission from AAAS. b) Structural unit cell of Cu2OSeO3.
The figure has been adapted from Ref. 16. From S. Seki, X. Z. Yu, S. Ishiwata,
and Y. Tokura, Observation of skyrmions in a multiferroic material, Science 336,
198 (2012), Reprinted with permission from AAAS. c) An illustration of the Cu-I
trigonal bipyramid and the Cu-II square pyramid.
The unit cell of Cu2OSeO3 is shown in Fig. 2.7b (figure taken from
Ref. 16). There are sixteen (magnetic) Cu2+(3d9) ions within the unit cell.
The Cu-ions are located on the vertices of corned-shared tetrahedra. Each
tetrahedron consists of one Cu ion in a trigonal bipyramid (site symmetry
D3h) and three square pyramid Cu ions (site symmetry C4v) with oxygen
ligands as illustrated in Fig. 2.7c. The real site symmetries are slightly lower,
and given by C3v for the Cu-I site and C1 for the Cu-II site.
32 There are
Z = 8 chemical formula units in the structural unit cell (16 Cu2+-atoms in
total). This gives a total of 7× 8× 4 = 168 phonons. The phonon spectrum
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Figure 2.8: a) A Cu2OSeO3 crystal. The triangular facet, with sides of about
0.7 mm length, is a naturally occurring [111] facet. b) The double-polished
Cu2OSeO3 crystal used for the study described in chapter 4. Cu2OSeO3 crystals
have a green colour.
is briefly discussed in chapter 5.
2.3.2 Electronic properties and excitations
Crystal field theory describes the degeneracy breaking of electron orbital
states in a (magnetic) ion due to the static electric field from the neigh-
bouring ligand ion charge density. The degeneracy breaking is dictated by
the point symmetry of the magnetic ion.7 Figure 2.9 shows the crystal field
splittings for the five 3d orbitals in a trigonal bipyramidal ligand field (the
Cu-I ion) and a square pyramidal ligand field (the Cu-II ion).34 The ground
state occupation of the 9 electrons in the Cu2+ ions are indicated by up and
down pointing arrows. In the ground state the 3dz2 orbital in the Cu-I ion
is occupied by one electron (and one hole). The Cu-II ion has a hole in the
3dx2−y2 orbital.
Figure 2.9: The 3d crystal-field splittings for the Cu-I (trigonal bipyramid) and
Cu-II (square pyramid) ions. The dipole-active local crystal-field (CF) excitations
are indicated with red arrows, and the charge-transfer excitations with blue arrows.
Inter-site excitations between the Cu ions are indicated with the grey double arrow.
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The electronic density of states of Cu2OSeO3 was calculated by Hubbard-
augmented density functional theory (DFT+U) by Yang et al.,10 showing
that Cu2OSeO3 is an insulator with a band gap of about Eg∼ 2.1 eV. This
is in good agreement with the experimental value of Eg∼ 2.4 eV (see chap-
ter 4). In Fig. 2.10 the total electronic density of states (DOS) is shown
for spin-up and down polarization. The conduction band primarily has a
Cu-3d orbital character, whereas the valence band primarily has a O-2p or-
bital character. PDOS refers to partial density of states. The conduction
band of the Cu-I ion primarily originates in the unoccupied 3dz2 orbital and
the valence band of the Cu-II ion in the unoccupied 3dx2−y2 orbital. The
conduction band however does not have the indicated pure orbital character
since the Cu-I 3dz2 and Cu-II 3dx2−y2 orbitals mix with other Cu2+-3d or-
bitals. The Cu2+-3d orbitals additionally mix with O2−-2p-orbitals. In the
DFT+U calculation result of Fig. 2.10 this is reflected by that the Cu-I and
Cu-II PDOS only partially makes up the total electronic DOS for both spin
polarizations.
Figure 2.10: Spin-resolved electronic density of states (DOS) for Cu2OSeO3.
Whether the DOS is positive or negative refers to the (arbitrary) opposite spin
polarization. Black lines give the total density of states, whereas the red line and
blue dashed line give the partial density of states for the Cu-I and Cu-II ion respec-
tively. The conduction band primarily has a Cu-3d orbital character . The valence
band has a mixed Cu-3d orbital and O-2p orbital character. Figure adapted from
Ref. 10. Reprinted figure with permission from J. H. Yang, Z. L. Li, X. Z. Lu,
M. -H. Whangbo, Su-Huai Wei, X. G. Gong, and H. J. Xiang, Phys. Rev. Lett.
109, 107203 (2012), https://doi.org/10.1103/PhysRevLett.109.107203, c© Copy-
right 2012 by the American Physical Society.
The lowest hopping-type of electronic excitation in Cu2OSeO3 is from
the O2− 2p-levels to the Cu2+ 3d-levels, meaning that Cu2OSeO3 is a charge-
transfer insulator in the Zaanen-Sawatsky-Allen classification of transition
metal oxides.35 This excitation is indicated in Fig. 2.9 with blue arrows.
The Hubbard-hopping excitation between Cu2+ sites is indicated with a
grey double arrow, and has a large energy cost on the order of the Coulomb
repulsion term U , which is on the order of U ∼ 7.5 eV in Cu2OSeO3.11 On-
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site electronic excitations within the crystal-field manifold, known as crystal-
field transitions, are possible in the dipole approximation in Cu2OSeO3 since
the trigonal bipyramid and square pyramid are inversion asymmetric. These
excitations are indicated with the red arrows. In chapter 4 the dipole active
electronic excitations in the visible range are discussed in more detail.
2.3.3 Magnetic order and magnetic excitations
Interactions and energy scales
Table 2.2 provides the representative energy scales for the magnetic inter-
actions in Cu2OSeO3. The first column indicates the energy type and the
second and third columns give the energy scale in kelvin and meV. The
Heisenberg and Dzyaloshinski-Moriya exchange coupling paths in Cu2OSeO3
can be subdivided in stronger and weaker couplings. For some couplings the
DM-exchange can have a relatively large contribution | ~Dij | /| Jij | ∼ 0.6 with
respect to the Heisenberg exchange.
Table 2.2: Representative energy scales in Cu2OSeO3. The first column indi-
cates the energy type. The Dzyaloshinskii-Moriya-exchange is abbreviated as DM-
exchange. The exchange paths in Cu2OSeO3 can be subdivided in comparatively
strong and weak paths. The second and third column give the energy order of
magnitude in kelvin and meV for the respective energy types.
Energy type E(K) E(meV) comment Ref.
Heisenberg exchange
130 - 170 11 - 15 11
Jij , strong paths
Heisenberg exchange
25 - 45 2 - 4 11
Jij , weak paths
DM-exchange
7 - 15 0.6 - 1.2 | ~Dij |/| Jij | ∼ 0.05 - 0.08 11| ~Dij |, strong paths
DM-exchange
5 - 15 0.4 - 1.2 | ~Dij |/| Jij | ∼ 0.1 - 0.6 11| ~Dij |, weak paths
anisotropy energy Eani 0.15 0.012 36
Zeeman-energy gµBB 0.08 0.006
with geff ≈ 2.1
6
and B= 50 mT
thermal energy kBT 57 5
inside skyrmion
16
lattice phase
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Cu4 spin cluster formation and spin cluster excitations
The subdivision of the exchange energy scales into a strong and weak ex-
change coupling leads to the formation of long-range ordered spin clusters.
This can be understood by considering the magnetic unit cell of Cu2OSeO3,
as shown in Fig. 2.11a. Both the Cu-I (red spheres) and Cu-II Cu2+-ions
(blue spheres) have 9 electrons, giving a S= 1/2 ground state. The elec-
trons are localized, which makes Cu2OSeO3 an insulator. The S= 1/2 spins
are located on the vertices of corned-shared distorted tetrahedra. DFT+U
calculations11 reveal that these tetrahedra can be separated into tetrahedra
of “stronger” and “weaker” exchange energy scales.6,11 The blue lines are
predominantly ferromagnetic exchange couplings and the red lines predomi-
nantly antiferromagnetic exchange couplings. The full lines represent strong
exchange couplings and the dashed lines weak exchange couplings. A sub-
set of exchange paths are indicated in Fig. 2.11a as JF,s, JAF,s, JF,w, and
JAF,w where the subscripts refer to (anti)ferromagnetic and strong or weak
exchange. The DM-interaction isn’t indicated in the illustration for the sake
of clarity. However, also for this interaction the separation into strong and
weak exchange paths is valid (see Table 2.2).
Figure 2.11: a) The magnetic unit cell in Cu2OSeO3. The blue lines are predom-
inantly ferromagnetic and the red line predominantly antiferromagnetic exchange
paths. The full lines are strong, and the dashed lines weak exhange paths. A subset
of exchange interaction paths are indicated as JF,s, JAF,s, JF,w, and JAF,w where
the subscripts refer to (anti)ferromagnetic and strong or weak exchange. The strong
exchange paths lead to effective S= 1 spin clusters. DM-interaction also contributes
to the exchange paths (the DM-contribution is however not indicated) b) The or-
ange shaded tetrahedra are the strongly coupled S= 1 tetrahedra. The spin clusters
are coupled through the weaker inter-cluster exchange paths (dashed lines), which
form a weakly coupled cluster (the grey shaded tetrahedron) c) The spin cluster
ground state in the non-interacting cluster model is |g〉= |1, Sz〉A1 . The excitations
within the spin cluster can be understood as spin flip excitations into a singlet
|0, Sz〉A1 state, a quintet |2, Sz〉A1 state and an excited |1, Sz〉A1 triplet state. The
illustrated states are “classical” states. However, in reality the states are a quantum
superposition of states. The figures are made with inspiration drawn from Ref. 11.
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The stronger Heisenberg and Dzyaloshinskii-Moriya (DM) exchange in-
teractions couples four localized S= 1/2 spins into a three-up-one-down
S= 1 entity as depicted by orange shaded tetrahedra in Fig. 2.11b. Here
the Cu-II ions couple predominantly ferromagnetically through JF,s and the
Cu-I couples predominantly antiferromagnetically to the Cu-II ions through
JAF,s. Predominantly means that it should be understood that even in-
side the cluster a small spin canting is present through the (strong) DM-
interaction. The strongly coupled S= 1 clusters form a a magnetic trillium
lattice, where these clusters are coupled through the weaker exchange paths
JF,w and JAF,w, which form the “weakly coupled” grey shaded tetrahedron
(see Fig. 2.11b).37 The S= 1 spin clusters form far above the macroscopic
ordering temperature TC≈ 58 K. This is evidenced in the magnetic suscepti-
bility, which shows a gradual crossover from a S= 1/2 to a S= 1 Curie-Weiss
constant, as is shown in Fig. 2.12 (Ref. 38). More conclusive verification
of the spin cluster formation came from spin wave dispersion studies,38,39
terahertz-transmission studies,6,40 and quantum calculations.11,41
Figure 2.12: Inverse magnetic susceptibility 1/χ for helimagnetic Cu2OSeO3.
The circles give the measured inverse susceptibility, and the orange line the Curie-
Weiss-fit in the paramagnetic phase. At high temperatures the susceptibility is best
fitted with a Curie “constant” for a S= 1/2 paramagnet (green dashed line). At
lower temperatures in the paramagnetic phase the spin system gradually changes
into a system which has a Curie “constant” for a S= 1 paramagnet (blue dashed
line). The crossover in Curie constant is an indication for spin cluster forma-
tion in Cu2OSeO3. Below TC≈ 58 K Cu2OSeO3 is helimagnetically ordered. Fig-
ure adapted from Ref. 38. Reprinted figure with permission from G. S. Tucker,
J. S. White, J. Romha´nyi, D. Szaller, I. Ke´zsma´rki, B. Roessli, U. Stuhr, A. Ma-
grez, F. Groitl, P. Babkevich, P. Huang, I. Zˇivkovic´, and H. M. Rønnow, Phys.
Rev. B 93, 054401 (2016). c© Copyright 2016 by the American Physical Society.
The excited cluster states can be obtained by symmetry principles. The
point symmetry of a single cluster (only considering the magnetic Cu2+ ions)
is given by C3v. Under this symmetry, the 2
4 = 16-dimensional Hilbert space
of a single tetrahedron splits up in the ground state A1-triplet |g〉= |1, Sz〉A1 ,
and into A1-singlet |0, Sz〉A1 , A1-quintet |2, Sz〉A1 , and E-triplet |1, Sz〉A1
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excited states, as indicated in Fig. 2.11c. In the state notation |S, Sz〉R
the spin quantum number is given by S, and the secondary spin quantum
number by Sz. The label R refers to the irreducible representations of the
cluster’s C3v point group. A classical picture for the single cluster states is
shown in Fig. 2.11c. In the ground state |g〉= |1, Sz〉A1 the minority spin-1/2
is located on the Cu-I site, whereas in the excited state |1, Sz〉E the minority
spin is located on the Cu-II site. For the |0, Sz〉A1 and A1-quintet |2, Sz〉A1
a spin-1/2 on the Cu-II, or Cu-I site respectively is flipped with respect to
the ground state order. It should be noted that in reality the cluster states
are not described by these classical states, but by a quantum superposition
of the classical states.11,41
The interaction between clusters has important consequences for the
magnetic states in the cluster. The degeneracy in the secondary spin quan-
tum number Sz for the different states is partially raised,
41 and the quintet
state mixes into the triplet ground state. This ground state mixing is shown
to be of key importance in explaining, for instance, the reduced magnetic
moment of Cu2OSeO3, the helimagnetic wavelength, and the Curie temper-
ature.32,41 The refinement of the cluster model is discussed in more detail
in chapter 5.
The long-range cluster formation leads to distinctly different types of
spin excitations with long-range and internal Cu4 cluster character. Figure
5.5 shows the spin wave excitation spectrum of Cu2OSeO3 in the helimag-
netic phase. A clear division into high-energy and low-energy excitation spin
wave branches can be observed. The high-energy internal cluster modes
were introduced in the previous paragraph as spin flip excitations of the
triplet tetrahedron, as illustrated in Fig. 2.11c. This picture applies well in
the paramagnetic phase when local clusters have already formed. However,
as seen in the neutron spectrum, this simple picture is not fully valid any-
more in the long-range ordered phase, since the internal modes now show
dispersion. The low-energy external spin excitations contain, among others,
the magnetic Goldstone mode. The Goldstone mode corresponds to the col-
lective motion of long-range ordered spin clusters.6,39,41 Such a separation
into external and internal modes is also discussed in the context of molecular
crystals, which shows low-energy (acoustic) phonon excitations characteris-
tic of the crystalline nature, but also high-energy molecular vibration-like
excitations characteristic of the invidual molecular constituents.42 As such,
we can regard Cu2OSeO3 as a generalized solid-state molecular crystal of
spin nature.43
The spin excitation spectrum is discussed in more detail in chapter 5.
Special emphasis will be given to the Raman-activity of the high-energy
internal cluster modes, as well as their characteristic temperature depen-
dence. In chapter 8 the Raman-active ∆Sz =±1 internal cluster excitations
are used as a probe of photoinduced long-range and internal cluster order
parameter dynamics.
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Figure 2.13: The inelastic neutron spectrum in the helimagnetic phase at
T = 4.5 K. The spin wave excitation spectrum shows a clear separation into high-
energy internal cluster modes, and low-energy external cluster modes. Figure
adapted from Ref. 39 (published under Creative Commons Attribution 4.0 Interna-
tional License, CC BY 4.0).
Long-range order and collective excitations
Different metamagnetic phases stabilize under the presence of an external
magnetic field. The critical fields for which the metamagnetic phase tran-
sitions are induced strongly depend on temperature, as seen in the phase
diagram of Fig. 4.6 (field applied along the [111] crystallographic axis). Be-
low TC≈ 58 K the S= 1 spin clusters form long-range helimagnetic order up
to a critical field of about 50 mT. The helix’ wavelength is λh≈ 62 nm.24
Applied magnetic fields of a few tenths of mT are enough to fully lift
the degeneracy of the helical domains, giving a conical type of order with
the propagation vector q along the applied field. Above a second critical
field of 50 - 200 mT the system is driven into the field-polarized ferrimag-
netic phase, where all tetrahedral S= 1 entities are aligned to the magnetic
field. The skyrmion lattice phase (SkL) is located within a narrow field-
temperature window just below TC≈ 58 K for moderate applied fields of the
order of 20 - 50 mT.16,24 Just above TC≈ 58 K, within a window of ∆T ≈ 1 K
the fluctuating regime is observed.44 The phase diagram appears slightly
different for fields applied along different crystallographic directions due to
the small magnetic anisotropy.24 In chapter 4 the phase diagram and phase
transitions for bulk Cu2OSeO3 with a field applied along the crystallographic
[111] axis is discussed in more detail.
In literature there is a spread of critical field values reported for the
metamagnetic phase transitions. This is because of the sample dependent
demagnetization factor.45 A thin plate (thickness≈ 221µm), with large de-
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Figure 2.14: The magnetic phase diagram of Cu2OSeO3. µ0Ha is the applied mag-
netic field along the crystallographic (111) direction given in mT. The left panel
shows the magnetic phase diagram for a large (µ0Ha,T ) range, whereas the right
panel gives a zoom-in around the skyrmion lattice phase (SkL). The triangles indi-
cate the conical-ferrimagnetic phase boundary. Diamonds give the helical-conical
phase boundary. The SkL phase boundary is indicated by the circles. The phase
boundary between ordered phases and the paramagnetic phase is indicated by the
squares.
magnetization factor, was used to map the metamagnetic phase diagram
shown in Fig. 4.6. Stronger external fields are necessary to magnetize a thin
plate, in comparison to, for instance, cubic shaped samples. The skyrmion
phase can greatly extend in temperature and applied fields when a bulk
sample is made ultrathin (a thickness on the 100 nm scale).17 The extended
skyrmion phase stability in milled-down samples results from an enhanced
uniaxial anisotropy, which supresses the conical phase.46
The long-range metamagnetic order results in various low-energy (∼µeV)
spin-wave excitations.47,48 In the ferrimagnetic phase one mode exists: a
uniform spin precession known as the ferromagnetic resonance mode or Kit-
tel mode. Two low-energy modes can be excited in the helical and conical
phase. These collective excitations are a periodic spin compression parallel
(+Q) or anti-parallel (-Q) along the helix q-vector, as depicted in Fig. 2.15a.
Lastly, in the skyrmion lattice phase three collective modes exist. These
are a clockwise (CW), and counterclockwise (CCW) rotation of Skyrmions,
and a breathing mode, as depicted in Figs. 2.15b,c, and d. Here individual
skyrmions inside the skyrmion lattice all rotate or breathe in-phase with re-
spect to each other.47 An illustration of the spin precession within a single
skyrmion for these modes is shown in Fig. 2.15. The CW and CCW modes
lead to an in-plane magnetization modulation, whereas the breathing mode
leads to an out-of-plane magnetization modulation.
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Figure 2.15: a) The helimagnon is a uniform spin precession parallel or anti-
parallel to the helical ordering vector (grey arrow). Figure adapted from Ref. 48
Adapted by permission from Springer Nature: Springer Nature, Nature Materi-
als, Universal helimagnon and skyrmion excitations in metallic, semiconducting
and insulating chiral magnets, T. Schwarze, J. Waizner, M. Garst, A. Bauer,
I. Stasinopoulos, H. Berger, C. Pfleiderer and D. Grundler, Nat. Mater. 14, 478
(2015), c© 2015 Macmillan Publishers Limited, https://www.nature.com/nmat/ b)
Clockwise rotation of a single skyrmion. This mode leads to an in-plane magneti-
zation modulation. c) The counterclockwise skyrmion rotation. d) The skyrmion
breathing mode. This mode leads to an out-of-plane magnetization modulation.
Figures b, c, and d adapted from Ref. 49 Adapted by permission from Springer Na-
ture: Springer Nature, Nature Communications, Microwave magnetoelectric effect
via skyrmion resonance modes in a helimagnetic multiferroic, Y. Okamura, F. Ka-
gawa, M. Mochizuki, M. Kubota, S. Seki, S. Ishiwata, M. Kawasaki, Y. Onose, and
Y. Tokura, Nat. Comm. 4, 2391 (2013), c© 2013 Macmillan Publishers Limited,
https://www.nature.com/ncomms/
The most commonly used technique to measure these low-energy spin
wave excitations is microwave spectroscopy,.49,50 This technique has been
applied successfully in determining the eigenfrequencies for a large set of
skyrmion materials.51 Another technique, more of interest to this thesis
work is pump-probe magneto-optical spectroscopy. In the case of transpar-
ent samples such as Cu2OSeO3, the ultrafast excitation of magnetic modes
can be realized through the inverse Faraday effect.52 Here, ultrafast circu-
larly polarized pump pulses act as a transient magnetic field, which dynam-
ically magnetizes a sample (anti-)parallel to the wave vector k of the light,
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depending on the light helicity. This effective field can act as an impulsive
trigger to dynamically drive magnetic resonances.53 The strength of the in-
verse Faraday effect is dictated by the magneto-optical susceptibility χMO.
An efficient ultrafast driving of skyrmion modes can be expected based on
the strong χMO in the visible range in Cu2OSeO3 (see chapter 4). Indeed, in
the study of Ogawa et al. (Ref. 52), circularly polarized IR-pulses are used
to dynamically drive the CW, CCW, and breathing modes in Cu2OSeO3.
The experimental geometry is shown in Fig. 2.16a. An external field is ap-
plied along the crystallographic [1¯10] direction. The orange tubes represent
tubes of skyrmions. The polarization rotation is probed in Voight-geometry
with 2.2 eV photon energy. A circularly polarized IR-probe of 0.95 eV is
used, which falls in the transparency region below the crystal-field absorp-
tion region. In Fig. 2.16b it is seen that oppositely circularly polarized pump
pulses dynamically trigger the CCW and CW mode, which have a frequency
of about 1.1 GHz and 1.3 GHz respectively. The polar geometry, shown in
Fig. 2.16b, allows to observe the out-of-plane breathing mode, with a char-
acteristic frequency of f ∼ 1.7 GHz.
Figure 2.16: The inverse Faraday experiment of Ogawa et al. (Ref. 52): a) Probing
is performed with 2.2 eV probe pulses in a Voight-geometry with the external mag-
netic field applied along Ha ‖ [1¯10]. Pumping is performed via the inverse Faraday
effect with circularly polarized 0.95 eV pump pulses. b) The CW and CCW modes
are excited by the inverse Faraday effect. A magnetization modulation is visible in
the Voight geometry. It can be seen that the modes have an opposite phase. c) In
the polar Faraday geometry the breathing mode is visible. Figures adapted from
Ref. 52 (published under Creative Commons Attribution 4.0 International License,
CC BY 4.0).
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2.3.4 Magneto-electricity
Cu2OSeO3 is a unique skyrmion host material owing to its magneto-electric
nature.16 This implies that under an externally applied magnetic field
a macroscopic electric polarization is established. Through the magneto-
electric coupling the Skyrmion lattice also carries a finite polarization. This
makes the skyrmion lattice in Cu2OSeO3 electric-field controllable, and thus
of interest for skyrmion manipulation.54
The microscopic magneto-electric coupling mechanism in Cu2OSeO3 is
pd-hybridization.55 The principle is illustrated in Fig. 2.17. On a single mag-
netic site Cu2+ site, with neighboring O2− ligand, a spin-direction dependent
hybridization arising from the spin-orbit coupling establishes a local polar-
ization along the bond direction. When the local polarizations p due to the
field-induced spin alignment do not cancel out, as is the case for specific space
groups, a macroscopic electric polarization is established. The magneto-
electricity in Cu2OSeO3 thus is anisotropic in nature. Only for a field applied
along Ha ‖ [110] and Ha ‖ [111] an electric polarization P is established.16
This directional anisotropy is a fingerprint of the pd-hybridization micro-
scopic origin of the magneto-electric effect in Cu2OSeO3.
56 The enhanced
natural optical activity in the helimagnetic phase is a strong indication of
magneto-electric coupling, as discussed in chapter 4.
Figure 2.17: Illustration of the magneto-electric pd-hybridization principle. On a
single magnetic site Cu2+ site, with neighboring O2− ion (Fig. a), a spin-direction
dependent hybridization (Fig. b) arising from the spin-orbit coupling establishes a
local polarization along the bond direction (Fig. c). Figure adapted from Ref. 55:
Y. Tokura, S. Seki, and N. Nagaosa, Multiferroics of spin origin, Rep. Prog. Phys.
77, 076501 (2014). Reproduced with permission of IOP Publishing.
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Chapter 3
Crystal optics and
polarization spectroscopy
3.1 Introduction
In this chapter an introduction to linear crystal optics, and polarization
modulation spectroscopy is given. First, the linear, circular and elliptical
polarization states of light are defined in the Jones-formalism. From the
Maxwell equations and the constitutive equations the fundamental equation
of crystal optics is derived. This equation relates the dielectric tensor to the
four electromagnetic propagation modes in matter. Crystal symmetry and
time-reversal symmetry dictate the form of the dielectric tensor, and which
optical anisotropies can be observed. A non-exhaustive overview of linear
crystal optics phenomena is given, and categorized according to whether
inversion symmetry, time-reversal symmetry, and their combined operation
are broken. The relation between the dielectric tensor, and linear polariza-
tion rotation in the case of materials with circular eigenmodes are derived.
The constructed polarization spectroscopy setup is described, and accompa-
nied with the measurement theory and principles. A magneto-optical Kerr
effect study of single crystalline SrRuO3 is described as test measurement.
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3.2 Polarized light
3.2.1 The electromagnetic wave
In vacuum the (microscopic) Maxwell equations are given by:
∇×B = 1
c
∂E
∂t
(3.1a)
∇×E = −1
c
∂B
∂t
(3.1b)
∇ ·E = 0 (3.1c)
∇ ·B = 0 (3.1d)
Here E is the electric field, B the magnetic induction, and c the speed
of light. From these equations the following wave equations are derived:
∇2E(r, t)− 1
c2
∂2
∂t2
E(r, t) = 0 (3.2a)
∇2B(r, t)− 1
c2
∂2
∂t2
B(r, t) = 0 (3.2b)
For a monochromatic wave (in frequency ω and wave vector k) the so-
lutions are:
E(r, t) = E0e
i(k·r−ωt) and B(r, t) = B0ei(k·r−ωt) (3.3)
As such, it is understood that electromagnetic radiation is a wave, con-
sisting of a synchronously oscillating electric field E(r, t) and magnetic in-
duction B(r, t) with frequency ω, propagating at the speed of light c, with
wave vector k. The electromagnetic wave (EM-wave) however can be fully
described with the electric field, since the electric field amplitude E0, and
magnetic induction amplitude B0 are related by:
ωB0 = ck×E0 (3.4)
Furthermore:
k ·E0 = 0 and k ·B0 = 0 (3.5)
The electric field and magnetic induction components are thus orthog-
onal to each other and orthogonal to the wave vector. As such, the elec-
tromagnetic wave is a transverse wave, and carries a distinct polarization.
For linearly polarized light the polarization plane is fixed, as illustrated in
Fig. 3.1. The electric field vector traces out a circle or an ellipse in time in
the case of circular or elliptical polarization respectively.
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Figure 3.1: A linearly polarized electromagnetic wave. The electric field E oscil-
lates in the vertical plane. The magnetic induction component B is orthogonal to
the electric field. The wave propagates in the direction k‖E×B. Figure adapted
from Ref. 1 (figure released in public domain).
3.2.2 Linear and circular polarization
The different polarization states of an electromagnetic wave, and the action
of optical elements on a polarized electromagnetic wave, can be described
in vector and matrix form in the so-called Jones-calculus formalism.2 This
formalism is a simplification of the Mu¨ller-matrix and Stokes-vector formal-
ism, which in addition to the fully polarized wave also allows to describe the
partially polarized and unpolarized electromagnetic wave.3 In the Jones-
formalism a normalized EM-wave propagating in the positive z-direction is
described by:
~E(ω, t) =
1√
E20,x + E
2
0,y
(
E0,xe
i(kz−ωt)
E0,ye
i(kz−ωt+δ)
)
=
1√
E20,x + E
2
0,y
(
E0,x
E0,ye
iδ
)
ei(kz−ωt)
≡ 1√
E20,x + E
2
0,y
· J · ei(kz−ωt)
(3.6)
The vector J is known as the Jones-vector for the electric field, and
describes the polarization state of the light. The basis vectors below span
the polarization plane and correspond to linearly polarized light along the
x and y direction respectively:
eˆx =
(
1
0
)
eˆy =
(
0
1
)
(3.7)
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Figure 3.2: Elliptically polarized light: The polarization plane is rotated over an
angle +θ. The ellipticity angle is given by η. The z-axis points out of the paper.
Note that in this two dimensional depiction the angle appears to be counterclock-
wise. It is however a positive rotation for a right-handed system.
A phase shift of δ = ±pi2 between the eˆx and eˆy components leads to
circularly polarized light. From here on it is important to make a decision
on how to label the δ = +pi2 and δ = −pi2 vectors. This is done either as
seen from the source or as seen from the observer. The connection between
right circularly polarized light and right-handed quantum mechanical photon
helicity is readily made when we define the polarization states as seen from
the source.2 In this case the right (RCP) and left (LCP) circularly polarized
light basis vectors are:
RCP : eˆ+ =
1√
2
(
1
+i
)
LCP : eˆ− =
1√
2
(
1
−i
)
(3.8)
Switching from linear to circular polarization basis is realized by the
following transformation matrix ~F :(
eˆ+
eˆ−
)
=
1√
2
(
1 i
1 −i
)(
eˆx
eˆy
)
≡ ~F ·
(
eˆx
eˆy
)
(3.9)
Switching from circular to linear polarization basis is realized by the
inverse transformation matrix ~F−1:(
eˆx
eˆy
)
=
1√
2
(
1 1
−i i
)(
eˆ+
eˆ−
)
= ~F−1 ·
(
eˆ+
eˆ−
)
(3.10)
3.2.3 Elliptical polarization
The generalization of circular into elliptical light proceeds in the following
way: start with RCP light in the Cartesian basis, as given by Eq. 3.8. The
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polarization circle is turned into an ellipse by multiplying the x and y com-
ponents by A cos η, and A sin η respectively. The ellipticity ratio is defined
by  = lminorlmajor ≡ tan(η) ≡
A sin η
A cos η , where η is the ellipticity angle. So:
eˆ+ =
1√
2
(
1
+i
)
→ 1√
2
(
A cos η
+iA sin η
)
→ . . . (3.11)
After this step the ellipse is clockwise (right-handed) rotated over the
angle +θ, as illustrated in Fig. 3.2.
· · · → 1√
2
(
A cos η
+iA sin η
)
→ 1√
2
(
cos θ − sin θ
sin θ cos θ
)
·
(
A cos η
+iA sin η
)
= Eˆell.
(3.12)
Moving to the circular basis representation by multiplying Eˆelliptical by
~F according to Eq. 3.9 allows to extract the circular components of the
elliptically polarized wave:
(
Eˆell.+
Eˆell.−
)
=
A
2
(
(cos η − sin η)e+iθ
(cos η + sin η)e−iθ
)
(3.13)
The complex polarization variable ζell. is now defined as the ratio of the
circular components:
ζell. ≡ Eˆell.+
Eˆell.−
=
1− tan η
1 + tan η
ei2θ ≈ 1 + 2(iθ − η) (3.14)
The approximation holds for an appropriately small polarization rotation
θ and ellipticity angle η. In this case the ellipticity ratio = tan(η)≈ η is
equal to the ellipticity angle.
The exact rotation θ, and ellipticity ratio = tan(η) as a function of the
complex polarization variable ζell. are:
θ =
1
2
arg(ζell.)  = tan(η) =
1− |ζell.|
1 + |ζell.| (3.15)
The exact ellipticity angle is:
η = tan−1
(1− |ζell.|
1 + |ζell.|
)
(3.16)
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3.3 Fundamental equation of crystal optics
The propagation of an electromagnetic wave through a material fulfills the
(macroscopic) Maxwell equations. These are given by:
∇×H = 1
c
∂D
∂t
+
j
c
(3.17a)
∇×E = −1
c
∂B
∂t
(3.17b)
∇ ·D = ρ (3.17c)
∇ ·B = 0 (3.17d)
Here
E is the EM-wave’s electric field
D is the electric induction
H is the EM-wave’s magnetic field
B is the magnetic induction
j is the current density
ρ is the charge density
c is the light speed
(3.18)
Furthermore, three constitutive equations hold for the propagation of an
electromagnetic wave through matter:
D = E (3.19a)
B = µH (3.19b)
j = σE (3.19c)
Here  and µ are the dielectric permittivity and magnetic permeability
tensors respectively,4 and σ is the specific conductivity tensor. These equa-
tions describe the response of matter to an electric and magnetic field. The
constitutive relation D = E is alternatively written as D = 0(1+χ)E, with
χ being the electric susceptibility tensor and 0 the vacuum permittivity.
Here P =χE is the electric polarization. The constitutive relation B =µH
is alternatively written as B =µ0(1+χm)H, with χm being the magnetic
susceptibility tensor and µ0 the vacuum permeability. Here M =χmH is
the magnetization field.
The material response to an electromagnetic wave at optical frequen-
cies can be described by an effective  tensor.5,6 The constitutive equation
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j =σE describes that the electric field of light can induce a current density
j. This however can be taken into account by defining a complex dielectric
permittivity tensor, and a renormalized electric induction. In this case the
Maxwell equation can be used with j = 0, and ρ= 0, and an effective elec-
tric induction D.5 The magnetization of a material cannot follow the rapid
oscillation of near infrared/visible electromagnetic radiation since there are
no magnetic resonances at the corresponding light frequencies ω. Thus the
magnetic susceptibility χm(ω) = 0 in crystal optics, and the magnetic per-
meability µ can be taken equal to the unit tensor 1. This means that for
light-matter response at optical frequencies only the constitutive equation
D = E plays a role.8 Magneto-optical effects in the optical frequency range
can thus always be described solely by an effective dielectric tensor .6
Electromagnetic waves are plane waves of the form (cf. Eq. 3.3):
G(r, t) = G0e
i(k·r−ωt) (3.20)
and fulfill the Maxwell equations and constitutive equations. Here G0 is the
amplitude of the electric (E0) or magnetic induction (B0), ω is the circular
frequency, and k is the wave vector, which is expressed as:
k =
ωn
c
sˆ (3.21)
in terms of the (complex) refractive index n, and the light speed c. Here
sˆ is a unit vector in the direction of the wave normal. It is also helpful to
define:
s =
c
ω
k = nsˆ (3.22)
Mind here the difference between the unit vector sˆ, and the non-unit vec-
tor s. For a plane wave, as expressed in Eq.3.20, the identity∇×G =−iG×k
holds. Using this relation, the first two Maxwell equations give:
nH× sˆ = D (3.23a)
−nE× sˆ = B (3.23b)
for a plane wave. With µ = 1, thus H = B (cf. Eq. 3.19b), the magnetic field
can be eliminated from the above two expressions. This allows to express
the displacement field (cf. Eq. 3.19a) as:
D = n2E− (s ·E)s = E (3.24)
in terms of the non-unitary vector s, defined in Eq. 3.22. Rearrangement
gives:
E + (s ·E)s = n2E (3.25)
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Referring to Eq. 3.22, it is seen that s · s = Σjsjsj=n2.
With s · E = ΣjsjEj , and  · E = ΣjihjEj , in summation form, expression
3.24 is rewritten as: ∑
j
(ihj + sisj)Ej = n
2IEi (3.26)
These last two equations (either in vector form in Eq. 3.25 or summation
form in Eq. 3.26) are referred to as the fundamental equation of crystal optics.
This equation is the relevant starting point to derive how light propagates
through anisotropic matter described by an effective dielectric tensor ij .
The solutions are four proper electromagnetic waves with polarizations E0,
refractive indices n, and wave vector k = ωnc sˆ. The polarization states E0 of
the waves are either linear, circular or elliptical depending on the dielectric
tensor symmetry. The electromagnetic waves are “proper” waves in the
sense that they do not alter their polarization state when they propagate
through a medium. Two proper waves have the wave vector +k, and two
proper waves have the wave vector −k. When the solutions for +k, and −k
are equal, the light propagation is reciprocal. When the solutions for +k,
and −k are different the light propagation is non-reciprocal.
3.4 Dielectric tensor and optical anisotropies
3.4.1 The dielectric tensor
The response of matter to an electromagnetic wave in the optical range
can be fully described by an effective dielectric tensor  as discussed in
the previous paragraph. The dependence of  on the frequency ω is called
frequency dispersion. Spatial inhomogeneity, as is the case in for instance
a chiral crystal, leads to a wave vector k dependent dielectric tensor.10,11
This dependence is named spatial dispersion.
In addition,  can depend on a magnetic field, either expressed as H
(“field”) or B (“induction”), and the magnetization field M.6 It depends
on the material’s characteristics whether the M field is relevant, or the
H field (alternatively B field). We should furthermore think about inter-
nal and external fields.12 For materials with no finite magnetic moments,
so diamagnets, the magneto-optical effect results from the direct action of
the magnetic field on the orbital motion of electrons, leading to a Zeeman
splitting ∆E= gµBBi, with Bi being the internal B-field strength. In dia-
magnets the demagnetization effect is negligible. This means that the in-
ternal and external H-field strengths are approximately equal (Hi≈Ha), so
Bi≈µ0Hi≈µ0Ha,12 and ∆E≈ gµBµ0Ha. Thus for diamagnetic materials
 is best expressed as a function of (external) field H(a). This diamagnetic
contribution to  is present in any material. In materials with finite mag-
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netic momenta, the diamagnetic contribution gets overshadowed by spin-
orbit coupling effects. These can, to some extent, be thought of as a field of
an order 100− 1000 times stronger than magnetic fields which can be pro-
duced in a lab.2,6, 7 So for materials with finite magnetic momenta (e.g. a
paramagnet or ferromagnet) the dielectric tensor effectively depends on M,6
and the role of the external magnetic field reduces to a means to magnetize
a sample along the applied field direction.7
The dielectric permittivity tensor for a chiral magnetized material thus
takes the form (ω,k,M).11 The effects of spatial dispersion and magneti-
zation, can be taken into account by expanding  in first and second order
terms of k and M.4,10,11 This is most easily done in the Einstein summation
notation:
ij = 
0
ij + iγijlkl + αijlmklkm + fijnMn + gijnpMnMp + ηijlnklMn (3.27)
The contributions are in order: the zero’th order dielectric tensor 0ij ,
the first and second order spatial dispersion terms iγijlkl and αijlmklkm,
first and second order magneto-optical effects fijnMn and gijnpMnMp, and
a magneto-spatial cross term ηijlnklMn. These terms result in many types
of optical anisotropies. In the most general form the tensor would have nine
different real and imaginary components for a single frequency. Luckily, the
crystallographic point group, whether the material is invariant under inver-
sion i, time-reversal t (presence or absence of magnetic order/magnetization),
the combined operation i · t, and whether the material is lossless (non-
absorbing) in the optical frequency range, puts restrictions on the form of
the material tensor , and thereby which optical effects can be observed.5
In Table 3.1 an overview of linear optical anisotropies is given. A phe-
nomenon can be observed when the indicated operations for inversion i,
time-reversal t, and the combined operation i · t aren’t (−) a symmetry
of the material anymore. The operation indicated with (+) may still be
a valid symmetry operation to observe the respective optical phenomenon.
The last column indicates from which dielectric tensor expansion term the
optical effect originates. In the following paragraphs the anisotropies will
be discussed individually. Not every anisotropy will be discussed in as much
detail as the other, since some are rather rare or not directly relevant to this
thesis work.
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In magnetoelectric and multiferroic materials a (spontaneous) ferroelec-
tric polarization P can be induced. The effect of the ferroelectric polariza-
tion P on the dielectric tensor can again be taken into account by expansion
in first and second order terms of P.
∆ij = sijqPq + tijqrPqPr + φijlnqklMnPq (3.28)
The first and second term are the linear and quadratic electro-optic ef-
fect, which will not be further discussed.13 The last term is a combination
of spatial, magnetic, and ferroelectric origin, and leads to optical magneto-
electric birefringence and dichroism. This phenomenon is also relevant to
chiral magnetic media, and will be briefly touched upon in the context of
nonreciprocal dichroism.
3.4.2 The zero’th order tensor 0ij
The tensor 0ij is non-zero for all crystals. When only this tensor element
is present, the two proper propagating waves in a crystal are linearly polar-
ized, mutually orthogonal, and reciprocal. In the optical range the tensor
0ij=
0
ij ’+i
0
ij” always has a real symmetric part 
0
ij ’. The imaginary sym-
metric part 0ij” is nonzero when the material is absorptive in the optical
range. The crystallographic point group of a crystal imposes constraints
on the tensor elements. Three cases are distinguished. In isotropic crystals
(cubic point groups) xx = yy = zz 6= 0. Alternatively, the principle refrac-
tive indices n1 =
√
xx, n2 =
√
yy, and n3 =
√
zz are all equal. In uniaxial
crystals (like tetragonal or hexagonal lattice) xx = yy 6= zz, and there is
only one direction, the optic axis in z-direction, where the refractive indices
for the linear polarization states, - mostly labelled no and ne for ordinary
and extraordinary refractive index -, are equal.13 In all other propagation
directions linear birefringence, or alternatively named double breaking, is
observed, for which no 6=ne . In biaxial crystals, such as orthorhombic or
monoclinic point groups, xx 6= yy 6= zz. When light propagates along any
of the crystallographic axes, linear birefringence is always observed (under
the premise that the size of the effect is measurable). However, there are
still two optic axes, along which light can propagate without experiencing
linear birefringence. In order to find these special axes in a biaxial crystal,
one has to solve the optical indicatrix equation.14
Anisotropy in the imaginary part 0ij” leads to linear dichroism. The
point group again imposes symmetry restrictions. Evidently, the material
cannot be lossless in order to observe linear dichroism. Analogous to the
case of birefringence there are optical axes along which dichroism is not
observed. These axes do not necessarily have to coincide with the optical
axes for linear birefringence.
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3.4.3 Spatial dispersion effects
Since the light wavelength λ is large with respect to the unit cell length a,
the dependence of  on k can be treated as a perturbation ∆ij = iγijlkl +
αijlmklkm. The terms scale in magnitude as ∼(a/λ) and ∼(a/λ)2, where a is
the unit cell length and λ the wavelength of the electromagnetic wave. These
effects originate in the fact that the displacement field D at a given point
not only depends on the local electric field, but also on the local electric
field at neighboring sites. This makes the displacement field, or dielectric
tensor, wave vector dependent.5,10,15
The first order expansion term iγijlkl leads to off-diagonal elements in
the dielectric tensor. This third-rank tensor γijl vanishes for crystals with an
inversion center.10,15,16 The anti-symmetric real part of γijl leads to natural
circular birefringence, and the antisymmetric imaginary part to natural cir-
cular dichroism. In order to observe circular dichroism, the material must
not be lossless. If one considers a lossless crystal with broken inversion
symmetry, the proper waves are left- and right-circularly polarized, with
different refractive indices nLCP and nRCP. When linearly polarized light
propagates through a crystal with broken inversion symmetry the linear po-
larization plane is rotated, as illustrated in Figs. 3.3a and b along the lines
of Fresnel.14 In the illustration the left circularly polarized light (LCP) has
a larger phase velocity than the right circularly polarized light (RCP) com-
ponent, meaning nRCP>nLCP. This leads to a (left-handed) polarization
rotation. This optical phenomenon is referred to as natural optical activity.
In Fig. 3.3c the case of circular dichroism is illustrated. In Fig. 3.4a a nat-
urally optically active crystal is shown, represented by a “gyration” vector
γ,5 where the light propagates through the sample twice. After traversing
the sample for the first time, the linear polarization plane has clockwise ro-
tated over an angle θNOA. Upon counter-propagation the polarization plane
again rotates over a clockwise angle θNOA (clockwise as seen from the mirror
source), by which the total polarization rotation is zero. The natural optical
activity rotation sense is the same for +k and −k propagation, making the
effect reciprocal.
The symmetric real part of γijl leads to a rather exotic linear bire-
fringence called gyrotropic birefringence, or non-reciprocal linear birefrin-
gence.5,18 The symmetry conditions to observe this phenomenon are broken
inversion symmetry i, and broken time-reversal symmetry, while the product
of the two, i·t can still be a symmetry of the material.5,18 This occurs in some
magneto-electric materials. It is evident that it is difficult to separate this
contribution from other linear birefringence mechanisms such as magnetic
linear birefringence. Gyrotropic birefringence has however been observed in
Cr2O3.
19 The non-reciprocity implies that the refractive indices for +k and
−k propagating linearly polarized light are different. The absorptive com-
ponent, gyrotropic dichroism, thus leads to a different absorption coefficient
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Figure 3.3: a) Fresnel’s explanation of optical rotation (Ref. 14). Linearly polar-
ized light (black arrow) is the equal superposition of left (LCP) and right circular
polarization (RCP) states (red and blue arrow respectively). Mind the definition
of the right-handed Cartesian system, as in Fig. 3.2. The light thus propagates out
of the paper. b) A difference in the refractive indices for the LCP and RCP po-
larization states, i.e. nRCP 6=nLCP, results in a phase difference for the two states
upon transmission (or reflection). In this case the RCP wave travels slower than the
LCP wave, which implies nRCP>nLCP. This leads to a polarization plane rotation
θ∼nRCP − nLCP of the incident linearly polarized light. In the defined Cartesian
coordinate system this corresponds to a left-handed rotation. c) The difference in
absorption for the LCP and RCP states leads to circular dichroism. Drawn here is
the case where for the imaginary part of the refractive index κRCP>κLCP holds.
for linearly polarized light depending on the propagation direction.
The second order spatial perturbation term αijlmklkm has the interesting
consequence that every material is in principle linearly birefringent. This
linear birefringence for instance was observed in seemingly optically isotropic
silicon (centrosymmetric cubic point group Oh).
15
3.4.4 Magnetization related anisotropies
In magnetically ordered states, such as ferro-, ferri-, and antiferromagnetic
phases, the time-reversal symmetry t is broken. Time-reversal symmetry
is additionally broken when a magnetic field is applied to diamagnetic or
paramagnetic materials.20 In this case the proper modes are circularly po-
larized, and non-reciprocal. Since the refractive indices nLCP and nRCP are
different, a rotation polarization θ is observed when linearly polarized light
propagates through a magnetized material, as illustrated in Fig. 3.3. This
is the well-known Faraday effect, while in reflection the polarization rota-
tion phenomenon is known as the magneto-optical Kerr effect (MOKE). In
Fig. 3.4a a magnetized material with magnetization M is shown where the
light propagates through the sample twice. After traversing the sample for
the first time, the linear polarization plane has clockwise rotated over an
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Figure 3.4: Illustration of natural optical activity (NOA). Linearly polarized light
makes a clockwise rotation of the polarization plane over an angle θNOA (clockwise
as seen from source) after traversing a chiral sample with “gyration” G. Upon
counter-propagation the polarization plane again rotates over a clockwise angle
θNOA (clockwise as seen from the mirror source), by which the total polarization
rotation is zero. Natural optical activity thus is a reciprocal effect. b) Illustration of
the Faraday effect. Linearly polarized light traverses through a magnetized medium
with magnetization M. This leads to a clockwise rotation of the polarization plane
over an angle θF. Upon counter-propagation the polarization plane rotates over
a counter-clockwise angle θF (counter-clockwise as seen from the mirror source).
Upon back-propagation the linear polarization plane thus has effectively rotated
over 2θF. This makes the Faraday effect non-reciprocal. Illustration adapted from
Ref. 17 (figure released in public domain).
.
angle θF. Upon counter-propagation the polarization plane rotates counter-
clockwise over an angle −θF (counter-clockwise as seen from the mirror
source). The total polarization after passing the sample twice is 2θF. The
rotation sense is different for +k and −k propagation, making the Faraday
effect (and magneto-optical Kerr effect) non-reciprocal. The polarization ro-
tation is proportional to the off-diagonal component in the dielectric tensor,
which itself is proportional to the magnetization θ∝ xy ∝M in materials
with finite magnetic moments, and θ∝ xy ∝Ha in diamagnets, as discussed
above.6 As such, this optical anisotropy can be used as a sensitive probe for
magnetization.
The microscopic magneto-optical interaction depends on the difference
in dipole transition strength for the σRCP(ω) and σLCP(ω) transitions at a
given frequency ω. In the dipole approximation the interaction of photons
with spins is mediated through spin-orbit coupling. Therefore, spin-orbit
coupling should at least be present in either/both the ground state or/and
excited orbital state in the dipole transition. A difference in dipole strength
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between the σRCP(ω) and σLCP(ω) transitions can then result from spin-orbit
effects,7 different types of energy level splittings such as spin-orbit splitting
∆LS, exchange splitting ∆ex, Zeeman splitting ∆E= gµBB, and spin depen-
dent electronic population differences in the ground and/or excited orbital
states.6 Which effect is dominant (and relevant) evidently depends on the
material’s characteristics.
The ionic positions in a magnetic crystal may change as a result of spin
alignment. For instance, exchange striction leads to a change in the bond
length rij → rij−δrij〈Si ·Sj〉.21 This leads to a refractive index proportional
to ∝〈Si ·Sj〉. This magneto-optical effect is quadratic in the spin moment,
and described by the symmetric part of the dielectric permittivity tensor.
For instance, when light travels (not along the optic axis) through antifer-
romagnetic KNiF3, it acquires an ellipticity ζ proportional to the difference
in magnetic sublattice magnetizations; ζ ∝ L2∝ (M↑ - M↓)2, where L is the
antiferromagnetic vector.22
3.4.5 Magneto-spatial anisotropies
For certain low symmetry (magnetic) space groups time-reversal symmetry
t, inversion symmetry i, and their product i · t are simultaneously broken.
Along certain crystallographic directions the ±k degeneracy for the two
orthogonal polarization states can be broken, irrespective of whether the
polarization states are circular or linear. Each of the four waves then has a
different refractive index, and will be absorbed with a different strength. The
two microscopic origins are the optical magnetoelectric effect (OME), and
magnetochiral dichroism (MChD) and birefringence (MChB).23 The OME is
observed in ferrotoroidal materials,24 and the magnetochiral dichroic effect
in chiral magnets, such as Cu2OSeO3.
When the four solutions of the Maxwell equations all have a different re-
fractive index, the phenomenon of quadrochroism is possible. OME-induced
quadrochroism for magnon modes has been observed in a range of multifer-
roic materials.9 Another consequence of four different refractive indices is
that counter-propagating (±k) light of arbitrary polarization has a different
absorption coefficient, called directional dichroism. In the case of MChD
the effect originates from k ·M terms in the diagonal of the dielectric tensor
expansion in Eq. 3.28. When the propagation direction is reversed, the ab-
sorption coefficient changes. In the chiral magnet Cu2OSeO3 this dichroism
has been observed in the microwave range with an external field Ha ‖ [111]
(Ref. 25). The case of OME is slightly more difficult. It can be observed in
multiferroic and magnetoelectric materials when the light propagates along
the toroidal vector T=M×P, and thus originates from k · (M×P) terms in
the dielectric tensor expansion, where P is the ferroelectric polarization.26
Also in the case of OME a different absorption coefficient is observed when
the propagation direction is reversed. In the multiferroic material CuB2O4
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it has been shown that in high magnetic fields the OME leads to the extreme
situation of directional dichroism, known as one-way transparency, where a
material is transparent or non-transparent depending on the propagation
direction.27 The OME may also be expected in Cu2OSeO3 for an external
field Ha ‖ [110], which induces an electric polarization P ‖ [001] and mag-
netization M ‖ [110]. In this case OME induced birefringence or dichroism
may be observed along k ‖ [11¯0].28
Figure 3.5: a) Directional dichroism: depending on the propagation direction in
transmission a different absorption coefficient is experienced. This effect either
originates in magnetochiral dichroism or the optical magnetoelectric effect. b)
Directional birefringence: depending on the direction of the incident light a different
refractive index is experienced. This leads to a directional dependent reflection
coefficient. Figures are adapted from Ref. 23. Reprinted figure with permission
from D. Szaller, S. Borda´cs, and I. Ke´zsma´rki, Phys. Rev. B 87, 014421 (2013),
https://doi.org/10.1103/PhysRevB.87.014421, c© Copyright 2013 by the American
Physical Society.
.
3.5 Linear polarization rotation
3.5.1 Polarization rotation in transmission
In chiral, or magnetized media, the proper waves are left- and right circu-
larly polarized, with different refractive indices. Therefore, when linearly
polarized light propagates through a material, the linear polarization can be
thought to be resolved in LCP and RCP light with different phase velocities,
and different absorptive indices. After passage through the crystal the light
is rotated by an angle θT, and has acquired an ellipticity angle ηT. Below
the relation between the dielectric tensor:
ij =
 xx xy 0−xy xx 0
0 0 xx
 (3.29)
and polarization rotation θT and ellipticity angle ηT is derived based on
the fundamental optics equation.29 The above tensor symmetry applies
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to a material with a chirality and/or magnetization along the z-direction.
Assume that the light travels along the z-axis. In this case only s3s3 = n
2
is a finite element of the summation sisj in Eq. 3.26. One now gets the
eigenvector-eigenvalue equations:xx − n2 xy 0−xy xx − n2 0
0 0 xx
E1E2
E3
 = ~0 (3.30)
The eigenvalues n˜2± = xx ± ixy are determined by solving the deter-
minant equation. The longitudinal solution is non-physical, as light is a
transverse wave, hence E3 = 0. For the eigenvalues n˜
2± = xx ± ixy the
corresponding eigenvectors are obtained:
~En+ =
1√
2
 1+i
0
 ~En− = 1√
2
 1−i
0
 (3.31)
By dropping the non-physical longitudinal component, these eigenvectors
are indeed readily identified as the right and left circularly polarized light in
the Jones matrix formalism in Eq. 3.8. The propagation modes in a material
with the dielectric tensor of Eq. 3.29 thus are:
~E±(ω, t) =
1√
2
(
1
±i
)
E0e
−i(ωt−n˜±kz) (3.32)
Linear light is the sum of both ~E±(ω, t) (cf. Eq. 3.8). The polarization
variable for linear light after propagation of a sample length z = d is given
by:
ζT ≡
~Eout,+
~Eout,−
= ei(n˜+−n˜−)
ω
c
d) ≈ 1 + i(n˜+ − n˜−)ω
c
d→ . . . (3.33)
Under the case of xy  xx the refractive indices can be approximated as:
n˜± =
√
xx ± ixy ≈√xx(1± 1
2
ixy
xx
) (3.34)
This gives for the polarization variable:
· · · → ζT ≈ 1− xy√
xy
ω
c
d (3.35)
Comparing Eq. 3.14 and Eq. 3.35 finally gives:
θT + iηT =
ωd
2c
(n˜+ − n˜−) = pid
λ
(∆ncirc) =
ωd
2c
ixy√
xx
(3.36)
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Here θT gives the linear polarization rotation upon transmission and ηT
the ellipticity angle. Since the small angle approximation is used in Eq. 3.14,
the expression Eq. 3.36 gives the ellipticity angle ηT, and not the ratio T.
This expression is valid irrespective of the origin of the off-diagonal dielectric
tensor elements. It thus can describe both natural optical activity and the
Faraday effect. The Faraday effect in case of diamagnetic materials xy is
proportional to the external field, i.e. θT∝ xy ∝H. For paramagnetic and
magnetically ordered materials xy is proportional to the magnetization M,
which by itself generally depends on the external magnetic field.6
3.5.2 Polarization rotation in reflection
Below the derivation between the polarization rotation in reflection is de-
rived for a material described by a dielectric tensor of the form in Eq. 3.29.
In the derivation the assumption is made that the incident angle is appropri-
ately small enough such that the Fresnel formula for the reflection coefficient
ρ˜ is approximated by the normal incidence expression:
ρ˜ =
n˜− 1
n˜+ 1
(3.37)
Here n˜ is the complex refractive index, and ρ˜ the complex reflection
coefficient. From the previous paragraph it is understood that the proper
waves under the symmetry of  in Eq. 3.29 are left and right circularly polar-
ized, with refractive indices n˜+ and n˜−, as given in Eq. 3.34. The complex
reflectivities for the circular eigenmodes thus are:
ρ˜± =
n˜± − 1
n˜± + 1
(3.38)
With the incident light being linearly polarized, i.e. the sum of equal
amplitude left and right circularly polarized light, the polarization variable
after reflection is:
ζR ≡
~Eout,+
~Eout,−
=
~Ein,+ρ˜+
~Ein,−ρ˜−
=
ρ˜+
ρ˜−
→ . . . (3.39)
Using again the approximation xy xx, with refractive indices n˜± ap-
proximated as in Eq. 3.34, the polarization variable upon reflection is:
· · · → ζR = ρ˜+
ρ˜−
≈ 2ixy√
xx(xx − 1)− ixy + 1 ≈
2ixy√
xx(xx − 1) + 1 (3.40)
Comparing this polarization variable to Eq. 3.14 the rotation angle, and
ellipticity angle upon reflection are:
θR + iηR =
xy√
xx · (xx − 1) (3.41)
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The most well known effect where a rotation of linearly polarized light
in reflection occurs is the magneto-optical Kerr effect. In principle natural
optical activity should also be observable in reflection. This phenomenon
of specular optical activity is however elusive.30 One scarce example is the
observation of specular optical activity from the chiral material α-HgS.31
3.6 Polarization spectroscopy setup
A polarization spectroscopy setup based on the double-modulation technique
described in Refs. 32 and 33 was constructed for this thesis work. By the
double-modulation technique the polarization rotation and ellipticity can be
simultaneously measured. First the schematics of the setup are presented.
The details of the measurement theory are worked out in the next paragraph.
A discussion on the rotation and ellipticity calibration is given based on the
measurement theory.
3.6.1 Overview and schematics
A schematics of the polarization spectroscopy setup is shown in Fig. 3.6.
A summary of the system specifications is given in Table 3.2. The output
of a 450 W Xe lamp is monochromatized with a JobinYvon MicroHR
F = 140 mm monochromator. The light is subsequently collimated with a
parabolic mirror, and s-polarized with a Glan-Taylor prism and focused on
the sample with a biconvex lens. When using a F = 15 cm lens a spot size
of ∼1 mm2 is obtained. A mechanical chopper modulates the incident light
in order to determine the reflected or transmitted quasi-DC intensity IDC.
Samples can be placed in an Oxford MagnetoStatMO superconducting
magnet. The transmitted or reflected light is refocused with a biconvex lens
through a photoelastic modulator PEM-100 Hinds Instruments and sec-
ond Glan-Taylor polarizer onto a silicon photodiode. The PEM modulates
the light polarization state with a 50 kHz frequency. The phase difference is
generally set to δ0 = 150.5
◦ to ensure a trade-off in modulation efficiency for
the ellipticity and rotation. The ellipticity is proportional to the f = 50 kHz
signal and the polarization plane rotation is proportional to the 2f = 100 kHz
signal. The second Glan-Taylor prism acts as an analyzer for the polariza-
tion state. The intensity components IDC, I1f and I2f are read out by two
lock-ins (Ametek Signal Recovery 7230), of which one measures I1f
and I2f simultaneously. Rotation spectra can be taken over a wavelength
range of 350 -1500 nm. The typical spectral resolution is ∆λ∼ 5 - 10 nm de-
pending on central wavelength, and monochromator slit width. A magnetic
field can be applied (and swept) between ± 5 T. The sample temperature
can be set (and swept) between 8 -300 K. For small rotation θ and ellipticity
 the relation between measured intensities, and θ, and  is:
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Figure 3.6: The polarization spectroscopy setup in reflection geometry (schemat-
ics drawn by Simon Scha¨fer). In reality the light is incident under an angle of
∼ 5 deg. The output of a 450 W Xe lamp is monochromatized with a F = 140 mm
monochromator. The diverging light is collimated by a parabolic mirror of focal
length F = 25 mm, subsequently polarized by Pol. 1, and focused on a sample in
the cryostat. The reflected light passes the photoelastic modulator, and a second
polarizer Pol. 2, which acts as the polarization analyser. A mechanical chopper
modulates the light in order to determine the reflected or transmitted quasi-DC
intensity IDC. The light intensity is measured with a photodiode detector. The
intensity components IDC, I1f and I2f are read out by the lock-ins. The setup in
addition allows for a transmission (Faraday) geometry (not drawn).
.
 ≈ C1 · If
IDC
, θ ≈ C2 · I2f
IDC
(3.42)
The rotation calibration constant C2 is determined by rotating the inci-
dent polarization for a known rotation. The calibration of the ellipticity, and
the case of large polarization rotation angles is saved for the measurement
theory paragraph.
The rotation sensitivity for λ= 540 nm (10 nm bandwidth) probe light
was experimentally determined by measuring θK(Ha) on a sample with small
magnetization. The smallest detectable polarization rotation is about
± 5 mdeg. Details of the measurement are found in Par. 3.6.3.
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Table 3.2: Properties and specifications of the polarization spectroscopy setup
system property specification
sample temperature T range 8-300 K
magnetic field µ0Ha range ± 5 T
wavelength λ range 350-1500 nm
spectral resolution ∆λ 5-10 nm
polarization rotation sensitivity
0.005◦
(at 540± 10 nm)
3.6.2 Measurement theory
Intensity modulation
The setup response is calculated in the Jones matrix formalism. After the
monochromator the light passes a polarizer, which vertically polarizes the
incident light: (
0
1
)
(3.43)
The linearly polarized light is reflected from a sample represented by the
reflection matrix:
ρ˜circ =
(
ρ˜+ 0
0 ρ˜−
)
(3.44)
given in circular basis.
The complex circular reflection coefficients are:
ρ˜± = r±eiφ± (3.45)
where r± is the amplitude, and φ± the phase. When linearly polarized light
reflects from the sample, the polarization variable (cf. Eq. 3.40) is:
ζm =
ρ˜+
ρ˜−
=
r+
r−
ei(φ+−φ−) (3.46)
The polarization rotation and ellipticity ratio are in this case (cf. Eq. 3.15)
θm =
1
2
(φ+ − φ−) m = r− − r+
r+ + r−
(3.47)
In Cartesian coordinates the sample reflection matrix is:
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ρ˜lin = ~F
−1 · ρ˜circ · ~F = 1
2
(
1 1
−i i
)(
ρ˜+ 0
0 ρ˜−
)(
1 i
1 −i
)
(3.48)
The light consecutively passes the photoelastic modulator. This element
has a periodically modulated linear birefringence, represented33 by the ma-
trix :
PEM =
(
exp(i δ(t)2 ) 0
0 exp(−i δ(t)2 )
)
, δ(t) = δ0 sin(ωt) = sin(2pift)
(3.49)
The second polarizer, which acts as the polarization state analyzer, is
set to 135 ◦ (or 45 ◦). The ±45 ◦ relative angle to the incident polarization
yields the highest signal-to-noise.33 A vertical analyzer is represented by:
A =
(
0 0
0 1
)
(3.50)
After rotation through an angle of 135 ◦ the matrix is:
A′ = R−1(135◦) ·A · R(135◦) = 1
2
(
1 −1
−1 1
)
(3.51)
Here R is the rotation matrix and it’s inverse is R−1. After passing the
analyser A′ the electric field thus is:
Eout = A
′ · PEM · ~F−1 · ρ˜circ · ~F ·
(
0
1
)
=
e−i
δ(t)
2
4
· [ieδ(t)(ρ˜+ − ρ˜−)− (ρ˜+ + ρ˜−)] · ( 1−1
) (3.52)
The signal intensity at the detector thus is:
Iout = E
∗
outEout =
1√
8
[
ieδ(t)(ρ˜+−ρ˜−)−(ρ˜++ρ˜−)
]∗[
ieδ(t)(ρ˜+−ρ˜−)−(ρ˜++ρ˜−)
]
(3.53)
After reworking this expression, and using the definitions of Eq. 3.47, the
expression below is obtained:
Iout =
1√
2
[
(r2+ +r
2
−)+(r
2
+−r2−) sin(δ(t))+2r+r− sin(2θm) cos(δ(t))
]
(3.54)
Since r+≈ r− the following two approximations can be made:
r+r−
r2+ + r
2−
≈ 1
2
and
r2+ − r2−
r2+ + r
2−
≈ 2r+ − r−
r+ + r−
= −2m (3.55)
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In addition, the shorthand notation R = 12(r
2
+ + r
2−) is introduced, to
write the expression as:
Iout =
√
2R · [1− 2m sin(δ(t)) + sin(2θm) cos(δ(t))] (3.56)
The above intensity expression contains the terms of interest: the ro-
tation θm, and ellipticity ratio m, however still superimposed. The PEM
modulates the intensity by δ(t) = δ0 sin(ωt) = δ0 sin(2pift). The sine and co-
sine function terms are expanded in Bessel function terms J as:32
cos(δ0 sin(ωt)) = J0(δ0) + 2
∞∑
n=1
J2n(δ0) cos(2nωt)
= J0(δ0) + 2J2(δ0) cos(4pift) + higher order even f terms
(3.57)
sin(δ0 sin(ωt)) = 2
∞∑
n=0
J2n+1(δ0) sin((2n+ 1)ωt)
= 2J1(δ0) sin(2pift) + higher order uneven f terms
(3.58)
The modulated intensity arriving at the detector thus is of the form:
I = I0 + I1f sin(2pift) + I2f sin(4pift) + higher order f terms (3.59)
with:
I0 =
√
2 R
[
1 + J0(δ0) sin(2θm)
]
(3.60a)
I1f = −4
√
2RJ1(δ0)m (3.60b)
I2f = 2
√
2 RJ2(δ0) sin(2θm) (3.60c)
The intensity contributions I0, I1f and I2f are separated by lock-in
detection technique. The f and 2f frequencies correspond to the funda-
mental PEM-driving frequency and it’s second harmonic. The I0 intensity
is determined by mechanically chopping the incident light at a frequency
fchopper fPEM depend on the retardation amplitude δ0 through the zero’th,
first and second order Bessel functions J0(δ0), J1(δ0), and J2(δ0) respec-
tively. These functions take their maximum values at angles 0◦, 105.5◦, and
175◦ respectively. A retardation amplitude δ0 = 150.7◦ is chosen in order to
optimize the detection sensitivity of both the rotation and ellipticity.
The detector and lock-in amplifiers have different gains sensitivities to
low frequency and high frequency signals. This dependency is captured with
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effective constants Af , B2f , and D0 for the different frequency components.
The ratio of the detected intensities is then given as:
I1f
I0
=
−4AfJ1(δ0)m
1 + D0J0(δ0) sin(2θm) ≈ −4AfJ1(δ0) · m = C1 · m (3.61a)
I2f
I0
=
2B2fJ2(δ0) sin(2θm)
1 + D0J0(δ0) sin(2θm) ≈ 4B2fJ2(δ0) · θm = C2 · θm (3.61b)
Note that Eq. 3.61 is proportional to the ellipticity ratio along the defi-
nitions made in Eq. 3.55. The ellipticity angle is: ηm = tan
−1(m).
Rotation calibration
For small angles (θ < 3◦) the calibration constant for the polarization rota-
tion for wavelength λ is easily determined. To calibrate a rotation spectrum
θ(λ) the incident polarization is rotated by a positive and negative angle ±φ
(in practice ±1◦). This leads to the intensity:
I2f
I0
(λ) |±φ= C2(λ)(±φ) (3.62)
The wavelength dependent calibration curve C2 (λ) is accordingly ob-
tained:
C2(λ) =
I2f
I0
|+φ − I2fI0 |−φ
2φ
(3.63)
This allows to calibrate the measured rotation from measured intensity
by:
θ(λ) =
I2f
I0
(λ)
C2(λ)
(3.64)
For a single wavelength measurement (temperature or field sweep) the
ratio
I2f
IDC
is measured for known incident positive and negative incident po-
larization rotations ±φ (normally ±1◦, ±2◦, ±3◦, ...). The measured ratios
are then fitted with the function
I2f
IDC
(φ) =C2 |φ -φ0 | in order to extract the
calibration constant C2.
When a material shows large rotations the full (single wavelength) cal-
ibration curve should be measured, and fitted according to Eq. 3.61b. The
result is shown in Fig. 3.7. It can be seen that the system response has a
180◦ periodicity. When a Ha-field-sweep measurement (single wavelength)
is made and large rotations are measured, the polarization rotation θ(Ha)
is obtained from the measured intensity by the inverted expression:
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θ(Ha) =
1
2
sin−1
( I2f
IDC
(Ha)
2B2fJ2(δ0)− 2D0J0(δ0) I2fIDC (Ha)
)
(3.65)
Figure 3.7: For angles θ between ±3◦ degrees an approximately linear relation
between θ and I2f/IDC(θ) holds. For larger rotations the full response function is
measured, and fitted with Eq. 3.61b, as seen in the dotted blue lines. The response
function has a 180◦ periodicity.
.
Ellipticity calibration
In order to calibrate the ellipticity a quarter wave plate is placed between
the PEM and the polarization analyser. This leads to an additional phase
retardation pi2 after the PEM. Thus δ(t)→ δ(t)+ pi2 in Eq. 3.56, which thereby
becomes:
Iout =
√
2R · [1− 2m cos(δ(t))− sin(2θm) sin(δ(t))] (3.66)
Using again the Bessel expansions and similar approximations, the fol-
lowing intensity ratio is obtained:
I1f
I0
≈ −4AfJ1(δ0) · θm = C1 · θm (3.67)
The
I1f
I0
ratio thus becomes a function of the experimentally controllable
incident polarization. The wavelength dependent ellipticity calibration func-
tion is thus determined by again measuring the intensity ratio for a small
incident angle ±φ:
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C1(λ) =
I1f
I0
|+φ − I1fI0 |−φ
2φ
(3.68)
Broadband optical elements which can be used to introduce the pi/4 shift
are the Fresnel rhomb and waveplates. The waveplate (Thorlabs Super-
achromatic Quarter-Wave Plate SAQWP05M-700) is the preferred
choice, since it does not lead to a beam displacement as is the case with the
Fresnel rhomb.
3.6.3 Sensitivity of the polarization spectrometer
A field sweep scan of a 5 monolayer (5ML) thick SrRuO3 film was made with
λ= 540± 10 nm probe wavelength in order to determine the measurement
sensitivity of the polarization spectroscopy setup. For this sample thickness
the ferromagnetic transition temperature is approximately TC≈ 120 K.34
The measurement was carried out at T =70 K, being the highest temperature
for which the Kerr rotation θK was still resolvable. The lock-in integration
time was τ = 200µs, with a typical magnetic field-sweep rate of 30 mT/min.
The data is shown in Fig. 3.8, where the window Faraday background is al-
ready subtracted. A Kerr-angle of about θK≈± 5 mdeg, or ± 100µrad was
still resolvable, which is taken as the sensitivity limit of the setup. This is on
the order of the expected sensitivity of ∼ 2 mdeg under similar measurement
conditions as reported in the seminal setup-paper of Sato et al. in Ref. 32.
Note however, that in this study measurements are performed without the
hinder of a cryostat window.
Figure 3.8: Field sweep of the Kerr angle θK in mdeg and µrad units of a 5 atomic
layer (5ML) ultrathin film of SrRuO3. The dots give the data points. The red curve
is an erfc-fit to the rotation response. The sample temperature is T =70 K.
Slight improvements upon the ± 5 mdeg sensitivity value can in principle
be made. For instance, by making field- or temperature sweeps with a laser
as light source. In this case a higher degree of polarization is obtained with
respect to the Xe-lamp based setup, since for the Xe-lamp based setup it is
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challenging to obtain a nicely collimated light beam. The higher degree of
polarization will reduce the background intensity of the measurement. In
addition there is a Faraday-rotation contribution from the cryostat window
as background in a field-dependent sweep. This background contribution is
difficult to avoid when one needs to work at cryogenic temperatures. Lastly,
repeated measurements and averaging will improve the signal-to-noise ratio.
Demonstrated solutions for even higher polarization rotation sensitivities
are the Sagnac interferometer for dc-magnetization detection (down to the
∼ 1µrad-level),35 and simultaneous modulation of the magnetization for ac-
magnetization.36,37
3.7 Kerr spectroscopy of single crystalline SrRuO3
SrRuO3 is a ferromagnetic metallic oxide which serves as an important build-
ing block for complex oxide heterostructures.38 An example of such a het-
erostructure relevant to this thesis work is the epitaxial bilayer system of
SrRuO3-SrIrO3 on an SrTiO3 substrate.
39 In this heterostructure config-
uration the inversion symmetry in SrRuO3 is artifically broken since it is
situated between two different oxide materials. This artificial breaking of
inversion symmetry induces Dzyaloshinskii-Moriya interaction in SrRuO3,
by which it is claimed that Skyrmions form in this system.39 Since the
volume magnetization of such ultrathin SrRuO3 heterostructures is small,
conventional magnetometry measurements might not always be most fortu-
itous to measure the magnetization. In this case magneto-optics may form
a convenient alternative. Early magneto-optical studies on SrRuO3 showed
large magneto-optical effects.40,41 However, these studies were always car-
ried out on thin film SrRuO3 due to the lack of single crystals. With recent
advances in growth, single crystals of SrRuO3 are now available.
42 The
strong magneto-optical effects observed in epitaxial SrRuO3, the small co-
ercive fields observed in the single crystal, and the recent claims of complex
magnetic order in SrRuO3-heterostructures make single crystalline SrRuO3
a good test sample for the constructed setup.
A Kerr spectrum θK in polar geometry of a [101] oriented single crystal
of SrRuO3 was taken at T = 15 K. The magnetic field is first ramped up to
µ0Ha = +3 T, after which the measurement is performed at µ0Ha = +0.5 T,
with Ha ‖ [101]. In this field the magnetization is saturated. The red dots
in Fig, 3.9a shows the measured Kerr spectrum θK given in degrees. The
grey curve is the theoretical Kerr spectrum taken from Ref. 40. The exper-
imental spectrum can be fitted with two Lorentzian oscillators with peak
positions 1.75 eV and 2.85 eV, which is in good quantitative agreement with
the theoretical peaks observed at ∼ 1.65 eV and ∼ 2.65 eV. The theoretical
absolute rotation value is a factor 3-4 larger than the observed rotation.
The origin of the first peak is assigned to the plasma resonance43 in the
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diagonal optical conductivity σxx. The second peak is a magneto-optically
active O(2p)→Ru(4d) interband transition.40,41
Figure 3.9: a) The gray dashed line gives the theoretical θK(E) spectrum. The red
spheres give the measured θK(E) at µ0Ha = +0.5 T at T = 15 K. Peaks are observed
at 1.75 eV and 2.85 eV. b) θK for the field sweep sequence µ0Ha : 0 T→+3 T→−3 T
→+3 T. The used probe wavelength is λprobe = 540± 10 nm.
In Fig 3.9b a field sweep sequence of θK at probe wavelength
λprobe = 540± 10 nm is shown. The measurement was performed in polar
geometry, with Ha ‖ [101]. The sample is zero-field cooled to T = 15 K, af-
ter which the Ha-field is swept towards +3 T. At a field of T∼+0.2 T in the
sweep sequence 0 T→+3 T a rapid increase of the rotation to ≈ 0.4 deg is ob-
served. At ∼+1.2 T the rotation again increases, after which a saturation ro-
tation value of ∼ 0.7 deg is observed when the field reaches µ0Ha,sat∼+2 T.
When the field is swept from +3 T→−3 T the saturation rotation ∼ 0.7 deg
is reversed to ∼−0.7 deg at µ0Ha,sat∼−0.2 T. The opposite field sweep,
−3 T→+3 T again shows a fast magnetization reversal with small satura-
tion field. In Ref. 44 the origin of the difference in the virgin curve and sub-
sequent sweeps is discussed. At room temperature, and below TC≈ 160 K
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when zero-field cooled, single crystal SrRuO3 is orthorombic with six twin
domain orientations. One of these twins has the c-axis parallel to the applied
field direction [101]. A field of ∼ 0.2 T is necessary to align the magnetiza-
tion of this structural domain. At ∼ 1.2 T the other structural structural
domains gradually reorient through magnetostriction. At about 2 T mag-
netization saturation is reached. In the consecutive field sweeps the sample
remains in the structurally single-domain state.
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Chapter 4
Optically probed symmetry
breaking in the chiral
magnet Cu2OSeO3
4.1 Introduction
Materials with low symmetry exhibit a large variety of intriguing optical
phenomena. As is well known, the absence of inversion symmetry leads to
the occurrence of natural optical activity. In addition to this, inversion sym-
metry breaking strongly affects the electric dipole selection rule, and thus
allows for direct excitation of local crystal-field excitations in linear spec-
troscopy. In magnetic materials, the breaking of time-reversal symmetry
leads to the magneto-optical Kerr and Faraday effect. Many of the optical
phenomena originating from a reduced symmetry have technological appli-
cations, examples of which include optical isolators and magneto-optical
storage devices.1
In recent years, materials lacking both spatial inversion and time-reversal
symmetry have been a focal point of condensed matter research. Their com-
bined absence may for instance lead to magneto-electric and multiferroic
behavior,2–4 the formation of chiral and skyrmion magnetic ground states,5
and the occurrence of toroidal order,6,7 and excitations.8,9 Effects on the
optical properties have been studied extensively.10–12 One intriguing opti-
cal phenomenon originating from the combined absence of time-reversal and
space-inversion symmetry is the so-called nonreciprocal directional dichro-
ism.13–16
The high sensitivity of optical properties to symmetry breaking may
be used to gain a better understanding of the underlying material proper-
ties. Cu2OSeO3 belongs to the class of non-centrosymmetric cubic crystal
structures. These materials have recently triggered a great deal of research
interest owing to the occurrence of topologically protected spin-vortex-like
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structures, known as skyrmions.5
In these chiral crystal structures, the absence of inversion symmetry be-
tween the spin sites leads to a non-vanishing antisymmetric Dzyaloshinskii-
Moriya (DM) exchange interaction, which competes with the energetically
stronger isotropic Heisenberg exchange. This combination of exchange in-
teractions stabilizes spin helices.17 In the presence of an external magnetic
field, the Zeeman interaction energy stabilizes the formation of a topologi-
cally robust hexagonal lattice of nanometer-sized skyrmions.18
In this chapter we discuss a variety of linear optical properties19 associ-
ated with the broken inversion symmetry, structural chirality, and magnetic
order in the chiral magnet Cu2OSeO3.
20 The orbital aspect of Cu2OSeO3
has only received minimal experimental attention so far.21 Local crystal-field
excitations are revealed below the charge-transfer gap by means of spectro-
scopic ellipsometry. These orbital excitations acquire a finite dipole matrix
element due to the low crystal-field symmetry. Optical polarization rota-
tion measurements are used to study the structural chirality and to probe
the magnetic order. The natural optical activity, resulting from the chiral
crystal structure, shows an abrupt change upon magnetic ordering. This ob-
servation is evidence of a finite magneto-electric coupling in the phase with
helical magnetic order. The large magneto-optical response is quantified by
a magneto-optical susceptibility on the order of V(540 nm)∼ 104 rad/T·m in
the helimagnetic phase, and maximum Faraday rotation of ∼ 170 deg/mm
in the field-polarized ferrimagnetic phase. This strong response serves as an
excellent probe for the various magnetic phase transitions. The magneto-
optical data allows to derive the phase diagram of Cu2OSeO3 as a function
of magnetic field and temperature. The optically determined phase diagram
is in excellent agreement with results obtained by other techniques.20,22,23
Lastly, Kerr-spectroscopy data of Cu2OSeO3, and a rather intriguing optical
effect which can be observed in Cu2OSeO3, namely the interference between
Faraday rotated and Kerr electromagnetic waves are presented.
4.2 Structure and magnetism
Cu2OSeO3 has a complex chiral crystal structure with cubic space group
P213. The unit cell contains 16 Cu ions, all having a 2+ valence state (d
9
configuration). These Cu ions are located within two crystallographically
distinct oxygen ligand field geometries,24 which can be approximated by a
trigonal bipyramid (D3h) for Cu-I ions and by a square pyramid (C4v) for
Cu-II ions, as depicted in Fig. 4.1. The true site symmetries are lower, and
are given by C3v for Cu-I and C1 for the Cu-II ions.
24 These ligand fields
lead to different crystal-field splittings of the 3d orbitals on the Cu-I and
Cu-II sites, as shown in Fig. 4.1. For Cu-I the hole is located in the z2
orbital, whereas for Cu-II the hole is in the x2 − y2 orbital. Note that these
4.2. Structure and magnetism 71
Figure 4.1: The 3d crystal-field splittings for the Cu-I (trigonal bipyramid) and
Cu-II (square pyramid) ions. The dipole-active local crystal-field (CF) excitations
are indicated with red arrows, and the charge-transfer excitations with blue arrows.
Intersite excitations between the Cu ions, illustrated with a gray arrow, lie outside
the experimentally accessible energy range of this work.
are no pure 3d orbitals due to the low site symmetry, i. e., parity is not a
good quantum number.
The 16 Cu ions in the unit cell are distributed over 4 Cu-I sites and 12
Cu-II sites and form a network of corner-sharing tetrahedra, where each Cu
tetrahedron comprises 1 Cu-I and 3 Cu-II ions. Owing to the different bond
lengths between the 16 Cu2+ sites in the unit cell, it is possible to make a
real space classification of the exchange energy scales into a “strong” and
“weak” type.25 Through the strong Heisenberg and DM exchange interac-
tions, tetrahedral 3-spin-up-1-down triplet clusters couple far above25 the
macroscopic ordering temperature TC≈ 58 K. These S= 1 spin clusters turn
out to be the relevant low-energy spin entities in Cu2OSeO3. The weaker
inter-tetrahedral Heisenberg and DM exchange couplings mediate the in-
teractions between the S= 1 entities, giving rise to long-range helimagnetic
order below TC. This separation into inter- and intra-tetrahedral energy
scales is well supported by the splitting of the magnon spectra in two well
separated energy bands.26 Finally, weak cubic magnetic anisotropy terms
pin the helimagnetic spirals along the six equivalent crystallographic 〈100〉
directions, leading to domain formation.22,27,28 In the presence of an ex-
ternal magnetic field, different metamagnetic phases are formed. Applied
magnetic fields of a few tenths of mT are enough to fully lift the degeneracy
of the helical domains, giving a conical type of order with the propagation
vector q along the applied field. Above a second critical field the system
is driven into the field-polarized ferrimagnetic phase, where all tetrahedral
S= 1 entities are aligned with the magnetic field. The skyrmion lattice
phase (SkL) is located within a narrow field-temperature window just below
TC≈ 58 K for moderate applied fields of the order of 20 - 50 mT.20,22
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4.3 Experimental methods
High-quality single crystals were grown using a standard chemical vapor
transport method.29 Single crystal x-ray diffraction30 measurements and
the here described optical polarization rotation measurements show that
Cu2OSeO3 single crystals are chiral, and that both handednesses can be real-
ized experimentally. The studied crystals were oriented by crystal morphol-
ogy inspection after which the fine orientation was done by means of a Laue
camera. For the ellipsometry study a (100) surface was prepared (sample
surface dimensions approximately 2.7 mm× 2.8 mm, thickness 0.8 mm). For
the polarimetry study, two (111) oriented samples with opposite crystallo-
graphic chirality were used. A levorotatory crystal (as seen from the source)
was chosen for the temperature- and field-dependent polarization rotation
measurements. The surface area was approximately 3.6 mm× 3.2 mm, with
used thicknesses of d≈ 1.00 mm and d≈ 221± 3µm. The dextrorotatory
crystal, used for a consistency check of the natural optical activity, had a sur-
face area of approximately 2.1 mm× 1.8 mm and thickness d≈ 223± 3µm.
All samples were polished with Al2O3 suspension (≈ 1µm grain size) in
order to obtain optically smooth surfaces.
For the optical spectroscopy part, a Woollam VASE spectroscopic ellip-
someter with an autoretarder between source and sample was used. Ellip-
sometry allows to obtain the real and imaginary parts of the complex di-
electric function in a self normalizing way. The (100) sample was mounted
in a UHV chamber with liquid-He flow cryostat and measured in the range
0.75 to 5 eV at a fixed angle of incidence (70◦). For the analysis of the el-
lipsometric data, the surface roughness was estimated using the knowledge
that absorption is small in the transparency windows below 1 eV and around
2.3 eV.
For the polarization rotation measurements a home built optical po-
larimetry setup based on the polarization modulation technique described
in Refs. 31 and 32 was used (also see chapter 3). Measurements are possible
in the energy range of 1.1 eV to 3.5 eV in fields up to 5 T and temperatures
down to 10 K. The measurements are performed in Faraday (transmission)
geometry, where the light propagates along the crystallographic [111] direc-
tion, with the magnetic field also applied along this direction.
4.4 Zero-field optical properties
4.4.1 Optical excitations
In Fig. 4.2 the diagonal component σxx,1 of the optical conductivity at 15 K
and 300 K is shown. A clear electronic gap with an onset at about 2.5 eV
at 15 K, and charge-transfer excitations peaking at 3.2 eV and 4.0 eV with
an optical conductivity of about 400 and 1200 Ω−1cm−1 respectively is ob-
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Figure 4.2: Optical conductivity at 15 K and 300 K as obtained by ellipsometry.
The onset of charge-transfer excitations is observed at about 2.5 eV at 15 K. Between
1.0 and 2.0 eV local crystal-field excitations are observed with conductivity values
not surpassing 50 Ω−1cm−1. At 15 K, pronounced peaks are located at 1.2, 1.4, and
1.5 eV. The features broaden with increasing temperature, obscuring the 1.4 eV
peak at 300 K, as seen in the inset.
served. Hubbard-augmented density functional theory (DFT+U) calcula-
tions find narrow Cu hole bands for both Cu sites with an energy difference
of about ∆E=EII − EI = 0.2 eV, while the valence band primarily consists
of broad oxygen bands.33 The structure in the charge-transfer region is
tentatively assigned to both the splitting ∆E and the structure in the O2p
valence band density of states. With decreasing temperature, the charge-
transfer excitations show a blueshift and a sharpening.
The first consequence of the low structural symmetry appears in the
optical conductivity. Between 1.0 and 2.0 eV we find a multi-peak absorp-
tion feature, with a conductivity maximum of about 50 Ω−1cm−1, i. e., much
weaker than the charge-transfer excitations (see inset of Fig. 4.2). At 15 K,
pronounced peaks are located at 1.2, 1.4, and 1.5 eV. The peaks broaden
with increasing temperature, obscuring the peak at 1.4 eV at 300 K. These
features are interpreted as local crystal-field (CF) excitations. Similar ex-
citation energies were observed before for CF excitations of Cu2+ ions in a
trigonal bipyramidal crystal field.34 For materials with inversion symmetry
at the transition-metal site, such crystal-field excitations would be parity
forbidden within the dipole approximation. They only become weakly al-
lowed via the simultaneous excitation of an inversion-symmetry-breaking
odd-parity phonon. Typical values of σ1(ω) for such phonon-assisted ex-
citations are below 10 Ω−1cm−1.35 In contrast, the absence of inversion
symmetry at the Cu-I and Cu-II sites in Cu2OSeO3 allows for dipole-active
CF excitations by symmetry, and thus naturally explains the sizable spectral
weight below the gap between 1.0 and 2.0 eV.
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Figure 4.3: (a) Temperature-dependent absorption spectra in the range of the
transmission window as measured on the 1 mm thick sample. (b) Temperature de-
pendence of the onset Eg of excitations across the gap, determined at α= 70 cm
−1.
The fit (red line) is based on the empirical Varshni equation. (c) Cu2OSeO3 is
transparent for green light. The (111) sample, with a thickness d≈ 221±3µm, is
glued on a copper sample holder with a 2.0 mm diameter hole.
According to group theory,36 dipole-active excitations are allowed from
xy and x2 − y2 to z2 for the Cu-I site (assuming D3h symmetry) and from
xz and yz to x2− y2 for the Cu-II site (assuming C4v symmetry). Both sets
of transitions are schematically indicated in Fig. 4.1. The spectral weight
in the low-energy region, however, has a richer structure with at least three
peaks at 15 K. The above mentioned analysis ignores the fact that the Cu
sites show a slight distortion away from the ideal square pyramidal and
trigonal bipyramidal symmetries. Considering the correct, lower site sym-
metries, the remaining crystal-field excitations also are dipole active and will
also contribute to the total spectral weight. Note that the two peak energies
observed at 300 K soften to lower energy with decreasing temperature (see
the appendix for a more detailed T dependence). This is opposite to the
behavior of the charge-transfer peaks and can be attributed to the asymmet-
ric line shape found in particular at low temperature. Such an asymmetric
line shape can be described by the Franck-Condon line shape typical for
crystal-field excitations.35,37
The assignment of the onset of charge-transfer excitations to an energy
of about 2.5 eV is corroborated by the observation of a narrow transmis-
sion window which is situated between the crystal-field excitations and the
charge-transfer region. At 10 K the absorption coefficient becomes as low
as 10 cm−1 at 2.3 eV, see Fig. 4.3. On the low-energy side the absorption
decreases with decreasing temperature due to the sharpening of the crystal-
field excitations. On the high-energy side a more drastic change of the
absorption coefficient is found, reflecting the temperature dependence of the
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Figure 4.4: The natural optical activity θNOA per sample thickness d in
deg/mm measured along the crystallographic (111) axis with probe photon energy
Eprobe = 2.30 ± 0.03 eV. The crystal is levorotatory. Above the Curie temperature
TC≈ 58 K, the temperature dependence is weak. Below TC an enhancement of
θNOA is observed, which is attributed to the finite magneto-electric coupling in the
helimagnetically ordered state.
onset Eg of excitations across the gap. This temperature dependence is well
described by the empirical Varshni equation,38 as seen in Fig. 4.3b.
Previously, Miller et al.39 reported on the optical conductivity of
Cu2OSeO3 at 300 K based on a Kramers-Kronig analysis of reflectivity data.
Above 2.5 eV, the data from Miller et al. agrees reasonably well with the re-
sults reported above, showing a dominant peak at 4 eV. However, a Kramers-
Kronig analysis is not sensitive to weak absorption features, thus the crystal-
field excitations between 1.0 and 2.0 eV were not resolved. Additionally,
Miller et al.39 reported on a transmission window in the frequency range
above the phonons and below about 1 eV. This agrees with the onset of
crystal-field excitations observed in the ellipsometry data.
4.4.2 Natural optical activity
Due to the chiral crystal structure, Cu2OSeO3 is expected to show cir-
cular birefringence with a concomitant optical rotation for linearly polar-
ized light, known as natural optical activity with rotation angle θNOA.
19,40
The low absorption around 2.3 eV allows to measure the polarization rota-
tion in transmission geometry. As a probe wavelength λprobe = 540 ± 5 nm
(Eprobe = 2.30 ± 0.03 eV) was used, which corresponds to the transmission
maximum at low temperature. At room temperature both, the left- and the
right-handed (111) oriented crystals have a rotation magnitude of around
18 deg/mm, but the sign of the polarization rotation changes with crystal-
lographic handedness. When the light propagation direction is reversed,
the rotational sense keeps the same for both crystals. The latter two ob-
servations are regarded as earmarks for the phenomenon of natural optical
activity.41
The temperature dependence of θNOA across the
paramagnetic-helimagnetic phase transition (TC≈ 58 K) was measured for
the levorotatory crystal. The result is given in Fig. 4.4, showing θNOA/d.
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Above TC a finite θNOA/d of around −21.5 deg/mm is found. The temper-
ature dependence of θNOA in the paramagnetic phase hints at an increase
of the structural chirality upon lowering temperature, i. e., a displacement
of ions at general coordinates within the Cu2OSeO3 unit cell, satisfying the
threefold rotational symmetry of the structural helix.
In the helimagnetically ordered phase, the temperature dependence of
θNOA is enhanced. Since there is no net magnetization in the helimagnetic
phase for µ0Ha = 0 mT, [Ref. 27] no Faraday rotation is expected. Different
studies suggest that no significant magnetostrictive lattice contraction nor
lattice deformations are present in Cu2OSeO3 related to the transition into
the helimagnetic phase.24,42 Instead, the increasing θNOA strongly hints to
the presence of a finite magneto-electric coupling in the helimagnetic phase,
as suggested in Refs. 23, 24, 27 and 28.
4.5 Magneto-optical properties
4.5.1 Phase transitions
In the presence of a magnetic field Ha ‖ [111], different metamagnetic phases
with a finite magnetization M(Ha) form in Cu2OSeO3.
20 For these phases,
the total polarization rotation can be approximated by
θtot ≈ θNOA + θF(M(Ha)) (4.1)
where θF denotes the Faraday rotation which is proportional to the magne-
tization M(Ha) in the [111] direction.
43,44 The field-dependent magnetiza-
tion can be rewritten as M(Ha) =χm(Ha) ·Ha, where χm(Ha) refers to the
magnetic susceptibility. Note that the magnetic susceptibility χm itself is a
function of the external field strength Ha. The probed Faraday rotation per
sample thickness d thus equals:
1
d
θF(ω,M(Ha)) = β(ω) ·M(Ha)
= β(ω) · χm(Ha) ·Ha
(4.2)
where β(ω) captures the microscopic magneto-optical properties.45
Figure 4.5 shows the Faraday rotation per sample thickness, θF/d, as a
function of field strength µ0Ha for temperatures ranging from 15 K to 65 K.
At zero applied field, different helimagnetic domains exist. However, there is
no net magnetization, even for a single helical domain. In this way, θF is zero
for µ0Ha = 0 mT [Ref. 27]. With increasing field the helimagnetic domains
acquire a conical contribution, leading to a finite field-induced magnetization
M(H), and hence a Faraday rotation. The multi-q helimagnetic domain
structure however still persists. At a critical field of around 60 mT at 15 K,
the reorientation transition from the multi-q helical to the single-q conical
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Figure 4.5: The Faraday rotation per sample thickness, θF/d, as a function of
field for different temperatures. With increasing field, θF increases until a plateau
is reached, marking the phase transition between conical and ferrimagnetic order.
At 15 K this phase transition is induced around an applied field of µ0Ha≈ 195 mT.
At lower fields, in the 15 K curve around µ0Ha≈ 60 mT, the helical-conical phase
transition becomes apparent as a kink in the field dependence of θF/d.
phase is observed. With increasing field, the spin projection parallel to q
and Ha increases. It is for this reason that in the conical phase the Faraday
rotation still increases with field, until a plateau is reached, marking the
phase transition from conical to field-polarized ferrimagnetic order. At 15 K
this phase transition is induced around an applied field of µ0Ha≈ 195 mT.
At the plateau a rotation of around 170 deg/mm is found for 15 K. The
Faraday rotation sense was determined to be positive.46
The second derivative47 of the Faraday rotation allows to construct the
phase diagram shown in Fig. 4.6. The right panel gives a zoom-in around
TC. In this way the phase transitions to the skyrmion lattice phase (SkL)
become apparent. With a field applied along the 〈111〉 hard axis, the phase
transition from conical to ferrimagnetic order (indicated by triangles) is
of second order,25 and the phase transition can be identified with a local
minimum in the second derivative of the order parameter M ∝ θF. The
phase transitions from helical to conical order (diamonds) and between the
conical phase and the SkL phase (indicated by circles) are of first order and
can be identified with a zero-crossing in the second derivative of θF. The
diamonds and circles in Fig. 4.6 indicate these zero crossings, marking the
phase boundaries.
The phase transitions from the paramagnetic phase to the ordered phases
are best observed in temperature sweeps at constant field. Depending on
the field strength, different phase transitions occur. Figure 4.7 shows
θF /(µ0Ha · d) across the paramagnetic-helimagnetic phase transition for
|µ0Ha|< 2 mT. At low temperatures, deep within the helimagnetic phase,
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Figure 4.6: The magnetic phase diagram of Cu2OSeO3 as obtained from the
Faraday rotation. µ0Ha is the applied magnetic field strength along the crystal-
lographic (111) direction. The left panel shows the magnetic phase diagram for a
large (µ0Ha,T ) range, whereas the right panel gives a zoom-in around the skyrmion
lattice phase (SkL). The triangles indicate the conical-ferrimagnetic phase bound-
ary. Diamonds give the helical-conical phase boundary. The SkL phase boundary
is indicated by the circles. The phase boundary between ordered phases and the
paramagnetic phase is indicated by the squares. The color mapping indicates the
second derivative of the Faraday rotation. For a quantitative comparison of the
critical fields with results obtained by other techniques, one needs to take into
account the demagnetization factor (see main text).
θF /(µ0Ha · d) does not show a significant temperature dependence. How-
ever, an anomaly is observed around the paramagnetic-helimagnetic transi-
tion. In fact, the anomaly marks TC. In mean-field approximation this phase
transition is expected to be of second order. However, the interaction be-
tween chiral fluctuations renormalizes the phase transition into a weak first-
order transition,48 as seen in the temperature dependence of θF /(µ0Ha · d).
The fluctuation-disordered region is observed just above TC.
49 In this region
the magnetic susceptibility deviates from pure Curie-Weiss behavior. The
onset of this region is identified by the inflection point, located about 1 K
above TC (indicated by the red diamonds).
The high-field phase transitions from the paramagnetic to the ordered
phases are best seen in the temperature dependence of the first derivative
dθF/dHa. The first derivative is defined as a magneto-optical susceptibility:
χMO =
1
d
dθF
dHa
= β(ω)
[
χm(Ha) +
∂χm
∂Ha
Ha
]
, (4.3)
as shown in Fig. 4.8 in rad/T·m unit, at different values of applied field
strength µ0Ha. The temperature and field dependence of χMO show reason-
able agreement with the magnetic ac-susceptibility as reported by Zˇivkovic´
et al.50 Small deviations can be attributed to the field dependence of χm.
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Figure 4.7: Faraday rotation across the paramagnetic-helimagnetic phase tran-
sition, normalized by applied field strength µ0Ha. The curves are offset by
(pi/1.8)·105 rad/T·m with respect to each other. Within the helical phase the scaled
rotation attains a value of θF /(µ0Ha · d)≈ 1.7 · 105 rad/T·m. The weak first-order
transition into the helical phase is marked by black circles. The fluctuation-disorder
regime is located between the black dot and the red diamond.
For 5 mT the characteristic anomaly for the paramagnetic-helimagnetic
transition is visible again. For applied fields of 15, 25, and 45 mT the first-
order nature remains for the paramagnetic-SkL and paramagnetic-conical
transitions. The broad maximum found at lower temperatures for these
applied fields indicates the temperature-induced conical-helical phase tran-
sition. At higher fields such as 100, 150, and 225 mT, the paramagnetic-
ferrimagnetic phase transition is crossed. The magneto-optical susceptibility
for these field values shows that the character of the phase transition changes
to second order. For Cu2OSeO3, this change of the phase-transition type
has been discussed extensively by Zˇivkovic´ et al.50 The increase in χMO at
lower temperatures for field values between 80 and 190 mT shows where the
temperature-induced ferrimagnetic-conical phase transition is crossed. With
the first derivative, the phase diagram can be completed. The boundary be-
tween the paramagnetic phase and the ordered phases is indicated by squares
in the phase diagram. Qualitatively, the optically probed phase diagram is
in excellent agreement with previously reported results based on other tech-
niques.20,22,23 For a quantitative comparison of the applied field strengths
at which the phase transitions are observed, one has to take into account
demagnetization effects related to the sample shape. For the Faraday mea-
surements a thin plate of Cu2OSeO3 was used, for which demagnetization
effects are substantial. The demagnetization factor can be estimated51 to lie
around Nz ≈ 0.9. Accordingly, the phase transitions occur at higher applied
fields than for instance in a spherical sample with Nz = 1/3.
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Figure 4.8: The magneto-optical susceptibility χMO as a function of temperature
at different applied field strengths µ0Ha. The phase transition from the param-
agnetic phase to one of the ordered phases shows a rescaling from first order (for
the para to helical/conical/SkL phases) to second order (para-ferri) with increasing
field. The changes in χMO below TC≈ 58 K show the temperature-induced conical-
helical and ferrimagnetic-conical phase transitions.
4.5.2 Field-even rotation and directional dichroism
Phenomenologically, the measured polarization rotation θtot(Ha) can be split
into odd and even contributions, θodd/even(Ha) = [θtot(+Ha)∓ θtot(−Ha)]/2.
In systems which simultaneously lack time-reversal and spatial inversion
symmetry, one may expect a field-even contribution to the Faraday effect,
in addition to the usual field-odd effect.1,52,53
A finite polarization rotation even in Ha is indeed observed, as shown in
Fig. 4.9. Besides the Faraday rotation, the natural optical activity of chiral
magnets lacking spatial inversion symmetry may show a field-even variation
as well.54,55 Unfortunately, the present experiments do not allow to discrimi-
nate between these contributions. At 15 K, θeven constitutes less than about
2 % of the measured field-dependent polarization rotation. With increas-
ing field, θeven increases until the ferrimagnetic phase is reached, where the
rotation levels off. At the helical-conical phase transition, a jagged feature
appears. This feature reflects hysteretic behavior. Since the sweeps were per-
formed between opposite field polarities, the phase transitions are traversed
in opposite direction, i. e. the applied field either decreases or increases.
Symmetrization of the hysteretic behavior leads to the jagged feature. Such
hysteretic behavior in the field direction has also been observed for phase
transitions in other cubic chiral magnets, as for instance in Fe1−xCoxSi.56
The magnetic chiral structure allows for an additional higher-order op-
tical effect, namely non-reciprocal directional dichroism.13,14 In Cu2OSeO3
this effect has been observed for microwave resonance modes.57 This effect
was investigated in the optical range (around 2.3 eV) for the various mag-
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Figure 4.9: The field-even rotation θeven, shown here per sample thickness d for
some selected temperatures. The curves are offset by -1 deg/mm for clarity. The
phase transition from conical to ferrimagnetic order again becomes apparent. The
jagged feature at the helical-conical phase transition is due to hysteresis in θF.
netic phases at 15 K, but no conclusive observation could be made. Given
the sensitivity of the setup, this limits a possible non-reciprocal directional
dichroism to well below 1%.
4.5.3 Magnitude of the magneto-optical effect
The polarization rotation reaches a value of around 170 deg/mm in the field-
polarized ferrimagnetic phase above 195 mT at 15 K. At this temperature
a magneto-optical susceptibility on the order of 104 rad/T·m for smaller
magnetic fields is found. Both these values are large, but can be explained
by the fact that the spin clusters are fully polarized already for moderate
magnetic fields of 195 mT.
For a field-independent magnetic susceptibility, the size of the magneto-
optical response can be expressed by the Verdet coefficient V(ω) =β(ω) ·χm
(cf. Equ. 4.3). In the helical phase at low temperatures and small fields the
field dependence of χm is only small. This is apparent from the magneto-
optical susceptibility χMO, see Fig. 4.8. The helical phase therefore has a
Verdet coefficient of around 1.5 ·104 rad/T·m to first approximation. Taking
into account the demagnetizing field correction,50,51 this means
V(540 nm)≈ 3·104 rad/T·m, a value rivaling known strong magneto-optical
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rotators such as the paramagnets Tb3Ga5O12 (with
V(1053 nm)≈ 0.3·104 rad/T·m at 4.2 K)58 and Cd1−xMnxTe
(V . 9·104 rad/T·m at 77 K depending on ω and stoichiometry).59 For these
paramagnets, the large size of V solely originates in β(ω).43 In contrast, the
large magneto-optical response of Cu2OSeO3 can be attributed to the large
magnetic susceptibility at low fields and the strong magnetization at larger
fields.
The magnetization24 of Cu2OSeO3 shows that the S= 1 clusters are fully
aligned along the applied field in the ferrimagnetic phase, i. e. already for
moderate magnetic fields of 0.2 T. This reflects that the magnetocrystalline
anisotropy is weak in this cubic magnet with small spin-orbit coupling. As a
result, the helical or conical domains can be easily reoriented,60 even when
the magnetic field is applied along the 〈111〉 hard axis. This in turn is
reflected in a large magnetic susceptibility χm, and hence a large magneto-
optical susceptibility χMO.
For the field-polarized ferrimagnetic phase, strong magneto-optical ef-
fects are naturally expected. In fact, roughly similar (volume) magne-
tizations and polarization rotations have been observed in ferromagnetic
cuprates such as the 2D compounds K2CuF4 [61] and (CH3NH3)2CuCl4 [62],
showing rotations of 36 deg/mm and 50 deg/mm, respectively. This shows
that the magneto-optical coupling β(ω) in Cu2OSeO3 is of equal order of
magnitude as in these materials.
The microscopic magneto-optical interaction β(ω) depends on the differ-
ence in dipole transition strength for the σ+ and σ− transitions at ω, where
± refers to right/left circularly polarized light, respectively.43 A larger dif-
ference in transition strength leads to a stronger rotation. In a ferromagnet
with full spin polarization, only one of the transitions σ± is preferentially
allowed due to angular momentum conservation.
In contrast, a perfect antiferromagnet with zero magnetization shows
equal transition strengths and thus no polarization rotation. In Cu2OSeO3,
one finds a ferromagnetic alignment of the S= 1 clusters but antiferromag-
netic alignment between Cu-I and Cu-II sites within a given cluster, see
Fig. 4.1. However, the excitation energies are different for Cu-I and Cu-II
sites, which holds for both, the crystal-field excitations and charge-transfer
excitations. In addition, the Cu-I and Cu-II sites are present in a ratio of
1:3. Accordingly, the cancellation typical for a simple antiferromagnet does
not occur in Cu2OSeO3. Moreover, the transition dipole strength of both
types of excitations is relatively large, which magnifies the magneto-optical
response. Whether the different optical transitions have the same rotational
sense or not cannot be answered based on a single-wavelength measurement
and remains open for further studies.
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4.6 Conclusions
We have discussed how a variety of linear optical properties can be used to
probe inversion and time-reversal breaking properties of the chiral magnetic
cuprate Cu2OSeO3. The broken inversion symmetry at the two crystallo-
graphically inequivalent Cu sites leads to a finite dipole matrix element for
local crystal-field excitations. These orbital excitations were observed below
the charge-transfer gap, in the energy range from 1.0 to 2.0 eV. The trans-
mission window found between the crystal-field and the charge-transfer ab-
sorption regions allowed to measure the optical polarization rotation across
the various magnetic phase transitions in Cu2OSeO3. The zero-field optical
rotation, corresponding to the natural optical activity of the crystal, is en-
hanced upon entering the helimagnetically ordered phase. This observation
provides evidence for a finite magneto-electric coupling in the helimagnetic
phase of Cu2OSeO3.
In the presence of an external magnetic field, the finite magnetization
leads to a sizable Faraday rotation. The ease of domain reorientation by the
external magnetic field was discussed to be at the origin of the large magneto-
optical susceptibility in the helical and conical phases. The large Faraday
rotation observed in the field-polarized ferrimagnetic phase agrees with re-
sults obtained on ferromagnetic cuprates. The Faraday rotation provides
a sensitive tool to conveniently probe the nature of the various magnetic
phase transitions in Cu2OSeO3, including the subtle first-order nature of
the helimagnetic-paramagnetic phase transition. From the magneto-optical
data the phase diagram of Cu2OSeO3 as a function of magnetic field and
temperature was reconstructed, including the skyrmion lattice phase.
4.7 Appendix
4.7.1 Temperature dependence of ellipsometry data
The temperature dependence of the optical conductivity in the region of the
crystal-field excitations is shown in more detail in Fig. 4.10. The inset shows
the temperature dependence of the spectral weight of this region, i. e. the
integral of σ1(ω) from 1 to 2 eV. We find a slight increase of the spectral
weight with increasing temperature. The onset of magnetic order at 58 K
has no significant effect on the spectral weight of the crystal-field excitations.
4.7.2 Kerr spectroscopy
Kerr spectra in polar geometry of a [111] oriented single crystal of Cu2OSeO3
were taken at T = 10 K. The colored lines give the θK(E) spectra in degrees
at the indicated external fields as a function of photon energy E in eV.
The grey curve is the optical conductivity at 15 K for reference. In both the
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Figure 4.10: Optical conductivity in the region of the crystal-field excitations for
different temperatures. The inset depicts the spectral weight (integral of the optical
conductivity between 1.0 and 2.0 eV) as a function of temperature.
local crystal field excitation region, and the charge transfer excitation region
a Kerr rotation is observed, with a magnitude up to about |θK| ∼ 0.6 deg.
In the energy range 2.1 to 2.5 eV the sample is transparent. In this region
an interference between Faraday and Kerr rotated electromagnetic waves
is observed. This spectral region isn’t plotted since the measured rotation
does not correspond to a pure Kerr-rotation. The phenomenon is explained
in detail below.
Magnetic field sweeps were performed at 800 nm probe wavelength for
various temperatures, as shown in Fig. 4.11. The signal to noise is lower
than the Faraday measurements described in Par. 4.5.1, however, the he-
lical to conical, and conical to ferrimagnetic phase transitions can still be
clearly resolved. The 60 K curve shows an approximately linear response as
expected for the paramagnetic phase.
4.7.3 Interference of Faraday and Kerr rotated electromag-
netic waves
Measurements
The transparency and strong Faraday rotation for 540 nm probe wavelength
allows for the observation of a rather intriguing optical effect, namely the
interference between Faraday and Kerr rotated electromagnetic waves. The
experiment was performed on two Cu2OSeO3 samples with thicknesses
d≈ 0.38 mm and d≈ 1.23 mm respectively. Figure 4.12a shows field sweeps
of the polarization rotation θm for the d≈ 0.38 mm sample for various tem-
peratures measured in a reflection geometry (polar Kerr geometry with
Ha ‖ [111]). For 540 nm probe wavelength the field dependent rotation θm
significantly deviates from the Kerr rotation θK measured at 800 nm probe
4.7. Appendix 85
Figure 4.11: a) Kerr spectra for various applied magnetic field strengths µ0Ha
(colored curves). The spectra were taken at 10 K. The Kerr rotation θK is indicated
in deg units. The optical conductivity σxx,1 is shown for reference. In both the
crystal field excitation region, and the charge transfer region a Kerr rotation is
observed. b) Field sweeps were taken at 800 nm probe wavelength for various
temperatures. In the 10 K curve the helical-conical and conical-ferrimagnetic phase
transition are both clearly resolved. The 60 K curve shows an approximately linear
response, as expected for the paramagnetic phase.
wavelength as presented in Fig. 4.11b. For temperatures below TC≈ 58 K
a clear sinusoidal-like modulation is observed, where at T = 10 K two full
periods can be observed. The modulation eventually appears to stop at the
conical-ferrimagnetic phase transition. The critical fields for the conical-
ferrimagnetic phase transition decrease with increasing temperature. At
T = 60 K the response is nearly flat, i.e. a paramagnetic response is mea-
sured. These observations are in good agreement with the Kerr probing at
800 nm and Faraday probing at 540 nm. For the d≈ 1.23 mm thick sample
a similar observation is made, however five full periods can now be distin-
guished. The rotation amplitude |θm|max has decreased by approximately a
factor of × 45 with respect to the thinner sample.
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Figure 4.12: a) Temperature dependent rotation in reflection geometry for 540 nm
probing wavelength. A d≈ 0.38 mm sample was used. The most striking differ-
ence with respect to probing at 800 nm is the sinusoidal-like interference. Two full
periods are observed. The modulation eventually appears to stop at the conical-
ferrimagnetic phase transition. b) Thickness-dependence of the interference. For a
1.23 mm thick sample five full periods are observed, whereas for the 0.38 mm thick
sample two full periods are observed. Note that the rotation amplitude for the
thicker sample is about ×45 smaller.
Model
The sinusoidal-like modulation is understood in terms of interference be-
tween front and back surface reflected light as schematically depicted in
Fig. 4.13. Consider a slab of a weakly absorbing magnetic material with
thickness dλ, where λ is the light wavelength. The incident electric field
is E0. Part of the wave is reflected from the front surface with a complex re-
flectivity constant r · e−iθK . The reflected electric field component therefore
is:
Er = r · e−iθKE0 (4.4)
where the polarization plane has rotated over an angle −θK. The sign of
the Kerr rotation is defined to be negative. The transmission coefficient
for the interface is t = 1 − r. The electric field strength attenuates by a
factor e−αd upon transmission through the slab, where α is the absorption
coefficient. In addition the electric field polarization plane rotates over an
angle +θF (Faraday rotation). Note that the Faraday and Kerr effect have
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Figure 4.13: a) Interference of front and back reflected electric fields with rotated
polarization planes in a magnetic material. The magnetization is indicated with M.
An incident electric field Ein is reflected from the front surface and Kerr rotated
over an angle −θK, giving the electric field Er. The transmitted light acquires
a double Faraday rotation +2θF and in addition a Kerr rotation −θK from the
back surface, giving the electric field Ertt. The front and back surface reflected
electric fields add to Eobserved = Er + Ertt, leading to an interference pattern in
the observed rotation. b) In the scheme the reflected field Er has a small negative
Kerr rotation −θK. Furthermore it is assumed that |θK| pi2 and |θK| |2θF|. The
doubled Faraday rotation +2θF is large and can make multiple 2pi rotations. The
back surface reflected field Ertt has acquired a total polarization rotation angle
of +2θF − θK. The fields Er and Ertt add up to Eobserved. For approximately
2npi/ 2θF−θK/ (2n+1)pi, where n∈Z the observed polarization rotation is positive
(Eobserved lies in the right plane). For (2n+1)pi/ 2θF−θK/ (2n+2)pi, where n∈Z
the observed polarization rotation is negative (Eobserved lies in the left plane).
an opposite sense of rotation.44 Upon reflection from the back surface, the
electric field acquires an additional rotation −θK. The back surface reflected
beam acquires an additional Faraday rotation +θF upon transmission. The
back reflected electric field thereby is:
Ertt = rt
2 · e−2αd · ei(2θF−θK)E0 (4.5)
The total electric field at the detector side is:
Eobserved = Er + Ertt = r · e−iθKE0 + rt2 · e−2αd · ei(2θF−θK)E0 (4.6)
with an amplitude and phase component:
Eobserved = |Eobserved|ei·Arg(Eobserved) (4.7)
The interference of the front and back reflected electric fields mixes the
pure Faraday and Kerr rotation. The measured polarization rotation in
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reflection geometry equals:
θm = Arg
(
Eobserved) = Arg(r · e−iθKE0 + rt2 · e−2αd · ei(2θF−θK)E0
)
(4.8)
The Kerr rotation is generally |θK|max pi2 . Furthermore
|θK|max|θF|max. In that case, for approximately
2npi/ 2θF−θK/ (2n+1)pi, where n∈Z, the measured polarization rotation
is positive. In the sketch in Fig. 4.13b the vector Eobserved lies in the right
plane. For (2n+1)pi/ 2θF−θK/ (2n+2)pi the observed polarization rotation
is negative, with the vector Eobserved in the left plane. Equation 4.8 reduces
to the Kerr rotation −θK in case of r= 1, or d→∞.
Discussion
The polarization rotation θm is measured as a function of external field
strength Ha. However, the Faraday and Kerr rotation are proportional to
the magnetization M instead, where the magnetization is again a function
of external field Ha (see Par. 4.5.1):
θF = d · β ·M(Ha) (4.9a)
θK = ζ ·M(Ha) (4.9b)
Here β and ζ are magneto-optical constants. The field dependent Kerr
rotation θK(Ha) for 800 nm can be used to map the external field Ha onto
magnetization M by Eq. 4.9b. In Fig. 4.14a the rotation θm(Ha) measured
at 540 nm is plotted versus the rotation θK(Ha) at 800 nm. As such, θm
is now plotted as function of a “magnetization” given in deg units, leaving
only the sinusoidal-like modulation. The mapping works good up till the
conical-ferrimagnetic phase transition. A fit to the interference angle θm in
Eq. 4.8 is plotted.
The rotation amplitude |θm|max for the thick sample is approximately
×45 smaller than the thin sample. We see that the amplitude of the Faraday
rotated electric field Ertt scales with e
−2αd. When d 1α(λ) the interference
thus disappears. This is in qualitative agreement with the observation of
the reduced |θm|max for the thicker sample.
For the thin sample 2 full periodicities in θm are observed at T = 10 K,
and for the thick sample at least 5 full periodicities. For the thick sample
this means that 2θF≈ 5 · 2pi rad, or in other words, the back reflected phase
front has Faraday rotated over ≈ 1800◦ degrees! This large Faraday rotation
underlines why we took the effort to prepare a thin Cu2OSeO3 sample in
the study of the main part of the chapter. For thick Cu2OSeO3 samples
measured Faraday rotation will multiple times pass ±45◦, the angle around
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Figure 4.14: The blue data points are the rotation at 540 nm versus the pure
Kerr-rotation measured at 800 nm. Fit to the polarization rotation interference
function from Eq. 4.8.
which the polarization detection response flattens out with the used double
modulation technique (see chapter 3) Popularly speaking, the above de-
scribed interference allows to compress a pure θF≈ 1800◦ Faraday rotation
into a θm≈ 0.25◦ measurable polarization rotation.
The interference effect is expected to be observable in other magnetic
materials under the condition of a small absorption ( 1α(λ) ∼ d  λ ). The
sample has to be thick enough to allow for multiple 2pi Faraday rotations.
Furthermore a large magnetic susceptibility χm is necessary over a wide
field range. This can, for instance, be found in materials with similar meta-
magnetic phase transitions as in Cu2OSeO3 (think of cycloidal order) or
materials with strongly pinned ferromagnetic domains.
Interference effects in magneto-optical spectroscopy have been discussed
in quite detail in literature. Internal reflections influence the measured Fara-
day rotation (transmission geometry).63 One very interesting application is
the simultaneous detection of Kerr and Faraday rotation by terahertz time-
domain spectroscopy,64 as was also demonstrated in Cu2OSeO3.
65 Transpar-
ent/absorptive multilayers can be created to amplify the Kerr angle through
interference in highly absorbing films.44,66 The here observed interference
effect does not appear to be described by either one of these effects.
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Chapter 5
Inelastic light scattering
from spin cluster excitations
in Cu2OSeO3
5.1 Introduction
This chapter discusses Cu2OSeO3’s spin cluster physics in greater detail
and reports on spontaneous Raman scattering from spin cluster excitations.
The exchange interactions in Cu2OSeO3 are repeated and the spin cluster
Hamiltonian with resulting spin cluster states is discussed. The results of
an electron spin resonance study and an inelastic neutron scattering study
of the spin cluster excitation spectrum are summarized. Particulary inter-
esting is that the long-range order of spin clusters leads to a clear division
of the spin wave spectrum into low-energy external spin cluster excitations,
and high-energy internal spin cluster excitations, showing that Cu2OSeO3
can be regarded as a solid-state molecular crystal of spin nature. In order
to understand the Raman-activity of the spin cluster excitations, an intro-
duction to magnetic Raman scattering is provided. Temperature dependent
steady-state Raman spectra of Cu2OSeO3 are presented. Different high-
energy spin cluster excitations are observed besides a multitude of phonons.
The Raman scattering mechanism of the spin cluster modes is discussed.
The temperature dependence of the scattering of a subset of spin cluster
excitations and phonons is furthermore presented. The high-energy spin
excitations are shown to soften and broaden below the long-range order-
ing temperature TC, while a broad magnetic scattering continuum persists
above TC. Such behaviour is discussed to be characteristic of internal spin
cluster excitations in solid-state molecular crystals of spin nature.
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5.2 The Cu4 spin cluster model
5.2.1 Exchange interactions
Figure 5.1a shows the magnetic unit cell of Cu2OSeO3. The localized Cu
2+
S= 1/2 spins reside on the vertices of corned-shared tetrahedra in a dis-
torted pyrochlore lattice.1 DFT+U calculations reveal that these tetrahedra
can be divided into tetrahedra of “stronger” and “weaker” exchange energy
scales.1,2 A few exchange couplings are indicated in Fig. 5.1a as JF,s, JAF,s,
JF,w, and JAF,w, where the subscripts refer to (anti)ferromagnetic (AF/F)
and strong or weak exchange (s/w). The blue lines are predominantly fer-
romagnetic, and the red lines predominantly antiferromagnetic exchange
couplings. The full lines represent strong intra-cluster exchange couplings
and the dashed lines weak inter-cluster exchange couplings. An additional
antiferromagnetic exchange JAF,OO couples spins across a hexagon of alter-
nating Cu-I and Cu-II sites, as indicated with the green hexagon in Fig. 5.1b.
Dzyaloshinskii–Moriya (DM) interactions are also present along all bond-
ings. The DM-interaction is especially strong (relative to the Heisenberg
exchange) along the inter-cluster path ways.1 The DM-contribution is how-
ever not taken into account in the cluster calculations presented in Ref. 1
and 3, of which the results are summarized in this chapter. Evidently, the
DM-interaction will have effect on the cluster states and spin wave spec-
trum. This matter is only briefly addressed, as it is beyond the scope of this
thesis work.
The strong Heisenberg (and Dzyaloshinskii-Moriya exchange) interac-
tions couple four localized S= 1/2 spins into a three-up-one-down S= 1 en-
tity (grey arrow) as depicted by orange shaded tetrahedra in Fig. 5.1c. Here
the Cu-II ions couple ferromagnetically through JF,s, while the Cu-I cou-
ples antiferromagnetically to the Cu-II ions through JAF,s. These strongly
coupled S= 1 clusters form a magnetic trillium lattice,4 where the clusters
are coupled through the weaker exchange paths JF,w and JAF,w. The weak
exchange couplings can be thought to form a “weakly coupled” tetrahedron
(grey shaded tetrahedron in Fig. 5.1c).
5.2.2 The isolated cluster model
For the single isolated cluster the relevant exchange paths are the strong
paths JF,s and JAF,s. The eigenenergies of the isolated cluster can be calcu-
lated by means of the single-tetrahedron Hamiltonian:
Hˆ0 = JAF,sSˆ1 · Sˆ234 + JFM,s
(
Sˆ2 · Sˆ3 + Sˆ3 · Sˆ4 + Sˆ4 · Sˆ2
)
=
JAF,s
2
Sˆ2 +
JFM,s − JAF,s
2
Sˆ2234 −
3
8
(JAF,s + 3JFM,s)
(5.1)
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Figure 5.1: a) The magnetic unit cell of Cu2OSeO3. A few exchange interac-
tions are indicated as JF,s, JAF,s, JF,w, and JAF,w where the subscripts refer to
(anti)ferromagnetic (AF/F) and strong or weak exchange (s/w). The blue lines
are predominantly ferromagnetic exchange couplings and the red lines predomi-
nantly antiferromagnetic exchange couplings. The full lines are strong exchange
couplings and the dashed lines weak exchange couplings. b) The exchange inter-
action JAF,OO antiferromagnetically couples spins along a hexagon of alternating
Cu-I and Cu-II sites. c) The strong exchange interaction leads to effective S= 1
spin clusters (orange shaded tetrahedra). The spin clusters are coupled through
the weaker inter-cluster exchange interactions (dashed lines), which form a weakly
coupled cluster (the grey shaded tetrahedron). Dzyaloshinskii-Moriya exchange is
also present along all interaction path ways. The DM-interaction is however not
taken into account in the calculations. For clarity the DM-interaction also isn’t
indicated in the figures. The figures are inspired by the work from Refs. 1 and 3.
as discussed in Ref. 3. Here Sˆ1 is the spin angular momentum operator for
the spin on the Cu-I ion, and Sˆ2, Sˆ3, and Sˆ4 for the Cu-II ions. Then
Sˆ23 = Sˆ2 + Sˆ3, Sˆ234 = Sˆ2 + Sˆ3 + Sˆ4, and Sˆ= Sˆ1 + Sˆ234 are the sum of spin
angular momentum operators of the three Cu-II sites and the whole cluster
respectively. In the first line the exchange interactions between the single
cluster spins are readily identified. However, the eigenenergies are more
conveniently calculated in the reorganized form of Hˆ0 in the second line.
The eigenstates are notated as |S23, S234, S, Sz〉R. Here S23, S234 and S
indicate the spin quantum numbers. The secondary spin quantum number
(the spin momentum projection along the z-axis) is indicated by Sz. The
symmetry label R refers to the irreducible representations of the single clus-
ter’s C3v point group (this is the cluster symmetry when only the magnetic
Cu2+ ions are considered). Under the symmetry C3v the 2
4 = 16-dimensional
Hilbert space of a single tetrahedron splits into the ground state A1-triplet
|g0〉= |1, 32 , 1, Sz〉A1 , and two E1 and E2 singlets, one A1 quintet, and two E1
and E2 triplets excited states as indicated in Table 5.1. Here |S, Sz〉R refers
to the shortened state notation. The level degeneracy is indicated with D.
The expectation values for the angular momentum operators are:
Sˆ2|S23, S234, S, Sz〉 = S(S + 1)|S23, S234, S, Sz〉 (5.2)
and
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Sˆ2234|S23, S234, S, Sz〉 = S234(S234 + 1)|S23, S234, S, Sz〉 (5.3)
This allows to calculate the eigenenergies EN for the isolated cluster, as
indicated in Table 5.1. The excitation energies, measured from the ground
state energy E0 =
1
4(−5JF,s +3JAF,s), are indicated by ∆EN =EN−E0. The
excitation energies are obtained from Density Functional Theory, and are
indicated in wavenumbers cm−1 and equivalent temperature in kelvin in the
last column.1 The energy diagram in Fig. 5.2a shows the excitation spectrum
in cm−1. For each isolated cluster state the irreducible representations R and
the spin quantum number S is indicated. The single cluster state degeneracy
is indicated in between brackets. Note that the states indicated by E1 and
E2 are degenerate in energy, and labeled by the irrep E in Fig. 5.2a. The
corresponding isolated spin cluster wave functions are indicated in Table 5.2.
From the form of the wave functions it becomes apparent that the cluster
wave functions are highly entangled.
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Figure 5.2: a) Energy spectrum of an isolated spin cluster. In total there are
16 states, however divided over a subset of degenerate energy levels. The ground
state is |S, Sz〉A1 = |1, Sz〉A1 . There are three excited states. The respective
symmetries, spin quantum number S, and degeneracies are indicated. b) The spin
cluster energy spectrum in the interacting tetrahedral mean field model. Under the
mean field the isolated cluster states states lower their degeneracy. The respective
symmetries and degeneracies (number in between brackets) are again indicated.
The left number gives the secondary spin quantum number Sz of the respective n’th
state. c) Γ-point energies under the multiboson correction. d) The dispersive spin
cluster spectrum is obtained in second quantization. The strongly dispersing low-
energy branches are external cluster excitations. At higher energies the dispersion
progressively flattens out. At the higher energy end of the spectrum the excitations
have an internal cluster excitation character. Figures a to c are adapted from
Ref. 2. Reprinted figure with permission from M. Ozerov, J. Romhanyi, M. Belesi,
H. Berger, J.-Ph. Ansermet, Jeroen van den Brink, J. Wosnitza, S. A. Zvyagin, and
I. Rousochatzakis, Phys. Rev. Lett. 113, 157205 (2014), https://doi.org/10.1103/
PhysRevLett.113.157205, c© Copyright 2014 by the American Physical Society.
Fig. d is adapted from Ref. 3. Reprinted figure with permission from J. Romha´nyi,
J. van den Brink, and I. Rousochatzakis, Phys. Rev. B 90, 140404 (2014), https://
doi.org/10.1103/PhysRevB.90.140404, c© Copyright 2014 by the American Physical
Society.
5.2.3 The interacting cluster model
The interaction between clusters is to first approximation captured by the
tetrahedral mean field (TMF) Hamiltonian:
HˆTMF = Hˆ0 + JAF,s(δSˆz1 + ∆Sˆz234) (5.4)
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Table 5.2: The 16 isolated single cluster wave functions. The state notation is
indicated by |S, Sz〉R. The superposition for the different cluster wave functions
are fully written out. |1, 1〉A1 gives the single cluster ground state. The ground
state in the interacting cluster model is a superposition of the states |1, 1〉A1 and
|2, 1〉A1 .
N |n〉 |S, Sz〉 full wavefunction
0
|1〉 |1, 1〉A1 12√3
(
3| ↓↑↑↑〉 − | ↑↓↑↑〉 − | ↑↑↓↑〉 − | ↑↑↑↓〉)
|2〉 |1, 0〉A1 1√6
(| ↓↓↑↑〉+ | ↓↑↓↑〉+ | ↓↑↑↓〉 − | ↑↓↓↑〉 − | ↑↓↑↓〉 − | ↑↑↓↓〉)
|3〉 |1, 1¯〉A1 12√3
(| ↓↓↓↑〉+ | ↓↓↑↓〉+ | ↓↑↓↓〉 − 3| ↑↓↓↓〉)
1
|4〉 |0, 0〉E1 12√3
(
2| ↓↓↑↑〉 − | ↓↑↓↑〉 − | ↓↑↑↓〉 − | ↑↓↓↑〉 − | ↑↓↑↓〉+ 2| ↑↑↓↓〉)
|5〉 |0, 0〉E2 12
(| ↓↑↓↑〉 − | ↓↑↑↓〉 − | ↑↓↓↑〉+ | ↑↓↑↓〉)
2
|6〉 |2, 2¯〉A1 | ↓↓↓↓〉
|7〉 |2, 1¯〉A1 12
(| ↓↓↓↑〉+ | ↓↓↑↓〉+ | ↓↑↓↓〉+ | ↑↓↓↓〉)
|8〉 |2, 0〉A1 1√6
(| ↓↓↑↑〉+ | ↓↑↓↑〉+ | ↓↑↑↓〉+ | ↑↓↓↑〉+ | ↑↓↑↓〉+ | ↑↑↓↓〉)
|9〉 |2, 1〉A1 12
(| ↓↑↑↑〉+ | ↑↓↑↑〉+ | ↑↑↓↑〉+ | ↑↑↑↓〉)
|10〉 |2, 2〉A1 | ↑↑↑↑〉
3
|11〉 |1, 1¯〉E1 1√6
(| ↓↓↓↑〉+ | ↓↓↑↓〉 − 2| ↓↑↓↓〉)
|12〉 |1, 1¯〉E2 12
(| ↓↓↓↑〉 − | ↓↓↑↓〉)
|13〉 |1, 0〉E1 12√3
(− 2| ↓↓↑↑〉+ | ↓↑↓↑〉+ | ↓↑↑↓〉 − | ↑↓↓↑〉 − | ↑↓↑↓〉+ 2| ↑↑↓↓〉)
|14〉 |1, 0〉E2 12
(| ↓↑↓↑〉 − | ↓↑↑↓〉+ | ↑↓↓↑〉 − | ↑↓↑↓〉)
|15〉 |1, 1〉E1 1√6
(− 2| ↑↓↑↑〉+ | ↑↑↑↓〉+ | ↑↑↑↓〉)
|16〉 |1, 1〉E2 1√2
(| ↑↑↓↑〉 − | ↑↑↑↓〉)
where δ and ∆ are proportional to the Weiss molecular field strengths
exerted by the neighboring tetrahedra. These values depend on the clus-
ter exchange integrals, and single Cu-I and Cu-II sites magnetic moments
〈SzI 〉= 〈Sz1〉 and 〈SzII〉= 〈Sz2〉=〈Sz3〉=〈Sz4〉 by:
δ = 3〈SzI 〉(JAF,w + JAF,OO)/JAF,s > 0 (5.5)
and
∆ =
[〈SzI 〉(JAF,w + JAF,OO) + 2〈SzII〉JF,w]/JAF,s < 0 (5.6)
where the factors 1, 2, and 3 indicate the number of inter-tetrahedral cou-
plings between the Cu-I and Cu-II sites. In the tetrahedral mean field model
the cluster states lower their degeneracy, as seen in the energy diagram of
Fig. 5.2b (given in wavenumber cm−1). The states are labeled by the spin
quantum numbers S and Sz, and an irrep label. The state degeneracy is
indicated in between brackets. The excited state quintet furthermore mixes
into the |g0〉= |1, 1〉A1 ground state of the isolated cluster model:
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|gTMF〉 = cos α
2
|1, 1〉A1 + sin
α
2
|2, 1〉A1 (5.7)
Here Sz = +1 has been chosen as the ground state. Note that in the
interacting model the total spin quantum number S isn’t a good quantum
number anymore. The factor α gives the amount of quintet mixing.3 A pos-
sible perturbation of the excited state wave functions by the inter-tetrahedral
interaction is not discussed in the aforementioned papers. In the later dis-
cussion of our Raman spectra we therefore use the perturbed ground state
|gTMF〉 instead of |1〉, but use the unperturbed single cluster wave functions
|2〉 to |16〉 for the excited states.
The magnetizations on the Cu-I and Cu-II sites are:
〈SzI 〉 = −
cosα−√3 sinα
4
〈SzII〉 =
1− 〈SzI 〉
3
(5.8)
The total magnetic moment in the cluster has the value 〈Sztot〉= +1
independent of the mixing parameter. The mixing parameter α depends
in a self-consistent way on the Weiss molecular field parameters δ and ∆
given in expressions Eqs. 5.5 and 5.6 (Ref. 3). This value is calculated as
α≈ 0.38 rad. The spin magnetic moments are 〈SzI 〉≈−0.38 and 〈SzII〉≈ 0.46.
This is slightly smaller than the classical 〈Sz〉=∓ 12 , which explains the
measured reduced magnetic moment.5
It should be noted that the tetrahedral mean field model only calcu-
lates the zone-center cluster excitation spectrum (the excitations at the Γ-
point), i.e. the model does not include dispersion. This can be done in
second quantization by a “multi-boson approach” as described in the Sup-
plementary Material of Romha´nyi et al. (Ref. 3). The resulting dispersion
is shown in Fig. 5.2d. The spectrum shows strongly dispersing low-energy
branches. At higher energy the dispersion becomes progressively weaker,
until at the highest modes the dispersion nearly vanishes. This reflects
the energetic difference between the weak inter-cluster exchange couplings
JF,w, JAF,w, and JAF,OO, and the stronger intra-cluster exchange couplings
JF,s and JAF,s. The thickness of the branches indicates the magnetic dipole
transition strength of the corresponding ground state to excited cluster state
transition.3
An interesting analogy can be made here to molecular crystals.6,7 In
molecular crystals, weakly dispersing to essentially non-dispersing high-
energy internal vibrations exist, which are essentially weakly perturbed sin-
gle molecular vibrations. The low-energy excitations originate from the
translational symmetry of the crystallized molecules. These external vibra-
tions thus have a phononic character. As such, it is also understood that
we can regard Cu2OSeO3 as being a “generalized molecular crystal of spin
nature”.
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The Γ-point energies under the “multiboson” correction are indicated in
Fig. 5.2c. With 4 clusters in the unit cell, and each cluster having 15 excited
states, this gives rise to 60 partially degenerate excitations. The degeneracies
are indicated in between brackets. The |1, 0〉A1 excitation splits into a 1-fold
degenerate G-mode, and a threefold degenerate A-mode. The G-mode is a
zero-energy excitation, and thereby describes the long-wavelength magnetic
Goldstone boson of the cluster spectrum. The diamonds are previously
observed Raman modes,8 while the letter-labeled modes were observed in
an electron spin resonance study summarized below.2
As stated before, the DM-interactions are neglected in the calculations of
Ref. 1 and 3. The DM-interaction is however particularly strong for the inter-
cluster bondings, and will thus have a non-negligible effect on the low-energy
part of the spin excitation spectrum. Some spin wave branches will become
non-degenerate, with a splitting up to ∼ 2 meV.9 It is recently claimed that
this degeneracy breaking might even be a strong indication of the presence
of topologically nontrivial magnonic Weyl modes in Cu2OSeO3.
10 The DM-
perturbation of the spin cluster wave functions has not been discussed in
literature. We therefore have to work with the 16 single cluster wave func-
tions presented in Table 5.2.
5.2.4 Γ-point excitations: the electron spin
resonance spectrum
An electron spin resonance (ESR) study of spin cluster excitations in
Cu2OSeO3 was performed by Ozerov et al. (Ref. 2). In the study, a tunable
(monochromatic) Terahertz free electron laser source was used to measure
the Thz-transmittance as a function of external field strength at different
Thz-frequencies. The frequencies are chosen in regions of low phonon ab-
sorption. Figure 5.3a shows the transmittance as a function of magnetic
field for various Thz-frequencies as indicated in wavenumbers cm−1. A drop
in transmittance is observed at certain field strengths. For these fields the
electromagnetic radiation is resonant with a transition between the cluster
ground state and an excited state.
The ESR data is summarized in Fig. 5.3b. The grey shaded regions corre-
spond to Thz-regions of strong phonon absorption. At these frequencies spin
cluster excitations cannot be resolved. Within the white regions the phonon
absorption is low enough to detect spin cluster transitions. The excitations
with a positive applied H-field slope correspond to ∆Sz =−1 spin lowering
excitations. These are labeled by G,A,D, and E (the blue squares are data
points, and the blue line a linear fit). The excitations with negative B-field
slope correspond to ∆Sz = +1 spin raise excitations. These are labelel by B
and C (red data points, and red linear fit function). The green measurement
points originate from the excitations A (∆Sz =−1) and B (∆Sz = +1). All
modes can be fitted with a g-factor of geff ≈ 2.1± 0.1, which is as expected
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Figure 5.3: a) Thz-transmittance as a function of magnetic field for various Thz-
frequencies indicated in wavenumbers cm−1. At certain field strengths a drop in
transmittance is observed. At this field strength the electromagnetic radiation is
resonant with a transition between the cluster ground state to an excited state.
b) Summary of the spin cluster transitions observed in ESR. The grey shaded re-
gions correspond to Thz-regions of strong phonon absorption. At these frequencies
spin cluster excitations cannot be resolved. Within the white regions the phonon
absorption is low enough to detect spin cluster transitions. The excitations with
a positive applied H-field slope correspond to ∆Sz =−1 spin lowering excitations
G, A, D, and E (the blue squares are data points, and the blue line a linear fit),
and with negative B-field slope to ∆Sz = +1 spin raise excitations B and C (red
data points, and red linear fit function). The green measurement points origi-
nate from the excitations A (∆Sz =−1) and B (∆Sz = +1). Only from fitting
the frequency vs. field response it becomes apparent whether the observed excita-
tions in this field and frequency range are a spin raise or lower cluster excitation.
Figure adapted from Ref. 2. Reprinted figure with permission from M. Ozerov,
J. Romhanyi, M. Belesi, H. Berger, J.-Ph. Ansermet, Jeroen van den Brink, J. Wos-
nitza, S. A. Zvyagin, and I. Rousochatzakis, Phys. Rev. Lett. 113, 157205 (2014),
https://doi.org/10.1103/PhysRevLett.113.157205, c© Copyright 2014 by the Amer-
ican Physical Society.
for Cu-ions. Previously observed Raman-active transitions at zero field are
indicated with purple diamonds. The Raman-active cluster modes will be
discussed in the forthcoming paragraphs.
5.2.5 Cluster excitation dispersion: the inelastic neutron
scattering spectrum
In Portnichenko et al.11 an inelastic neutron scattering study of the spin
cluster excitations in Cu2OSeO3 is presented. By this technique the full
spin cluster excitation spectrum including dispersion can be experimentally
measured. In order to understand the measured spin excitation dispersion
spectrum it is useful to reconsider the lattice and magnetic structure. The
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lattice is noncentrosymmetric primitive cubic with crystallographic space
group P213, where P refers to “primitive”. The structural unit cell is shown
in Fig. 5.4a. The Cu-II atom is the bigger gold sphere, and the Cu-I atom
is the bigger green sphere. The small golden spheres are oxygen atoms, and
the small green spheres selenium atoms. The Cu4 clusters are indicated with
dashed black lines. With a being the lattice parameter, a simple cubic Bril-
louin zone (BZ) with volume (2pi/a)3 is obtained for the structural reciprocal
space. This Brillouin zone is indicated with the grey cube in Fig. 5.4c.
Figure 5.4: a) The structural unit cell of Cu2OSeO3. The large spheres are Cu-I
atoms (green) and Cu-II atoms (gold). The small gold spheres are oxygen atoms,
and the small green spheres selenium atoms. The simple cubic unit cell has a length
a. Figure adapted from Ref. 1. Adapted by permission from Springer Nature:
Springer Nature, Nature Communications, The quantum nature of skyrmions and
half-skyrmions in Cu2OSeO3, O. Janson, I. Rousochatzakis, A. A. Tsirlin, M. Belesi,
A. A. Leonov, U. K. Ro¨ßler, J. Van den Brink, and H. Rosner, Nat. Commun.
5, 5376 (2014), c© 2014 Macmillan Publishers Limited, https://www.nature.com/
ncomms/ b) The copper sublattice can be approximated by an fcc-lattice with
length a, with a Cu4 tetrahedron as basis. This is the grey unit cell. The unit cell
can alternatively be described by a half-filled fcc lattice of single Cu-atoms with
length a/2. This is indicated by the red dashed unit cell. Figure adapted from
Ref. 11 (published under Creative Commons Attribution 4.0 International License,
CC BY 4.0). c) The different corresponding Brillouin zones (BZ). The grey cubic
BZ corresponds to the structural simple cubic unit cell. The blue rhombohedral BZ
originates from the fcc-lattice of Cu4 clusters. The red rhombohedral BZ originates
from the half-filled fcc-lattice of Cu-atoms. Figure adapted from Ref. 11 (published
under Creative Commons Attribution 4.0 International License, CC BY 4.0).
There are two ways to describe the Cu-sublattice:
• As an fcc-lattice with lattice constant a with the Cu4 cluster as
basis. This is indicated by the grey unit cell in Fig. 5.4b, where the
Cu4 clusters are yellow colored, and form the basis. The orientation
and the distortion of the tetrahedron are in this case neglected. The
primitive cell of this structure is a rhombohedron with volume a3/4,
i.e. four times smaller than the conventional unit cell with volume a3
(Ref. 12). This leads to the blue octahedral Brillouin zone with volume
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4(2pi/a)3.
• As an half-filled fcc-lattice of Cu-atoms with lattice constant a/2.
The unit cell is indicated by red dashed lines in Fig. 5.4b. This leads
to the red octahedral Brillouin zone with volume 32(2pi/a)3.
The inelastic neutron scattering spectrum shown in Fig. 5.5 appears to
be best fitted for the half-filled fcc with lattice constant a/2 and the large
unfolded octahedral Brillouin zone (red colored). The high symmetry points
mentioned in Fig. 5.5 refer to this Brillouin zone, whereas the momentum
space coordinates are given in units of 2pi/a, i.e. the reciprocal length unit
of the simple cubic structural cell. The Γ(000) point is the center of the
magnetic BZ. Equivalent points in higher BZ’s are indicated with a dash.
For instance, the Γ′(222) is the equivalent point of the first BZ-center.
Figure 5.5: The inelastic neutron spectrum in the helimagnetic phase at T = 4.5 K.
No external field was applied. The Γ(000) point is the center of the magnetic Bril-
louin zone (BZ). Equivalent points in higher BZ’s are indicated with a dash, for
instance Γ′(222). From Γ(000) and Γ′(222) parabolically dispersing (in the low
energy limit) helimagnon bands appear. These modes have an external cluster ex-
citation nature. At high energies a manifold of dispersing bands is observed, which
are internal cluster excitations. These modes are separated from the ferromagnon
branches by a large energy gap. The continuum below 3 meV, and the significant
broadening of the low energy modes originates from the incommensurate helimag-
netic ordering as explained in the text. Figure adapted from Ref. 11 (published
under Creative Commons Attribution 4.0 International License, CC BY 4.0).
The most striking feature of the spin wave spectrum is the clear subdivi-
sion in low and high energy excitations. As discussed before, a division can
be made into external (up to ∼ 12 meV) and internal spin cluster excitations
(above ∼ 25 meV). The low-energy excitations have a strong dispersion. For
higher energies the dispersion progressively flattens out, where the mode at
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54 meV basically does not even show dispersion anymore. A similar exci-
tation spectrum, of vibrational nature, is also observed in molecular crys-
tals.6,7 The spin wave spectrum thus forms a strong evidence of that we can
regard Cu2OSeO3 as being a realization of a “solid-state molecular crystal
of spin nature”.13
In the external spin cluster excitation region, parabolically dispersing
ferromagnon branches appear from the Γ(000)-point and Γ′(222) equivalent
point towards the other high symmetry points. This ferromagnon mode ap-
pears to be gapless due to the experimental resolution (∼ 0.14 meV). How-
ever, it should be noted that there is a small magnetocrystalline anisotropy
gap on the order of ∼ 12µeV.14 Between 5 and 10 meV it is seen that the
ferromagnon branch is signifantly broadened. Below 5 meV the +q and −q
branch cannot be resolved anymore. This results from the incommensura-
bility of the helimagnetic phase. The helimagnetic Brillouin zone is a factor
(a/2)/λhelix≈ 0.007 smaller than the octahedron of the half-filled fcc-lattice.
This leads to Brillouin zone folding and the formation of helimagnon bands
periodic in the wave vector Q = 2pi/λhelix. For magnons with a momentum
along the helimagnetic wave vector Q this results in gapless helimagnon
bands,15 as schematically shown in Fig. 5.6a. An excitation gap opens and
flat helimagnon bands appear when the magnon momentum transfer has a
component perpendicular to the helical pitch. This is illustrated in Fig. 5.6b.
The dispersion bands are approximately quadratic for low momentum trans-
fer k. A full analytical expression for the helimagnon dispersion is given in
Ref. 15. The Brillouin zone folding due to the helimagnetic incommensu-
rate order in Cu2OSeO3 couldn’t be resolved in the study of Portnichenko
et al.11 This results in a broadening of the helimagnon branches, and the
formation of a magnetic scattering continuum below 3 meV, which origi-
nates from unresolved flat helimagnon branches. As a comparison, in MnSi
the helimagnon branches were resolved with high-energy resolution inelastic
neutron spectroscopy.16,17 A part of the Γ-point helimagnon band spectrum
in Cu2OSeO3 has been observed by GHz-spectroscopy.
18
5.3 Magnetic Raman scattering
5.3.1 Introduction
From the 1960’s and onwards a lot of work has been devoted to form an
understanding of the light-matter interaction in the magnetic Raman scat-
tering process. This has lead to a detailed understanding of the magnetic
light-scattering excitation spectra in ferromagnets, antiferromagnets, and
ferrimagnets.19 In the early days a mechanism was coined which treats the
magnetic dipole coupling between the magnetic field component of an elec-
tromagnetic wave and the spin wave.20 It was soon realized that a way
stronger mechanism is possible through dipole interaction. Magnons create
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Figure 5.6: a) A picture of the formation of helimagnon bands. The band emerg-
ing from kz = 0 is the first helimagnon band. Brillouin zone folding with a periodic-
ity Q = 2pi/λhelix leads to higher order helimagnon bands. The sketched situation
is for magnetic excitations with a momentum transfer parallel to Q. b) A gap opens
and flat helimagnon bands appear when the magnetic excitation has a momentum
transfer component perpendicular to Q. Figures adapted from Ref. 15 (published
under Creative Commons Attribution 3.0 Unported license (CC BY 3.0).
a spatial periodic modulation of the dielectric permittivity, from which light
can scatter. This is the so-called first order scattering, or Elliot-Loudon scat-
tering.21 An early-day experimental surprise was the observation of strong
two-magnon scattering with scattering cross-sections comparable to the one-
magnon scattering in the same material. This two-magnon scattering was
explained by second-order exchange scattering.21 Below, a classical intuitive
description of magnetic Raman scattering is given, after which the standard
microscopic description of both types of magnetic scattering processes is set
out.
5.3.2 Classical light-matter interaction
The light-matter interaction describing magnetic Raman scattering can clas-
sically be understood as follows: incident monochromatic light with an
electric field EIj(r,t)=Ej,0 cos(ωIt), and frequency ωI induces a polarization
P(r,t) in a magnetic medium:
Pi(r, t) = 0
∑
j
χijE
I
j(r, t) (5.9)
The electric susceptibility χij in a magnetic material is modulated by a
magnon, or any other collective mode, with excitation frequency Ω.22 This
modulation can be taken into account by making a first-order expansion of
the electric susceptibility in terms of a periodic displacement with normal
coordinate Qk around equilibrium:
χij(Qk) = χ
0
ij +
(
∂χijk
∂Qk
)
0
Qk = χ
0
ij +Rijk,0 ·Qk,0 cos(Ω) (5.10)
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Here Rijk,0 is the Raman tensor, which is a component of the derived
polarizability tensor. The incident monochromatic light, with electric field
EIj(r,t)=Ej,0 cos(ωIt) in turn leads to a fluctuating polarization Pi(r, t), with
three frequency components:
Pi(r, t) =0
∑
j
χ0ijEj,0 cos(ωIt)+
0
∑
k
∑
j
1
2
Rijk,0Qk,0Ei,0
[
cos
(
(ωI + Ω)t
)
+ cos
(
(ωI − Ω)t
)]
(5.11)
This fluctuating electric polarization is the source of electromagnetic
waves with frequency components ωI and ωI±Ω. The component with fre-
quency ωI describes elastic scattering. The frequency shifted components
ωAS =ωI + Ω and ωAS =ωI−Ω correspond to anti-Stokes and Stokes scat-
tering respectively. The measured Raman scattered intensities, or cross
sections, are proportional to the square of the Raman tensor Rijk,0, and the
displacement amplitude Qk,0. The Raman tensor can furthermore describe
light-scattering selection rules.
Such a phenomenological classical description can only provide us a first
insight to Raman scattering. It captures the up-shift and down-shift in
scattered light frequency, and links the origin of Raman scattering to a
modulation of the electric susceptibility. The quantum-mechanical treat-
ment allows, for instance, to include mode occupation statistics, and obtain
the frequency dependence of the scattering efficiency Iscatter∝ωIω3AS/S.22
5.3.3 Quantum description of light-matter interaction
Full Hamiltonian
Quantum-mechanically we need to describe a coupling between an incident
electric field EI, a scattered field ES, and the electric susceptibility tensor
χ.19 The light-matter interaction is captured by the effective Hamiltonian:
Hˆ =
∑
r
∑
ij
EIiχij(r, Sˆ)E
S
j (5.12)
Here EI is the incident field with polarization along the crystallographic
i direction, and ES is the scattered electric field with polarization along the
crystallographic j direction. The dielectric susceptibility χij(r, Sˆ) at the site
r can be expanded in terms of the spin operator Sˆ as:
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χij(r, Sˆ) =χ
0
ij(r) +
∑
k
Kijk(r)Sˆ
k
r +
∑
kl
Gijkl(r)Sˆ
k
r Sˆ
l
r
+
∑
δ
∑
kl
Hijkl(r, δ)Sˆ
k
r Sˆ
l
r+δ + higher order terms
(5.13)
The static susceptibility term χ0ij(r) leads to elastic scattering. The in-
elastic terms can be divided into single and double site terms, where the
tensors Kijk, Gijkl, and Hijkl describe the strength of the light-matter in-
teraction. The term K leads to first-order Elliot-Loudon scattering (one-
magnon). The term G leads to an additional contribution to one-magnon
scattering, and second-order Elliot-Loudon scattering. The last sum term
involves spins at different ionic sites r and r + δ. This term is responsible
for exchange scattering.
One-magnon or Elliot-Loudon scattering
An efficient one-magnon scattering mechanism is possible by an indirect
electric-dipole coupling of light to the spin system. This indirect coupling
is enabled by the mixing of spin and orbital angular momentum by spin-
orbit coupling (λLˆ · Sˆ) in a virtual excited state. One-magnon scattering
is described by the second and third term in Eq. 5.13, i.e. the terms which
only depend on site r in Eq. 5.13.
In the case of an infinitely extended cubic ferromagnetic system the
term linear in spin operator Sˆr at ionic site r (cf. Eqs. 5.12 and 5.13) can
be rewritten as:
Hˆ1M,A =1
2
K
∑
r
[
(EzIE
+
S − E+I EzS)Sˆ−r − (EzIE−S − E−I EzS)Sˆ+r
]
− iK
∑
r
(ExI E
y
S − EyI ExS)Sˆzr
(5.14)
This “easy” form only applies to a cubic ferromagnet, where at site r all
the tensor elements of Kijk are equal.
19,21 In the case of antiferromagnets
or ferrimagnets this site equivalence already doesn’t hold, by which the
expansion for Hˆ1M,A gets more involved. In the discussion here it is however
important to notice that the terms Sˆ+r and Sˆ
−
r arise, which correspond to:
Sˆ±r = Sˆ
x
r ± iSˆyr (5.15)
Furthermore the circular incident (I) and scattered (S) light polarizations
are given as:
E±I,S = E
x
I,S ± iEyI,S (5.16)
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In the ground state of the ferromagnet all spins are aligned along the Sz
axis, while the transverse components are zero, i.e. Sx =Sy = 0. A magnon
is associated with the creation of a transverse spin component, i.e. the oper-
ator Sˆ+r . The annihilation of a magnon then is associated with Sˆ
−
r (cf. 5.15).
This allows to associate the first term in Hˆ1M,A with the annihilation of a
magnon, i.e. the one-magnon anti-Stokes process, and the second term with
the creation of a magnon, i.e. the one-magnon Stokes process. The third
term isn’t associated with magnon annihilation or creation, and doesn’t alter
the spin (ground) state.
A magnon carries angular momentum. The scattered photon thus has
to carry away angular momentum in order to conserve the angular momen-
tum in the scattering process. For instance, the term EzIE
−
S Sˆ
+
r describes a
scattering process where incident z-polarized light creates a magnon with
a transverse spin component in the xy-plane (cf. Eq. 5.15), and the scat-
tered light is circularly polarized with polarization in the xy-plane, i.e.
E−S =E
x
S − iEyS . In order to detect one-magnon scattering a transverse
scattering geometry thus is wishful.
For a simple cubic ferromagnet the term quadratic in spin operator Sˆr
at ionic site r (cf. Eqs. 5.12 and 5.13) can be rewritten as:
Hˆ1M,B =1
2
G
∑
r
[
(EzIE
+
S − E+I EzS)(Sˆ+r Sˆzr + Sˆzr Sˆ+r )
+ (EzIE
+
S − E+I EzS)(Sˆ−r Sˆzr + Sˆzr Sˆ−r )
] (5.17)
It should again be understood that this easy form only applies for a
simple cubic ferromagnet, and that for an antiferromagnet, ferrimagnet,
or a more complicated magnetic material the Hˆ1M,B will include more Gijkl
expansion terms. Important to notice is, that although this term is quadratic
in the single site spin operator Sˆr, it is linear in the magnon creation and
annihilation operators Sˆ±r . This means that the G-term in Eq. 5.13 only
adds another one-magnon scattering contribution. The relative values of
the one-magnon coupling coefficients K and G are proportional to magnetic
circular birefringence and magnetic linear birefringence, respectively.19
Two-magnon scattering
Two-magnon scattering involves the creation or annihilation of a magnon
pair. This resuls in a Stokes or anti-Stokes frequency shift Ω2M=Ωk + Ωk′ ,
which is the sum of the frequencies of the magnon pair.21 Since light only
has a small momentum compared to the Brillouin Zone edge, the magnon
momenta should be nearly equal and opposite, i.e. k≈−k′ The two-magnon
process thereby may create high momentum magnon pairs with opposite
momenta, as is the case in a whole range of antiferromagnets.19 Two-magnon
112 Chapter 5. Inelastic light scattering from spin cluster excitations
scattering may, in principle, result from higher order terms of the Elliot-
Loudon scattering process, as discussed below. However, a more efficient
scattering process is the exchange scattering mechanism.
In order to understand the two-magnon scattering processes, we consider
two magnon excited states with wave functions of the form |+k ↑〉, |−k ↑〉,
|+k ↓〉, and |+k ↓〉. Here ±k gives the momentum of the magnon on either a
spin-up magnon branch (↑) or a spin-down (↓) magnon branch. This allows
to make 4 excited states:
|A〉 = |+ k ↑〉| − k ↑〉 ∆Sz = +2 (5.18a)
|B〉 = 1√
2
[|+ k ↑〉| − k ↓〉+ |+ k ↓〉| − k ↑〉] ∆Sz = 0 (5.18b)
|C〉 = 1√
2
[|+ k ↑〉| − k ↓〉 − |+ k ↓〉| − k ↑〉] ∆Sz = 0 (5.18c)
|D〉 = |+ k ↓〉| − k ↓〉 ∆Sz = −2 (5.18d)
Excited states |A〉 and |D〉 describe second-order Elliot-Loudon scatter-
ing. The scattering efficiency is a factor (λ/E0)
2 smaller than first-order
scattering, where λ is the spin-orbit coupling constant and E0 the Raman-
excitation energy.21 In 3d-transition metal oxides this scattering mechanism
thus generally is negligible. Furthermore, second-order Elliot-Loudon scat-
tering will only work in magnets with spin number S > 12 , since we evidently
cannot flip a spin twice (∆Sz =±2) in a S= 12 spin system.
The excited state |C〉 can be reached by exchange scattering. Exchange
scattering evidently isn’t possible in ferromagnets, where only one magnon
branch with a specific spin polarization is present. The highest symmetry
which allows exchange scattering thus is a three-dimensional simple cubic
antiferromagnet. In this case a magnon pair on branches with opposite spin
polarization can be created. For completeness: The even parity state |B〉 is
not relevant to Raman scattering, but to two-magnon absorption.19,21
For the three-dimensional simple cubic antiferromagnet, the Hijkl-term
in the Hamiltonian Hˆ (cf. Eqs. 5.12 and 5.13) can be rewritten as:
Hˆ2M =
∑
r,δ
[(
H1 − 13H3)EI ·ES +H3(EI · δˆ)(ES · δˆ)
]
Sˆr · Sˆr+δ
=
∑
r,δ
[(
H1 − 13H3)EI ·ES +H3(EI · δˆ)(ES · δˆ)
][1
2
(
Sˆ+r Sˆ
−
r+δ + Sˆ
−
r Sˆ
+
r+δ
)
+ Sˆzr Sˆ
z
r+δ
]
(5.19)
Here δˆ is the unit vector of the connecting vector between neighboring
spins, and H1 and H3 are magneto-optical constants. For lower symme-
try materials the expansion will be again lengthier, where the sum will run
over different bonds. The term Sˆzr Sˆ
z
r+δ isn’t associated with transverse spin
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waves, as discussed in Par. 5.3.3. The terms of interest are Sˆ+r Sˆ
−
r+δ and
Sˆ−r Sˆ
+
r+δ. These are the terms which lead to ∆S
z
tot = 0 scattering into a two-
magnon excited state |C〉. Physically the exchange scattering correspond
to the excitation of magnons on opposite polarization magnon branches. In
the case of a simple cubic antiferromagnet one can say that two spin flip
excitations are generated on the opposite sublattices. There are no restric-
tions on the light polarization EI and ES as in the Elliot-Loudon process.
19
Only the scattering geometry relative to the connecting bond vector δˆ needs
to be taken into account as selection rule. Microscopically, this scattering
mechanism occurs through an excited-state exchange coupling.23
5.3.4 An example: magnetic scattering in fluorides
Inelastic light scattering in fluoride Heisenberg antiferromagnets, such as
MnF2, NiF2, KNiF3, KCoF3 has been extensively studied from the 1960’s
and onwards.19 This is largely due to the fact that these transition metal flu-
orides have a weak spin-orbit coupling (so only the spin angular momentum
needs to be taken into account), a weak magnetocrystalline anisotropy and
an isotropic magnon dispersion. They thereby form ideal “model systems”
to study the fundamental aspects of magnetic Raman scattering.
Figure 5.7a shows temperature dependent Raman scattering spectra
from NiF2, taken from Ref. 24. NiF2 has a critical temperature of TN≈ 73 K
and spin quantum number S= 1 (Ni2+). At low temperatures (upper curves)
two clear peaks can be observed, namely a narrow one-magnon peak (1M)
and a broad two-magnon peak (2M) at higher energies. The one-magnon
scattering vanishes above the critical temperature, while the two-magnon
peak persists up to at least a temperature of ∼ 1.5×TN.
This critical behaviour is understood based on the magnon dispersion
of NiF2.
25 In one dimension the magnon dispersion for an antiferromagnet
along the momentum coordinate kx is given by:
Emagnon(kx) =
√(
gµBBA + JSz
)2 − (JSz cos(kxa))2 (5.20)
Here gµBBA gives the single-ion magnetic anisotropy, with g the g-
factor, µB the Bohr-magneton, and BA an effective anisotropy field. J gives
the Heisenberg exchange constant, S the spin quantum number, and z the
amount of magnetic nearest neighbour ions. In Fig. 5.7b a (normalized)
dispersion is plotted. Elliot-Loudon scattering (∆Sz =±1) allows for the
excitation of a zone-center magnon (indicated with 1M). Pairs of +q and
−q magnons can be excited throughout the whole Brillouin Zone via ex-
change scattering (2M, with total ∆Sz = 0). Only at q-points with a high
magnon Density of States (DOS) the 2M-excitation shows up clearly in the
Raman spectrum. For the drawn antiferromagnetic dispersion this is near
the Brillouin Zone boundary, so high momentum-transfer.
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Figure 5.7: a) Temperature dependent one- and two-magnon scattering in NiF2.
The critical temperature is TN≈ 73 K. A narrow one-magnon (1M) feature is ob-
served at ∼ 31 cm−1. The one-magnon peak vanishes above TN. A broad two-
magnon peak is observed around ∼ 200 cm−1. The two-magnon scattering persist
far above TN. Figure adapted from Ref. 24. Reprinted figure with permission from
P.A. Fleury, Phys. Rev. 180, 591 (1969), https://doi.org/10.1103/PhysRev.180.
591, c© Copyright 1969 by the American Physical Society. b) Generalized dis-
persion for an antiferromagnet. One-magnon Raman scattering corresponds to
a magnon excitation at the Γ-point (1M). Pairs of +q and −q magnons can be
excited throughout the whole Brillouin Zone via exchange scattering (2M), as in-
dicated with the green arrows. Only at q-points with a high magnon Density of
States (DOS) the 2M-excitation shows up clearly in the Raman spectrum. For the
drawn antiferromagnetic dispersion this is near the Brillouin Zone boundary, so
high momentum-transfer.
At TN≈ 73 K long-range magnetic correlations are strongly suppressed.
The one-magnon peak therefore vanishes. However, short-range correlations
still persist in the paramagnetic phase. It is therefore still possible to excite
pairs of short wavelength (high momentum) magnons in the paramagnetic
phase far above TN in an antiferromagnet.
24
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5.4 Magnetic Raman scattering from spin cluster
excitations
5.4.1 Experimental details
A chemical vapor transport grown Cu2OSeO3 crystal was used for the Ra-
man study. A (111) oriented plate-shaped sample was prepared with a
flat as-grown (111) face and a lapped parallel opposite surface, which was
polished with 1µm grit size diamond paste. The Raman scattering experi-
ments were performed at low temperatures ranging from 7.5 K to 150 K. The
sample is placed in a Oxford Microstat with a temperature stability of
0.1 K. The used excitation light is provided by a frequency doubled Nd:YAG
(central wavelength λC = 532 nm) laser. The polarization for the excitation
light is cleaned with a Glan Taylor polarizer. The scattered light polariza-
tion is analyzed with a sheet polarizer. We used a confocal backscatter-
ing geometry, with a NA = 0.5 microscope objective which illuminates the
sample and collects the scattered light. The excitation density was kept
below 500 W/cm2. Laser heating effects are minimal since the 532 nm exci-
tation falls within the transmission window of Cu2OSeO3 (see Chapter 6).
A Jobin Yvon T64000 triple subtractive spectrometer, equipped with a
Symphony 1024× 256 charge-coupled device, was used to detect the scat-
tered light. The resolution in the studied energy interval lies below 2 cm−1.
Throughout this chapter the Porto notation z(x,y)z¯ is used to indicate the
polarization of the incoming (x) and scattered (y) light, with the light wave
vector parallel to z. The x-polarization lies along the crystallographic [11¯0]
axis, and y-polarization along [1¯10].
5.4.2 Results and discussion
Raman-active phonons
The noncentrosymmetric cubic lattice of Cu2OSeO3 is described by space
group P213. There are Z = 8 chemical formula units in the structural unit
cell (16 Cu2+-atoms in total). This gives a total of 7× 8× 3 = 168 phonons.
There are 5 atoms on a 4a Wyckoff-position, and 3 atoms on a 12b Wyckoff-
position.5,8
The total Γ-point phonon spectrum is decomposed in the following irre-
ducible representations:
Γ = 14A + 14E1 + 14E2 + 42T (5.21)
where the acoustic phonons contribute 1T.26
The Γ-point optical phonon spectrum is decomposed in:
Γoptical = 14A(R) + 14E
(R)
1 + 14E
(R)
2 + 41T
(R,IR) (5.22)
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The threefold degenerate T-irrep phonons are only infrared active (IR),
whereas the one-fold degenerate A, E1, and E2 are both infrared and Raman-
active (R). For the (111) oriented sample the A modes will only show up in
parallel polarization geometry, while the E1, E2, and T modes are observable
in both parallel and crossed polarization geometry.8
Figure 5.8: Phonon spectrum obtained at T =80 K for parallel z(x,x)z¯ and perpen-
dicular z(x,y)z¯ polarization geometries. Strong phonon modes are observed in the
frequency range up to 850cm−1. Between 850cm−1 and 1800cm−1 weaker phonon
modes are observed.
Figure 5.8 shows the phonon spectrum in z(x,x)z¯ and z(x,y)z¯ polarization
configuration at T = 80 K over the range 50-1800cm−1. The spectra agree
with the observations of Gnezdilov et al. (Ref. 8), which reports the observa-
tion of 53 strong optical phonons in the frequency range up to 850 cm−1 and
21 weak optical phonons in the frequency range between 850 − 2000 cm−1.
For completeness, 26 T -phonons were detected in the infrared absorption
spectrum by Miller et al. (Ref. 27).
Raman-activity of spin cluster excitations
Figure 5.9 shows temperature dependent Raman spectra in the range 220−
460 cm−1 for the z(x,x)z¯ polarization configuration. The spectra have been
normalized to the phononic scattering intensity in the region 520−610 cm−1.
The spectra in Fig. 5.9b are offset for clarity. In this way the presence of the
mode M2 at 273 cm
−1 is better visible. Four modes of magnetic origin are
identified: 263 cm−1 (M1), 273 cm−1 (M2), 300 cm−1 (M3), and 425 cm−1
(M4). A previous study has identified two weaker modes at 86 cm
−1 (M∗)
and 204 cm−1 (M∗∗) respectively,8 but these could not be clearly resolved in
our data set. Two phonon modes of interest are indicated with P1 (231 cm
−1)
and P2 (444 cm
−1).
We wish to discuss the possible cluster transitions from the ground state
5.4. Magnetic Raman scattering from spin
cluster excitations 117
Figure 5.9: a) Normalized temperature dependent Raman spectra for Cu2OSeO3
in z(x,x)z¯ polarization configuration. Four modes of magnetic origin are identified
within this energy range: 263 cm−1 (M1), 273 cm−1 (M2), 300 cm−1 (M3), and
425 cm−1 (M4). Two phonon modes of interest are indicated with P1 (231 cm−1)
and P2 (444 cm
−1). b) The same spectra, but with an offset. In this way the
presence of mode M2 at 273 cm
−1 is better visible.
|gTMF〉 to the excited states |n〉=|2〉 to |16〉 from Table 5.2, associate the ob-
served high-energy spin excitations with the cluster transitions, and discuss
the corresponding scattering mechanism. The following effective Raman
scattering Hamiltonian is used:
HˆR = K
∑
i=1:4
(Sˆ+i + Sˆ
−
i ) + 2L
∑
i,j=1:4
i 6=j
Sˆ+i Sˆ
−
j (5.23)
Here, the four cluster spin sites are labelled by i=1, 2, 3, 4. The clusters
are helimagnetically oriented, with the helimagnetic wave vector q point-
ing along the [100] equivalent crystallographic axes.28 We assume that this
ordering leads to a situation where polarization selection rules are always
fulfilled for a subset of the spin cluster projections, irrespective of inci-
dent and scattered polarization geometry. Thereby, the electric field po-
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larization selection rules are ignored,21 and we only discuss the linear and
quadratic spin operators, as indicated in Eq. 5.23. The linear spin operators
Sˆ±i (∆S
z =±1) correspond to Elliot-Loudon scattering. Note that higher
order Elliot-Loudon scattering of the form Sˆ+i Sˆ
+
i or Sˆ
−
i Sˆ
−
i (∆S
z =±2) isn’t
allowed in Cu2OSeO3 since the spin cluster consists of S=
1
2 spins. The
exchange scattering terms are Sˆ+i Sˆ
−
j + Sˆ
−
i Sˆ
+
j (∆S
z = 0),21 but since these
operators have the same effect on the cluster wave functions we used the
notation 2Sˆ+i Sˆ
−
j in Eq. 5.23 to avoid double counting.
The transition probability P for the three relevant spin operators Oˆ =
{Sˆ+i , Sˆ−i , Sˆ+i Sˆ−j } in HˆR is determined as:
P = |〈f |Oˆ|gTMF〉|2 (5.24)
In Table 5.3 the possible spin cluster transitions and corresponding Ra-
man modes are indicated. Here, |f〉= |S, Sz〉R (or |n〉) gives the excited
cluster state, where it should be understood that |1〉 is the ground state.
∆Sz indicates the necessary change in spin projection number in order to
reach the final state |n〉. When no transition is possible, this is indicated
with a hyphen (−). All cluster states with a change ∆Sz=±1, 0 can be
reached either by a one-magnon (Elliot-Loudon) or two-magnon (exchange)
scattering process. All the linear and quadratic Raman spin operators which
allow for a cluster transition are indicated the table. EA and EB give the
transition energies as calculated by spin wave theory.2,3 The final state de-
generacy is indicated in between brackets. The second-last column gives the
measured Raman shifts ER. The modes M1 to M4 were observed in both
our work and earlier work. The modes M∗ and M∗∗ are weak Raman modes
reported in Ref. 8. The last column gives the cluster excitation energies
EESR observed by electron spin resonance (ESR), as reported in Ref. 2. All
energies are indicated in wavenumbers (cm−1).
Based on the Raman spectra shown in Fig. 5.9, and the study from Ref. 8
we can unambiguously identify the 86 cm−1 M∗, 204 cm−1 M∗∗, 263 cm−1
M1, and 425 cm
−1 M4 modes with different cluster transitions. All these
modes are Raman-active through the Elliot-Loudon scattering mechanism
(Sˆ± terms). Whether the 273 cm−1 M2 Raman-mode has a ∆Sz = 0 or ±1
cannot be unambiguously identified based on the Raman data set alone.
However, this mode has been observed by electron spin resonance, which
shows that the mode has a ∆Sz =−1 field behaviour. The Raman-activity of
this mode thus originates from the Elliot-Loudon mechanism. The 300 cm−1
M3 Raman-mode may either be a transition to |2, 0〉A1 by a Sˆ− scattering
process, or |2, 1〉A1 by a Sˆ+Sˆ− scattering process. This mode was not ob-
served in the ESR study (indicated with an X). The scattering mechanism of
the 300 cm−1 M3 mode can thus not be unambiguously defined. Scattering
to the |15〉 or |16〉 excited state (expected excitation energy ≈ 400 cm−1) is
Raman-allowed. This mode however could not be unambiguously resolved
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due to the presence of a strong phonon mode. For completeness we’ve indi-
cated the 0 cm−1 MG in the table. This mode corresponds to the magnetic
Goldstone mode. This mode was observed in the electron spin resonance
study. All mentioned modes are indicated in Table 5.3.
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Temperature dependence
We wish to discuss the temperature dependent scattering behaviour of the
spin excitation modes M1 (263 cm
−1) and M4 (425 cm−1), and the phonon
modes P1 (231 cm
−1) and P2 (444 cm−1). Two scattering regions are de-
composed into Lorentzian-lineshape profiles. This is shown in Fig. 5.10 for
P1 and M1 at T = 15 K, 50 K and 80 K. A weakly scattering phonon P
∗ be-
comes visible at 80 K. For P2 and M4 the Lorentzian decomposition is shown
at T = 15 K and 50 K. At 80 K the magnetic mode has significantly broad-
ened. For this temperature region the Lorentzian decomposition around M4
becomes unreliable.
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Figure 5.10: a) Lorentzian decomposition of the Raman spectrum around the P1
phonon and M1 spin excitation at T = 15 K and b) T = 50 K, respectively. The spin
excitation mode is well-defined. c) Above TC the magnon mode M1 has significantly
broadened into a continuum type of magnetic scattering. Here it is assumed that
the scattering response still can be fitted with a Lorentzian line shape. The phonon
mode P1 has also significantly broadened. A small phonon scattering contribution
P∗ is observed at higher temperatures. d) Lorentz-response decomposition of the
Raman spectrum around the P2 phonon and M4 spin excitation at 15 K. e) The
M4 spin excitation has significantly softened at T = 50 K. f) Above TC the magnetic
mode has significantly broadened and the Lorentzian decomposition gets unreliable.
5.4. Magnetic Raman scattering from spin
cluster excitations 123
Spin cluster excitations For the spin cluster excitations a spectral weight
transfer to lower Raman shift Ω is observed when the temperature increases
towards TC (also see the upper panel of Fig. 5.9). The magnetic spectral
weight transfer is understood as a softening and broadening of the ∆Sz =± 1
spin excitations. The energy of the M1 excitation is plotted in Fig. 5.11a.
Below TC the temperature dependence of the excitation energy can be well-
described by a scaling law of the form Ω(T )∝ (TC−T )/TC)m, with m≈ 0.02
as exponent. Above TC≈ 58 K magnetic scattering still persists, but the spin
excitations have significantly broadened into a continuum type of magnetic
scattering. This is most clearly seen in Fig. 5.10b for M1 (∆S
z = + 1). Above
TC the fitting of the peak position becomes unreliable. The temperature de-
pendent spectral weight of M1 is plotted in Fig. 5.11b. Up till TC the spectral
weight remains constant. Above TC the determination of the spectral weight
becomes unreliable, however, it stays finite. Figure 5.11c shows the temper-
ature dependence of the line width at half maximum (inverse decay rate) of
the M1 excitation. The functional temperature dependence below TC is well
fitted by the second order polynomial Γ2 (T ) =
Γ0
2 (T = 0)+A·T+B ·T 2, with
the largest contributions formed by Γ02 (T = 0) and B ·T 2. The latter process
describes a four magnon interaction.29 The large finite Γ02 (T = 0) term may
result from inhomogeneous broadening from disorder. However, Laurita et
al. (Ref. 29) argue that the spontaneous decay rate of spin cluster excita-
tions in Cu2OSeO3 instead may originate from quantum fluctuations. For
M4 (∆S
z =− 1) similar qualitative behaviour is observed, as most clearly
seen in Fig. 5.9a.
Figure 5.11: a) Temperature dependence of the M1 spin excitation energy. Below
TC the temperature dependent position is well-fitted with a scaling function of the
form Ω(T)∝ (TC − T )/TC)m, with m≈ 0.02 as exponent (red curve). b) Temper-
ature dependent spectral weight of the M1 spin excitation. Below TC≈ 58 K the
spectral weight remains constant (red curve). Above TC≈ 58 K the determination
of the spectral weight becomes unreliable, however, it stays finite. c) Half width at
half maximum (inverse decay rate) of the M1 spin excitation. Below TC a quadratic
power law is observed, in addition to a strong spontaneous decay rate.
The temperature dependence of the magnetic scattering across the phase
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transition of the high-energy spin excitations in Cu2OSeO3 is rather peculiar
in light of the vast range of historic and contemporary magnetic Raman
scattering literature.19,30 In the case of single spin (anti-)ferromagnets, such
as NiF2 presented above, the first order (Elliot-Loudon) scattering originates
from low-energy zone-center magnons. The Γ-point one-magnon scattering
vanishes above the (anti-)ferromagnetic critical temperature TN/C, where
the long-range spin correlation is strongly reduced. Second order exchange
scattering from high-energy zone-edge magnon pairs, described by the pair-
operators Sˆ+S− and Sˆ−Sˆ+ (∆Sz = 0), is possible in antiferromagnets above
TN, since short-range correlations still exist.
19,21
Figure 5.12: Cartoon picture of the magnon dispersion of a cluster magnet below
and above the critical temperature TC. A cluster magnet has well-defined low-
energy external spin cluster excitation branches (red), and high energy internal spin
cluster excitation branches (blue) below TC. Above TC the high-energy internal spin
cluster excitation branches cross over into a broad dispersionless band of localized
magnetic excitations (blue). The low energy external branches vanish above TC due
to the loss of inter-cluster correlations. Raman-scattering is possible at the Γ-point
(indicated with orange squares).
The formation of Cu4 spin clusters far above the long-range ordering
temperature TC≈ 58 K, and the resulting high-energy dispersive magnon
branch below TC results in the possibility to scatter from zone-center inter-
nal spin cluster excitations above and below TC by the Elliot-Loudon mech-
anism.19,21 Below TC high-energy optical magnon branches are well-defined
and dispersive by the inter-cluster correlation. A cartoon is provided in the
left panel of Fig. 5.12. Raman-scattering by the Elliot-Loudon mechanism is
possible at the Γ-point (indicated with orange squares). However, above TC
inter-cluster correlations are lost, and the optical magnons cross over into
a broad dispersionless band of localized cluster-internal spin excitations as
depicted in the right panel of Fig. 5.12 (Refs. 31). This finite localized spin
5.5. Conclusions 125
cluster excitation density-of states at the Γ-point above TC still allows for
first-order scattering, but however will appear as broad continuum of mag-
netic scattering, as indicated with the orange rectangle.31
Phonons Figure 5.13a shows the phonon energy and half width at half
maximum (HWHM) for the phonon P1. Figure 5.13a shows the phonon
energy and spectral weight (SW) for the phonon P2. All plotted parameters
show strong sensitivity to magnetic ordering. This is especially the case
for the P2 phonon, as for instance seen from the spectral weight. Neither,
the spin wave theory calculations, nor neutron experiments, evidence the
presence of a spin cluster excitation around 444 cm−1. Instead, the P2 mode
should represent a motion of oxygen atoms.27 The similar energy scale, and
likely overlapping dispersion, of optical phonons and high-energy spin cluster
excitations may lead to a phonon-magnon hybridization by magneto-elastic
coupling.32,33 This in turn will lead to a strong temperature dependence for
the line-width, position, and spectral weight of the optical phonons.
Figure 5.13: a) P1 phonon energy and half width at full maximum (HWHM)
and b) P2 phonon energy with spectral weight (SW). Around the magnetic critical
temperature TC≈ 58 K an anomaly is observed in all phonon parameters.
5.5 Conclusions
Cu4 triplet clusters form the relevant spin entity for the formation of long-
range magnetic order in the cluster magnet Cu2OSeO3. This leads to a char-
acteristic spin excitation spectrum, which shows a clear division into weakly
dispersing, high-energy internal cluster excitations and low-energy, strongly
dispersing external cluster excitations. A Raman study of the high-energy
spin excitations was performed. Four out of seven previously experimentally
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observed cluster modes could be identified in the Raman spectra. The scat-
tering mechanism of six out of seven experimentally observed cluster modes
could be unambiguously identified as first-order Elliot Loudon scattering.
The scattering mechanism of the 300 cm−1 excitation couldn’t be unam-
biguously deduced based on the current data and previous reports in litera-
ture. The temperature dependent Raman scattering of the strong 265 cm−1
∆Sz =± 1 and 425 cm−1 high-energy cluster modes was studied in closer de-
tail. These modes show to soften and broaden with increasing temperature,
and persist above TC as a broad magnetic scattering continuum. Above TC,
the Cu4 clusters are decoupled, resulting in localized cluster-internal spin
excitations. In the long-range ordered phase the internal cluster modes ac-
quire dispersion by the inter-cluster exchange interactions, and form optical
magnon branches, resulting in well-defined magnetic modes in the Raman
spectrum. These observations support the picture that Cu2OSeO3 can be
regarded as a generalized solid-state molecular crystal of spin nature. This
chapter furthermore provides a solid foundation for the last chapter, where
we will look at photoinduced long-range and cluster-internal order parame-
ter dynamics.
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Chapter 6
A tunable time-resolved
spontaneous Raman
spectroscopy setup for
probing ultrafast collective
excitation and quasiparticle
dynamics in quantum
materials
6.1 Introduction
The last decade has seen a surge of experiments where light is exploited
as a strong external stimulus to manipulate quantum materials.1–3 The
light-matter interaction can be a fully coherent process as in the case of the
Floquet state in photon-dressed materials,4 or drive quantum materials into
a strongly non-thermodynamic state by disturbance of the balance between
electronic, orbital, spin, and lattice degrees of freedom. Seminal cases of
the latter phenomenon include the photoinduced insulator-metal transition
in VO2,
5 optical control of colossal magnetoresistivity in manganites,6 and
transient signatures of photoinduced superconductivity in a stripe-ordered
cuprate.7
Integral in the description of the emanating dynamics in the optically
driven non-equilibrium state is the creation and annihilation of electronic
quasiparticles, collective excitations associated with the various degrees of
freedom, and their interaction. Their transient annihilation and creation
may, for instance, induce symmetry changes across photoinduced phase tran-
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sitions,8 and dictates nonequilibrium temperatures,9 while their interaction
underlies the coupling, and therefore the equilibration between the various
degrees of freedom.10 A scala of partially complimentary pump-probe tech-
niques have been developed to study quasiparticle and collective excitation
dynamics, and their interaction. For instance, the coupling between low-
energy collective excitations, and high-energy electronic excitations may be
mapped into the time-domain, and quantified, through all-optical coherent
fluctuation spectroscopy.11,12 A direct view on momentum-dependent elec-
tron and hole quasiparticle population dynamics is provided by means of
the matured technique of time-resolved angle-resolved photoemission spec-
troscopy.8,13 The situation for direct probing of collective excitation popu-
lations is perhaps more ominous.14 Rather novel photon-probes of dynamics
of collective excitations such as phonons, magnons, and orbital excitations
are time-resolved diffuse x-ray scattering,15 and time-resolved resonant in-
elastic x-ray scattering.16 Plasmon dynamics in quantum materials has for
instance succesfully been probed with femtosecond electron energy loss spec-
troscopy.17,18 However, a quantification of occupation numbers and corre-
sponding effective temperatures with these techniques still seems a stretch.
Time-resolved Raman scattering is a reasonably well-established probe
for vibrational dynamics in organic materials,19–23 and phonon population
dynamics in semiconductor materials24,25 and carbon allotropes.26–29 With
this technique the transient evolution of the spontaneous Raman spectrum
after photo-excitation is studied.30 The pump excitation mechanism only
needs to induce incoherent dynamics. There are thus no special prerequi-
sites to the pulse duration, as is the case with coherent pump-probe tech-
niques.11,12 In the time-domain spectra transient changes in excitation ener-
gies, line-widths, and scattering intensities of Raman-active excitations can
be obtained. This has the advantage over coherent excitation techniques that
one can follow the true time evolution of the system through its incoherent
response, rather than the time evolution of coherent excitations. Through
detailed balance of the anti-Stokes to Stokes scattering intensity ratio the
temporal evolution of selected effective mode temperatures can be directly
determined,30,31 as in contrast to techniques relying on a comparison of the
dynamical response with the thermodynamic temperature evolution. This
makes time-resolved spontaneous Raman spectroscopy a truly unique tech-
nique in the study of ultrafast processes, and for instance allows testing of
the validity, and limitations of widely applied multiple effective temperature
models.9,32 An interesting situation is expected on the shortest time-scales,
where truly non-thermal dynamics is present and the fluctuation dissipa-
tion theorem may not hold anymore. Phase transitions can be optically
induced when a quantum material is driven far out-of-equilibrium. The as-
sociated symmetry changes across the phase transition can be deduced from
the changes in selection rules of the transient Raman spectrum.34 Since the
transient excitation dynamics is directly measured in the frequency domain,
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the renormalization of excitation energies and linewidths across the phase
transition (or partial melting of a phase) may be measured with large accu-
racy. This should be compared and contrasted with time-domain techniques
which rely on the detection of a frequency chirp in the coherent excitation
dynamics.33
Major factors to the limited use of time-resolved spontaneous Raman
spectroscopy in the study of ultrafast dynamics in quantum materials are
energy-time resolution limitations, the relevant excitation energy scales,36
and low inelastic light scattering cross sections. In time-resolved Raman
spectroscopy the time resolution and spectral resolving power are Fourier
transform related. This asks for a proper choice of design parameters as we
recapitulate in this article. The Fourier transform limit can in principle be
overcome with the femtosecond stimulated variant of the technique.37 A re-
cent success with time-resolved femtosecond stimulated Raman spectroscopy
(tr-FSRS) is the observation of a modification of the Heisenberg exchange
in an antiferromagnet on the femtosecond timescale.38 In FSRS the stim-
ulated gain and loss intensities both have contributions from anti-Stokes
and Stokes processes. The gain and loss ratio therefore cannot be easily
interpreted in terms of an occupation number or equivalent temperature.39
Time-resolved spontaneous Raman therefore stays an appealing technique to
study quasiparticle and collective excitation population dynamics, and opti-
mization of signal detection remains a central issue. Recent advances in high
repetition rate amplified laser systems, tunable light sources, and detection
techniques can nowadays bring the sensitivity of time-resolved spontaneous
Raman spectroscopy close to that encountered in a continuous wave laser
based steady-state spontaneous Raman scattering experiment, even with-
out relying on resonances. A resurgence of the technique as a tool to probe
quasiparticle population dynamics, photoinduced symmetry changes, and
energy and momentum-transfer in quantum materials is thus foreseen.
In this chapter we present our flexible and efficient ultrafast time-resolved
spontaneous Raman spectroscopy setup to study collective excitation and
quasiparticle dynamics in quantum materials. The setup has a broad energy
tuning range extending from the visible to near infrared spectral regions for
both the pump and probe pulse energies. It thereby allows to selectively ex-
cite materials, and to probe under off- and on-resonant Raman conditions.
The balance between energy and time-resolution can be controlled, allow-
ing few picosecond time-resolution studies with an energy resolution down
to ∆ν∼ 7 cm−1 or femtosecond studies with ∆ν∼ 50 cm−1 energy resolu-
tion. A high light collecting efficiency is realized by high numerical aperture
collection optics, and a high-throughput flexible spectrometer. The func-
tionality of the setup is demonstrated with three different case studies. We
first focus on the zone-center longitudinal optical phonon (LO-phonon), and
hole continuum dynamics in photo-excited silicon, and discuss the role of the
Raman tensor by simultaneously tracking the Stokes and anti-Stokes spec-
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tra. Changes in the Raman tensor resulting from photoinduced symmetry
changes have been discussed previously.34 Here it is shown that changes in
the Raman tensor can additionally appear due to resonance effects. This
can be used as an alternative probe to track electronic population dynam-
ics. Higher order Raman processes can serve as an all-optical momentum
dependent probe. We show evidence for dissimilar electron-phonon scatter-
ing rates at different high symmetry points in the Brillouin zone of silicon by
detecting pump-induced changes in the two-phonon overtone spectrum. This
measurement underscores the unique resolving power of measuring transient
changes in excitation energies in the frequency domain. Demagnetization
dynamics of helimagnetic order in the chiral insulator Cu2OSeO3 is studied
by observing softening and broadening of a magnon excitation after photo-
excitation. This illustrates the technique’s feasibility to probe photoinduced
phenomena in quantum materials, such as melting of phases, and photo-
inducing phase transitions. With the high stability and sensitivity of the
described setup new avenues in ultrafast dynamical studies of quantum ma-
terials are foreseen. These include the tracking of order parameter evolution
and detection of symmetry changes across photoinduced phase transitions,
the qualitative determination of energy and angular momentum transfer
rates in the relaxation of non-equilibrium states, and time- and momentum-
resolved scattering.
6.2 The time-resolved spontaneous Raman
spectroscopy setup
6.2.1 Design considerations
Typical design parameters for a time-resolved spontaneous Raman setup in-
clude energy resolution, time-resolution, the laser linewidth, and laser repe-
tition rate.30 Other design factors include tunability of the pump excitation
and Raman probe light, and suitable schemes to filter the Raman scattered
light from the elastically scattered light. The energy- and time-resolution
parameters are of special importance in time-resolved spontaneous Raman
spectroscopy. For a transform-limited Gaussian pulse the bandwidth-time
relation is ∆ν∆τ ≈ 14.7 cm−1ps, with ∆ν the frequency (energy) bandwidth
of a pulse, and ∆τ the pulse duration. Here ∆ν and ∆τ refer to the full
width at half maximum (FWHM). A trade-off in time and energy resolution
is thus inherent to the technique, and ideally a setup should allow control
of energy and temporal resolution. The experimentally accessible region,
limited by the Fourier transform relation, is indicated in Fig. 6.1. In mate-
rials with only a few Raman-active modes, such as IV and III-V semicon-
ductors,24,40 or well-separated high-energy modes in for instance graphite
allotrope materials,26–28 a pulse bandwidth of ∆ν≈ 100 cm−1 (FWHM) suf-
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fices to resolve individual modes, and thus sub-ps time-resolution can be
realized (see Fig. 6.1). This energy resolution however generally isn’t suffi-
cient to study dynamics of collective excitations in quantum materials such
as magnons41 and phonons, or the more complex types such as electro-
magnons,42 Cooper-pair breaking,35 and charge-density wave modes,43 since
these modes generally are low energy excitations with ∆E< 120 meV. This
energy scale corresponds to Raman shifts of ∼ 1000 cm−1 and lower, and
thus requires a higher spectral resolving power. This holds especially in the
lowest energy region (Ω< 100 cm−1) where for instance soft modes in fer-
roelectrics are observed.44 In this region stray light from spectrally broad
laser pulses can hinder the observation of the modes of interest. Another
case where high resolving power is necessary are materials of low crystallo-
graphic symmetry where more interesting modes of electronic and magnetic
origin might overlap with a multitude of phonon modes.
Figure 6.1: The Fourier transform relation ∆ν∆τ ≈ 14.7 cm−1ps between pulse
duration ∆τ and pulse bandwidth ∆ν puts a limit to the experimentally accessible
energy and temporal dynamics range. The energy resolution region of interest for
time-resolved spontaneous Raman studies of quantum materials is put between
1 cm−1 and 100 cm−1. This leads to a few tens of picoseconds, to a few hundred
of femtoseconds temporal resolution. The green ellipse indicates where the system
operates in ps-mode. The time, and energy resolution can be controlled by detuning
the SHBC, or by a pulse shaper. The blue dot is where the system operates when
probe light is generated with the FS-OPA.
In spontaneous Raman spectroscopy the inelastically scattered light needs
to be separated from the Raman excitation light. For higher energy modes
such as vibrational excitations in carbon-based materials this can for in-
stance be realized with notch filters. When tunability in probe wavelength
is of importance a triple subtractive Raman spectrometer is still favored. In
time-resolved spontaneous Raman spectroscopy an additional complication
appears since the pump-excitation, and the pump-induced Raman spectrum
need to be rejected. Different filtering schemes have been applied for this.30
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In a degenerate pump-probe experiment polarization optics are used to re-
ject the pump-induced elastic, and inelastic scattered light. The downside
is that only the parallel Raman polarization geometry can be studied.34 In
addition, unwanted polarization leakage also ends up in the Raman spec-
trum, and the lowest energy excitations are difficult to access. In a two-color
setup however, the pump-induced elastic (and inelastic) scattering can be
conveniently rejected by spectral filtering.21,30
Amplified laser systems allow for tunable two-color experiments, as op-
posed to MHz-oscillator experiments which are limited to the fundamental
and double wavelength for the pump and probe beams. In addition, with
an amplifier the problem of average heating is avoided. For low repetition
rate systems the average laser power can however bring challenges. The
Raman intensity scales with average laser power. For detectable average
laser powers with low repetition rate systems the pulse peak intensities can
thus easily get too large, which may lead to nonlinear effects, and sample
damage. The ideal situation between these laser system limits thus exists
in the form of high repetition rate amplifiers.21,30
6.2.2 System overview
The time-resolved Raman system consist of three main parts: I.) the am-
plified laser system and optical parametric amplifiers to generate pulses for
selective pumping, and narrow-bandwidth pulses for Raman probing, II.)
the table optics for pulse cleaning, polarization control and the delay line
III.) the confocal Raman microscopy interface, the high efficiency spectrom-
eter and charge-coupled device detector. A layout of the setup is shown in
Fig. 6.2.
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Amplified laser system & selective pump excitation and tunable
Raman probe
A chirped pulse amplification based laser system (LightConversion
Pharos) was selected for the setup. The Pharos laser system consists
of a Kerr-lensing mode locked oscillator module, a regenerative amplifier
(RA), and stretcher-compressor units which are all embedded in a compact
module. The laser uses diode-pumped Yb:KGW (Ytterbium-doped potas-
sium gadolinium tungstate) as the active medium. The emitted pulses have
λC = 1024 nm central wavelength. An internal pulse picker allows to set the
repetition rate up to fmax = 100 kHz. After the regenerative amplification
stage the 1024 nm stretched pulse beam is split into two beams. One beam is
directly emitted as an 11 W output of non-compressed highly chirped 150 ps
long pulses. The other beam is compressed, resulting in a 7 W average power
beam of 0.3 ps duration pulses.
The uncompressed 11 W beam is routed to a second harmonic band-
width compressor (LightConversion SHBC).45 Inside the SHBC, a 1:1
beamsplitter divides the beam. A high-intensity grating gives the split
beams an opposite chirp, after which the beams are overlapped on an β-
BBO (barium borate) crystal. The SHBC converts the 1024 nm pulses of
full-width at half maximum (FWHM) ∆ν≈ 50 cm−1, into 512 nm transform
limited pulses with ∆ν≈ 10 cm−1 FWHM and ∆τ ≈ 1.5. ps temporal width.
The SHBC output can directly be used as Raman probe light, or used to
pump a three stage white-light seeded picosecond optical parametric ampli-
fier (LightConversion PS-OPA). The white light seed is generated with
1 W of 0.3 ps 1024 nm compressed pulses. The PS-OPA can continuously
tune the Raman probe wavelength from 630 nm to 950 nm. The signal and
idler of the PS-OPA output can be externally doubled to tune the probe
wavelength in the range 320 - 600 nm.
A total power of P = 6 W of the 0.3 ps 1024nm compressed beam is routed
to a double-pass white-light seeded optical parametric amplifier
(LightConversion Orpheus FS-OPA) to generate pump pulses. The
signal wavelength is continuously tunable from 620 nm to 1000 nm, where
the idler runs from 1060 nm to 2500 nm. An external β-BBO crystal can be
used to extend the pump wavelength range from 320 to 600 nm.
The time-resolved system operates in the green oval region in the
(∆ν,∆τ)-plane of Fig. 6.1 when probing is realized with the SHBC or PS-
OPA output. High time-resolution, with lower energy resolving powers can
be realized by only working with the FS-OPA. The FS-OPA’s signal output
is in this case still used for pumping. The residual output of the OPA’s
0.3 ps, λC = 512 nm pump beam is used for probing. For the FS-OPA based
operation mode the system works in the blue sphere in the (∆ν,∆τ)-plane.
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Table optics
Narrow-band laser line filters are placed in the pump beam to remove un-
wanted spectral components which may otherwise lead to spurious signals
in the Raman spectra. The polarization state of the pump beam can be
controlled by a Berek compensator. For the probe beam the unwanted spec-
tral components are either removed by laser line filters or a folded grating-
based pulse shaper,46 where the latter results in the cleanest pulse, as re-
quired for probing small Raman shifts (Ω< 100 cm−1). In addition, the pulse
shaper allows to narrow down the spectral pulse bandwidth at least to about
∆ν≈ 7 cm−1 FWHM at the expense of time-resolution and average probing
power. A Berek compensator is used to control the polarization state of the
probe beam.
The temporal delay between the pump and probe pulse is controlled
via a mechanical delay line of 30 cm length (Physikalische Instrumente
M-531.EC) placed in the pump beam path. The step size resolution is
∼ 0.5µm, corresponding to a time-resolution of approximately ∼ 3 fs. The
time-resolution is thus effectively determined by the pump-probe pulse cross-
correlation. A silver-coated retro-reflector is mounted on the delay line. The
pump and probe beams are made collinear before the Raman microscopy
interface with beam combiner BS1. The mechanical chopper is only used
when PMT-detection is used.
Raman interface, spectrometer, CCD-detector, and PMT-detector
The collinearly propagating pump and probe beams enter the Raman mi-
croscopy interface via a periscope. The collinear pump and probe beams
are reflected from beam splitter BS2 (R/T = 0.2/0.8) into a high numerical
aperture microscope objective MO (Olympus LMPLFLN-series long work-
ing distance objectives are used, where the NA=0.4, 20×, working distance
WD= 12 mm is the standard choice). The backscattered light is collected
by the microscope objective, transmitted through beam splitter BS2, and
focused on the spectrometer entrance slit.
The maximum pump pulse energy lies around ∼ 150 nJ at the sample
position for 650 nm pump excitation. The maximum probe pulse energy lies
around ∼ 20 nJ at the sample position for 512 nm probe excitation when the
grating-based pulse shaper is used. Since the Raman scattering efficiency
scales with incident laser intensity, a large average incident probe power is
preferred. For diffraction-limited pump-probe spot sizes this however results
in a few challenges. Pulse fluences get too large, and samples damage easily.
This can be solved by defocussing the microscope objective. The divergence
of the scattered light in this case is corrected with a telescope system placed
after BS2. This allows working with spot sizes of about ∼ 1µm to ∼ 100µm
diameter. The samples can be placed in a Janis ST500 coldfinger cryostat
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with small working distance (about 2 mm).
A successful implementation of time-resolved Raman spectroscopy sig-
nificantly hinges on the efficiency of the spectrometer. Raman-scattered
light is an order O∼ 10−8 weaker compared to the incident excitation light.
This necessitates a high stray light rejection. We use a cascade of three
Czerny-Turner imaging spectrographs (TriVista 555, S&I GmbH) which
are operated in subtractive mode (high stray light rejection by the first two
spectrometers).47 Different sets of holographic, and ruled gratings allow to
maximize the scattered light detection efficiency. Silver-coated optical ele-
ments ensure a high throughput. The last stage (spectrometer stage) has
a second entrance port. This allows to bypass the subtractive stage of the
spectrometer. In this case a notch filter is used to block the elastically scat-
tered light. The use of a notch filter can provide up to a factor 2× increase
in throughput efficiency with respect to the subtractive filtering. A color
filter may additionally be used to suppress the scattered pump light.
The used imaging spectrometer contains toroidal mirrors. This corrects
for the astigmatism present in a spectrometer containing spherical mirrors.48
In the toroidal case a smaller image size in the lateral direction is thus pro-
duced on the charge-coupled device (CCD) chip. This has the advantage
that less CCD-rows need to be binned to integrate the scattered light spec-
trum. This significantly reduces the appearance of occasional spikes from
cosmic events in the Raman spectrum, and reduces the CCD-readout noise
with respect to an ordinary spectrometer. The low spherical aberration of
the spectrometer makes that one can resort to the use of pseudo-confocal
microscopy.49 In this case the entrance slit rejects out-of-focus light in the
horizontal direction, whereas the CCD-binning is used to digitally reject
out-of-focus light in the vertical direction from the Raman spectrum. By re-
sorting to pseudo-confocality the use of an opto-mechanical confocal system
is avoided. In the latter case a secondary focus point through a mechanical
pinhole before the spectrometer is used to obtain confocality. This would
however lead to reflection losses for the scattered light from additional lenses.
The CCD-detector is a low-etaloning Pylon-100:BR-eXcelon, 1340×100
pixels CCD, with a pixel size of 20 × 20µm2. The quantum-efficiency lies
above QE>90% for the wavelength range 450 - 900 nm.
Single channel detection with a photomultiplier (PMT) and lock-in de-
tection was realized as a second detection possibility. The installed PMT is a
Hamamatsu R943-02 with a cadmium-doped GaAs photo-cathode, which
is cooled with a Hamamatsu C10372 thermoelectric cooler. The PMT
signal is read out by a Stanford Research Systems SR830 lock-in de-
tector. The PMT-signal is amplified with a Stanford Research Systems
SR560 voltage preamplifier before lock-in read-out. A mechanical chopper
is placed in the pump-beam path for time-resolved measurements, and in
the probe-beam path for steady-state measurements.
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6.2.3 Detection scheme of choice
In case of CCD-detection the intensity I(t) of a broad Raman spectral
range, generally tens of meV, is determined. The delay line is stepped,
where after a Raman spectrum is acquired for multiple seconds for each
time point. The scattering efficiency change is determined by comparing
the after photoexcitation spectra with the before photoexcitation spectra.
With PMT-detection the change ∆Iint(t) in integrated scattering intensity
Iint(t) =
∫ Ω2
Ω1
I(t)dΩ of a spectral feature falling within a small spectral region
[Ω1:Ω2] dictated by the exit slit width is directly by the standard differen-
tial pump-probe spectroscopy scheme.30,50 In this case the pre-time-zero
intensity I0 needs to be separately determined.
A comparison in detection efficiency for both detection methods is made.
Figure 6.3a shows a spectrum of the the silicon 520 cm−1 longitudinal op-
tical (LO) phonon obtained with PMT-detection and 512 nm ps-pulses as
Raman-excitation. The silicon sample was excited with 630 nm pulses under
a photoexcitation density of about n0∼ 1× 1019 cm−3. Figure 6.3b shows
the normalized change in scattering intensity for both the PMT and CCD
detection mode. A reduction in scattering intensity is observed, which
will be discussed in detail in the next paragraph. Each time-point cor-
responds to a total measurement time of 33 s (either integrated from the
PMT or CCD signal). The relative change is fitted with an erfc-function
(not shown). The fit amplitude and standard deviation are “signal” and
“noise” respectively. This gives a signal-to-noise ratio SNRCCD∼ 16, and
SNRPMT∼ 4. By CCD-detection a 4× higher SNR is realized compared to
PMT-detection. With CCD-detection a large spectral window is measured
and peak shifts can be resolved. The CCD-mode therefore evidently is the
preferred detection scheme.
6.3 Experimental results
6.3.1 Optical phonon population and hole continuum
dynamics in silicon
Time-resolved Raman spectroscopy allows to address population dynamics
of individual low-energy excitation modes after photo-excitation. Through
detailed balance of the Stokes and anti-Stokes signals the population num-
ber of different modes can be determined, and calculated into effective mode
temperatures.31 This direct way of measuring transient temperature evolu-
tion in the time-domain allows to test the validity and limitations of multiple
effective temperature models,9,32 which on the shortest time-scales may not
hold anymore due to the presence of truly non-thermal occupation statistics.
Such effective temperature models are not only widely applied to describe
ultrafast dynamics in simple materials,9,32 but also in quantum materials
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Figure 6.3: a) Steady-state spectrum of the silicon 520 cm−1 longitudinal optical
(LO) phonon obtained with PMT-detection. The fit function is a Gaussian. b)
Comparison of the normalized time-dependent scattering rate of the LO phonon
after a photoexcitation of n0∼ 1× 1019 cm−3 as measured with the PMT and CCD.
A stepwise reduction of the scattering amplitude of about 5% is observed. The
integrated phonon response as measured with the CCD shows an about 4× higher
signal-to-noise.
where different spin, orbital, electronic and lattice degrees of freedom are
present with their respective collective and quasiparticle excitations.51,52
Raman tensor dynamics is a less treated aspect of time-resolved Raman
scattering. It is however of crucial importance in the correct determina-
tion of effective mode temperatures.31 The anti-Stokes intensity scales as
IAS∝χ2 n , were n is the mode occupation number, and χ2 the squared
Raman tensor. The Stokes-intensity scales as IS∝χ2 [n+ 1] and is thus less
sensitive to transient population dynamics. This can be taken as a moti-
vation to “neglect” dynamics of the Stokes-spectrum. However, from these
relations it directly becomes clear that assigning transient anti-Stokes dy-
namics solely to transient population changes may not necessarily be true
since the Raman tensor χ2 may also show photoinduced changes. This is
expected to be of special importance under resonant probing conditions.
Below we demonstrate in intrinsic silicon that for a correct transient mode
temperature determination indeed a dynamical modification of the Raman
tensor χ2 needs to be taken into account. Such a dynamical modification of
the Raman tensor is expected to play a role in many other materials such
as 3d/4d/5d transition metal oxides, carbon allotropes53 like graphene or
Bucky-tubes, and transition metal dichalcogenides.54
An intrinsic (100) oriented silicon wafer (resistivity> 10000 Ωm), at room
temperature, is excited above the indirect band-gap with 650 nm pulses of
0.3 ps duration. The Raman probe excitation is narrow-band (∆ν≈ 10 cm−1
FWHM) pulsed light of 512 nm central wavelength, and 1.5 ps temporal
duration. The pump and probe powers were set to Ppump = 12 mW and
Pprobe = 1 mW for the pump and probe beam respectively. With a pump
spot size of 100µm diameter, the photo-excitation density is about
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n0∼ 8× 1018 cm−3. Both pump and probe beams are aligned with the [110]
crystallographic directions. The backscattered light is collected with the
single-stage spectrometer, where a notch-filter (Kaiser Optical Systems
Inc. SuperNotch-Plus 514.5 nm) is used to block the elastically scattered
light.
Figure 6.4a and b show the anti-Stokes IAS and Stokes IS spectra of
silicon (spectra at t=−5 ps). The spectra consist of the zone-center lon-
gitudinal optical (LO) phonon at ± 520 cm−1, and an electronic continuum
originating from hole scattering.55,56 The silicon peak has a (Gaussian) half
width at half maximum of ∼ 8 cm−1. This is larger than the intrinsic half-
width of ∼ 3 cm−1 at room temperature,55 since Gaussian ps-pulses were
used to collect the Raman spectrum. In Fig. 6.4c and d the differential anti-
Stokes scattering intensity ∆IAS(t) = IAS(t)− IAS(−5ps), and Stokes scat-
tering intensity ∆IS(t) = IS(t)− IS(−5ps) is shown for various representative
delay-times. At 0 ps to 0.5 ps a scattering increase is observed on the anti-
Stokes side. This corresponds to the creation of a transient optical phonon
population. However, on the Stokes side a negative differential feature is
observed, which evidently cannot originate from a transient phonon popula-
tion. In addition a small positive shoulder in the ∆IS(t) spectra is observed.
The integrated phonon scattering intensities are shown in Fig. 6.5a. The
phonon response is integrated over the spectral regions ±[460 - 580] cm−1
(indicated with black bars) for the Stokes and anti-Stokes side respectively.
A linear background was subtracted to take into account the increased hole
continuum scattering over the integration region. The cross-correlation of
the pump and probe pulse is plotted in faded blue for comparison.
The Stokes intensity IS, and anti-Stokes intensity IAS are given as:
31
IS(ωL−Ω) ∝ [ωL−Ω]3 × C(ωL−Ω, ωL) × χ2(ωL−Ω, ωL) × [n(Ω)+1] (6.1)
and
IAS(ωL + Ω) ∝ [ωL + Ω]3 × C(ωL + Ω, ωL) × χ2(ωL + Ω, ωL) × [n(Ω)] (6.2)
Here χ2(ωL±Ω,ωL) gives the Raman tensor square for the anti-Stokes
and Stokes resonance, ωL is the probe excitation frequency, and n(Ω) is the
occupation number for the mode with energy ~Ω. The factors C(ωL±Ω,ωL)
contain the incident intensity, and optical constants (absorption, transmis-
sion and refractive index) at the incident and scattered frequencies.31 We
however neglect the frequency dependence of C and χ2, which will lead
to a small error of < 5 % in the absolute phonon temperature determina-
tion.31,57 The anti-Stokes to Stokes scattering ratio can be used to calculate
the phonon temperature, or equivalently the particle occupation number
n(Ω), through the ratio:
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Figure 6.4: a) Anti-Stokes IAS and b) Stokes IS spectra of silicon. The main
feature is the LO-phonon at ±520 cm−1. The background is attributed to hole
continuum scattering. c) Differential anti-Stokes ∆IAS and d) differential Stokes
∆IS spectra for various representative time-delays. The anti-Stokes intensity shows
a positive transient phonon intensity at 0.5 ps and 2 ps, corresponding to the cre-
ation, and decay, of an LO-phonon population. The Stokes side shows a transient
reduction in phonon scattering efficiency due to a Raman tensor quench.
IAS
IS
(Ω) =
[ωL + Ω]
3
[ωL − Ω]3 ×
C(ωL + Ω, ωL)
C(ωL − Ω, ωL) ×
χ2(ωL + Ω, ωL)
χ2(ωL − Ω, ωL) ×
n(Ω)
n(Ω) + 1
≈ [ωL + Ω]
3
[ωL − Ω]3 × exp(−
~Ω
kBT
)
(6.3)
In Fig. 6.5b the transient temperature, determined according to Eq. 6.3
is plotted. An average heating to 310 K is measured before time-zero. Af-
ter photo-excitation the temperature rises by ∆T ≈ 45 K to 355 K within the
time-resolution, followed by a decay with a time-scale of τ ≈ 2.0± 0.6 ps. The
rapid rise, and consecutive decay is consistent with the transient creation
of an optical phonon population through electron-phonon coupling, which
thereafter decays into acoustic phonons through anharmonic coupling.58 Af-
ter 10 ps the temperature reaches quasi-equilibrium at an increased tempera-
ture of ∆T ≈ 5 K, which does not recover within the measured time window.
Figure 6.5c shows the transient increase of hole continuum scattering
in the region +[600 - 650] cm−1 (indicated with the red bar). The tran-
sient scattering signal is well-fitted with a step function convoluted with
a cross-correlation function of the pump and probe pulse. The photoin-
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Figure 6.5: a) Transients of Stokes and anti-Stokes phonon intensity, as integrated
over the blue highlighted regions in the Stokes and anti-Stokes spectra. On the
anti-Stokes side a positive transient intensity is observed, which corresponds to a
transient optical phonon population. The dynamics on the Stokes side is dominated
by the tensor quench. b) Transient phonon temperature calculated through detailed
balance. The temperature rises from 310 K to about 355 K, and recovers on a time-
scale of τ ≈ 2.0± 0.6 ps. c) Transient hole continuum scattering on the Stokes side
in the green highlighted region. d) A transient phonon tensor quench is observed.
In all graphs the cross-correlation of the pump and probe pulse is plotted in faded
blue.
duced electron-hole-density has other effects on the Raman spectrum. Since
the phonon Raman transition probability is proportional to the density of
electrons in the valence band, and holes in the conduction band, the pho-
toinduced electron-hole density is expected to alter χ2 (Refs. 59, 60). From
the Stokes intensity IS and the calculated population n, the time-evolution
of χ2 is calculated according to Eq. 6.1, and shown in Fig. 6.5d. A step-wise
tensor quench ∆χ2≈−5% is observed, underlining the electronic origin of
the transient decrease of the Stokes intensity IS. The transient hole density
in addition leads to an increase in the Fano-asymmetry, as evidenced by the
ingrowing positive shoulder in the ∆IS(t) spectra. The origin of the tensor
quench and the transient Fano-asymmetry are discussed in more detail in
chapter 7.
6.3.2 Time- and momentum resolved scattering in silicon
Electron-phonon, and phonon-phonon interaction strengths, or more gener-
ally the coupling between any type of quasiparticles, depends on the momen-
tum of the interacting quasiparticles.61 The characteristic timescales associ-
ated with optical phonon creation, and relaxation through anharmonic cou-
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pling, are thus momentum-dependent.9,62 Pump-probe techniques spanning
from x-ray to the optical range allow for time- and momentum-resolved prob-
ing. Whereas the momentum-dependence is implicit for pump-probe tech-
niques in the x-ray range, such as diffuse scattering,15 diffraction,63 or reso-
nant inelastic x-ray scattering,16 this may not directly be obvious for optical
pump-probe techniques as these are k≈ 0 momentum transfer probes. Op-
tical inelastic scattering techniques, notably femtosecond stimulated Raman
spectroscopy,38 and spontaneous Raman spectroscopy however can be uti-
lized to disentangle momentum-dependent dynamics through higher-order
scattering processes. In a two-particle process, two excitations of opposite
momenta +k and −k are created (or annihilated).64 Two-particle scat-
tering processes appear in the inelastic light scattering spectrum as bands
of the frequency dependence of the combined density of states of the exci-
tation pair, weighted by a scattering efficiency distribution.65 The multi-
particle scattering response thus forms a mapping of momentum-space to
the energy domain, and thereby allows for the study of momentum-resolved
particle dynamics. After careful analysis of the line-shape even momentum-
relaxation dynamics should be in principle feasible to detect.66 With time-
resolved spontaneous Raman spectroscopy we succeeded to detect photoin-
duced phonon softening of different high-symmetry Brillouin Zone-points
(BZ-points) in the two-phonon spectrum of silicon. We find evidence that
the softening at the different points occurs with dissimilar time-scales, which
is indicative of dissimilar electron-phonon scattering rates.
Probing of the two-phonon spectrum on a (100) oriented silicon wafer
was performed at room temperature. A 512 nm Raman probe excitation
was used, with the probe polarization along the [110] axis. The two-phonon
spectrum is observed between 920 cm−1 and 1040 cm−1 as seen in Fig. 5a
(dark blue line). The two-phonon spectrum consists of a summation of TO-
phonon overtones from four high-symmetry Brillouin Zone (BZ) points.67
Previous reports have assigned the characteristic spectral features based on
the analysis of critical points in the phonon density-of-states.65,67,68 The
sharp increase at 920 cm−1 is related to scattering from the X-point, the
shoulder at 940 cm−1 to the W-point, and the shoulder at 970 cm−1 to scat-
tering from the L-point. The tail extending from 980 cm−1 to 1040 cm−1 is
the overtone from the zone center, i. e. the Γ-point. The different regions
are marked with bars.
The sample is excited above the indirect band-gap with 650 nm pulses
of 0.3 ps duration, and pump polarization along the [110] axis. The pho-
toinduced electron-hole density is n0∼ 9× 1019 cm−3. Figure 6.6a shows
the transient Stokes spectra IS(t) of the two-phonon peak for various pump-
probe delays. A photoinduced redshift of the two-phonon spectrum is ob-
served, in addition to an increased hole continuum scattering background,
as discussed above. Figure 6.6b shows the differential spectra
∆IS(t) = IS(t)− IS(−2ps) for the respective time-delays, where the hole con-
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Figure 6.6: a) Two-phonon spectra IS(t) of photo-excited Silicon for various
delay-times. Scattering regions originating from the different Brillouin Zone regions
X,W,L, and Γ are indicated with bars. b) Corresponding differential spectra ∆IS(t).
The transient hole scattering response has been subtracted. The spectral shift at
the W- and Γ-point appears to have a slower ingrowth than the X- and L-point. c)
Spectral weight S.W. for representative regions in the two-phonon signal normalized
on the S.W. at +2 ps.
tinuum scattering increase is subtracted (the tail of a Voight profile is fit-
ted to the increase in electronic scattering in the ∆IS(t) spectra). The
∆IS(t) / I−2ps spectra are integrated over four different wavelength regions
and plotted normalized to the IS / I−2ps value at +2 ps. This gives the spec-
tral weight S.W. as a function of time delay as shown in Fig. 6.6c.
The two-phonon Stokes signal has a IS(ω)∝χ2(ω)[n2(Ω) + 1] depen-
dence (cf. Eq. 6.1). Both the Raman tensor χ2(ω) and the population factor
[n2(Ω) + 1] transiently change upon photo-excitation as discussed above,
where the population term can only increase. The tensor dynamics χ2(ω)
thus appears to dominate the transient two-phonon response. This is also
evidenced by the large redshift ∆Ω≈−2 cm−1. The redshift is understood
as a photoinduced phonon softening at the different high symmetry points
in the Brillouin Zone. Extracting time-constants for the different BZ-points
is not possible due the limited amount of time-delay points. However, from
the ∆IS(t) spectra in Fig. 6.6b, and the spectral weight S.W. in Fig. 6.6c,
it appears that the phonon softening at the X- and L-point has a faster in-
growth than at the W- and Γ -point. This hints to dissimilar electron-phonon
coupling constants for the different points. The quantitative determination
of time-constants for the four BZ-points asks for a higher time-resolution.
In spontaneous Raman spectroscopy this would however result in a loss of
frequency resolving power, and thereby momentum-resolving power. This
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would again lead to a complication in disentangling time-and momentum re-
solved scattering, however now because of frequency resolution limitations.
A qualitative disentanglement of momentum-dependent scattering in sili-
con thus forms an interesting study case for the time-resolved femtosecond
stimulated Raman scattering variant.
6.3.3 Photoinduced melting of helimagnetic order in the
chiral magnet Cu2OSeO3
The understanding of out-of-equilibrium phenomena in magnetic materi-
als is a highly active part of condensed matter research.69 Recent scien-
tific advances with a high potential towards applications include all-optical
magnetization switching,70 and picosecond optical writing and read-out of
magnetic bits.71 With increasingly complex magnetic phases and dynami-
cal phenomena being studied, there is a high demand for novel all-optical
probes. Magnetization dynamics in finite magnetization phases, such as
ferromagnetic and ferrimagnetic order, or a more exotic phase such as the
skyrmion lattice,72 can be probed by optical techniques which are sensitive
to the order parameter M which describes the (macroscopic) magnetization.
Linear magneto-optical effects, for instance the Faraday or magneto-optical
Kerr effect, measure a polarization rotation θ∝M proportional to the mag-
netization.73 The dynamical variant allows to detect photoinduced incoher-
ent and coherent dynamics of the order parameter M.52,72 All-optical detec-
tion of antiferromagnetic order dynamics already becomes more challenging.
The antiferromagnetic order parameter L is proportional to the difference
in magnetic sublattice magnetizations; L∝M↑ - M↓. Optical probing of L
is realized by second-order magneto-optical effects, such as magnetic linear
birefringence and second harmonic generation. Ultrafast variants have been
used to study photoinduced dynamics in antiferromagnets.74,75 For more
complex net-zero magnetization order, such as cycloidal, helical, or spin
wave order it is more challenging to probe the magnetic order parameter.
One suggestion is tracking the thermalization of a magnon mode with THz-
time-domain spectroscopy after photo-excitation, as was realized in the spin-
cycloid material TbMnO3.
76 The Raman-activity of a magnon mode would
however permit all-optical detection, as opposed to detection through its
dipole activity. Here we show that time-resolved Raman spectroscopy allows
to all-optically probe melting of helimagnetic order after photo-excitation in
the chiral magnet Cu2OSeO3.
77 This is realized by tracking the softening
and broadening of a Raman-active magnon mode in the time-domain.
Cu2OSeO3 has a long-range magnetic ordering temperature of
TN≈ 58 K.77 The magnetic ground state consists of helimagnetically aligned
effective S= 1 spin clusters, which by itself consist of three-up-one-down
S= 1/2 spins on the Cu2+(3d9) sites.78,79 The spin cluster ordering results
in high energy ∼meV magnons, from which the magnons at the Γ-point
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are observable by spontaneous Raman spectroscopy.80 A [111] oriented
Cu2OSeO3 sample, at bias temperature 5 K in the helimagnetic phase was
studied. The SHBC output at 512 nm, with ∆ν≈ 10 cm−1 FWHM was used
as Raman probe (0.5 mW probe power at sample position). In Fig.6.7a part
of the Stokes spectrum is shown. The M-mode at Ω≈ 264 cm−1 corresponds
to a ∆Sz = +1 magnon mode, which can be understood as a spin-flip exci-
tation within the three-up-one-down spin cluster.81 The modes labeled “P”
correspond to phonons, or regions of not fully resolved overlapping phonons.
Figure 6.7: a) Part of the Raman spectrum of Cu2OSeO3 recorded with 512 nm
pulsed probe light. The peak labeled “M” at ΩM≈ 264 cm−1 is a ∆Sz = +1 spin
cluster magnon. The peaks indicated by ”P” are phonons, or regions of not fully
resolved phonons. b) Scaled differential Stokes spectra ∆IS(t) / I−5ps for represen-
tative delay-times. The derivative-like lineshape results from a dynamical softening
and broadening of the magnon peak. c) linear and d) logarithmic scales of the
spectral weight (S.W.) evolution of the ingrowing component in the ∆IS(t) / I−5ps
spectra. The spectral weight transfer has a time-constant of τ ≈ 200 ps.
Local crystal field excitations (see chapter 4) were excited with 0.3 ps,
λ= 570 nm pump pulses (with 2 mW pump power, and fluence F≈ 2mJ/cm2),
after which the thermalization dynamics is measured in the transient Ra-
man spectra. In Fig. 6.7b the scaled differential spectra ∆IS(t) / I−5ps are
shown for representative time-delays, where ∆IS(t) = IS(t)− IS(−5ps). A
derivative-like lineshape is observed in the ∆IS(t) / I−5ps spectra, result-
ing from a spectral weight shift to lower Raman shift Ω for the magnon
excitation. For the low temperatures, and Stokes range of interest (Ω =220-
320 cm−1) the occupation number n(Ω,T ) 1. The change in occupation
thus also is ∆n(Ω,T ) 1. We thereby assign the spectral weight transfer
to a change in the Raman tensor χ2(ω). This physically corresponds to a
dynamic softening and broadening of the magnon excitation. From fitting of
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the ∆Sz = +1 peak position in the IS(t) spectra it is found that the dynamic
shift ∆Ω(750 ps) at late delay times lies below 1 cm−1. By comparison to
the temperature dependent position we conclude that the transient magnetic
temperature does not rise above 25 K. Under our pump excitation conditions
the long-range magnetic order thus gets strongly perturbed, but not fully
destroyed. The phonon peak shifts are too small to be resolvable in the
∆IS(t) / I−5ps spectra. The ingrowing spectral weight transfer (S.W.) of the
∆IS(t) / I−5ps signal, corresponding to the temporal evolution of the mag-
netic order parameter, is shown in Fig. 6.7c and d in linear and logarithmic
timescales. A typical time-scale of τ ≈ 200 ps for spin-lattice thermalization
in insulators is observed.69 This agrees well with the findings of Langner
et al. where a spin-lattice thermalization time of τ ≈ 300 ps was observed
by means of time-resolved resonant x-ray diffraction.82 The slight discrep-
ancy might originate from the different pump excitation conditions, and the
different bias temperatures.
6.4 Conclusions and outlook
In this chapter a flexible and efficient ultrafast time-resolved spontaneous
Raman spectroscopy setup was presented. Different conceptual time-resolved
Raman studies of collective excitation and quasi-particle dynamics were dis-
cussed to illustrate the strength and capabilities of the setup. One of the
strongest feats of time-resolved spontaneous Raman is the determination
of transient population numbers, and effective modes temperatures through
detailed balance of the anti-Stokes to Stokes intensity ratio. A less studied
aspect of the dynamics is the resonance enhancement in the Raman process.
This however plays a role, as we have demonstrated in the prototype test
material silicon. We’ve shown that the photoinduced hole density leads to
a quench of the Raman tensor, and in addition to an increase in electronic
inelastic scattering. Dynamic changes in the electronic population and struc-
ture are of importance to photoinduced phenomena in many classes of quan-
tum materials, such as 3d/4d/5d transition metal oxide materials, carbon
allotropes, and transition metal dichalgocenides. Time-resolved resonant
Raman can thereby provide a convenient tool to study both electronic pop-
ulation dynamics, as well as photoinduced changes in the electronic band
structure such as band gap renormalization.
Although Raman spectroscopy is a zero-momentum transfer probe,
momentum-dependent scattering can nevertheless be resolved in the higher-
order Raman response. The overtone spectrum can thus serve as a
momentum-and time-resolved scattering probe. As a proof of concept,
we’ve studied photo-induced changes in the two-phonon response of sili-
con, and found evidence for dissimilar phonon softening rates at different
high-symmetry points of the Brillouin Zone. Applying this concept to slower
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phenomena, such as spin-lattice relaxation in 3d-antiferromagnetic materi-
als, seems fortuitous to pursue, and possibly allows to detect momentum-
dependent transient population dynamics and momentum relaxation.
Raman-active collective excitations such as magnons, charge-density wave
modes, and the Cooper-pair breaking peak, can serve as a time-resolved
probe for the order parameter of quantum phases. We illustrated this in
the helimagnet Cu2OSeO3, where the photoinduced melting of helimagnetic
order can be tracked by the observation of a dynamic softening and broaden-
ing of a magnon peak. This principle can also be applied to probe dynamics
of other net-zero magnetization order such as cycloidal, spin-density wave,
and antiferromagnetic order. On a broader scope this can be applied to pho-
toinduced phase transitions, where the associated change of symmetry can
be derived from the transient Raman spectrum. The Raman spectrum of
collective low energy excitations can additionally serve as a probe to study
energy and angular momentum transfer between the lattice, electronic, or-
bital and magnetic degrees of freedom in quantum materials.
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Chapter 7
Dynamical resonance quench
and Fano interference in
spontaneous Raman
scattering from quasiparticle
and collective excitations
7.1 Introduction
A quantum-mechanical description of the nature and transport properties
of the various quasiparticles and collective excitations in semiconductors is
integral to characterizing the physical properties of a wide array of technolog-
ically relevant materials.1,2 Hot carrier and phonon relaxation dynamics in
semiconductors,3,4 for example, plays a central role in our understanding of
carrier transport and energy dissipation in electronic and optoelectronic de-
vices. As such, an accurate interpretation of the quasiparticle and collective
excitation interactions and dynamics is vital not only from a fundamental
perspective, but also to enable new applications.
Over the past four decades, a range of ultrafast spectroscopic probes
have provided us insight into carrier and phonon relaxation dynamics and
their respective time-scales in semiconductors.4,5 These measurements of-
ten rely on the coherent excitation of phonons, of which the dynamics is
consecutively probed in the modulation of the refractive index.6–8 A more
direct view of phonon dynamics is provided by time-resolved inelastic scat-
tering techniques.9–12 This has the advantage over coherent excitation tech-
niques that one can follow the true time evolution of a photoexcited material
through its incoherent response, rather than the time evolution of coherent
excitations.
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Time-resolved spontaneous Raman scattering is a reasonably
well-established probe for incohorent phonon population dynamics in semi-
conductors,11,13–18 and vibrational dynamics in molecules.11,19–25 More re-
cently the technique has been applied to study phonon dynamics in a range
of carbon allotropes.11,26–32 Through detailed balance of the anti-Stokes
IAS to Stokes IS scattering intensity ratio the (phonon) population number
n can be directly quantified by IAS/IS∝n/(n+1). This relation stems from
the fluctuation dissipation theorem,33 which on ultrafast timescales ( ps)
may lose its validity due to the presence of truly non-thermal occupation
statistics. The inelastic light scattering selection rules |EˆS · χ′′A · EˆI|2 for
incoming electric field EˆI and scattered field EˆS entail the symmetry A of
the Raman-scattering channel χ
′′
A.
34 This may be used to probe symmetry
changes across a photoinduced phase transition, as was demonstrated for
a high-to-low structural symmetry transition in antimony,35 and melting of
the superconducting condensate in a high-temperature cuprate superconduc-
tor.36 Two largely unexplored aspects to time-resolved spontaneous Raman
are the role of the Raman resonance enhancement in the time-domain,32
and the dynamic interaction between quasiparticle and collective excitation
scattering, with the latter interaction leading to a Fano interference. Here
we demonstrate a photo-induced resonance quench, and Fano-interference
in the transient phononic and electronic spontaneous Raman response of an
intrinsic indirect band gap semiconductor.
7.2 Experimental details
An intrinsic (100) oriented silicon sample (resistivity>10000 Ω· cm) was used
for the experiments. Time-resolved Raman scattering experiments were per-
formed using a 740 nm optical pump pulse with a temporal width of 0.3 ps.
The transient Raman spectra are recorded in a backscattering geometry us-
ing a 512 nm, 1.5 ps probe pulse.12 The polarization of both the pump and
probe beams were aligned with the [110] crystallographic direction of the
sample and the cross polarized scattered light was measured.
7.3 Results and discussion
The steady-state Raman spectrum of silicon is well-known, the main fea-
tures being the optical phonon peak centered at ± 520 cm−1, and, in p-doped
silicon, a broad and relatively weak electronic continuum extending to sev-
eral hundred cm−1. This feature is attributed to inter-valence band Raman
scattering between the uppermost heavy- and light-hole valence bands.37–39
Coupling of the optical phonon to this continuum leads to a pronounced
Fano asymmetry of the optical phonon Raman response.40
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Figure 7.1: Time-resolved spontaneous silicon anti-Stokes Raman spectra
recorded at a carrier density of ∼ 1.8 × 1018 cm−3. a) Anti-Stokes spectrum be-
fore optical excitation. b) Difference spectra obtained by subtracting the −10 ps
spectrum from the spectra at indicated delays.
Figure 7.1 shows the transient (differential) anti-Stokes Raman spectra of
silicon with a photoexcited carrier density of around ∼ 1.8×1018 cm−3 mea-
sured at various pump-probe delay times.41 For this relatively low transient
carrier density, one observes a fast increase of the intensity near the opti-
cal phonon response at −520 cm−1 which subsequently decreases with time
until it vanishes after 6 - 10 ps. This corresponds to the expected creation
of an optical phonon population through the electron-phonon interaction,
which subsequently decays on a ps timescale through anharmonic coupling
with acoustic phonons.26,27,29,30,42
However, this simple picture is incomplete, as demonstrated in Fig. 7.2
at higher excited carrier density (∼ 1.8 × 1019 cm−3) from both anti-Stokes
(left panels) and Stokes (right panel) difference Raman spectra. Particu-
larly striking is the non-trivial substructure and the notable asymmetry be-
tween the Stokes and anti-Stokes spectra. At early delay times (1 - 2 ps) the
anti-Stokes difference spectra show a positive response near the phonon fre-
quency, with slight negative difference signal in the middle, while a negative
difference signal dominates on the Stokes side. For longer time delays, the
negative signal on both sides gains strength until the Stokes and anti-Stokes
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Figure 7.2: Lower panels: Time-resolved spontaneous silicon Raman difference
spectra recorded at a carrier density of ∼ 1.8 × 1019 cm−3 for anti-Stokes (a) and
Stokes (b) scattering. These spectra are obtained by subtracting the spectra
recorded for −10 ps delay (top panels) from the spectra recorded at positive pump-
probe delays.
signals become symmetric with a negative component in the middle and
positive shoulders on the sides at ∼ 10 ps. The negative phonon difference
signal persists for several nanoseconds, which is on the order of the carrier
population lifetime. These spectral features originate from mixed effects
of the optically induced phonon and hole populations, spectral broadening,
and a Fano interference with the hole continuum.40 We first focus on the
observed changes in the overall signal intensity.
The spectra from Fig. 2 were integrated over the optical phonon contri-
bution (460 cm−1 to 580 cm−1) and corrected by subtracting the increasing
electronic background.43 The resulting relaxation dynamics are shown in
Fig. 7.3a. The Stokes signal shows an immediate decrease in the scattering
intensity after optical excitation. In contrast, the anti-Stokes signal first
shows a rapid increase of scattering intensity which decreases only at later
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Figure 7.3: Relaxation dynamics of phonon equivalent temperature and Raman
scattering strength at a carrier density of ∼ 1.8×1019 cm−3. (a) Decay of the optical
phonon intensity for Stokes scattering (red squares) and anti-Stokes scattering (blue
squares). (b) Extracted phonon temperature evolution. (c) Time-evolution of the
Raman scattering strength F · χ2.
time delays. To understand this behavior, we note that the Raman signal
for a specific phonon mode is determined by the population np, the Raman
tensor square χ2, and the related optical coefficient function F . It can be
expressed34 as
IS = C · FS · ω3S · χ2S · (1 + np) (7.1)
and
IAS = C · FAS · ω3AS · χ2AS · np (7.2)
for the Stokes and anti-Stokes response, respectively. The factor C includes
the factors which are equal for both sides, such as the excitation laser en-
ergy dependence and the excitation being scattered from (i.e. the phonon
frequency). The optical coefficient function F can be written as
FS =
TS
(αL + αS) · ηS (7.3)
and
FAS =
TAS
(αL + αAS) · ηAS (7.4)
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for Stokes and anti-Stokes scattering, respectively. Here T , α and η are
the transmission coefficient, absorption coefficient and refractive index at
the corresponding photon energies. These optical constants and the Raman
tensor are strongly resonance dependent, and usually depend on tempera-
ture, which complicates the determination of phonon population based on
the above formula. However, as demonstrated in Ref. 34, these correction
factors are close to unity well below the resonance energy (3.45 eV). As such,
the following relation holds:
FS · χ2S ≈ FAS · χ2AS ≡ F · χ2 (7.5)
Using this relation and formula (1) and (2), one can now determine the
phonon population and the phonon temperature from the experimental data.
The resulting phonon temperature and the scattering strength F · χ2 are
plotted in Fig. 7.3b and 7.3c. Before time zero, the phonon temperature is
∼ 320 K, showing an average heating above room temperature. Upon exci-
tation, the phonon temperature rapidly increases to ∼ 370 K after which it
decays close to the average value within a few picoseconds. An exponential
fit gives a lifetime of approximately 1.9 ps (solid line in Fig. 7.3b), consis-
tent with the expected decay dynamics of optical phonons into acoustic
phonons.13,17,29,42
More surprising is the rapid decrease of about 5% in the scattering
strength F ·χ2 upon excitation. A convolution of a step function and a Gaus-
sian with half width of our setup resolution fits well (solid line in Fig. 7.3c)
to the curve. Apparently, the reduction of the scattering strength can ei-
ther originate from changes in the optical coefficient function F (which is
dictated by the optical constants), or from the Raman tensor square χ2 im-
mediately after photoexcitation. Generally, the change of optical constants
upon excitation are small. To confirm this, we performed a reflectivity mea-
surement with identical excitation conditions, which shows that the changes
of reflectivity upon excitation is less than 0.2 %, (Fig. 7.7 in the appendix).
This small change in reflectivity, indicating a negligible change of the refrac-
tive index and thus the other derived optical constants, is not sufficient to
explain the observed large change in scattering strength F · χ2.
A more likely scenario for the observed decrease in scattering strength
F · χ2 arises from the resonant nature of the Raman scattering in silicon at
the Raman probe excitation energies used in this study. The scattering is
resonant to vertical transitions from the topmost valence band to the lowest
conduction band in the Γ−L direction in the Brillouin zone, and is thereby
proportional to charge population.44 In addition to this, excitonic effects
are thought to play a role as well.45 The pump laser pulse optically induces
a hole density in the valence band, as evidenced by the observed changes in
the hole continuum scattering (Fig. 7.4d).43 The optically induced charge
density could lead to changes in the excitonic effects on the Raman resonance
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discussed in Ref. 45, which would lead to a strongly probe pulse energy
dependent change in χ2. However, our experiments show that the optically
induced changes in the Raman spectra do not depend on probe energy within
our experimental accuracy (see appendix). Excitonic effects therefore do not
appear to play a large role in the tensor quench. Obviously the resonant
enhancement also strongly depends on the number of available initial and
final states. Here, in particular the hole population in the vicinity of the
Γ-point is of interest.44 Recent quantum theoretical work on silicon has
shown that a few percent of the valence band states will be unoccupied at
a photoexcitation density of ∼ 1019 cm−3, (Ref. 46) which would lead to a
reduction of χ2 of about 5-10 % (Ref. 32). This is in good agreement with our
observations, and we hence attribute the transient reduction of the Raman
resonance to the photoinduced hole density.
Figure 7.4: Transient Fano interference and hole population dynamics at a pho-
toinduced density of ∼ 4.3×1019 cm−3. (a) Time dependent Raman spectra (circles)
and Fano-fits (red lines). (b) Fitted line-width parameter Γ. (c) Fitted inverse Fano
parameter q−1. (d) Hole scattering dynamics integrated in the spectral range from
650 cm−1 to 750 cm−1.
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We now turn to the line shape of the phonon response, and hole dynam-
ics. Fano interference between the optical phonon and the electronic hole
continuum in p-doped silicon is expected to be weak for the 512 nm probe
wavelength.37–39 However, at higher excitation densities, the changes in the
Fano interference induced by the optical excitation are observable,40 as can
be seen in Fig. 7.4a, which shows the transient Raman Stokes spectra (cir-
cles) at an excitation density of ∼ 4.3 × 1019 cm−3 for various time delays.
Generally the Fano line-shape can be described by
I ∝ (q + )
2
1 + 2
(7.6)
where q is the so-called Fano parameter which is inversely proportional to
the spectral density of the electronic continuum, and = 2(ω − ω0)/Γ with
ω0 the bare phonon frequency, and Γ the line width parameter, which apart
from the bare phonon part, has a contribution due to the Fano interference
proportional to the spectral density of the electronic continuum.47 The
transient behavior of the inverse Fano parameter q−1 and the line-width
Γ obtained from fits (solid lines in Fig. 7.4a) are depicted in Fig. 7.4b
and 7.4c. Before time zero, the Raman peak resembles a Lorentzian line
shape (q−1≈ 0.003), whereas after photoexcitation the line-shape shows a
pronounced Fano asymmetry (q−1≈ 0.11). As expected, a nearly stepwise
time scale of the initial response of both Γ and q−1 were observed, which
are identical to the electronic continuum dynamics (Fig. 7.4d). Since these
parameters are all governed by the dynamics of the optically induced long-
lived holes, no decay of these induced effects is observed within the measured
time window. Finally, we note the values of the Fano parameters in our
pump-probe experiments of pure silicon are consistent with results obtained
from steady-state Raman scattering silicon for similar hole-doping levels (see
appendix).
7.4 Conclusions
In summary, time-resolved spontaneous Raman scattering experiments on
an intrinsic semiconductor show a prominent dynamic asymmetry between
both the intensity and line-shape of the phononic Stokes and anti-Stokes
responses. These asymmetries originate from the interplay between the
transient phonon population dynamics, a quench of the phonon Raman
resonance due to a photoinduced hole population, and an enhanced Fano
interference due to the same hole population, in line with simple expec-
tations. The present results provide a deeper understanding of the sponta-
neous Raman-scattering response of semiconductors to strong optical excita-
tion, and expand the use of of time-resolved spontaneous Raman scattering
in the study of collective excitation and quasiparticle dynamics in solid state
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materials.
7.5 Appendix
7.5.1 Carrier density calibration by laser parameters and
Fano interference
The carrier density ∆n created by the laser excitation can be estimated by:
∆n =
(1−R)Epulse
pir2δhν
(7.7)
where R is the reflectivity of silicon (R∼ 0.35 at 740 nm), Epulse is the pulse
energy, δ is the optical penetration depth (δ∼ 6.7·10−4 cm−1 at λ= 740 nm).
r is the pump spot radius, which is measured to be ≈ 20µm. h is the Planck
constant and ν is the pump photon frequency. With these parameters the
excited carrier density is estimated to be 1.2× 1019 cm−3 for an excitation
pulse energy of 40 nJ at λ= 740 nm. We use this value to linearly calibrate
carrier densities generated at different excitation laser energies.
Fano interference on absorption line shapes was discussed in Fano’s ear-
lier publications.48,49 Similar discrete and continuum states interference was
also observed in steady-state Raman scattering of heavily doped silicon,37–39
and was interpreted as interference between electronic and phonon transi-
tions. The observed Fano interference in the phonon scattering is strongly
influenced by the Raman probe wavelength and chemically doped carrier
densities. In our study we observed a photoinduced Fano effect.
Figure 7.5 shows the Fano parameter q after photoexcitation (t= 10 ps)
versus the photoinduced carrier density estimated by using Eq. 7.7. The
values are compared to Fano parameters of chemically doped silicon.38,50
As shown in Fig. 7.5a, the q parameters fall within the same carrier density
region as those observed from steady-state Raman measurements on chem-
ically doped silicon. This indicates that the photoinduced carrier density
in pure silicon has a similar effect as in the case of chemical doping. The
optically induced Fano interference can thus also be used as a calibration
of carrier density generated by laser pulses. In addition, as indicated in
Fig. 7.5b, the value of q−1 is linearly proportional to the photoinduced hole
density.
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Figure 7.5: a) Carrier density dependence of Fano parameter q in chemically p-
doped silicon and in laser excited intrinsic silicon. The red dots are from Ref. 38
with Raman excitation wavelength of 488 nm. The blue dots are from Ref. 39 using
532 nm as a Raman excitation. The black squares are from our experimental data
with probe pulses with a 512 nm wavelength. b) q−1 versus photoinduced carrier
density.
7.5.2 Transient reflectivity
Figure 7.7 shows the photoinduced reflectivity change at 512 nm probe wave-
length for an ∼ 2 × 1019 cm−3 excitation density. The change is less than
0.2 % at late delay times.
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Figure 7.6: Time-resolved reflectivity changes of silicon upon 740 nm excitation
and probe at 512 nm. The excited carrier density is around ∼ 2 × 1019 cm−3. The
change is less than 0.2% at long delay times.
7.5.3 Dynamics at 410 nm probe wavelength
The experiment was repeated for 410 nm Raman probe wavelength. A scat-
tering efficiency drop of about 6% is observed.
Figure 7.7: a) Extracted phonon temperature evolution. b) Extracted Raman
scattering strength behavior with time.
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7.6 Own contributions
The main part of this chapter is published in:
J. Zhu, R. B. Versteeg, P.Padmanabhan, and P. H. M. van Loosdrecht,
Dynamical resonance quench and Fano interference in spontaneous
Raman scattering from quasiparticle and collective excitations,
Phys. Rev. B 99, 094305 (2019)
c© 2016 “American Physical Society”
Me and Jingyi Zhu constructed the time-resolved Raman spectroscopy
setup. Jingyi Zhu carried out the experiments described in this chapter.
Jingyi Zhu and myself analysed the data. The text of this chapter has been
written by Jingyi Zhu, myself, and P. H. M. van Loosdrecht.
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Chapter 8
Coupled dynamics of
long-range and internal spin
cluster order in Cu2OSeO3
8.1 Introduction
Quantum materials with at least two length scales for electronic interactions
lead to the self-formation of generalized molecular crystals of charge, spin,
and orbital nature.1,2 From strong, shorter length scale electronic interac-
tions solid-state “molecules” or clusters form, which “crystallize” through
weaker, longer length scale electronic interactions. Such emergent solid-
state molecular ground states have been identified in, for instance, the min-
eral Fe3O4 where trimeron orbital molecules form,
3,4 molybdenates with
triangular orbital plaquette molecules,5,6 and the chiral magnet Cu2OSeO3
where tetrahedral spin triplets form.7 The order-to-disorder phase transi-
tion pathways in such quantum materials comprises disordering of both the
order inside the individual cluster actors, as well as the emerging long-range
cluster order. An understanding of such dynamic double order parameter
behaviour is important for the fundamental understanding of electronic cor-
relations in solid-state molecular ground states and from the perspective of
potential switching applications based on spin, charge and orbital degrees
of freedom.4,8, 9
In this context we investigate the nonequilibrium dynamics of spin clus-
ter and long-range order in the cluster Mott insulator Cu2OSeO3. Nonequi-
librium dynamic studies of Cu2OSeO3 have predominantly focused on the
chiral magnetism, in particular the manipulation and excitation of the meta-
magnetic Skyrmion phase.10–13 An equally intriguing aspect of the nonequi-
librium dynamics concerns the disordering pathways of long-range and spin
triplet cluster order. The nonequilibrium dynamics is governed by lattice
and spin excitations of long-range and internal cluster character and their
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coupling. This is expected to lead to rather rich and interesting dynamic be-
haviour, which can be mapped in the time-domain by ultrafast spectroscopy
techniques.
The spin cluster formation in Cu2OSeO3 results from the geometric dis-
tortion away from a perfect magnetic pyrochlore lattice.7,14 The magnetic
unit cell is shown in Fig. 8.1a, and consists of 16 Cu2+ S= 12 spins on a
distorted pyrochlore lattice.15 Long and short Cu2+-Cu2+ path ways are
identified with correspondingly weak (dashed lines) and strong (full lines)
exchange interactions. The S= 1 spin clusters form through the strong intra-
cluster exchange interactions far above the long-range ordering temperature
TC≈ 58 K, below which the weak inter-cluster exchange interactions order
the Cu4 spin clusters into a spin cluster helix with a chiral pitch of approxi-
mately 62 nm.7,16,17 The cluster magnetic order leads to distinctly different
types of low- and high-energy spin excitations with long-range and internal
Cu4 cluster character. The high-energy cluster modes can be understood
as spin flip excitations of the triplet tetrahedron, as illustrated in Fig. 8.1b.
The collective motion of the ordered triplet clusters gives rise to spin ex-
citations at low energy, including the Goldstone mode of the magnetically
long-range ordered state.18–20
Figure 8.1: The magnetic unit cell of Cu2OSeO3. The red (spin-down) and blue
(spin-up) Cu2+ S= 12 spins reside on a distorted pyrochlore lattice. The exchange
paths can be classified into strong (full lines) and weak (dashed line) exchange cou-
plings. The blue lines represent a predominantly ferromagnetic exchange, whereas
the red lines correspond to a predominantly antiferromagnetic exchange. The three-
up-one-down spin triplet (S= 1) clusters are indicated in light blue, with spin in
grey. b) Spin flip excitations of a triplet tetrahedron. The spin flip leads to a raise
or lowering of the cluster’s total magnetic quantum number Sz.
Time-resolved spontaneous Raman spectroscopy21 allowed us to syn-
chronously probe photoinduced spin and lattice dynamics in Cu2OSeO3.
Our results reveal an efficient coupling of the high-energy spin cluster ex-
citations to optical phonons, and more importantly, that the photoinduced
magnetization dynamics is governed by a double order parameter behaviour
reflecting both the disordering of long-range and internal spin cluster order.
8.2. High-energy spin cluster excitations 173
8.2 High-energy spin cluster excitations
Before turning to the the non-equilibrium optical spectroscopy results, we
discuss the equilibrium inelastic light scattering response of Cu2OSeO3.
Single crystals of a few mm3 size were synthesized by chemical transport
reaction growth.22 A (111) oriented plate-shaped sample with a flat as-
grown face was used. The Raman probing is realized with 2.42 eV pulses of
∆ν≈ 1.2 meV (≈ 10 cm−1) bandwidth (full-width at half-maximum, FWHM)
and ∆τ ≈ 1.5 ps (FWHM) duration. The probe beam polarization is parallel
to the crystallographic [11¯0] axis. The probing is carried out in an unpo-
larized Raman geometry in order to optimize the scattered light detection
efficiency. The energy resolution typically lies around 10 cm−1 and is largely
dictated by the probe pulse bandwidth.
Figure 8.2 shows the steady-state Raman spectra at temperatures rang-
ing from 5 K to 75 K. The large amount of atoms in the structural unit
cell results in a rich set of phonon modes, as indicated with an asterisk
in the figure.23–25 Two strongly temperature dependent modes are ob-
served, which were previously assigned to ∆Sz = + 1 (~Ω ∼ 32 meV) and
∆Sz =− 1 (~Ω ∼ 53 meV) high-energy spin cluster excitations at the center
of the Brillouin zone.18–20 For these modes, which are Raman-active through
the Elliot-Loudon scattering mechanism,26,27 a spectral weight transfer to
lower Stokes shift Ω is observed when the temperature increases towards TC,
as indicated with the grey arrows. The magnetic spectral weight transfer
is understood as a softening and broadening of the ∆Sz =± 1 spin excita-
tions. Above TC≈ 58 K magnetic scattering still persists, however as a broad
scattering continuum.25 Similar critical behaviour was observed for a spin
cluster transition in the THz-range of the absorption spectrum.28
Figure 8.2: Temperature-dependent steady-state Raman spectra. The modes
indicated with an asterisk (*) are phonons, or not fully resolved phonon regions.
High-energy spin cluster excitations are observed at ~Ω ∼ 32 meV (∆Sz = + 1) and
~Ω ∼ 53 meV (∆Sz =− 1).
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The conceptual picture of spin cluster excitations indicated in Fig. 8.1b
applies well above TC where no long-range order exists between the clusters.
In this limit the high-energy spin excitations can be regarded as localized
cluster-internal excitations with a resultingly broad continuum light scat-
tering spectrum.29 In the long-range ordered phase these internal cluster
modes acquire dispersion by the inter-cluster exchange interactions, and
form optical magnon branches, resulting in well-defined magnetic modes in
the Raman spectrum.20,30 The Raman-active high-energy ∆Sz =± 1 spin
excitations thus form an optical probe for both the long-range and internal
spin cluster order.
8.3 Photoinduced long-range and internal cluster
order dynamics
We now turn to the optically induced spin and lattice dynamics. The
Cu2OSeO3 sample, cooled to 5 K, is excited in the crystal-field excitation
region (see chapter 4) with 2.18 eV pump pulses of ∆τ ≈ 0.3 ps (FWHM)
duration at a fluence of F≈ 2 mJ/cm2. The fraction of photoexcited Cu2+-
sites per pulse lies around ∼ 5 · 10−6 (see appendix Par. 8.5.3 for the cal-
culation). The weak pump-excitation conditions ensure that we probe the
near-equilibrium dynamics of the helimagnetic phase. The thermalization
of the system is measured by the time-evolution of the Stokes spectrum.
The Raman-probe pulse falls in the low energy tail of the charge transfer
excitation region (see chapter 4). The Stokes Raman scattering intensity
IS(Ω) is proportional to IS(Ω)∝Vprobe[α(ω)] · χ2R(Ω) · [n(Ω) + 1] (Ref. 31).
Here Vprobe[α(ω)] describes the probe volume term, which depends on the
absorption coefficient α(ω) at the scattered photon frequency ω. χ2R(Ω)
gives the squared Raman tensor and [n(Ω) + 1] the population factor. Un-
der the weak pump excitation conditions the (transient) occupation number
n(Ω) 1 and can thus be neglected, i. e. IS(Ω)∝∼Vprobe[α(ω)] · χ2R(Ω).
In Fig. 8.3 we show our main result: the transient evolution of the Stokes
spectrum IS(Ω ,t), where t refers to the pulse delay time and Ω to the Stokes
shift. For clarity the pre-time-zero Stokes spectrum IS(Ω ,−5 ps) is plot-
ted in Fig. 8.3a. Figures 8.3b and 8.3c show the differential Stokes spec-
tra ∆IS(Ω , t) =IS(Ω , t)− IS(Ω ,−5 ps), and scaled differential Stokes spectra
∆IS(Ω, t)/IS(Ω ,−5 ps) for the time-delays indicated in the figure. The two
main observations are a decrease with subsequent recovery of the phonon-
scattering intensity, and a transient broadening and spectral weight transfer
to lower Ω of the ∆Sz =± 1 spin excitations. Similar behaviour is observed
at higher bias temperatures, as shown in the appendix in Par. 8.5.1.
The scattering intensity of selected phonon (ph) modes is integrated over
a range ∼ 3×FWHM centered at the phonon energy to give Iph(t). Figure
8.4a shows the relative transient phonon scattering intensity
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Figure 8.3: a) Stokes spectrum at 5 K. The spin cluster excitations are indicated
with arrows. The other peaks are phonons. b) Differential Stokes spectra for in-
dicated time-delays. The phonon modes show a reduction in scattering efficiency,
which does not fully recover within the measured time window. The ∆Sz =± 1
spin excitations show a dynamic softening and broadening. c) Scaled differential
spectra. From these spectra it becomes clear that the phonons only show a negli-
gible frequency shift, in sharp contrast with the ∆Sz =± 1 spin excitations. After
t> 100 ps the spin excitation spectral weight transfer keeps on increasing.
∆Iph(t)/Iph(−5 ps) for the 103 meV phonon. For all phonons an initial
Stokes scattering efficiency decrease of ∼ 5% after excitation is observed,
with a partial recovery within the temporal pump-probe pulse overlap (see
appendix Par. 8.5.4). A slower recovery time-scale of τph∼ 45 ps is observed
to ∆Iph(t)/Iph(−5 ps)≈−1.5% at late delay times. The phonon spectral
shape hardly changes, as most clearly seen in the scaled differential Stokes
spectra (Fig. 8.3c). From these observations it becomes apparent that the
Raman spectra show an overall reduction and recovery in scattering effi-
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ciency due to a transient change in absorption, with a concomitant change
in Vprobe[α(ω)]. The transient change in absorption is verified by a transient
absorption spectroscopy measurement under similar excitation conditions,
as discussed in Par. 8.5.8.
Figure 8.4: a) ∆Iph(t)/Iph(−5 ps) transient for the 103 meV phonon region. An
initial scattering reduction and partial recovery within the time-resolution is ob-
served, in addition to a longer time-scale recovery. Global fitting approximately
gives the same long recovery time-constant of τph ∼ 45 ps for all phonons. b) The
softening of the ∆Sz = + 1 spin excitation occurs on a significantly slower timescale
of τ∆Sz=±1> 100 ps. Plotted is the increasing (black dots) and decreasing (grey
dots) component of the spectral weight transfer.
A transient softening and broadening of the ∆Sz =± 1 spin excitation
scattering is observed due to excitation of the magnetic system. Note that
the asymmetric line shape in the (scaled) differential spectra originates from
a line shape change in χ2R, and not from the population term n(Ω). The time
dependent dynamics of the spin excitation scattering is convoluted with the
change in the probing volume. This effect is deconvoluted by scaling the
spectrum with the scattering intensity of the phonon response, giving the
intensity ratio:
I∆Sz=±1
Iph
∝ χ
2
∆Sz=±1
χ2ph
(8.1)
The intensity ratio is integrated over the increasing and decreasing scat-
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tering spectral component (integration range 28.5 - 32.3 meV
and 32.7 - 33.5 meV respectively), to give a spectral weight function (SW )
of the high-energy spin-excitation scattering, as plotted for ∆Sz = + 1 in
Fig. 8.4b. A stepwise (τ < 1.5 ps) SW transfer is observed, followed by
a τ∆Sz=±1> 100 ps spin-lattice relaxation component. A zoom-in on the
early time-scale spectral dynamics of the ∆Sz = + 1 excitation is plotted in
Fig. 8.5. The SW transfer at t= 0 ps and t= 1.5 ps amounts to about 15% to
30% respectively of the SW transfer at late time-delays t. This evidences an
efficient ultrafast spin disordering mechanism, in agreement with the obser-
vations described in Ref. 12. Similar dynamics is observed for the ∆Sz =− 1
excitation. Comparison of the ∆Sz = + 1 spin excitation peak shift at late
delay times with steady-state data allows to calculate a heating of ∆T ≈ 7 K
when quasi-equilibrium is established, in good agreement with the temper-
ature increase estimated from the pulse power, absorption coefficient, and
low temperature heat capacity17,32 of Cu2OSeO3 (see appendix Par. 8.5.2
and 8.5.3).
Figure 8.5: Differential Stokes spectra ∆IS(Ω, t)/IS(Ω ,−5 ps) of the ∆Sz = + 1
excitation at early delay times. At pump-probe overlap (t= 0 ps) a spectral weight
shift is established, revealing an efficient energy relaxation channel on the shortest
time-scale (< 1.5 ps).
The disordering of long-range and internal spin cluster order occurs
through different spin-lattice relaxation channels.9,33,34 After the optical
excitation the electronically excited system dissipates energy by emission of
optical phonons, which subsequently decay into acoustic phonons.35–37 The
rapid magnetic spectral weight transfer on the shortest timescale is evidence
of an additional decay mechanism for the optical phonons into high-energy
spin cluster excitations, which leads to an ultrafast reduction of long-range
and internal spin cluster order. Such efficient phonon-magnon decay is en-
abled by the energy-momentum-dispersion overlap of the optical phonons
and the high-energy spin cluster excitations.20,33
The separation between long-range and internal spin cluster order dy-
namics becomes apparent over longer timescales. The long timescale spin-
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Figure 8.6: Acoustic phonon (ph.), low-energy (low-E), and high-energy (high-E)
spin excitation equilibration dynamics after t> 6 ps. Effective temperatures are
indicated with Tacoustic for the acoustic phonons, and Tlow−E and Thigh−E for the
low-energy and high-energy spin cluster excitations.
lattice equilibration is microscopically dictated by the coupling between
acoustic phonons, and low- and high-energy spin cluster excitations.34 The
low-energy cluster excitation thermalization dynamics can be obtained by
fitting a phenomenological three-temperature model9 to the phonon and
high-energy spin excitation transients, as shown in Fig. 8.6. The change in
the acoustic phonon temperature is proportional to the change in the phonon
Raman scattering intensity. The change in the high-energy spin excitation
temperature is proportional to the observed spin excitation spectral weight
transfer. The solid lines are the solution to the three-temperature model.32
See appendix Par. 8.5.6 for more details on the effective temperature mod-
eling. A long-range disordering time of τLRO ∼ 55 ps is found from the
low-energy spin excitation thermalization. The high-energy spin excitations
form a dual probe of long-range and internal spin cluster order. From the
high-energy spin excitation thermalization we infer an internal cluster dis-
ordering time of τcluster ∼ 400 ps. Similar demagnetization timescales were
reported in Ref. 12.
The separation into double magnetic order parameter dynamics is under-
stood from vastly different phonon-magnon interactions. Acoustic phonons
couple strongly to the low-energy spin cluster excitations,38 but only weakly
to the high-energy spin cluster excitations.33 Phonon decay into low-energy
spin excitations of the long-range ordered state describes the conventional
demagnetization pathway of insulating magnetic materials.9,34 The disor-
dering of internal spin cluster order however has to occur through upconver-
sion of acoustic phonons and/or low-energy spin excitations into high-energy
spin cluster excitations, forming a scattering bottleneck in the equilibration
dynamics.
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Figure 8.7: Summary of the photoinduced multiple ps-decade spin disordering
dynamics. The total spin length 〈Sz〉 of a single spin cluster is indicated with a
grey arrow. The disordering of internal spin cluster order is depicted as a −∆〈Sz〉
spin length reduction. Long-range disordering is depicted by a reorientation of the
cluster spins.
The multiple ps-decade long-range and internal spin cluster order pa-
rameter dynamics is summarized in Fig. 8.7. An initial ultrafast (τ < 1.5 ps)
reduction of long-range and internal spin cluster order results from the decay
of optical phonons into high-energy spin cluster excitations. This is depicted
by a disordering of the cluster spin alignment and a −∆〈Sz〉 decrease in spin
length for the clusters. On the 10’s of ps timescale the long-range ordering
of spin clusters decreases by decay of acoustic phonons into low-energy spin
excitations. On the 100’s of ps timescale the internal spin cluster order de-
creases through upconversion of acoustic phonons and/or low-energy spin
excitations into high-energy spin cluster excitations.
The present results provide a new viewpoint on the photoinduced nonequi-
librium dynamics in the cluster Mott insulator Cu2OSeO3, and highlight the
double magnetic order parameter dynamics of cluster magnets. Addressing
nonequilibrium multiple order parameter dynamics is not only important in
cluster magnets like Cu2OSeO3, but also in contemporary problems in the
study of quantum materials consisting of long-range ordered “molecules”,
such as unraveling the nature and speed limit of phase transitions in or-
bital cluster Mott insulators,4,8 and destabilization of spin-dimer competing
phases in spin liquid candidate materials.39
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8.5 Appendix
8.5.1 Transient spectra at 15 K, 38 K, and 60 K
The time-resolved Raman spectroscopy experiments have been carried out
at T = 5 K, 15 K, 38 K and 60 K sample bias temperature. Similar graphs, as
presented in Fig. 3a,b, and c in the main article are shown here for T = 15 K,
38 K, and 60 K sample bias temperature. The spin excitations are indicated
with arrows. The other excitations are phonons or not fully resolved multiple
phonons. For 15 K and 38 K bias temperature it is still possible to resolve
spin excitation dynamics. At 60 K the spin excitations have significantly
broadened. No photoinduced change in the spin excitations could be resolved
at 60 K sample bias temperature.
Figure 8.8: Transient Raman data at T = 15 K sample bias temperature. a) Pre-
time-zero spectrum for comparison. The spin excitations ∆Sz =± 1 are indicated.
b) Differential Raman spectra for indicated time-delays. c) Scaled differential spec-
tra for indicated time-delays.
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Figure 8.9: Transient Raman data at T = 38 K sample bias temperature. a) Pre-
time-zero spectrum for comparison. The spin excitations ∆Sz =± 1 are indicated.
b) Differential Raman spectra for indicated time-delays. c) Scaled differential spec-
tra for indicated time-delays.
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Figure 8.10: Transient Raman data at T = 60 K sample bias temperature. a)
Pre-time-zero spectrum for comparison. The ∆Sz =± 1 spin excitations have sig-
nificantly softened with respect to low temperatures. The low temperature po-
sition is indicated. b) Differential Raman spectra for indicated time-delays. No
clear change in magnetic scattering is observed. c) Scaled differential spectra for
indicated time-delays. No clear change in magnetic scattering could be resolved.
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8.5.2 Supporting data of transient magnetic scattering at
T =5 K
∆Sz =− 1 transient scattering
The normalized integrated transient magnetic scattering spectral weight for
the 425 cm−1 (∆Sz =− 1) spin excitation is shown below. The magneti-
zation dynamics has a typical timescale of τ > 100 ps. The case for the
265 cm−1 (∆Sz = + 1) spin excitation, which shows similar dynamics, is
shown in the main text. The scattering intensity of the 103 meV phonon
is plotted for comparison. A global fit with a single exponential increase
and decrease respectively, gives a time constant of τ ≈ 208± 50 ps for the
∆Sz =− 1 spin excitation scattering. This is in good agreement with the
τ ≈ 230± 40 ps time constant observed for the ∆Sz = + 1 excitation (assum-
ing single exponential).
Figure 8.11: Transient scattering intensity for the 103 meV phononic region. b)
Intensity ratio of increasing/decreasing magnetic scattering intensity to phononic
scattering ratio for the ∆Sz =− 1 magnon. The magnetization dynamics has a
typical timescale of τ > 100 ps.
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Peak shift of ∆Sz = + 1 spin excitation
A small photoinduced peak shift is observed for both spin excitations. Shown
in Fig. 8.12a is the Raman spectrum IS(t) around the ∆S
z = + 1 excitation
for t=−5 ps, and t=750 ps. The peak position of the 265 cm−1 (∆Sz = + 1)
spin excitation is determined for both times. The fit function is a sum of 5
Gaussian peak position (4 phonons and 1 spin excitation). A photoinduced
peak shift of ∆Ω≈−0.2 cm−1≈−0.025 meV is observed at 750 ps. Compar-
ison with the steady-state temperature dependent peak position allows to
deduce an effective heating of about ∆T [K]≈ 7 K.
Figure 8.12: a) Raman spectrum IS(t) around the ∆S
z = + 1 excitation before
time-zero and 750 ps at quasi-equilibrium. b) 5 Gaussian decomposition of the
spectral region containing the ∆Sz = + 1 spin excitation at −5 ps. b) 5 Gaussian
decomposition of the spectral region containing the ∆Sz = + 1 spin excitation at
750 ps time-delay.
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8.5.3 Temperature increase estimated from heat capacity
A power P = 1.9 mW is measured at the sample position in the data set of
the main part of this chapter. With photon energy 2.18 eV and laser repe-
tition rate f = 100kHz this corresponds to a pulse energy of Epulse≈ 19 nJ.
The amount of photons per pulse is given by nγ ≈ 5.44 · 1010 photons/pulse.
With a spot radius r≈ 18± 5µm a fluence F ≈ 2.0 mJ /cm2 is obtained for
this pump power. The penetration depth at 5 K at λ= 570 nm light is
δ= 1/α≈ 200µm. Approximating the pump volume as a cylinder,
Vpump≈ 0.195 · 10−6 cm−3 is calculated. At low temperatures the unit cell
has a volume Vu.c.≈ 705 · 10−24 cm−3 (Ref. 15). The pump volume contains
an amount of Vpump/Vu.c.≈ 2.77 · 1014 unit cells. Each unit cell contains 16
Cu2OSeO3 formula units,
20 and with 2 Cu’s in the formula unit this means
that there is a total of n≈ 8.9 · 1015 Cu sites within the pump volume. The
fraction of photoexcited Cu-sites per pulse thus equals
η∗≈ (1− R) ·nγ/n≈ 4.9 · 10−6≈ 5 ppm for a fluence F ≈ 2.0 mJ /cm2. Here
R≈ 0.12 is the reflection coefficient which is nearly temperature independent
at λ= 570 nm.
The temperature increase ∆T =T ∗ -T0 due to the pump pulse can be
estimated as:
∆Q = ρVpump
∫ T ∗
T0
CpdT (8.2)
Figure 8.13: a) Heat capacity taken from Ref. 17. b) The overall energy absorbed
per laser pulse at a fluence F ≈ 2.0 mJ /cm2 equals ∆Q≈ 11.2 nJ. This leads to a
temperature increase of about ∆T ≈ 6 − 7 K at Tbias =5 K. c) The transient peak
excitation shift at quasi-equilibrium is calculated into an effective heating ∆T [K]
(black dots). The heating shows overall agreement with the heat capacity trend
(red squares).
In analogy to above-band gap optical transitions in semiconductors, each
pump pulse releases an energy ∆Q≈ (2.2−0.9)/2.2≈ 11.2 nJ. Here the onset
of crystal-field excitations is Egap≈ 0.9 eV. The specific mass of Cu2OSeO3
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is ρ∼ 5.0893 g cm−3.15 The heat capacity data (Fig. 8.13a) has been taken
from Ref. 17. This allows to calculate an average temperature increase of
∆T ≈ 6− 7 K for Tbias = 5 K, as shown in Fig. 8.13b.
The peak shifts at 750 ps with respect to pre-t0 are calculated for the
different temperature sets into an effective temperature raise ∆T [K] by com-
parison with the temperature-dependent peak position of the ∆Sz = + 1 ex-
citation. In Fig. 8.13c the red squares indicate the temperature increase
based on the heat capacity calculation and the black dots indicate the tem-
perature rise based on the peak shift. A good overall agreement is observed.
8.5.4 Different phonons at T = 5 K and F ≈ 2 mJ/cm2
Five phonons/not fully resolved phonon region transients were globally fit-
ted for the 5 K transient Stokes data set with F ≈ 2 mJ/cm2 excitation. The
analyzed phonons are indicated in Fig. 8.14. A description of the corre-
sponding atomic vibrations is given along the lines of Ref. 24. The analyzed
phonons have a vastly different vibrational character. The phonon tran-
sients are integrated over the green shaded areas to give Iph(t) =
∫
IS(Ω, t)dΩ
and shown in Fig. 8.15 as relative transient phonon scattering intensity
∆Iph(t)/Iph(−5 ps).
The phonon transients Iph(t) are globally fitted with the following fit
formula:
Iph(t) =G(t, σ)⊗ [a1 · exp(−(t− t0)/τph) + a2 · θ(t− t0)]
+ a3 · G(t, σ) + Iph(−5ps)
(8.3)
The term between brackets is a single exponential decay function with
amplitude a1 and Heaviside step function θ(t− t0) with amplitude a2. This
describes the exponential recovery τph and the “infinite τ∞” plateau at quasi-
equilibrium in the phonon intensity Iph(t). These terms are convoluted with
a Gaussian G(t, σ) with width σ determined by the pump-probe pulse cross-
correlation. Time-zero is indicated with t0. The Gaussian captures the fast
scattering efficiency reduction and increase which cannot be resolved with
our time-resolution. Iph(−5 ps) is the pre-t0 phonon scattering intensity. t0
and σ are global fit parameters while the other parameters are free param-
eters for each phonon transient.
For all phonons an initial Stokes scattering efficiency decrease of ∼ 5% af-
ter excitation is observed with a partial recovery within the temporal pump-
probe pulse overlap. A slower recovery time-scale of τph∼ 45 ps is observed
to ∆Iph(t)/Iph(−5 ps)≈−0.015 at late delay times. Global fitting of the
indicated phonons with a varying τph and amplitudes, but fixed t0 and σ,
gives the time-constants indicated in Fig. 8.15. Within the fit accuracy the
phonon recovery time τph is equal for each phonon. This evidences that
the scattering efficiency decrease originates in the non-resonant prefactor
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Vprobe[α(ω)] as discussed in the main text. A global fit of the 5 phonons
with a shared τph and σ, with only the amplitudes as free parameters gives
τph∼ 45± 5 ps.
Figure 8.14: Different phonons/not fully resolved phonon regions are analyzed. A
description of the corresponding atomic vibrations is indicated according to Miller
et al. (Ref. 24).
Figure 8.15: a) Scaled phonon transients ∆Iph(t)/Iph(−5 ps). The transients
correspond to the phonon modes indicated in Fig. 8.14. Similar behavior is observed
for each phonon mode: a scattering efficiency drop is followed by a partial recovery
on a time-scale of τph∼ 45 ps. b) Fit results τph for the indicated phonons. Within
error bars all the phonons show similar recovery time-constants.
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8.5.5 Fluence dependence at T = 5 K
A fluence dependence has been carried out at T = 5 K. The fit formula for
the transient phonon scattering response is given in Eq. 8.3. In Fig. 8.16a
the ∆Iph(t)/Iph(−5 ps) transients of the 103 meV phonon are plotted. The
fluence F is indicated in mJ/cm2. In Fig. 8.16b the differential scattering
amplitude at 1.5 ps (maximum reduction) and at quasi-equilibrium (750 ps)
for the 103 meV phonon region are shown. Both differential amplitudes
grow linearly with increasing fluence. The phonon recovery time τph (single
exponential fit) does not depend on fluence F , as seen in Fig. 8.16c. These
observations argue for that we work in the linear excitation regime. This
may also be expected, since the excitation density is on the order of O ∼
10−6 − 10−5 photons/Cu-atom (see Par. 8.5.3).
Figure 8.16: a) Fluence dependent ∆Iph(t)/Iph(−5 ps) transients of the 103 meV
phonon. b) Amplitudes of ∆Iph(t)/Iph(−5 ps) for the 103 meV phonon transient as
a function of fluence. The squares are at t= 1.5 ps where the scattering reduction is
maximum. The diamonds are the scattering efficiency at t= 750 ps, corresponding
to quasi-equilibrium. c) The recovery time τph remains constant in fluence F . d)
Fluence dependence of transient magnetic spectral weight transfer time τ∆Sz=+1
(single exponential fit function) for the ∆Sz = + 1 spin excitation.
Data sets for longer integration times are made for less fluence points to
measure the fluence dependence of the transient magnetic spectral weight
transfer of the ∆Sz = + 1 spin excitation, as plotted in Fig. 8.16d. The
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τ∆Sz=+1 (single exponential fit function) appears to be not fluence dependent
in the studied fluence range, which again argues that we work in a linear
photoexcitation regime.
8.5.6 Three-temperature model
The long timescale spin-lattice equilibration dynamics is microscopically dic-
tated by the coupling between acoustic phonons, and low- and high-energy
spin cluster excitations. We fitted a phenomenological three temperature
model9 (3TM) to the 10’s to 100’s ps-decade dynamics transients in order
to obtain the disordering time for the long-range and internal spin cluster
order. We consider a closed system after t> 6 ps, with effective tempera-
tures Tacoustic =Tac. for the acoustic phonon bath, Tlow−E for the low-energy
spin cluster excitation bath, and Thigh−E for the high-energy spin cluster
excitation bath.
From the high-energy spin excitation peak shift at t= 850 ps we deduce
a quasi-equilibrium temperature ∆T ≈ 7 K above Tbias = 5 K, i.e.
T (850 ps)≈ 12 K. The acoustic phonon temperature, indicated with blue
spheres in Fig. 4 of the main article, is linearly proportional to the recov-
ery of the 103 meV phonon scattering intensity, with Tacoustic(850 ps)≈ 12 K
and Tacoustic(6 ps)≈ 14 K. The high-energy spin excitation temperature, in-
dicated with orange spheres, is linearly proportional to the increasing com-
ponent of the transient spin excitation spectral weight transfer SW . The
quasi-equilibrium temperature is set to Thigh−E≈ 12 K. The temperature at
t= 6 ps is set to about Tlow−E≈ 5.5 K, i.e. slightly above Tbias = 5 K.
The three-temperature model is given as follows:
Cac.
∂Tac.
∂t
= −g1(Tac. − Tlow−E)− g2(Tac. − Thigh−E)
Clow−E
∂Tlow−E
∂t
= −g1(Tlow−E − Tac.)− g3(Tlow−E − Thigh−E)
Chigh−E
∂Thigh−E
∂t
= −g2(Thigh−E − Tac.)− g3(Thigh−E − Tlow−E)
(8.4)
where the Ci’s indicate the heat capacities of the respective quasiparticle
baths, and the gi’s their couplings. To be more specific: g1≡ gac.−low−E,
g2≡ gac.−high−E, and g3≡ glow−E−high−E. The (relative) heat capacities for
the acoustic phonon, low-energy spin excitation and high-energy spin excita-
tion baths are set to fulfill Cacoustic>Clow−EChigh−E (1> 0.25> 5 · 10−8)
(Ref. 32). The difference between the temperature transients Tacoustic and
Thigh−E and their respective 3TM functions are minimized by varying the
coupling parameters gi. The resulting temperature functions are plotted
with solid lines in Fig. 4 of the main manuscript.
Tlow−E approximately exponentially increases with τLRO∼ 55 ps, giving
the long-range disordering time. The high-energy spin excitations form a
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dual probe of long-range and internal spin cluster order. Assuming a bi-
exponential decay for the high-energy spin excitation transient, we find a
τcluster∼ 400 ps for the disordering of internal spin cluster order.
8.5.7 Temperature dependent time constants
The temperature dependence of the transient magnetic scattering time for
the ∆Sz = + 1 excitation, and the phonon recovery time τph, is shown in
Fig. 8.17. No temperature dependence is apparent between 5 K and
TC≈ 58 K within the experimental accuracy.
Figure 8.17: Temperature dependence of the transient spin excitation scattering
for the ∆Sz = + 1 excitation τ∆Sz=+1 and the phonon recovery time τph.
A qualitative temperature functional can be set up for the transient mag-
netic scattering time by assuming that the long-term equilibration dynamics
is solely composed of upconversion of acoustic phonons into spin cluster ex-
citations. This reduces the problem to a two-temperature model, of which
the equilibration time can be related to the respective heat capacities of
the two baths.40 The lattice heat capacity has a standard Clattice(T)∝T 3
dependence. The cluster excitations are gapped and only make a small
contribution to the total heat capacity. This temperature functional is pro-
portional to:
Ccluster(T ) ∝ exp(−∆/kBT ) · T 3/2 (8.5)
The∝T 3/2 is the standard low-temperature magnetic heat capacity func-
tional.32 The heat capacity for gapped excitations decreases exponentially.41
Here kB is the Boltzmann-factor and ∆ the energy gap, which is ∆> 25 meV
in the case of Cu2OSeO3.
For the heat capacities we know that ClatticeCcluster. The equilibration
time therefore can be estimated as:
τ =
1
g
Clat.Ccl.
(Clat. + Ccl.)
≈ Ccl.
g
∝ exp(−∆/kBT ) · T
3/2
g
(8.6)
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Here g is the coupling constant between the cluster order bath and the
lattice bath. The lattice and cluster bath heat capacities are indicated with
Clat. and Ccl.. We thus see that under the most simple approximation of
a 2TM the transient magnetic spectral weight transfer time thus has to in-
crease with temperature. This behaviour does not capture the temperature
independent time constant plotted in Fig. 8.17. Effective temperature mod-
elling of magnetization in Cu2OSeO3 thus only works to a certain extent.
8.5.8 Transient absorption spectroscopy measurement
A transient absorption spectroscopy measurement was performed at T = 10 K
on a double-polished sample with [111] orientation and a thickness of 221µm.
The sample was photoexcited with 2.0 eV pump pulses at a fluence of
F ≈ 0.2 mJ/cm2. This results in a similar order of magnitude of photoexci-
tation density as the time-resolved Raman study. A broadband white light
probe pulse measures the change in absorption within the green transparency
window of Cu2OSeO3.
Figure 8.18 shows the static absorption α measured in units of cm−1
(right y-axis) at T = 10 K (also see chapter 4). The left y-axis gives the
photo-induced absorption ∆α at different indicated time-delays. The change
in absorption is positive. Figure 8.19a shows the time-transient of the in-
tegrated ∆α signal around 2.35 eV probe energy on long time-scales. A
τ2∼ 50 ps is observed. On the fastest time-scale, as shown in Fig. 8.19b a
τ1∼ 0.5 ps decay is observed.
Figure 8.18: The green curve gives the static absorption α measured in units
of cm−1. The left y-axis gives the photoinduced absorption ∆α at different indi-
cated time-delays. In both the crystal-field and charge transfer excitation region
an increase in absorption is observed.
The observation of a photoinduced increase in absorption supports the
assignment of the decrease in Raman scattering efficiency to a decrease of
the probe volume term Vprobe[α(ω)]. The long timescale of τ2∼ 50 ps cor-
responds to the lattice thermalization. The short timescale of τ1∼ 0.5 ps is
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Figure 8.19: a) Time-transient of the integrated ∆α signal around 2.35 eV probe
energy on long time-scales. A τ2∼ 50 ps is observed. b) A faster decay of τ1∼ 0.5 ps
decay is observed, which is tentatively assigned to optical phonon to acoustic
phonon decay.
tentatively assigned to optical phonon to acoustic phonon decay.
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Summary
This thesis addresses optically probed order and dynamics in the chiral clus-
ter magnet Cu2OSeO3. Cu4 triplet clusters form the relevant spin entity for
the formation of long-range magnetic order in this Mott insulator. As such,
we can envision the magnetic ground state of this material as being a helix
of spin clusters. Under an applied magnetic field different metamagnetic
phases form, among others and most intriguingly, a topologically protected
skyrmion lattice phase. The broken spatial inversion and time-reversal sym-
metry leads to a variety of optical phenomena in Cu2OSeO3, which are
studied with a newly constructed polarization spectroscopy setup. It is
shown that the broken spatial inversion symmetry leads to strong dipole ac-
tive crystal field excitations below the charge transfer gap, and in addition,
to natural optical activity. The natural optical activity may be used as a
probe for structural chirality, and shows sensitivity to magnetic ordering, ev-
idencing a finite magneto-electric coupling. Under external magnetic fields a
strong magneto-optical response is observed, which is discussed to originate
from spin cluster formation and the relative ease of magnetic domain reori-
entation. The strong Faraday-rotation is used to probe the metamagnetic
phase transitions and to all-optically map the metamagnetic phase diagram
of Cu2OSeO3, including the topologically protected skyrmion lattice phase.
Previous work has shown that the long-range spin cluster ordering results
in a characteristic spin wave spectrum which can be divided into low-energy
external and high-energy internal spin cluster excitations. Here, sponta-
neous Raman spectroscopy was used to observe multiple spin cluster transi-
tions at the Brillouin zone center, of which the Raman-activity is discussed
to originate in the Elliot-Loudon light scattering mechanism. The tempera-
ture dependent scattering response of the high-energy internal cluster modes
shows a crossover from broad continuum scattering above the critical tem-
perature TC into well-defined magnetic modes below TC, which is discussed
to originate from a change of the character of the internal cluster modes.
Above TC the internal spin cluster excitations have a localized magnetic
excitation character, while in the long-range ordered phase the modes ac-
quire dispersion, and correspond to optical magnons. Finally, using a home
built novel time-resolved Raman spectroscopy setup, the photoinduced near-
equilibrium spin and lattice dynamics of the helimagnetic phase was probed.
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Multiple ps-decade spin-lattice relaxation dynamics is observed, evidencing
a separation of the order parameter dynamics into disordering of long-range
and internal spin cluster order. The observations of the steady-state and
time-resolved Raman study exemplify that Cu2OSeO3 can be regarded as a
solid-state molecular crystal of spin nature.
Zusammenfassung
Die vorliegende Doktorarbeit befasst sich mit optische Studien der Ordnung
und Dynamik in dem chiralen Clustermagnet Cu2OSeO3. Cu4 triplet Clus-
ter bilden die relevante Spineinheiten fu¨r die langreichweitige magnetische
Ordnung in diesem Mott-Isolator. Im Grundzustand richten die Spinclus-
tern sich Helimagnetisch aus. Verschiedene metamagnetische Phasen formen
sich in einem magnetischen Feld, einschließlich eines topologisch geschu¨tzten
Skyrmionengitters. Es wird besprochen wie der Bruch der Rau¨mlicher- und
Zeitumkehrsymmetrien in Cu2OSeO3 zu einer Vielzahl von optische Effekten
fu¨hrt, welche mittels eines zu diesem Zweck aufgebauten Polarizationspek-
trosopieaufbaus untersucht werden. Die gebrochene rau¨mliche Inversion-
ssymmetrie fu¨hrt zu starken, dipolaktiven Kristalfeldanregungen unterhalb
der Ladungstransferbandlu¨cke, und daru¨ber hinaus zur optischen Aktivita¨t,
welches benutzt werden kann um die kristallographische Chiralita¨t eines
Cu2OSeO3 Kristalls zu bestimmen. Die (kristallographische) optische Ak-
tivita¨t zeigt eine Kopplung an die helimagnetischen Ordung, in U¨bereinstim-
mung mit der Tatsache dass Cu2OSeO3 ein magnetoelektrisches Material ist.
Ein starker magneto-optischer Effekt ist messbar wenn ein magnetisches Feld
angelegt wird. Die Sta¨rke des magneto-optischen Effektes la¨sst sich mit-
tels der Clusterformierung und der weichen magnetokristallinen Anisotropie
erkla¨ren. Die Faraday-Rotation la¨sst sich nutzen um die feld- und tem-
peraturbha¨ngigen metamagnetischen Phasenu¨berga¨nge zu messen und um
das metamagnetische Phasendiagram, - inklusive Skyrmionengitterphase -,
rein optisch zu kartieren. Die aus spin Clustern bestehende langreichweit-
ige magnetische Ordnung fu¨hrt zu einem charakteristischen Spinwellenspek-
trum, welches in niedrigenergetische externe und hochenergetische interne
Clusteranregungen unterteilt werden kann. In dieser Arbeit werden Clus-
teranregungen im Zentrum der Brillouinzone mittels Ramanspektroskopie
gemessen. Die Clusteranregungen sind durch den Elliot-Loudon Lichtstreu-
ungsmechanismus Ramanaktiv. Oberhalb der langreichweitigen Ordnung-
stemperatur TC wird ein breites kontinuierliches magnetisches Lichtstreu-
ungsspektrum gemessen, im Gegenteil zu Temperaturen unterhalb vom TC,
wo scharfe magnetische Anregungen gemessen werden. Dieser U¨bergang im
Lichtstreeungsspektrum la¨sst sich durch eine A¨nderung der Natur der Clus-
teranregungen erkla¨ren. Die Clusteranregungen sind lokalisierte magnetis-
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che Anregungen oberhalb TC. In der langreichweitigen geordneten Phase
zeigen die Clusteranregungen eine Dispersion. Photoinduzierte Spin- und
Kristalgitterdynamik wurde gemessen mittels eines zu diesem Zweck aufge-
bauten zeitaufgelo¨sten Ramanspektroskopieaufbaus. Die Ergebnisse zeigen
Spin-Gitterdynamik u¨ber mehrere ps-Dekaden. Dies la¨sst sich wie folgt in-
terpretieren: zuerst lo¨st sich die langreichweitige magnetische Ordnung auf,
und signifikant spa¨ter erst die interne Clusterordnung. Die Ergebnisse der
Ramanstudien besta¨tigen die Beschreibung von Cu2OSeO3 als magnetischer
Molekulkristall vom Spin Freiheitsgrad.
Samenvatting
Dit proefschrift behandelt optisch gemeten orde en dynamica in de chirale
clustermagneet Cu2OSeO3. Cu4 tripletclusters vormen de relevante spi-
neenheden voor de magnetische langeafstandsordening in deze Mott-isolator.
Zodoende kunnen we de magnetische grondtoestand voorstellen als een he-
lix gevormd uit spinclusters. Verschillende metamagnetische fases vormen
onder een extern magnetisch veld, waaronder een topologisch beschermde
skyrmionroosterfase. Gebroken geometrische inversiesymmetrie en
tijdsomkerings-symmetrie leiden tot een varie¨teit aan optische fenomenen
in Cu2OSeO3, die bestudeerd worden met een speciaal voor deze studie
gebouwde polarisatiespectroscopieopstelling. We laten zien dat de gebroken
geometrische inversiesymmetrie leidt tot sterke dipoolactieve kristalveldexci-
taties beneden de ladingstransferbandkloof en tot optische activiteit. De op-
tische activiteit kan gebruikt worden als meetmethode voor de chiraliteit van
de kristalstructuur. Daarnaast is de (kristallografische) optische activiteit
gekoppeld aan de helimagnetische ordening. Dit laat zien dat Cu2OSeO3
een magnetoelektrisch materiaal is. Een sterk magneto-optisch effect is
meetbaar wanneer een extern magnetisch veld wordt aangelegd. De sterkte
van het magneto-optische effect komt voort uit de spinclusterordering en de
zwakke magnetokristallijne anisotropie. De Faraday-rotatie wordt gebruikt
om de veld- en temperatuurafhankelijke metamagnetische faseovergangen te
meten en om het metamagnetische fasediagram, inclusief de skyrmionroost-
erfase, volledig optisch in kaart te brengen. In eerder werk is aangetoond
dat de langeafstandsordering van spinclusters leidt tot een karakteristiek
spinexcitatiespectrum, dat kan worden verdeeld in laagenergetische externe
en hoogenergetische interne spinclusterexcitaties. In het hier beschreven on-
derzoek wordt Ramanspectroscopie gebruikt om Brillouinzone Γ-punt spin-
clusterexcitaties te meten. Deze spinclusterexcitaties zijn Raman-actief door
het Elliot-Loudon lichtstrooiingsmechanisme. Boven de langeafstandsor-
deningstemperatuur TC wordt een breed continue magnetisch lichtstrooi-
ingspectrum gemeten, terwijl beneden TC scherpe excitaties worden geme-
ten. Deze verandering in het lichtstrooiingsspectrum komt voort uit het
veranderen van het karakter van de interne spinclusterexcitaties. De spin-
clusterexcitaties zijn lokale dispersieloze magnetische excitaties boven TC,
terwijl in de langeafstandsgeordende fase de spinclusterexcitaties disper-
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sie vertonen. De foto-ge¨ınduceerde spin- en kristalroosterdynamica van
Cu2OSeO3 wordt bestudeerd met behulp van een speciaal voor dit exper-
iment opgebouwde tijdsopgeloste Ramanspectroscopieopstelling. De resul-
taten laten spin-roosterrelaxatiedynamica over meerdere ps-decaden zien.
Dit laat zich als volgt verklaren: eerst wanordent de langeafstandsclusteror-
dening en significant later de interne spinclusterordening. De resultaten van
de Ramanstudie onder thermodynamisch evenwicht en de tijdsopgeloste Ra-
manstudie laten zien dat Cu2OSeO3 kan worden beschouwd als een molec-
ulair kristal van spinvrijheidsgraad.
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