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論 文  
 異なるシャッタ速度で撮影した映像を用いたバドミントンシャト
ル軌跡推定法 
A Trajectory Estimation Method for Badminton Shuttlecock Using Multiple Exposure Time Images 
宍戸英彦†,  北原格††,  亀田能成††,  大田友一†† 
Hidehiko Shishido†, Itaru Kitahara††, Yoshinari Kameda†† and Yuichi Ohta†† 
 
あらまし 複数視点から撮影した画像を用いて注目物体の３次元位置を推定する場合，各画像が同期撮影されていることが前提となるが，大
規模空間で同期撮影が困難となるケースが頻出する．運動モデルを仮定すれば３次元位置を近似的に推定することができるが，被写体が高速
かつ変則的に移動する場合はモデルのあてはめが困難である．本稿では，大規模な空間において非同期撮影された映像を用いて，高速かつ変
則的に移動するバドミントンシャトルの３次元位置を推定する手法を提案する．露光時間を長く設定したカメラで撮影した画像を用いてシャ
トルの３次元軌道を復元し，そこに短い露光時間で撮影した画像で観測されたシャトル領域を投影することにより，正確な３次元位置推定を
実現する．実写画像とCGシミュレーション画像を用いた実証実験により，提案手法の有効性を確認する． 
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1 まえがき 
映像情報を用いた物体追跡処理は，コンピュータビジ
ョンの重要な研究テーマの一つである．特に，戦術の理
解や向上を目的としたスポーツ競技映像における物体
追跡処理に注目が集まっている1)～9)．スポーツ競技映像
における物体追跡処理では，大規模空間で撮影した映像
から，複数の選手やボールなどの高速で複雑な動きを伴
う物体を同時に検出・追跡する必要があり，多くの課題
が存在する．我々は，それらのうち，大規模空間で撮影
された映像から，観測サイズが小さく，低速から高速ま
で大きな速度変化を伴いながら移動する観測物体に注
目し，そのような物体を安定して追跡することを目的と
した研究に取り組んでいる． 
本研究では，上述した状況が頻繁に発生する観察対象
として，バドミントン競技におけるシャトルコック（以
下，シャトル）を取り上げる．球技を対象とした従来研
究で追跡対象となっているボールは，観測サイズが小さ
く高速に移動するが，運動が力学モデルで記述しやすい
こと，見かけの形状が撮影方向に依存せず常に円形であ
ることを利用して追跡処理が実現されている．一方で，
シャトルは，半球状のコルクに水鳥等の羽を接着剤で固
定することで形成され10)，球技の中では珍しく非球状の
被写体であるため，図１に示すように，打ち返した瞬間
に高速かつ変則的な軌道となり，また，その観測形状が
多様に変化する．一般的に，バドミントンゲームを撮影
する場合，カメラからシャトルまでの距離は15m程度と
なるため，図１右に示すように，観測されるシャトルの
解像度は低く，シャトル形状特徴を用いた追跡処理5)は
現実的ではない． 
物体を３次元的に追跡するためには，多視点映像を同
期させて撮影するのが一般的である．近年，高解像度化
や高速撮影などカメラ性能は急速に向上しているが，汎
用的なビデオカメラで，同期撮影が可能な機種はほとん
ど存在しない．また，たとえ外部同期信号による同期撮
影が可能な機材が利用可能であったとしても，体育館の
ような大規模空間において多数台のビデオカメラを用
いて同期撮影を行うのは，同期信号の分配など依然課題
が多い．複数の非同期カメラを用いて，撮影時刻のずれ
を推定し，３次元物体位置を推定する研究が行われてい
るが11)，利用するビデオカメラは，すべて同じフレーム
レート，同じシャッタ速度，そして各カメラの撮影時刻
を一致させる前提条件（フレーム番号のずれのみ）を必
要としている．それに対し，撮影時刻を一致させること
なく，複数の非同期撮影画像から３次元位置を推定する
手法が提案されている12)．被写体にマーカを付与するこ
とでカメラ間の位置関係を推定し，マーカの軌跡のずれ
から撮影時刻のずれを推定し，３次元位置を推定する．
また，音声情報と画像情報を同期させ，音声情報の波形
を解析することで，撮影時刻の一致を必要とすることな
く，３次元復元する研究例や13)，２台のRGBカメラを用
いてRGB画像上の軌跡を検出し，１台のRGB-Dカメラ用い
てDepth画像内のボールを検出することでボールの３次 
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図１ バドミントンのシャトルを打ち返した瞬間に観測される高速かつ変則的な軌道の例 左：240fps 右：30fps 
（赤色線：観測されたシャトルの軌道，桃色線：安定したシャトルの軌道から求められた放物線） 
 
元位置を取得する研究14)が存在する．しかし，いずれも，
シャトルのような回転を含む高速移動物体は対象とし
ていない．このように，物体の見かけの形状や運動モデ
ルを仮定し，物理モデルをあてはめることができれば，
非同期撮影映像からでも３次元物体追跡が可能である
が，シャトルのような変則的な動きに対応した追跡処理
は例を見ない． 
 高速撮影カメラを用いれば，図１左に示すように，モ
ーションブラーを伴わないシャトルの観測像が利用可
能となるため，その２次元位置を正確に推定することは
可能である．しかし，複数台の映像を統合して３次元復
元を行う場合，撮影速度の高速化に伴い，同期ずれの影
響が大きくなる．その結果，各カメラにおける２次元的
な追跡処理の結果は正確であるが，それらを３次元的に
統合した３次元追跡処理の結果は，精度が大きく低下し
てしまう． 
高速に移動する追跡対象物体が，ビデオカメラのシャ
ッタ速度に比べ高速に移動する場合，その観測像は，移
動方向にぼけた状態で観測されるため，推定された位置
には，その方向の不確定性が含まれてしまうが，逆にそ
のブラー領域の形状を解析することで球状物体の位置，
速度，回転ベクトルを取得する研究が行われている15)16)．
我々も，モーションブラーの領域形状を解析し，位置と
移動速度情報を活用した追跡手法を提案している17)18)．
しかし，いずれも同期撮影を前提とした手法であり，非
同期撮影映像の問題は解決していない．本稿では，打ち
返し時の非常に高速かつ変則的に移動するシャトルを
非同期撮影した映像から，その３次元位置を推定する手
法を提案する． 
高速に移動する物体に対して，非同期撮影画像を用い
た３次元位置推定法の研究は，複数のカメラから撮影さ
れた画像から被写体（ボール）のモーションブラー領域
を各画像から検出し，モーションブラー画像を重ね合わ
せ，被写体の観測像の共通部分の中心を推定位置とした
研究が行われている 19)20)．しかし，提案されている手法
では，重ね合わせたモーションブラー画像の共通部分の
中心を推定位置と定義していることから，撮影した瞬間
に，その３次元位置に物体が存在していることを実証す
るのは困難である．清水らは，同じシャッタ速度で撮影
する３台の非同期カメラのシャッタタイミングを 1/90
秒ずつずらして物体の３次元位置を推定する手法を提
案している 22)．具体的には，画像平面上で検出された物
体の位置からなる光線群を生成し,それらをスプライン
補間することにより３次元曲面を求める．その曲面と位
置推定用カメラ画像で観測された対象物体の光線の交
点を物体の３次元位置として推定している． 
一方，本手法では，露光時間を長くすることで，その
間の移動情報を（スプライン補間を用いることなく）画
像化し，それを活用して３次元軌道を推定するため，補
間が困難な変則的な軌道でも対応可能となる．また，短
時間露光撮影ではブレのない鮮明な像が観測されるた
め，高い位置推定精度の実現が期待できるが，撮影同期
ずれの影響を受けやすい．長時間露光撮影では，多少撮
影同期がずれている場合でも３次元位置推定が可能で
あるが，動きブレによって観測像が不鮮明になるため，
位置精度が低下する,という問題を補うことができる．
具体的には,図２に示すように，まず長時間露光撮影で，
動きブレによる精度低下はあるものの物体が存在して
いた３次元位置（軌道）を推定し，その上に短時間露光
撮影で撮影したブレのない鮮明な像を投影することに
より，高精度で３次元位置を推定する．さらに，本手法
は，非同期撮影された短時間露光画像が追加されると，
高精度で推定される３次元位置が増加するという特長
も有する． 
 
図２ 異なるシャッタ速度の非同期撮影画像を用いた３次元位置推定 
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図３ SHAPE-FROM-SILHOUETTEを用いたバドミントンシャトルの軌跡推定法 
 
2 異なるシャッタ速度で非同期撮影した映像を用
いたバドミントンシャトル軌跡推定法 
以下では，図２に示す長露光時間のカメラ２台
（Camera1とCamera3：同じシャッタ速度）と短露光時間
のカメラ１台（Camera2）を用いて，高速かつ変則的に
移動するシャトルを非同期撮影する状況を例に説明を
行うが，カメラ台数が増加しても同様の議論が適用可能
である．まず，Camera1とCamera3で撮影した映像を用い
て，シャトルの３次元移動軌跡（３次元観測線）を得る．
次に，Camera2の画像から検出されたシャトルの２次元
位置を，３次元観測線上に投影し，それらが交わる位置
として．シャトルの３次元位置を推定する． 
 
2.1 Shape-From-Silhouetteを用いた 
バドミントンシャトルの軌跡推定法 
本節では，長露光時間に設定された２台の非同期撮影
画像から分割したシャトルの２次元像を，３次元空間中
で重ね合わせることにより３次元観測線を得る手法に
ついて述べる．図３（a）に示すように，背景差分と２
値化処理により各画像中のシャトル領域を分割する．こ
の処理では，[17]の手法を利用することで，シャトルの
存在範囲を一定領域内に限定している．それらの領域に
対し，Shape-From-Silhouette21)を適用し，領域の３次元
形状を推定する．Shape-From-Silhouette21)とは被写体を
複数のカメラで撮影し，撮影画像の対象物体領域に存在
する範囲（視体積）の積を求めることで被写体の３次元
形状を復元する手法である． 
図３（b）に示すように，シャトルのおおよその３次
元位置の周辺に３次元ボクセル空間を定義し，ボクセル
のある要素（注目画素）を各画像上へ投影し，その位置
に前処理として求めたシャトル領域が存在するか否か
を調べる．Camera1に，ボクセルの要素を投影し，画像
上に観測線が存在している要素だけを残した結果を図
３（c）に示す．同様の処理を，Camera3に対して行なっ
た結果を図３（d）に示す．図３（e）は，図３（c）,(d)
の処理結果を重ね合わせたものである．各画像から得ら
れる観測曲面の交点が，図３（e）の赤プロットで示す
３次元観測線となって求まることがわかる． 
 
(a) 背景差分処理を用いて 
モーションブラー領域を推定 (b) ３次元ボクセル空間を定義 (c) ボクセルの要素をCamera1に投影，観測
線が存在している要素だけを残す 
(d) ボクセルの要素を Camera3 に投影，観測
線が存在している要素だけを残す 
(e) ボクセルの要素をCamera1,Camera3に投影, 
観測線が両方の画像上に存在している要素だけ
を残す 
 4 
映像情報メディア学会 Vol. xx, No. xx, pp.1-6 (20xx) 
 
(b) ボクセルの要素をCamera1,3に投影，観
測線が存在している要素だけを残す 
 
 
 
 
図４ 異なるシャッタ速度で非同期撮影した映像を用いたバドミントンシャトルの３次元位置推定法 
 
2.2 異なるシャッタ速度で撮影した映像を用
いたバドミントンシャトルの３次元位置
推定法 
本節では，長露光時間に設定された２台の非同期撮影
画像と，短露光時間に設定された１台の非同期撮影画像
を用いて，シャトルの３次元位置を求める手法を述べる． 
図４に示すように，長露光時間画像の観測像から推定
されたシャトルの３次元観測線が推定されている．図４
（c）に示すように，Camera2で撮影した短露光時間画像
から検出したシャトルの領域を検出する．検出したシャ
トル領域からシャトルの観測点を求め，その点とレンズ
中心を通る直線を算出する．この直線と前述した３次元
観測線との交点として，Camera2の撮影時刻における，
シャトルの３次元位置を推定する． 
3 提案手法の実証実験 
 
図５ 各カメラのシャッタ速度設定値による撮影画像例 
 
3.1 撮影実験環境 
実際に体育館においてバドミントン練習風景を，複数
台のカメラを用いて非同期撮影し，それらの映像を用い
てシャトルの３次元位置推定に関する実証実験を実施
した．本研究では，多視点カメラとしてキヤノン社 EOS 
5D Mark IIを用いて，1920画素×1080画素の解像度の映
像を毎秒30枚撮影する．図３，４に示すように，長露光
時間カメラをY軸，X軸と直交するように各１台，短露光
時間カメラをY軸と直交するように１台設置する．シャ
ッタ速度（露光時間）は各 1々/30秒（図５Camera1,3）
と1/200秒（図５Camera2）に設定する．バドミントン競
技は体育館施設での競技であり，シャッタ速度を1/200
秒以上速く設定して撮影すると，不充分な光源環境によ
り，２章で述べた画像上のシャトル領域を求めることが
できない．したがって，本研究で設定する短露光時間を
1/200秒と定義する．各カメラは事前にキャリブレーシ
ョンを行っている．また，提案手法で用いる背景差分処
理は，照明環境の影響を受けることから，処理対処とな
るシーケンスを撮影する直前に背景画像を撮影した．撮
影開始タイミングの同期（頭出し）は手動で行う． 
バドミントンシャトルは非常に高速に移動するが，図
５に示すように，短露光時間で撮影された画像では，ブ
ラーのない像が観測されている．一方，長露光時間カメ
ラで撮影した画像では，大きなモーションブラーが発生
し，シャトルは線として観測されている．このような観
測像を用いて推定された３次元位置には，ブラーによる
不確定性が存在するが，撮影時刻の非同期性の影響を軽
減することができる17)．  
図４（c）に示すように，露光時間を長く設定した
Camera1,3で撮影した画像から得られた，シャトル領域
の３次元形状（３次元線）のボクセル要素を，露光時間
を短く設定したCamera2で撮影した画像上に投影し，観
測線が存在するか否かを判定した．その結果得られた３
次元位置を，図４（c）※プロットで示す．非同期で撮
影した多視点映像のみを用いているにも関わらず，短露
光時間で検出されたブラーの少ない観測像を用いた精
(a) ３次元ボクセル空間を定義 (c) Camera2 の観測位置とレンズ中心を通る
直線が３次元線と交わる点がシャトルの３次
元位置 
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度の高い３次元位置の推定が実現されていることが確
認できる． 
3.2 CGシミュレーションを用いた提案手法の
実証実験 
前節では，実写映像を用いて提案手法の有効性を確認
したが，実写映像ではシャトルの厳密な正解値の獲得が
難しかったため，本節では，CGシミュレーション画像を
用いて提案手法の実証実験を実施することで，正解位置
と推定位置の比較を行い，推定誤差を求める． 
 
 
図６ 左：シャトルの剛体シミュレーション（正解値），右上：露光時
間を長く設定したCGモデル（シャトル）シミュレーション，右下：露
光時間を短く設定したCGモデル（シャトル）シミュレーション 
 
 
図７ CGモデルシミュレーション画像を用いた提案手法の実証実験結果 
 
本節では，CGシミュレーションを用いた提案手法の実
証実験について述べる．まず，図６に示すように，バド
ミントンラケットとシャトルのCGモデルを作成する．作
成には，blender2.73を使用し，blenderに搭載されてい
る物理エンジンを用いて剛体シミュレーションを実施
する．シャトルのCGモデルは，質量（5g），大きさ（7cm）
を設定し，重力加速度，初速を与え，シャトルの１往復
の軌道をシミュレーションする．ラケットは，一般的な
質量（90g）を設定し，シャトル（往路）と衝突させる．
衝突後のシャトル（復路）のシミュレーション画像を実
証実験で用いる．また，カメラは，実写時の環境と同様
にカメラ配置し，解像度（1920画素×1080画素），フレ
ームレート（30fps）を設定する．blenderでは，カメラ
のシャッタ速度の設定項目が存在しないため，モーショ
ンブラーを伴うシャトルを，過去４フレームを用いて生
成する．この４フレームの設定値は，Camera1,3（図６
右上：露光時間を長く設定した場合に相当）に与え，1.2
フレームの設定値をCamera2（図６右下：露光時間を短
く設定した場合に相当）に与える．以上のように，シャ
トルのCGモデルシミュレーションを３台の仮想カメラ
を用いてレンダリングを行う． 
 CGシミュレーション画像を用いて提案手法の実証実
験を実施した．図７に示すように，モーションブラーを
伴うシャトルのシミュレーション画像を用いることで,
実写時の実証実験結果と同様に,３次元観測線を推定で
きていることが分かる（図７青プロット）．さらに,モー
ションブラーが比較的少ないシミュレーション画像を
用いることで，精度の高い３次元位置の推定が実現され
ていることが確認できる（図７桃色プロット）． 
 
3.3 CGシミュレーションを用いた比較実験 
 
図８ 提案手法と従来手法の推定誤差の比較実験結果 
 
 3.2節で述べた実験環境中で提案手法と従来手法の推
定誤差との比較実験を実施した．モーションブラー画像
を重ね合わせ，被写体の観測像の共通部分の中心を推定
位置とした研究19)20)を従来手法とし，６フレームのシミ
ュレーション画像に対して，位置推定実験を実施した．
図８に示すように，従来手法の推定誤差の平均は，約
0.14mであった．一方，提案手法の推定誤差の平均は，
0.06mであった．提案手法は，従来手法と比較して，誤
差低減率57%であった．このような結果から，提案手法
の有効性を確認できる．提案手法では，Camera2の速い
シャッタ速度で撮影した画像に対して，被写体の中心を
推定位置と定義している．しかし，シャトルの正解値は，
シャトルのコルク部分であり，提案手法においても，平
均0.06mの誤差が生じている．バドミントンシャトルは，
物体の形状が複雑であり，シャトルの位置は，形状 
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(a) 
 
(b)                                              (c) 
 
(d)                                             (e) 
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(f)                                           (g) 
 
図９ 実環境において変則的に移動するシャトルのシーケンスに対する実証実験およびCGシミュレーション実証実験 （a）上段：実環境におけるシーケン
スデータ，中段：実環境のシーケンスと同様の軌道のCGシミュレーション，下段：CGシミュレーションの真値の軌道（b）実環境のシーケンスデータに対し
て提案手法を適用した結果（c）実環境のシーケンスと同様の軌道のCGシミュレーション画像に提案手法を適用した結果（d）（c）の実験結果より従来手法
との比較（e）変則的なシャトルのCGシミュレーション，上段：真値，中段：短時間露光シミュレーション，下段：長時間露光シミュレーション（f）（e）
のシミュレーション画像に提案手法を適用した結果の位置推定誤差（g）（e）のシミュレーション画像に提案手法を適用した結果の例 
 
の重心ではなく，シャトルのコルク部分の重心をさす．
したがって，２次元画像上においてシャトルのコルク部
分の検出が可能となれば，実証実験結果の推定誤差が軽
減できると考えられる． 
3.4 実環境の実証実験およびCGシミュレーシ
ョンを用いた実証実験 
本節では，実環境の実証実験，その実環境のシーケン
スと類似したシャトルのCGシミュレーションを用いた
実証実験および，変則的なシャトルのCGシミュレーショ
ン画像を用いた実証実験に関して述べる． 
 まず，3.1節で述べた撮影実験環境において撮影した
変則的な移動を伴うシャトルのシーケンスに対して提
案手法の実証実験を行った．図９（a）に示すように，
シャトルは，打ち始めから移動方向が定まるまでの数フ
レームの間,変則的な動きを伴う．スマッシュ（高い位
置から,相手コートに一直線に落下する打球）のような
速い軌道は,約２フレームの間,変則的に移動し,その後
移動方向が定まる．一方で,ヘアピン（ネット際に落ち
てきたシャトルを逆にネット際に落とす打球）のような
ゆっくりとした軌道は,約６フレームの間変則的に移動
し,その後移動方向が定まる．本研究の処理対象とする
フレームは，変則的な動きを伴う打ち始めから約６フレ
ームの間とする．なお,６フレーム後の位置推定に関し
ては,これまでに取り組んだ研究成果として報告してい
る17)．図９（b）に実環境のシーケンスデータに対して
提案手法を適用した結果を示す．このように打ち始めの
変則的な移動を伴うシャトルに対して，３次元位置を推
定可能としていることが確認できる． 
 次に，実環境のシーケンスデータに類似したCGシミュ
レーション実証実験を行った．実環境と同等のシャトル
の観測像を生成するために，長時間露光撮影では，シャ
トルのモーションブラーの重みを3.0に設定し，短時間
露光撮影では，重みを1.0に設定した．図９（a）に示す
ように，シャトルのCGモデルを実環境と同様の軌道でシ
ミュレーションできていることが確認できる．このよう
に生成したCGシミュレーション画像を用いて，提案手法
を適用した結果を図９（c）に示す．また図９（c）の実
験結果の位置推定誤差を図９（d）に示す．3.3節で述べ
た比較実験と同様に提案手法と従来手法の推定誤差と
の比較実験を実施した．従来手法の推定誤差の平均は約
0.07m，提案手法の推定誤差の平均は約0.04mであり，提
案手法の有効性を確認できた． 
次に，変則的なシャトルのCGシミュレーション画像を
用いた実証実験を行った．図９（e）に示すように，シ
ャトルのCGモデルは急激な回転を含んでいる．モーショ
ンブラーの重みは，それぞれ長時間露光撮影では0.7，
短時間露光撮影では1.5に設定した．3.3節で述べた比較
実験と同様に提案手法と従来手法の推定誤差との比較
実験を実施した．図９（g）から，急激な回転を含むシ
ャトルのシーケンスに対して，シャトル領域が３次元復
元され，その３次元位置が推定できていることが確認で
きる．従来手法の推定誤差の平均は約0.09m，提案手法
の推定誤差の平均は約0.06mであり，提案手法の有効性
が確認された．図９（f）には提案手法と従来手法の位
置推定誤差がほぼ同じシーケンスが存在する．これは，
２台の撮影画像から復元できる３次元シャトル領域が
小さく，推定３次元位置に差が生じにくかったためであ
る．一方で，２台の撮影画像から復元する３次元シャト
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ル領域が大きい場合，従来手法は，不確定性が多く含ま
れる領域の共通部分の中心を推定位置と定義すること
から推定３次元位置に大きな差が生じる．したがって提
案手法は，２台の撮影画像から復元される３次元シャト
ル領域が大きいほど，位置推定精度が向上することが考
えられる．また，２台の長時間露光カメラの露光時間は，
両方のカメラの露光中にシャトルが共通して撮像され
るよりも長くする必要がある．しかし，露光時間を長く
し過ぎると,撮影画像が白とびするなどの問題が発生す
る． 
4 むすび 
本研究では，大規模な空間において非同期撮影された
映像を用いて，高速かつ変則的に移動するバドミントン
シャトルの３次元位置を推定する手法を提案した．露光
時間を長く設定したカメラで撮影した画像を用いてシ
ャトルの３次元軌道を復元し，そこに短い露光時間で撮
影した画像で観測されたシャトル領域を投影すること
により，正確な３次元位置推定を実現した．実写画像と
CGシミュレーション画像を用いた実証実験により，提案
手法の有効性を確認した． 
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