Abstract-The common conviction about FIR (finite impulse response) digital filters is that the number of necessary taps, to reach the same performance as provided by IIR (infinite impulse response) digital filters, is usually too large. Moreover, the standard FIR filter design algorithm (Remez exchange) allows the design of linear-phase filters only. Therefore, IIR filters are often preferred over FIR ones, without any further investigations.
I. INTRODUCTION
Anti-aliasing filters are used in most data acquisition channels to suppress undesirable high-frequency input signal components. These filters always have some passband amplitude error. and usually a significant phase distortion (see, e.g., Fig. 1 ). These errors are even subject to component tolerances.
With the appearance of powerful signal processors, it became possible to equalize the passband transfer function at the digital side [ 11- [4] , by implementing an appropriate digital compensation filter. Since the transfer function is usually modeled by an s-domain or z-domain rational form, the "natural" way for this equalization is the design of IIR compensation filters. FIR filters are usually not used, because of the common conviction that FIR filters need a too large number of taps for good performance. As we will see in the following sections, the latter statement does not generally hold. Considering further that FIR filters have no stability problems (instability is maybe the major difficulty in IIR filter design), and that the implementation of FIR filters is very straightforward, it is worthwhile to use them whenever the specifications are met by a reasonably low-order filter.
In this paper the same data acquisition channel will be considered as for the IIR compensation in [ I ] and (21. We will try to reduce the relative complex error:
(1)
where tf is the transfer function, and e is the complex error of the fit at a given frequency. T o make a fair comparison of the methods, we will compensate the passband up to 19.6 kHz, as it was also done in [ I ) and [2] .
DESIGN ASPECTS OF FIR COMPENSATION FILTERS
The digital filter I ) should correct the anti-aliasing filter for gain variations and phase nonlinearity in the passband. 2) should not introduce too large gains elsewhere (stopband and transit ion band), 3) should have minimal order, to allow implementation at low cost and high speed (a low order means further that the inpulse response will be short, a desirable feature in time-domain applications). and 4) should be designed using an effective algorithm which does not demand too much computing time and requires minimal human intervention.
Let us discuss these aspects one by one
A. Passband Error
Numerical methods usually approximate the desired frequency response at discrete frequencies only. Since high-order FIR filters contain a lot of free parameters, the discrete frequencies must be chosen densely enough to avoid wild oscillations between neighboring points. A rule of thumb [4] is to use four times as many frequency points for the design than the number of the FIR coefficients, which means that we have about eight times more real equations than parameters.
0018-9456/93$03.00 @ 1993 IEEE There is an important practical limitation to the decrease of the residual error of the compensation. If a transfer function, which is not smooth, is to be compensated (see, e . g . , the one in Fig. 1 near 20 kHz), the compensated transfer function can be very sensitive to small changes of the original one (e.g., due to aging or thermal drift). This is illustrated in Fig. 2 : 0.01% (100 ppm) increase in the sampling frequency (or a similar change in the parameters of the anti-aliasing filter itself) results in a rather large compensation error near 20 kHz (about 100 mdB complex error). This fact implies that the input channel of an instrument should always be designed as a whole, since hardware-dependent parameters like the ratio of the highest passband frequency to the sampling frequency, the type of the anti-aliasing filter, etc. already determine the possible minimum error of the compensation.
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B. Stopband Gain
The relatively large number of degrees of freedom may give rise to large stopband gains. Since a complex function is to be fitted, the passband behavior of the anti-aliasing filter contains information concerning also the stopband. This is even more apparent in the case of Fig. I , where near the edge of the passband the filter already starts to attenuate. This means that the correction filter will also try to invert a part of the transition band (and maybe part of the stopband), and will therefore have a large stopband gain. This can be avoided by artificially introducing zero transfer function points in the stopband, with a reasonably small weight in order to allow acceptable deviations from zero, compared to the desired small passband error. These stopband zero points have to be defined in a sufficient number, in order to avoid that the algorithm just puts zeros to each zero value. The zero points must also be close enough to each other, and cover possibly the whole stopband.
C. Filter Order and Allowed Delay
The necessary order of the FIR filter depends on the desired accuracy and on the shape of the transfer function to be inverted. The proper filter length can be chosen by trial and error, or by theoretical considerations [7] . The goal may be to have a minimum compensation error for an acceptable filter length, or to have a compensation error smaller than a given limit, using the minimum number of taps. A small filter length is desirable, even if the hardware allowed the implementation of longer filters in real time, since the design time for the filter increases progressively with the number of taps.
When using digital compensation filters, a certain delay also has to be allowed. This means that the filtered data will appear delayed with respect to the ideally compensated data, or in z-domain terms,
we have to approximate
where Hdes(Z) is the desired (inverse) transfer function, z-' is the unity delay operator, and 7 is the normalized delay. This delay is usually acceptable in data acquisition channels (it is also present in the IIR filters designed in [ I ] and [2] ). The value of 7 also has to be optimized; the best value is often around 1/3-1/2 times the filter order [ 141.
D. Effective Algorithm
As it is seen from ( l ) , the fit is to be performed in the complex In order to find the best way of the filter design, the different algorithms should be compared systematically with respect to their speed, memory need, convergence for high orders, etc. before making a choice. This may be the topic of future research. However, since we have ready-to-use programs for the weighted least squares (WLS) fitting, we used a modified version of the RWLS technique, which converged rapidly.
DESIGN RESULTS
In [I] and [2] the design of IIR compensation filters for the equalization of the input channel of a dynamic signal analyzer was described. In this section. FIR filters will be designed for the same purpose, with the same specification.
In [I] the original 0.2 dB amplitude error and about 50" phase error were reduced to I O mdB and 0.066". respectively, using a 34/34 order IIR filter. In [2] it was shown that the above design is not optimal, and 2 6 / 2 6 filter was designed with the same performance.
For the design of the FIR filters, we used the identification result of [ 11 as a reference function. Since its modeling error is about 3 mdB, we allow 7 mdB fitting error. About 150 complex amplitudes are used in the total band, providing 2 X 150 = 300 real equations. An FIR filter of order 56 (57 taps) has fitting errors smaller than 7 mdB, and a filter of length 49 performs better than 10 mdB. The filters are easily realizable (see Fig. 3 ), and provide an acceptable Experimenting with other anti-aliasing filter boards of the same type, it tumed out that though their global behavior is very similar, sometimes the FIR order, necessary to obtain 7 mdB fitting error, is much larger ( > 100). Fortunately, this number is still acceptable for real-time implementation at f i = 5 1.2 kHz. We observed that in these cases the initial WLS design is definitely worse at low frequencies. This may be due to the different behavior under 1 kHz (Fig. 4) , which seems to be the consequence of a small impedance mismatch at the input of the anti-aliasing filter. Nevertheless, the IIR method still worked fine without an increase in the order (its error is not more than 7 mdB); thus we speculated that the worse FIR performance was due to a pole, close to the unit circle. Indeed, a polelzero pair near i = 1 (see Fig. 5 The closer the pole to the unit circle. the more zeros are necessary to define a similar transfer function. This puts a limit to the applicability of the FIR filters for compensation.
A . Mixed FIR-IIR Structure
Based on the above observation, a "mixed" strategy can also be applied: when the resulting FIR order is too high. and there are stable poles close to the unit circle. the corresponding poleizero pairs can be realized in low-order IIR sections, and the rest of the compensation can be done by an FIR filter. It can be observed in Fig. 5 that there are altogether three poles quite close to the unit circle: one at 2 = 1, and two near the edge of the passband (at approximately 21 kHz). Thus it is worth trying to fit the desired function by an FIR filter, combined with 1 / I and 3 / 3 IIR ones.
The results of the design are presented in Table 1 (see also Fig.  6 ). The elimination of the two complex poles does not bring a dramatic change in the order, but elimination of the real one does. The total number of coefficients (42 x 2) is even lower than that of the IIR filter (27 + 27 = 54).
IV. EXPERIMENTAL VERIFICATION
The FIR compensation filter, designed by the above-described methods, was implemented in the input channel of a signal analyzer (DSA710). Fig. 7 shows the measured complex error after compensation: it illustrates well that the deterministic error (which is
covered by random measurement errors) is not more than about 10 mdB, since the 95 7% confidence limit of the random error is about 1-2 mdB [I] . Based on the above results? the IIR compensation filter has been replaced by an FIR one in the DSA710.
V. CONCLUSIONS
It has been illustrated via the example of a dynamic signal analyzer that it is possible to improve the quality of data acquisition channels by means of surprisingly low-order FIR correcting filters, instead of IIR ones. In contrast to the common opinion, the necessary FIR orders are not very high at all. An even more advantageous approach is the use of a mixed structure: the poles located the closest to the unit circle in the :-plane are realized in low-order precompensating IIR section(s), and the rest of the compensation is then possible with an FIR filter of much lower order. Clearly, the use of FIR filters is preferable because of the absence of stability problems and the ease of the implementation, at least if the desired error reduction can be achieved by an acceptable filter length. (1)
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Abstract-A simplified derivation of the basic four-frequencg measurement process for a coupled dual resonator crystal is given which shows a more direct path than previously published for obtaining the two resonator frequencies either from the poles and zeros of I /xl I or from the zeros of 1 /yI, and the zeros of i, ,, the latter of which tends to be the more useful. Using the resonator frequencies obtained from either of the two cases, the synchronous peak separation frequency (SPSF) is obtained by recognizing that
I. INTRODUCTION
One of the most useful measurement processes developed over the past two decades is the four-frequency process for measuring coupled dual resonator crystals [1]- [3] . The process provided for the first time an accurate, yet simple, method for determining the three key parameters needed in the fabrication of a coupled dual crystal after the formation of the resonators on the crystal plate. These key parameters are the two resonator frequencies and the intrinsic coupling between resonators, the latter of which is called the synchronous peak separation frequency (SPSF). As part of this measurement process, a method was developed which also allows one for the first time to determine SPSF when the two resonator frequencies are not equal. Several other important features of this measurement process are 1) that only one of the two ports of a coupled dual crystal need be monitored to obtain the specific four frequencies needed to calculate the two resonator frequencies and SPSF, 2 ) that the basic measurement fixture needs no tuning, and 3) that the two resonator frequencies and SPSF can be accurately determined at any step during the crystal fabrication after the formation of the resonators on the crystal plate.
In this paper, a simplified derivation of the basic measurement process is given to show a more direct path from the short-circuit and open-circuit driving-point impedances, 1 /y, , and z , ,, of a coupled dual resonator crystal to the four measured frequencies and then to the two resonator frequencies and SPSF. 
WSCl < wsc2 < WSC3 < wsc4.
From (6), it is seen that 
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