Of the many data collection methods used by road maintenance authorities during the winter 8 months, the most preferred technique is the road weather information systems (RWIS). RWIS can 9 collect, transmit and disseminate road weather and surface condition information to help road 10 maintenance personnel effectively plan deicing and snow removal, and reduce material usage (salt 11 and sand). For this reason, RWIS are widely used in many places in the northern hemisphere, and 12 North America alone has more than 3,000 RWIS stations currently in operation, and is continuing Moreover, as mentioned above, RWIS stations only provide a 'spot' measurement of weather and 5 road surface conditions and can be, at times, unrepresentative of distant surrounding areas.
6
Considering the vast road network and the possible inclement winter weather conditions, it is 7 important to accurately extrapolate the road weather and surface condition of locations between 8 different pairs of RWIS stations to help maintain safer road conditions for travelers. To overcome 9 this shortcoming, the focus must move away from just 'measuring' and go to 'modeling' to make 10 the best use of the information obtained from mobile RWIS.
11
Therefore, the main objective of this research is to develop a methodological framework to 12 estimate RST using a geographic information system (GIS). Since road weather and surface 13 conditions are generally affected by multiple facets that are very difficult to explain as they exhibit 14 significant randomness, our primary focus will be on developing models related to nocturnal 15 events with different road weather types. To achieve this goal, an advanced geostatistical method 16 known as regression kriging (RK), which has seldom been explored in the transportation field, is D r a f t respectively, with k = 1, . . . , m, and Z be a variable of interest (i.e., RST). The predictions are 10 commonly calculated by the following general kriging model (Goovaerts 1997 ):
where is the predicted value of the target variable at an unknown location. The terms m(x) in Equation (2):
where is the fitted drift (estimation from regression model), is the interpolated residual,
are coefficients of the estimated drift model and is the estimated intercept, p is the number
of auxiliary variables, are kriging weights and is the regression residual. 
where is the vector of estimated coefficients, C is the covariance matrix of residuals described
below, and q is a matrix of predictors at measured locations.
After the trend has been estimated, the residual can be interpolated using kriging and added back 8 to the estimated trend. The RK can be conveniently expressed in matrix notation:
where is the vector of p+1 predictors and is the vector of n kriging weights used to
interpolate the residuals at unknown locations.
12
Previous research indicated that these hybrid techniques tend to outperform the plain Heuvelink 1978). Due to scarce data points in reality, the points are typically grouped per distance 3 vector h and the resulting semivariogram is expressed as follows:
where γ (h) is the sample semivariogram, z(x k ) is a measurement taken at location x k , and m(h) is domain for all direction analysis (Journel and Heuvelink 1978) . Note that there should be no trend 10 of systematic variation, thus the estimated result is independent from the individual site x k. .
11
Generally, three key parameters are used to describe a semivariogram model, including nugget 12 effect, sill, and range as graphically illustrated in Fig. 2 .
13
The nugget effect represents micro-scale variation and measurement errors, or refers to any 14 spatial variability that exists at a distance smaller than the shortest distance of two measurements.
15
The value of h means the lag distance, and the range indicates lag separation distance at which 16 plateau is reached (i.e., uncorrelated experimental semivariograms for different directions tested. In this case, any trend in the 10 measurements could be removed to meet the requirement of the semivariogram modeling. 
Geographical parameters affecting RST

12
Road surface temperature (RST) is affected by numerous interacting parameters, including those outlines the impacts of altitude on RST in Nevada in the U.S. and found that the relationship 7 between these two variables was sometimes non-linear. The effects of altitude would be most 8 apparent when the atmospheric stability, which describes the tendency of air to rise or not, is low.
9
Topography
10
Topography is a main factor resulting in RST differences in extreme nights (Bogren Jorgen and The study area of this research covers a total length about 150 km of Highway 16 starting from 6 Edson. As depicted in Fig. 3 , it is a major east-west highway located north of Edmonton in Alberta, Canada. The figure also shows the location of existing RWIS stations currently in operation. There Additionally, to minimize any possible effects of the temporal variation of RST, the whole study on a GIS platform, and the methodology to develop a regression kriging model is shown in Fig. 4 19 and the details of each step will be discussed in the following sections. 
Data Description and Processing
21
A primary technique to collect data used for model calibration and validation in this research is friction which represents road slipperiness, snow cover situation).
8
Data sets used in this study are from twelve surveys that were carried out on four winter nights.
9
The dates and the descriptive statistics of the twelve-surveyed RST data are summarized in Table   10 1.
11
From this table, it is found that the largest difference between the maximum and minimum road which further proves that the nocturnal RST would vary a lot along the roadway.
14
As mentioned previously, the use of RK requires auxiliary information to obtain the best averaged and assigned to the centroid by a geoprocessing tool available in ArcGIS.
6
The variable slope was derived from DEM using standard surface analysis functions embedded 
The result of NDVI varies from -1 to +1; a value close to zero refers to barren areas of rock, or 14 sand and a value close to +1 indicates the high density of green vegetation might be quite high.
15
Consequently, five geographical factors, namely latitude, longitude, altitude, slope, NDVI are 16 considered in this study. 
Modeling of Road Surface Temperature (RST)
The stepwise MLR analysis was performed using SPSS software by fitting a first-order 2 polynomial to each set of the target variable RST and ensuring the variable is free of trend. Note 3 that a 95% confidence interval was adopted to test the significance of each parameter and the t-4 value was used to confirm if the independent variable was statistically significant at a significance 5 level of 5%. Table 2 shows the summary results of MLR analysis.
6
All regression coefficients of geographical parameters make intuitive sense. For example, the 7 surface temperature increases when the value of NDVI increases because of the high density of 8 green vegetations. Furthermore, the study area is a west-east highway, implying that the longitude 9 varies greatly along the road. In this case, the RST decreases with the increase of longitude. The 10 results are also true for latitude and altitude as the RST would drop as it moves to north and higher 11 elevation. Slope measuring the steepness or the degree of inclination of the horizontal plane also 12 has a negative relationship with RST as expected.
13
The predictive ability of the regression models varies from 1% to 83%, which indicates that the affect the modeling quality -for high wind speed and heavy cloud cover conditions, the modeling
The next step is to use MLR results and develop a kriging model as described previously. For 2 this, 70% of observed data for each event were chosen randomly as the training datasets, and the 3 remaining 30% were used as the testing datasets. All the geostatistical analysis and calculation 4 have been conducted in ArcGIS as detailed below.
5
Step 1: Quantify and model the covariance structure of the residuals derived from the target 6 variable obtained by MLR. Semivariogram models are developed to model the spatial 7 autocorrelation structure, following the criteria defined earlier.
8
Step 2: Determine kriging prediction map of residuals. This step involves interpolating the 9 residuals from MLR with ordinary kriging at unknown locations by the calibrated 10 semivariogram in
Step (1). In addition, the crossvalidation is performed to ensure the 11 accuracy of the predicted data using statistical measures such as root mean square error
12
(RMSE), mean absolute error (MAE) and average standard error.
13
Step 3: Use the 30% testing datasets to validate the kriging prediction. Validation is a necessary 14 step to further test the goodness of fit of the calibrated model using RMSE or other 15 measures.
16
Step 4: Generate a final RST prediction map and add the interpolated residuals back to MLR results
17
of the target variable at each prediction location. The outcome of this step is a series of 18 final RST prediction maps. Table 3 .
6
As for the crossvalidation of training data sets, the RMSE values of all study segments were 7 found to be relatively small, indicating a good prediction capability of the developed models. Table 3 . Summary of semivariogram models and kriging models' performance. 
