We study the contraction problem of an Ore ideal in one variable which is generated by an operator. We give an algorithm to solve it based on desingularization. Desingularization is the problem of finding a left multiple of a given Ore operator in which some factor of the leading coefficient of the original operator is removed. We propose a new algorithm for desingularization and use it to handle the contraction problem.
INTRODUCTION
There are various reasons why linear differential equations are easier than non-linear ones. One is of course that the solutions of linear differential equations form a vector space over the underlying field of constants. Another important feature concerns the singularities. While for a nonlinear differential equation the location of the singularity may depend continuously on the initial value, this is not possible for linear equations. Instead, a solution f of a differential equation a0(x)f (x) + · · · + ar(x)f (r) (x) = 0, * Supported by the Austrian Science Fund (FWF) grants Y464-N18, NSFC grants (91118001, 60821002/F02) and a 973 project (2011CB302401).
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In this article, we consider the case where a0, . . . , ar are polynomials. In this case, ar can have only finitely many roots. We shall also consider the case of recurrence equations a0(n)f (n) + · · · + ar(n)f (n + r) = 0, where again there is a strong connection between the roots of ar and the singularities of a solution.
While every singularity of a solution leaves a trace in the leading coefficient of an equation, the converse is not true. In general, the leading coefficient ar may have roots at a point ξ where no solution is singular. Such points are called apparent singularities, and it is sometimes of interest to identify them. One technique for doing so is called desingularization. As an example, consider the recurrence operator
which is taken from [1, Section 4.1]. Here, ∂ denotes the shift operator f (n) → f (n + 1). For any choice of two initial values u0, u1 ∈ Q, there is a unique sequence u : N → Q with u(0) = u0, u(1) = u1 and L applied to u gives the zero sequence. A priori, it is not obvious whether or not u is actually an integer sequence, if we choose u0, u1 from Z, because the calculation of the (n+2)nd term from the earlier terms via the recurrence encoded by L requires a division by (1 + 16n) 2 , which may introduce fractions. In order to show that this division never introduces a denominator, the authors of [1] note that every solution of L is also a solution of its left multiple
The operator T has the interesting property that the factor (1 + 16n) 2 has been "removed" from the leading coefficient. This is, however, not quite enough to complete the proof, because now a denominator may still arise from the division by 64 at each calculation of a new term via T . To complete the proof, the authors show that the potential denominators introduced by (1 + 16n) 2 and by 64, respectively, are in conflict with each other, and therefore no such denominators can occur at all.
The process of obtaining the operator T from L is called desingularization, because there is a polynomial factor in the leading coefficient of L which does not appear in the leading coefficient of T . In the example above, the price to be paid for the desingularization was a new constant factor 64 which appears in the leading coefficient of T but not in the original leading coefficient of L. Desingularization algorithms in the literature [2, 1, 3, 6, 7] care only about the removal of polynomial factors without introducing new polynomial factors, but they do not consider the possible introduction of new constant factors. The main result of the present paper is a desingularization algorithm which minimizes, in a sense, also any constant factors introduced during the desingularization. For example, for the operator L above, our algorithm finds the alternative desingularizatioñ . It reduces the contraction problem to a saturation problem. This reduction also works for the differential case, but in that case it is not so helpful because it is less obvious how to solve the saturation problem. A solution was proposed by Tsai [15] . The algorithm proposed in the present paper is considerably simpler than Tsai's and at the same time it applies to arbitrary Ore algebras rather than only the differential case.
PRELIMINARIES

Ore Algebra
Let R be a principal ideal domain. For instance, R can be the integer ring Z or the univariate polynomial ring k[t] over a field. We consider the Ore algebra
is a ring automorphism that leaves the elements of R fixed, and δ :
is just the usual one and the multiplication is defined by associativity via the commutation rule 
, our goal is to find a basis of this ideal.
Desingularization
1. We say that p is removable from L at order n if there exists some P ∈ QR(x)[∂] with deg ∂ (P ) = n and some
2. We then call P a p-removing operator for L, and P L the corresponding p-removed operator.
3. p is simply called removable from L if it is removable at order n for some n ∈ N. Otherwise, p is called non-removable from L.
Note that every p-removed operator lies in Cont(L).
2 is removable from L at order 1. And T is the corresponding (1 + 16n)
2 -removed operator for L. 
. The proof of (1) and (2) is similar to [6, Lemma 3] . 3. Since gcd(w, vp) = 1 in R[x], we have resultant(w, vp) is a nonzero element in R. Thus, there exists a non-zero element a ∈ R, such that a ∈ w, vp . So, we can assume that a = sw + tvp, for some s, t ∈ R[x]. Then, lc ∂ (σ(s)P ) equals
From item 2, we may discard the polynomial part σ n (t), obtaining a p-removing operator P ′ with deg ∂ (P ) = n and
. From item 1, we obtain the operator with the desired property.
Similar to the argument in item 3 of the above lemma, one can show the existence of a p-removed operator [7, Lemma 4] , where p is the product of all the removable factors of lc ∂ (L). Item 1 of the above lemma implies that if there is a p-removing operator, then there is also one in which all the denominators are powers of σ n (p). So, for a p-removing operator P at order n, we can always assume that
where pi ∈ R[x] and gcd(pi, σ n (p)) = 1 in R[x], i = 0, 1, . . . , n, en ≥ 1.
REMOVABILITY OF POLYNOMIAL FACTORS
[∂], we will give an upper bound for the order of a p-removing operator, where p | lc ∂ (L), p is a primitive polynomial in R [x] . In order to achieve it, we need the following lemma.
Proof. By assumption, we can write P L in the following form:
′ is a p-removing operator at order n.
In the above lemma, we call the operator P a p-removing operator for L in QR[x] [∂] . From this lemma, we know that we just need to get an order bound for the order of a premoving operator for L in QR 
REMOVABILITY OF CONSTANT FACTORS
is an Ore algebra, σ is an R-automorphism. We will prove that the constant factors of lc ∂ (L) are non-removable. In order to achieve that, we propose the following definition. In Proof. Suppose p is removable, then there exists a p-removing
. From equation (1), we can assume that
where pi ∈ R[x] and gcd(pi, p) = 1 in R[x], i = 0, 1, . . . , n, en ≥ 1. We denote e := max 0≤i≤n ei. Then, P := 
. We have
Since gcd(g, p e ) = 1 in R[x], we have g | T . So, p is a non-unit constant factor of P2L. On the other hand, from Lemma 4.4, we know that P2L is constant-primitive, contradiction. Here, L represents the recurrence equation for a 4n n + b3 n , where a and b are two constants. We observe that 3 is a constant factor of lc ∂ (L). From Theorem 4.5, we know that 3 is non-removable.
DESINGULARIZATION AT A FIXED ORDER
In Sections 3 and 4, we refer to order bounds that can be found in the references and prove that the constant factors of lc ∂ (L) are non-removable. In this section, we consider desingularization at a prescribed order k. Firstly, we propose two new concepts which are the refinement of Definition 2.1.
Note that a weakly desingularized operator for L of order k is a p-removed operator, for some p | lc ∂ (L). From [7, Lemma 4] , there always exists one weakly desingularized operator for L. Below are some properties concerning the above definition.
If T ∈ R[x][∂] is a weakly desingularized operator for
L, deg ∂ (T ) = k, then T is weakly desingularized operator for L of order k.
If T ∈ R[x]
[∂] is a weakly desingularized operator for L, deg ∂ (T ) = k, then ∂ m T is also a weakly desingularized operator for L, for each m ∈ N.
i is removable from L, for some ti > ki, contradiction.
2. It is straightforward to see this from item 2 of Definition 5.1.
. From item 1 and 2, ∂ t−k T is a weakly desingularized operator of order t. Thus,
. From Gauss's Lemma in the commutative case,
Example 5.3. In Section 1, T is a weakly desingularized operator for L.
In Definition 5.1, the constant factor of the leading coefficient of a weakly desingularized operator (of order k) may not be minimal. We also concern about the minimal constant factor and propose the following two concepts.
. Then the constant a is a generator of the ideal {b ∈ R | lc ∂ (Q) = bg, Q is a weakly desingularized operator of order k}∪ {0} = a .
. Then the constant a is the generator of the ideal {b ∈ R | lc ∂ (Q) = bg and Q is a weakly desingularized operator} ∪ {0} = a .
Example 5.5. In Section 1,T is a weakly desingularized operator for L.
[∂] and k ∈ N, how to find a strongly desingularized operator for L of order k?
We define
Suppose that T is a strongly desingularized operator for L of order k, then σ −k (lc ∂ (T )) must lie in I k . Once a basis of I k is known, we can derive T by the Extended Gröb-ner Basis Algorithms [4, Section 5.6, 10.1]. So, we rephrase Problem (A) into the following problem. r . We call the set {(a1, . .
. This is equivalent to rrem(T, L) = 0. Generally, we make an ansatz:
This observation leads to the following theorem.
where di is the least common multiples of denominators of i-th row vector of
r and V := {v0, . . . , v k }. Then M k is isomorphic to the module of syzygies of V as R[x]-module.
From the above equations and the above comment, we have
From the definition of V , we have T ∈ M k iff (a0, . . . , a k ) lies in the module of syzygies of V . Since T is an arbitary element in M k , we conclude that M k is isomorphic to the module of syzygies of
The above theorem can be generalized to the general Ore algebra A[∂; σ, δ], where A is a domain and σ is injective. r can be achieved by Gröbner bases [11, 9] . Thus, we have obtained an algorithm to compute a basis of M k . The next corollary is about the computation of a basis of I k .
, we will use the notation [∂ i ]T := ai to refer to the coefficient of ∂ i in T .
Since M k is generated by B := {B1, . . . , Bm}, we have that
Output: a basis b of I k and its corresponding operators B in M k .
2. Compute di := the least common multiples of denominators of i-th row vector of U . Let vij := diuij ,
r and V := {v0, . . . , v k }.
3. Compute a basis B of a module of syzygies of V . 
Let
From [6, Lemma 4], we can derive the order bound 3, such that M3 contains a weakly desgingularized operator for L. Using Algorithm 5.8, we find that
The corresponding operators are:
F2 = (n − 1)∂ 3 + (n − 1)(4n − 9)∂ 2 + (3n 3 − 19n 2 + 33n
F1 is a strongly desingularized operator for L of order 3.
AN ALGORITHM FOR CONTRACTION
Given L ∈ R[x][∂], deg ∂ (L) = r, we will explain how to find a basis of Cont(L). Proof. 1. We just need to prove that I k ⊆ I k+1 for each k ≥ r. Let p ∈ I k , then p = σ −k (lc ∂ (T )), where T ∈ Cont(L) and deg ∂ (T ) = k. Then p = σ −k−1 (lc ∂ (∂T )), where ∂T ∈ Cont(L) and deg ∂ (∂T ) = k + 1. Thus p ∈ I k+1 . Since p is an arbitrary element in I k , we have I k ⊆ I k+1 .
2. It is straightforward to see this from the definitions of Cont(L) and M k .
Let L ∈ R[x][∂], deg ∂ (L) = r. From Section 3, we can derive an order bound t for p-removed operators, where p is the product of all the removable factors of lc ∂ (L). Then, we can use Algorithm 5.8 to get a weakly desingularized operator of order t. Whenever we are doing desingularization by this strategy, I k is ascending for k from r to t. In order to get a basis of Cont(L), we use the concept of saturation.
Definition 6.4. Suppose that I is a left ideal of R[x][∂].
Let a ∈ R, we call
