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Abstract
We develop the arbitrary order implicit multistep schemes of exponential (tting (EF) for systems of ordinary
di8erential equations. We use an explicit EF scheme to predict an approximation, and then use an implicit EF
scheme to correct this prediction. This combination is called a predictor–corrector EF method. We demonstrate
the accuracy and e9ciency of the new predictor–corrector methods via application to a variety of test cases
and comparison with other analytical and numerical results. The numerical results show that the schemes are
highly accurate and computationally e9cient.
c© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper we shall continue the discussion of the numerical method, which is called the ex-
ponential time di8erencing” (ETD) scheme [3,6], or called “exponential (tting” (EF) [10]. In the
last decade, the numerical schemes of EF have been constructed in di8erent ways. Explicit multistep
EF with various order accuracies were constructed [4,9]. Runge–Kutta EF schemes were derived
[1,4,12]. Optimal implicit exponentially (tted Runge–Kutta methods and implicit ETD schemes of
arbitrary order were developed [2,3]. In addition, an exponentially (tted variable two-step BDF algo-
rithm for (rst-order ODEs was constructed [7]. We have developed various order explicit multistep
schemes of EF for systems of ordinary di8erential equations [13]. In general, an implicit multistep
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scheme gives more accurate approximations to the exact solution than an explicit multistep scheme,
and has greater stability and smaller roundo8 errors. Although implicit ETD schemes of arbitrary
order have been derived [3], explicit formulae for the coe9cients were not derived. To develop EF
methods further, in this paper we derive new, more succinct arbitrary order implicit multistep EF
schemes, which can also be applied to systems whose linear part is nondiagonal. We use an explicit
multistep EF to obtain the predicted solution value, and then use these predicted values in the corre-
sponding implicit method to obtain the corrected solution value. This combination of an explicit EF
and implicit EF scheme is called the predictor–corrector EF method. We test the predictor–corrector
EF method on a set of examples, and compare it with the other numerical methods, including the
explicit multistep EF method, the most popular Adams–Bashforth–Moulton, the solvers of Matlab.
2. Derivation arbitrary order implicit multistep EF methods
The nth-order system of (rst-order di8erential equations for initial value problems is of the form
y˙ 1 = f1(t; y1; : : : ; yn);
...
y˙ j = fj(t; y1; : : : ; yn);
...
y˙ n = fn(t; y1; : : : ; yn): (1)
We introduce the vectors
y = (y1; y2; : : : ; yn)T: f = (f1; f2; : : : ; fn)T:
Eq. (1) is expressed as
y˙ = f(y; t): (2)
Introducing a constant matrix H, we rearrange Eq. (2) as
y˙ −Hy = F; (3)
where
F= f(t; y)−Hy (4)
and the constant matrix H should satisfy det(H) = 0.
To derive arbitrary order implicit multistep EF schemes, we multiply (3) through by an integrating
factor exp(−Ht), and then integrate from tk to tk+1 to give
yk+1 = exp(Hh) · yk +
∫ tk+1
tk
expH(tk+1 − t) · F(t) dt: (5)
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Let tk = tk+1 − h, Eq. (5) is expressed as
yk+1 = exp(Hh) · yk +
∫ tk+1
tk+1−h
expH(tk+1 − t) · F(t) dt: (6)
Let t = tk+1 − 
, we have
yk+1 = exp(Hh) · yk +
∫ h
0
expH
 · F(tk+1 − 
) d
: (7)
The explicit EF schemes of arbitrary order are obtained by integrating the interpolation polyno-
mial formed through the points (tk ;Fk); (tk−1;Fk−1); : : : ; (tk−i;Fk−i) from tk to tk+1 i.e. outside the
interpolation interval (tk−i; tk) [13]. It is well known that an interpolation polynomial is usually a
poor approximation outside this interval. We therefore investigate methods where (7) is replaced
by the interpolation polynomial which uses in addition the (tk+1;Fk+1). Since the approximations
yk−i+1; : : : ; yk ; yk+1 at time points tk−i+1; : : : ; tk ; tk+1 are known, the values Fk−i+1; : : : ;Fk ;Fk+1 at time
points tk−i+1; : : : ; tk ; tk+1 are also available by formula (4).
The Newton interpolation polynomial formed through (tk+1;Fk+1); (tk ;Fk); : : : ; (tk−i+1;Fk−i+1) can
be expressed as
N(tk+1 − 
) =
i∑
s=0
(−1)s
i∑
j=s
(−1) j

 
h
j

( j
s
)
Fk−s+1; (8)
where the following symbol agreement is adopted:(
k
j
)
=
k(k − 1) · · · (k − j + 1)
j!
;
(
k
0
)
= 1: (9)
Inserting (8) into (7), we obtain the (i + 1)-step implicit EF scheme
yk+1 = exp(Hh) · yk + h

(−1)0 i∑
j=0
g∗j
(
j
0
)Fk+1 + h

(−1)1 i∑
j=1
g∗j
(
j
1
)Fk
+ · · ·+ h
[
(−1)s
i∑
j=s
g∗j
(
j
s
)]
Fk−s+1 + · · ·+ h(−1)igiFk−i+1; (10)
where the coe9cients g∗j satisfy
g∗j =
∫ 1
0
expHh
 · (−1) j
(


j
)
d
=
∫ 0
−1
expHh(−
) · (−1) j
(−

j
)
d
: (11)
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Considering Eq. (9), the implicit EF scheme of arbitrary order is consequently expressed as
yk+1 = exp(Hh) · yk + h(g∗0 + g∗1 + · · ·+ g∗i )Fk+1 − h(g∗1 + 2g∗2 + · · ·+ ig∗i )Fk
+ · · ·+ (−1)sh
(
g∗s
(
s
s
)
+ g∗s+1
(
s+ 1
s
)
+ · · ·+ g∗i
(
i
s
))
Fk−s+1
+ · · ·+ h(−1)ig∗i Fk−i+1: (12)
We now demonstrate the calculation of the coe9cient g∗j .
Let
A =
H−1
h
; T= exp(Hh):
g∗j =
∫ 0
−1
expHh(−
) · (−1) j
(−

j
)
d

= (−1) j
[
(−A)
∫ 0
−1
[expHh(−
)](1)
(−

j
)
d

]
= (−1) j

(−A)

expHh(−
)
(−

j
)∣∣∣∣∣
0
−1
−
∫ 0
−1
expHh(−
)
(−

j
)(1)
d





= (−1) j

(−A)expHh(−
)
(−

j
)∣∣∣∣∣
0
−1
− (−A)2

∫ 0
−1
[expHh(−
)](1)
(−

j
)(1)
d





= (−1) j

(−A)expHh(−
)
(−

j
)∣∣∣∣∣
0
−1
− (−A)2

expHh(−
)
(−

j
)(1)∣∣∣∣∣∣
0
−1
−
∫ 0
−1
expHh(−
)
(−

j
)(2)
d





...
= (−1) j

(−1)0(−A)1
[
I ·
(−

j
)∣∣∣∣∣

=0
− T ·
(−

j
)∣∣∣∣∣

=−1

 ;
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+ (−1)1(−A)2

I ·
(−

j
)(1)∣∣∣∣∣∣

=0
− T ·
(−

j
)(1)∣∣∣∣∣∣

=−1


+ · · ·+ (−1) j(−A)j+1

I ·
(−

j
)( j)∣∣∣∣∣∣

=0
− T ·
(−

j
)( j)∣∣∣∣∣∣

=−1




= (−1) j
j∑
s=0
(−As+1)

I ·
(−

j
)(s)∣∣∣∣∣∣

=0
− T ·
(−

j
)(s)∣∣∣∣∣∣

=−1

 ; (13)
where the binomial coe9cient at the point t = 0 (binomial coe9cient at the point t =−1) denotes
the sth-order derivative of [(−
)(−
−1) · · · (−
− j+1)]=j! at the point t=0 (t=−1), respectively.
When the integral calculation of g∗j is transformed to the sum calculation of g∗j , Eq. (12) can be
used to implement the arbitrary order calculation. Here the arbitrary-precision arithmetic is used to
calculate g∗j . The local truncation error for the implicit (i + 1)-step method is O(hi+3).
The coe9cients g∗j for arbitrary values of j are easily evaluated by Eq. (13). For example, when
j = 3.
Since(−

3
)(0)∣∣∣∣∣∣

=0
= 0;
(−

3
)(0)∣∣∣∣∣∣

=−1
= 0;
(−

3
)(1)∣∣∣∣∣∣

=0
=−1
3
;
(−

3
)(1)∣∣∣∣∣∣

=−1
=
1
6
;
(−

3
)(2)∣∣∣∣∣∣

=0
=−1;
(−

3
)(2)∣∣∣∣∣∣

=−1
= 0;
(−

3
)(3)∣∣∣∣∣∣

=0
=−1;
(−

3
)(3)∣∣∣∣∣∣

=−1
=−1:
Hence, from Eq. (13),
g∗3 =−
(
H−1
h
)2(1
3
I +
1
6
T
)
−
(
H−1
h
)3
I −
(
H−1
h
)4
(I − T): (14)
For example, to derive the seven-step implicit EF scheme, consider general Eq. (12) with i=6, The
seven-step implicit scheme (IEF7) is, consequently,
yk+1 = exp(Hh) · yk + h(g∗0 + g∗1 + g∗2 + g∗3 + g∗4 + g∗5 + g∗6)Fk+1
− h(g∗1 + 2g∗2 + 3g∗3 + 4g∗4 + 5g∗5 + 6g∗6)Fk
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+ h(g∗2 + 3g
∗
3 + 6g
∗
4 + 10g
∗
5 + 15g
∗
6)Fk−1
− h(g∗3 + 4g∗4 + 10g∗5 + 20g∗6)Fk−2
+ h(g∗4 + 5g
∗
5 + 15g
∗
6)Fk−3
− h(g∗5 + 6g∗6)Fk−4
+ hg∗6Fk−5; (15)
where the coe9cients g∗0 ; g∗1 ; : : : ; g∗6 can be evaluated by Eq. (13).
The EF schemes involve the computation of the exponential matrix T=exp(Hh). Here we introduce
the method given in [5] to calculate exp(Hh).
T= exp(Hh) = [exp(Hh=m)]m = [exp(HQt)]m; (16)
where m= 2N ; N is a positive integer, and Qt = h=m.
Because Qt is a very short time interval, we can approximate exp(HQt) by the (rst few terms
of the Taylor series expansion
exp(HQt) = I +HQt + (HQt)2=2 + (HQt)3=3! + (HQt)4=4! + (HQt)5=5! = I + Ta (17)
T= (I + Ta)2
N
= (I + Ta)2(I + Ta)2(I + Ta)2(I + Ta)2 · · · (I + Ta)2(I + Ta)2(I + Ta)2(I + Ta)2︸ ︷︷ ︸
2N−1
:
Since
(I + Ta)2 = I + 2Ta + Ta × Ta = I + Ta1;
where
Ta1 = 2Ta + Ta × Ta;
we have
T= (I + Ta1)(I + Ta1)(I + Ta1)(I + Ta1) · · · (I + Ta1)(I + Ta1)(I + Ta1)(I + Ta1)︸ ︷︷ ︸
2N−1
= (I + Ta1)2(I + Ta1)2 · · · (I + Ta1)2(I + Ta1)2︸ ︷︷ ︸
2N−2
= (I + Ta2)(I + Ta2) · · · (I + Ta2)(I + Ta2)︸ ︷︷ ︸
2N−2
...
= I + TaN ; (18)
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where
Ta2 = 2Ta1 + Ta1 × Ta1; : : : ;TaN = 2TaN−1 + TaN−1 × TaN−1:
Both an i-step explicit and an i-step implicit EF scheme involve i evaluations of F. But the local
truncation error for an i-step implicit EF scheme is smaller than that for an i-step explicit EF scheme.
3. The predictor–corrector EF method
Implicit multistep EF method, analogous to Adams implicit multistep method, is used to improve
approximations obtained by the explicit multistep EF method. This combination of an explicit EF
and implicit EF is called a predictor–corrector EF method. We use the explicit multistep EF method
to obtain the predicted solution value, and then use these predicted values in the corresponding
implicit method to obtain the corrected solution value. Here PCEF i denotes that an i-step explicit
EF scheme (EEF i) predicts an approximation, and an i-step implicit EF scheme (IEF i) corrects this
prediction. It is interesting to compare an i-step EF predictor–corrector method to an i-step Adam–
Bashforth–Moulton predictor–corrector method. Both involve i evaluations of F per step, and have
the same local truncation errors.
4. Examples and numerical results
In this section we solve some problems with the described various step PCEF, which have been
previously solved with various step explicit multistep EF schemes [13]. We compare the new predic-
tor–corrector methods with other methods, including explicit multistep EF schemes, the well-studied
and widely used Adams–Bashforth–Moulton method, the solvers of Matlab. One of the most popu-
lar pairs of Adams predictor–corrector methods is the explicit four-step Adams–Bashforth predictor,
and the implicit four-step Adams–Moulton corrector. Here PCABM4 denotes Adams four-step pre-
dictor–corrector. A multistep method normally needs the starting values. Here we use the explicit
one-step EF scheme to obtain the starting values, while in Adams predictor–corrector methods we
use fourth-order Runge–Kutta method to evaluate the starting values.
Example 1. As an illustrative example, we consider the initial-value problem
y′′ − y = t: (19)
Initial conditions are y(0) = 1; y′(0) = 1.
Introducing y˙ 1 = y2, Eq. (19) is expressed as[
y˙ 1
y˙ 2
]
−
[
0 1
1 0
][
y1
y2
]
=
[
0
t
]
: (20)
We describe numerical solutions to (19) using the four-step explicit multistep EF scheme (EEF4),
four-step predictor–corrector EF scheme (PCEF4), PCABM4 with a (xed time step h = 0:1, and
the solvers of Matlab. We integrated to 1, and list the results in Table 1, in where we use the
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Table 1
The results for Eq. (19) by various methods
Method NFCN ERR
EEF4 20 4.7664e-010
PCEF4 40 4.0276e-010
PCABM4 48 1.8886e-006
ode113 98 1.8669e-009
ode45 230 8.5109e-010
following abbreviations:
• NFCN: number of function evaluations
• ERR: the discrete rms error is de(ned by
ERR =
[∑n
l=1 (ya − ye)2l
]1=2
n1=2
;
ya is the numerical solution, ye is the exact solution.
Example 2. We apply predictor–corrector EF methods to the motion of a spring with a cubic non-
linearity [11]
y′′ + y − y3 = 0; y(0) = 1; y′(0) = 0: (21)
This system is conservative, so the solutions satisfy the energy integral
E =
1
2
(y2 + y′2)− 
4
y4 ≡ 1
2
− 
4
: (22)
For  = 10−4 the total energy E is 0.499975. We integrated to 100. Here numerical schemes
PCEF8, PCEF7, PCEF6, PCEF5, PCEF4 with a (xed stepsize h = 0:2 are used to calculate the
discrete rms error of total energy. We list the results in Table 2, and compare them with explicit
multistep EF schemes [13].
The stepsize dependence of the discrete rms error of total energy is shown in Fig. 1, for PCABM4,
EEF4, PCEF4, PCEF5, PCEF6, and PCEF7.
Note that PCABM4 is the least accurate, and higher-order PCEF is the most accurate for all
stepsize h
Example 3. We now turn to the ray equation
dx1
dt
= p1;
dx2
dt
= p2;
dp1
dt
=−c−3 9c9x1 ;
dp2
dt
=−c−3 9c9x2 : (23)
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Table 2
ERR for t ∈ [0; 100]
Method NFCN ERR
EEF8 3142 2.5841e-008
EEF7 3142 4.9542e-008
EEF6 3142 6.7664e-008
EEF5 3142 7.5058e-007
EEF4 3142 1.5163e-006
PCEF8 6284 7.2205e-010
PCEF7 6284 2.4595e-009
PCEF6 6284 3.3209e-009
PCEF5 6284 3.2538e-008
PCEF4 6284 3.6629e-008
ode113 6284 3.2641e-006
ode113 7068 7.2633e-007
ode113 7824 7.0196e-008
ode45 55202 9.7695e-008
0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
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R
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r E
PCABM4
EEF4 
PCEF4 
PCEF5 
PCEF6 
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Fig. 1. Magnitude of the discrete rms error of total energy for the six methods.
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Table 3
The Hamilton values H for Eq. (23) at t = 100
Method H
EEF4 −6.52379e−005
EEF5 3.78435e−005
EEF6 4.22052e−006
EEF7 −1.32372e−006
EEF8 −8.08752e−007
PCEF4 2.51998e−006
PCEF5 −1.71131e−006
PCEF6 −1.20271e−007
PCEF7 5.74205e−008
PCEF8 8.16135e−009
The Hamilton values of this system satisfy the following equation:
H (x; p) = 0:5 ∗ {p21 + p22 − 1=c2}: (24)
When initial conditions are
x1(0) = 0:5; x2(0) = 0; p1(0) = cos(1:2); p2(0) =−sin(1:2); H (x1; x2; p1; p1) ≡ 0;
Eq. (23) is equally transformed to the following form:

dx1
dt
dx2
dt
dp1
dt
dp2
dt


−


0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0




x1
x2
p1
p2

=


0
0
−x1 − c−3 9c9x1
−x2 − c−3 9c9x2


: (25)
We numerically calculate the Hamilton values using various step predictor–corrector EF schemes
with a (xed stepsize h=0:0125. We list the results in Table 3, and compare them with various step
explicit EF schemes [13].
Example 4. We consider the following autonomous system of two ordinary di8erential equations
[4]:
u˙=−v(1− r2) + cu(1− r2);
v˙= u(1− r2) + cv(1− r2): (26)
Let u=r cos  and v=r sin . For comparison, we take the same initial condition and the parameter
values as [4]. The numerical schemes ETD1, ETD2, ETD2RK, IFRK2, and AB2AM2 (see [4]) were
applied to (26). They evaluated their schemes by comparing the predicted amplitude and phase with
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Fig. 2. The magnitude of the phase relative error at t = 1 in the numerical solution to (26).
the exact values of these quantities at time t = 1. Here we choose various step PCEF to (26) and
compare with [4]. Fig. 2 shows the magnitude of the relative error of phase |num − exact|=exact
at time t = 1 for the various step ETDPC methods. Comparing Fig. 2 with Fig. 10 given in [4],
the PCEF methods show a considerably greater accuracy than the numerical schemes ETD1, ETD2,
ETD2RK, IFRK2, and AB2AM2 derived in [4].
If the integration to (26) for t ∈ [0; 1] is performed with a (xed stepsize h = 0:001, we list the
number of function F evaluations for various numerical schemes in Table 4. Here we suppose that
all schemes use the one-step explicit scheme to obtain the starting values.
Example 5. We consider the following Burgers equation [8]:
9u
9t + u
9u
9x = 
92u
9x2 : (27)
The solution will be sought in the region −16 x6 1 for t¿ 0. The initial and boundary conditions
are taken to be
u0(x) = u(x; 0) =
{
1 if − 16 x6 0
0 if 0¡x6 1
u(−1; t) = 1; u(1; t) = 0:
We put
xi = iQx (i = 1; 2; : : : ; m− 1);
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Table 4
The number of function F evaluations for various numer-
ical schemes
Method NFCN
ETD1 (Ref. [5]) 2000
ETD2 (Ref. [5]) 2000
ETD2RK (Ref. [5]) 4000
IFRK2 (Ref. [5]) 4000
AB2AM2 (Ref. [5]) 2000
PCEF2 4000
PCEF3 4000
PCEF4 4000
PCEF5 4000
and de(ne
ui(t) = u(xi; t):
Discretizing the derivatives with respect to the space variables in (27), we obtain
dui(t)
dt
−
(
− 2
(Qx)2
)
ui(t) =

(Qx)2
[ui+1(t) + ui−1(t)]− ui(t) ui+1(t)− ui−1(t)2(Qx) : (28)
Here we solve Eq. (27) for = 0:01 at t = 0:92. We choose EEF4, PCEF4, grid size Qx= 0:025
and time step h= 0:01 to (27), while the time step h= 0:001 in [8]. We list the results in Table 5,
and compare them with [8] and exact solution.
Example 6. We consider the following sti8 test problem [2]:
y′1 =−2y1 + y2 + 2 sin(x)
y′2 = 998y1 − 999y2 − 999(sin(x)− cos(x)) (29)
with the initial conditions y1(0)=2; y2(0)=3. The optimal implicit exponentially (tted Runge–Kutta
methods (see [2]) were applied to (29). They gave the absolute error at x = 10. Here we choose
various step PCEF to (29) and compare with [2]. In Table 6 we list the results.
The number of function evaluations per step for PCEF method is less than that for optimal EFRK
method.
5. Conclusion
We have derived the arbitrary order implicit multistep EF schemes, and developed various step
predictor–corrector EF methods. The derived schemes can be applied to systems whose linear part is
nondiagonal. Only the new function is required in the predictor–corrector EF methods; all the other
values of F have been calculated for explicit multistep EF methods. We test the introduced methods
on several problems. In all cases, the predictor–corrector EF methods give better results than the
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Table 5
The numerical solutions of Eq. (27), t = 0:92,  = 0:01
xi EEF4 PCEF4 Exact solution [8] Ref. [8]
−0.9 1.0000000000 1.0000000000 1.0000 1.0000
−0.8 1.0000000000 1.0000000000 1.0000 1.0000
−0.7 1.0000000000 1.0000000000 1.0000 1.0000
−0.6 1.0000000000 1.0000000000 1.0000 1.0000
−0.5 1.0000000000 1.0000000000 1.0000 1.0000
−0.4 1.0000000000 1.0000000000 1.0000 1.0000
−0.3 1.0000000000 1.0000000000 1.0000 1.0000
−0.2 1.0000000000 1.0000000000 1.0000 1.0000
−0.1 1.0000000000 1.0000000000 1.0000 1.0000
0 1.0000000000 1.0000000000 1.0000 1.0000
0.1 1.0000000000 1.0000000000 1.0000 1.0000
0.2 0.9999999909 0.9999999941 1.0000 1.0000
0.3 1.0000011918 1.0000000680 0.9998 0.9995
0.4 1.0051699039 1.0048999045 0.9714 0.9723
0.5 0.1701002626 0.1699972086 0.1861 0.2034
0.6 0.0021493853 0.0021334343 0.0015 0.0004
0.7 0.0000217778 0.0000231026 0.0000 0.0000
0.8 0.0000000268 0.0000000237 0.0000 0.0000
0.9 −0.0000000231 0.0000000002 0.0000 0.0000
Table 6
The absolute error at x = 10 for the two components i = 1; 2 from various step PCEF for Eq. (29) and from [2]
stepsize h Qy1 Qy2
PCEF4
0.100 0.126e-005 0.137e-005
0.050 0.844e-007 0.954e-007
0.025 0.544e-008 0.658e-008
PCEF5
0.100 0.169e-006 0.144e-006
0.050 0.511e-008 0.356e-008
0.025 0.157e-009 0.661e-010
PCEF6
0.100 0.565e-008 0.658e-008
0.050 0.105e-009 0.126e-009
0.025 0.177e-011 0.227e-011
Optimal EFRK-method [2]
0.100 0.603e-005 0.457e-005
0.050 0.666e-006 0.191e-006
0.025 0.800e-007 0.596e-007
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explicit multistep EF methods of the same step. The numerical results show that the schemes are
very accurate and computationally e9cient.
Acknowledgements
This work was supported by State Key lab. of vibration, Shock and Noise, Shanghai Jiaotong
Univ (Grant No: VSN-2003-03) and 985 Education Development Plan of Tianjin Univ. In addition,
the author wishes to express his gratitude to an anonymous referee whose comments and suggestions
proved most constructive, informative and useful during the revision of this manuscript.
References
[1] G.Vanden Berghe, L.G. Ixaru, H.D. Meyer, Frequency determination and step-length control for exponentially-(tted
Runge–Kutta methods, J. Comput. Appl. Math. 132 (2001) 95–105.
[2] G.Vanden Berghe, L.Gr. Ixaru, M. Van Daele, Optimal implicit exponentially-(tted Runge–Kutta methods, Comput.
Phys. Commun. 140 (2001) 346–357.
[3] G. Beylkin, J.M. Keiser, L. Vozovoiy, A new class of time discretization schemes for the solution of nonlinear
PDEs, J. Comput. Phys. 147 (1998) 362–387.
[4] S.M. Cox, P.C. Matthews, Exponential time di8erencing for sti8 systems, J. Comput. Phys. 176 (2002) 430–455.
[5] Y.X. Gu, B.S. Chen, H.W. Zhang, Precise time-integration with dimension expanding method, Acta Mech. Sinica
32 (2000) 447–456 (In Chinese).
[6] R. Holland, Finite-di8erence time-domain (FDTD) analysis of magnetic di8usion, IEEE Trans. Electromagn. Compat.
36 (1994) 32–39.
[7] L.Gr. Ixaru, G.Vanden Berghe, H. De Meyer, Exponentially (tted variable two-step BDF algorithm for (rst order
ODEs, Comput. Phys. Commun. 150 (2003) 116–128.
[8] E.B. Lin, X. Zhou, Connection coe9cients on an interval and wavelet solutions of Burgers equation, J. Comput.
Appl. Math. 135 (2001) 63–78.
[9] B.J. McCartin, Exponential (tting of the delayed recruitment/renewal equation, J. Comput. Appl. Math. 136 (2001)
343–356.
[10] B.J. McCartin, R.J. Mitchell, A numerical model of chaotic respiration, Proceedings of the Fourth Conference on
Mathematical Modeling in the Undergraduate Curriculum, University of Wisconsin–La Crosse, 2000.
[11] L.F. Shampine, M.K. Gordon, Computer Solution of Ordinary Di8erential Equations: The Initial Value Problem,
W.H. Freeman, San Francisco, 1975.
[12] T.E. Simos, A fourth algebraic order exponentially-(tted Runge–Kutta method for the numerical solution of the
SchrUodinger equation, IMA J. Num. Anal. 21 (2001) 919–931.
[13] C. Tang, H.Q. Yan, H. Zhang, W.R. Li, The various order explicit multistep exponential (tting for systems of
ordinary di8erential equations, J. Comput. Appl. Math., in press.
