Abstract. In this paper we propose and analyse a choice of parameters in the multi-penalty regularization. A modified discrepancy principle is presented within the multi-parameter regularization framework. An order optimal error bound is obtained under standard smoothness assumptions. We also propose a numerical realization of the multi-parameter discrepancy principle based on the model function approximation. Numerical experiments on a series of test problems support theoretical results. Finally we show how proposed approach can be successfully implemented in Laplacian Regularized Least Squares for learning from labeled and unlabeled examples.
Introduction
Regularization theory knows several order-optimal bounds of the best possible accuracy that can be in principle guaranteed for a reconstructing solution of illposed problems from given noisy data provided the solution belongs to some smoothness class. In a rather general form such bounds can be found in [22, 24] . It has been also shown there that an order-optimal accuracy can be achieved within the framework of one-parameter regularization schemes such as Tikhonov method, for example. At the same time, it is known that the performance of the Tikhonov method crucially depends on a choice of an operator B generating the norm in the penalty term of the Tikhonov functional. If B is plainly chosen to be the identity operator then the Tikhonov method exhibits a saturation [21] . The saturation level can be elevated if B is chosen to satisfy some special link condition relating it to the problem operator A. This issue has been studied in [7, 14, 20, 24, 25] .
On the other hand, a choice of a penalizing operator B in the Tikhonov functional is usually made with the aim to enforce some a priori known or desired solution properties, such as, for instance, a smoothness along a low dimensional manifold containing inputs of a training set in learning from examples [6] . Then a chosen operator B may not satisfy above mentioned link conditions, and existing theory does not justify its use in the Tikhonov regularization. Moreover, an operator B can be so alien to the problem operator A that it completely spoils a one-parameter Tikhonov regularization. Numerical experiments presented below demonstrate that it can happen even to such widely used penalizing operators as differential ones (see Figure 2) . At the same time, our experiments show that a negative effect of an "alien" operator B can be compensated within the framework of the multi-parameter Tikhonov regularization when other penalty norms are generated by operators, which are more "familiar" to A, even if they do not 1 satisfy link conditions. Moreover, with references to Figures 1, 2, 5 and 6, it can be seen that a multi-parameter regularization performs similar to the best singleparameter one that can be constructed using penalizing operators involved in the multi-parameter scheme. Such compensatory property of the multi-parameter scheme makes it suitable for the use in situations when for some practical reasons one needs to apply penalizing operators which do not meet link conditions. On the other hand, it is clear that this property (compensation) can only be realized under an appropriate choice of regularization parameters.
In spite of a growing interest in the multi-parameter regularization [1, 12, 13, 29] , we can indicate only a few papers, where a choice of multiple regularization parameters has been discussed systematically. Among them are [5] , where a multiparameter generalization of heuristic L-curve rule has been proposed, [2, 3, 9] , where a knowledge of a noise (covariance) structure is required for a choice of parameter, [8] , where some reduction to a single parameter choice is suggested. At the same time, the discrepancy principle, which is widely used and known as the first parameter choice strategy proposed in the regularization theory [26] , has been never discussed in a multi-parameter context. The application of this principle for choosing multiple regularization parameters is primary goal of this paper.
Of course, it was clear from the outset that there might be many combinations of regularization parameters satisfying the discrepancy principle. In the next section we show that under standard assumptions regarding smoothness of reconstructed solutions, all such combinations correspond to a reconstruction accuracy of optimal order. In the Section 3 we consider replacing the discrepancy by a surrogate model function which is far easier to control. Here we develop a multi-parameter generalization of the approach proposed in [16] , where the single parameter case has been considered. We show that our model function approximation of the multi-parameter discrepancy principle leads to efficient iteration algorithms for choosing regularization parameters. For the sake of transparency in the sections just mentioned all constructions are given for the case of two regularization parameters. The extension to arbitrary fixed number of parameters is straightforward and presented in the Section 4. In the Section 5 the performance of our approach is evaluated through numerical experiments involving standard inverse problems drawn from Hansen's regularization toolbox [11] . In the Section 6 we demonstrate how model function approximation of the multi-parameter discrepancy principle can be used in learning from labeled and unlabeled examples.
Multi-parameter discrepancy principle
Let A : X → Y be a bounded linear operator between infinite dimensional real Hilbert spaces X and Y with norms · and inner products ·, · . If the range R(A) is not closed, the equation
is ill-posed. Through the paper, we assume that the operator A is injective and y belongs to R(A) such that there exists a unique minimum norm solution x † ∈ X of the equation (2.1). In real applications an ideal problem as (2.1) is seldomly available, and the following situation is more realistic, namely, instead of y ∈ R(A), noisy data y δ ∈ Y are given with
Assume B to be a densely defined unbounded self-adjoint strictly positive operator in the Hilbert space X, i.e., B is a closed operator in X satisfying
is the dense subspace in X;
Bx, y = x, By for all x, y ∈ D(B);
and there exists γ > 0 such that
In multi-parameter Tikhonov regularization a regularized solution x δ (α, β) is defined as the minimizer of the functional
where α > 0 and β > 0 play the role of regularization parameters. In this section, for the sake of transparency, we will concentrate on the two-parameter regularization. The results for the multi-parameter regularization consisting in minimizing the functional
can be found in Section 4.
To complete the picture of multi-parameter regularization we shall now discuss the topic of the choice of parameters. The goal is to find an a posteriori strategy for choosing a regularization parameter set (α, β). Here we consider an extension of the classical discrepancy principle [23, 26] and look for a parameter set (α, β) satisfying the so-called multi-parameter discrepancy principle, i.e.
To analyse the accuracy for such a choice of parameters, we use the standard smoothness assumptions formulated in terms of operator B : X → X. We consider a Hilbert scale {X r } r∈R induced by the operator B, which is the completion of D(B r ) with respect to the Hilbert space norm x r = B r x , r ∈ R.
Assumption A1. There exist positive constants m and a such that m B −a x ≤ Ax for any x ∈ X.
Assumption A2. There exist positive constants E and p such that
which means that x † admits a representation as x † = B −p v with v ∈ X and v ≤ E. Assumption A1, which is called the link condition, characterizes the smoothing properties of the operator A relative to the operator B −1 . Assumption A2 characterizes the smoothness of the unknown solution x † .
Theorem 2.1. Let x δ := x δ (α, β) be a Tikhonov two-parameter regularized solution. Then under the Assumptions A1 and A2 an order optimal error bound
is valid for p ∈ [1, a], and for any regularization parameters α, β satisfying multiparameter discrepancy principle (2.5).
Proof. Assume that (α, β) is a set of positive parameters satisfying the multiparameter discrepancy principle and x δ is the solution corresponding to (α, β). Taking into account that x δ minimizes the functional (2.3), we have
This estimate together with the interpolation inequality (2.7), where r = 0, s = 1, gives us the error bound (2.6), which is valid for 1 ≤ p ≤ a + 2.
(ii) Assume now that the inequality x δ ≤ x † is valid. Then using (2.7) with r = −p, s = 0 we obtain
or, that is the same,
Using again the Assumption A1, (2.2), (2.5), we arrive at the error bound (2.6), which is valid for 0 ≤ p ≤ a in considered case.
In a nutshell, the theorem is valid when 1 ≤ p ≤ a. 
Thus, the Theorem 2.1 gives the range of smoothness indexes for which the two-parameter Tikhonov regularization equipped with the discrepancy principle guarantees an accuracy of optimal order. Some of one-parameter schemes involved in the multi-parameter construction may allows such an accuracy for wider range of smoothness indexes. The advantage of the multi-parameter regularization is that it allows more freedom in attaining order-optimal accuracy, since there are many regularization parameters satisfying multi-parameter discrepancy principle (2.5). This freedom in choosing regularization parameters can be seen as a possibility to incorporate various features of one-parameter regularized solutions into a multi-parameter one, or as a possibility to balance different one-parameter regularizations, when it is not clear how to decide between them.
In the next section, we discuss a way to realize above mentioned freedom with the help of the multi-parameter model function.
Model function based multi-parameter discrepancy principle
In this section, we discuss a numerical realization of the multi-parameter discrepancy principle based on the model function approximation [16, 18, 19, 28] .
Note that the minimizer x δ = x δ (α, β) of (2.3) satisfies the equation
where A * , B * are the adjoints of operators A, B respectively. This equation can be rewritten in a variational form as follows
For our analysis we will need the following statements that can be proven similar to [16] .
is infinitely differentiable at every α, β > 0, and its parital derivatives
∂β n x δ ∈ X satisfy the following equations for any g ∈ D(B)
In view of (2.3) and Lemma 3.2, the multi-parameter discrepancy principle (2.5) can be rewritten as
Now the idea is to approximate F (α, β) by a simple surrogate function, namely the model function m(α, β), such that one could easily solve for α or β the corresponding approximate equation, i.e.
To derive an equation for such a model function, we note that for g = x δ the variational form (3.2) gives us
Then,
Now as in [16, 18, 28] , we approximate the term Ax δ 2 by T x δ 2 , where T is a positive constant to be determined. This approximation together with Lemma 3.2 gives us the approximate formula
By a model function we mean a parameterized function m(α, β) for which this formula is exact, that is, m(α, β) should solve the differential equation
It is easy to check that a simple parametric family of the solutions of this equation is given by
where C, D, T are constants to be determined. Now we are ready to present an algorithm for the approximate solution of the equation (2.5), where the discrepancy is approximated by means of a model function.
3.1.
A use of a model function to approximate one of parameter sets satisfying the discrepancy principle. Suppose (α * , β * ) is a set of positive parameters satisfying the multi-parameter discrepancy principle. Given
Fix β = β k in (3.6), update α = α k+1 as the solution of the equation
corresponding to the model function approximation of the discrepancy principle. Updated α k+1 has the form
Fix α = α k+1 in (3.6), update β = β k+1 by solving the equation of the approximate discrepancy principle
Note that updated β k+1 solves a quadratic equation
(3) STOP if stopping criteria is satisfied; otherwise set k := k + 1, GOTO (1).
Properties of the model function approximation.
In the algorithm of model function approximation described above one goes from (α k , β k ) to (α k+1 , β k ), and then to (α k+1 , β k+1 ). In each updating step the discrepancy function
is approximated by the function
and for any k = 0, 1, 2, · · · we have
From (3.5), (3.7), it is easy to derive that for any current value of the regularization parameter β = β k we have
Moreover, from (3.7) we can conclude that
is given by the formula (3.8) as a positive solution of the equation
2 corresponding to the model function approximation of the discrepancy principle, then α k+1 < α k .
and the monotonicity of G m (α, β k ), we have
Similar theorem is also valid for β.
Thus, the theorems just proven tell us that the algorithm of the multi-parameter model function approximation produces decreasing sequences of regularization parameters α k , β k provided that in each updating step the discrepancy is larger than a threshold value c 2 δ 2 .
3.3. Discrepancy curve and convergence analysis. In this subsection we discuss the use of model functions for an approximate reconstruction of a discrepancy curve DC(A, y δ , c) ∈ R 2 , which is defined as follows
In view of the Theorem 2.1 the points (α, β) on this curve are of interests, since all of them correspond to regularized solutions x δ (α, β) giving an accuracy of optimal order.
Assume that β = β * ≥ 0 is such that (3.12) which means that Ax δ (α * , β * ) − y δ = cδ. Consider the sequence {α k (β * )} given by the formula (3.8), where β k = β * , k = 0, 1, · · · . Note that the sequence {α k (β * )} can be produced by the algorithm of model function approximation described in the Subsection 3.1, if one skips there the updating step (2) and use
and the condition (3.12) is satisfied. Then either there is an index k = k * such that
Proof. It is clear that we need to prove only the convergence α k (β * ) → α * under the assumption that Ax δ (α k (β * ), β * ) − y δ > cδ for all k = 1, 2, · · · . From the Theorem 3.3 it follows that under this assumption {α k (β * )} is a decreasing sequence. Then there existsᾱ > 0 such that lim n→∞ α k (β * ) =ᾱ. Moreover, from the Proposition 3.1 it follows that x δ (α, β * ) is a continuous function of α.
It allows the conclusion that Ax
is also a continuous function of α, and taking limits in the both sides of the formula (3.8)
Using assumption (3.12) we can conclude that lim k→∞ α k (β * ) = α * .
Note that if a discrepancy curve admits a parameterization by means of some continuous function g such that
then the assumption (3.12) is satisfied.
From the Theorem 3.5 it follows that in this case the discrepancy curve can be approximately reconstructed by taking a grid {β(q)} M q=1 ⊂ [0, β 0 ] and constructing a sequence {α k (β * )} for each β * = β(q), q = 1, 2, · · · , M . The points (α k (β * ), β * ) will either converge to corresponding points on the discrepancy curve or the final point of the sequence will be under the curve, close to it.
3.4. Heuristic algorithm for model function approximation of the multiparameter discrepancy principle. In the algorithm of model function approximation presented in the Subsection 3.1 each iteration consists of two updating steps: at first one updates α going from (α k , β k ) to (α k+1 , β k ) by solving a linear equation, and then β is updated by solving a quadratic equation. In this subsection we present a heuristic algorithm that allows us to go from (α k , β k ) to (α k+1 , β k+1 ) in one step.
Consider once again the equation for updating β in algorithm from Subsection 3.1,
In view of (3.9) it is equivalent to
Adding e D k e T k (β+ e T k ) 2 to both sides, we can transform it to
Theorem 3.4 tells that updated β = β k+1 should satisfy the inequality β k+1 < β k . Moreover, from (3.9), (3.13) we can conclude thatD k < 0 <T k , and
and we can introduce a contraction factor ω (0 < ω < 1) such that
Algorithm 1 Heuristic model function based approximation for the discrepancy principle.
Input ε > 0, y δ , A, B, δ, c, contraction factor ω. 1: Choose some starting values of α and β. 2: Solve (A * A + αB * B + βI)x = A * y δ to obtain the solution x δ ; if Ax δ − y δ < cδ, goto 5 else compute
3: Update This relation provides a heuristics for modifying the algorithm of model function approximation described above. In this modified heuristic algorithm one can go from (α k+1 , β k ) to (α k+1 , β k+1 ) using (3.14) with some fixed contraction factor ω instead of solving the quadratic equation
4. Generalization to the case of more than two regularization parameters
Recall that multi-parameter regularized solution x δ (α 1 , α 2 , · · · , α l , β) is defined as the minimizer of the Tikhonov functional
where (α 1 , α 2 , · · · , α l , β) is a parameter set to be determined. The multi-parameter discrepancy principle suggests to choose such a set (α 1 , α 2 , · · · , α l , β) that
As in the two-parameter case we formulate the smoothness assumptions in terms of densely defined unbounded self-adjoint positive operators B i , which generate the norms x r,i = B Then the convergence result for the multi-parameter regularization can be proven similar to the Theorem 2.1.
be a multi-parameter regularized solution. Then under the Assumptions A3 and A4 for p ∈ [1, a] and for any regularization parameters α 1 , α 2 , · · · , α l , β satisfying multi-parameter discrepancy principle the following error bound holds true.
The same reasons as in the two-parameter case lead to the following form of a model function
As in the Section 3, we can construct an iterative process to approximate one of the solutions of the discrepancy equation.
and (α 1,k , α 2,k , · · · , α l,k , β k ) be an approximation constructed in k-th iteration step. Then in (k + 1)-th iteration step we go from
by solving for α = α j,k+1 the equation
which is equivalent to a linear equation. Once all parameters α 1 , α 2 , · · · , α l have been updated, the updated value of the parameter β = β k+1 can be found from the equation
which is equivalent to a quadratic equation. Similar to the Theorems 3.3 and 3.4, one can prove the following statement.
Theorem 4.2. Assume that
If α = α j,k+1 is given as a positive solution of the equaiton (4.3), then α j,k+1 < α j,k . Moreover, if
and β = β k+1 is given as a positive solution of the equation (4.4), then β k+1 < β k .
An extension of the Algorithm 1 to the case of more than two regularization parameters is straightforward (see Algorithm 2).
Numerical realization and testing
In this section we test the two-parameter Tikhonov regularization against the single-parameter one. The regularization parameters for both schemes are chosen in accordance with the discrepancy principle. In the two-parameter case this principle is implemented in a combination with a model function approximation, as it has been discussed in the Section 3. To demonstrate a reliability of such an approach we also compare two-parameter discrepancy curves constructed pointwise with their approximations based the Theorem 3.5. The three-parameter regularization will also be discussed at the end of the section.
Algorithm 2
Model function based multi-parameter discrepancy principle. To perform numerical experiments we generate test problems of the form (2.1) by using the functions ilaplace(n, 1) and shaw(n) in the Matlab regularization toolbox [11] . These functions occur as the results of a discretization of the first kind Fredholm integral equation of the form
with known solution f (t). In such a context the operators A and the solutions x † are represented in the form of n × n-matrices and n-dimensional vectors obtained by discretizing corresponding integral operators and solutions. Then the exact right-hand sides y are produced as y = Ax † . Noisy data y δ are generated in the form y δ = y + δe, where e is n-dimensional normally distributed random vector with zero mean and unit standard deviation, which is generated 100 times, so that for each δ, A, x † we have 100 problems with noisy data y δ .
For our numerical experiments we simulate two noise levels δ = 0.01 Ax † and δ = 0.05 Ax † , which corresponding to data noise of 1% and 5% respectively.
At first we consider regularized approximation x δ = x δ (α, β) defined by the formula
where I is the identity matrix, and D is a discrete approximation of the first derivative on a regular grid with n points given as follows
Note that formally such x δ (α, β) can be seen as the minimizer of (2.3), where B is n × n-matrix defined as
In our experiments we compare performances of two-parameter regularization x δ (α, β) and the standard single-parameter ones
β is used as a performance measure. In all cases the discrepancy principle is used as a criterion for choosing regularization parameters. In single-parameter regularizations it is implemented routinely [11] . In the case of two-parameter regularization the implementation of this principle is based on a model function approximation, as it has been discussed in the Section 3. In our experiments we choose the regularization parameters α, β by using the Algorithm 1, where we take starting value α = 0.2, β = 0.1. Moreover, we take a contraction factor ω = 0.5, c = 1, and in the stopping rule = 10 −4 . First experiment is performed with the function ilaplace(n, 1) [11] which occurs in the discretization of the inverse Laplace transformation by means of the GaussLaguerre quadrature with n knots. This case corresponds to (5.1) with a = 0, b = ∞, K(s, t) = exp(−st), f (t) = exp(−t/2), g(s) = (s + 1/2) −1 . We choose n = 100. The results are displayed in the Figure 1 , where each circle exhibits a relative error in solving the problem with one of 100 simulated noisy data. The circles on the horizontal lines labeled by DP (β), DP (α), DP (α, β) correspond to errors of single-parameter regularization x δ β , x δ α , and two-parameter regularization x δ (α, β) respectively. As it can be seen from the figure, the two-parameter regularization outperforms the competitors. The best result for single-parameter regularization is obtained in case of x δ α . The second experiment is performed with the function shaw(n) [11] . It is a discretization of the equation (5.1) with a = −π/2, b = π/2, where the kernel and the solution are given by k(s, t) = (cos(s) + cos(t)) This equation is discretized by simple collocation with n equidistant points. In the experiment we take n = 100. The results are displayed in the Figure 2 , where the same notation as in the Figure 1 is used. This time the best result for a singleparameter regularization is delivered by x δ β . But the two-parameter regularization still performs well compared to each of competitors. Two experiments presented above clearly demonstrate the compensatory property of the multi-parameter regularization that has been mentioned in the Introduction. Note also that in both experiments the Algorithm 1 was much faster than the competitors: only 2 or 3 iterations were performed.
Two-parameter discrepancy curve.
In this subsection we demonstrate the adequacy of the multi-parameter model function approximation using it as a tool for reconstructing discrepancy curves.
Recall that in view of the Theorem 2.1 these curves are of interest, because under the condition of the theorem any point (α, β) of such a curve corresponds to a regularized solution x δ (α, β) realizing an accuracy of optimal order. In the Subsection 3.3 we have described a procedure for reconstructing a discrepancy curve using the Theorem 3.5. In accordance with this procedure we take a grid of parameters β ∈ {β(q) = 0.01 × q−1 200
and generate a sequence {α k (β(q))} n(q) k=1 using the formula (3.8), where for each fixed q = 1, 2, · · · , 200, all β k = β(q), k = 0, 1, · · · . We terminate with α = α n(q) = α n(q) (β(q)), where n(q) is the minimal integer number such that either Ax δ (α n(q) , β(q)) − y δ ≤ cδ, or |α n(q) (β(q)) − α n(q)−1 (β(q))| < 10 −4 . Then in view of the Theorem 3.5 a line running through the points (α n(q) , β n(q) ) ∈ R 2 can be seen as an approximate reconstruction of the discrepancy curve. At the same time, a straightforward approach to approximate this curve consists in the direct calculation of the discrepancy Ax δ (α, β) − y δ for all grid points
Then a line passing through the points (α(p q ),
, provides us with an accurate reconstruction of the discrepancy curve. A drawback of this straightforward approach is that it is very expensive computationally. For example, such a reconstruction within the grid M 200 requires to solve 40000 systems of linear equations. Figure 3 . The reconstruction of the discrepancy curve for problem ilaplace(100, 1) with 1% of noise in data by means of model function approximation (upper picture) and by the full search over grid points M 200 (lower picuture).
Figures 3 and 4 display reconstructions of discrepancy curves for problems ilaplace(100, 1) and shaw(100) with 1% of noise in data. The upper pictures in both figures present reconstructions obtained by means of model function approximation, as it has been discribed above, while on lower pictures one can see reconstructions made by the full search over grid points M 200 . For considered problems both reconstructions are very similar, but using model function approximation one needs on average 40 iterations for each β(q), q = 1, 2, · · · , 200. It means that about 8000 linear systems should be solved for a whole reconstruction, which is less than in the full search by a factor of 5. Presented results show that model function approximation is a very effective tool for implementing multi-parameter discrepancy principle.
5.3.
Experiments with 3−parameter regularization. In this subsection we consider regularized approximation x δ = x δ (α 1 , α 2 , β) defined by the formula
where I, D, A are the same as in the Subsection 5.1 and (n − 2) × n−matrixD is the discrete approximation to the second derivative operator on a regular grid with n points given as follows Formally x δ (α 1 , α 2 , β) can be seen as the minimizer of (2.4), where l = 3,
As in the Subsection 5.1 we use the problems ilaplace(100, 1) and shaw(100) with 1% and 5% of noise in data to compare performances of three-parameter regularization x δ (α 1 , α 2 , β) and the standard singleparameter ones
. In single-parameter regularizations we routinely use the discrepancy principle for choosing a regularization parameter, while in the three-parameter regularization this principle is implemented by means of model function approximation, which is realized as the Algorithm 2 with ω = 0.5, c = 1, = 10 −8 , and with starting values α 1 = α 2 = 0.2, β = 0.1.
The results are displayed in the Figures 5 and 6 , where the notations are similar to ones in the Figures 1 and 2 . Again the multi-parameter regularization exhibits a compensatory property, that can be seen as an automatic adjustment of this regularization scheme to a problem setup. 
Multi-parameter regularization in learning theory
In this section we discuss how the idea of multi-parameter discrepancy principle and model function approximation can be applied to the problem of learning from labeled and unlabeled data. This problem has attracted considerable attention in recent years, as can be seen from the references in [6] .
Recall the standard framework of learning from examples [27] . There are two sets of variables t ∈ T ⊂ R d and u ∈ U ⊂ R such that U contains all possible response/outputs of a system under study on inputs from T . We are provided with a training data set z n = {(t i ;
, which is just a collection of inputs t i labeled by corresponding outputs u i given by the system. The problem of learning consists in, given the training data set z n , providing a predictor, that is a function x : T → U , that can be used, given any input t ∈ T , to predict a system output as u = x(t). Learning from examples (labeled data) can be regarded as a reconstruction of a function from sparse data. This problem is ill-posed and requires regularization. Therefore, regularization theory can be profitably used in the context of learning. For example, in [4] a large class of learning algorithms has been analysed which are essentially all the linear one-parameter regularization methods realized in an appropriately chosen Reproducing Kernel Hilbert Spaces (RKHS). Recall that RKHS H K is a Hilbert space of point-wise defined functions x : T → R, and it can be completely characterized by a symmetric positive definite function K : T × T → R, namely the kernel. If we let K t = K(t, ·), the space H K can be built as the completion of finite linear combinations x = ν=1 c ν K tν , t ν ∈ T , with respect to the norm
For example, Tikhonov regularization, known in the learning theory as regularized least squares algorithm (RLS), gives a predictor x n = x n (β) as the minimizer of a one-penalty functional
where · K is a RKHS-norm. Consider now the situation, where one is informed that t n+1 , t n+2 , · · · , t n+µ ∈ T may also appear as inputs to the system under study, but responses on these inputs are unknown, i.e. these additional data are not labeled. The reason for this is maybe that the labeling is very expensive, or difficult to perform. For example, the labeling might require the performance of expensive tests or experiments, such as in medical diagnostic. Therefore, there is considerable practical interest in methods incorporating labeled and unlabeled data in a learning algorithm.
One of such methods has been recently proposed in [6] . It consists in adding one more penalty term to the one-penalty functional Φ(β; x) such that a predictor x n,µ = x n,µ (α, β) is constructed as the minimizer of the functional
where W ij are some design parameters/weight. For example, in [6] it is suggested to choose exponential weights W ij = exp(− t i − t j 2 /4b), where · = · R d , and b is some positive number. Then using the graph Laplacian L associated to the graph with (n + µ) nodes t 1 , t 2 , · · · , t n+µ ∈ T ⊂ R d , adjacent according to a partial ordering induced by W ij , one can rewrite Φ(α, β; x) as Φ(α, β; x) = Φ(β; x) + α x, Lx R n+µ , 
where S * n+µ : R n+µ → H K is the adjoint of S n+µ , and B = B * :
with the first n diagonal entries as 1 and the rest 0.
Thus, to choose regularization parameters α, β in the construction of a predictor x n,µ (α, β) one can employ two-parameter discrepancy principle equipped with the model function approximation in the same way as it has been proposed in previous sections. The question is only one of a value δ in (2.5), where it is interpreted as a noise level.
From analysis presented in [4] (see Proposition 21 there) it follows that in the context of learning δ = O(n 1/2 ), where n is the amount of labeled data. However, this relation has an asymptotic character and gives a pessimistic estimation of the noise level, when only a few labeled data are given. Keeping in mind that in considered case, the discrepancy principle (2.5) has the form
we can interpret δ here as a level of tolerance to data misfit. For comparatively small n such interpretation allows us to use the same level of δ for problems with different amounts of labeled data that is demonstrated in numerical experiments below.
These experiments are performed with "two moons data set" that was also used in [6] . All software and data has been borrowed from http://www.cs.uchicago.edu/∼vikass/manifoldregularization.html.
The two moons data set is shown in Figure 7 . The set contains 200 points divided into two moon-shaped subsets M 1 (the upper moon) and M −1 (the lower moon). A successful predictor x = x(t), t ∈ R 2 , should distinguish points t ∈ M 1 from points t ∈ M −1 . For example, x(t) > 0 for t ∈ M 1 and x(t) < 0 for t ∈ M −1 .
We are provided with a training data set z n = {(t i , u i )} n i=1 , where u i = 1 for t i ∈ M 1 and u i = −1 for t i ∈ M −1 . For n = 2k only k labeled points from each subset M 1 , M −1 are given. Moreover, the coordinates of all other µ = 200 − n points t i from M 1 and M −1 are also given, but they are not labeled.
In our experiments a predictor x = x n,µ (α, β) is constructed as the minimizer of the functional (6.2). It admits a representation . In considered case all involved norms have been specified above and can be explicitly calculated. For example, Bx 2 can be found using (6.4). The results are presented in the Table 1 , where we also indicate the maximal number (WC) of points which were wrongly classified within one test, as well as, the average number (AW) of wrongly classified points over all 500 tests.
For comparison we also present the Table 2 , where the performance of singleparameter predictor x n (β) constructed as the minimizer of Φ(β; x) is shown. The predictor x n (β) with β chosen by discrepancy principle has been used in parallel to x n,200−n (α, β).
It is clear that in all considered cases two-parameter regularization outperforms single-parameter one. Typical classification produced by a successful predictor x n,200−n (α, β) constructed with the use of only n = 2 labeled points is shown in Figure 7 . A data-driven choice of the regularization parameters α = 0.030445, β = 0.55468 has been made there automatically by Algorithm 1. Similar picture can be also found in [6] , where the regularization parameters have been chosen "by hands". Moreover, the authors of [6] mention that they "do not as yet have a good understanding of how to choose these parameters". We hope that proposed model function approximation for the multi-parameter discrepancy principle sheds a light on this issue.
