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LOCAL CONTACT HOMOLOGY AND APPLICATIONS
UMBERTO L. HRYNIEWICZ AND LEONARDO MACARINI
Abstract. We introduce a local version of contact homology for an isolated
periodic orbit of the Reeb flow and prove that its rank is uniformly bounded
for isolated iterations. Several applications are obtained, including a general-
ization of Gromoll-Meyer’s theorem on the existence of infinitely many simple
periodic orbits, resonance relations and conditions for the existence of non-
hyperbolic periodic orbits.
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1. Introduction
Since the seminal works of Floer [15, 16, 17] several Morse theoretic tools based
on elliptic PDEs have been developed in order to study global properties of Hamil-
tonian systems. It is hinted at in [15] that Floer homology should be intuitively
thought of as the homology of a suitable Conley index for the “unregularized”
gradient flow of the Hamiltonian action functional. Loosely speaking, the most
immediate isolated invariant set is the set of all bounded trajectories, i.e., solutions
of Floer’s equation with finite energy. It becomes clear from Floer’s work that one
must look for smaller isolated invariant sets in order to obtain tools for computing,
estimating and applying Floer homology to prove existence/multiplicity results for
periodic orbits.
Local Floer homology of isolated orbits is a successful instance of this program:
an isolated periodic orbit of a Hamiltonian system carries such a homological Conley
index, which is defined by counting bounded trajectories connecting orbits that
bifurcate after a small perturbation of the system. Many applications of local Floer
homology have been obtained, recently the most notorious one being Ginzburg’s
proof of the Conley conjecture [19].
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2 U. HRYNIEWICZ AND L. MACARINI
The same program should be carried out for contact homology, which was intro-
duced in [12] inside the bigger framework of Symplectic Field Theory (SFT). The
purpose of this work is to define local contact homology of isolated closed Reeb
orbits and provide a number of applications.
1.1. Main result. Let (N2n−1, ξ) be a closed co-oriented contact manifold, i.e.,
ξ ⊂ TN is the hyperplane distribution given by ξ = kerα, for some 1-form α on
N such that α ∧ (dα)n−1 is a volume form. We call α a defining contact form
for ξ when it induces the given co-orientation. The associated Reeb vector field
X is determined by iXdα = 0, iXα = 1. By a periodic, or closed, Reeb orbit we
mean a pair γ = (x, T ) where T > 0 and x is a T -periodic trajectory of X. Each
such γ = (x, T ) can be identified with a point of C∞(S1, N)/S1 given by the loop
t ∈ S1 ' R/Z 7→ x(Tt) ∈ N . One calls γ isolated if it is an isolated point of the set
of closed Reeb orbits in C∞(S1, N)/S1.
In this work we associate to γ its local contact homology HC∗(α, γ) by making a
small nondegenerate perturbation of α and counting rigid finite-energy holomorphic
cylinders in the symplectization of an isolating neighborhood K of γ, asymptotic
to good periodic orbits which are homotopic to γ in K. See Section 4 for details.
Our first main result establishes a uniform bound for the rank of local contact
homology under iterations of a periodic orbit.
Theorem 1.1. Let γ be a periodic orbit of the Reeb flow such that γj is isolated
for every j ∈ N. Then there exists a constant B > 0 satisfying dimHCl(α, γj) < B
for every j ∈ N and l ∈ Z.
Theorem 1.1 has numerous applications concerning global properties of Reeb dy-
namics, out of which we emphasize Theorem 1.2 and its Corollary 1.3 generalizing
a celebrated theorem of Gromoll and Meyer [23]. Other applications are Theo-
rem 1.4 which provides a criterion to get infinitely many closed orbits in terms of
growth rates, Theorem 1.5 generalizing resonance relations obtained by Ginzburg
and Kerman [22] to degenerate contact forms, Theorem 1.7, its Corollary 1.8 and
Theorem 1.9 which exploit local contact homology to obtain criteria for existence
of non-hyperbolic orbits.
It is the result of joint work of Viktor Ginzburg, Doris Hein and the authors [21]
that the arguments used in the proof of the Conley conjecture [19] can be brought
to the realm of Reeb flows through local contact homology to deduce the existence
of two periodic orbits for Reeb flows on the tight 3-sphere, a result independently
obtained by Cristofaro-Gardiner and Hutchings [11].
Theorem 1.1 is based on two main building blocks. The first is Proposition 6.1
establishing that the rank of local contact homology of an isolated periodic orbit is
less than or equal to the rank of the local Floer homology of the associated local
return map. The second is the main result of [20] giving a uniform bound for the
rank of local Floer homology of admissible iterations. It should be mentioned that
we prove a significantly stronger statement than Theorem 1.1: if the isolated orbit
γ has multiplicity m then Zm := Z/mZ acts by chain maps on the chain complex
of local Floer homology of the local return map, and local contact homology turns
out to be isomorphic to the homology of the subcomplex of Zm-invariant chains.
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Theorem 1.1 and its applications rely on the interplay between local and lin-
earized contact homologies. The definitions of both homologies encounter well-
known transversality problems. Hence, Theorem 1.1 and its dynamical applica-
tions, and also the results from [21], are conditional on completion of foundational
work by Hofer, Wysocki and Zehnder [27, 28, 29] setting up the analytical stage
where the relations between local and linearized contact homologies can be studied.
1.2. Applications. Our applications are very much in the spirit of Symplectic
Dynamics, as explained by Bramham and Hofer [7]. Modern methods in symplectic
geometry, like pseudo-holomorphic curve theory, have proved to be successful in
studying global properties of Hamiltonian systems.
Here we will explore these ideas, more precisely, we use contact homology as
introduced by Eliashberg, Givental and Hofer [12]. There are different versions of
contact homology. We consider cylindrical and linearized contact homology. The
former is an invariant of contact structures defined by contact forms satisfying
restrictive dynamical assumptions on the Reeb flow. The definition of the latter,
in turn, does not impose dynamical restrictions but requires extra geometric data
and a more elaborate construction.
If α is a nondegenerate defining contact form for ξ, co-orientations considered,
then, with the help of a suitable regular cylindrical almost complex structure J
on the symplectization of ξ, one can define a differential graded algebra (DGA)
(A(α), d) associated to the pair (α, J). Here A(α) is the graded supercommutative
unital algebra freely generated by the good closed α-Reeb orbits with coefficients
in a suitable ring. The grading is given by the reduced Conley-Zehnder index. See
Section 2 for the precise definitions of good/bad closed Reeb orbits, their Conley-
Zehnder indices, and for the precise geometric properties of J . The differential d is
a degree −1 derivation on A(α) defined by the algebraic count of rigid finite-energy
holomorphic spheres with one positive puncture in the symplectization, see [12].
Throughout this work, we will always assume that the first Chern class of the
contact structure vanishes, so that one can use Q as the coefficient ring. The
homology of this DGA depends only on the contact structure and is referred to as
the full contact homology of ξ with rational coefficients, see [2] for a survey.
An augmentation on (A(α), d) is an algebra homomorphism  : A(α) → Q
satisfying
(1) (1) = 1,  ◦ d = 0 and (γ) = 0 if |γ| 6= 0.
It can be used to linearize d as follows. Let C(α) be the Q-vector space freely
generated by the good closed α-Reeb orbits, graded by | · |. The algebra A(α) can
be decomposed according to word length A(α) = A0⊕A1⊕A2⊕ . . . where A0 = Q.
If pi1 is the projection onto A1 and S : A(α)→ A(α) is the algebra homomorphism
determined by S(1) = 1 and S(γ) = γ + (γ) on generators, then the linearized
differential is defined by
d : C∗(α)→ C∗−1(α) d = pi1 ◦ S ◦ d.
Then (C(α), d) is a chain complex and its homology is the so-called linearized
contact homology, denoted by HC∗(α). The dependence on J is not explicit in
order to keep the notation simpler. Two augmentations , ′ for (A(α), d) are said
to be homotopic if there exists a degree +1 derivation K such that ′ =  ◦Φ where
Φ = edK+Kd. Then the linearization Φ = pi1 ◦ S ◦ Φ of Φ is a chain map and an
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isomorphism between the complexes (C(α), d) and (C(α), d′). In the following we
denote by Aug(A(α), d) the set of all augmentations of (A(α), d). The above notion
of homotopic augmentations is a relation that generates an equivalence relation on
Aug(A(α), d), and we denote by Aug(A(α), d) the set of equivalence classes. An
element of Aug(A(α), d) will be referred to as a homotopy class of augmentations.
As a consequence, linearized homology depends only on the homotopy class of the
augmentation, up to isomorphism.
Let us briefly discuss invariance properties of linearized contact homology. Aug-
mentations are defined for the DGA associated to a nondegenerate defining contact
form for ξ and a regular cylindrical almost complex structure on the symplectiza-
tion, but one may consider homotopy classes of augmentations for the co-oriented
contact structure as the following discussion shows; we refer to [2] for some details.
Consider two pairs (α0, J0) and (α1, J1) as above. There are positive constants
c0 > c1 such that c0α0 = fc1α1 for some f : N → (1,+∞) smooth. If we choose
a smooth function φ : [−1, 1] → R satisfying φ(−1) = 0, φ(1) = 1 and φ′ > 0,
then Ω = d((1−φ+φf)c1α1) is an exact symplectic form on [−1, 1]×N satisfying
Ω|T ({1}×N) = c0dα0, Ω|T ({−1}×N) = c1dα1, where we identified {±1} ×N ' N . It
is not hard to construct almost complex structures J¯ on R×N which are Ω-tamed
on [−1, 1] × N and satisfy J¯ |[1,+∞)×N = J0, J¯ |(−∞,−1]×N = J1. The data (Ω, J¯)
induces a chain map Ψ : (A(α0), d0) → (A(α1), d1) between the corresponding
DGAs defined by counting rigid J¯-holomorphic finite-energy punctured spheres with
one positive puncture. An augmentation 1 of (A(α1), d1) can be pulled-back to an
augmentation Ψ∗1 = 1 ◦Ψ of (A(α0), d0), and the linearization Ψ1 = pi1 ◦S1 ◦Ψ
of Ψ by 1 induces an isomorphism HC
Ψ∗1(α0) ' HC1(α1). It turns out that,
in fact, the homotopy class of Ψ∗1 depends on the cobordism data only up to
a generic homotopy, see [10, Theorem 3.2]. Therefore, we end up with a way to
identify homotopy classes of augmentations of both DGAs: the homotopy class
of the augmentation 0 of (A(α0), d0) is identified with the homotopy class of the
augmentation 1 of (A(α1), d1) if 0 and Ψ∗1 are homotopic, where Ψ is obtained
from a cobordism data as above. This relation generates an equivalence relation on∐
(α,J) Aug(A(α), d), where the disjoint union is taken over all pairs (α, J) satisfying
the conditions necessary to get (A(α), d) well-defined. The resulting equivalence
classes will be referred to as homotopy classes of augmentations for the co-oriented
contact structure ξ. We will abuse a bit the notation and denote such equivalence
classes by [] and its corresponding linearized contact homology by HC
[]
∗ (ξ).
Let b
[]
∗ (ξ) be the rank of HC
[]
∗ (ξ). We say that ξ is homologically unbounded
if there is a homotopy class of augmentations [] for ξ and a sequence of integers
li such that |li| → ∞ and b[]li (ξ) → ∞ as i → ∞. The following theorem follows
easily from Theorem 1.1 and the Morse inequalities in Proposition 7.7. Its proof is
given in 8.1 below.
Theorem 1.2. Suppose that ξ is homologically unbounded. Then the Reeb flow of
every defining contact form for ξ has infinitely many geometrically distinct periodic
orbits.
The main point of the above theorem is that there are no genericity assump-
tions on α like being nondegenerate or Morse-Bott. Examples of homologically
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unbounded contact structures can be obtained by cosphere bundles. More pre-
cisely, given a closed oriented manifold M of dimension n, it is proved in [9] that
(2) HC
[0]
∗+(n−3)(S
∗M, ξ0) ' H∗(ΛM/S1,M ;Q),
where ξ0 is the standard contact structure of the unit cotangent bundle S
∗M , 0 is
given by the obvious filling of S∗M , ΛM is the free loop space on M and M ⊂ ΛM
indicates the subset of constant loops [2, Theorem 4.4].1 A result due to Vigue´-
Poirrier and Sullivan [38] establishes that if M is simply connected then the rank of
H∗(ΛM/S1,M ;Q) is asymptotically unbounded if the cohomology algebra of M is
not generated by a single class. Consequently, we have the following generalization
of a celebrated result due to Gromoll and Meyer [23]. It is also proved by Mark
McLean [34] for more general coefficients using symplectic homology.
Corollary 1.3. Let M be a closed oriented manifold and assume that the rank of
H∗(ΛM/S1,M ;Q) is asymptotically unbounded. Then every hypersurface in T ∗M
which is fiberwise starshaped with respect to the zero section has infinitely many,
geometrically distinct, periodic orbits. In particular, the result holds if M is simply
connected and its cohomology algebra over Q is not generated by a single class.
Another source of examples is given by connected sums. Given two contact man-
ifolds (N1, ξ1) and (N2, ξ2) it is well known that its connected sum N1#N2 carries
a contact structure ξ1#ξ2, see [18]. Moreover, homotopy classes of augmentations
[1] and [2] for ξ1 and ξ2, respectively, induce a homotopy class of augmentations
[1#2] for ξ1#ξ2. A result due to Bourgeois and van Koert [2, 6] gives the long
exact sequence
· · · → HC∗−1(S2n−3, ξ0)→ HC [1#2]∗ (N1#N2, ξ1#ξ2)
→ HC [1]∗ (N1, ξ1)⊕HC [2]∗ (N2, ξ2)→ HC∗−2(S2n−3, ξ0)→ · · ·
where HC∗(S2n−3, ξ0) is the cylindrical contact homology of the standard contact
structure on S2n−3. Since the rank of HC∗(S2n−3, ξ0) is at most one in any de-
gree, we conclude that the connected sum of any contact manifold (admitting an
augmentation) with a homologically unbounded contact manifold is homologically
unbounded.
Now, fix a nondegenerate contact form α for ξ with an augmentation . There
is a natural filtration in contact homology given by the action. Given a ∈ R denote
the truncated homology by HCa,∗ (α) given by the homology of the subcomplex
generated by good closed Reeb orbits of action < a. In general, it depends on the
contact form, a regular cylindrical almost complex structure and the augmentation.
Following [33, 36], we define the growth rate of HC(α) as
Γ(α) = lim sup
a→∞
1
log a
log dim ι(HCa,(α)),
where ι : HCa,(α)→ HC [](ξ) is the map induced by the inclusion. The argument
in [36, Section 4a] shows that the set {Γ(α);  is an augmentation for α} is an
invariant of the contact structure. Since our context is different from the one in
1The trivializations of the contact structure over periodic orbits used in [9] send the vertical
distribution in the cotangent bundle to a fixed Lagrangian subspace in R2n−2. This fixes the
grading in the isomorphism (2).
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[36] (in particular, we have to deal with augmentations) we will give a proof of this
fact in Section 8.2. The following theorem will be proved in Section 8.3.
Theorem 1.4. If there exists a nondegenerate contact form α for ξ with an aug-
mentation  such that Γ(α) > 1 then every contact form defining ξ has infinitely
many geometrically distinct periodic orbits.
There are several examples of contact manifolds satisfying the previous hypoth-
esis, see [31].
Our next application is a generalization of a result due to Ginzburg and Kerman
[22] on resonance relations. Assume that there exist integers l− and l+ such that
HC
[]
l (ξ) has finite rank for every l ≤ l− and l ≥ l+. Under this assumption the
positive/negative mean Euler characteristic is defined as
χ
[]
± (ξ) = lim
m→∞
1
m
m∑
l=|l±|
(−1)lb[]±l(ξ)
provided that the limits exist. Given an isolated periodic orbit γ, its positive/negative
local Euler characteristic is defined as
χ±(α, γ) =
∑
±i≥0
(−1)i dimHCi(α, γ).
The sum above is finite. Now, assume that γj is isolated for every j ∈ N. The
positive/negative local mean Euler characteristic of γ is defined as
χˆ±(α, γ) = lim
m→∞
1
m
m∑
j=1
χ±(α, γj)
provided that the limits exist.
Theorem 1.5. Let α be a contact form for ξ with finitely many simple closed
orbits. Given any homotopy class of augmentations [] for ξ, the positive/negative
mean Euler characteristic satisfies
χ
[]
± (ξ) =
∑
{γ such that ±∆(γ)>0}
χˆ±(α, γ)
∆(γ)
,
where ∆(γ) is the mean index of γ and the sum runs over the set of simple periodic
orbits γ such that ±∆(γ) > 0, provided that χ[]± (ξ) and χˆ±(α, γ) are defined.
Notice that in the previous theorem we do not assume α to be nondegenerate.
When α is nondegenerate the local mean Euler characteristic of a periodic orbit is
easily computed and we obtain
Corollary 1.6 (Theorem 1.7 and Remark 1.10 in [22]). If α is nondegenerate and
has finitely many simple periodic orbits then
χ
[]
± (ξ) =
1
2
∑
γ∈B±(α)
(−1)|γ|
∆(γ)
+
∑
γ∈G±(α)
(−1)|γ|
∆(γ)
,
where B±(α) (resp. G±(α)) is the set of simple periodic orbits with positive/negative
mean index whose even iterates are bad (resp. good).
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An application of the previous theorem is the following result. Recall that a
periodic orbit is hyperbolic if its linearized return map has no eigenvalue in the
unit circle.
Theorem 1.7. Suppose that there is a homotopy class of augmentations [] for ξ
such that HC
[]
n−3(ξ) has finite rank and that there exists an integer C > 0 such that
(−1)n
mC∑
i=0
(−1)±i+n−3b[]±i+n−3(ξ) < (−1)nmCχ[]± (ξ)
for every m ∈ N. If a contact form α for ξ has finitely many geometrically distinct
closed orbits then there is a non-hyperbolic one.
Examples satisfying these hypotheses can be obtained using Yau’s computation
of the contact homology of subcritical Stein fillable contact manifolds [40]. More
precisely, it is proved in [40] that given a subcritical Stein domain (V 2n, J) such
that ∂V = N then the cylindrical contact homology is given by
HC∗(ξ) ' ⊕m≥0H2(n+m−1)−∗(V ),
where ξ is the maximal complex subbundle of TN . One can check from this that
if n is even and V has trivial homology in every odd degree then N satisfies the
hypotheses of Theorem 1.7 for the positive Euler characteristic. In particular, we
get a result obtained by Viterbo in [39].
Corollary 1.8. Assume that the Reeb flow associated to a contact form on S4k−1
defining its standard contact structure admits finitely many periodic orbits. Then
there must be at least one nonhyperbolic periodic orbit.
As a byproduct of the proof of Theorem 1.7 we also obtain
Theorem 1.9. Suppose that there is a homotopy class of augmentations [] for ξ
such that
0 < dimHC
[]
n−3(ξ) <∞.
If a contact form α for ξ has finitely many geometrically distinct closed orbits then
there is a non-hyperbolic one.
A homology computation in [1] shows that there is a family of inequivalent
contact structures on S2 × S3 meeting this assumption. The isomorphism (2)
implies that the unit cotangent bundle of a closed oriented manifold with non-trivial
fundamental group and compact universal covering also satisfies this condition.
By the aforementioned long exact sequence, the connected sum of any manifold
meeting the assumption in Theorem 1.9 with any contact manifold (N, ξ) such that
dimHC
[]
n−3(ξ) <∞ has a contact structure satisfying this assumption as well.
Organization of the paper. Section 2 furnishes the basic material on pseudo-
holomorphic curves necessary for this work. In Section 3 we define isolating neigh-
borhoods of isolated closed Reeb orbits. This notion is crucial in the construction
of local contact homology accomplished in Section 4. The computation of local con-
tact homology is focused in Sections 5 and 6 where we deal with prime and iterated
periodic orbits respectively. Morse inequalities are achieved in Section 7. They are
a cornerstone in the proof of our applications presented in Section 8. Finally, the
appendices provide technical details about holomorphic curves needed for defining
local contact homology and for proving Theorem 1.1. Appendix A handles basic
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compactness issues related to the degeneration of Morse-Bott data to degenerate
data; this is necessary since the SFT-compactness theorem from [3] is not available
in such limiting situations.
Note 1. After we started to write the present paper, we were aware that Mark
McLean obtained similar results using symplectic homology [34]. The results can
be related to ours using the Bourgeois-Oancea long exact sequence [5]. However,
although our techniques lead to similar results, we think they are complementary to
McLean’s since they furnish an equivariant version of the local homology of closed
Reeb orbits.
Note 2. In [14] Fabert introduces a local version of Symplectic Field Theory, in
the same spirit as the local Gromov-Witten theory from [8]. Thus, our use of the
word “local” may generate a conflict in terminology, since we used it in analogy to
local Floer homology.
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2. Preliminaries
2.1. Stable Hamiltonian structures. We start by recalling the concept of a
stable Hamiltonian structure from [3].
Definition 2.1. A stable Hamiltonian structure on a (2n − 1)-manifold N is a
triple H = (ξ,X, ω) where ξ ⊂ TN is a hyperplane distribution, X is a vector field
everywhere transverse to ξ such that its flow preserves ξ, ω is a closed 2-form such
that ω|ξ turns ξ into a symplectic vector bundle and satisfies iXω = 0.
We refer to X as the Hamiltonian vector field of H. Any contact form α on N
induces a stable Hamiltonian structure (ξ,R,Cdα), where R is the associated Reeb
vector field, ξ = kerα is the contact structure and C > 0.
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Remark 2.2. Given such H = (ξ,X, ω) one can define a 1-form λ on N by
(3) iXλ = 1, kerλ = ξ.
Then λ ∧ ωn is a volume form and ker dλ ⊇ kerω = RX. In particular LXλ = 0
and LXω = 0. The stable Hamiltonian structure could be alternatively defined as
the pair (λ, ω). In this case, X and ξ would be uniquely determined by iXλ = 1,
iXω = 0 and ξ = kerλ.
Throughout Section 2 we fix a compact (2n − 1)-manifold N equipped with a
stable Hamiltonian structure H = (ξ,X, ω), and assume that c1(ξ) vanishes.
2.1.1. Periodic orbits. If x : R→ N is a periodic trajectory of X with period T > 0
then xT : S
1 = R/Z→ N , t 7→ x(Tt), defines an element of C∞(S1, N). A periodic
orbit γ of X is the element of C∞(S1, N)/S1 induced by some xT as above. We
write γ = (x, T ) and γk = (x, kT ) for any k ∈ Z+. The set x(R) ⊂ N is called
the geometric image of γ. If T is the minimal positive period of x then we call γ
simply covered, or prime. The set of periodic orbits of X will be denoted by P(H).
When H is induced by some contact form α we may write P(α), or simply P when
the context is clear. For any given K ⊂ N we denote by P(H,K), or P(α,K), the
subset of orbits with geometric image contained in K.
The flow {φt}t∈R of X induces a ω-symplectic linear flow dφt : ξ → ξ. If
γ = (x, T ) ∈ P and 1 is not in the spectrum of dφT : ξx(0) → ξx(0)=x(T ) then γ
is called nondegenerate. When every γ ∈ P(H) (γ ∈ P(H,K)) is nondegenerate
we call H nondegenerate (on K). The notation γ = (x, T ) is ambiguous since the
choice of x is not determined, so from now on we choose a special point ptγ in the
geometric image of every closed orbit γ of {φt} and assume that x(0) = ptγ . Orbits
with the same geometric image share the same special point, by convention.
2.1.2. Conley-Zehnder indices. Assume at first, for simplicity, that H1(N,Z) is
torsion free, and choose a set of generators {Ci}, i = 1, . . . , l. The Ci can be
represented by 1-dimensional submanifolds (dimN ≥ 3) still denoted Ci, and we
choose ω-symplectic trivializations of ξ|Ci . Any γ = (x, T ) ∈ P(H) can be seen as a
singular 1-cycle, which induces a homology class [γ] ∈ H1(N,Z). There are unique
ni ∈ Z satisfying [γ] =
∑
i niCi. A 2-chain realizing a homology between γ and∑
i niCi can be used to single out a homotopy class of ω-symplectic trivializations
of (xT )
∗ξ. A trivialization in this class represents the linearized dynamics of X
along γ restricted to ξ as a path in Sp(2n − 2) starting at the identity. If γ is
nondegenerate then this path ends in the complement of the Maslov cycle, and has
a well-defined Conley-Zehnder index as in [35], denoted by µCZ(γ) ∈ Z. This is
independent of the choice of the 2-chain since we assumed that c1(ξ) vanishes. The
degree of γ is defined by
(4) |γ| := µCZ(γ) + n− 3.
In the caseN is a unit cotangent bundle over an orientable base it is not necessary
to assume H1(N,Z) is torsion free. In fact, we can (symplectically) trivialize ξ
along closed Reeb orbits in such a way that the vertical Lagrangian distribution is
sent to a fixed Lagrangian subspace in (R2n−2, ω0). The Conley-Zehnder index is
then defined with respect to these trivializations, and the degree is as in (4). The
crucial properties we need are the following. Firstly, the obtained trivializations
along iterated orbits are homotopic to iterated trivializations. Secondly, Fredholm
indices of holomorphic curves are given by the usual formulas.
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2.1.3. Good orbits. Let γ = (x, T ) ∈ P(H) be simply covered. According to [12],
if the number of eigenvalues of dφT : ξx(0) → ξx(T )=x(0) in (−1, 0) is odd (counted
with multiplicities) then the even multiples γ2k are called bad orbits. An orbit is
called good if it is not bad, and we define
P0(H) := {γ ∈ P(H) : γ is good}
P0(K,H) = P(K,H) ∩ P0(H).
In the case H is induced by a contact form α we write P0(α) and P0(K,α) accord-
ingly.
2.2. Pseudo-holomorphic curves. We take a moment to review the basic defi-
nitions from pseudo-holomorphic curve theory.
2.2.1. Cylindrical almost complex structures. Let V be a compact (2n−1)-manifold.
In R× V there is a natural R-action induced by the maps
(5) τc : (a, p) 7→ (a+ c, p), c ∈ R.
In the language of [3], an almost complex structure J on R × V is cylindrical if
τ∗c J = J, ∀c ∈ R, and the vector field R := J∂a is horizontal, i.e., it is tangent to
{a} × V , ∀a ∈ R. Since J is R-invariant, the formula Ξ := TV ∩ J(TV ) defines
a (2n − 2)-dimensional J-invariant distribution in V and R, seen as a vector field
on V , is everywhere transverse to Ξ. Note that J is a complex structure on Ξ. J
is called symmetric if the 1-form λ on V defined by iRλ = 1, Ξ = kerλ satisfies
LRλ = 0.
Let Ω be a closed 2-form on V of maximal rank, that is, dim ker Ω = 1. Then a
cylindrical J as above is said to be adjusted to Ω if the restriction Ω|Ξ turns Ξ into
a symplectic vector bundle, J |Ξ is Ω|Ξ-compatible, i.e., Ω(·, J ·) defines a metric on
Ξ, and iRΩ = 0. Note that if J is cylindrical, symmetric and adjusted to Ω then
H = (Ξ, R,Ω) is a stable Hamiltonian structure.
Conversely, a stable Hamiltonian structure H = (Ξ, R,Ω) induces symmetric
cylindrical almost complex structures on R×N adjusted to Ω. In fact, choose some
Ω-compatible complex structure Ĵ on Ξ. Then we have a unique R-invariant almost
complex structure J on R ×N defined by requiring J∂a = R and J |Ξ = Ĵ , which
is the desired almost complex structure.
The set of such J will be denoted by J (H). When H is induced by a contact
form α we may write J (α) instead of J (H).
2.2.2. Almost complex structures in non-cylindrical cobordisms. Consider stable
Hamiltonian structures H± on N , and J± ∈ J (H±). For a given L > 0 we de-
note by JL(J−, J+) the space of almost complex structures J¯ on R×N such that
J¯ |[L,+∞) ≡ J+ and J¯ |(−∞,−L] ≡ J−. We write J (J−, J+) = ∪L>0JL(J−, J+).
When H±, J± ∈ J (H±) and L > 0 are fixed we may consider smooth 1-parameter
families {J¯τ}τ∈[0,1] ⊂ JL(J−, J+). We denote the spaces of such families by
Jτ,L(J−, J+) and Jτ (J−, J+) = ∪L>0Jτ,L(J−, J+).
We need to consider almost complex structures in splitting cobordisms. Fix H,
J ∈ J (H) and numbers 0 < L < R. We denote by JL<R(J) the set of almost
complex structures which coincide with J on (R \ [−L − R,L + R]) × N , and are
cylindrical on the neck [L−R,R− L]×N . Clearly JL<R(J) ⊂ JL+R(J, J). Also,
we consider the set Jτ,L<R(J) of smooth families {J˜τ}τ∈[0,1] ⊂ JL<R(J). Note
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that we do not assume that the elements of JL<R(J) are symmetric on the neck
[L−R,R− L]×N .
2.2.3. Finite-energy curves. Let (S, j) be a closed Riemann surface and Z ⊂ S be
a finite set. Fix H = (ξ,X, ω) and J ∈ J (H). A smooth map
F = (a, f) : S \ Z → R×N
is J-holomorphic, or pseudo-holomorphic, if it satisfies the Cauchy-Riemann equa-
tion
∂¯J(F ) =
1
2
(dF + J(F ) ◦ dF ◦ j) = 0.
Consider the set Λ = {φ : R → [0, 1] | φ′ ≥ 0}. We can view an element of Λ as a
real function on R×N depending only on the first coordinate. Similarly, we view
the form λ in (3) as an R-invariant 1-form on R×N . Following [3], one defines the
ω-energy Eω(F ) and the energy E(F ) as
(6) Eω(F ) =
∫
S\Z
f∗ω, E(F ) = Eω(F ) + sup
φ∈Λ
∫
S\Z
F ∗(dφ ∧ λ).
All these integrals have non-negative integrands. If 0 < E(F ) < ∞ then F is
said to be a finite-energy curve. The elements of Z are called punctures of F , and
a puncture z ∈ Z is called removable when F is bounded near z. In this case,
an application of Gromov’s Removable Singularity Theorem shows that F can be
smoothly continued across z.
LetH± = (ξ±, X±, ω±) be stable Hamiltonian structures onN , fix J± ∈ J (H±),
L > 0 and J¯ ∈ JL(J−, J+). Assume also that there exists a symplectic form Ω on
[−L,L]×N that agrees with ω± on T ({±L}×N) ' TN , up to positive constants,
and tames J¯ |[−L,L]×N . Consider a smooth map F : S \ Z → R × N which is
J¯-holomorphic. Following [3] we define
(7)
E(F ) =
∫
F−1([−L,L]×N)
F ∗Ω + sup
φ∈Λ
∫
F−1([L,+∞)×N)
F ∗(dφ ∧ λ+ + ω+)
+ sup
φ∈Λ
∫
F−1((−∞,−L]×N)
F ∗(dφ ∧ λ− + ω−)
where λ± are the 1-forms associated to H± as in (3). All integrands above are
non-negative. Moreover F is constant if, and only if, E(F ) = 0. This definition of
the energy differs slightly from that given in [3], but yields the same finite-energy
curves. F is called a finite-energy curve when 0 < E(F ) <∞. As before, the points
of Z are called punctures, and a puncture is removable if, and only if, F is bounded
around it.
Finally, we need to define finite-energy J˜-holomorphic curves for J˜ ∈ JL<R(J),
where 0 < L < R, H = (ξ,X, ω) and J ∈ J (H) are fixed. The correct taming
conditions are as follows. On the neck [L−R,R−L]×N we ask J˜ to be adjusted2
to some closed 2-form ω¯ ∈ Ω2(N) of maximal rank, as discussed in § 2.2.1, and
assume also that J˜ is tamed by symplectic forms Ω± on (±[R+L,R−L])×N such
that:
• Ω+ coincides with ω on T ({R + L} ×N) and with ω¯ on T ({R − L} ×N)
up to positive constants,
2Note that J˜ is cylindrical on the neck.
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• Ω− coincides with ω on T ({−R−L}×N) and with ω¯ on T ({−R+L}×N)
up to positive constants.
Any J˜ ∈ JL<R(J) induces a 1-form λ¯ on N by iR¯λ¯ = 1, ξ¯ = ker λ¯, where ξ¯ is the
maximal complex subbundle of TN induced by the cylindrical piece J¯ |[L−R,R−L]×N
and R¯ = J¯ |[L−R,R−L]×N · ∂a (here a is the R-coordinate). Note that (ξ¯, R¯, ω¯)
need not be a stable Hamiltonian structure since J¯ is not necessarily symmetric
on the neck [L − R,R − L] × N . The energy E(F ) of the J˜-holomorphic map
F = (a, f) : S \ Z → R×N is
(8)
E(F ) = sup
φ∈Λ
∫
F−1([L+R,+∞)×N)
F ∗(dφ ∧ λ+ ω)
+ sup
φ∈Λ
∫
F−1((−∞,−L−R]×N)
F ∗(dφ ∧ λ+ ω)
+ sup
φ∈Λ
∫
F−1([L−R,R−L]×N)
F ∗(dφ ∧ λ¯+ ω¯)
+
∫
F−1([−R−L,L−R]×N)
F ∗Ω−
+
∫
F−1([R−L,R+L]×N)
F ∗Ω+.
Punctures behave exactly as in the other cases.
2.2.4. Asymptotic behavior. Let F : (S \ Z, j) → R × N be a finite-energy J-
holomorphic curve, where J ∈ J (H). The behavior of F near a non-removable
puncture z ∈ Z is studied in [26], see also the Appendix of [3].
Proposition 2.3. Let ψ : (B1(0), 0)→ (V, z) be a holomorphic chart of (S, j) and
write F (s, t) = (a(s, t), f(s, t)) = F ◦ψ(e−2pi(s+it)) for (s, t) ∈ R+ ×R/Z. When X
is nondegenerate one finds γ = (x, T ) ∈ P(H),  = ±1, c, d ∈ R such that the loops
t 7→ f(s, t) converge to t 7→ x(T t+ c) in C∞(S1, N), and all partial derivatives of
a(s, t)− Ts− d tend to 0 uniformly in t as s→ +∞.
A non-removable puncture z is positive if  = +1, and negative if  = −1. In
any case one says that F is asymptotic to γ at z, and γ is the asymptotic limit of F
at z. These definitions are independent of the choice of ψ. If S = S2 and #Z = 2
then (S \ Z, j) ' (R × R/Z, i), and we loosely refer to the “ends” {±∞} × S1 as
punctures.
Under the assumption that the Hamiltonian vector fields are nondegenerate,
the asymptotic behavior of finite-energy curves in non-cylindrical cobordisms is
analogous and we will not describe it here. The reader can easily guess the precise
statements.
3. Isolating neighborhoods of isolated orbits
In this section we discuss the necessary geometric set-up for defining local contact
homology of an isolated orbit. Let H = (ξ,X, ω) be a stable Hamiltonian structure
on the (2n−1)-manifold N , and x : R→ N be a T -periodic trajectory of the vector
field X, where T > 0. Assume that γ = (x, T ) is isolated, i.e., t 7→ x(Tt) defines
an isolated point of the set of closed X-orbits in C∞(S1, N)/S1.
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Definition 3.1. An isolating neighborhood for γ is a compact connected neigh-
borhood K of x(R) with smooth boundary satisfying:
• γ is the only closed X-orbit in K in the free homotopy class of γ (of loops
in K),
• H2(K,R) = 0, H1(K,R) = R and there is a nontrivial class [θ] ∈ H1(K,R)
represented by a closed 1-form θ satisfying infK iXθ > 0.
It follows that K contains no closed X-orbits which are contractible in K.
Lemma 3.2. Every isolated γ has an isolating neighborhood.
Proof. Let T0 be the minimal positive period of x. Take a neighborhood K '
S1 × B of x(R), where B ⊂ R2n−2 is an open ball around the origin, equipped
with coordinates (t, z), such that x(t) ' (t/T0, 0) and ξx(t) ' 0 × R2n−2. Thus
λ|S1×0 = T0dt where λ is the 1-form (3). After shrinking B, X becomes transverse
to {t} × B ∀t. Hence dt is a closed 1-form generating H1(K,R) ' R such that
iXdt > 0. Suppose γk = (xk, Tk) 6= γ are closed X-orbits homotopic to γ in K
such that lim supk→∞ sups∈R |piR2n−2 ◦ xk(s)| = 0, where piR2n−2 denotes projection
onto the second coordinate. We can assume xk(0) ∈ {0} × B, so that xk → x in
C∞loc. If Tk → ∞ then
∫
γ
dt =
∫
γk
dt → +∞, an absurd. Thus we get a bound
for the periods Tk =
∫
γk
λ so that γk → γ, contradicting the hypothesis that γ is
isolated. This contradiction shows that, possibly after further shrinking B, we get
an isolating neighborhood K as in Definition 3.1 since H2(K,R) = 0. 
Lemma 3.3. Let K be an isolating neighborhood for the isolated orbit γ. For
every neighborhood V of γ in C∞(S1, N)/S1 there exists a C∞-neighborhood O of
H in the space of stable Hamiltonian structures such that the following holds: if
H′ = (ξ′, X ′, ω′) ∈ O then all closed X ′-orbits in K homotopic to γ through loops
in K lie in V.
The statement above is easy and left with no proof.
3.1. Finite-energy cylinders in isolating neighborhoods.
Lemma 3.4. Let H = (ξ,X, ω), J ∈ J (H), L > 0 and an isolated closed X-orbit γ
be given. Let also K be an isolating neighborhood of γ, and Ω be a symplectic form
on [−L,L] ×K which tames J and agrees with ω on T ({±L} ×K) up to positive
constants. Then there are C∞-neighborhoods O of H and D of Ω, a neighborhood
U of J in the C∞-strong topology, and a constant C > 0 such that the following
holds. If
• H± = (ξ±, X±, ω±) ∈ O and all closed X±-orbits in K homotopic to γ in
K are nondegenerate,
• J± ∈ J (H±) ∩ U , J˜ ∈ JL(J−, J+) ∩ U ,
• Ω˜ ∈ D is a symplectic form coinciding with ω± on T ({±L} × K) up to
positive constants
then Ω˜ tames J˜ on [−L,L] ×K, and every finite-energy J˜-holomorphic map F =
(a, f) : R× S1 → R×N satisfying
i) f(R× S1) ⊂ K and the loops t 7→ f(s, t) are homotopic to γ in K;
ii) {+∞}× S1 is a positive puncture, {−∞} × S1 is a negative puncture;
must also satisfy E(F ) ≤ C and f(R× S1) ⊂ int(K). Here we used Ω˜ to define
E(F ) according to the discussion in § 2.2.3.
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The proof below makes use of the results from Appendix A.
Proof. First we address the issue of obtaining the desired energy bounds. We claim
the existence of C > 0 with the following property. Consider arbitrary sequences
• H±n = (ξ±n , X±n , ω±n )→ H in C∞,
• J±n ∈ J (H±n ), J˜n ∈ JL(J−n , J+n ) such that J+n , J−n , J˜n → J in C∞-strong,
• Ωn symplectic forms on [−L,L]×K coinciding with ω±n on T ({±L} ×K)
up to positive constants such that Ωn → Ω in C∞,
• Fn = (an, fn) finite-energy J˜n-holomorphic cylinders satisfying i) and ii).
Then E(Fn) ≤ C if n is large enough.
Obviously, Ωn tames J˜n on [−L,L] × K if n is large enough since Ω tames J .
By condition ii) the Fn are non-constant maps.
To prove the existence of C we proceed indirectly and assume, by contradiction,
the existence of H±n , J±n , J˜n, Ωn and Fn meeting the above requirements and
(9) E(Fn)→ +∞.
Since H2(K,R) vanishes, there exists a primitive α for Ω on [−L,L] × K and,
using the Mayer-Vietoris principle, we find primitives αn of Ωn on [−L,L]×K such
that αn → α in C∞. Consider inclusions ia : K ' {a} ×K ↪→ R×K and 1-forms
defined by α±n = (i±L)
∗αn, α± = (i±L)∗α. Then, by the properties of Ωn,Ω, αn, α
we have α±n → α±, dα±n = c±nω±n , dα± = c±ω, where c±n , c± > 0 satisfy c±n → c±.
Let θ be the closed 1-form as in Definition 3.1. By adding Aθ to αn and α, with
A 1, we may assume, without loss of generality, that lim infn infK α±n (X±n ) > 0.
For each n let x±n be regular values of an(s, t) satisfying −L < x−n < x+n < L
and x±n → ±L as n→∞. We compute
In :=
∫
an≥L
f∗nω
+
n +
∫
−L≤an≤L
F ∗nΩn +
∫
an≤−L
f∗nω
−
n
≤ c′
(∫
an≥L
f∗n(c
+
nω
+
n ) +
∫
−L≤an≤L
F ∗nΩn +
∫
an≤−L
f∗n(c
−
nω
−
n )
)
= c′
(∫
an≥x+n
f∗n(c
+
nω
+
n ) +
∫
x−n≤an≤x+n
F ∗nΩn +
∫
an≤x−n
f∗n(c
−
nω
−
n )
)
+ c′
(∫
x+n≤an≤L
F ∗nΩn − f∗n(c+nω+n ) +
∫
−L≤an≤x−n
F ∗nΩn − f∗n(c−nω−n )
)
= (T ′n) + (T
′′
n ).
Here c′ depends only on c±, which in turn depend only on Ω.
We extend Ω,Ωn smoothly and arbitrarily to R×K, and let h±n : R×S1 → R be
defined by F ∗nΩn−c±n f∗nω±n = h±n (s, t)ds∧dt. Consider the compact measurable sets
E±n = {(s, t) | an(s, t) = ±L}. For this discussion n is fixed. Since Ωn − c±nω±n = 0
on T ({±L}×N), every point in A±n := {(s, t) ∈ E±n | h±n (s, t) 6= 0} is a point where
Fn hits {±L}×N transversely, in particular, the (Lebesgue) measure of A±n is zero.
Setting B±n := {(s, t) ∈ E±n | h±n (s, t) = 0} then h±n integrates to zero (with respect
to Lebesgue) in both A±n and B
±
n . Hence∫
{an=±L}
F ∗nΩn − c±n f∗nω±n = 0.
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Consequently, by the dominated convergence theorem, we could have chosen x±n
close enough to ±L so that, say,
(T ′′n ) ≤ 1.
Consider diffeomorphisms Ψn of R × K satisfying Ψn → id in C∞-strong,
Ψn([x
−
n , x
+
n ]×K) = [−L,L]×K and Ψn(x±n , p) = (±L, p) ∀p ∈ K. Then Ψ∗nΩn → Ω
in C∞ on [−L,L]×K, in particular, Ψ∗nΩn tames J˜n on [−L,L]×K when n 1.
Note that Ψ∗nαn is a primitive of Ψ
∗
nΩn on [−L,L] × K, and (ix±n )∗Ψ∗nαn =
(i±L)∗αn = α±n since Ψn ◦ ix±n = i±L. With Stokes theorem we can estimate
(T1) ≤ 2c′
(∫
an≥x+n
f∗n(c
+
nω
+
n ) +
∫
x−n≤an≤x+n
F ∗nΨ
∗
nΩn +
∫
an≤x−n
f∗n(c
−
nω
−
n )
)
= 2c′
(∫
γ+n
α+n −
∫
γ−n
α−n
)
≤ c′′
for some constant c′′ > 0 independent of n. Here γ±n are the asymptotic limits
of Fn at {±∞} × S1 oriented by the Hamiltonian vector fields. By Lemma 3.3,
γ±n → γ, so that we get the uniform bound for the last line. Moreover, we assume
that x±n → ±L and Ψn → id fast enough.
Thus we bounded In by some constant independent of n. The other terms of the
energy defined in § 2.2.3 are estimated analogously. This is in contradiction to (9).
Let againH±n , J±n , J˜n, Ωn and Fn be sequences as above. We have already proved
that supnE(Fn) < ∞. We proceed indirectly and suppose, by contradiction, that
fn(R× S1)∩ ∂K 6= ∅ for all n. By Lemma 3.3, γ±n ⊂ int(K) and, consequently, we
find (sn, tn) such that fn(sn, tn) ∈ ∂K. We claim that dFn is C0loc-bounded. If not
we use Lemma A.8 to get a non-constant finite-energy J-holomorphic plane with
image in R ×K. Lemma A.6 applied to the end of this plane gives us a periodic
orbit of X contractible inside K, a contradiction. Let dn = an(sn, tn) and define
u˜n(s, t) = (an(s+ sn, t+ tn)− dn, fn(s+ sn, t+ tn)).
By the above discussion we have C1loc-bounds for u˜n and, consequently, also C
∞
loc-
bounds by elliptic boot-strapping arguments. Up to a subsequence, we can assume
there exists a finite-energy J-holomorphic cylinder u˜ = (b, u) such that u˜n → u˜ in
C∞loc. The map u˜ is non-constant since for any given s ∈ R the loop t 7→ u(s, t) is
homotopic to γ, which is not contractible in K by Definition 3.1. A quick look at
the proof of Lemma A.6 will show that
lim
s→−∞
∫
S1
u(s, ·)∗α > 0
since, otherwise, u(s, t) would converge to a point in N as s→ −∞, a contradiction
since γ is not contractible in K. Thus an application of Lemma A.6 gives sequences
s±n → ±∞ such that u(s±n , t)→ γ(t+ t±0 ) when n→∞. Hence
0 ≤
∫
C
u∗ω ≤ lim
j
∫
[s−j ,s
+
j ]×S1
u∗ω =
∫
γ
η −
∫
γ
η = 0
where η is any primitive of ω on K. Thus Eω(u˜) = 0 and we can apply Lemma A.5
to u˜ and conclude that X has a periodic orbit in K, homotopic to γ in K, touching
∂K (u˜(0, 0) ∈ R× ∂K). This contradiction completes the proof that fn(R× S1) ⊂
int(K) when n is large enough. 
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We need a version of the above statement for almost complex structures as we
stretch the neck. The proof is similar and omitted.
Lemma 3.5. Suppose we have a stable Hamiltonian structure H = (ξ,X, ω) on
N , and let γ be an isolated closed X-orbit. Consider an isolating neighborhood K
for γ, J ∈ J (H), L > 0, and symplectic form Ω on [−L,L] ×K taming J , which
coincides with ω on T ({±L} ×K), up to positive constants. Then there are C∞-
neighborhoods O of H, D of Ω, W of ω, a C∞-strong neighborhood U of J and a
constant C > 0 such that if
• H′ = (ξ′, X ′, ω′) ∈ O and all closed X ′-orbits in K homotopic to γ in K
are nondegenerate,
• ω¯ ∈ W,
• R > L, J ′ ∈ J (H′) ∩ U , J˜ ∈ JL<R(J ′) ∩ U
• Ω′± ∈ D are symplectic forms on [−L,L]×N such that Ω′+ coincides with
ω′ on T ({L} ×N) and with ω¯ on T ({−L} ×N), up to positive constants;
Ω′− coincides with ω¯ on T ({L} ×N) and with ω′ on T ({−L} ×N), up to
positive constants,
• J˜ is adjusted to ω¯ on the neck [L−R,R− L]×K (see § 2.2.2),
then (τ∓R)∗Ω′± tames J˜ on (±[R−L,R+L])×K, and every J˜-holomorphic finite-
energy map F = (a, f) : R× S1 → R×N satisfying
i) f(R× S1) ⊂ K and the loops t 7→ f(s, t) are homotopic to γ in K;
ii) {+∞}× S1 is a positive puncture; {−∞} × S1 is a negative puncture;
must also satisfy E(F ) ≤ C and f(R× S1) ⊂ int(K). Above we used the symplectic
forms (τ∓R)∗Ω′± on (±[R− L,R+ L])×K and ω¯ on the neck [L−R,R− L]×K
to define E(F ) as described in § 2.2.3.
3.2. Special stable Hamiltonian structures.
Definition 3.6. We call H = (ξ,X, ω) special near γ if there exists a small closed
smooth tubular neighborhood K of γ such that one of the following mutually ex-
cluding conditions holds:
i) H is induced by some contact form, i.e., ξ = kerα, X = Xα and ω = Cdα
where α is a contact form defined near K and C > 0 is a constant.
ii) The 1-form λ given as in (3) is closed on K.
If some K is given for which i) or ii) applies then we say H is special for γ and K.
In order to define local contact homology of the pair (H, γ) one needs to slightly
perturb H near K, within the class of stable hamiltonian structures, to make closed
orbits inside K and homotopic to γ (in K) nondegenerate. This may not be possible
in general. However, when H is special near γ this perturbation can always be
performed. This is well-known in case i). Assume that H falls into case ii). Let
α be a primitive for ω on K, which exists since H2(K,R) vanishes when K is
small enough. Possibly after replacing α by Cλ + α, with C  1, we can assume
infK iXα > 0 and α is a contact form on K. The Reeb vector field Xα is a pointwise
positive multiple of X. Let α′ be a C∞-small perturbation of α near K so that
all closed α′-Reeb orbits inside K homotopic to γ (in K) are nondegenerate. Then
ω′ = dα′ is a small perturbation of ω and H′ = (ξ = kerλ,X ′, ω′ = dα′) is a
stable Hamiltonian structure C∞-close to H, where the vector field X ′ is given
by iX′ω
′ = 0 and iX′λ = 1 (recall that dλ = 0 by assumption). Moreover, since
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RX ′ = RXα′ , closed X ′-orbits inside K which are homotopic to γ (in K) are
nondegenerate.
Remark 3.7. As an example, consider K = S1 × B and a smooth Hamiltonian
H : K → R satisfying dHt(0) = 0,∀t. Assume 0 is an isolated 1-periodic orbit
of the Hamiltonian vector field XHt characterized by dHt = iXHtω0. The typical
example of special stable hamiltonian structure satisfying ii) in Defintion 3.6 is
H = (ker dt, X˜H , ωH), where X˜H = ∂t + XHt and ωH = dHt ∧ dt + ω0. Then
x0(t) = (t, 0) is an isolated 1-periodic orbit of X˜H . By the above discussion we can
always perturb the Hamiltonian H to obtain a nondegenerate perturbation of H.
4. Local contact homology
Contact Homology was originally introduced in [12] inside the bigger framework
of Symplectic Field Theory. Following Floer [15], we define a suitable version of
what we call the local contact homology of an isolated orbit, see Definition 4.4.
4.1. Defining local contact homology.
4.1.1. Local chain complexes. Throughout Section 4 we fix H = (ξ,X, ω), an iso-
lated closed X-orbit γ = (x, T ), and assume H is special for γ as in Definition 3.6.
Since γ is isolated, we will fix an isolating neighborhood K of γ. Moreover, as
explained in § 3.2, perhaps after shrinking K, we can always perturb H to an arbi-
trarily C∞-close H′ = (ξ′, X ′, ω′) so that all closed X ′-orbits in K homotopic to γ
(in K) are nondegenerate. We refer to H′ as a nondegenerate perturbation of
H. This notion depends on K and γ.
We denote by P(H′,K, γ) and P0(H′,K, γ) the sets of closed X ′-orbits and good
closed X ′-orbits in K which are homotopic to γ in K, respectively. By Lemma 3.3
every γ′ ∈ P(H′,K, γ) can be assumed arbitrarily C∞-close to γ if H′ is close
enough to H, in particular, they all lie in the interior of K. Also, P(H′,K, γ) is
finite if H′ is close enough to H since there are automatic period bounds for these
orbits.
We fix a homotopy class of ω-symplectic trivializations of (xT )
∗ξ → R/Z, where
xT : R/Z → N is the map t 7→ x(Tt). It distinguishes homotopy classes of ω′-
symplectic trivializations of ξ′ along every γ′ ∈ P(H′,K, γ), which are used to
compute Conley-Zehnder indices µCZ(γ
′). Let C∗(H′,K, γ) be the vector space
over Q freely generated by P0(H′,K, γ) and graded by |γ′| = µCZ(γ′) + n− 3.
We choose J ∈ J (H) and assume we can find J ′ ∈ J (H′) arbitrarily close to J ,
C∞-strong or equivalently C∞-weak, which is regular for the data (H′,K, γ) in
the following sense. Consider the collection Z(J ′,K, γ) of J ′-holomorphic maps
F = (a, f) : R × S1 → R × N with finite energy, satisfying a(s, t) → ±∞ as
s→ ±∞, with image in R×K, and asymptotic to orbits in P(H′,K, γ). Then we
call J ′ regular for the data (H′,K, γ) if the linearized Cauchy-Riemann equation
at every F ∈ Z(J ′,K, γ) determines a surjective Fredholm operator in a standard
functional analytical set-up.
Remark 4.1. The existence of J ′ which are regular for the data (H′,K, γ) is not
guaranteed and, consequently, becomes part of our hypotheses.
The definition of a differential on C∗(H′,K, γ) follows a standard construction.
Let γ+, γ− ∈ P(H′,K, γ) and consider the collection FK,J′(γ+; γ−) of triples
(t+, t−, F ) ∈ S1 × S1 ×Z(J ′,K, γ)
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such that F is asymptotic to γ± at s→ ±∞, respectively, and if we write F = (a, f)
then f(s, t±)→ ptγ± as s→ ±∞.
By our regularity assumption FK,J′(γ+; γ−) is a smooth manifold. It is nontriv-
ial, but standard, that the topology that FK,J′(γ+; γ−) inherits as a subset of a cer-
tain Banach manifold of maps coincides with the C∞loc-topology. The reparametriza-
tion group R× S1 acts on FK,J′(γ+; γ−) by
(10) (s0, t0) ∗ (t+, t−, F ) = (t+ − t0, t− − t0, F (s+ s0, t+ t0)).
The moduli space of interest for us is
(11) MK,J′(γ+; γ−) := FK,J′(γ+; γ−)/R× S1.
Since the R×S1-action is free, this moduli space is a smooth manifold. Its dimension
is |γ+| − |γ−|. When γ+ 6= γ− the space (11) is equipped with the free R-action
induced by (5), hence in this case we get
(12) MK,J′(γ+; γ−) 6= ∅ ⇒ |γ+| − |γ−| ≥ 1.
Lemma 4.2. If |γ+| − |γ−| = 1 then MK,J′(γ+; γ−)/R is finite.
Proof. Consider a sequence Cn ∈ MK,J ′(γ+; γ−) representing distinct elements in
MK,J′(γ+; γ−)/R. Energy bounds are automatically guaranteed by Lemma 3.4
since (H′, J ′) is a small perturbation of (H, J). The limiting behavior of the se-
quence Cn is described by the SFT-Compactness Theorem, in fact, Cn converges
in the SFT-sense to a so-called holomorphic building. Every curve in this building
lies in R×K. No curve in this building is a holomorphic sphere since J ′ is tamed
by exact symplectic forms. Moreover, no curve in this building is a plane since
there are no contractible periodic orbits of the vector field X inside K. Hence
every level consists of a single J ′-holomorphic cylinder. Now, using the assumed
transversality and (12), a simple calculation shows that the building consists of a
single cylinder which is an element ofMK,J ′(γ+; γ−)/R. Consequently this moduli
space is 0-dimensional and compact, hence finite. 
Under the above assumptions on (H′, J ′) we follow [4] and consider a system
of coherent orientations on the various spaces MK,J′(γ+; γ−). These orientations
are well-defined even when γ+ or γ− is a bad orbit. One associates to every C ∈
MK,J′(γ+; γ−) a sign (C) = ±1 by comparing the coherent orientations with the
orientation given by the infinitesimal R-action. Following [12], we set
(13) n(γ+, γ−) =
∑
C∈MK,J′ (γ+;γ−)/R
(C)
for every pair γ+, γ− ∈ P(H,′K, γ) of orbits satisfying |γ+|−|γ−| = 1. Here we still
wrote C to indicate a class in MK,J ′(γ+; γ−)/R. By Lemma 4.2 the above sum is
finite. Set n(γ+, γ−) = 0 if |γ+| − |γ−| 6= 1.
There are operators ρ± onMK,J′(γ+; γ−) given by rotating asymptotic markers:
(14)
ρ+([t+, t−, F ]) = [t+ + 1/m+, t−, F ]
ρ−([t+, t−, F ]) = [t+, t− + 1/m−, F ]
where m± are the multiplicities of γ±. Assume that γ+, γ− ∈ P(H′,K, γ) satisfy
|γ+| − |γ−| = 1. Then
(15)
γ+ is good⇒ (ρ+(C)) = (C)
γ− is bad⇒ (ρ+(C)) = −(C).
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For a proof see [4]. In particular, n(γ+, γ−) = 0 when γ+ or γ− is bad; note here
that a bad orbit has even multiplicity. Finally we define
(16) d : C∗(H′,K, γ)→ C∗−1(H′,K, γ) by dγ′ =
∑
γ′′∈P0(H′,K,γ)
n(γ′, γ′′)
mγ′′
γ′′
on generators γ′ ∈ P0(H′,K, γ).
Lemma 4.3. If H′ is a sufficiently C∞-small nondegenerate perturbation of H,
J ′ ∈ J (H′) is sufficiently C∞-close to J and regular for the data (H′,K, γ), then
the square of the map (16) vanishes.
Proof of Lemma 4.3. Assuming that γ′, γ′′′ ∈ P0(H′,K, γ) satisfy |γ′| = |γ′′′| + 2,
we wish to show that mγ′′′
〈
d2(γ′), γ′′′
〉
is the algebraic count of ends of the manifold
MK,J′(γ′; γ′′′)/R which is 1-dimensional. Already here we need to note that all
cylinders representing elements of this space project compactly inside int(K). This
is so in view of Lemma 3.4 since we take (H′, J ′) is a very small perturbation of
(H, J). Hence MK,J′(γ′; γ′′′)/R is indeed a manifold without a genuine boundary
(boundaries only exist in the sense of SFT). Let us denote ` = |γ′| − 1.
As explained in the proof of Lemma 4.2, any sequence Cn ∈MK,J′(γ′; γ′′′)/R can
only SFT-converge to a building having precisely one cylinder in each of its levels. In
fact, all curves in such a limiting building lie in R×K since K is compact, moreover,
no spheres appear since J ′ is tamed by some exact symplectic form on R×K, and
no planes appear since X ′ has no contractible closed trajectories inside K. Thus the
building is cylindrical. The regularity assumption now allows for two possibilities:
either the building consists of a single cylinder C ∈MK,J′(γ′; γ′′′)/R and Cn → C
in MK,J′(γ′; γ′′′)/R, or it has two levels, the top cylinder represents elements in
MK,J ′(γ′; γ′′) and the bottom cylinder represents elements in MK,J′(γ′′; γ′′′) for
some orbit γ′′ ∈ P(H′,K, γ) satisfying |γ′′| = `. Here γ′′ does not need to be good.
Note the freedom in the positive asymptotic marker at the bottom cylinder, and in
the negative asymptotic marker at the top cylinder.
Conversely, with an orbit γ′′ ∈ P(H′,K, γ) satisfying |γ′′| = ` fixed, cylinders
C+ ∈ MK,J′(γ′; γ′′)/R, C− ∈ MK,J′(γ′′; γ′′′)/R project compactly inside int(K)
again by Lemma 3.4 since (H′, J ′) ∼ (H, J). Hence, using the assumed regularity,
they can be glued to a 1-parameter family of cylinders in MK,J′(γ′; γ′′′)/R which
will break to the two-level cylindrical building composed of C+ and C−.
We conclude that the SFT-boundary of MK,J′(γ′; γ′′′)/R can be represented
precisely by broken cylinders with two levels, the top level being a cylinder in
MK,J ′(γ′; γ′′)/R and the bottom level being a cylinder inMK,J ′(γ′′; γ′′′)/R, where
the orbit γ′′ ∈ P(H′,K, γ) satisfying |γ′′| = ` can be good or bad. However, the
correspondence between ends ofMK,J′(γ′; γ′′′) and such broken cylinders consisting
of pairs C+ ∈MK,J′(γ′; γ′′)/R and C− ∈MK,J′(γ′′; γ′′′)/R, for orbits γ′′ as above,
is not 1-1: each end is represented by mγ′′ pairs.
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We proceed and compute
(17)
mγ′′′
〈
d2(γ′), γ′′′
〉
=
∑
γ′′ is good,|γ′′|=`
n(γ′, γ′′)n(γ′′, γ′′′)
mγ′′
=
∑
|γ′′|=`
n(γ′, γ′′)n(γ′′, γ′′′)
mγ′′
=
∑
|γ′′|=`
∑
C1 ∈MK,J′(γ′; γ′′)/R
C2 ∈MK,J′(γ′′; γ′′′)/R
(C1)(C2)
mγ′′
The factor 1/mγ′′ takes into account the ambiguity in the representation of the
ends of MK,J′(γ′; γ′′′)/R by pairs (C1, C2), so that the above sum can be seen as
a signed count of ends, with each end counted once.
Now we prove that (17) vanishes. Consider (possibly bad) orbits γ′′0 , γ
′′
1 ∈
P(H′,K, γ) satisfying |γ′′i | = ` and let Ei+ ⊂ MK,J′(γ′; γ′′i ), i = 0, 1, be con-
nected compact subsets, that is, compact intervals of R-orbits. Similarly, consider
also Ei− ⊂ MK,J′(γ′′i ; γ′′′), i = 0, 1, compact and connected. Assuming Ei± are
nonempty, the assumed regularity and the glueing construction give a local diffeo-
morphism
(18) #R : E
0
+ × E0− ∪ E1+ × E1− →MK,J′(γ′; γ′′′)
where R > R0  1 is fixed large enough (depending on E0+, E1+, E0−, E1−); compare
with [37, Theorem 3 in page 69]. Assume that there exists a connected component
Y ⊂MK,J′(γ′; γ′′′) such that #R(E0+×E0−∪E1+×E1−) ⊂ Y , and suppose that pairs
in E0+×E0− are not R-translations of pairs in E1+×E1−. This means that a point in
E0+×E0− and a point in E1+×E1− represent both boundary components of Y/R in the
sense of SFT. Denote by χi± the vector fields on E
i
± given by infinitesimal R-action
(i = 0, 1) and by
〈
χi±
〉
the induced orientations. Let Π : Y → Y/R be the quotient
projection and fix an orientation preserving diffeomorphism φ : Y/R → (−1, 1)
where Y/R is equipped with the coherent orientation, and (−1, 1) is oriented by
the vector field 1. If (C0+, C
0
−) ∈ E0+ × E0−, (C1+, C1−) ∈ E1+ × E1− are chosen
arbitrarily, it is crucial to observe that
d#R|(Ci+,Ci−) · (χ
i
+, χ
i
−) ∈ ker dΠ (i = 0, 1)
and that if we let R be large enough then the nonvanishing vectors
(19) d(φ ◦Π ◦#R)|(C0+,C0−) · (χ0+,−χ0−), d(φ ◦Π ◦#R)|(C1+,C1−) · (χ1+,−χ1−)
point in opposite directions as vectors in T (−1, 1). This is carefully explained by
Schwarz [37] in the finite-dimensional case, the proof carries over to our situa-
tion since glueing maps and orientations used here share analogous properties (see
Lemma 4.3 in page 137 of [37]). The picture is clear: let τ be a positive real number
and fix a large glueing parameter R, then
Π ◦#R(τ ∗ C0+,−τ ∗ C0−) and Π ◦#R(τ ∗ C1+,−τ ∗ C1−)
move towards different ends of Y/R as τ increases (here ∗ denotes the R-action),
implying that the vectors in (19) point in opposite directions. Now we are position
to complete the proof. The relevant signs in the terms of (17) corresponding to the
SFT-boundary of Y/R are
〈
χi±
〉
= (Ci±)σCi± , i = 0, 1, where σ denotes coherent
orientation. Now, the differential of the glueing map d#R induces at the level of
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orientations the same map as the linear glueing map. Thus, it respects coherent
orientations: d#R · (σCi+ ⊕ σCi−) = σ#R(Ci+,Ci−) (i = 0, 1). Hence
d#R · (
〈
χi+
〉⊕ 〈−χi−〉) = −(Ci+)(Ci−)σ#R(Ci+,Ci−) (i = 0, 1)
Since the vectors (19) point toward opposite ends of (−1, 1) we get
(C0+)(C
0
−) + (C
1
+)(C
1
−) = 0.
This holds for every noncompact connected component Y/R of MK,J′(γ′; γ′′′)/R,
hence (17) vanishes. 
Definition 4.4 (Local Contact Homology). Let γ be an isolated closed orbit for
the special stable Hamiltonian structure H = (ξ,X, ω), and take a small isolating
neighborhood K for γ. Let H′ be a small non-degenerate perturbation of H, and
J ′ ∈ J (H′) be a small perturbation of J in the strong C∞-topology which is regular
for the data (H′,K, γ). The local contact homology HC(H, γ) of the pair (H, γ) is
defined as the homology of the complex (C∗(H′,K, γ), d).
The remaining of Section 4 is devoted to showing that this definition does not
depend on the choice of K and of the small perturbation (H′, J ′) of (H, J).
4.1.2. Chain maps. We consider H′ = (ξ′, X ′, ω′), H′′ = (ξ′′, X ′′, ω′′) nondegener-
ate C∞-small perturbations of H as explained in § 4.1.1. Consider also J ′ ∈ J (H′)
and J ′′ ∈ J (H′′) C∞-close to J and regular for the data (H′,K, γ) and (H′′,K, γ),
respectively. As before, regularity may not be achieved.
We assumed that H is special for γ. Consequently, according to Definition 3.6,
H is either induced by some contact form α, or the 1-form λ (3) is closed. In the
first case consider Ω0 = d(e
aα), in the second case consider Ω0 = d(Ae
aλ + α)
where α is some primitive of ω near K and A 1. Here a is the R-coordinate. In
both cases J is Ω0-compatible.
Lemma 4.5. Fix L > 0. In both cases of Definition 3.6 we can find a C∞-small
exact perturbation Ω of Ω0 on [−L,L]×K, which agrees with a positive multiple of
ω′ on T ({L} ×K) and with a positive multiple of ω′′ on T ({−L} ×K).
Proof. Let us prove this in the second case, the first case being trivial. Since
H2(K;R) vanishes and ω′, ω′′ are C∞-close to ω, it follows from the Mayer-Vietoris
principle that we can find primitives α′, α′′ of ω′, ω′′ near K, respectively, which
are C∞-close to α. Hence, there exists a smooth family {αs}s∈R of 1-forms defined
near K such that αs = α
′ for s ≥ L, αs = α′′ for s ≤ −L and ∂sαs is uniformly
C∞-small. Then take Ω = d(Aeaλ+αa) on [−L,L]×N (note here that λ is closed
and A is large). 
For any fixed L > 0 we may find J¯ ∈ JL(J ′′, J ′). Assuming that J ′, J ′′ are
sufficiently C∞-close to J , we can also assume that J¯ is arbitrarily close to J in
C∞-strong topology. Then J¯ will be Ω-tamed when Ω is the small perturbation of
Ω0 given by Lemma 4.5. We can use Ω to define energies of J¯-holomorphic maps.
Consider the space Z(J¯ ,K, γ) of finite-energy J¯-holomorphic maps
F = (a, f) : R× S1 → R×K
such that the loops t 7→ f(s, t) are homotopic to γ in K, with a positive (negative)
puncture at +∞× S1 (−∞× S1). We suppose regularity can be achieved for such
cylinders by arbitrarily small perturbations of J¯ inside JL(J ′′, J ′). Thus, we could
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have assumed that J¯ is regular and has the above listed geometric properties. This
means that, after such perturbation, the linearized Cauchy-Riemann equation at
every F ∈ Z(J¯ ,K, γ) is a surjective Fredholm operator. In this case we call J¯
regular for the data ((H′, J ′), (H′′, J ′′),K, γ).
Similarly as in § 4.1.1, given any γ′ ∈ P(H′,K, γ) and γ′′ ∈ P(H′′,K, γ) we
consider the set FK,J¯(γ′; γ′′) of triples (t+, t−, F ) ∈ S1 × S1 × Z(J¯ ,K, γ) such
that F satisfies ∂sF + J¯(F )∂tF = 0, is asymptotic to γ
′, γ′′ as s → +∞,−∞,
respectively, and if we write F = (a, f) then
f(s, t+)→ ptγ′ as s→ +∞, f(s, t−)→ ptγ′′ as s→ −∞
and a(s, t) → ±∞ as s → ±∞. By the assumed regularity FK,J¯(γ′; γ′′) is a
manifold of dimension |γ′| − |γ′′| + 2. It carries a free R × S1-action defined as
in (10), and the orbit space of this action
(20) MK,J¯(γ′; γ′′) := FK,J¯(γ′; γ′′)/R× S1
becomes a manifold of dimension |γ′| − |γ′′|.
Lemma 4.6. If |γ′| = |γ′′| then MK,J¯(γ′; γ′′) is finite.
The above statement is proved almost identically as Lemma 4.2, only note that
the levels of certain relevant cylindrical buildings may satisfy the Cauchy-Riemann
equation with respect to different almost complex structures. Again one relies on
Lemma 3.4 for this argument.
The moduli spaces MK,J¯(γ′; γ′′) for the various γ′, γ′′ as above are orientable
and can be assigned a system of orientations which is coherent under glueing, see [4].
When |γ′| = |γ′′| one can associate signs (C) to elements C ∈MK,J¯(γ′; γ′′): these
moduli spaces are 0-dimensional and one can compare the coherent orientations
with the canonical orientation of the trivial vector space to obtain the above men-
tioned signs. There is no need to assume γ′ or γ′′ is good.
Analogously to [12] we set
(21) n¯(γ′, γ′′) =
∑
C∈MK,J¯ (γ′;γ′′)
(C)
if |γ′| − |γ′′| = 0, or n(γ′, γ′′) = 0 if |γ′| − |γ′′| 6= 0. As in § 4.1.1 rotating the
asymptotic markers define operators on MK,J¯(γ′; γ′′) by
(22)
ρ¯+([t+, t−, F ]) = [t+ + 1/m′, t−, F ]
ρ¯−([t+, t−, F ]) = [t+, t− + 1/m′′, F ]
where m′,m′′ are the multiplicities of γ′, γ′′ respectively. Results from [4] tell us
that ρ+ preserves orientation if, and only if, γ
′ is good. Similarly, ρ− preserves
orientation if, and only if, γ′′ is good. Since bad orbits have even multiplicity we
conclude that n¯(γ′, γ′′) = 0 if γ′ or γ′′ is bad. Finally one defines
(23) Φ : C∗(H′,K, γ)→ C∗(H′′,K, γ) by γ′ 7→
∑
γ′′∈P0(H′′,K,γ)
n¯(γ′, γ′′)
mγ′′
γ′′.
Lemma 4.7. If (H′, J ′), (H′′, J ′′) as above are sufficiently close to (H, J) and J¯ is
regular and sufficiently C∞-strong close to J , then (23) is a chain map with respect
to the differentials defined in (16).
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Proof. The proof is analogous to that of Lemma 4.3. Let γ+ ∈ P0(H′,K, γ)
and γ− ∈ P0(H′′,K, γ) satisfy ` := |γ+| − 1 = |γ−|. We wish to show that
〈Φ ◦ d′(γ+)− d′′ ◦ Φ(γ+), γ−〉 = 0, where d′ and d′′ are the differentials defined
using J ′ and J ′′, respectively, in the local chain complexes generated by good
closed orbits of X ′ and X ′′ near γ. The signed sums (13) associated to J ′ and J ′′
will be denoted by n′(·, ·) and n′′(·, ·), respectively. Abbreviate P ′0 = P0(H′,K, γ),
P ′ = P(H′,K, γ). We compute
(24)
mγ− 〈Φ ◦ d′(γ+), γ−〉 =
∑
γ˜∈P0,|γ˜|=`
n′(γ+, γ˜)n¯(γ˜, γ−)
mγ˜
=
∑
γ˜∈P,|γ˜|=`
n′(γ+, γ˜)n¯(γ˜, γ−)
mγ˜
=
∑
γ˜∈P,|γ˜|=`
∑
C1 ∈MK,J′(γ+; γ˜)/R
C2 ∈MK,J¯(γ˜; γ−)
(C1)(C2)
mγ˜
In the second equality we replaced a sum over the good orbits by a sum over all
orbits since the corresponding coefficients for bad orbits vanish, as already observed
before. Analogously
(25)
mγ− 〈d′′ ◦ Φ(γ+), γ−〉
=
∑
γ˜∈P,|γ˜|=`+1
∑
C1 ∈MK,J¯(γ+; γ˜)
C2 ∈MK,J′′(γ˜; γ−)/R
(C1)(C2)
mγ˜
where here P ′′ stands for P(H′′,K, γ).
A glueing/compactness analysis, similar to the one described in the proof of
Lemma 4.3, shows that to each term appearing in the sums (24),(25) there cor-
responds an end of the 1-dimensional space MK,J¯(γ+; γ−). In fact, since K has
no finite-energy sphere of planes which are holomorphic with respect to J ′, J ′′
or J¯ , sequences on MK,J¯(γ+; γ−) SFT-converge to cylindrical buildings. The as-
sumed regularity implies that these have precisely two levels, one of which cor-
responds to a J¯-holomorphic cylinder. Conversely, consider a two-level build-
ing consisting of a pair (C1, C2) ∈ MK,J′(γ+; γ˜)/R × MK,J¯(γ˜; γ−) or of a pair
(C1, C2) ∈MK,J¯(γ+; γ˜)×MK,J′′(γ˜; γ−)/R. The important observation is that by
Lemma 3.4 the maps representing C1, C2 project compactly inside int(K). Hence,
using the assumed regularity, these can be glued to obtain 1-parameter family of
cylinders in MK,J¯(γ+; γ−). Hence, as usual, this glueing/compactness argument
shows that these pairs (C1, C2) form the SFT-boundary of MK,J¯(γ+; γ−).
However, the correspondence between ends of MK,J¯(γ+; γ−) and terms of (24),
(25) is not 1-1. Each end associated to a 2-level broken cylinder corresponds pre-
cisely to mγ˜ terms, where γ˜ is the asymptotic orbit between the levels. Hence, after
dividing by the corresponding factors mγ˜ , adding (24) with (25) gives a signed count
of ends of MK,J¯(γ+; γ−) with each end counted precisely once.
Let Y be a connected component ofMK,J¯(γ+; γ−). There are three possibilities:
I) Both ends of Y correspond to terms in (24).
II) Both ends of Y correspond to terms in (25).
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III) One end of Y corresponds to a term in (24) and the other end corresponds
to a term in (25).
Cases I and II: Let us handle I, case II is similar and left to the reader. There
exists γ˜i ∈ P(H′,K, γ) satisfying |γ˜i| = |γ+| − 1, connected components Ei+ of
MK,J ′(γ+; γ˜i), and Ci− ∈ MK,J¯(γ˜i; γ−) (i = 0, 1) such that (E0+/R, C0−) and
(E1+/R, C1−) correspond to the ends of Y in the sense of SFT. Let J i ⊂ Ei+ be
nontrivial compact connected subsets (compact intervals of R-translations). Glue-
ing yields a local diffeomorphism
#R : J
0 × {C0−} ∪ J1 × {C1−} → Y.
Regularity is crucial to get this map well-defined; please see the end of [37, page 97]
and note that the glueing map is a local embedding when the glueing parameter
is “frozen” at a very large value. We insist on writing the domain of #R as (a
union of) products, similarly as in (18), since we need to deal with orientations:
the point-spaces {Ci−} are oriented by the coherent orientation (denoted by σ) and
the signs (Ci−) are given by
3 〈1〉 = (Ci−)σCi− . For any given points Ci+ ∈ J i, the
signs (Ci+) are given by
〈
χi+
〉
= (Ci+)σCi+ , where χ
i
+ denotes the infinitesimal R-
action. Let us fix an orientation preserving diffeomorphism φ : Y → (−1, 1), where
(−1, 1) is given its standard orientation and Y is given the coherent orientation.
Standard glueing analysis tells us that the vectors
d(φ ◦#R)|(C0+,C0−) · (χ0+, 0) and d(φ ◦#R)|(C1+,C1−) · (χ1+, 0)
point in opposite directions as vectors in (−1, 1), see Lemma 4.5 in page 141 of [37]
for the Morse theoretical case. At the level of orientations d#R induces the same
map as the linear-glueing described in [4]. Thus d#R respects coherent orientations.
We get
d#R · (
〈
χi+
〉⊕ 〈1〉) = (Ci+)(Ci−)σ#R(Ci+,Ci−) (i = 0, 1).
Consequently (C0+)(C
0
−) = −(C1+)(C1−), completing the proof that the contri-
bution of all terms associated to the ends of Y to (24) − (25) is zero. Note here
that the terms just analyzed correspond to terms only in (24).
Case III: There exist γ˜0 ∈ P(H′,K, γ), γ˜1 ∈ P(H′′,K, γ) satisfying |γ˜1| = |γ+| =
|γ˜0|+ 1, a connected component E0+ ofMK,J′(γ+; γ˜0), a connected component E1−
ofMK,J′′(γ˜1; γ−), C0− ∈MK,J¯(γ˜0; γ−), C1+ ∈MK,J¯(γ+; γ˜1), for i = 0, 1, such that
(E0+/R, C0−) and (C1+, E1−/R) correspond to the ends of Y in the sense of SFT. Let
J0 ⊂ E0+, J1 ⊂ E1− be nontrivial compact connected subsets (compact intervals of
R-translations). Glueing yields a local diffeomorphism
#R : J
0 × {C0−} ∪ {C1+} × J1 → Y
where R is a large glueing parameter. Regularity is crucial to get this map well-
defined. As in cases I and II, the point-spaces {C0−}, {C1+} are oriented by the
coherent orientation (denoted by σ) and the signs (C0−), (C
1
+) are given by 〈1〉 =
(C0−)σC0− , 〈1〉 = (C1+)σC1+ . For any given points C0+ ∈ J0 and C1− ∈ J1, the
signs (C0+), (C
1
−) are given by
〈
χ0+
〉
= (C0+)σC0+ ,
〈
χ1−
〉
= (C1−)σC1− where
3The tangent space of the point {Ci−} is the trivial vector space which has exterior algebra
equal to R 3 1.
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χ0+,χ
1
− denote the infinitesimal R-actions. Let us fix an orientation preserving
diffeomorphism φ : Y → (−1, 1), where (−1, 1) is given its standard orientation
and Y is given the coherent orientation. The drastic difference with cases I and II
is that the vectors
d(φ ◦#R)|(C0+,C0−) · (χ0+, 0) and d(φ ◦#R)|(C1+,C1−) · (0, χ1−)
point in the same direction when seen as vectors in (−1, 1), see Lemma 4.5 in page
141 of [37] for the Morse theoretical case. The reader acquainted with the glueing
construction will notice that the geometrical picture is clear. Since d#R induces
the same map as the linear-glueing described in [4] at the level of orientations, d#R
respects coherent orientations. We get
d#R · (
〈
χ0+
〉⊕ 〈1〉) = (C0+)(C0−)σ#R(C0+,C0−)
d#R · (〈1〉 ⊕
〈
χ1−
〉
) = (C1+)(C
1
−)σ#R(C1+,C1−)
Differently from cases I and II, we arrive at (C0+)(C
0
−) = (C
1
+)(C
1
−). Thus the
terms associated to the ends of Y contribute with zero to the number
mγ− 〈Φ ◦ d′(γ+)− d′′ ◦ Φ(γ+), γ−〉 = (24)− (25).

4.1.3. Homotopies. Two chain maps as in (23) turn out to be chain homotopic. To
see this, consider H′,H′′ small non-degenerate perturbations of H. Consider also
J ′ ∈ J (H′), J ′′ ∈ J (H′′) small perturbations of J which are regular for the data
(H′,K, γ) and (H′′,K, γ), respectively, and to which the conclusions of Lemma 3.4
apply.
Consider choices J¯0, J¯1 ∈ JL(J ′′, J ′) which are C∞-strong close to J and regular
for the data ((H′, J ′), (H′′, J ′′),K, γ), with the properties required in § 4.1.2. Note
that J ′, J ′′ are allowed to be taken arbitrarily C∞-strong close to J . Then we may
find J¯0, J¯1 and the homotopy {J¯τ} ∈ Jτ,L(J ′′, J ′) connecting J¯0 to J¯1 lying on
a arbitrarily given small C∞-strong neighborhood of J (uniformly in τ ∈ [0, 1]).
Moreover, with the help of Lemma 4.5 one finds an exact symplectic form Ω on
[−L,L]×K C∞-close to Ω0 as described in § 4.1.2, which tames all J¯τ , equals ω′′
on T ({−L} × N) up to a positive constant, and equals ω′ on T ({L} × N) up to
a positive constant. Such a symplectic form can be used to define the energy of
J¯τ -holomorphic maps, for all τ ∈ [0, 1].
We need the path {J¯τ} to be regular for the data ((H′, J ′), (H′′, J ′′),K, γ) in
the following sense. Let Z({J¯τ},K, γ) denote the set of pairs (z, F ), where z ∈
[0, 1], and F : R × S1 → R × K is a finite-energy J¯z-holomorphic cylinder with
a positive/negative puncture at +∞ × S1/−∞ × S1, asymptotic to an orbit in
P(H′,K, γ) at the positive puncture and to an orbit in P(H′′,K, γ) at the negative
puncture. Regularity of {J¯τ}means that, in a standard functional analytical set-up,
the linearization of the (τ -dependent) Cauchy-Riemann equation at every (z, F ) ∈
Z({J¯τ},K, γ) is surjective. We proceed assuming that any path in Jτ,L(J ′′, J ′) can
be slightly and uniformly (in τ) C∞-strong perturbed to a regular path keeping the
endpoints J¯0, J¯1 fixed.
For γ′ ∈ P(H′,K, γ) and γ′′ ∈ P(H′′,K, γ) we consider the set FK,{J¯τ}(γ′; γ′′)
consisting of triples (t+, t−, (z, F )) ∈ S1 × S1 ×Z({J¯τ},K, γ) where F : R× S1 →
R×K is a finite-energy solution of ∂sF + J¯z(F )∂tF = 0, asymptotic to the orbits
γ′/γ′′ at +∞ × S1/−∞ × S1. Moreover, writing F = (a, f) then a(s, t) → ±∞
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as s → ±∞, f(s, t+) → ptγ′ as s → +∞ and f(s, t−) → ptγ′′ as s → −∞. The
energy is defined using the taming symplectic forms mentioned above. In view of
regularity FK,{J¯τ,t}(γ′; γ′′) is a smooth manifold of dimension |γ′| − |γ′′| + 3. As
before, R× S1 acts freely on FK,{J¯τ}(γ′; γ′′), so that the quotient space
MK,{J¯τ}(γ′; γ′′) = FK,{J¯τ}(γ′; γ′′)/R× S1
is a manifold of dimension |γ′| − |γ′′|+ 1.
Lemma 4.8. MK,{J¯τ}(γ′; γ′′) is finite when |γ′| − |γ′′| = −1.
The proof is entirely analogous to that of Lemma 4.2 and will be omitted. We
need automatic energy bounds for elements in F({J¯τ},K, γ), which is guaranteed
by Lemma 3.4 in view of the special form of our small perturbations of the data
(H, J) and by the properties of Ω.
When |γ′| − |γ′′| + 1 = 0 there are signs ([t+, t−, (z, F )]) associated to each
element [t+, t−, (z, F )] ofMK,{J¯τ}(γ′; γ′′) induced by a system of orientations which
is coherent with the glueing operation; see [4]. We set
(26) n˜(γ′, γ′′) =
∑
C∈MK,{J¯τ}(γ′,γ′′)
(C)
when |γ′| − |γ′′| = −1, or n˜(γ′, γ′′) = 0 otherwise. One defines a degree +1 map
(27) Q : C∗(H′,K, γ)→ C∗+1(H′′,K, γ) by Qγ′ =
∑
γ′′∈P0(K,H′′,γ)
n˜(γ′, γ′′)
mγ′′
γ′′
on generators.
Lemma 4.9. Let Φ0,Φ1 : C∗(H′,K, γ) → C∗(H′′,K, γ) be the chain maps (23)
induced by J¯0, J¯1, respectively. Then Φ1 − Φ0 = Q ◦ d′ − d′′ ◦Q.
The argument is analogous to the ones given to prove Lemma 4.3 and Lemma 4.7,
only note here that moduli spaces MK,{J¯τ}(γ+; γ−) with γ+ ∈ P(H′,K, γ) and
γ− ∈ P(H′′,K, γ) satisfying |γ+| = |γ−| do have “genuine” boundary points, cor-
responding to MK,J¯0(γ+; γ−) and MK,J¯1(γ+; γ−). As a final remark, these argu-
ments strongly rely on Lemma 3.4 which ensures that all relevant cylinders project
compactly inside int(K). The proofs of lemmas 4.8 and 4.9 will be omitted since
they are very similar to the proofs of lemmas 4.2, 4.3, and 4.7.
4.1.4. Stability of local contact homology. Here we study the chain maps (23) more
closely and show that they induce isomorphisms at the homology level. Consider, as
before, pairs (H′, J ′), (H′′, J ′′), where H′ = (ξ′, X ′, ω′) and H′′ = (ξ′′, X ′′, ω′′) are
special nondegenerate small perturbations of H, and J ′ ∈ J (H′), J ′′ ∈ J (H′′) are
small perturbations of J which are regular for the data (H′,K, γ) and (H′′,K, γ),
respectively.
We can assume that the conclusions of Lemma 3.3 hold for H′,H′′, and those
of Lemma 3.4 hold for J ′, J ′′. Fix L > 0 and choose J¯+ ∈ JL(J ′′, J ′), J¯− ∈
JL(J ′, J ′′) sufficiently C∞-strong small perturbations of J , to which the conclusions
of Lemma 3.4 also apply. This can be achieved since we have the freedom of choosing
J ′, J ′′ as C∞-strong close to J as we want. We also assume that J¯± are regular, as
explained in § 4.1.2. The energy of J¯±-holomorphic maps are defined using certain
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symplectic forms on [−L,L] × K as constructed in § 4.1.2. For any R > L we
consider J¯R ∈ JL<R(J ′) defined by
(28) J¯R =
{
(τ−R)∗J¯+ on [0,+∞)×N
(τR)
∗J¯− on (−∞, 0]×N
which is smooth since R > L; see § 2.2.2 for the definition of JL<R(J ′). Note that
if J ′, J ′′, J¯± are chosen sufficiently close to J then J¯R is forced to lie on any given
arbitrarily small neighborhood of J in the C∞-strong topology, uniformly for all
R > L.
Lemma 4.10. The chain maps Φ± (23) induced by J¯± satisfy Φ− ◦ Φ+ = id in
homology.
Proof. If γ′± ∈ P(H′,K, γ) satisfy |γ′+| = |γ′−| =: ` then
(29)
mγ′−
〈
Φ− ◦ Φ+(γ′+), γ′−
〉
=
∑
γ′′ ∈ P(H′′,K, γ)
|γ′′| = `
∑
C1 ∈MK,J¯+(γ′+; γ′′)
C2 ∈MK,J¯−(γ′′; γ′−)
(C1)(C2)
mγ′′
Note that if γ′′ is bad the corresponding inner-sum vanishes because rotating as-
ymptotic markers at a puncture asymptotic to a bad orbit reverses orientations.
Now when R is large enough, using regularity of all almost complex structures
involved, we can glue a given pair
(30) (C1, C2) ∈MK,J¯+(γ′+; γ′′)×MK,J¯−(γ′′; γ′−)
to obtain an element of MK,J¯R(γ′+; γ′−). In fact, using the assumed regularity
glueing can be performed, but a priori it could not yield a cylinder with image in
R ×K. However, the important fact is that by Lemma 3.4 the maps representing
C1, C2 project compactly inside int(K). Thus the glued cylinder indeed represents
an element of MK,J¯R(γ′+; γ′−).
By a compactness argument one shows that every element of MK,J¯R(γ′+; γ′−)
arises this way when R is fixed large enough. However, as in previous proofs in this
section, the correspondence between terms of (29) and elements ofMK,J¯R(γ′+; γ′−),
for large and fixed R, is not 1-1. In fact, glueing can be performed in mγ′′ different
ways and this is the reason for the coefficient 1/mγ′′ in each term of (29). Hence (29)
is precisely a signed count of the elements of MK,J¯R(γ′+; γ′−) with each element
counted once. Consequently, in view of the coherence between glueing and the
chosen orientations, we conclude that
(29) =
∑
C∈MK,J¯R (γ′+;γ′−)
(C) = mγ′−
〈
ΦR(γ
′
+), γ
′
−
〉
where ΦR denotes the map (23) associated to J¯
R. By standard glueing analysis,
using the assumed regularity of all almost complex structures involved, it follows
that J¯R is also regular when R is large enough. This shows that
Φ− ◦ Φ+ = ΦR
when R 1.
Now we consider a regular homotopy between J¯R and the R-invariant J ′. This
last almost complex structure is taken regular, so that the associated chain map (23)
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is necessarily the identity at the chain level. Thus, by Lemma 4.9, ΦR induces the
identity map at the level of homology. 
Corollary 4.11. Suppose that H′,H′′ are sufficiently small special nondegenerate
C∞-perturbations of H, and also that J ′ ∈ J (H′) and J ′′ ∈ J (H′′) are C∞-strong
close to J and regular for the data (H′,K, γ) and (H′′,K, γ), respectively. Then the
homologies of the chain complexes (C∗(H′,K, γ), d′) and (C∗(H′′,K, γ), d′′) defined
as in § 4.1.1 by the data (H′, J ′) and (H′′, J ′′), respectively, are isomorphic.
It follows from our discussion that there are well-defined graded vector spaces
HC∗(H,K, γ, J) given by the homology of the chain complex (C∗(H′,K, γ), d′)
where K is a small tubular neighborhood of γ and the data (H′, J ′) ' (H, J) is
carefully chosen as in the above discussion. We still need to address the indepen-
dence of HC∗(H,K, γ, J) on J and K.
4.2. Invariance of local contact homology.
Lemma 4.12. Let {Hs = (ξs, Xs, ωs)}s∈[0,1] be a smooth family of stable hamilton-
ian structures on a manifold N , and Js ∈ J (Hs) be a smooth 1-parameter family
of R-invariant almost complex structures. Let γ be a closed X0-orbit and let K be
a small compact tubular neighborhood of (the geometric image of) γ such that for
every s ∈ [0, 1] the following hold:
(a) The vector field Xs is a pointwise positive multiple of X0 on the geometric
image of γ.
(b) γ is the only closed orbit of Xs contained in K in its free homotopy class
(of loops in K).
(c) Xs has no closed orbit contained in K which is contractible in K.
(d) Either Hs is induced by some contact form on K, or the 1-form λs associ-
ated to Hs as in (3) is closed on K (see Definition 3.6).
Then HC∗(H0,K, γ, J0) ' HC∗(H1,K, γ, J1).
In (b) above we abuse the notation and see γ as a closed Xs-orbit. This is
possible in view of (a).
Proof. It is an immediate consequence of Corollary 4.11 that for every s0 ∈ [0, 1]
there exists  > 0 such that HC∗(Hs,K, γ, Js) = HC∗(Hs0 ,K, γ, Js0) for all
s ∈ [0, 1] satisfying |s − s0| < . In fact, if not, we find a sequence sn → s0
such that HC∗(Hsn ,K, γ, Jsn) 6= HC∗(Hs0 ,K, γ, Js0), ∀n. There are very small
C∞-perturbations (H′n, J ′n) of (Hsn , Jsn) such that H′n is nondegenerate, J ′n is
regular for the data (H′n,K, γ), (H′n, J ′n) → (Hs0 , Js0) in C∞ as n → ∞, and
the conclusions of Lemma 3.4 hold for all J ′n. Moreover, we can assume that the
homology of the chain complex (C∗(H′n,K, γ), d), where d is defined using J ′n, is
HC∗(Hsn ,K, γ, Jsn). However, Corollary 4.11 says that these homology groups are
also equal HC∗(Hs0 ,K, γ, Js0) when n is large, a contradiction. The conclusion now
follows from compactness of [0, 1]. 
As a consequence we can drop the dependence on J of the local contact homology
of the data (H,K, γ, J). It is easy to see that it is also independent of the small
tubular neighborhood K where γ is the only closed Hamiltonian orbit in its free
homotopy class (of loops in K). We will write HC(H, γ) for simplicity.
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5. Local contact homology of isolated prime Reeb orbits
In this section we establish the relation between local contact homology of an
isolated prime Reeb orbit and the associated Poincare´ return map to a local cross
section.
Proposition 5.1. Let α be a contact form on a manifold N , and γ be an isolated
prime Reeb orbit. Let Σ ⊂ N be an embedded hypersurface transverse to γ at a
point p ∈ γ, so that the local first return map ϕ : (U, p)→ (Σ, p) is well-defined on
a small neighborhood U of p in Σ. Then HC(α, γ) and HF (ϕ, p) are isomorphic.
In the above statement we denote by HF (ϕ, p) the local Floer homology at the
isolated fixed point p of the germ of symplectic diffeomorphism ϕ of the symplectic
manifold (Σ, dα|Σ). The isomorphism in Proposition 5.1 is defined only up to an
even shift in the grading, since the grading of local Floer homology of a germ of
Hamiltonian diffeomorpohism near an isolated fixed point is only defined up to an
even shift, see [20].
5.1. Local models.
Lemma 5.2. Let α be a contact form on a (2n − 1)-dimensional manifold, and
γ = (x, T ) be a prime closed α-Reeb orbit. Then there exists a tubular neighborhood
K ' R/Z × B of x(R), where B ⊂ R2n−2 is a small open ball centered at the
origin, with coordinates (t, q1, . . . , qn−1, p1, . . . , pn−1), such that x(R) ' R/Z × 0,
α ' Hdt + λ0, where H : K → R satisfies Ht(0) = T , dHt(0) = 0, and λ0 =
1
2
∑n−1
k=1 qkdpk − pkdqk.
Proof. First, it is simple to get a tubular neighborhood K ' R/Z × B such that
x(R) = R/Z×{0}, α|R/Z×0 = Tdt and dα restricted to 0×R2n−2 ⊂ T(t,0)(R/Z×B)
coincides with ω0, ∀t ∈ R/Z. By a parametrized version of Darboux’s theorem for
symplectic forms, we can change coordinates to obtain dα|T (t×B) = ω0, ∀t.
Now, let the α-Reeb flow be denoted by φt. On a small neighborhood U of
0 ∈ R2n−2 we find a smooth function τ : [0, 1]×U → R such that φτ(t,z)(0, z) ∈ t×B.
The maps ϕt defined by (t, ϕt(z)) = φτ(t,z)(0, z) on U are symplectic embeddings
fixing the origin. Hence, we can find a smooth Hamitonian Ht defined near 0 such
that ϕt is its Hamiltonian flow. Moreover, Ht can be arranged to be 1-periodic on
t since so is ϕ˙t ◦ϕ−1t and, consequently, Ht defines a smooth function near R/Z×0.
There is no loss of generality to assume that Ht(0) = T . It must satisfy dHt(0) = 0
since 0 is left fixed. Consider the vector field X˜H = ∂t+XHt , where dHt = iXHtω0.
By the definition of ϕt we get iX˜Hdα = 0. But our coordinates obtained so far
guarantee that dα = βt ∧ dt+ ω0, for some 1-periodic smooth family of 1-forms βt
defined near 0 ∈ R2n−2. Consequently
0 = iX˜Hdα = (iXHtβt)dt− βt + iXHtω0 = (iXHtβt)dt− βt + dHt
proving that βt = dHt. In other words, dα = dHt ∧ dt+ ω0.
Let α1 = Hdt + λ0, so that dα = dα1. Moreover,
∫
R/Z×0 α − α1 = 0 and,
consequently, we find a smooth function f defined near R/Z × 0 such that df =
α − α1. After subtracting a constant we can assume f = 0 on R/Z × 0. Consider
αs = (1− s)α+ sα1 and the vector field Ys = fXαs where, for each s ∈ [0, 1], Xαs
is the Reeb vector of the contact form αs (it is easy to see that αs are contact forms
30 U. HRYNIEWICZ AND L. MACARINI
near R/Z× 0). Denoting by ψs the flow of Ys we get
d
ds
ψ∗sαs = ψ
∗
s (iYsdαs + d(iYsαs) + α1 − α) = ψ∗s (df + α1 − α) = 0.
Moreover, R/Z× 0 is left fixed by ψs. Using ψ1 we obtain the desired coordinates.

5.2. Proof of Proposition 5.1. Let γ = (x, T ) be a prime closed isolated Reeb
orbit for a contact form α, as in the statement of Proposition 5.1. In view of
Lemma 5.2 we work on K = R/Z × B with coordinates (t, q1, . . . , p1, . . . ) and
assume that α = Htdt+ λ0, Ht(0) = T , dHt(0) = 0, and x(t) = (t/T, 0). Also, we
assume that γ is the only closed α-Reeb orbit which goes once around the tube.
Thus we can take (Σ, dα) = (0×B,ω0).
The 1-forms αs = (1− s)α + sdt, s ∈ [0, 1], are contact forms on K for s < 1 if
B is small enough, and dαs = (1− s)dα = (1− s)ωH , where ωH = dHt ∧ dt + ω0.
Consequently the Reeb vector fields Xαs , s ∈ [0, 1), are all positive multiples of
each other, proving that x(R) is the only closed αs-Reeb orbit going once around
the tube. Consider the family
Hs = (ξs = kerαs, Xαs , dα = ωH), s ∈ [0, 1)
of stable Hamiltonian structures. It can be smoothly continued to [0, 1] by setting
H1 = (ξ1 = ker dt, X˜H , ωH)
where X˜H = ∂t + XHt . Since the 2-form is independent of s, the conditions of
Lemma 4.12 are fulfilled, so that HC∗(Hs, γ) does not depend on s ∈ [0, 1]. It
is easy to check that HC∗(H1, γ) coincides with the local Floer homology of the
isolated 1-periodic orbit 0 of the Hamiltonian Ht, up to an even shift in the grading
since the homotopy class of dα-symplectic trivializations along γ induced by the
choice of coordinates given by Lemma 5.2 was not specified. This concludes the
argument.
6. Estimating local contact homology
In this section we prove the following statement.
Proposition 6.1. Let α be a contact form on a manifold N and γ = (x, T = mT0)
be an isolated α-Reeb orbit with multiplicity m and minimal period T0 > 0. Let
Σ ⊂ N be an embedded hypersurface transverse to γ at p0 = x(0), so that the local
first return map ψ : (U, p0)→ (Σ, p0) is well-defined on a small neighborhood U of
p0 in Σ. Then dimHC∗(α, γ) ≤ dimHF∗(ψm, p0), for every ∗ ∈ Z.
The gradings in HC∗(α, γ) and in HF∗(ψm, p0) are given by the Conley-Zehnder
indices computed with respect to homotopy classes of symplectic trivializations
induced by a common homotopy class of dα-symplectic trivializations of ξ = kerα
along γ, which we fix from now on.
6.1. Geometric set-up and notation. Let n be defined by dimN = 2n − 1,
denote the Reeb vector field of α by R and fix J ∈ J (α). Let K ' R/Z×B be an
isolating neighborhood for γ equipped with coordinates (t, z), z = (q1, . . . , p1, . . . ),
such that x(t) = (t/T0, 0), α coincides with dt on R/Z × 0, dα|ξ coincides with
ω0 =
∑
i dqi ∧ dpi along R/Z × 0, and infK iRdt > 0. Here B ⊂ R2n−2 is a
ball centered at the origin. This choice of coordinates induces a dα-symplectic
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trivialization of ξ along γ, which is assumed to be in the homotopy class previously
chosen.
Consider a small nondegenerate perturbation α′ of α on K, and J ′ ∈ J (α′)
a small perturbation of J which is regular for the data (α′,K, γ) as explained in
§ 4.1.1. We denote by P the set of closed α′-Reeb orbits in K homotopic to γ, and
by P0 ⊂ P those which are good. Let C∗ = C∗(α′,K, γ) be the Q-vector space
freely generated by P0 graded by | · | = µCZ +n− 3. Then J ′ can be used to define
a differential d on C∗ and, by Corollary 4.11, if (α′, J ′) is sufficiently close to (α, J)
the homology of (C∗, d) is the local contact homology HC(α, γ).
The natural m : 1 covering
(31) Π : K˜ := R/mZ×B → K = R/Z×B
can be used to lift all the geometric data. Π∗α is a contact form on K˜ and Π−1γ
is an isolated Π∗α-Reeb orbit, K˜ is an isolating neighborhood for Π−1γ, Π∗α′ is a
small nondegenerate perturbation of Π∗α and (idR×Π)∗J ′ ∈ J (Π∗α′) is regular for
the data (Π∗α′, K˜,Π−1γ) and close to (idR×Π)∗J . The covering group Zm = Z/mZ
of Π acts on K˜ with generator
(32) σ : K˜ → K˜, (t, z) 7→ (t+ 1, z).
The data (Π∗α′, (id × Π)∗J ′) is invariant under this action. The lifts of closed
α′-Reeb orbits homotopic to γ are precisely the closed Π∗α′-orbits which go once
around the tube K˜ and, consequently, they are all good. Moreover, their Conley-
Zehnder indices coincide with the Conley-Zehnder indices of their projections.
Let P˜ be the set of closed Π∗α′-Reeb orbits in K˜ going once around the tube,
which coincides precisely with the set of lifts of orbits in P. The elements of P˜
freely generate a Q-vector space C˜∗ graded by the Conley-Zehnder indices. Since
J ′ is assumed very close to J in the C∞-strong topoloy, (id × Π)∗J ′ determines
in the standard way described in Section 4 a differential d˜ on C˜∗. According to
Proposition 5.1, the homology of (C˜∗, d˜) coincides with the local Floer homology
HF∗(ψm, p).
Orbits in P have possibly many lifts to P˜, and the natural projection is still
denoted Π : P˜ → P. The generator σ of the Zm-action (32) induces an obvious
action on P˜, and we choose a preferred lift for every element of P. Our notation
will be the following: if we write ϕ¯ to denote an element in P then the chosen
preferred lift is ϕ. Every orbit ϕ¯ ∈ P comes with a marked point ptϕ¯ assumed to
lie on 0 × B. Its multiplicity mϕ¯ divides m and ϕ¯ has precisely p = m/mϕ¯ lifts
which are orbits in
Oϕ¯ := Π−1(ϕ¯) = {ϕ, σϕ, . . . , σp−1ϕ}.
Note that σi+pϕ = σiϕ, ∀i. The marked point ptϕ is chosen in 0 × B and we set
ptσjϕ = σ
j(ptϕ), so that Π(ptσjϕ) = ptϕ¯, for j = 0, . . . , p− 1. The elements of Oϕ
are simultaneously called good/bad if ϕ¯ is good/bad. This terminology might be
troublesome since all elements of P˜ are SFT-good (all such orbits are simple), but
we will proceed without fear of ambiguity. The map Π : P˜ → P induces a linear
map
(33) Π∗ : C˜∗ → C∗
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by setting Π∗ = Π on good generators and Π∗ = 0 on bad generators. Finally set
(34) δϕ¯ =
{
+ 1 if ϕ¯ is good,
− 1 if ϕ¯ is bad.
6.2. Finite-energy cylinders and their lifts. Given η, ζ ∈ P we denote by
M(η, ζ) the moduli spaces of finite-energy J ′-holomorphic cylinders in R×K with
a positive and a negative puncture, asymptotic to η at its positive puncture and
to ζ at its negative puncture, with asymptotic markers. Namely, an element is an
equivalence class of triples (t+, t−, F ), where t± ∈ S1, F = (a, f) : R×S1 → R×K
is a non-constant finite-energy J ′-holomorphic map with a positive puncture at
+∞×S1 where it is asymptotic to η, with a negative puncture at −∞×S1 where it
is asymptotic to ζ, and satisfying lims→+∞ f(s, t+) = ptη, lims→−∞ f(s, t
−)→ ptζ .
The triple (θ+, θ−, G) is equivalent to (t+, t−, F ) if one finds c,∆s ∈ R and ∆t ∈ S1
satisfying F (s, t) = τc ◦G(s+ ∆s, t+ ∆t) and t± + ∆t = θ±. Differently from the
notation in Section 4, here we do quotient out by the R-action on the target. The
equivalence class of (t+, t−, F ) is denoted [t+, t−, F ]. Moduli spaces M0(η, ζ) of
cylinders in R×K without asymptotic markers are defined as a set of equivalence
classes of maps as above, where two maps F,G are equivalent if there exist c,∆s ∈ R
and ∆t ∈ S1 such that F (s, t) = τc ◦ G(s + ∆s, t + ∆t). The class of such F is
denoted by [F ], and there is a natural surjective map
(35) ∆ :M(η, ζ)→M0(η, ζ), [t+, t−, F ] 7→ [F ] .
Let F represent a given class [F ] ∈ M0(η, ζ) where η 6= ϕ. Then the group
Iso(F ) of holomorphic self-diffeomorphisms h of R × S1 fixing the ends ±∞× S1
and satisfying F ◦ h = F can be identified with a subgroup of S1 since such h
must have the form h(s, t) = (s, t + ∆t). Although Iso(F ) depends on the rep-
resentative F , its order w[F ] = #Iso(F ) depends only on [F ]. The choice of F
determines a subset of S1 with mη elements, which are possible locations of as-
ymptotic markers at the positive puncture. The group Iso(F ) acts freely on this
set and, consequently, w[F ] divides mη. Analogously, w[F ] divides mζ . Note that
Zmη and Zmζ act on M(η, ζ) by rotation of asymptotic markers, the generators
are: [t+, t−, F ] 7→ [t+ + 1/mη, t−, F ] and [t+, t−, F ] 7→ [t+, t− + 1/mζ , F ]. The set
∆−1[F ] has precisely mηmζ/w[F ] elements, ∀[F ] ∈ M0(η, ζ). Note that both mη
and mϕ divide #∆
−1[F ] since w[F ] is a common divisor of mη and mϕ.
There is a coherent system of orientations of the spaces M(η, ζ), for all choices
η, ζ ∈ P, compatible with glueing4. These are defined as in [4] even when η or ζ is
bad, and determine signs [t+, t−, F ] = ±1 when |η| − |ζ| = 1. One has
(36)
[t+ + 1/mη, t
−, F ] = δη[t+, t−, F ]
[t+, t− + 1/mζ , F ] = δζ[t+, t−, F ].
In other words, the action of Zmη in M(η, ζ) by rotating the asymptotic marker
at the positive puncture is orientation preserving/reversing when η is good/bad.
The analogous statement holds for the action of Zmζ by rotations of the asymptotic
4The reader should note that, in view of Lemma 3.4, if F = (a, f) is a cylinder representing
an element of M(η, ζ) for η, ζ ∈ P then f(R× S1) ⊂ int(K) because J ′ is assumed very close
to some J ∈ J (α). Hence, assuming regularity, such cylinders can be glued to obtain cylinders
which again project into a compact subset of int(F ).
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marker at the negative puncture. Hence this signs descend to signs [F ] onM0(η, ζ)
only when both η and ζ are good.
Moduli spaces of finite-energy (id × Π)∗J ′-holomorphic cylinders in R × K˜ as-
ymptotic to orbits in P˜ with or without marked points are defined in the same
way. However, note that all such cylinders are somewhere injective and there are
no non-trivial reparametrization groups.
Choose any ϕ¯, η¯ ∈ P and set p = m/mϕ¯, q = m/mη¯. There are well-defined
projections
(37) Π∗ :M(σiϕ, σjη)→M(ϕ¯, η¯) [t+, t−, F ] 7→ [t+, t−, (idR ×Π) ◦ F ]
where i = 0, . . . , p− 1, j = 0, . . . , q − 1. For any ζ ∈ P˜ denote
M(Oϕ¯, ζ) =
p−1⋃
i=0
M(σiϕ, ζ) and M(ζ,Oη¯) =
q−1⋃
j=0
M(ζ, σjη).
We define the space M(Oϕ¯,Oη¯) analogously.
Any finite-energy J ′-holomorphic cylinder F = (a, f) representing an element in
M0(ϕ¯, η¯) can be lifted to (possibly many) finite-energy (id × Π)∗J ′-holomorphic
cylinders, since the loops t 7→ f(s, t) go m times around the tube K and the
projection (31) is pseudo-holomorphic with respect to J ′ and (id × Π)∗J ′. To be
more precise, recall the forgetful map ∆ (35), and for a fixed [F ] ∈ M0(ϕ¯, η¯)
consider the bijection
(38){
t+0 +
k
mϕ¯
: k = 0, . . . ,
mϕ¯
w[F ]
− 1
}
×
{
t−0 +
k
mη¯
: k = 0, . . . ,mη¯ − 1
}
→ ∆−1[F ]
(t+, t−) 7→ [t+, t−, F ]
For each fixed i ∈ {0, . . . , p−1}, a given choice of asymptotic marker t+ at +∞×S1
uniquely determines a lift F˜ = (a˜, f˜) of F to R × K˜ asymptotic to the orbit σiϕ
at the positive puncture and satisfying f˜(s, t+) → ptσiϕ as s → +∞. After this
is done there is no control at the negative puncture: the asymptotic limit σjη is
forced on us, together with the unique location of the asymptotic marker t− which
satisfies f˜(s, t−)→ ptσjη as s→ −∞. One must have
lim
s→+∞ f˜
(
s, t+ +
k
mϕ¯
)
= σkp(ptσiϕ), ∀k ∈ Z.
Let us agree to say that [t+, t−, F ] ∈M(ϕ¯, η¯) lifts toM(σiϕ,Oη¯) when the unique
lift F˜ = (a˜, f˜) of F satisfying lims→+∞ f˜(s, t+) = ptσiϕ also satisfies lim f˜(s, t
−) =
ptσjη for the uniquely determined σ
jη ∈ Oη¯ that F˜ is asymptotic to at the negative
puncture. Hence, out of the mϕ¯mη¯/w[F ] elements of ∆
−1[F ] ⊂ M(ϕ¯, η¯) only
mϕ¯/w[F ] of them lift to M(σiϕ,Oη¯), for any fixed choice of i. Let us denote by
MF the subset of M(Oϕ¯,Oη¯) consisting of the [t+, t−, F˜ ] obtained lifting F as
above. We concluded that
(39) #
(MF ∩M(σiϕ,Oη¯)) = mϕ¯
w[F ]
, ∀i ∈ {0, . . . , p− 1}.
Obviously, all cylinders in M(Oϕ¯,Oη¯) are obtained by this lifting procedure from
some cylinder in M(ϕ¯, η¯).
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The projection Π can be used to pull-back the system of coherent orientations
of moduli spaces of curves in R×K to a system of coherent orientations on moduli
spaces of curves in R× K˜:
[t+, t−, F ] = [t+, t−, (idR ×Π) ◦ F ].
These are clearly compatible with glueing of curves on R× K˜. The generator σ of
the covering group determines a bijection (again denoted by σ):
(40)
σ :M(σiϕ, σjη)→M(σi+1ϕ, σj+1η)
[t+, t−, F ] 7→
[
t+ − δ+(i)
mϕ¯
, t− − δ−(j)
mη¯
, (idR × σ) ◦ F
]
where
(41) δ+(i) =
{
1 if i+ 1 = p
0 if i+ 1 < p
and δ−(j) =
{
1 if j + 1 = q
0 if j + 1 < q
.
Here (i, j) ∈ {0, . . . , p− 1} × {0, . . . , q − 1}. It follows that
(42) (σ[t+, t−, F ]) = (δϕ¯)δ+(i)(δη¯)δ−(j)[t+, t−, F ]
for all [t+, t−, F ] ∈M(σiϕ, σjη).
Remark 6.2. Let [F ] ∈ M0(ϕ¯, η¯) be fixed, and let [t+, t−, F˜ ] ∈ M(σiϕ,Oη¯) satis-
fying (idR ×Π) ◦ F˜ = F be fixed. Then
M(σiϕ,Oη¯) ∩MF = {σkp[t+, t−, F˜ ] : k ≥ 0}, MF = {σk[t+, t−, F˜ ] : k ≥ 0}
for all i ∈ {0, . . . , p− 1}.
6.3. A Zm-action on (C˜∗, d˜) by chain maps. Since mϕ¯ is even when ϕ¯ is bad,
we can consider a linear Zm-action on C˜∗ with generator E defined by
(43) E(ϕ) = σϕ, E(σϕ) = σ2ϕ, . . . , E(σp−1ϕ) = δϕ¯ϕ
on the generators of C˜∗. Our goal here is to show
Lemma 6.3. The map E induces a Zm-action on C˜∗ by chain maps.
The lemma can be restated by saying that
(44) Ed˜ = d˜E
so that we need to understand the differential d˜ qualitatively. Of course, it suffices
to prove (44) on the generators P˜.
Fix ϕ¯, η¯ ∈ P satisfying |ϕ¯| − |η¯| = 1, and denote p = m/mϕ¯ and q = m/mη¯.
Each cylinder [F ] ∈M0(ϕ¯, η¯) reveals a distinct set
(45) d˜Fij ∈ Z, i ∈ {0, . . . , p− 1}, j ∈ {0, . . . , q − 1}
of coefficients which, loosely speaking, is the contribution of the lifts of F to cylin-
ders in R× K˜ (with all possible choices of asymptotic markers) connecting σiϕ to
σjη to the differential d˜. To be more precise, recall the set MF ⊂ M(Oϕ¯,Oη¯)
discussed in 6.2 obtained by the lifts of F . We write
(46) MFij =MF ∩M(σiϕ, σjη).
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The coefficients (45) are defined as
(47) d˜Fij =
∑
[t+,t−,F˜ ]∈MFij
[t+, t−, F˜ ].
We get the formula
(48) d˜σiϕ =
∑
{η¯∈P:|η¯|=|ϕ¯|−1}
∑
[F ]∈M0(ϕ¯,η¯)
q−1∑
j=0
d˜Fijσ
jη
which implies
(49)
〈
d˜σiϕ, σjη
〉
=
∑
[F ]∈M0(ϕ¯,η¯)
d˜Fij
for all (i, j) ∈ {0, . . . , p− 1} × {0, . . . , q − 1}.
From now on we view the indices i, j as periodic: i ∈ Zp and j ∈ Zq. Recall the
functions δ+ : Zp → {0, 1}, δ− : Zq → {0, 1} from (41). With these agreements the
map E (43) acts on Oϕ and Oη as
Eσiϕ = (δϕ¯)
δ+(i)σi+1ϕ, Eσjη = (δη¯)
δ−(j)σj+1η.
We have 〈
Ed˜σiϕ, σj+1η
〉
=
∑
[F ]∈M0(ϕ¯,η¯)
d˜Fij(δη¯)
δ−(j)
and 〈
d˜Eσiϕ, σj+1η
〉
=
∑
[F ]∈M0(ϕ¯,η¯)
d˜F(i+1)(j+1)(δϕ¯)
δ+(i)
so to prove (44) it suffices to show that for any [F ] ∈M0(ϕ¯, η¯) the following identity
holds
(50) d˜Fij(δη¯)
δ−(j) = d˜F(i+1)(j+1)(δϕ¯)
δ+(i).
In fact, the map (40) maps MFij bijectively onto MF(i+1)(j+1). Thus
d˜F(i+1)(j+1) =
∑
[θ+,θ−,G]∈MF
(i+1)(j+1)
[θ+, θ−, G]
=
∑
[t+,t−,F˜ ]∈MFij
(σ[t+, t−, F˜ ])
=
∑
[t+,t−,F˜ ]∈MFij
(δϕ¯)
δ+(i)(δη¯)
δ−(j)[t+, t−, F˜ ]
= (δϕ¯)
δ+(i)(δη¯)
δ−(j)d˜Fij
which is another way of writing (50). In the third equality we used (42). This
concludes the proof of Lemma 6.3.
6.4. Π∗ is a chain map.
Lemma 6.4. The map Π∗ in (33) satisfies Π∗d˜ = dΠ∗.
To prove the above statement we first fix arbitrary orbits ϕ¯, η¯ ∈ P, denote
p = m/mϕ¯, q = m/mη¯ and split the argument in two cases.
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6.4.1. Case 1: ϕ¯, η¯ are good. Then for any i ∈ {0, . . . , p− 1} we have
(51)
〈
Π∗d˜σiϕ, η¯
〉
=
〈
Π∗
 ∑
[F ]∈M0(ϕ¯,η¯)
q−1∑
j=0
d˜Fijσ
jη
 , η¯〉
=
∑
[F ]∈M0(ϕ¯,η¯)
q−1∑
j=0
d˜Fij
=
∑
[F ]∈M0(ϕ¯,η¯)
q−1∑
j=0
∑
[t+,t−,F˜ ]∈MFij
[t+, t−, F˜ ]
=
∑
[F ]∈M0(ϕ¯,η¯)
 ∑
[t+,t−,F˜ ]∈MF∩M(σiϕ,Oη¯)
[F ]

= mϕ¯
∑
[F ]∈M0(ϕ¯,η¯)
[F ]
w[F ]
=
1
mη¯
∑
[F ]∈M0(ϕ¯,η¯)
[F ]#∆−1[F ]
=
1
mη¯
∑
[t+,t−,F ]∈M(ϕ¯,η¯)
[t+, t−, F ]
= 〈dϕ¯, η¯〉 = 〈dΠ∗σiϕ, η¯〉 .
In the second equality we used (48), in the third equality we used (47), in the fourth
equality we used that ϕ¯, η¯ are good, in the fifth equality we used (39), in the seventh
equality we used that ϕ¯, η¯ are good and that ∆ is surjective.
6.4.2. Case 2: ϕ¯ is bad, η¯ is good. Fix i0 ∈ {0, . . . , p− 1}. In this case clearly〈
dΠ∗σi0ϕ, η¯
〉
= 0
by the definition of Π∗ (since ϕ¯ is bad). So the work reduces to showing
(52)
〈
Π∗d˜σi0ϕ, η¯
〉
= 0.
For any F representing some [F ] ∈M0(ϕ¯, η¯) we have the p×q matrix of coefficients
d˜F = (d˜Fij) and, according to (49),
(53)
〈
Π∗d˜σi0ϕ, η¯
〉
=
∑
[F ]∈M0(ϕ¯,η¯)
q−1∑
j=0
d˜Fi0j
is the sum over all possible such matrices of the sum of the elements of the i0-th
line. Fixing F , let Φ0 = [t
+, t−, F˜ ] ∈MFi0j0 be some reference element (as explained
before, the lift F˜ = (a˜, f˜) of F is uniquely determined by asking lims→+∞ f˜(s, t+) =
ptσi0ϕ, the value of j0 is forced on us). Recalling the action σ (40) we have, by
Remark 6.2, that MF = {σkΦ0 : k ∈ Z}. From now we consider the variables
i and j as periodic: i ∈ Zp, j ∈ Zq. Analogously, the indices of the matrix
d˜F will also be seen as periodic. Note that σkΦ0 ∈ M(σi0+kϕ, σj0+kη), and each
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element σkΦ0 ∈MF contributes with (σkΦ0) = ±1 to the coefficient dF(i0+k)(j0+k).
Obviously
min{k ≥ 1 : σkΦ0 ∈MFi0j0} = lcm(p, q).
However the set MF might be larger than {Φ0, σΦ0, . . . , σlcm(p,q)−1Φ0} since Φ0
need not be equal to σlcm(p,q)Φ0. In fact, we have
MF = {Φ0, . . . , σxlcm(p,q)−1Φ0}
where
x = min{k ∈ {1, 2, . . . } | σklcm(p,q)Φ0 = Φ0}.
By (40), each walk
{σklcm(p,q)Φ0, σklcm(p,q)+1Φ0, . . . , σ(k+1)lcm(p,q)−1Φ0}
corresponds to lcm(p, q)/p rotations at the positive puncture, and to lcm(p, q)/q
rotations of the negative puncture. In view of the definition of x we have
(54) [t+, t−, F˜ ] =
[
t+ − xlcm(p, q)
pmϕ¯
, t− − xlcm(p, q)
qmη¯
, (idR × σxlcm(p,q)) ◦ F˜
]
so after applying the projection (37) we conclude that
[t+, t−, F ] =
[
t+ − xlcm(p, q)
pmϕ¯
, t− − xlcm(p, q)
qmη¯
, F
]
.
Thus, x can be computed by
x = min
{
k ∈ {1, 2, . . . } such that xlcm(p, q)
pmϕ¯
=
xlcm(p, q)
qmη¯
∈ Iso(F )
}
or, alternatively, by saying that x is the minimal positive integer for which ∃y ∈
{1, 2, . . . } such that 
x
lcm(p, q)
p
= y
mϕ¯
w[F ]
x
lcm(p, q)
q
= y
mη¯
w[F ]
.
Substituting y = 1 above we would obtain
x =
m
lcm(p, q)w[F ]
since pmϕ¯ = qmη¯ = m. Note that x given by this formula is an integer since
m/w[F ] is a common multiple of p and q because w[F ] is a common divisor of mϕ¯
and mη¯. Hence x is actually given by this formula.
Observe that the path {Φ0, . . . , σxlcm(p,q)−1Φ0} visits the space M(σi0ϕ,Oη¯)
exactly xlcm(p, q)/p = mϕ¯/w[F ] times, and each visit contributes with alternating
signs to the i0-th line of d˜
F because ϕ¯ is bad. This follows from the formula (40)
for the action σ. Thus, in order to prove
(55)
q−1∑
j=0
d˜Fi0j = 0
it suffices to show that mϕ¯/w[F ] is even. This follows easily from the fact that the
Zmϕ¯-action on M(ϕ¯, η¯) given by rotations of asymptotic markers at the positive
puncture is orientation reversing. Thus (52) follows from (53) and (55).
This concludes Case 2 and the proof of Lemma 6.4.
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6.5. Conclusion of the proof of Proposition 6.1. Consider the average oper-
ator
(56) A : C˜∗ → C˜∗ A = 1m (I + E + · · ·+ Em−1).
Since Em − I = 0 we have a decomposition
C˜∗ = ker(E − I)⊕ kerA = imA⊕ kerA.
By Lemma (6.3) we have a subcomplex (imA, d˜) ⊂ (C˜∗, d˜). Let Q : C∗ → C˜∗ be
defined on generators ϕ¯ ∈ P0 by
Qϕ¯ = A(some element in Oϕ¯).
Then clearly Q is injective and
QΠ∗ = A.
Here we used that A(σiϕ) = 0 whenever ϕ¯ is a bad orbit, and that C∗ is generated
by the good orbits. It follows this and the injectivity of Q that
ker Π∗ = kerA.
Here injectivity of Q was used. Thus we get that
Π∗ : (imA, d˜)→ (C∗, d)
is a linear isomorphism and a chain map. Consequently, the homology of (C∗, d)
is equal to the homology of the subcomplex (imA, d˜). To conclude the proof of
Proposition 6.1 we must finally show that the inclusion (imA, d˜) ↪→ (C˜, d˜), which
is obviously a chain map, induces an injective map on the level of homology. In
fact, let λ ∈ imA be a closed chain, and assume that there exists β ∈ C˜∗ satisfying
d˜β = λ. Applying the chain map A to this equation we get λ = Aλ = Ad˜β = d˜Aβ
with Aβ ∈ imA, as desired.
6.6. Proof of Theorem 1.1. Let γ = (x, T ) be an isolated periodic orbit with
multiplicity m. Let Σ ⊂ N be an embedded hypersurface transverse to γ at pt =
x(0), so that the local first return map ψ : (U,pt) → (Σ,pt) is well-defined on a
small neighborhood U of pt in Σ. Following [20], we say that a positive integer j
is admissible for γ if λj 6= 1 for all eigenvalues λ 6= 1 of dψm(pt). It follows from
Proposition 6.1 and [20, Theorem 1.1] that the total rank of HC∗(α, γj) is less or
equal than the total rank of HC∗(ψm,pt) for every admissible j.
Now, suppose that γ is simple and every iterate of γ is isolated. In order to prove
Theorem 1.1 it remains only to show that we can write the set of natural numbers
as a finite union of admissible integers of iterates of γ. This is the content of the
lemma below which is extracted from [23, Lemma 2]. For the reader’s convenience,
we will reproduce its proof.
Lemma 6.5. There are positive integers m1, ...,ms and sequences j
i
k of natural
numbers with i ∈ N and k = 1, ..., s such that the numbers jikmk are mutually
distinct, ∪i,k{jikmk} = N and jik is admissible for γmk for every i ∈ N and k =
1, ..., s.
Proof. Assume dψ(pt) has eigenvalues of the form ei2pir, r ∈ Q. Write the rational
eigenvalues in the circle of dψ(pt) in the form p/q with p and q relatively prime
(to be more precise, the corresponding eigenvalue is ei2pip/q), and denote by Q the
set of denominators of these eigenvalues. For ∅ 6= A ⊂ Q let m(A) denote the least
common multiple of all elements in A. Choose distinct numbers m1, ...,ms such
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that {m1, ...,ms} = {m(A); ∅ 6= A ⊂ Q} ∪ {1}. For each k ∈ {1, ..., s} consider the
set Qk = {q ∈ Q; q does not divide mk}. We list the elements of the set
{j ∈ N; q does not divide jmk, ∀q ∈ Qk}
in strictly increasing order jk,1 < jk,2 < . . . . Let us prove that jk,i is admissible for
γmk , ∀i. The eigenvalues in the circle for dψmk(pt) are of the form λmk ' mkp/q,
for some eigenvalue λ ' p/q for dψ(pt) which lies in the circle. The conclusion
follows since λmk 6= 1 is equivalent to the condition that q does not divide mk,
and the condition λjk,imk 6= 1 is equivalent to the condition that q does not divide
jikmk. It remains only to show that ∪i,k{jk,imk} = N but this is easy and left to
the reader. 
7. Morse inequalities
Let (N2n−1, ξ) be a closed co-oriented contact manifold such that c1(ξ) vanishes.
Let α be a fixed contact form for ξ inducing the given co-orientation, and fix a
homotopy class of augmentations []. The action spectrum of α is
Σ(α) = {A(γ); γ is a periodic orbit of α}
where A(γ) =
∫
γ
α is the action of γ. The main goal of this section is to prove
Proposition 7.7.
7.1. Filtered linearized contact homology. We quickly review a few defini-
tions, see [2] or the original [12] for more details.
Let α′ be a nondegenerate defining contact form for ξ, and assume the existence
of J ′ ∈ J (α′) generic enough in order to get a well-defined DGA (A(α′), d′) whose
homology is the full contact homology of ξ with Q-coefficients. As explained in [12],
A(α′) is the supercommutative unital algebra generated by the good closed α′-Reeb
orbits, with Q-coefficients, graded by | · | = µCZ(·) + n− 3, and d′ is defined by the
(algebraic) count of rigid punctured finite-energy spheres with one positive puncture
in (R×N, J ′). We can use Q-coefficients since we assume c1(ξ) vanishes.
Let ′ be an augmentation for (A(α′), d′), i.e., it is an algebra homomorphism
′ : A(α′) → Q satisfying ′(1) = 1, ′ ◦ d′ = 0, and ′(γ) = 0 if |γ| 6= 0. Now let
C(α′) be the Q-vector space freely generated by the good closed α′-Reeb orbits,
graded by | · |. The algebra A(α′) can be decomposed according to word length
A(α′) = A0 ⊕ A1 ⊕ A2 ⊕ . . . where A0 = Q. If pi1 is projection onto A1 and
S
′
: A(α′) → A(α′) is the algebra homomorphism determined by S′(1) = 1 and
S
′
(γ) = γ + ′(γ), then the linearized differential is defined by
d′′ : C∗(α
′)→ C∗−1(α′) d′′ = pi1 ◦ S
′ ◦ d′.
Then (C(α′), d′′) is a chain complex and its homology is the so-called linearized
contact homology HC [
′](ξ), which turns out to depend only on ξ and on the
homotopy class5 of ′.
Since d′ decreases action it is trivial to see that so does d′′ . Thus, if for a
given a ∈ [0,+∞) \ Σ(α′) we define Ca(α′) to be the subspace generated by the
orbits with action strictly less than a then (Ca(α′)/Cb(α′), d′′) is a chain complex
when b < a and a, b ∈ [0,+∞) \ Σ(α′). Its homology is, by definition, linearized
contact homology of α′ and ′ filtered by the interval [b, a) and will be denoted by
5The definition of homotopy class of augmentations for the contact structure was given in the
introduction.
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HC [b,a),
′
(α′). When b = 0 we may simply write HCa,
′
(α′). These vector spaces
depend on J ′, but this will not be explicit in the notation.
Remark 7.1. In the case b = 0 one could alternatively define HCa,
′
(α′) as follows.
Let Aa(α′) be the subalgebra generated by the good orbits with action strictly less
than a. Then d′(Aa(α′)) ⊂ Aa(α′) and ′ is also an augmentation for (Aa(α′), d′).
Linearizing d′|Aa(α′) we get again the chain complex (Ca(α′), d′′).
Proposition 7.2. Suppose that α has finitely many simple periodic orbits. For any
given a ∈ Σ(α) and J ∈ J (α) there exists δ > 0, a C∞-neighborhood V of α and a
C∞-strong neighborhood U of J in the space of almost complex structures on R×N
such that the following holds: if α′ ∈ V is a nondegenerate contact form defining ξ,
J ′ ∈ J (α′)∩ U is regular so that the data (α′, J ′) defines a DGA (A(α′), d′) whose
homology is the full contact homology of ξ with Q-coefficients, then
HC
[a−δ,a+δ),′
∗ (α′) ' ⊕{γ:A(γ)=a}HC∗(α, γ)
for every augmentation ′ of (A(α′), d′).
Proof. First we find σ > 0 and a C∞-neighborhood V0 of α such that Σ(α′) ⊂
[2σ,+∞) for every contact form α′ ∈ V0 defining ξ. Consider δ > 0 such that δ < σ
and δ < dist({a},Σ(α) \ {a}).
Let γ1, . . . , γm be the (not necessarily prime) α-Reeb closed orbits with α-action
equal to a and let Ki be a small smooth compact tubular neighborhood of γi,
∀i = 1, . . . ,m. Define K = ∪iKi. We find V1 ⊂ V0 such that if α′ ∈ V1 defines ξ
then a ± δ 6∈ Σ(α′), all closed α′-Reeb orbits with α′-action in [a − δ, a + δ] lie in
the interior of K and, moreover, those lying in int(Ki) are homotopic to γi in Ki.
In fact, all the closed α′-Reeb orbits with action in [a − δ, a + δ] are C∞-close to
one of the γi when α
′ is a sufficiently C∞-small perturbation of α.
By the results of Section 4 we find V ⊂ V1 and a C∞-strong neighborhood
U of J in the space of almost complex structures on R × N such that if α′ ∈
V is nondegenerate and J ′ ∈ J (α′) ∩ U is regular then the data (α′, J ′) defines
chain complexes (C∗(α′,Ki), di) whose homologies are the local contact homologies
HC(α, γi), for every i = 1, . . . ,m. The Q-vector space C∗(α′,Ki) is freely generated
by the good closed α′-Reeb orbits in Ki which satisfy µCZ + n − 3 = ∗ and are
homotopic to γi in Ki, and the local differentials di are defined by counting rigid
finite-energy J ′-holomorphic cylinders in R×Ki.
Let us assume that the data (α′, J ′) defines a DGA (A(α′), d′) whose homology
is the full contact homology of ξ (with Q-coefficients). For every r > 0 denote by
Cr∗(α
′) the Q-vector space freely generated by all the good closed α′-Reeb orbits
with α′-action less than r and degree ∗. Write C [r,s)∗ (α′) for Cs∗(α′)/Cr∗(α′) when
r < s. By construction we clearly have C
[a−δ,a+δ)
∗ (α′) = ⊕iC∗(α′,Ki).
The differential d′ can be linearized by ′ in order to define a differential d′′ on
C
[a−δ,a+δ)
∗ (α′). Let F be a finite-energy J ′-holomorphic sphere with one positive
puncture where it is asymptotic to some closed α′-Reeb orbit with α′-action less
than a+δ. If F has two or more negative punctures then its asymptotic limits at the
negative punctures are closed α′-Reeb orbits with α′-action strictly less than a− δ,
in fact, they all must have α′-action less than a+ δ−2σ < a+ δ−2δ = a− δ. Thus
d′′ : C
[a−δ,a+δ)
∗ (α′)→ C [a−δ,a+δ)∗−1 (α′) is defined by counting cylinders, in particular,
it does not depend on ′. However, one could imagine that such cylinders connect an
orbit in Ki with an orbit in Kj with i 6= j. But an easy compactness argument using
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the results in Appendix A shows that this does not happen. Now, the cylinders
connecting orbits in a given Ki must all lie in int(Ki) by an application of an
immediate modification of the argument used to prove Lemma 3.4. It follows that
d′′ = ⊕idi on C [a−δ,a+δ)∗ (α′) = ⊕iC∗(α′,Ki). 
7.2. Small cobordisms. Our goal is to prove Proposition 7.6 below. We start by
collecting some geometric constructions necessary for its proof.
Let L > 0, a compact set Λ ⊂ [0,+∞) \Σ(α) and J ∈ J (α) be fixed arbitrarily.
We also fix any C∞-strong neighborhood U0 of J in the space of almost complex
structures of R×N . We claim that
(S) There exists a C∞-neighborhood of V of α in the space of defining contact
forms for ξ with its co-orientation, a C∞-strong neighborhood U1 ⊂ U0 of J
and numbers δ0, δ1 > 0 such that
(i) α′, α′′ ∈ V ⇒ α′/α′′ ≤ 1 + δ1 holds pointwise;
(ii) α′ ∈ V ⇒ dist(Λ,Σ(α′)) ≥ δ0;
(iii) c ∈ Λ⇒ c(1 + δ1)6 < c+ δ0;
(iv) for every α′, α′′ ∈ V, J ′ ∈ J (α′)∩U1 and J ′′ ∈ J (α′′)∩U1 there exists
J¯ ∈ JL(J ′′, J ′) ∩ U0, and an exact symplectic form Ω on [−L,L]×N
such that Ω tames J¯ on [−L,L]×N and admits a primitive η
η|T ({L}×N) = (1 + δ1)α′, η|T ({−L}×N) = (1 + δ1)−1α′′.
Moreover, the numbers δ0, δ1 and the neighborhoods V, U1 can be taken
arbitrarily small.
In (i) we denoted by α′/α′′ the unique function satisfying α′ = (α′/α′′)α′′.
In (iv) we identified T ({±L}×N) ' TN . The proof of the existence of V,U1, δ0, δ1
is standard and not complicated. The construction of exact symplectic forms as in
(iv) can be done explicitly.
Before continuing we introduce some notation: given α′, α′′, α′′′ defining contact
forms for ξ, co-orientations considered, numbers R > L > 0 and almost complex
structures J ′ ∈ J (α′), J ′′ ∈ J (α′′), J ′′′ ∈ J (α′′′), J¯0 ∈ JL(J ′′, J ′) and J¯1 ∈
JL(J ′′′, J ′′), we define J¯0 R J¯1 ∈ JR+L(J ′′′, J ′) by
(57) J¯0 R J¯1 =
{
(τ−R)∗J¯0 on [0,+∞)×N
(τR)
∗J¯1 on (−∞, 0]×N
where {τc}c∈R denotes the (R,+)-action on R × N by translations in the first
coordinate. This clearly is a smooth almost complex structure since R > L.
Perhaps after making V and U1 smaller, we also claim that we can achieve the
following property.
(H) Let α′, α′′, α′′′ ∈ V, J ′ ∈ J (α′) ∩ U1, J ′′ ∈ J (α′′) ∩ U1, J ′′′ ∈ J (α′′′) ∩ U1
be fixed. Consider J¯0 ∈ JL(J ′′, J ′) ∩ U0, J¯1 ∈ JL(J ′′′, J ′′) ∩ U0 and J¯2 ∈
JL(J ′′′, J ′) ∩ U0 with associated exact symplectic forms on [−L,L] × N
as in item (iv) of claim (S). Then ∀R > L there exists a smooth family
{J˜τ}τ∈[0,1] ⊂ JR+L(J ′′′, J ′) ∩ U0 such that J˜0 = J¯0 R J¯1 and J˜1 = J¯2.
Moreover, there is an exact symplectic form Ω on [−R − L,R + L] × N
taming J˜τ on [−R−L,R+L]×N ∀τ , that admits a primitive η satisfying
(58) η|T ({R+L}×N) = (1 + δ1)3α′ and η|T ({−R−L}×N) = (1 + δ1)−3α′′′.
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Let us derive some consequences. With L, Λ, J and U0 fixed as above, consider
V, U1, δ0, δ1 obtained from claim (S). Assume that α′, α′′ ∈ V are nondegenerate
and J ′ ∈ J (α′) ∩ U1, J ′′ ∈ J (α′′) ∩ U1 are generic enough in order to have well-
defined DGAs (A(α′), d′), (A(α′′), d′′) whose homologies are equal to the full contact
homology of ξ. Let J¯0 ∈ JL(J ′′, J ′)∩U0 be as in (iv) of claim (S) above, which we
assume generic enough to define a chain map
Ψ : (A(α′), d′)→ (A(α′′), d′′)
which is also an algebra homomorphism inducing an isomorphism in homology.
Lemma 7.3. If c ∈ Λ and Ac(α′) ⊂ A(α′), Ac(α′′) ⊂ A(α′′) denote the subDGAs
generated by the orbits with action less than c, then Ψ satisfies Ψ(Ac(α′)) ⊂ Ac(α′′).
Proof. The map Ψ is defined by counting rigid finite-energy spheres with one posi-
tive puncture in (R×N, J¯0), where the energy is defined with the help of the exact
symplectic form Ω on [−L,L] × N satisfying the properties listed in item (iv) of
claim (S). Let F = (a, f) be such a finite-energy sphere with m negative punc-
tures, asymptotic to the closed α′-Reeb γ at its positive puncture and to the closed
α′′-Reeb orbits γ1, . . . , γm at its negative punctures. Using Stokes theorem we get
(1 + δ1)
∫
γ
α′ − (1 + δ1)−1
m∑
i=1
∫
γi
α′′
=
∫
{a≥L}
(1 + δ1)f
∗dα′ +
∫
{−L≤a≤L}
F ∗Ω +
∫
{a≤−L}
(1 + δ1)
−1f∗dα′′ ≥ 0.
Thus, assuming that the α′-action of γ is less than c we obtain
m∑
i=1
∫
γi
α′′ ≤ (1 + δ1)2
∫
γ
α′ < (1 + δ1)2c ≤ c+ δ0
in view of (iii). Using (ii) we conclude that
m∑
i=1
∫
γi
α′′ < c,
in particular, each γi has α
′′-action less than c, as was to be proved. 
The next step is
Lemma 7.4. If V and U1 are small enough and ′′ : A(α′′)→ Q is any augmenta-
tion then, defining ′ := Ψ∗′′, the linearized chain map
Ψ′′ : (C(α
′), d′′)→ (C(α′′), d′′′′)
satisfies Ψ′′(C
a
∗ (α
′)) ⊂ Ca∗ (α′′) and induces an isomorphism between filtered lin-
earized homologies
Ψ′′ : HC
a,′
∗ (α
′) ∼→ HCa,′′∗ (α′′)
for every a ∈ Λ ∪ {0,+∞}.
Proof. We know from [12, 2] that Ψ′′ induces an isomorphism between the non-
filtered linearized homologies. Consider also J¯1 ∈ JL(J ′, J ′′) ∩ U0 as in (iv) of
claim (S) assumed generic enough to give a chain map Φ : (A(α′′), d′′)→ (A(α′), d′)
which is also an algebra homomorphism inducing an isomorphism in homology.
Then by Lemma 7.3 we have Ψ(Ac(α′)) ⊂ Ac(α′′) and Φ(Ac(α′′)) ⊂ Ac(α′) for
every c ∈ Λ.
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Using all the assumed regularity, we know from standard glueing-compactness
analysis that if R  L is large enough then the map Φ ◦ Ψ is equal to the chain
map A(α′) → A(α′) induced by J¯0 R J¯1 ∈ JR+L(J ′, J ′). This chain map will be
denoted as Φ R Ψ. Moreover, perhaps after shrinking V and U1, we can assume
claim (H), i.e., we find a homotopy {J˜τ}τ∈[0,1] ⊂ JR+L(J ′, J ′) from J˜0 = J¯0 R J¯1
to J˜1 = J
′ which is uniformly tamed on [−R−L,R+L]×N by an exact symplectic
form Ω satisfying (58). If we assume that {J˜τ} is generic enough then it will induce
a degree +1 derivation K on A(α′) given by counting index −1 finite-energy J˜τ -
holomorphic spheres on R×N with one positive puncture, for all τ ∈ [0, 1]. As is
explained in [2], this derivation establishes a chain homotopy between ΦR Ψ and
the identity map.
We claim that K(Ac(α′)) ⊂ Ac(α′), ∀c ∈ Λ. Fixing c ∈ Λ, consider τ ∈ [0, 1] and
a finite-energy J˜τ -holomorphic index −1 cylinder F = (a, f) asymptotic to γ at the
positive puncture and to γ1, . . . , γm at the negative punctures. As in Lemma 7.3
we use Stokes theorem to estimate
(1 + δ1)
3
∫
γ
α′ − (1 + δ1)−3
m∑
i=1
∫
γi
α′ =
∫
{a≥R+L}
(1 + δ1)
3f∗dα′+
+
∫
{−R−L≤a≤R+L}
F ∗Ω +
∫
{a≤−R−L}
(1 + δ1)
−3f∗dα′ ≥ 0.
Thus, assuming that the α′-action of γ is less than c we obtain
m∑
i=1
∫
γi
α′ ≤ (1 + δ1)6
∫
γ
α′ < (1 + δ1)6c ≤ c+ δ0
in view of (iii). We conclude that each γi has α
′-action not larger than c+ δ0 and,
using (ii), that their α′-actions must be less than c.
In other words, we proved that K is a derivation on the subDGA Ac(α′), thus in-
ducing a chain homotopy between (ΦRΨ)|Ac(α′) and the identity on Ac(α′). Since
ΦR Ψ = Φ ◦Ψ at the chain level when R is large, we have that (Φ ◦Ψ)|Ac(α′) in-
duces the identity on the level of homology of Ac(α′). Now note that ′ = Ψ∗′′ and
′′ are also augmentations for the subDGAs (Ac(α′), d′) and (Ac(α′′), d′′), respec-
tively. It follows as in the non-filtered case that Ψ′′ |Cc(α′) induces an isomorphism
HCc,
′
(α′) ' HCc,′′(α′′) for every c ∈ Λ, see [2]. 
Lemma 7.5. If V,U1 are as in Lemma 7.4 then for every a, b ∈ Λ∪{0,+∞} satis-
fying b < a the map Ψ′′ induces an isomorphism HC
[b,a),′(α′) ' HC [b,a),′′(α′′),
where ′ = Ψ∗′′.
Proof. Using Lemma 7.4 there is a commutative diagram
0 // Cb(α′)
Ψ′′

// Ca(α′)
Ψ′′

// Ca(α′)/Cb(α′)
Ψ′′

// 0
0 // Cb(α′′) // Ca(α′′) // Ca(α′′)/Cb(α′′) // 0
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where the rows are obviously exact (projection followed by inclusion). Passing to
long exact sequences in homology we obtain
HCb,
′
∗ (α′)
Ψ˜′′

// HCa,
′
∗ (α′)
Ψ˜′′

// HC [b,a),
′
∗ (α′)
Ψ˜′′

// HCb,
′
∗−1(α
′)
Ψ˜′′

// HCa,
′
∗−1(α
′)
Ψ˜′′

HCb,
′′
∗ (α′′) // HC
a,′′
∗ (α′′) // HC
[b,a),′′
∗ (α′′) // HC
b,′′
∗−1(α
′′) // HCa,
′′
∗−1 (α
′′)
where Ψ˜′ denote the induced maps in homology. By Lemma 7.4 the first, second,
fourth and fifth maps are isomorphisms. The five-lemma applies and we conclude
that the third map is also an isomorphism. 
Summarizing this discussion, we have proved
Proposition 7.6. Fix a compact set Λ ⊂ [0,+∞) \ Σ(α), L > 0, J ∈ J (α) and
any neighborhood U0 of J in the space of almost complex structures of R×N with
respect to the C∞-strong topology. Assume that U1 ⊆ U0, V and δ0, δ1 > 0 are so
that claim (S) holds, and assume, possibly after shrinking V and U1, that claim (H)
also holds. If
• α′, α′′ ∈ V are nondegenerate,
• J ′ ∈ J (α′) ∩ U1 and J ′′ ∈ J (α′′) ∩ U1 are generic enough to define DGAs
(A(α′), d′), (A(α′′), d′′) whose homologies coincide with the full contact ho-
mology of ξ with Q-coefficients,
• J¯ ∈ JL(J ′′, J ′) ∩ U0 is tamed by an exact symplectic form as in (iv) of
claim (S), and is generic enough to define a chain map
Ψ : (A(α′), d′)→ (A(α′′), d′′),
• ′′ : (A(α′′), d′′)→ Q is any augmentation,
then the linearized map Ψ′′ induces an isomorphism of filtered linearized homologies
HC [b,a),Ψ
∗′′(α′) ' HC [b,a),′′(α′′)
for every pair of numbers b < a in Λ ∪ {0,+∞}.
7.3. Morse inequalities. Suppose now that α has finitely many simple periodic
orbits γ1, γ2, . . . , γr. In particular, its action spectrum is a discrete subset. Let
b
[]
i = dimHC
[]
i (ξ) denote the Betti numbers and
ci =
r∑
k=1
∑
j
dimHCi(α, γ
j
k)
the Morse type numbers. The main result in this section provides versions of weak
and strong Morse inequalities for contact homology suitable for our applications.
Given a /∈ Σ(α) the relative Morse type numbers
(59) cai =
r∑
k=1
∑
j;A(γjk)<a
dimHCi(α, γ
j
k)
will play an important role in the arguments.
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Proposition 7.7. Under the assumption that α has finitely many simple periodic
orbits, b
[]
i and ci are finite for every i ≥ 2n− 3 and satisfy the inequalities
(60) b
[]
i ≤ ci
(61) b
[]
i − b[]i−1 + ...± b[]2n−3 − C ≤ ci − ci−1 + ...± c2n−3,
for every i ≥ 2n− 3. Here C ≥ 0 is a constant that does not depend on i.
As a first step we will prove the following statement.
Lemma 7.8. For every i ≥ 2n − 3 there exists a /∈ Σ(α), a C∞-neighborhood V
of α and a C∞-strong neighborhood U of J such that if α1 ∈ V is a nondegenerate
contact form defining ξ, and J1 ∈ J (α1) ∩ U is regular so that the data (α1, J1)
defines a DGA (A(α1), d1) whose homology is the full contact homology of ξ with
Q-coefficients, then
HCa,1l (α1) ' HC [1]l (ξ) and cal = cl
for every augmentation 1 : (A(α1), d1)→ Q and every 2n− 3 ≤ l ≤ i.
Proof. Define a ∈ (0,+∞)\Σ(α) by requiring that if γ is a closed α-Reeb orbit with
action ≥ a then, after a C∞-small nondegenerate perturbation of contact form, γ
splits into closed Reeb orbits with degree ≤ 2n− 4 or with degree ≥ i+ 2.
One can argue the existence of such a as follows. Let γ be any closed α-Reeb
orbit with mean index h. Then, as is well-known, under a small nondegenerate
perturbation of the contact form γ splits into closed Reeb orbits satisfying
(62) µCZ ∈ [h− n+ 1, h+ n− 1].
Consider γ0 the underlying simple orbit, so that γ = γ
j
0 for some j ≥ 1. Let h be
the mean index of γ0. Either h ≤ 0, in which case γ splits into closed Reeb orbits
with degree ≤ 2n − 4 under small perturbations of the contact form, or h > 0, in
which case γ splits into closed Reeb orbits with degree ≥ jh− 2 ≥ jhmin − 2. Here
we denoted by hmin the minimum among the positive mean indices of the simple
closed α-Reeb orbits. In the latter case, taking a large forces j to be large and, in
particular, jhmin − 2 ≥ i+ 2. Thus cal = cl for every l = 2n− 3, . . . , i+ 1.
Before proceeding we introduce some terminology. Given D > 0 and L > 0,
defining contact forms α′, α′′ for ξ satisfying α′′/α′ < eD pointwise, and almost
complex structures J ′ ∈ J (α′), J ′′ ∈ J (α′′), we say that J¯0 ∈ JL(J ′′, J ′) is D-
small if there exists an exact symplectic form Ω on [−L,L] × N taming J¯0 on
[−L,L]×N which admits a primitive that coincides with eDα′ on T ({L}×N), and
with e−Dα′′ on T ({−L} ×N). We identified TN ' T ({±L} ×N), as usual.
Fix L > 0, J ∈ J (α) and a small C∞-strong neighborhood U0 of J . Applying
Proposition 7.6 with Λ = {a}, we find a C∞-neighborhood V of α and U1 ⊆ U0
such that the following holds.
a) Let α′, α′′ ∈ V be nondegenerate defining contact forms for ξ, and let
J ′ ∈ J (α′) ∩ U1, J ′′ ∈ J (α′′) ∩ U1 be regular so that (α′, J ′) and (α′′, J ′′)
define DGAs (A(α′), d′) and (A(α′′), d′′), respectively, whose homologies
coincide with the full contact homology of ξ (with Q-coefficients). There
exists J¯0 ∈ JL(J ′′, J ′) ∩ U0 with the following property: if J¯0 is assumed
regular enough to define a chain map Ψ : (A(α′), d′) → (A(α′′), d′′) and
′′ : (A(α′′), d′′) → Q is any augmentation then Ψ(Ac(α′)) ⊂ Ac(α′′) and
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the linearized map Ψ′′ : (C
[c,d)(α′), d′Ψ∗′′) → (C [c,d)(α′′), d′′′′) induces an
isomorphism in homology
(63) Ψ˜′′ : HC
[c,d),Ψ∗′′
∗ (α′) ' HC [c,d),
′′
∗ (α′′)
for every c < d in {0, a,+∞}. Moreover, since such J¯0 is obtained by using
claims (S) and (H) from § 7.2, J¯0 as above can be taken D-small for some
constant D < log 2.
By Stokes theorem the map (63) Ψ′′ induces maps
(64) Ψ˜′′ : HC
[0,σ),Ψ∗′′
∗ (α′)→ HC [0,4σ),
′′
∗ (α′′)
for every σ ∈ R.
After shrinking V and U1 we can use (H) to further assume the following.
b) If J¯1 ∈ JL(J ′, J ′′) ∩ U0 is assumed regular enough to define a chain map
Φ : (A(α′′), d′′) → (A(α′), d′) with the same properties of Ψ as in a),
then ∀R > L there is a homotopy {J˜τ}τ∈[0,1] ⊂ JR+L(J ′′, J ′′) ∩ U0 from
J˜0 = J¯1 R J¯0 to J ′′ uniformly tamed by a suitable symplectic form on
[−R−L,R+L]×N which can be used to estimate actions, and to prove that
when {J˜τ} is regular enough it induces a degree +1 map K on (A(α′′), d′′)
satisfying K(Ac(α′′)) ⊂ Ac(α′′), ∀c ∈ {0, a,+∞}.
It follows as in Lemma 7.4 that K defines a chain homotopy between Ψ ◦Φ and
id restricted to the subDGA (Ac(α′′), d′′), ∀c ∈ {0, a,+∞}. This is so since, when
R is large enough, Ψ ◦ Φ coincides at the chain level with the map induced by
J¯1 R J¯0. Then an augmentation ′′ : (A(α′′), d′′)→ Q is homotopic to (Ψ ◦ Φ)∗′′
as augmentations on the subDGA (Ac(α′′), d′′). Hence for every c ∈ {0, a,+∞}
there are isomorphisms
(65) θ : HC
[0,c),′′
∗ (α′′)
∼→ HC [0,c),(Ψ◦Φ)∗′′∗ (α′′)
satisfying (Ψ˜ ◦ Φ)′′ ◦ θ = id.
Moreover, all J˜τ can be taken D-small for some 0 < D  1 so that we have
maps
(66) θ : HCσ,
′′
(α′′)→ HC4σ,(Ψ◦Φ)∗′′(α′′)
making the following diagram
(67) HC [0,σ),
′′
(α′′) θ //
ι

HC [0,4σ),(Ψ◦Φ)
∗′′(α′′)
Φ˜Ψ∗′′

HC [0,64σ),
′′
(α′′) HC [0,16σ),Ψ
∗′′(α′)
Ψ˜′′
oo
commutative, for every σ > 0. Here ι is induced by the inclusion.
Consider increasing sequences {σk}k≥1, {bk}k≥0 such that
b0 = a, σk > 4bk−1 and bk > 16σk, ∀k ≥ 1.
By the properties of the number a and of the neighborhood V, there are nonde-
generate defining contact forms αk ∈ V for ξ, αk → α in C∞, such that there
are no closed αk-Reeb orbits with action in [a, bk] and degree in [2n − 3, i + 1].
Choose Jk ∈ J (αk) ∩ U1 regular enough so that each (αk, Jk) defines a DGA
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(A(αk), dk) whose homology is the full contact homology with Q-coefficients. Con-
sider J¯+k ∈ JL(J1, Jk)∩U0, J¯−k ∈ JL(Jk, J1)∩U0 satisfying the properties described
above. If the J¯±k are assumed regular enough then they define chain maps
Ψk : (A(αk), dk)→ (A(α1), d1), Φk : (A(α1), d1)→ (A(αk), dk)
preserving the subDGAs filtered by any c ∈ {0, a,+∞}. Fix an augmentation
1 : (A(α1), d1)→ Q, define k := Ψ∗k1 and denote
Hk∗ = HC
[0,σk),1∗ (α1), Ĥk∗ = HC
[0,bk),k∗ (αk).
Consider the maps θk : H
k
∗ → HC [0,4σk),Φ
∗
kk∗ (α1) as in (66), and the maps induced
by inclusions
ιk : HC
[0,4bk),1∗ (α1)→ Hk+1∗ , ι̂k : HC [0,16σk),k∗ (αk)→ Ĥk∗ .
Now define fk : H
k
∗ → Ĥk∗ by fk = ι̂k ◦ (Φk)k ◦ θk, and gk : Ĥk∗ → Hk+1∗ by
ιk ◦ (Ψk)1 . By the diagram (67), gk ◦ fk is the same map Hk∗ → Hk+1∗ induced by
the inclusion C
[0,σk)∗ (α1)→ C [0,σk+1)∗ (α1).
We claim that fk+1 ◦ gk : Ĥkl → Ĥk+1l is an isomorphism for each k ≥ 1 and
l ∈ [2n−3, i+1]. In fact, since αk has no closed Reeb orbits with action in [a, bk] and
degree l ∈ [2n−3, i+1], the inclusion map HC [0,a),kl (αk)→ Ĥkl is an isomorphism
when 2n− 3 ≤ l ≤ i+ 1. After these identifications we have that fk+1 ◦ gk induces
the map
HC
[0,a),k
l (αk)
(Ψk)1−→ HC [0,a),1l (α1)
θk→
θk→ HC [0,a),Φ
∗
k+1k+1
l (α1)
(Φk+1)k+1−→ HC [0,a),k+1l (αk+1)
which is an isomorphism when 2n− 3 ≤ l ≤ i+ 1 in view of (63), (65).
The vector spaces {Hk∗ }k and the linear maps Fk = gk ◦ fk : Hk∗ → Hk+1∗
determine a direct system. Similarly, {Ĥk∗ }k and Gk = fk+1 ◦ gk : Ĥk∗ → Ĥk+1∗ de-
termine another direct system. The maps fk determine a map limkH
k
∗ → limk Ĥk∗ ,
and the gk determine a map limk Ĥ
k
∗ → limkHk∗ . Since the Gk are isomorphisms
in degrees l ∈ [2n − 3, i + 1], these maps determine an isomorphism limkHkl ∼
limk Ĥ
k
l for l ∈ [2n − 3, i + 1]. But limkHkl = HC []l (ξ) as is well-known, and
limk Ĥ
k
l = HC
[0,a),1
l (α1) for l ∈ [2n − 3, i + 1] since the Gk are isomorphisms in
these degrees. 
Remark 7.9. The number a in Lemma 7.8 can be taken arbitrarily large.
Proof of Proposition 7.7. Let J ∈ J (α) and a ∈ (0,+∞) \Σ(α) be arbitrary. Also,
let m < 0 be an integer such that every periodic α-Reeb orbit with mean index in
[m − 2n + 4,m + 2] has action bigger than a. The existence of m depending on
a follows from the assumption that there are finitely many simple periodic orbits.
If α1 is a nondegenerate defining contact form for ξ sufficiently C
∞-close to α,
J1 ∈ J (α1) is C∞-strong close to J and regular enough to get the DGA (A(α1), d1)
of full contact homology with Q-coefficients well-defined, and 1 : (A(α1), d1)→ Q
is any augmentation, then it follows from (62) that HC
[a′,a′′),1
m (α1) = 0 for all
numbers 0 ≤ a′ < a′′ ≤ a not in Σ(α1). From the long exact sequence for filtered
contact homology we get that the function
χl(a
′, a′′) := dimHC [a
′,a′′),1
l (α1)−dimHC [a
′,a′′),1
l−1 (α1)+ ...±dimHC [a
′,a′′),1
m (α1)
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is subadditive for every l ≥ m, i.e., χl(a′, a′′′) ≤ χl(a′, a′′) + χl(a′′, a′′′) whenever
0 ≤ a′ < a′′ < a′′′ ≤ a do not belong to Σ(α1). This implies in a standard way the
strong Morse inequality
(68) ba,1l (α1)− ba,1l−1 (α1) + ...± ba,1m (α1) ≤ cal − cal−1 + ...± cam
where ba,1∗ (α1) := dimHC
[0,a),1∗ (α1). Proposition 7.2 was used. Inequality (68)
holds for every l > m. Notice that ba,1l and c
a
l are finite for every l ∈ Z; this is
trivial in view of action bounds since α1 is C
∞-close to α. By (68) with l = j ≥ 0
and l = j + 1 we get
(69) ba,1j (α1) ≤ caj , ∀j ≥ 0.
Now fix any i ≥ 2n − 3 and consider V, U and a given by Lemma 7.8. Choose
nondegenerate perturbation α1 ∈ V of α, J1 ∈ J (α1)∩U regular enough to get the
DGA (A(α1), d1) well-defined, and let 1 : (A(α1), d1)→ Q be any augmentation in
the class []. By our arguments so far we can assume that (α1, J1) is close enough
to (α,J) so that (69) holds for all j ≥ 0. In particular, taking j = i we get
b
[]
i = b
a,1
i (α1) ≤ cai = ci
from Lemma 7.8.
Inequality (61) does not follow directly from the previous discussion due to the
fact that m depends on a. To circumvent this problem, the idea is to truncate the
action filtration from below in a suitable way. The price that we have to pay is to
add a correction term in the inequalities which in turn does not depend on a.
Take a˜ /∈ Σ(α), a˜ > 0, such that every periodic α-Reeb orbit with positive mean
index and action bigger than a˜ has mean index greater than or equal to 2n. To
find a˜ we need the assumption that there are finitely many simple periodic α-Reeb
orbits. Let ∆a˜ := max {∆(γ) :
∫
γ
α ≤ a˜} ∪ {0} and take i > ∆a˜ + 2n. In view of
Remark 7.9 we find a > a˜ such that the conclusions of Lemma 7.8 hold. Moreover,
looking at the proof of Lemma 7.8 we can take a such that cal = cl, ∀l ∈ [2n−3, i+1].
By (62) we conclude that
HC
[a′,a′′),1
2n−3 (α1) = 0 ∀a˜ ≤ a′ < a′′ ≤ a
when α1 ∈ V is a nondegenerate defining contact form for ξ sufficiently C∞-close
to α (choices of a regular J1 ∈ J (α1) and of 1 are implicit here). Hence
χl(a
′, a′′) := dimHC [a
′,a′′),1
l (α1)−dimHC [a
′,a′′),1
l−1 (α1)+ ...±dimHC [a
′,a′′),1
2n−3 (α1)
is subadditive for every l ≥ 2n − 3, that is, given a˜ < a′ < a′′ < a′′′ ≤ a then
χl(a
′, a′′′) ≤ χl(a′, a′′) + χl(a′′, a′′′). This implies the inequality
(70) b
[a˜,a),1
l − b[a˜,a),1l−1 + ...± b[a˜,a),12n−3 ≤ c[a˜,a)l − c[a˜,a)l−1 + ...± c[a˜,a)2n−3,
where b
[a˜,a),1
l denotes the rank of HC
[a˜,a),1
l (α) and
c
[a˜,a)
l :=
r∑
k=1
∑
j;a˜≤A(γjk)<a
dimHCl(α, γ
j
k).
Here Proposition 7.2 is used.
A closed α1-Reeb orbit with degree in [∆a˜ + 2n− 3, i] and action ≤ a must also
have action ≥ a˜ in view of (62) and the definition of ∆a˜. Thus HC [a˜,a),1l (α1) '
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HC
[0,a),1
l (α1) ' HC []l (ξ) for every l ∈ [∆a˜ + 2n− 3, i]. Here Lemma 7.8 was used
again. Now it is easy to find C ≥ 0 independent of i such that
b
[]
i − b[]i−1 + ...± b[]2n−3 − C ≤ ci − ci−1 + ...± c2n−3
for every i ≥ 2n− 3. 
Remark 7.10. One easily concludes the Morse inequalities for filtered contact ho-
mology from the beginning of the proof of Proposition 7.7. More precisely, fixing
an arbitrary a ∈ (0,+∞) \ Σ(α). In the notation of the above proof,
(71) ba,0i ≤ cai
and
(72) ba,0i − ba,0i−1 + ...± ba,02n−3 − C ≤ cai − cai−1 + ...± ca2n−3,
for every a /∈ Σ(α) and a constant C ≥ 0 that does not depend on i, a and 0.
8. Proofs of the applications
8.1. Proof of Theorem 1.2. An important ingredient in the proof of our ap-
plications is the following lemma that gives uniform bounds for the Morse type
numbers of periodic orbits with mean index different from zero and follows easily
from Theorem 1.1.
Lemma 8.1. Let γ be an isolated periodic orbit of the Reeb flow of α with mean
index different from zero such that γj is isolated for every j ∈ N. There exists a
constant B > 0 such that ∑
j
dimHCi(α, γ
j) < B
for every i ∈ Z .
Proof. Since γj is isolated for every j ∈ N, we conclude from Theorem 1.1 that
there exists a constant C > 0 such that
dimHCi(α, γ
j) < C
for every i ∈ Z and j ∈ N. By (62) we have that HC∗(α, γj) is supported in
the interval [j∆(γ) − 2, j∆(γ) + 2n − 4], i.e., HCi(α, γj) = 0 if i < j∆(γ) − 2 or
i > j∆(γ) + 2n− 4. The result follows. 
Proof of Theorem 1.2. We will prove the result in the case that there exists a pos-
itive sequence of integers li → ∞ such that b[]li (ξ) → ∞ since the negative case is
analogous. Suppose that there exists a contact form for ξ with finitely many simple
closed orbits. By inequality (62) only periodic orbits with positive mean index can
contribute to ci for i ≥ 2n− 3. By Lemma 8.1 there exists a constant B > 0 such
that ci < B for every i ≥ 2n− 3. Hence by our assumption and inequality (60) we
obtain a contradiction. 
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8.2. Invariance of the growth rate. We will reproduce the argument of Seidel
in [36, Section 4a] that shows the invariance of the growth rate for symplectic co-
homology under Liouville isomorphisms. However, the argument has to be adapted
to our context, where we have to deal with augmentations. Let α0 and α1 be two
non-degenerate contact forms for ξ and choose an asymptotically cylindrical exact
symplectic cobordism from the symplectization of α0 to that of α1. In other words,
we have constants b, L > 0, almost complex structures J0 ∈ J (α0), J1 ∈ J (α1),
J¯ ∈ JL(J1, J0) and an exact symplectic form on the neck [−L,L]×N taming J¯ on
this neck, which coincides with ebdα0 on T ({L} ×N) ' TN , and with e−bdα1 on
T ({−L} ×N) ' TN . We assume regularity in the sense that J0, J1 define DGAs
(A(α0), d0), (A(α1), d1) for the full contact homology of ξ with rational coefficients,
and J¯ defines chain map Ψ : (A(α0), d0) → (A(α1), d1) between these DGAs. An
augmentation  for (A(α1), d1) yields an augmentation Ψ∗ for (A(α0), d0) and Ψ
induces an isomorphism Ψ˜ : HC
Ψ∗(α0)→ HC(α1). As in 7.1, given a > 0 and a
nondegenerate defining contact form α′ for ξ, let Aa(α′) be the subalgebra gener-
ated by the good periodic α′-Reeb orbits with action less than a. It turns out that
there exists a constant D1 > 0 depending on the geometric data of the cobordism
such that Ψ(Aa(α0)) ⊂ AD1a(α1) for every a > 0. In fact, by an application of
Stokes theorem, we can take D1 = e
2b.
Exchanging the roles of α0 and α1 we get, as in the above discussion, a constant
D2 > 0 and a chain map Φ : (A(α1), d1) → (A(α0), d0) between DGAs satisfying
Φ(Aa(α1)) ⊂ AD2a(α0) for every a > 0. The augmentations Φ∗Ψ∗ and  are
homotopic: there exists a degree +1 derivation K such that Φ∗Ψ∗ = ◦ed1◦K+K◦d1 .
In fact, the map K is obtained by counting rigid holomorphic spheres with one
positive puncture in a regular homotopy of cobordisms. One can check that such a
family of cobordisms can be taken uniformly tamed (on a large neck) by a suitable
exact symplectic form which provides a constant D3 > 0 such that e
d1◦K+K◦d sends
Aa(α1) to AD3a(α1), for every a > 0.
Let D = maxiDi. It turns out that the induced maps on the homology fit into
the commutative diagram
· · · · · ·
HCD
8a,Φ∗Ψ∗
∗ (α1)
jj
HCD
6a,Ψ∗
∗ (α0)
OO
// HCD
7a,
∗ (α1)
ii
OO
HCD
5a,Φ∗Ψ∗
∗ (α1)
jj
HCD
3a,Ψ∗
∗ (α0)
OO
// HCD
4a,
∗ (α1)
ii
OO
HCD
2a,Φ∗Ψ∗
∗ (α1)
jj
HCa,Ψ
∗
∗ (α0)
OO
// HCDa,∗ (α1)
ii
OO
where the maps in the vertical arrows are those induced by the inclusion.
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Now, suppose that HCΨ
∗(α0) ' HC(α1) is infinite-dimensional, since, other-
wise, we would have ΓΨ
∗(α0) = Γ
(α1) = 0. Then,
ΓΨ
∗(α0)
−1 = lim inf
a→∞
log a
log r(Ψ∗, α0, a)
= lim inf
a→∞
logDa
log r(Ψ∗, α0, a)
≥ lim inf
a→∞
logDa
log r(, α1, a)
= Γ(α1)
−1,
where r(, α, a) is the rank of ι(HCa,∗ (α)). Inverting the roles of α0 and α1 we con-
clude that the collection of all growth rates {Γ(α)} associated to triples (α1, J1, )
as above is an invariant of the contact structure.
8.3. Proof of Theorem 1.4. Suppose that there is a (possibly degenerate) contact
form α defining ξ with finitely many simple periodic Reeb orbits γ1, ..., γr.
Let α′ be an arbitrary nondegenerate contact form defining ξ, and assume the
existence of J ′ ∈ J (α) which is regular enough to get the DGA (A(α′), d′) well-
defined. Fix J ∈ J (α) and L > 0 arbitrarily. We can find a C∞-neighborhood
V of α, a C∞strong-neighborhood U of J in the set of almost complex structures on
R×N and a constant b > 0 such that the following holds:
(C) For every contact form α′′ ∈ V defining ξ and every J ′′ ∈ J (α′′) ∩ U there
exist almost complex structures J¯+ ∈ JL(J ′′, J ′), J¯− ∈ JL(J ′, J ′′) and
exact symplectic forms Ω± on [−L,L] × N such that Ω± tames J¯± on
[−L,L]×N ,
Ω+|T ({L}×N) = ebdα′, Ω+|T ({−L}×N) = e−bdα′′
and
Ω−|T ({L}×N) = ebdα′′, Ω−|T ({−L}×N) = e−bdα′.
Moreover, ∀R > L one finds a smooth family {J˜τ}τ∈[0,1] ⊂ JR+L(J ′, J ′)
and an exact symplectic form ΩR on [−R − L,R + L] × N such that ΩR
tames J˜τ on [−R− L,R+ L]×N, ∀τ ∈ [0, 1],
J˜0 = J¯
+ R J¯−, J˜1 = J ′ and ΩR|T ({±L}×N) = e±2bdα′.
The proof of (C) is easy. Set D = e4b and choose an → +∞, an 6∈ Σ(α) satisfying
an+1 > D
3an, ∀n.
Lemma 8.2. There exists a sequence of nondegenerate contact forms α′′n defin-
ing ξ and satisfying α′′n → α in C∞ such that the following holds for every n:
if J ′′n ∈ J (α′′n) is regular enough to get the associated DGA (A(α′′n), d′′n) of full
contact homology well-defined and n : A(α′′n) → Q is any augmentation then
dimHCa,nl (α
′′
n) ≤ cal holds for every 0 ≤ a < an and l ∈ Z.
Here cal are the Morse-type numbers (59).
Proof. If δn > 0 is small enough then [c − δn, c + δn] ∩ Σ(α) = {c} for every
c ∈ Σ(α) ∩ [0, an) and, in view of Proposition 7.2,
HC
[c−δn,c+δn),n∗ (α′′n) '
⊕
{γ:∫
γ
α=c}
HC∗(γ, α)
whenever α′′n is a nondegenerate defining contact form for ξ sufficiently C
∞-close to
α and J ′′n , n are as in the statement. The direct sum above is taken over the closed
α-Reeb orbits with α-action equal to c. Clearly, perhaps after taking α′′n closer to α,
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we can assume that if c0 < c1 belong to Σ(α)∩ [0, an) and satisfy (c0, c1)∩Σ(α) = ∅
then there are no closed α′′n-Reeb orbits with α
′′
n-action in [c0 + δn, c1 − δn]. The
conclusion follows from the long exact sequence induced by the action filtration. 
With V and U given by (C), we can assume all the α′′n given as in Lemma 8.2
lie in V, and we also assume that each J ′′n ∈ J (α′′n) ∩ U is regular enough to
get the DGA (A(α′′n), d′′n) of full contact homology with Q-coefficients well-defined.
According to (C) we find J¯+n ∈ JL(J ′′n , J ′), J¯−n ∈ JL(J ′, J ′′n) tamed by suitable
exact symplectic forms on the neck [−L,L] ×N as described above. Hence, if J¯±n
are regular enough they can be used to define chain maps
Ψn : (A(α′′n), d′′n)→ (A(α′), d′), Φn : (A(α′), d′)→ (A(α′′n), d′′n)
which are algebra homomorphisms given by the count of rigid holomorphic spheres
with one positive puncture. By Stokes theorem these taming symplectic forms can
be used to show that Ψn(Ac(α′′n)) ⊂ ADc(α′) and Φn(Acα′)) ⊂ ADc(α′′n) for every
c ∈ R. By the same token, if the homotopy {J˜τ} as given by (C) is assumed regular
enough then it defines a degree +1 derivation K on A(α′) satisfying K(Ac(α′)) ⊂
ADc(α′), ∀c ∈ R. When R is large enough K determines a chain homotopy between
Ψn ◦ Φn and the identity. Thus, choosing any augmentation ′ : A(α′) → Q, we
have a commutative diagram
(73) HC [0,an−1),
′
(α′) //
ι

HC [0,Dan−1),(Ψn◦Φn)
∗′(α′)
(Φn)Ψ∗n′

HC [0,D
3an−1),′(α′)
ι

HC [0,D
2an−1),Ψ∗n
′
(α′′n)(Ψn)′′
oo
HC
′
(α′)
as in (67), for every c ∈ R. Here ι denotes maps on homology induced by inclusions
of chain subcomplexes. Since D2an−1 ≤ an we can apply (73) and Lemma 8.2 to
estimate
dim ι(HC
[0,an−1),′
l (α
′)) ≤ dimHC [0,D2an−1),Ψ∗n′l (α′′n) ≤ canl
for every n and l. By Theorem 1.1 we find C > 0 such that canl ≤ Can for all n
and l, implying Γ
′
(α′) ≤ 1. Theorem 1.4 follows.
8.4. Resonance relations.
Proof of Theorem 1.5. We will prove the result for the positive mean Euler charac-
teristic since the negative case is analogous. Let α be a contact form with finitely
many simple periodic orbits and denote by γ1, γ2, ..., γr those with positive mean
index. Let Bm and Cm be the left and right sides of (61) respectively for i = m.
Using (61) for m+ 1 and m and Lemma 8.1 we conclude that there exist constants
B and C such that
|Bm − Cm| ≤ C + cm+1 ≤ C +B
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for every m ≥ 2n− 3. Consequently,
(74)
χ
[]
+ (ξ) = lim
m→∞
(−1)m
m
Bm = lim
m→∞
(−1)m
m
Cm
=
r∑
s=1
lim
m→∞
1
m
∑
j
m∑
i=2n−3
(−1)i dimHCi(α, γjs)
=
r∑
s=1
lim
m→∞
1
m
∑
j
m∑
i=0
(−1)i dimHCi(α, γjs).
For any periodic α-Reeb orbit γ with mean index ∆(γ) write l−(γ) = ∆(γ)−2 and
l+(γ) = ∆(γ) + 2n− 4. We know from (62) that HCi(α, γ) = 0 if i 6∈ [l−(γ), l+(γ)].
Consider N(k, γ) = #{j ∈ Z | j ≥ k+1, l−(γj) ≤ l+(γk)}, ∆min = mins ∆(γs) > 0
and note that N(k, γs) ≤ 2(n−1)/∆min for every k ≥ 1 and s = 1, . . . , r. Therefore,
r∑
s=1
χˆ+(α, γs)
∆(γs)
=
r∑
s=1
lim
m→∞
1
m∆(γs)
m∑
j=1
∑
i≥0
(−1)i dimHCi(α, γjs)
=
r∑
s=1
lim
m→∞
1
m∆(γs)
m∑
j=1
bl+(γms )c∑
i=0
(−1)i dimHCi(α, γjs)
≤
r∑
s=1
lim
m→∞
1
m∆(γs)
∑
j
bl+(γms )c∑
i=0
(−1)i dimHCi(α, γjs)
+N(m, γs)B

=
r∑
s=1
lim
m→∞
1
bl+(γms )c
∑
j
bl+(γms )c∑
i=0
(−1)i dimHCi(α, γjs) = χ[]+ (ξ),
where the last identity follows from (74) since bl+(γms )c/m∆(γs) → 1 as m → ∞,
∀s. The other inequality leading to the identity in Theorem 1.5 for the positive
mean Euler characteristic is proved analogously. 
Proof of Corollary 1.6. When γj is non-degenerate for every j it is easy to see that
χ±(α, γ) =
{
(−1)|γ| if γ is good
(−1)|γ|/2 if γ is bad .

8.5. Non-hyperbolic periodic orbits. Theorem 1.7 and Theorem 1.9 follow
from the two theorems below.
Theorem 8.3. Suppose that there are finitely many simple closed orbits, all of them
hyperbolic. If dimHCn−3(ξ) <∞ then there is no closed orbit with Conley-Zehnder
index equal to zero.
Proof. Arguing indirectly, let γ be a closed orbit of index zero. It is well known
that the index of a hyperbolic periodic orbit ψ satisfies
(75) µCZ(ψ
k) = kµCZ(ψ)
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for every k ∈ N. In particular, we conclude that µCZ(γk) = kµCZ(γ) = 0 for
every k ∈ N. By equality (75) and our assumption that there are finitely many
simple closed orbits, we also conclude that there are finitely many periodic orbits
of index −1 and 1. Hence, since the differential decreases the action, we have that
a chain generated by orbits of index zero and action big enough cannot be exact.
In particular, there exists k0 > 0 such that every chain given by a finite sum of the
form
∑
i aiγ
ki cannot be exact as long as ki > k0 for every i.
Let ψ1, . . . , ψN be the periodic orbits of index −1 (these are not necessarily
simple). The set of chains of degree n− 4 can be naturally identified with QN :
N∑
i=1
aiψi ←→ (a1, . . . , aN ) ∈ QN .
Therefore, given k ∈ N we can identify ∂γk with a vector vk := (ak1 , . . . , akN )
determined by the relation ∂γk =
∑N
i=1 a
k
i ψi. Consequently, given k0 < k1 < · · · <
kN+1 we have that vk1 , . . . , vkN+1 must be linearly dependent, that is, there exist
rational numbers p1, . . . , pN+1 such that
p1vk1 + · · ·+ pN+1vkN+1 = 0.
Thus the chain p1γ
k1 + · · ·+pN+1γkN+1 is closed and not exact. Since one can take
k0 arbitrarily large, we conclude that dimHC
[]
n−3(ξ) =∞. 
Proof of Theorem 1.9. Arguing indirectly, suppose that every periodic orbit is hy-
perbolic, and therefore nondegenerate. The hypothesis that dimHC
[]
n−3(ξ) > 0
implies that there exists a closed orbit γ of index zero. This contradicts Theo-
rem 8.3. 
Theorem 8.4. Suppose that there is no periodic orbit with Conley-Zehnder index
equal to zero and that there exists a positive integer C such that
(76) (−1)n
mC+n−3∑
i=n−3
(−1)ib[]i (ξ) < (−1)nmCχ[]+ (ξ)
for every m ∈ N. Assume further that there are finitely many simple periodic orbits
with positive mean index. Then there is a non-hyperbolic closed orbit.
Proof. Arguing indirectly, suppose that every closed orbit is hyperbolic. In partic-
ular, every periodic orbit is nondegenerate. Firstly, let us show that there is at least
one periodic orbit with positive mean index. Indeed, since by (75) we know that
µCZ(γ) = ∆(γ) for every γ, if there is no such orbit we would have that b
[]
i = 0 for
every i > n− 3 and χ[]+ (ξ) = 0. Moreover, the hypothesis that there is no periodic
orbit of index zero implies that b
[]
n−3 = 0. This contradicts (76).
Let γ1, ..., γr be the simple periodic orbits with positive mean index. Let C
′ =
lcm{C, 2∏rk=1 ∆(γk)} and ci(γk) = ∑j dimHCi(α, γjk). Note that each ∆(γk) =
µCZ(γk) ≥ 1 is an integer by (75). Again by (75) we conclude that
m∆(γk)+n−3∑
i=n−3
(−1)ici(γk) = k(−1)∆(γk)+n−3m
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for every 1 ≤ k ≤ r and m ∈ 2N, where k = 1 if γ2k is good and k = 1/2 if γ2k is
bad. Here we used that in our situation γ2k is good if, and only if, ∆(γk) is even.
From this, we arrive at
mC′+n−3∑
i=n−3
(−1)ici(γk) = kmC ′ (−1)
∆(γk)+n−3
∆(γk)
,
since mC ′ = (mC ′/∆(γ))∆(γ) and mC ′/∆(γ) ∈ 2N. Hence, by Corollary 1.6,
r∑
k=1
mC′+n−3∑
i=n−3
(−1)ici(γk) = mC ′χ[]+ (ξ).
Now, we need the following special version of the strong Morse inequality.
Lemma 8.5. Suppose that there is no periodic orbit of index zero and every periodic
orbit is non-degenerate. Then
b
[]
i − b[]i−1 + ...± b[]n−3 ≤ ci − ci−1 + ...± cn−3
for every i ≥ n− 3.
Proof. Fix an augmentation 0 with homotopy class [] for the DGA of full-contact
homology with Q-coefficients associated to α and to some regular almost complex
structure in J (α). Since every periodic is nondegenerate and there is no periodic
orbit of index zero we have that HC
[a,b),0
n−3 (α) = 0 for every 0 ≤ a < b ≤ ∞ not in
Σ(α). In particular, b
[]
n−3 = cn−3 = 0. Moreover, by the long exact sequence for
filtered contact homology, the function
χl(a, b) = dimHC
[a,b),0
l (α)− dimHC [a,b),0l−1 (α) + ...± dimHC [a,b),0n−2 (α)
is subadditive for every l ≥ n− 2. This implies the inequality
b
[]
i −b[]i−1+...±b[]n−3 = b[]i −b[]i−1+...∓b[]n−2 ≤ ci−ci−1+...∓cn−2 = ci−ci−1+...±cn−3
for every i ≥ n− 3, as desired. 
By the previous lemma we get
(−1)n−1mC ′χ[]+ (ξ) = (−1)n−1
r∑
k=1
mC′+n−3∑
i=n−3
(−1)ici(γk)
≥ (−1)n−1
mC′+n−3∑
i=n−3
(−1)ib[]i (ξ)
> (−1)n−1mC ′χ[]+ (ξ),
a contradiction. Here, we used (76) in the last inequality. Note that the term
(−1)n−1 comes from the fact that the term with exponent mC ′ + n− 3 must have
positive sign (notice that C ′ is even). 
Proof of Theorem 1.7. The result for the positive Euler characteristic is immediate
by Theorems 8.3 and 8.4. The argument for the negative Euler characteristic is
analogous. 
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Appendix A. Finite-energy curves and periodic orbits
Here we revisit basic facts about pseudo-holomorphic maps proved in [24] for
the contact case. Consider a stable Hamiltonian structure H = (ξ,X, ω) defined on
a manifold N , a compact smooth domain K ⊂ N (possibly with boundary), and
some J ∈ J (H).
We will use an R-invariant Riemannian metric g0 = da⊗da+g on R×N , where
g is a Riemannian metric on N and a denotes the R-coordinate. Domains in C
or R× S1 are equipped with their standard Euclidean metric. Norms of maps are
taken with respect to these metrics.
The point of proving the following lemmas is that the dynamics of X may be
very degenerate, hence the results from [3] are not available. However, the following
arguments are contained in [24].
Lemma A.1. Let Fn = (an, fn) : R×S1 → R×K be smooth J-holomorphic maps.
Viewing Fn(s + it) ∼ Fn(s, t) as i-periodic maps on C, suppose ∃{zn} ⊂ C such
that |dFn(zn)| → ∞. There are sequences {z′j} ⊂ C, {δj}, {Rj}, {dj} ⊂ R, and a
subsequence Fnj such that |znj − z′j | → 0, δj → 0+, Rj → +∞, δjRj → +∞ and
that the maps
u˜j : BδjRj (0)→ R×N, u˜j(z) = τdj ◦ Fnj (z′j + z/Rj)
converge in C∞loc to a J-holomorphic map u˜ : C → R ×N satisfying E(u˜) > 0 and
supz∈C |du˜(z)| <∞. Moreover, E(u˜) ≤ supnE(Fn).
Proof. By Hofer’s Lemma (Lemma 5.12 from [3]), there exists z′n ∈ C, δn → 0+
such that |z′n − zn| → 0 and if we set Rn = |dFn(z′n)| then Rn → ∞, δnRn → ∞
and |dFn| ≤ 2Rn on Bδn(z′n). We set dn = −an(z′n) and u˜n = τdn ◦ Fn(z′n + z/Rn)
on BδnRn(0) ⊂ C. Thus u˜n(0) ∈ 0×N and |du˜n| ≤ 2 on BδnRn(0), for all n. The
u˜n satisfy ∂su˜n + J(u˜n)∂tu˜n = 0. Elliptic estimates provide C
∞
loc-bounds for the
sequence {u˜n} so, up to selection of a subsequence, we may assume u˜n → u˜ in C∞loc,
where u˜ is J-holomorphic. Then |du˜(0)| = 1 and |du˜(z)| ≤ 2 ∀z since the same
holds for u˜n. The inequality E(u˜) ≤ supnE(Fn) is easy to check. 
Remark A.2. The proof of Lemma A.1 shows that we can replace the domain R×S1
of the maps Fn by (C, i), or by (D, i) and assume that zn → 0. The conclusion is
exactly the same in both cases. One can also prove a version of Lemma A.1 when
the domains of the maps Fn form an exhausting and increasing sequence of open
subsets of R× S1 and the sequence zn is bounded.
Lemma A.3. Fix J ∈ J (H) and let F = (a, f) : C → R ×K be a non-constant
J-holomorphic map satisfying
∫
C f
∗ω = 0. Then there exists a (not necessarily
periodic) trajectory x of X and an entire function H : C→ C such that F = Zx ◦H
where the J-holomorphic immersion Zx : C → R × N is defined by Zx(s + it) =
(s, x(t)). If, in addition, |dF | is bounded then H(z) = αz + β with α 6= 0.
Proof. The identity ∂¯J(F ) = 0 tells us that
∫
C f
∗ω = 0 ⇒ f∗ω ≡ 0, so that df
takes values on RX ◦ f and da(z) = 0 ⇔ df(z) = 0 ⇔ dF (z) = 0 for every z.
Fix z1, z0 ∈ C and any smooth curve z(t) : (−, 1 + ) → C satisfying z(0) = z0
and z(1) = z1. Let x : R → N be the trajectory of X satisfying x(0) = f(z0).
There is a unique function g(t) defined by df(z(t)) · z′(t) = g(t)X ◦ f ◦ z(t). Then
Y (t, p) = g(t)X(p) defines a time-dependent vector field (−, 1 + ) × N → TN .
Consider h(t) :=
∫ t
0
g(τ)dτ . Then f ◦ z and x ◦ h solve β′(t) = Y (t, β(t)) with the
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same initial condition, and hence are equal. Since z1 was arbitrary it follows that
F (C) ⊂ Zx(C).
Assume x is not periodic. Then there exists a unique function H : C → C
satisfying F = Zx ◦H because Zx is 1-1 in this case. Since Zx is a J-holomorphic
immersion we conclude, using the similarity principle, that H is holomorphic, see
Lemma 2.4.3 from [32]. When x is periodic, the map Zx descends to an injective
map Zx defined on R× R/TZ, where T > 0 is the minimal period of x. As before
there exists a unique holomorphic functionH : C→ R×R/TZ satisfying F = Zx◦H
since Zx is 1-1. Clearly H can be lifted to a holomorphic map H : C→ C satisfying
F = Zx ◦H.
If w ∈ C and ζ ∈ TwC then there is an estimate |ζ| ≤ k|dZx(w) · ζ|, the constant
k being independent of w, ζ. This follows very easily from the particular form of
the function Zx and the R-invariance of the metric g0. Thus |dH| is bounded if so
is |dF |, and the conclusion follows from Liouville’s Theorem. 
Lemma A.4. If F : C → R × K satisfies ∂¯J(F ) = 0 for some J ∈ J (H),
supz∈C |dF (z)| <∞ and 0 < E(F ) <∞ then Eω(F ) > 0.
Proof. If Eω(F ) = 0 then, by Lemma A.3, there exists a trajectory x such that
F (z) = Zx(αz + β) for some α 6= 0. This implies E(F ) =∞, a contradiction. 
The next lemma is an important characterization of non-constant finite-energy
cylinders in cylindrical cobordisms.
Lemma A.5. Fix J ∈ J (H) and let F = (a, f) : R × R/Z → R × N be a
non-constant finite-energy J-holomorphic map satisfying Eω(F ) = 0. Then there
exists γ = (x, T ) ∈ P(H), constants a0, b0 ∈ R, and a sign  = ±1 such that
F (s, t) = (Ts+ a0, x(T t+ b0)).
Proof. We can think of F (s+it) as defined on C and i-periodic. We claim that |dF |
is bounded. If not, let zn satisfy |dF (zn)| → ∞ and consider Fn(z) := τcn◦F (z+zn)
with cn = −a(zn), which is again J-holomorphic. By Lemma A.1 applied to Fn
and Lemma A.4 we can assume, up to the choice of a subsequence, that there exists
rn → 0+ and z′n ∈ C satisfying |z′n − zn| → 0 and
lim inf
n→∞
∫
Brn (z
′
n)
f∗ω > 0
contradicting our hypotheses. By Lemma A.3 we find a trajectory x and constants
 = ±1, T > 0, α = T + ib, β = a0 + ib0 satisfying
F (s+ it) = Zx(αz + β) = (Ts− bt+ a0, x(bs+ T t+ b0)).
Since F is i-periodic we have that b = 0 and that x is T -periodic. 
Assume that ω has a primitive α on a neighborhood of K such that infK iXα > 0.
We wish to show that, as in the contact case [24], for finite-energy curves with
image in K it is possible to distinguish between positive/negative punctures, and
non-removable punctures give periodic orbits for X. Note that α is a contact form
near K. In the language of [25] X is Reeb-like near K since it is a positive multiple
of the Reeb vector field of α.
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Following [24], if F = (a, f) : [0,+∞)×R/Z→ R×K is a J-holomorphic finite
energy half-cylinder, for some fixed J ∈ J (H), then the limit
m := lim
s→∞
∫
R/Z
f∗α
exists since Eω(F ) < ∞. Under these assumptions the following important result
due to Hofer [24] holds.
Lemma A.6. Let α be a primitive of ω near K satisfying infK iXα > 0. Assume
also that m 6= 0, and let  = ±1 be its sign. Then a(s, t) → ∞ as s → ∞, and
∀sn → ∞ there exist nj → ∞, a periodic orbit γ = (x, T ) ∈ P(H) and c ∈ R such
that f(snj , t)→ x(T t+ c) in C∞ as j →∞.
We give a proof here since the statement above can not be explicitly found in
the literature. The difference with the results from [24] is that X is not the Reeb
vector of α near K, and ξ is not a contact structure (it might even be integrable).
Note that the dynamics of X is not assumed to be transversely nondegenerate.
Proof. First we show |dF | is bounded. If not let (ρn, tn) satisfy |dF (ρn, tn)| → ∞
and ρn → +∞. Define Fn(s, t) := F (s + ρn, t) and write Fn = (an, fn). It
follows from E(F ) < ∞ that ∫
C
f∗nω → 0 for every compact C ⊂ R × R/Z. A
combined application of Lemma A.1 and Lemma A.4 shows that |dFn| is bounded
over compact sets, contradicting |dFn(0, tn)| → ∞.
Suppose m > 0. Define Fn(s, t) := τcn ◦ F (s+ sn, t) with cn = −a(sn, 0). Thus,
by the above, Fn is C
1
loc-bounded and elliptic estimates tell us it is C
∞
loc-bounded.
We find nj →∞ and a smooth J-holomorphic map u : R×R/Z→ R×N such that
Fnj → u in C∞loc as j →∞. Clearly E(u) ≤ E(F ), Eω(u) = 0 and image(u) ⊂ R×K.
Moreover u is non-constant since
∫
0×R/Z u
∗α = m > 0. By Lemma A.5 we have
u(s, t) = (Ts + a0, x(Tt + b0)), for some (x, T ) ∈ P(H) contained in K. Here we
used the fact that infK iXα > 0 to conclude that the sign in Lemma A.5 is +1.
We now prove a(s, t) → +∞ as s → ∞. Consider the mean a¯(s) := ∫ 1
0
a(s, t)dt
and σ := min{T > 0 | ∃ γ ∈ P(H) contained in K with period T} > 0. We claim
that lim infs→∞ a¯′(s) ≥ σ. If not let sn →∞ satisfy supn a¯′(sn) ≤ σ − . Arguing
as above we can assume, up to the choice of a subsequence, that f(sn, t)→ x(Tt+c)
in C∞, for some γ = (x, T ) ∈ P(H) contained in K, and c ∈ R. Let λ be the 1-form
defined by (3). Then
σ −  ≥ lim sup
n→∞
a¯′(sn) = lim sup
n→∞
∫ 1
0
as(sn, t)dt
= lim sup
n→∞
∫ 1
0
λ(f(sn, t)) · ft(sn, t)dt = T ≥ σ.
This contradiction proves our claim. Thus a¯(s) → +∞ as s → +∞. We conclude
the case m > 0 since |a(s, t) − a¯(s)| is uniformly bounded by sup |at| < ∞. The
case m < 0 is treated similarly. 
The following statement, left with no proof, follows easily from the assumption
that ω has a primitive α on K satisfying infK iXα > 0.
Lemma A.7. Suppose that ω has a primitive α on K satisfying infK iXα > 0. If
S is a closed Riemann surface and F = (a, f) : S \M → R×K is a non-constant
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finite-energy J-holomorphic, where M ⊂ S is finite, then M 6= ∅ and at least one
point of M is a non-removable positive puncture.
Finally, we prove a stronger version of Lemma A.1 needed in the arguments
throughout the paper. Consider a stable Hamiltonian structure H = (ξ,X, ω)
defined on a manifold N and a compact smooth domain K ⊂ N with boundary. We
fix L > 0, J ∈ J (H), and consider H±n = (ξ±n , X±n , ω±n )→ H in C∞loc, J±n ∈ J (H±n )
and J¯n ∈ JL(J−n , J+n ) such that
J−n , J
+
n , J¯n → J
in C∞ (weak or strong) as n→∞. Suppose Ωn are symplectic forms on [−L,L]×K
compatible with J¯n which agree with ω
±
n on T ({±L} ×K) up to constant positive
multiples, and converge to a fixed symplectic form Ω on [−L,L] × K compatible
with J , as n→∞. Below we use Ωn to define the energy of J¯n-holomorphic maps
as in (7).
Lemma A.8. Assume that ω has a primitive α near K satisfying infK iXα > 0,
and let Fn = (an, fn) : R × S1 → R × K be smooth J¯n-holomorphic cylinders
satisfying E(Fn) ≤ C, ∀n. Viewing Fn(s, t) ∼ Fn(s+ it) as i-periodic maps on C,
suppose ∃{zn} ⊂ C such that |dFn(zn)| → ∞. Then one finds sequences {z′j} ⊂ C,
{δj}, {Rj}, {dj} ⊂ R, and a subsequence Fnj such that |znj − z′j | → 0, δj → 0+,
Rj → +∞, δjRj → +∞, and that the maps
u˜j : BδjRj (0)→ R×N, u˜j(z) = τdj ◦ Fnj (z′j + z/Rj)
C∞loc-converge to a J-holomorphic map u˜ : C → R×N satisfying 0 < E(u˜) ≤ MC
and supz∈C |du˜(z)| <∞, for some M > 0 independent of {Fn}.
In the above statement E(u˜) is the energy (6).
Proof. Arguing as in the proof of Lemma A.1, using Hofer’s lemma, we find u˜ as the
C∞loc-limit of a sequence of the J¯n-holomorphic maps u˜j(z) = τdj ◦ Fnj (z′j + z/Rj)
defined on balls BδjRj (0), where the z
′
j , δj , dj , Rj satisfy the requirements in the
statement. In particular, u˜ is nonconstant and has bounded derivative.
To check the assertion about the energy, consider first the case dj is bounded.
Hence, up to selection of a subsequence, ∃d ∈ R such that 0 ≤ dj − d → 0 or
0 ≥ dj − d → 0. We treat the first case, the other is analogous. In this case the
characteristic function of (−L + dj , L + dj ] converges pointwise to that of (−L +
d, L+ d]. By Fatou’s lemma∫
u˜−1((−L+d,L+d]×N)
u˜∗(τ∗−dΩ) ≤ lim inf
∫
u˜−1j ((−L+dj ,L+dj ]×N)
u˜∗j (τ
∗
−djΩnj )
≤ lim inf
∫
F−1nj ((−L,L]×N)
F ∗njΩnj ≤ E(Fnj ) ≤ C.
Analogously we can analyze the other relevant integrals to obtain an estimate for
the following modified energy Ed,Ω(u˜) of u˜:
Ed,Ω(u˜) := sup
φ∈Λ
∫
u˜−1((R\(−L+d,L+d])×N)
u˜∗(dφ ∧ λ+ ω)
+
∫
u˜−1((−L+d,L+d]×N)
u˜∗(τ∗−dΩ) ≤ C.
Claim: |a(z)| → ∞ as |z| → ∞.
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Proof of Claim. Using Ed,Ω(u˜) < ∞ we find Eω(u˜) < ∞. Considering v˜(s, t) =
u˜(e2pi(s+it)) defined on R × S1, we must have that dv˜ bounded. If not we get
a contradiction in the following way. View v˜(s + it) ∼ v˜(s, t) as an i-periodic
map on C, and suppose that {ζk} ⊂ C satisfies |ζk| → ∞ and |dv˜(ζk)| → ∞.
Then arguing as in Lemma A.1, using Hofer’s lemma, we find ηk, δk, Rk ∈ R such
that δk → 0+, Rk → ∞, δkRk → ∞ and, perhaps after changing ζk, the maps
ζ ∈ BδkRk(0) 7→ τηk ◦ v˜(ζk+ζ/Rk) converge in C∞loc to a nonconstant J-holomorphic
plane w˜ with |dw˜| bounded. It is easy to estimate Ed,Ω(w˜) <∞ from Ed,Ω(u˜) <∞,
and we must have Eω(w˜) = 0 since |<[ζk]| → ∞ and δk → 0. Then applying
Lemma A.3 we conclude that w˜(z) = Zx(αz + β) where x is some X-trajectory.
But this gives Ed,Ω(w˜) =∞, a contradiction which shows that dv˜ is bounded. Now
we conclude using the Monotonicity Lemma in a standard fashion. We cannot have
a(z) bounded since, otherwise, the Removable Singularity Theorem would imply
together with Stokes Theorem that Eω(u˜) = 0. Here we used that ω is exact
by assumption. As explained above, since du˜ is bounded, Lemma A.3 would give
Ed,Ω(u˜) = ∞, an absurd. Thus, if |a(z)| does not explode as |z| → ∞ we find
sequences sequences (sk, tk) and (s
′
k, t
′
k) such that sk < s
′
k < sk+1 and, writing
v˜ = (b, v), we have supk b(sk, tk) < ∞ and b(s′k, t′k) → ∞. Since dv˜ is bounded
we have supk supt b(sk, t) < ∞ and inft b(s′k, t) → ∞. Choose φ0 ∈ Λ satisfying
φ0, φ
′
0 > 0. Then Ω0 = d(φ0λ) + Aω is a symplectic form on R × N when A > 0
is large enough because kerω ⊂ ker dλ. Clearly Ω0 is compatible with J . Hence,
applying the Monotonicity Lemma at a fixed compact piece of R×N , see [30], we
find smooth compact domains Sk ⊂ C such that inf{|z| : z ∈ Sk} → ∞ as k →∞,
and that lim infk
∫
Sk
u˜∗Ω0 > 0, a contradiction to
∫
C u˜
∗Ω0 <∞. 
For any open set V ⊂ C the integrals below (taken with respect to the standard
orientation of C) converge and we have estimates∣∣∣∣∫
V
u∗dλ
∣∣∣∣ ≤ C ′ ∫
V
u∗ω,
∣∣∣∣∫
V
u˜∗(φdλ)
∣∣∣∣ ≤ C ′‖φ‖∞ ∫
V
u∗ω
with C ′ independent of u˜. This is so because kerω ⊂ ker dλ, ω is symplectic in
ξ and u is J-holomorphic. Let x+k < L + d, x
−
k > −L + d be regular values of
a(z) satisfying x±k → ±L+ d. Set Uk = u˜−1([x−k , x+k ]×N) = a−1([x−k , x+k ]). Hence
Uk ⊂ C are smooth closed sets, their boundaries split as ∂Uk = ∂+Uk∪∂−Uk, where
∂±Uk = a−1(x±k ) is oriented as the boundary of Uk. We have ∂
±Uk = ±∂{a ≤ x±k }
with orientations, and also that ∪k{a ≤ x+k } is a bounded set since |a(z)| → ∞ as
|z| → ∞. Fixing φ ∈ Λ we compute∫
Uk
u˜∗(dφ ∧ λ) =
∫
Uk
u˜∗d(φλ)−
∫
Uk
u˜∗(φdλ)
= φ(x+k )
∫
∂+Uk
u∗λ+ φ(x−k )
∫
∂−Uk
u∗λ−
∫
Uk
u˜∗(φdλ)
≤
∣∣∣∣∣
∫
{a≤x+k }
u∗dλ
∣∣∣∣∣+
∣∣∣∣∣
∫
{a≤x−k }
u∗dλ
∣∣∣∣∣+
∣∣∣∣∫
Uk
u˜∗(φdλ)
∣∣∣∣
≤ 3C ′Eω(u˜).
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Letting k →∞ we get via the monotone convergence theorem∫
u˜−1((−L+d,L+d)×N)
u˜∗(dφ ∧ λ) ≤ 3C ′Eω(u˜).
Now note that ∫
u˜−1({L+d}×N)
u˜∗(dφ ∧ λ) = 0.
Indeed, define the smooth function h : C → R by u˜∗(dφ ∧ λ) = h(s + it)ds ∧ dt.
Consider the (Lebesgue) measurable set E = u˜−1({L + d} × N). The Lebesgue
measure of E ∩{h 6= 0} is zero since it is a 1-dimensional submanifold of C. To see
this note that u˜ is transverse to {L+d}×N at a given point z ∈ E where h(z) 6= 0
because dφ ∧ λ vanishes on T ({L + d} × N). Hence h integrates to zero over E,
implying the above identity. It follows that∫
u˜−1((−L+d,L+d]×N)
u˜∗(dφ ∧ λ) ≤ 3C ′Eω(u˜).
This estimate holds independently of φ ∈ Λ.
It is not hard to get an estimate Eω(u˜) ≤ C ′′Ed,Ω(u˜) for some C ′′ > 0 indepen-
dent of d, Ω and u˜. Thus, combining all these facts we get M > 0 independent of
d, Ω and u˜ such that E(u˜) ≤MEd,Ω(u˜). The case dn is unbounded is easier. 
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