We consider the semilinear problem − u + λu = |u| p−2 u in Ω , u = 0 on ∂Ω , where Ω ⊂ R N is a bounded smooth domain and 2 < p < 2 * = 2N/(N − 2). We show that if Ω is invariant under a nontrivial orthogonal involution then, for λ > 0 sufficiently large, the equivariant topology of Ω is related to the number of solutions which change sign exactly once.
Introduction
Consider the problem
where Ω ⊂ R N is a bounded smooth domain and 2 < p < 2 * = 2N /(N − 2). It is well known that it possesses infinitely many solutions. However, when we require some properties of the sign of the solutions, the problem seems to be more complicated. In the paper [1] , Benci and Cerami showed that, if λ is sufficiently large, then (P λ ) has at least cat(Ω) positive solutions, where cat(Ω) denotes the Ljusternik-Schnirelmann category of Ω in itself. Since the work [1] , multiplicity results for (P λ ) involving the category have been intensively studied (see [2] [3] [4] for subcritical, and [5] [6] [7] for critical nonlinearities). In the aforementioned works, the authors considered positive solutions. In [8] , Bartsch obtained infinite nodal solutions for (P λ ), that is, solutions which change sign. Motivated by this work and by a recent paper of Castro and Clapp [9] , we are interested in relating the topology of Ω to the number of solutions which change sign exactly once. This means that the solution u is such that Ω \ u −1 (0) has exactly two connected components; u is positive in one of them and negative in the other. We deal with the problem
for all x ∈ Ω,
where τ : R N → R N is a linear orthogonal transformation such that τ = Id, τ 2 = Id, and Ω ⊂ R N is a bounded smooth domain such that τ Ω = Ω. Our main result can be stated as follows. Here, Ω τ = {x ∈ Ω : τ x = x} and τ -cat is the G τ -equivariant Ljusternik-Schnirelmann category for the group G τ = {Id, τ }. There are several situations where the equivariant category turns out to be larger than the nonequivariant one. The classical example is the unit sphere S N−1 ⊂ R N with τ = −Id. The above results complement those of [9] where the authors considered the critical semilinear problem
in Ω, and obtained the same results for λ > 0 small enough. They also complement the aforementioned works that deal only with positive solutions. We finally note that Theorem 1.1 also holds if λ ≥ 0 is fixed and the exponent p is sufficiently close to 2 * (see Remark 3.2).
Notation and some technical results
Throughout this work, we denote by H the Hilbert space H 1 0 (Ω) endowed with the norm u = Ω |∇u| 2 dx 1/2 . The involution τ of Ω induces an involution of H , which we also denote by τ , in the following way: for each u ∈ H we define τ u ∈ H by
We denote by H τ = {u ∈ H : τ u = u} the subspace of τ -invariant functions. Let E λ : H → R be given by
and its associated Nehari manifold
where |u| s denote the L s (Ω)-norm for s ≥ 1. In order to obtain τ -invariant solutions, we will look for critical points of E λ restricted to the τ -invariant Nehari manifold
by considering the following minimization problems: Proof. Note that, if u ∈ H τ is positive in some subset A ⊂ Ω, we can use (2.1) to conclude that u is negative in τ (A). Thus, for any given u ∈ N τ λ , we have that u + , u − ∈ N λ , where u ± = max{±u, 0}. 
This implies θ = 0 and therefore E λ (u), φ = 0 for all φ ∈ H τ . The result follows from the principle of symmetric criticality [10] (see also [11, Theorem 1.28 
]).
By standard regularity theory we know that if u is a solution of (P λ ), then it is of class C 1 . We say it changes sign k times if the set {x ∈ Ω : u(x) = 0} has k + 1 connected components. By (2.1), if u is a nontrivial solution of the problem (P τ λ ) then it changes sign an odd number of times.
Lemma 2.3. If u is a solution of the problem
, as desired. We recall now some facts about equivariant Ljusternik-Schnirelmann theory. An involution on a topological space X is a continuous function τ X : X → X such that τ 2 X is the identity map of X . A subset A of X is called τ X -invariant if τ X (A) = A. If X and Y are topological spaces equipped with involutions τ X and τ Y respectively, then an equivariant map is a continuous function f : is the smallest number k of open invariant subsets X 1 , . . . , X k of X which cover X and which have the property that, for each i = 1, . . . , k, there is a point y i ∈ Y and a homotopy Θ i :
Definition 2.4. The equivariant category of an equivariant map
If A is a τ X -invariant subset of X and ι : A → X is the inclusion map, we write
The following properties can be verified.
Lemma 2.5. (i) If f : X → Y and h : Y → Z are equivariant maps then
Let V be a Banach space, M be a C 1 -submanifold of V and I : V → R be a C 1 -functional. 
Proofs of the results
Given r > 0, we define the sets
Throughout the rest of the work we fix r > 0 sufficiently small in such way that the inclusion maps Ω − r → Ω \ Ω τ and Ω → Ω + r are equivariant homotopy equivalences. We now note that, in [1] , Benci and Cerami considered the minimization problem
An easy calculation shows that
. Therefore, if we denote by β : H \ {0} → R N the barycenter map given by 
We are now ready to present the proof of our main result.
Proof of Theorem 1.1. Let p ∈ (2, 2 * ) and λ be given by the Lemma 3.1. For any λ > λ, since 2 < p < 2 * , the even functional E λ satisfies the Palais-Smale condition at any level c ∈ R. Thus, we can apply Theorem 2.6 to obtain τ a -cat(N
τ λ , where we have used Lemma 3.1(i) and Lemma 2.1. It follows from Lemmas 2.2 and 2.3 that ±u i are solutions of (P τ λ ) which change sign exactly once. It suffices now to check that
With this aim, we claim that there exist two maps
, and γ λ • α λ is equivariantly homotopic to the inclusion map Ω − r → Ω + r . Assuming the claim and recalling that the maps Ω − r → Ω \ Ω τ and Ω → Ω + r are equivariant homotopy equivalences, we can use Lemma 2.5 to get
In order to prove the claim we follow [9] . Let v λ ∈ N λ,B r (0) be a positive radial function such that
It is clear that α λ (τ x) = −α λ (x). Furthermore, since v λ is radial and τ is an isometry, we have that α λ (x) ∈ H τ . Note that, for every x ∈ Ω − r , we have |x − τ x| ≥ 2r (if this is not true, then x = (x + τ x)/2 satisfies |x − x| < r and τ x = x, contradicting the definition of Ω − r ). Thus, we can check that E λ (α λ (x)) = 2m λ,r and α λ (x) ∈ N τ λ . All those considerations show that α λ is well defined.
we can use (2.1) and the τ -invariance of Ω to conclude that u + ∈ N λ and 2E λ (u + ) = E λ (u) ≤ 2m λ,r . Hence, u + ∈ N λ ∩ E m λ,r λ and it follows from Lemma 3.1(ii) that 
