Abstract-In this paper we conduct a comparative study of local key-point detectors and local descriptors for the specific task of mobile document classification. A classification architecture based on direct matching of local descriptors is used as baseline for the comparative study. A set of four different key-point detectors and four different local descriptors are tested in all the possible combinations. The experiments are conducted in a database consisting of 30 model documents acquired on 6 different backgrounds, totaling more than 36.000 test images.
I. INTRODUCTION

Document image classification is one of the main topics of interest among the document image analysis cOlmnunity [1]
, mainly because it is a required step in many different contexts, from retrieval to document understanding. Depending on the particular application, document classes are defined either in terms of textual contents, document structure or visual similarity.
A document image classification system based on textual contents means that document images will be casted to the same class if they "talk" about the same topics. Obviously such systems require an initial OCR step in order to automatically extract the text from the document images. A subsequent step devoted to transform text strings to a feature vector is applied. The bag of words technique [2] is the most common approach, although more complex topic modeling approaches such as latent semantic analysis [3] or latent Dirichlet allocation [4] provide better results. From this numeric representation, any statistical classifier can be trained to finally decide to which class assign an incoming document.
A second family of document image classifiers would be the approaches that are based on document structure similarity. Such methods allow to assign a document class whenever the documents share the same physical or logical structure, regardless of their contents. A first layout analysis step is devoted to decompose the document images into blocks so the document similarity can be expressed in terms of the spatial relationships among those blocks. Such spatial relationships are represented by particular data structures such as attributed relational graphs [5] or X-Y trees [6] . Although such represen tations have an important discriminatory power, they present the drawback that computing a mapping between two layout structures is computationally expensive.
978-1-4799-1805-8/15/$31.00 ©2015 IEEE Finally, document image classifiers based on visual simi larity will group document images into the same class if they "look" similar. Usually the proposed descriptors use statistics computed over low-level features in order to encode such visual appearance of the document. Such low-level features are directly the average pixel intensity as in the works proposed in [7] , [8] , or a little more elaborate strategies such as multi oriented run-lengths as proposed in [9] . Such representations have the advantage that they are normally cheap to extract and to embed in a statistical classifier. However they offer in general a limited discriminative power when it comes to a more fine-grained document image classification.
Although those three families try to solve different user definitions of what a document class or similarity means, they all present the same shortcoming. Such document image de scriptions are in general global, due to the fact that historically the document images to process in our conununity came from a digitization device such as a scanner or a fax machine. Even lately, we started to directly process digitally-born documents directly in electronic format. However, with the quick growth of the camera quality in mobile phones and the ubiquity of such devices, in the last years, to deal with mobile captured document images has become an interesting research topic.
When acquiring a document image with a mobile gimmick we can not expect the same kind of document images to process. Such mobile digitization process entails illumination problems, geometric distortions due to the perspective effect, occlusions or cluttered background, etc. In such scenarios, it is doubtful that the classical global document image descriptors would be able to perform properly. However, some renowned object recognition techniques from the Computer Vision field, based on local descriptors, have been designed to be able to tackle such inconveniences, so researchers from the Document Analysis field started to apply such techniques to deal with document images.
One might still wonder whether those object recognition frameworks are really adaptable to processing document im ages, and more specifically, which local key-points detectors and local descriptors from the vast plethora that has been proposed in the last decade are the most promising and have the best performances when dealing with the particular case of document images.
In this paper we focus on the specific problem of docu ment image classification with document images acquired with mobile devices. We propose to tackle such problem with an approach founded on a direct matching of local descriptors followed by a voting strategy. We analyze the performance of different state-of-the-art local key-point detectors and de scriptors depending on a number of different factors such as the document type or the acquisition conditions. Such analysis is conducted in a large-scale scenario with more than 36.000 images in the test set.
The organization of the rest of the paper is as follows. In Section II we overview the document classification strategy which is based on matching local descriptors. In Section III, we overview the set of different state-of-the-art local key point detectors and descriptors that we use in this analysis. Section IV reports the experimental results, while finally in Section V we draw our conclusions.
II. DOCUMENT CLASSIFICATION BY MATCHING LOC AL DESCRIPTORS
In order to perform the document image classification by matching local descriptors we followed a similar approach than the one previously presented in [10] .
In the "training" phase, we need an example of each document class in order to extract and index their local descriptors. Given a collection of documents D and a sample document di E D of a class i, we extract their local key-points Ki. Each key-point kf E Ki consists of the coordinates of the key-point, a scale factor and an orientation. We then compute the local descriptors Fi obtaining a feature vector if E Fi for all the key-points kf.
All local descriptors
Fi are then stored in an indexing structure with their associated document index i. In this paper we use the FLANN [11] indexing framework in order to compute similarities between the stored descriptors and the local descriptors from an incoming image. When using binary descriptors the Locality Sensitive Hashing indexing structure is used within FLANN. For integer or floating point descriptors we use a KD-tree indexing structure.
When an incoming document image arrives, we compute its local key-points and associated local descriptors. Such local descriptors are then matched against the whole indexing structure. We accumulate votes to the matched document class i. When all the local descriptors from the incoming image have been matched against our indexed corpus, the document class receiving more matches is the one taken as the corresponding class.
Two additional points are considered in order to make the results more reliable. On the one hand, we use a ratio-test, as in the original SIFT paper [12] , in order to just keep the local matches that are really discriminative. That is, a match is considered only if the distance to the nearest local descriptor and the distance to the second local descriptor is sufficiently different. On the other hand, a RANSAC step [13] allow to filter out matches that might be correct in terms of similarity of local descriptors but that do not agree with the rest of matches in terms of the projective transform that we should apply to go from a set of local key-points in the incoming image to the set of local key-points in the model document image.
III. LOC AL DETECTORS AND DESCRIPTORS
We will overview in this section the off-the-shelf local detectors and local descriptors that we used in our study. We have used the baseline OpenCV's implementation I of the local detectors and descriptors.
A. Local Key-point and Region Detectors Let us overview the four different key-point detectors that we have used in our comparison.
• SIFT: Key-point detector proposed by D. Lowe in [12] in which key-points are extracted as maxima of the Difference of Gaussians over a scale space analysis at different octaves of the image. Dominant orientations are assigned to localized key-points.
• SURF: Key-point detector proposed by H. Bay et al. in [14] which detects blobs based on the determinant of the Hessian matrix.
• ORB: Key-point detector proposed by E. Rublee et al. in [15] which uses an orientation-based implementa tion of the FAST corner detection algorithm.
• MSER: Key-region detector by J. Matas et al. in [16] which is based on finding stable and extremal regions when applying a connected component analysis after iteratively thresholding the image.
We present in Figure 1 an example of the extracted local key-points within a portion of a document image. It is worth noting the differences in terms of which kind of information is retained by the different key-point extractors, as well as the amount of key-points issued by the different algorithms with their default parameters. Obviously, such difference in the amount of key-points will result in higher matching times for the algorithms yielding high amounts of key-points when analyzing document images.
B. Local Descriptors
Let us overview the four different local descriptors we have used in our comparison.
• SIFT: is a local descriptor proposed in [12] which coarsely describes edges appearing in key-point frames by an orientation histogram over the gradient image.
• SURF: is a local descriptor proposed in [14] which is based on the computation of Haar wavelet responses in a dense fashion within the key-point frames.
• ORB: is a binary local descriptor proposed in [15] which is a rotation aware version of the BRIEF descriptor [17] . It basically encodes the intensity dif ferences among a set of pairs of pixels.
• BRISK: is a binary local descriptor proposed by S. Leutenegger et al. in [18] which is also based on a pair-wise comparison of pixel intensities. It is worth noting that both SIFT and SURF yield an integer-valued histogram while ORB and BRISK produce bi nary strings. Such binary descriptors are matched against each other with a Hamming distance which entails a much faster distance computation than the Euclidean distance calculation done for SIFT and SURF descriptors.
IV. EXPERIMENTAL RESULTS
A. Dataset
To build our dataset, we took six different document types coming from public databases and we chose five document images per document type. We have chosen the different types so that they cover different document layout schemes and contents (either completely textual or having a high graphical content). In particular, we have taken data-sheet documents and patent documents retrieved from the Ghega dataset [19] . Title-pages from medical scientific papers from the MARG dataset [20] . Colour magazine pages from the PRIMA layout analysis dataset [21] . American tax forms from the NIST Tax Forms Dataset (SPDB2) [22] . And finally typewritten letters from the Tobacco800 document image database [23] . We show an example of each of those six different document types in Figure 2 . We removed some small noise and margins from the original document images and finally rescaled them to all have the same size and fit an A4 paper format.
Each of these document models were printed using a color laser-jet and we proceeded to capture them using a Google Nexus 7 tablet. We recorded small video clips of around 10 seconds for each of the 30 documents in six different background scenarios. The videos were recorded using Full HD 1920 x 1080 resolution at variable frame-rate. Since we captured the videos by hand-holding and moving the tablet, the video frames present realistic distortions such as focus and motion blur, perspective, change of illumination and even partial occlusions of the document pages. In addition of the video clips, we also have captured an 8Mp picture of each of the documents to be used as models for the matching classification. We present an example of the different scenarios in Figure 3 . Summarizing, the database consists of 180 video clips comprising 36.444 frames.
The classification task consists in automatically recogniz ing for each frame which of the thirty different documents appears.
B. Results
We report in Tables I and II of the descriptor drops quite dramatically when it is computed over other key-points. Concerning the SURF key-point detector and descriptor, we appreciate that the SURF framework does not seem very suited for the specific task of dealing with document images. One the one hand, when computing local descriptors over SURF key-points, it is the BRISK descriptor that yields the best performances. On the other hand, the SURF descriptor achieves the best performances when used over ORB key-points. In both cases, the reached performances are quite far from the ones reached by SIFT. In addition, the processing times for the SURF descriptors are also important. Despite the fact that the SURF framework was proposed as a faster alternative to SIFT, the vast amount of key-points found when used over document images with its default parameters (we can appreciate it in Figure 1 ) provokes that using SURF might not be suitable in applications with real time requirements. Computing SURF descriptors over SURF key-points is almost as costly as computing SIFT descriptors over SIFT key-points, with an important drop in accuracy. However, the SURF key-points were the ones which gave the best performance for the BRISK local descriptor. BRISK being a binary descriptor, achieves very good classification accuracies with much faster processing times than SIFT or SURF. However, being computed over such large amount of key-points, makes that the ORB framework is almost 10 times faster. Finally, we can appreciate that whatever descriptor we use, the MSER key-regions do not reach very good results. It is worth to note that MSER does not provide a region orientation per se, so in principle computing local descriptors over MSER key-regions would not reach invariance to rotation. However, in OpenCV's implementation, SIFT, SURF and BRISK descriptors actually compute a dominant orientation in order to do an orientation normalization whereas ORB expects the key-regions to have already their angular information. This fact would explain the important drop in performance that we observe when computing ORB descriptors over MSER key regions. Summarizing, the best performances are obtained by using the SIFT key-point detector with the SIFT descriptor, but it is worth to note that in scenarios requiring real-time computation, the performances reached when using the ORB framework are also very promising, since although there is a drop of nearly 15% classification accuracy, the processing times are trimmed by two orders of magnitude.
We report in Tables III and IV the averaged classification accuracies for the different backgrounds and document types respectively. We report the performances reached with the most promising configurations from Tables I and II . We show that the acquisition conditions have a strong impact on the final performances. The classification abilities are hindered when dealing with images acquired in low-light conditions, as in backgrounds 3 and 6 or in scenarios with severe clutter and occlusions, as the background 5. The performance drop due to low-light conditions (backgrounds 3 and 6) affects in a more severe way the BRISK and ORB descriptors than the SIFT descriptor, in which such performance drop is not that severe. Such effect is easy to understand taking into account that both BRISK and ORB are based on pixel intensities comparison, and thus quite sensitive to illumination changes, whereas the SIFT descriptor is based on gradient orientations which is more robust to such distortions. We also observe that the performance of the detectors and descriptors under analysis can also be severely hindered depending on the nature of the document to deal with. Documents which contain mostly text with uniform layouts such as the papers, patents or datsheets are harder to describe than the other documents presenting either more graphical information or having a more "textured" layout, as in the case of the letters, magazines and tax forms. 
V. CONCLUSIONS
We have presented in this paper a comparative study of local key-point detectors and local descriptors for the spe cific task of mobile document classification. The experiments, conducted in a database consisting of 30 model documents acquired on 6 different backgrounds, totaling more than 36.000 test images, show the dominance of the SIFT framework over other detectors and descriptors. Despite their lower per formance, binary descriptors are also a good choice when the requirements of the application impose to have real-time responses. In such scenarios, both BRISK and ORB descriptors perform well, presenting processing times between one and two orders of magnitude difference in comparison with SIFT.
Finally, the detailed analysis of the results shows that the performance of such detectors and descriptors can be severely hindered depending on the nature of the document to deal with. Mostly textual documents are harder to describe than other documents presenting more graphical information or with a more "textured" layout. The acquisition conditions have also a strong impact on the final performances. The classification abilities are distorted when dealing with low-light conditions or with severe clutter and occlusions.
