A new protein fold recognition method is described which is both fast and reliable. The method uses a traditional sequence alignment algorithm to generate alignments which are then evaluated by a method derived from threading techniques. As a ®nal step, each threaded model is evaluated by a neural network in order to produce a single measure of con®-dence in the proposed prediction. The speed of the method, along with its sensitivity and very low false-positive rate makes it ideal for automatically predicting the structure of all the proteins in a translated bacterial genome (proteome). The method has been applied to the genome of Mycoplasma genitalium, and analysis of the results shows that as many as 46 % of the proteins derived from the predicted protein coding regions have a signi®cant relationship to a protein of known structure. In some cases, however, only one domain of the protein can be predicted, giving a total coverage of 30 % when calculated as a fraction of the number of amino acid residues in the whole proteome.
The recent complete sequencing of a number of microbial genomes has highlighted the gap between the number of known protein sequences and the number of experimentally determined protein structures. Methods for protein structure prediction offer some hope for narrowing this gap, and over recent years fold recognition methods have become particularly popular (Bowie et al., 1991; Jones et al., 1992 Jones et al., , 1995 Godzik et al., 1992; Bryant & Lawrence, 1993; Ouzounis et al., 1993; Abagyan et al., 1994; Nishikawa & Matsuo, 1994; Flo È ckner et al., 1995; Lathrop & Smith, 1996; Madej et al., 1995; Defay & Cohen, 1996; Russell et al., 1996) . Blind testing has shown that fold recognition methods can be very effective (Shortle, 1997) , and so it is surprising that they are not being more widely applied to genome analysis. Three problems with fold recognition methods probably contribute to their lack of use: their slowness, the requirement for human intervention to interpret the results and the inaccuracy of sequence-structure alignments produced. Different methods suffer from each of these problems to differing degrees. Of the three problems, the lack of automation in the fold recognition process is perhaps the biggest problem in the application of threading methods to genomic sequence analysis. Whilst it is reasonable to require some human intervention when predicting the structure of just a few sequences, this is clearly not practical when trying to analyse many thousands of genomic sequences.
Here, a new method for fold recognition is described, which has the advantage that it is both very fast and requires no human intervention in the prediction process. Surprisingly, despite its simplicity, the method also produces relatively accurate sequence-structure alignments.
Recognizing Distant Evolutionary Relationships
Threading methods were originally developed to recognise pairs of proteins which have no obvious similarities in sequence yet have similar folds. Recently it has become clear that in fold recognition it is useful to distinguish between pairs of proteins which are homologous (i.e. have obvious common ancestry) and those which are analogous (have no obvious common ancestry; Orengo et al., 1994; Jones, 1997) . Where no evolutionary relationship is believed to exist between two structurally similar proteins, clearly threading is going to be the only applicable method for identifying this type of relationship, but for pairs of proteins that do share common ancestry, it might be supposed that sensitive sequence comparison methods might be applicable. Pairwise sequence comparison methods are generally assumed only to be able to recognise closely related sequences, and to overcome this limitation, matching methods have been developed that use information from multiply aligned sequences of protein families (Taylor, 1986; Gribskov et al., 1987; Krogh et al., 1994; Lu È thy et al., 1994; Yi & Lander, 1994) .
The limits of pairwise sequence alignment in identifying very distant sequence relationships is well known, and has been quanti®ed in various studies (Sander & Schneider, 1991; Abagyan & Batalov, 1997) . However, what is surprising is that even though these methods are not useful for identifying very remote sequence similarities, they are often capable of producing accurate sequencestructure alignments.
The GenTHREADER Protocol
The method for fold recognition described here can be divided into three stages: alignment of sequences, calculation of pair potential and solvation terms and, ®nally, evaluation of the alignment using a neural network. A program implementing the following method has been developed (called GenTHREADER) and can be accessed from the following Web page: http://globin.bio.warwick.ac.uk/psipred.
Sequence alignment
Given a target sequence and a template protein structure, a sequence-structure alignment can be made using a wide variety of techniques. Here, alignments are generated using a sequence pro®le method, though in principle almost any sequence alignment method could be used to generate the initial alignments. To generate pro®les for each template structure in the fold library, related sequences were collected by scanning the template sequence against the current OWL non-redundant protein sequence data bank (Bleasby et al., 1994) using the program BLASTP (Altschul et al., 1990) . Sequences matching the template sequence with an E-value < 0.01 were extracted from the data bank and aligned using a simpli®ed version of the MULTAL multiple sequence alignment method (Taylor, 1988) . Insertions relative to the template protein sequence were skipped, and a sequence pro®le constructed (Gribskov et al., 1987) using the BLOSUM 50 matrix (Henikoff & Henikoff, 1992) .
The fold library used was based on the set of unique protein chains found in the Brookhaven Protein Data Bank (Bernstein et al., 1977) as of January 1998, though excluding theoretical models and short peptides. Target sequences are aligned with a given template structure using a globallocal dynamic programming alignment algorithm (i.e. a global alignment algorithm with no end gap penalties), with an initiation gap penalty of 11 and an extension penalty of 1.
As an alternative to this, it is possible to build a sequence pro®le from the target protein sequence and to scan this pro®le against the fold library sequences. In some cases this produces a better result than the ®rst approach, and in practice both approaches are used with the highest scoring alignment being taken as the preferred one.
Threading potentials
Given a sequence alignment, the next step is to evaluate this alignment with reference to the implied structural model. Several methods have been described for evaluating structural models by using statistical potentials of some description (e.g. Jones & Thornton, 1996; Hendlich et al., 1990; Kocher et al., 1994; Park et al., 1997; Miyazawa & Jernigan, 1996) . The evaluation function used here is principally based on a set of pairwise potentials of mean force (Hendlich et al., 1990) , determined by a statistical analysis of highly resolved protein X-ray crystal structures and the application of the inverse Boltzmann equation as described for the original THREADER program (Jones et al., 1992) . In addition to the pairwise potentials, a solvation potential is also used (Jones et al., 1992) .
For speci®ed atoms (C b 3 C b for example) in a pair of residues ab, sequence separation k and distance interval s, the potential is given by the expression:
where m ab is the number of pairs ab observed with sequence separation k, s is the weight given to each observation, f k (s) is the frequency of occurrence of all residue pairs at topological level k and separation distance s, f k ab (s) is the equivalent frequency of occurrence of residue pair ab, and RT is taken to be 0.582 kcal/mol. Here, short (sequence separation, k < 11), medium (11 4 k 4 22) and long (k > 22) range potentials have been calculated between the following atom pairs:
In addition to the pairwise potentials, a solvation potential for an amino acid residue a is de®ned as:
where r is the degree of residue burial, f a (r) is the frequency of occurrence of residue a with burial r, and f(r) is the frequency of occurrence of all residues with burial r. The degree of burial for a residue is de®ned as the number of other C b atoms located within 10 A Ê of the residue's C b atom. This parameter was found to inversely correlate well (correlation coef®cient >0.85) with the relative solvent accessibility of a residue in a folded protein.
Neural network
Rather than producing just a single score, methods for fold recognition results commonly produce a number of scores which relate to different aspects of the sequence-structure alignment. In the case of the method described here, six scores were found to be important in different circumstances: initial sequence pro®le alignment score, number of aligned residues, length of target sequence, length of template protein sequence, pairwise energy sum, and solvation energy sum. A poor value for one or more of these scores can indicate that the sequence-structure match is a falsepositive. The problem that needs to be addressed is how to reduce the vector of six (or possibly more in future developments of the method) different scores with quite different value ranges into just a single score. This is a fairly common problem in multivariate statistics, of course, with many methods available for achieving this goal. However, most of these methods are not capable of taking account of cross-variable relationships and are limited to producing a scoring function which is a weighted linear combination of the original variables. A simple and popular technique which is not restricted in this way is to make use of a multilayer feedforward neural network. Neural networks are capable of``learning'' quite complex interrelationships between multiple variables and reducing this complexity to a single output value (typically between 0 and 1).
For this reason, a simple feedforward neural network was employed here to evaluate sequencestructure alignment quality. A single network input was used for each of six parameters (sequence pro®le score, pairwise energy, solvation energy, number of aligned residues, length of template structure and length of target sequence) as shown in Figure 1 . The inputs to the network were scaled to the required 0-1 range by using the standard logistic function:
where a and b are arbitrary constants, and x is the raw input value.
Because of the small number of inputs, only a few hidden units were required in the hidden layer, and whilst the performance of the network was slightly better when six hidden units were used, networks with four or ®ve hidden units faired almost as well.
Neural network training
To train the neural network, a set of representative protein chains was extracted from the CATH database (Orengo et al., 1997) . A single representative was selected for each T-level of the CATH classi®cation containing more than one S-level (i.e. fold families containing at least two homologues with low sequence similarity). For each pair of representative chains, the CAT (Class Architecture and Topology) numbers of any constituent domains were compared to decide whether any signi®cant structural similarity exists between the chains.
On the then current version of CATH (Release 1.0), the procedure resulted in a training set comprising 9169 chain pairs, of which 383 pairs shared a common domain fold. For each of these chain pairs a sequence-structure alignment was calculated using the previously described pro®le method, and pairwise and solvation energies calculated based on the equivalent residue pairs. Based on the six sequence-structure alignment variables previously described, the challenge for the neural network is to discriminate between chain pairs which share a common fold and those which do not. 
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Neural network weights
Neural network methods are frequently criticised for being``black box'' solutions. In other words, although they work very well, it is not possible to ®nd out what``rules'' they have learned from the input data. This is generally true, but it is nonetheless fairly easy to interrogate a simple network such as the one used here to ®nd out how the variables are combined together to produce the single output value. One way to achieve this is to hold certain inputs at constant values and to vary the remaining variables to explore how these variables affect the output. This is equivalent to cutting a slice through the multidimensional space represented by the weights in the neural network. Figure 2 (a) and (c) shows three representative plots made in just this way. Figure 2 (b) is particularly interesting, because it shows the learned relationship between the sequence pro®le score and the pairwise energy term when the other terms are held constant. As expected, the network has learned that with a relatively high sequence similarity score, the value of the pair energy sum is immaterial and can be more or less ignored. However, even at high sequence similarity, where the pair energy is particularly unfavourable (indicating that the implied structural model is very likely to be incorrect) the network output drops way down.
Confidence estimation
Although the output from the neural network is a value between 0 and 1, this does not imply that the result can be directly taken as a probability value. In order to better interpret the output of the neural network, the same CATH data set described above (9169 chain pairs, of which 383 pairs shared a common domain fold) was used to test the performance of the method and to assign levels of con®dence to different output levels from the network. The original set of protein chains from CATH was divided into three parts. Each third of the data set was used as a testing set, and the remaining two thirds used as a training set. In this way the performance of the network could be tested without undue bias from the training set.
The three sets of results were pooled and sorted according to the network output value. The frequency of false positives was then calculated for different ranges of network output (Figure 3 ). From these test results, it was decided that the output of the network could be interpreted according to Table 1 . Of course, no statistical measurement can ever truly assign a certain level of con®dence, i.e. where the false positive rate is zero. However, in this case it is reasonable to de®ne a certain category as that where the neural network produces a maximum output value (1.0). Out of 126 pairs of protein chains which produce a maximum network value, no false positives were observed. Generally speaking, the results which are assigned as certain are those which exhibit some degree of sequence similarity (even though this similarity may be statistically insigni®cant). The results falling into the lower categories are those which have been recognised not principally by sequence similarity, but by favourable pairwise and solvation energy sums. The``high'' category threshold corresponds to an expected false positive rate of just 1 %, which is a common high con®dence threshold for genome annotation. Indeed, the type of testing that has been carried out here on GenTHREADER, being based on a large number of protein pairs of known three-dimensional structure, is comparable to the testing that has been carried out elsewhere on sequence comparison methods (Brenner et al., 1998) .
Results
Benchmarking
To test the ability of the method to identify distant evolutionary relationships it was applied to a test-set suggested by . This benchmark comprises a set of 68 pairs of proteins with very low sequence similarity, but with highly similar folds. Success for a particular target sequence is achieved if a fold recognition method ranks the correct matching template protein at rank 1. Note that matches to protein chains in the library which have a similar fold to the correct match are not considered false positives (in this work the CATH classi®cation is used to make this determination). Table 2 shows the results obtained from the benchmark test. Note that the target protein (plus any proteins with the same CATH numbers) was removed from the set of proteins used to construct the statistical potentials and the training set for the neural network. For a sequence-based method, the results in Table 2 are impressive. Using the criteria described by Fischer & Eisenberg (1997) , 73.5 % of the test cases are correctly recognised (i.e. no incorrect folds have a better score than the expected match). The best method that Fischer & Eisenberg (1997) have tested to date has scored 76.5 % on this benchmark, but this method directly incorporates predicted structural information in its formulation. As comparison points, a pairwise sequence alignment algorithm using the standard 250 PAM mutation data matrix achieves a true-positive rate of 51 % (other scoring matrices achieve rates of up to 62 %), and the best sequence pro®le method, 63 % (results taken from the Web pages of D. Fischer, http://www.doe-mbi.ucla.edu/people/®scher/BENCH/benchmark1.html).
Although the true-positive rate achieve by Gen-THREADER is comparable with other fold recognition methods, the main feature of the method is its ability to clearly discriminate between true and false positives. A total of 33 of the benchmark targets (48.5 %) are given``certain'' scores (i.e. with con®dence > 99 %), and all of these 33 targets are correctly recognised. Furthermore, for 20 of these targets, more than 50 % of the alignment is in agreement with the correct structural alignment. In contrast, 23 targets are given a score <0.5 which implies that the predictions are more likely to be incorrect than correct. In fact, 15 of these 23 targets are incorrectly predicted. This demonstrates that GenTHREADER has exactly the right combination of properties for reliable automatic genome annotation. It has high sensitivity (i.e. high true-positive rate) and a very low false-positive rate.
Alignment accuracy
Although the recognition of a related fold is a necessary ®rst step towards building a threedimensional model for a target protein, an accurate model can only be obtained if an accurate sequence-structure alignment can be produced. Given that all the examples shown in Table 2 comprise protein pairs with very low sequence similarity (average of 18.6 % sequence identity), and that no structural information is incorporated in the alignment algorithm, it might be expected that the accuracy of the alignments will be very poor. Generally it is found that fold recognition method produce very inaccurate alignments (e.g. Russell These con®dence limits are based on cross-validated trials using 383 pairs of proteins which share a common fold and are believed to have common ancestry. Fold, fold of target protein; Target, target protein chain; Expected, best possible match on the basis of structural similarity; % ID, percentage identical residues between target protein and expected match; Result, matched chain from fold library; Net, strength of prediction (network output); Rank, rank of expected match; CATH rank, rank of next best match with similar fold (i.e. has identical CATH code to the expected match); E pair , pairwise energy sum for predicted fold; Esolv, solvation energy sum for predicted fold; AlnSc, sequence alignment score; Alen, number of aligned residues; Len, length of template protein sequencep; Len2, length of target protein sequence; AlnCorr, number of alignment positions in exact agreement with a reference structural alignment calculated using the SSAP method (Orengo et al., 1992) . et al. 1996; Lemer et al., 1995) , often with none of the sequence-structure alignment agreeing with an alignment produced from a superposition of the three-dimensional structures. For related pairs of proteins, however, fold recognition can produce accurate alignments (Jones, 1997) , and this is just what is observed in this case. Despite the fact that a simple sequence alignment method is used to generate the alignments, for 22 of the 68 test proteins in Table 2 , the alignment accuracy is over 50 %. In other words, for these 22 proteins, more than half of the alignment is in exact agreement with a structural alignment. The average alignment accuracy is 46.2 % for all the cases where the correct fold is recognised. Also, on inspection of the alignments, the regions of the alignments which tend to be most accurately aligned are those which correspond to functionally important segments of the proteins (see, for example, the two examples detailed later).
Genome analysis
Given the high degree of reliability of the Gen-THREADER algorithm, it is quite straightforward to apply it to automatic genome annotation. Most fold recognition methods require a great deal of human input in order for reliable predictions to be made. Although these methods have proven to be very effective, this reliance on human interpretation skills makes them unsuitable for processing genomic data. To see how effective GenTHREA-DER is in automatically annotating a genome, the Mycoplasma genitalium genome (Fraser et al., 1995) was taken as an example. This is the smallest bacterial genome, with only 468 open reading frames (ORFs). Using a Silicon Graphics Origin200 server (2 R10 K processors) this analysis took one day to complete, including the time required to build the three-dimensional models of each sequence-structure match and to format the output into HTML tables so that the results could be viewed with a standard Web browser.
An overview of the results is shown in Figure 4 and Table 3 , where it can be seen that a total of 42 % of the ORFs can be linked to a protein of known structure in the highest levels of con®dence (certain and high), with 34 % falling into the``certain'' category. In addition to the matches listed in Table 3 , at least a further 18 ORFs, whilst incorporating transmembrane segments, also include ATPbinding cassette (ABC) domains (Yoshida & Amano, 1995; Annerau et al., 1997) which match several ATP and GTP binding proteins in the fold library. These additional ABC-containing ORFs are listed in Table 4 , and brings the total of predicted ORFs to 46 %. A further six matches fall into the medium con®dence bracket, which would increase the total to 47 %, but it is not clear from the functional annotations of these six ORFs how correct these predictions are, despite the expected 80 % con®dence that is expected from the benchmarking for predictions in this category.
Interestingly, the distribution of architectures in the folds assigned to the genome is very similar to that observed in the Brookhaven PDB as a whole (considering all chains with <35 % sequence identity). This suggests that contrary to popular belief, the folds in PDB might well constitute a representative set, and may not be biased towards particular folds or families.
Despite the high coverage of ORFs listed in Table 3 , it is also necessary to consider the coverage when considered as a percentage of the total number of residues in each predicted protein.
Whereas 46 % of ORFs seem to have a signi®cant relationship to a protein domain of known structure, these relationships only account for 30 % of the total number of amino acid residues in the translated ORFs. This is easily explained by the observation that some of the signi®cant matches are only to a single domain of the target sequence. For example, ORF MG002 shows a highly signi®-cant match to Brookhaven PDB (Abola et al., 1987) entry 1HDJ, but this entry represents only a small (yet functionally well-de®ned) domain of 77 residues, which accounts for only 25 % of the entire translated ORF. Nevertheless, for 166 of the 468 ORFs (35 %), the proposed model accounts for more than 50 % of the chain. Although some of the matches shown in Table 3 can easily be detected by sequence comparison alone, a signi®cant number of the high con®dence hits cannot be detected when the energy components are not used. Table 5 lists the fold assignments which are not ranked in ®rst place when the energy terms (pairwise and solvation terms) are not presented to the neural network.
ORF MG276: an adenine phosphoribosyltransferase
As a straightforward example of a structural annotation for an ORF in M. genitalium, Figure 5 shows the best matching fold (PDB entry 1HGX) for ORF MG276. Despite the low overall sequence similarity (10 % sequence identity), the annotation in this case is given a very high con®dence by Gen-THREADER. The data bank annotation for ORF MG276 is that of an adenine phosphoribosyltransferase (based on very high sequence similarity to the Escherichia coli protein), and this is in clear agreement with the function of the predicted structure, 1HGX, which is a hypoxanthine-guaninexanthine phosphoribosyltransferase (Figure 5(a) ).
Despite the functional plausibility of a structural resemblance between MG276 and 1HGX, to con®-dently assign MG276 to the same superfamily as 1HGX it is vital to verify the conservation of functionally important residues. H -monophosphate (5GP). Only four residues make side-chain hydrogen bonds to 5GP (Thr107, Thr110, Lys134 and Tyr156), and these are all conserved in the alignment shown in Figure 5(c) . Table 1 . The numbers of predictions were as follows: 154``certain'', 43``high'' and six``medium''. (b) The distribution of protein domain architectures (35) in the predicted protein structures. As expected, the most commonly occurring domain architecture is the three-layer aba sandwich, followed by the two-layer ba sandwich. ORF, open reading frame identi®er; Category, con®dence category for prediction; Net, strength of prediction (network output); E pair , pairwise energy sum for predicted fold; E solv , solvation energy sum for predicted fold; AlnSc, sequence alignment score; Alen, number of aligned residues; Len1, length of template protein sequence; Len2, length of target protein sequence; PDB code, matched chain from fold library; Description, description of matched protein structure.
Finally, as further corroborating evidence it can be seen in Figure 5 (c) that the secondary structure prediction for ORF MG276 is in very good agreement with the observed secondary structure of 1HGX.
ORF MG353: an ORF with no known function ORF MG353 represents a more interesting class of problem. In this case, no function has be assigned to this ORF by searching sequence data banks for homology to proteins of known function. Despite this, GenTHREADER produces a match to a PDB entry (1HUE) with very high con®dence. The alignment is shown in Figure 6 , and clearly again the predicted secondary structure for MG353 is in good agreement with that observed in 1HUE. The fold assigned in this case (shown in Figure 6 (a)) is that of a superfamily of prokaryotic DNA-bending proteins, often described as``histone-like'' proteins. Although the precise function These domains match several GTP and ATP binding folds in the fold library at high and certain con®dence. Another six ORFs also match these domains, but with borderline alignment scores. Table 5 . A list of``novel'' structural assignments which cannot be recognised when the pairwise and solvation energy components are not considered of these proteins remains unknown, they are able to wrap DNA and protect it from denaturation.
Again further corroboration for assigning MG353 to the histone-like protein superfamily by considering the conserved residues in the alignment shown in Figure 7 (b). The most striking region of conservation in this alignment (shown in bold) is over the region starting at Arg66 and ending at Pro83 in MG353, which is aligned to the region of 1HUE involved in DNA binding. Figure 7(a) shows the dimeric structure of 1HUE, with the two DNA binding arms (one per subunit) indicated.
Discussion
It has been demonstrated here that a relatively simple approach to the fold recognition problem can achieve extremely good results when applied to genome analysis. One thing that must be emphasised is that the main goal of this method is not just to predict protein structure, but also to infer possible evolutionary relationships. For genome annotation this is a very important distinction to make. By concentrating on proteins with likely common ancestry it is also much more straightforward to produce a reliable estimator of con®dence in a given prediction. This is an important distinction between this approach to fold recognition and more general threading methods. For almost all threading methods it would be possible to generate a prediction for every gene product from a given genome. The problem would be to determine which of the predictions are correct and which are just random noise. By using the three-stage ®lter-ing procedure outlined here, however, the decision as to which predictions should taken seriously and which should be ignored is easy to make.
Other groups have also performed analyses similar to the present study, though with different methods. Fischer & Eisenberg (1997) have recently reported the results of applying their automated fold recognition method to the M. genitalium genome. They found that 22 % of the ORFs could be assigned to a known fold at high con®dence, with 16 % showing enough sequence similarity to be picked up by sequence comparison alone. For the ORFs predicted both by Fischer & Eisenberg (1997) and those listed in Tables 3 and 4 , there seems to almost complete agreement in the fold assignments. Interestingly, Fischer & Eisenberg (1997) report some fold assignments which are not detected by GenTHREADER at high con®dence. This suggests that there is de®nite scope for Figure 5 (a) and (b) (legend opposite) improvement in the current method by incorporating additional sequence features in the analysis. Another method which also shows great promise for reliable fold assignment in genomic sequences is PSI-BLAST (Altschul et al., 1997) . We have found that by using the PSI-BLAST program and the OWL data bank, folds can be assigned to as many as 30 % of the ORFs in M. genitalium. Recently, Huynen et al. (1998) reported even better results using PSI-BLAST, ®nding that fold can be assigned to as many as 38 % of the ORFs.
An open question from this work is how much further it is possible to go. In terms of developing the method further, it is quite obvious of course that this approach can easily be extended to take into account any number of input parameters, and so other sources of sequence-structure information could easily be taken account of. For example, an input based on the degree of similarity between predicted secondary structure and the template structure could be added, and such extensions are currently under test. It might also be fruitful to analyse further the matches found in the lower con®dence brackets. By considering the biological background to the matched proteins it might be possible to identify correct borderline matches. There is some risk inherent in this, however, as exempli®ed by the GenTHREADER results for ORF MG067. This is listed as a very poor match in the``marginal'' bracket (con®dence only 30 %), though the initial sequence alignment score appears to be fairly signi®cant. Indeed, searching through the fold library with a number of different search programs produces the same match to PDB entry 1EAG with a signi®cant score (E-value of 0.012 from PSI-BLAST for example). Sequence shuf¯ing tests also show this match to be signi®-cant with a p-value of 0.0004. Super®cially, the (Wallace et al., 1995) diagram showing the critical contacts between the ligand (guanosine-5 H -monophosphate) and the protein chain. (c) The alignment produced by GenTHREADER, with conserved critical residues shown in bold. Predicted secondary structure (Pred) labelling (C, coil; E, strand; H, helix) is generated using the PSIPRED prediction method (D.T.J., unpublished results). match seems to make some sense from the biology, PDB entry 1EAG is an aspartic proteinase, and ORF MG067 has been tentatively annotated as a glutamic acid speci®c protease. However, indicators point to this being an incorrect match. Firstly, a full threading search using THREADER 2 ®nds a trypsin-like serine protease as the most compatible fold (with a plausible alignment which conserved the catalytic His, Asp and Ser). Secondly, the alignment with 1EAG is not consistent with the functionally important residues in aspartic proteinases. Thirdly, although some evidence now exists that aspartic proteinases are found in bacteria (Hill & Phylip 1997) , they appear to be relatively rare. The weight of evidence thus seems to point more towards common ancestry with trypsin-like serine proteases than with aspartic proteinases, but is by no means a clear cut case. This is a very good example of the value added by the second and third-level ®lters in GenTHREADER; the initial sequence alignment, whilst producing a signi®cant score, was rejected on the basis of poor compatibility with the matched protein fold. Although it is still impossible to rule out the assignment of MG067 as an aspartic proteinase, the fact that the implied model was of low quality indicates that despite the signi®cant local sequence similarity the match should be assigned a very low con®dence.
Perhaps a more interesting question is to ask how much further we might expect to go with the assumption that a method might be devised for ®nding almost all the related folds in the proteome from sequence. It might be possible, for example, to pool the results from several methods. Figure 7 shows a summary of the fraction of the M. genitalium ORFs which can be con®dently predicted (46 %) by the method described here. From transmembrane segment prediction and detection of repeats it is estimated that outside the 46 % of ORFs with at least one``predictable'' domain, 14 % of the ORFs represent entirely non-globular proteins (note that some of the predictable proteins are transmembrane also, though generally with just a single membrane spanning segment). From comparison of protein structures (Orengo et al., 1994 (Orengo et al., , 1997 C. A. Orengo, personal communication) the fraction of domains of known structure which have a similar fold to another protein yet do not have a signi®cant degree of sequence similarity is 75 %. This implies that 75 % of the globular protein domains in M. genitalium should in principle be amenable to some kind of protein fold recognition method. Ignoring the implications of domain structure, we would therefore expect that 64.5 % (75 % of 86 %) of the ORFs should have a known fold. From this we would expect that an ideal fold recognition method should extend the predictable region in Figure 4 from 46 % to 64.5 %, but on a more positive note this implies that GenTHREA-DER is already detecting 71 % of the structural similarities in the M. genitalium genome. The complication of domain organization casts some doubts on this estimate of course. Although 35 % of the ORFs match a protein of known structure over more than 50 % of their length, the remaining 11 % only match within a local region. For these 11 % of the ORFs, additional unique domains may be present, which would reduce the estimate of effectiveness from 71 % to a lower value. However, in some cases these other domains have also been matched to a known structure (Table 3 shows only the single top scoring match). In light of this, therefore, it is estimated that GenTHREADER is correctly recognizing from 65-71 % of the M. genitalium domains which are homologous to proteins of known structure.
Apart from further developments of Gen-THREADER itself, an approach to tackle the missing 29 % of the structural similarities might be to switch to a full threading method, and not one which is tuned to detecting structures with common ancestry. Indeed, this might well be expected from the distribution of superfolds (Orengo et al., 1994) in non-homologous proteins, where in our most recent analysis (Orengo et al., 1997) we found that 31 % of the protein domain folds match one of the ten known superfolds (fold families which include pairs of proteins with no common ancestry). This might imply that most of the similarities which GenTHREADER is not able to recognise are in fact between superfolds where no evolutionary relationship is implied. This is rather speculative and optimistic of course, but nonetheless it is likely that superfolds will be extremely prevalent in thè`u npredictable'' set of ORFs, and these will require a more sophisticated fold recognition method (i.e. threading) to be used before they can be identi®ed.
At least 20 % of the domains in M. genitalium are expected to have unique folds based on the above estimates. One of the possible applications for a fold recognition method might be to prioritize these gene products for X-ray crystallographic experiments. By focusing structure determination on the gene products which cannot be predicted by fold recognition methods, the generality of the fold library can be greatly increased. It might well be hoped that when the folds of all the globular domains in the M. genitalium proteome are presented in the fold library then a very large fraction Figure 7 . Overall summary of results for M. genitalium predictions. A total of 46 % of the ORFs can apparently be at least partially modelled on a known protein fold. Of the remainder, 14 % of the ORFs are predicted to encode non-globular proteins (transmembrane proteins and some repetitive sequences), 21 % are expected to have expected to have folds which are not yet represented in the fold library, and 19 % probably do contain a domain which resembles a known fold, but these have not been predicted at high con®dence by Gen-THREADER.
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