Abstract. In this paper we present a weighted Lp-theory of parabolic systems on a half space. The leading coefficients are assumed to be only measurable in t and have small bounded mean oscillations (BMO) with respect to x, and the lower order coefficients are allowed to blow up near the boundary.
Introduction
In this paper we introduce a weighted L p -theory for parabolic systems in nondivergence form:
A ij (t, x)D ij u(t, x) + We may interpret u(t, ·) as the densities of diffusing chemical materials at time t.
The system (1.1) combined with the zero boundary condition, a typical control of the densities on the boundary, yields a very subtle question on the diffusion near the boundary since the densities are forced to decrease or increase near the boundary in very steep ways. This forced behavior conflicts with diffusion near the boundary and it is related to x 1 , the distance to the boundary. We want to understand quantitative relations among u, the partial derivatives of u, and f , focusing on the boundary behaviors of them.
Precisely, we consider the system (1.1) in the weighted Sobolev spaces
which introduced by Krylov [11] for all γ ∈ R. In particular, if γ is a non-negative integer, we have the characterization dx. Since the work of [11] , there has been steady attention to the solvability theory for equations in the weighted Sobolev spaces H γ p,θ setting; see [7, 8, 6, 4] . The necessity of such theory came from, for instance, the theory of stochastic partial differential equations (SPDEs); see e.g. [12, 13] for detailed reasons. We only mention that in general the derivatives of solutions to SPDEs behave badly near the boundary of domains and L p -norm of derivatives of solutions cannot be measured without the help of appropriate weights. Interesting enough, it turns out that the weighted spaces H ) are also quite useful to the study of deterministic elliptic and parabolic systems if, for instance, the free term f behaves wildly near the boundary, if systems have lower order derivatives whose coefficients are unbounded near the boundary, or if systems are defined on non-smooth domains. More specifically, if the free term f blows up near the boundary, then again the derivatives of solutions to systems do not belong to L p -spaces without weights and one needs appropriate weights to measure the L p norm of derivatives of solutions.
We remark that, if one has a certain solvability theory in weighted Sobolev space L p ((−∞, T ); H For details, we refer to [7] , where single equations are studied on C 1 domains based on the results on a half space. A short description on related work is the following. The Laplace and heat equations in the weighted Sobolev spaces H γ p,θ setting were first considered in [11] , when θ is in the optimal range (d−1, d−1+p). These results were extended to nondivergence type elliptic and parabolic equations with continuous coefficients in [7] . Kozlov and Nazarov [8] treated parabolic equations with coefficients depending only on t in mixed space-time norm spaces with the same type of weights. Recently, in [2, 4, 6] non-divergence and divergence type equations were treated with coefficients having small mean oscillations in both the spatial and time variables. In particular, the coefficients in [2] are further allowed to have no regularity assumptions in the time variable or in one spatial variable. We remark that all the results in [2, 4, 8, 7, 6, 11] treated only single equations. Quite recently, [5] handled elliptic and parabolic systems in
In this paper we extend the results in [5] to a considerably more general setting. Compared to the results in [5] , the features of our results can be summarized as follows:
• Extension on the range of admissible weights: the condition θ
is dropped in this paper.
• While A ij = A ij (t) are assumed to depend only on t in [5] , in this paper A ij (t, x) are merely measurable in t and have small BMO in x.
The main reason why in this paper we can drop such extra conditions assumed in [5] is that we use somewhat different approaches that we explain as follows. The overall procedure to obtain the main results is as a standard scheme in L p -theory by deriving a priori estimates and then using the method of continuity. While in [5] the above extra conditions were needed for the estimation of the sharp functions of the second derivatives of solutions, in this article we only estimate the sharp functions of the first derivatives, and then we estimate the weighted L p -norms of solutions and their second derivatives from those of the first derivatives and unweighted L pestimates for systems as in (1.1) through a partition of unity argument. Another technical difference is that unlike in [5] we use the Fefferman-Stein theorem and the Hardy-Littlewood maximal function theorem with A p weights. The use of A p weights made it possible to derive desired a priori estimates under weaker conditions described above. In fact, in our setting the aforementioned theorems with A p weights are available only when estimating the first derivatives of solutions, where their associated weight is an A p weight for the full range θ
On the other hand, the associated weight for the second derivatives of solutions is not in the class of A p weights. See (1.2), where the weights x |α| 1 differ depending on the number of derivatives.
Throughout the paper, we impose the Legendre-Hadamard ellipticity, i.e., there exists a constant δ > 0 such that
, and θ ∈ C d1 , where ℜ(f ) denotes the real part of f . We assume that A ij (t, x) are merely measurable in t and have small BMO semi-norm with respect to x (see Section 2). We also impose the boundedness condition
for all i, j = 1, . . . , d, k, r = 1, . . . , d 1 , where δ > 0 is taken we take from (1.3). The paper is organized as follows. In Section 2 we introduce weighted Sobolev spaces and our main result, Theorem 2.1. In Section 3 we study systems with coefficients depending only on t, and sharp function estimates of solutions are obtained in Section 4. Finally we prove our main result in Section 5.
We use the following rules of notations.
•
• Throughout the proofs in this paper, the constant N = N (· · · ) depends only on the parameters inside of the parentheses and can be generic along the proof.
tensor valued functions f depending on situations.
• The notation |f | means the square root of the sum of all squares of the components of f . For instance, given
Preliminary and the main results
In what follows we abbreviate the system (1.1) to write
with the summations upon the repeated indices are assumed. When A ij depend only on t, we write
To present our result, we first introduce some function spaces that we use in this paper. The basic function spaces are
, which were introduced in a unified manner by N. V. Krylov [11] for all γ ∈ R. The main ingredients of these spaces are the spaces of Bessel potentials. Given p ∈ (1, ∞) and γ ∈ R, the space of
and ξ · x is the Euclidean inner product in R d . Now, take and fix a nonnegative
If γ is a non-negative integer, then the following characterization is available;
dx < ∞; the dimension of the matrix values or tensor values of f will be clear in the context. We will denote
We recall that the operators M D and DM are bounded from H γ p,θ to H γ−1 p,θ ; see [11] . For parabolic equations, we define the function spaces
and set
where
and C 
As above, the dimension of the matrix values of f will be clear in the context.
We use the following notations frequently.
Then, for any (s, y) ∈ R × R d + and r < y 1 , we define the mean oscillation of g in Q r (s, y) = Q + r (s, y) with respect to the spatial variables as
Finally, for ρ ∈ (1/2, 1), we denote
Applying these notations to the diffusion coefficient matrices A ij , i, j = 1, . . . , d in place of g, we state the following regularity assumption on A ij .
Assumption A(ρ, ε). For ρ ∈ (1/2, 1) and ε ∈ (0, 1), we have the following bounded mean oscillation and bounded conditions
Now, we state the main theorem of the paper.
Then there exist positive constants ρ ∈ (1/2, 1) and ε, depending only on d, d 1 , δ, p, and θ, such that under Assumption A(ρ, ε),
, then the theorem does not hold even for the heat equation. See [11] for an explanation.
Systems with coefficients measurable in time
In this section all a ij kr depend only on t and are merely measurable. Proposition 3.1 (L p theory on the whole space or a half space).
and u(t, 0,
where N depends only on
Proof. This proposition is a special case of [3, Theorem 2, Theorem 4], where the results are proved for higher order systems (including second order systems) with λ ≥ λ 0 ≥ 0 when A ij are measurable in t and have small mean oscillations in x. If A ij are functions of only t, then the mean oscillations in x are zero, and one can take λ 0 = 0 due to the usual scaling argument. Indeed, if λ ∈ (0, λ 0 ), then set R = λ 0 /λ and considerũ (t,
By the estimate just proved for λ > 0, we have
for any ε > 0. Then we let ε ց 0 and obtain (3.2) with λ = 0.
Proposition 3.1 leads us to the following result. We recall the definition of the space
where N depends only on d, d 1 , δ, p and θ, and
Proof. The claim of this lemma can be obtained by repeating the proof of Lemma 2.2 in [11] almost word for word. Also see e.g. Theorem 3.5 in [2] . The only difference is that u is d 1 × 1 matrix valued. We give a proof below for the reader's convenience.
1. Take and fix a function
For any fixed r > 0 define ζ r (x 1 ) := ζ(rx 1 ) for x 1 > 0. Then for any function g defined on R d + , by Fubini's theorem and change of variables, we have
where in this case
2. Using ζ r defined in step 1, we regard ζ r (x 1 )u(t, x) as a matrix valued function defined on (−∞, T ) × R d by extending ζ r u to be zero on (−∞,
Recalling the summation rule upon the repeated indices, we observe
by the relations
for each i, j = 1, . . . , d, and the fact that ζ r is the function of x 1 . Since the compact support of ζ r is away from
Then (3.4) with the observation that the right hand side of (3.4) is in L p ((−∞, T ) × R d ) and Proposition 3.1 lead us to
. From (3.6) and the relation (3.5), we obtain that
. Then using this estimate along with (3.6) and the relations
Multiplying both sides of this inequality by r
−p−θ+d−1 , integrating with respect to r over R + , and using step 1, we get
to both sides of this inequality and using the interpolation inequality (see [2, Lemma 3.3 
To check this, we note that
where by Hardy's inequality with the condition that d − 1 < θ < d − 1 + p, we have
The lemma is proved.
where N = N (δ) and
Proof. 1. Let T < ∞. By multiplying both sides of (3.7) by −ū tr and integrating over (−∞,
Firstly, note that
Secondly, by integration by parts
Plancherel's formula, Legendre-Hadamard ellipticity condition (1.3), and Parseval's identity give
Considering the real parts of both sides of (3.9), we find
for any ε > 0, where the last inequality follows from
On the other hand, we note that Hardy's inequality tells
Hence, (3.10) and an appropriate choice of ε > 0 depending only on δ lead to (3.8).
2. When T = ∞, we have ℜ
The rest is the same as step 1 with T replaced by ∞.
Once we have the estimate (3.8) for the equation (3.7) , we obtain the following theorem. 12) where N depends only on d,
Proof. First we prove a prior estimate (3.12) given that u ∈ H 
Hence, we may assume
and therefore we get (3.12) from Lemma 3.2 and Proposition 3.3.
Thanks to the method of continuity, to prove the second assertion of the theorem for unique solvability, we only need the solvability of the system −u t +∆u−λu = f , where ∆u = [∆u 1 · · · ∆u d1 ] tr which in turn follows the solvability of the single equation −v t + ∆v − λv = g with the scalar valued functions v and g. This is proved in Theorem 3.5 of [2] . The theorem is proved.
Mean oscillation estimates
In this section we estimate the mean oscillation of Du to estimate M −1 u, having Hardy's ineuqality in mind. The following two lemmas are similar to Lemmas 4.1, 4.2, and 4.3 in [2] , which are based on unweighted L p -estimates for equations along with the standard localization and Sobolev embeddings. Since the corresponding results for systems are available, for instance, in [3] , the proofs are in the same spirit as those in [2] . We give a brief explanation, in particular, for the proof of Lemma 4.2. We abbreviate Q r = Q r (0, (0, 0)), Q 
In particular, for the case q > d + 2, we have
Note that in the estimate (4.1) the constant N is independent of λ(≥ 0).
Lemma 4.2 (Boundary Hölder estimate of Du
. In particular, for the case q > d + 2, we have
Proof. As argued in the proof of [2, Lemma 4.3], we assume that λ > 0. Since
where ηu is extended to be zero outside Q
Thus, by the uniqueness result of Theorem 3.4, we conclude that w = ηu. This means that u = w ∈ W 2) where
Proof. 1. By considering −u t + A ij (t)D ij u − εu = f − εu and letting ε ց 0, it suffices to consider λ > 0. Moreover, we only need to prove the result for the special case r = 
, |Dv|
, λβ 2 |v|
, and we obtain (4.2) for general r > 0. We have seen that the result of this lemma for r = Q 4) where
. We note that for any α ∈ (0, 1) 5) where N = N (α). On the other hand, by Lemma 4.2 with q so that 1 − (d + 2)/q = 1/2, p = 2, and a scaling argument as in step 1, we have 6) where the last inequality is due to Hardy's inequality and the last N depends only on d, d 1 , q. Combining (4.5), (4.6) and (4.4), we have 
and the estimate (3.12) holds with w and f 1 Q 1/2 (y1) in places of u and f . In particular, we have
. This estimate along with the inequality
and satisfies
Applying Lemma 4.1 with a large q (so that 1 − (d + 2)/q = 1/2), p = 2, and scaling and translation arguments, we get
As in the last part of step 2, we have 
and recall Muckenhoupt weights
w(s, y) dy ds -
Then, by the Hardy-Littlewood maximal function theorem with A p weights (WHL), we have
We also use the Fefferman-Stein theorem for sharp functions with A p weights (WFS). In doing so, we define sharp functions using a series of filtration. More precisely, we consider the following series of partitions of (−∞,
provided that T < ∞. If T = ∞, we replace i 0 ≤ 0 by i 0 ∈ Z and the time interval
By the Fefferman-Stein theorem for sharp functions with A p weights (see, for instance, [1, Theorems 2.3 and 2.4]), we have 
which is bounded by a constant independent of x 1 and r because
provided that x 1 ≥ 2r.
The following theorem is an L p counterpart of Theorem 3.4. 9) where N depends only on d,
Proof. Due to the method of continuity and the corresponding theory of the Laplacian case in Theorem 3.5 in [2] , we only prove the a priori estimate (4.9).
1. Let p > 2. Take any κ ≥ 32. Then by Lemma 4.3 with a simple translation argument, we have
.
From this, (4.10), Jensen's inequality and the defintions of sharp functions and maximal functions in Remark 4.4, we get where N = N (d, d 1 , δ, p) . Noting p/2 > 1 and applying WFS and WHL in Remark 4.4 with w ≡ 1, we have
, and therefore
where we used √ λ ≤ λx 1 + 1/x 1 , x 1 > 0 for the second inequality. Then Lemma 3.2 with θ = d and Hardy's inequality give
and an appropriate choice of κ ≥ 32 leads us to (4.9). 2. Let 1 < p < 2. We use a duality argument. Again it suffices to prove the a priori estimate (4.9). Furthermore, thanks to Lemma 3.2, we only need to prove that
, where q > 2. Then by the above result for q > 2,
which implies (4.11). Finally, Theorem 3.4 takes care of the case p = 2. 12) where
Proof. The proof repeats the proof of Lemma 4.3 word for word. The only difference is that we use Theorem 4.5 (L p estimate) in place of Theorem 3.4 (L 2 estimate).
Proof of Theorem 2.1
We recall that the A(ρ, ε) condition for A ij = A ij (t, x), i, j = 1, . . . , d is assumed in Theorem 2.1.
, and ρ ∈ (1/2, 1). Then there exists a positive constant ε 0 = ε 0 (d, d 1 , δ, p, θ) such that, for any ε ∈ (0, ε 0 ], under Assumption A(ρ, ε) the following holds. Suppose that
Proof. To prove the lemma we follow the proof of [2, Lemma 5.1] almost word for word. Actually the regularity condition on A ij in this paper is a bit different from that in [2] , however we see that the mean oscillations with respect to the spatial variables on B R (x), R ∈ (0, 1/2], of the coefficients
can be made sufficiently small under Assumption A(ρ, ε) when x 1 ∈ (1, 4). Then we use the results in [3] in place of the corresponding results for single equations used in the proof of [2, Lemma 5.1].
Lemma 5.2. Let q ∈ (1, ∞), θ ∈ R, β ∈ (1, ∞), and β ′ = β β−1 . Let h > 0, ρ ∈ (1/2, 1), R ∈ (0, ρh), κ ≥ 32 and let (h, 0) ). Then under Assumption A(ρ, ε), for any (s, y) ∈ R × R d + and r > 0, we have
, for any ε ∈ (0, 1), where
, and
κr (s, y). Proof. We first note that since u is supported on
, where h − R > 0, that is, u is supported on a set strictly away from the boundary of
By scaling, we may assume that h = 1. Obviously, we may assume that Q + r (s, y) ∩ Q R (1) = ∅, which means that 1 − R − r < y 1 < 1 + R + r. N 1 (d, d 1 , δ, p, θ, ρ) , and q, β ′ are positive numbers determined by p and θ.
Proof. For the given p ∈ (1, ∞), θ ∈ (d − 1, d − 1 + p) we fix q, β ∈ (1, ∞) satisfying q ∈ (1, p), qβ < p, θ ∈ (d − 1, d − 1 + p/βq).
Then by following the arguments in the proof of Theorem 4.5, from Lemma 5.2 we obtain that, for any κ ≥ 32 and (t, x) ∈ (−∞, T ) × R N 2 (d, d 1 , δ, p, θ) . Thus it is enough to take ε further smaller such that N 2 ε < 1/2. The theorem is proved.
