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1. Introduction
Throughout this paper, (X,‖·‖) will be a Banach spaces, and J := [0, T ], T > 0. We ﬁrstly consider the following nonlocal
Cauchy problem of differential equation{
x˙(t) = f (t, x(t)), t ∈ J ,
x(0) = x0 + g(x), x0 ∈ X, (1)
where f : J × X → X is continuous function and the nonlocal term g : C( J , X) → X is a given function satisfying some
assumptions that will be speciﬁed later. It is well known that a function x ∈ C1( J , X) is a solution of the nonlocal Cauchy
problem (1) if and only if x is a solution in C( J , X) of the integral equation
x(t) = x0 + g(x) +
t∫
0
f
(
s, x(s)
)
ds. (2)
Differential equations arise in a wide variety of scientiﬁc and technical applications, including the modelling of problems
from the natural and social sciences such as physics, biological sciences and economics. Nonlocal Cauchy problems for
differential equations were initiated by Byszewski [5]. As remarked by Byszewski and Lakshmikantham [6], the nonlocal
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related works, one can refer to Ahmad and Nieto [1], Chen [4], Dubey [10], Vrabie [23] and Zhou and Jiao [34].
To obtain the existence results for solutions of the nonlocal Cauchy problems for some nonlinear differential equations,
all kinds of ﬁxed point theorems via Gronwall inequality [15,16,33,34] and Kuratowski measure of noncompactness [7,11],
upper and lower solutions method via monotone iterative technique and topological degree theory [9,13,14,17] are widely
used. Recently, Mures¸an [18] and S¸erban et al. [29] discuss some abstract integrodifferential equations by using Picard and
weakly Picard operators technique due to Rus et al. [24–28] which is much different from the method used in the papers
quoted above. Moreover, Brestovanská [3] proved an existence theorem for an integral equation which is a generalization of
that studied by Gripenberg [12]. By the technique of integral inequalities a suﬃcient condition for approaching all solution
of the equation to zero for t → ∞ is also proved there. The proof of the existence theorem is based on the Banach ﬁxed
point theorem in a convenient space with suitable Bielecki norm and on a gadget helping the calculation of the constant
of contractivity. This equation is related to an epidemic model of the spread of an infectious disease that does not induce
the permanent immunity (see [12]). Using the Brestovanská method and Picard operators technique Olaru [20,21] proved
existence results for more general type of integral equations.
Motivated by [3,18,20,21,29,33], we apply Picard and weakly Picard operators technique to study the nonlocal Cauchy
problem (1) under some mild conditions. We consider suitable Bielecki norms in convenient space and obtain some new
existence, uniqueness and data dependence results for the solutions of the nonlocal Cauchy problem (1).
On the other hand, many evolution processes are characterized by the fact that at certain moments of time they expe-
rience a change of state abruptly. These processes are subject to short term perturbations whose duration is negligible in
comparison with the duration of the processes. Consequently, it is natural to assume that these perturbations act instanta-
neously, that is in the form of impulses. For more details on theory and applications of impulsive differential equations, see
the monograph of Benchohra et al. [2] and papers of Chang and Nieto [8], Peng and Xiang [22] where numerous proper-
ties of their solutions and impulsive controls are studied and detailed bibliographies are given. Particularly, by constructing
impulsive periodic evolution operators and introducing some generalized Gronwall inequalities, Wang et al. studied the
impulsive periodic evolution equations and optimal controls in Banach spaces (see [30–32]).
By adapting the Picard operator and weakly Picard operator techniques and ideas established, we discuss a Cauchy
problem of impulsive differential equations⎧⎨
⎩
x˙(t) = f (t, x(t)), t ∈ J \ D := {t1, t2, . . . , tm},
x(0) = x0,
x(ti) = Ii(x(ti)), i = 1,2, . . . ,m,
where f , x0 are as in the nonlocal Cauchy problem (1), Ii : X → X is a nonlinear map which determine the size of the jump
at ti , 0 = t0 < t1 < t2 < · · · < tm < tm+1 = T , Ii(x(ti)) = x(t+i )− x(t−i ), x(t+i ) = limh→0+ = x(ti +h) and x(t−i ) = x(ti) represent
respectively the right and left limits of x(t) at t = ti .
We introduce suitable piecewise Bielecki norms in another convenient space and show the existence, uniqueness and
data dependence results for solutions of the above problem.
2. Preliminaries
Let (X,d) be a metric space and A : X → X an operator. We shall use the following notations:
P (X) := {Y ⊆ X | Y = ∅};
F A := {x ∈ X | A(x) = x}-the ﬁxed point set of A;
I(A) := {Y ∈ P (X) | A(Y ) ⊆ Y };
O A(x) := {x, A(x), A2(x), . . . , An(x), . . .}-the A-orbit of x ∈ X ;
H : P (X) × P (X) →R+ ∪ {+∞};
Hd(Y , Z) := max{supa∈Y infb∈Z d(a,b), supb∈Z infa∈Y d(a,b)}-the Pompeiu–Hausdorff functional on P (X).
Let us recall the following known deﬁnitions. For more details, see Rus [25,26].
Deﬁnition 2.1. Let (X,d) be a metric space. An operator A : X → X is a Picard operator if there exists x∗ ∈ X such that
F A = {x∗} and the sequence (An(x0))n∈N converges to x∗ for all x0 ∈ X .
Deﬁnition 2.2. Let (X,d) be a metric space. An operator A : X → X is a weakly Picard operator if the sequence (An(x0))n∈N
converges for all x0 ∈ X and its limit (which may depend on x0) is a ﬁxed point of A.
If A is a weakly Picard operator, then we consider the operator
A∞ : X → X, A∞(x) = lim
n→∞ A
n(x).
The following results appeared in Rus [24,26,27] are useful in this paper.
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(i) A is a contraction with contraction constant α and F A = {x∗A}.
(ii) B has ﬁxed points and x∗B ∈ FB .
(iii) There exists γ > 0 such that d(A(x), B(x)) γ , for all x ∈ Y .
Then
d
(
x∗A, x∗B
)
 γ
1− α .
Theorem 2.4. Let (X,d) be a complete metric space and A, B : X → X two orbitally continuous operators. We suppose the following:
(i) There exists α ∈ [0,1) such that
d
(
A2(x), A(x)
)
 αd
(
x, A(x)
)
,
d
(
B2(x), B(x)
)
 αd
(
x, B(x)
)
for all x ∈ X.
(ii) There exists γ > 0 such that d(A(x), B(x)) γ for all x ∈ X.
Then
Hd(F A, FB)
γ
1− α
where Hd denotes the Pompeiu–Hausdorff functional.
Theorem 2.5. Let (X,d) be a metric space. Then A : X → X is a weakly Picard operator if and only if there exists a partition of X ,
X =⋃λ∈Λ Xλ , where Λ is the indices’ set of partition, such that
(i) Xλ ∈ I(A),
(ii) A |Xλ : Xλ → Xλ is a Picard operator, for all λ ∈ Λ.
Let C( J , X) be the space of all X-valued continuous functions from J into X . Let ‖ · ‖B and ‖ · ‖C be the Bielecki and
Chebyshev norms on C( J , X) deﬁned by
‖x‖B := sup
t∈ J
{
sup
t∈ J
{∥∥x(t)∥∥}e−τ t} (τ > 0) and ‖x‖C := sup
t∈ J
{∥∥x(t)∥∥}
and denote by dB and dC their corresponding metrics. We consider the set
CL( J , X) :=
{
x ∈ C( J , X): ∥∥x(τ1) − x(τ2)∥∥ L|τ1 − τ2| for all τ1, τ2 ∈ J}
where L > 0, and
CL( J , BR) :=
{
x ∈ C( J , BR):
∥∥x(τ1) − x(τ2)∥∥ L|τ1 − τ2| for all τ1, τ2 ∈ J}
where BR := {x ∈ X: ‖x‖ R} with R > 0.
Set PC( J , X) := {x : J → X | x is continuous at t ∈ J \ D , and x is continuous from left and has right hand limits at t ∈ D}.
Let ‖ · ‖PB and ‖ · ‖PC be the piecewise Bielecki and piecewise Chebyshev norms on PC( J , X) deﬁned by
‖x‖PB := sup
t∈ J
{
sup
t∈ J
{∥∥x(t + 0)∥∥}e−τ t, sup
t∈ J
{∥∥x(t − 0)∥∥}e−τ t} (τ > 0),
‖x‖PC := max
{
sup
t∈ J
{∥∥x(t + 0)∥∥}, sup
t∈ J
{∥∥x(t − 0)∥∥}},
and denote by dPB and dPC their corresponding metrics. Set
PCL( J , X) :=
{
x ∈ PC( J , X): ∥∥x(τ1) − x(τ2)∥∥ L|τ1 − τ2| for all τ1, τ2 ∈ (ti, ti+1]}
where L > 0, i = 0,1,2, . . . ,m.
It is clear that if d ∈ {dC ,dB}, then (C( J , X),d) and (CL( J , X),d) are complete metric spaces (see [19]). If d ∈ {dPC,dPB},
one can apply the above results on each interval (ti, ti+1] (i = 0,1,2, . . . ,m) to obtain that (PC( J , X),d) and (PCL( J , X),d)
are complete metric spaces.
264 J.R. Wang et al. / J. Math. Anal. Appl. 389 (2012) 261–2743. The ﬁrst results via using Picard operators technique
We introduce the following hypotheses:
(C1) f : J × X → X is continuous.
(C2) There exists a function m(t) ∈ L1( J ,R+) ∩ C( J ,R+) such that∥∥ f (t, x)∥∥m(t),
for all x ∈ X and all t ∈ J .
(C3) There exists a constant L > 0 such that
L  M := sup
t∈ J
{
m(t)
}
.
(C4) There exists a function l1(t) ∈ L1( J ,R+) ∩ C( J ,R+) such that∥∥ f (t,u1) − f (t,u2)∥∥ l1(t)‖u1 − u2‖
for all ui ∈ X (i = 1,2) and all t ∈ J .
(C5) There exists a function l2(t) ∈ L1( J ,R+) ∩ C( J ,R+) such that∥∥g(u) − g(v)∥∥ l2(t)‖u − v‖C .
(C6) There exists a constant τ > 0 such that
Lg + L f (1− e
−τ T )
τ
< 1,
where
L f := max
t∈ J
{
l1(t)
}
and Lg := max
t∈ J
{
l2(t)
}
.
We have the following existence results.
Theorem 3.1. Let hypotheses (C1)–(C6) be satisﬁed. Then nonlocal Cauchy problem (1) has a unique solution x∗ in CL( J , X), and this
solution can be obtained by the successive approximation method, starting from any element of CL( J , X).
Proof. Problem (1) is equivalent with the integral equation (2). Consider the operator
A : (CL( J , X),‖ · ‖B)→ (CL( J , X),‖ · ‖B)
deﬁned by
A(x)(t) := x0 + g(x) +
t∫
0
f
(
s, x(s)
)
ds.
It is easy to see the operator A is well deﬁned due to (C1).
Firstly, A(x) ∈ C( J , X) for every x ∈ CL( J , X).
For any δ > 0, every x ∈ CL( J , X), by (C2), we obtain
∥∥A(x)(t + δ) − A(x)(t)∥∥
t+δ∫
t
∥∥ f (s, x(s))∥∥ds
t+δ∫
t
m(s)ds Mδ.
It is easy to see that the right-hand side of the above inequality tends to zero as δ → 0. Therefore A(x) ∈ C( J , X).
Secondly, A(x) ∈ CL( J , X).
Without lose of generality, for any τ1 < τ2, τ1, τ2 ∈ J , applying (C2), we have
∥∥A(x)(τ2) − A(x)(τ1)∥∥
τ2∫
τ1
∥∥ f (s, x(s))∥∥ds
τ2∫
τ1
m(s)ds M|τ1 − τ2|.
Similarly, for any τ1 > τ2, τ1, τ2 ∈ J , we also have the above inequality. This implies that A(x) is belong to CL( J , X) due
to (C3).
Thirdly, A is continuous.
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the one other hand using (C2), we get for each s ∈ [0, t], ‖ f (s, xn(s))− f (s, x(s))‖ 2m(s). On the other hand, using the fact
that the functions s →m(s) is integrable on [0, t], by means of the Lebesgue Dominated Convergence Theorem yields
t∫
0
∥∥ f (s, xn(s))− f (s, x(s))∥∥ds → 0.
For all t ∈ J , we have
∥∥A(xn)(t) − A(x)(t)∥∥ l2(t)‖xn − x‖C +
t∫
0
∥∥ f (s, xn(s))− f (s, x(s))∥∥ds.
The above inequality yields that
∥∥A(xn) − A(x)∥∥C  Lg‖xn − x‖C +
t∫
0
∥∥ f (s, xn(s))− f (s, x(s))∥∥ds → 0.
Thus, A(xn) → A(x) as n → ∞ which implies that A is continuous.
Finally, A is a Picard operator.
In fact, for all x, z ∈ CL( J , X), using (C4) and (C5) we have
∥∥A(x)(t) − A(z)(t)∥∥ ∥∥g(x) − g(z)∥∥+
t∫
0
∥∥ f (s, x(s) − f (s, z(s))∥∥ds
 l2(t)‖x− z‖C +
t∫
0
l1(s)
∥∥x(s) − z(s)∥∥ds
 Lg‖x− z‖C + L f
t∫
0
[
sup
s∈[0,t]
{∥∥x(s) − z(s)∥∥}e−τ s]eτ s ds
 Lg‖x− z‖C + L f ‖x− z‖B
t∫
0
eτ s ds
 Lg‖x− z‖C + L f e
τ t − 1
τ
‖x− z‖B .
It follows that
sup
t∈ J
{∥∥A(x)(t) − A(z)(t)∥∥}e−τ t  Lg‖x− z‖Ce−τ t + L f eτ t − 1
τ
‖x− z‖Be−τ t
 Lg‖x− z‖B + L f 1− e
−τ T
τ
‖x− z‖B
for all t ∈ J . So we have
∥∥A(x) − A(z)∥∥B 
[
Lg + L f (1− e
−τ T )
τ
]
‖x− z‖B
for all x, z ∈ CL( J , X). The operator A is of Lipschitz type with constant
LA := Lg + L f (1− e
−τ T )
τ
(3)
and 0 < LA < 1 due to (C6). By applying the Contraction Principle to this operator we obtain that A is contraction, so A is
a Picard operator. This completes the proof. 
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⎪⎪⎩
x˙(t) = sin x(t),
x(0) =
3∑
j=1
c jx(t j),
on [0,1], where c j > 0, j = 1,2,3. Set T = 1, M = 1, L = 2, L f = 1, Lg =∑3j=1 c j = 12 . In fact,
the condition (C6) ⇐⇒ 1− e
−τ
τ
<
1
2
.
If we choose τ∗ = 2 then all the assumptions in Theorem 3.1 are satisﬁed.
By Theorem 3.1, we have following two results.
Corollary 3.3. Suppose the following conditions hold:
(C1′) f ∈ C( J × X, X).
(C2′) There exists a constant M > 0 such that ‖ f (t, x)‖ M for all x ∈ X and all t ∈ J .
(C3′) There exists a constant L > 0 such that L  M.
(C4′) There exists a constant L f > 0 such that ‖ f (t,u1) − f (t,u2)‖ L f ‖u1 − u2‖ for all ui ∈ X (i = 1,2) and all t ∈ J .
(C5′) There exists a constant Lg > 0 such that ‖g(u) − g(v)‖ Lg‖u − v‖C for all u, v ∈ C( J , X).
(C6′) There exists a constant τ > 0 such that LA = Lg + L fτ < 1.
Then the nonlocal Cauchy problem (1) has a unique solution x∗ in CL( J , X), and this solution can be obtained by the successive
approximation method, starting from any element of CL( J , X).
Corollary 3.4. Suppose the following conditions hold:
(C1′′) f ∈ C( J × BR , X).
(C2′′) There exists a constant M(R) > 0 such that ‖ f (t, x)‖ M(R) for all x ∈ BR and all t ∈ J with R  ‖x0‖+Mg +M(R)T where
Mg  ‖g(x)‖ for all x ∈ C( J , BR).
(C3′′) There exists a constant L > 0 such that L  M(R).
(C4′′) There exists a constant L f > 0 such that ‖ f (t,u1) − f (t,u2)‖ L f ‖u1 − u2‖ for all ui ∈ BR (i = 1,2) and all t ∈ J .
(C5′′) There exists a constant Lg > 0 such that ‖g(u) − g(v)‖ Lg‖u − v‖C for all u, v ∈ C( J × BR).
(C6′′) There exists a constant τ > 0 such that LA = Lg + L fτ < 1.
Then the nonlocal Cauchy problem (1) has a unique solution x∗ in CL( J , BR), and this solution can be obtained by the successive
approximation method, starting from any element of CL( J , BR).
Now we turn to consider another nonlocal Cauchy problem{
x˙(t) = h(t, x(t)), t ∈ J ,
x(0) = y0 + g¯(x), y0 ∈ X, (4)
where h : J × X → X is continuous, g¯ : C( J , X) → X is another nonlocal term. A function x ∈ C1( J , X) is a solution of
nonlocal Cauchy problem (4) if and only if x ∈ C( J , X) is a solution of the integral equation
x(t) = y0 + g¯(x) +
t∫
0
h
(
s, x(s)
)
ds. (5)
Now, we consider both integral equations (2) and (5). We have
Theorem 3.5. Suppose the following:
(D1) All conditions in Theorem 3.1 are satisﬁed and x∗ ∈ CL( J , X) is the unique solution of the integral equation (2).
(D2) With the same function m(t) as in Theorem 3.1, ‖h(t, x)‖m(t) for all x ∈ X and all t ∈ J .
(D3) With the same function l1(t) as in Theorem 3.1, ‖h(t,u1) − h(t,u2)‖ l1(t)‖u1 − u2‖ for all ui ∈ X (i = 1,2) and all t ∈ J .
(D4) With the same function l2(t) as in Theorem 3.1, ‖g¯(u1) − g¯(u2)‖ l2(t)‖u1 − u2‖ for all ui ∈ X (i = 1,2) and all t ∈ J .
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(D6) There exists a function η(t) ∈ L1( J ,R+) ∩ C( J ,R+) such that ‖ f (t,u) − h(t,u)‖ η(t) for all u ∈ X and all t ∈ J .
(D7) There exists a function μ(t) ∈ L1( J ,R+) ∩ C( J ,R+) such that ‖g(u) − g¯(u)‖μ(t) for all u ∈ C( J , X).
Then, if y∗ is the solution of the integral equation (5),
‖x∗ − y∗‖B  ‖x0 − y0‖ + Lμ + LηT
1− LA (6)
where
Lη := max
t∈ J
{
η(t)
}
, Lμ := max
t∈ J
{
μ(t)
}
,
and LA is given by (3) with a τ = τ∗ > 0 such that 0 < LA < 1.
Proof. Consider the following two continuous operators
A, B : (CL( J , X),‖ · ‖B)→ (CL( J , X),‖ · ‖B)
deﬁned by
A(x)(t) := x0 + g(x) +
t∫
0
f
(
s, x(s)
)
ds,
B(x)(t) := y0 + g¯(x) +
t∫
0
h
(
s, x(s)
)
ds,
on J . We have
∥∥A(x)(t) − B(x)(t)∥∥ ‖x0 − y0‖ + ∥∥g(x) − g¯(x)∥∥+
t∫
0
∥∥ f (s, x(s))− h(s, x(s))∥∥ds
 ‖x0 − y0‖ + μ(t) +
t∫
0
η(s)ds
 ‖x0 − y0‖ + Lμ + LηT ,
for t ∈ J . It follows that∥∥A(x) − B(x)∥∥B  ‖x0 − y0‖ + Lμ + LηT .
So we can apply Theorem 2.3 to obtain the inequality (6) which completes the proof. 
4. The second results via using weakly Picard operators technique
Now, we consider another integral equation
x(t) = x(0) + g(x) +
t∫
0
f
(
s, x(s)
)
ds (7)
on J , where f , g are as in the nonlocal Cauchy problem (1).
Theorem 4.1. Suppose that for the integral equation (7) the same conditions as in Theorem 3.1 are satisﬁed. Then this equation has
solutions in CL( J , X). If S ⊂ CL( J , X) is its solutions set, then cardS= card X.
Proof. Consider the operator
A∗ :
(
CL( J , X),‖ · ‖B
)→ (CL( J , X),‖ · ‖B)
deﬁned by
A∗(x)(t) := x(0) + g(x) +
t∫
f
(
s, x(s)
)
ds. (8)0
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CL( J , X) =
⋃
α∈X
Xα, Xα =
{
x ∈ CL( J , X): x(0) = α
}
.
We have that Xα is an invariant set of A∗ and we apply Theorem 3.1 to A∗|Xα . By using Theorem 2.5 we obtain that A∗ is
a weakly Picard operator.
Consider the operator
A∞∗ : CL( J , X) → CL( J , X), A∞∗ (x) = limn→∞ A
n∗(x).
From An+1∗ (x) = A∗(An∗(x)) and the continuity of A∗ , A∞∗ (x) ∈ F A∗ . Then
A∞∗
(
CL( J , X)
)= F A∗ = S and S = ∅.
So, cardS= card X . 
In order to study data dependence for the solutions set of the integral equation (7) we consider both (7) and the
following integral equation
x(t) = x(0) + g¯(x) +
t∫
0
h
(
s, x(s)
)
ds
on J where g¯,h are as in the nonlocal Cauchy problem (4). Let S1 be the solutions set of this equation.
We make the following assumptions.
(E1) There exists a function l∗(t) ∈ L1( J ,R+) ∩ C( J ,R+) such that∥∥ f (t,u1) − f (t,u2)∥∥ l∗(t)‖u1 − u2‖ and ∥∥h(t,u1) − h(t,u2)∥∥ l∗(t)‖u1 − u2‖
for all ui ∈ X (i = 1,2) and all t ∈ J .
(E2) There exists a function l¯∗(t) ∈ L1( J ,R+) ∩ C( J ,R+) such that∥∥g(u) − g(v)∥∥ l¯∗(t)‖u − v‖C and ∥∥g¯(u) − g¯(v)∥∥ l¯∗(t)‖u − v‖C
for all u, v ∈ C( J , X).
(E3) There exists a function m∗(t) ∈ L1( J ,R+) ∩ C( J ,R+) such that∥∥ f (t, x)∥∥m∗(t) and ∥∥h(t, x)∥∥m∗(t)
for all x ∈ X and all t ∈ J .
(E4) There exists a constant L > 0 such that L  M∗ := supt∈ J {m∗(t)}.
(E5) There exists a function η∗ ∈ L1( J ,R+) ∩ C( J ,R+) such that∥∥ f (t,u) − h(t,u)∥∥ η∗(t)
for all u ∈ X and all t ∈ J .
(E6) There exists a function μ∗(t) ∈ L1( J ,R+) ∩ C( J ,R+) such that∥∥g(u) − g¯(u)∥∥μ∗(t)
for all u ∈ C( J , X).
(E7) L∗ + L∗T < 1 where
L∗ := max
t∈ J
{
l∗(t)
}
, L∗ := max
t∈ J
{
l¯∗(t)
}
.
Theorem 4.2. Suppose the assumptions (E1)–(E7) are satisﬁed. Then
H‖·‖C (S,S1)
L∗μ + L∗ηT
1− L∗ − L∗T
where by H‖·‖C we denote the Pompeiu–Hausdorff functional with respect to ‖ · ‖C on CL( J , X) and
L∗η = max
t∈ J
{
η∗(t)
}
, L∗μ = max
t∈ J
{
μ∗(t)
}
.
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B∗ :
(
CL( J , X),‖ · ‖B
)→ (CL( J , X),‖ · ‖B)
deﬁned by
B∗(x)(t) := x(0) + g¯(x) +
t∫
0
h
(
s, x(s)
)
ds, for t ∈ J .
It is easy to see A∗, B∗ : (CL( J , X),‖ · ‖B) → (CL( J , X),‖ · ‖B) are two orbitally continuous operators. Moreover, we have
∥∥A2∗(x)(t) − A∗(x)(t)∥∥ L∗∥∥A∗(x) − x∥∥+ L∗
t∫
0
∥∥A∗(x)(s) − x(s)∥∥ds (L∗ + L∗T )∥∥A∗(x) − x∥∥C
for all x ∈ CL( J , X). Similarly,∥∥B2∗(x)(t) − B∗(x)(t)∥∥ (L∗ + L∗T )∥∥B∗(x) − x∥∥C
for all x ∈ CL( J , X). It follows that∥∥A2∗(x) − A∗(x)∥∥C  (L∗ + L∗T )∥∥A∗(x) − x∥∥C ,∥∥B2∗(x) − B∗(x)∥∥C  (L∗ + L∗T )∥∥B∗(x) − x∥∥C .
Because of (E5)–(E6),
∥∥A∗(x) − B∗(x)∥∥C μ∗(t) +
t∫
0
η∗(s)ds L∗μ + L∗ηT
for all x ∈ CL( J , X). By (E7) and applying Theorem 2.4 we obtain
H‖·‖C (F A∗ , FB∗)
L∗μ + L∗ηT
1− L∗ − L∗T .
This completes the proof. 
5. Application to impulsive Cauchy problems
The results obtained in Section 3 and Section 4 can be applied to the following Cauchy problem of impulsive differential
equation⎧⎨
⎩
x˙(t) = f (t, x(t)), t ∈ J \ D := {t1, t2, . . . , tm},
x(0) = x0,
x(ti) = Ii(x(ti)), i = 1,2, . . . ,m,
(9)
where f , x0 are as in nonlocal Cauchy problem (1), Ii : X → X is a nonlinear map which determine the size of the jump
at ti , 0 = t0 < t1 < t2 < · · · < tm < tm+1 = T , Ii(x(ti)) = x(t+i )− x(t−i ), x(t+i ) = limh→0+ = x(ti +h) and x(t−i ) = x(ti) represent
respectively the right and left limits of x(t) at t = ti .
It is well known that a function x ∈ PC1( J , X) is a solution of the impulsive Cauchy problem (1) if and only if x ∈ PC( J , X)
is a solution of the integral equation
x(t) = x0 +
t∫
0
f
(
s, x(s)
)
ds +
∑
0<ti<t
I i
(
x(ti)
)
. (10)
We introduce the following hypotheses:
(IC1) f : J × X → X is continuous.
(IC2) There exists a constant M > 0 such that ‖ f (t, x)‖ M , for all x ∈ X and all t ∈ J .
(IC3) There exists a constant L > 0 such that L  M.
(IC4) There exists a constant L f > 0 such that ‖ f (t,u1) − f (t,u2)‖ L f ‖u1 − u2‖ for all ui ∈ X (i = 1,2) and all t ∈ J .
(IC5) Ii : X → X and there exists a constant LI > 0 such that ‖Ii(u) − Ii(v)‖  LI‖u − v‖, for all u, v ∈ X and i =
1,2, . . . ,m.
(IC6) There exists a constant τ > 0 such that
L f (1−e−τ T )
τ +mLI < 1.
We give the ﬁrst main results in this section.
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Proof. Consider the operator A1 : (PCL( J , X),‖ · ‖PB) → (PCL( J , X),‖ · ‖PB) deﬁned by
A1(x)(t) := x0 +
t∫
0
f
(
s, x(s)
)
ds +
∑
0<ti<t
I i
(
x(ti)
)
.
Step 1. A1(x) ∈ PC( J , X) for every x ∈ PCL( J , X).
In fact, for 0 t  t + δ  t1, any δ > 0, by (IC2), we obtain
∥∥A1(x)(t + δ) − A1(x)(t)∥∥
t+δ∫
t
∥∥ f (s, x(s))∥∥ds Mδ.
It is easy to see that the right-hand side of the above inequality tends to zero as δ → 0. Therefore A1(x) ∈ C( J , X). Thus,
we can deduce that A1(x) ∈ C([0, t1], X). Similarly we can also obtain that A1(x) ∈ C((t1, t2], X), A1(x) ∈ C((t2, t3], X), . . . ,
A1(x) ∈ C((tm, T ], X). That is, A1(x) ∈ PC( J , X).
Step 2. A1x ∈ PCL( J , X).
Without lose of generality, for any τ1 < τ2, τ1, τ2 ∈ (ti, ti+1], i = 0,1,2, . . . ,m, applying (IC2), we have
∥∥A1(x)(τ2) − A1(x)(τ1)∥∥
τ2∫
τ1
∥∥ f (s, x(s))∥∥ds M(τ2 − τ1) = M|τ1 − τ2|.
Similarly, for any τ1 > τ2, τ1, τ2 ∈ (ti, ti+1], i = 0,1,2, . . . ,m, we also have the above inequality. This implies that A1x is
belong to PCL( J , X) due to (IC3).
Step 3. A1 is continuous.
For that, let {xn} be a sequence of BR such that xn → x in BR where BR is a bounded set of PCL( J , X). For all t ∈ J , we
have
∥∥A1(xn) − A1(x)∥∥PC 
t∫
0
∥∥ f (s, xn(s))− f (s, x(s))∥∥ds + ∑
0<ti<t
∥∥Ii(xn(ti))− Ii(x(ti))∥∥

t∫
0
∥∥ f (s, xn(s))− f (s, x(s))∥∥ds + ∑
0<ti<t
L I‖xn − x‖PC .
By Lebesgue Dominated Convergence Theorem, ‖A1(xn) − A1(x)‖PC → 0. Thus, A1(xn) → A1(x) as n → ∞ which implies
that A1 is continuous.
Finally, A1 is a Picard operator.
In fact, for all x, z ∈ PCL( J , X), using (IC4) and (IC5) we have
∥∥A1(x)(t) − A1(z)(t)∥∥
t∫
0
∥∥ f (s, x(s) − f (s, z(s))∥∥ds + ∑
0<ti<t
∥∥Ii(x(ti))− Ii(z(ti))∥∥
 L f
t∫
0
∥∥x(s) − z(s)∥∥ds + ∑
0<ti<t
L I
∥∥x(ti) − z(ti)∥∥
 L f
t∫
0
[∥∥x(s) − z(s)∥∥e−τ s]eτ s ds + ∑
0<ti<t
L I
[∥∥x(ti) − z(ti)∥∥e−τ ti ]eτ ti
 L f
t∫
0
eτ s ds‖x− z‖PB + LI
∑
0<ti<t
eτ ti‖x− z‖PB
 L f
eτ t − 1
τ
‖x− z‖PB + LI
∑
0<ti<t
eτ ti‖x− z‖PB.
It follows that
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τ
‖x− z‖PB + LIe−τ t
∑
0<ti<t
eτ ti‖x− z‖PB
 L f
1− e−τ T
τ
‖x− z‖PB + LI
∑
0<ti<t
eτ ti‖x− z‖PB
for all t ∈ J . So we have∥∥A1(x) − A1(z)∥∥PB 
[
L f
1− e−τ T
τ
+ LI
∑
0<ti<t
eτ ti
]
‖x− z‖PB
for all x, z ∈ PCL( J , X). The operator A1 is of Lipschitz type with constant
LA1 =
L f (1− e−τ T )
τ
+ LI
∑
0<ti<t
eτ ti  L f (1− e
−τ T )
τ
+mLI (11)
and 0 < LA1 < 1 due to (IC6). By applying the Contraction Principle to this operator we obtain that A1 is a Picard operator.
This completes the proof. 
Now we turn to consider another impulsive Cauchy problem⎧⎨
⎩
x˙(t) = h(t, x(t)), t ∈ J \ D := {t1, t2, . . . , tm},
x(0) = y0,
x(ti) = I i(x(ti)), i = 1,2, . . . ,m,
(12)
where h, y0 are as in nonlocal Cauchy problem (4), I : X → X is another impulsive term. A function x ∈ PC1( J , X) is a
solution of nonlocal Cauchy problem (12) if and only if x ∈ PC( J , X) is a solution of the integral equation
x(t) = y0 +
t∫
0
h
(
s, x(s)
)
ds +
∑
0<ti<t
I i
(
x(ti)
)
, (13)
where PC1( J , X) ≡ {x ∈ PC( J , X): x˙ ∈ PC( J , X)}, endowed with the norm ‖x‖PC1 = ‖x‖PC + ‖x˙‖PC , (PC1( J , X),‖ · ‖PC1 ) is a
Banach space.
Now, we consider both integral equations (10) and (13). We have
Theorem 5.2. Suppose the following:
(ID1) All conditions in Theorem 5.1 are satisﬁed and x∗ ∈ PCL( J , X) is the unique solution of the integral equation (10).
(ID2) With the same constant M as in Theorem 5.1, ‖h(t, x)‖ M for all x ∈ X and all t ∈ J .
(ID3) With the same constant L f as in Theorem 5.1, ‖h(t,u1) − h(t,u2)‖ L f ‖u1 − u2‖ for all ui ∈ X (i = 1,2) and all t ∈ J .
(ID4) With the same constant LI as in Theorem 5.1, ‖I i(u) − I i(v)‖ LI‖u − v‖ for all u, v ∈ X.
(ID5) L  M.
(ID6) There exists a constant Lη > 0 such that ‖ f (t,u) − h(t,u)‖ Lη for all u ∈ X and t ∈ J .
(ID7) There exists a constant Lμ > 0 such that ‖I(u) − I(u)‖ Lμ for all u ∈ X.
Then, if y∗ is the solution of the integral equation (5),∥∥x∗ − y∗∥∥PB  ‖x0 − y0‖ + LηT +mLμ1− LA1 (14)
and LA1 is given by (11) with a τ = τ∗ > 0 such that 0 < LA1 < 1.
Proof. Consider the following two continuous operators
A1, B1 :
(
PCL( J , X),‖ · ‖PB
)→ (PCL( J , X),‖ · ‖PB)
deﬁned by
A1(x)(t) := x0 +
t∫
0
f
(
s, x(s)
)
ds +
∑
0<ti<t
I i
(
x(ti)
)
,
B1(x)(t) := y0 +
t∫
h
(
s, x(s)
)
ds +
∑
0<ti<t
I i
(
x(ti)
)
,0
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∥∥A1(x)(t) − B1(x)(t)∥∥ ‖x0 − y0‖ +
t∫
0
∥∥ f (s, x(s))− h(s, x(s))∥∥ds + ∑
0<ti<t
∥∥Ii(x(ti))− I i(x(ti))∥∥
 ‖x0 − y0‖ + LηT +
∑
0<ti<t
Lμ,
for t ∈ J . It follows that∥∥A1(x) − B1(x)∥∥PB  ‖x0 − y0‖ + LηT +mLμ.
So we can apply Theorem 2.3 to obtain the inequality (14) which completes the proof. 
Next, we consider another integral equation
x(t) = x(0) +
t∫
0
f
(
s, x(s)
)
ds +
∑
0<ti<t
I i
(
x(ti)
)
(15)
on J , where f , Ii are as in the impulsive Cauchy problem (9).
Theorem 5.3. Suppose that for the integral equation (15) the same conditions as in Theorem 5.1 are satisﬁed. Then this equation has
solutions in PCL( J , X). If S˜ ⊂ PCL( J , X) is its solutions set, then card S˜= card X.
Proof. Consider the operator A1∗ : (PCL( J , X),‖ · ‖PB) → (PCL( J , X),‖ · ‖PB) deﬁned by
A1∗(x)(t) := x(0) +
t∫
0
f
(
s, x(s)
)
ds +
∑
0<ti<t
I i
(
x(ti)
)
. (16)
This is a continuous operator, but not a Lipschitz one. We can write PCL( J , X) =⋃α∈X Xα, Xα = {x ∈ PCL( J , X): x(0) = α}.
We have that Xα is an invariant set of A1∗ and we apply Theorem 3.1 to A1∗|Xα . By using Theorem 2.5 we obtain that A1∗
is a weakly Picard operator. Consider the operator A∞1∗ : PCL( J , X) → PCL( J , X), A∞1∗(x) = limn→∞ An1∗(x). From An+11∗ (x) =
A1∗(An1∗(x)) and the continuity of A1∗ , A∞1∗(x) ∈ F A1∗ . Then A∞1∗(PCL( J , X)) = F A1∗ = S˜ and S˜ = ∅. So, card S˜ = card X . 
In order to study data dependence for the solutions set of the integral equation (15) we consider both (15) and the
following integral equation
x(t) = x(0) +
t∫
0
h
(
s, x(s)
)
ds +
∑
0<ti<t
I i
(
x(ti)
)
on J where h, I are as in the impulsive Cauchy problem (12). Let S˜1 be the solutions set of this equation.
We make the following assumptions.
(IE1) There exists a constant L∗ > 0 such that ‖ f (t,u1)− f (t,u2)‖ L∗‖u1 − u2‖ and ‖h(t,u1)−h(t,u2)‖ L∗‖u1 − u2‖
for all ui ∈ X (i = 1,2) and all t ∈ J .
(IE2) There exists a constant L∗ > 0 such that ‖Ii(u)− Ii(v)‖ L∗‖u− v‖ and ‖I i(u)− I i(v)‖ L∗‖u− v‖. for all u, v ∈ X .
(IE3) There exists a constant M∗ > 0 such that ‖ f (t, x)‖ M∗ and ‖h(t, x)‖ M∗ for all x ∈ X and all t ∈ J .
(IE4) There exists a constant L > 0 such that L  M∗ .
(IE5) There exists a constant L∗η > 0 such that ‖ f (t,u) − h(t,u)‖ L∗η for all u ∈ X and all t ∈ J .
(IE6) There exists a constant L∗μ > 0 such that ‖I(u) − I(u)‖ L∗μ for all u ∈ X .
(IE7) L∗T +mL∗μ < 1.
Theorem 5.4. Suppose the assumptions (IE1)–(IE7) are satisﬁed. Then
H‖·‖PC (S˜, S˜1)
L∗μ + L∗ηT
1− L∗ − L∗T
where by H‖·‖PC we denote the Pompeiu–Hausdorff functional with respect to ‖ · ‖PC on PCL( J , X).
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B1∗(x)(t) := x(0) +
t∫
0
h
(
s, x(s)
)
ds +
∑
0<ti<t
I i
(
x(ti)
)
, for t ∈ J .
Moreover, we have
∥∥A21∗(x)(t) − A1∗(x)(t)∥∥ L∗
t∫
0
∥∥A1∗(x)(s) − x(s)∥∥ds + ∑
0<ti<t
∥∥Ii(A1∗(x)(ti))− Ii(x(ti)∥∥

(
L∗T +
∑
0<ti<t
L∗μ
)∥∥A1∗(x) − x∥∥PC
for all x ∈ PCL( J , X). Similarly,∥∥B21∗(x)(t) − B1∗(x)(t)∥∥
(
L∗T +
∑
0<ti<t
L∗μ
)∥∥B1∗(x) − x∥∥PC
for all x ∈ PCL( J , X). It follows that∥∥A21∗(x) − A1∗(x)∥∥PC  (L∗T +mL∗μ)∥∥A1∗(x) − x∥∥PC,∥∥B21∗(x) − B1∗(x)∥∥PC  (L∗T +mL∗μ)∥∥B1∗(x) − x∥∥PC.
Because of (IE5)–(IE6),∥∥A1∗(x) − B1∗(x)∥∥PC  L∗ηT +mL∗μ
for all x ∈ PCL( J , X). By (IE7) and applying Theorem 2.4 we obtain
H‖·‖PC (F A∗ , FB∗)
L∗ηT +mL∗μ
1− L∗T −mL∗μ
.
This completes the proof. 
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