Abstract-Most statistical Software do efficient regression reporting. This reporting is based on multiple criteria and uses multiple fragmented diagnostic tables. In this study Fuzzy AHP Intelligent Zax (FAIZ) has been proposed which can be incorporated in statistical software as a scoring technique for ranking the simple linear regressions (SLR) based on fuzzy Analytical Hierarchy Process (AHP) logic to push 'Further Evolution' in Software Engineering Evolution process for Statistical Software. This approach will help to prevent regressioneering (ignorant sub-optimal uses, or even misuses, of regression analysis) and assist researchers in choosing best regression based on linearized score with FAIZ approach.
I. INTRODUCTION
Variety of statistical software are there in the market, some are specialized in highly sophisticated statistical analysis like SAS, SPSS, Statistica, S-Plus and Matlab"s statistical and curve fitting tools etc. Others focus on disciplines that use statistical analysis like econometrics, bio-informatics, time series analysis in economics and various other disciplines of social sciences and engineering sciences. Statistical analysis belongs to conventional data modeling culture of twin modeling cultures in statistics and the other one is newly developed algorithmic modeling culture [1] . Both cultures start with data and perform data analysis for prediction or information extraction where nature functions (black box) associate the predictor (input) variables with the response (output) variables. The algorithmic modeling culture uses knowledge discovery and data mining (KDDM) algorithms where black box can contain decision tree or neural nets or other KDDM algorithmic models which treats the data mechanism as unknown and considers the inside of black box as complex. This approach is focused to find a function f(x) -an algorithm that operates on x to predict the responses y. Model validation is measured by predictive accuracy. As study [1] has noted that statistical community (98% of all statisticians) has been committed to the almost exclusive use of data models where black box may contain linear regression whose parameters are estimated from data and are used for prediction or information extraction. This commitment to data modeling approach, in itself, has led to irrelevant theory, questionable conclusions, and has kept statisticians from working on a large range of interesting current problems. In short, in an age of low cost and timeless data processing, over-reliance on data modeling is not efficient. Regression analysis is widely used (or misused) statistical tool in various disciplines. There are limitations of regression technique itself or its estimation method or there is lack of its proper use (or has even misuse). Ordinary Least Square (OLS) continues to be by far the most frequently used method even when it is obviously inappropriate. As a result, hundreds if not thousands of regression lines with too-small slopes are being published annually [2] . There is also issue of Regressioneering, a phenomenon which is present when researchers try to use regression without knowing the strengths or weaknesses of regression for particular problem at hand. Moreover, researchers don"t perform enough assumption tests or which criteria to focus on for judging the validity of regression or even when to stop the process. Sometimes simply mathematical ignorance on part of social scientists leads to wrong applications or unexplainable or even wrong results. So far none of the statistical software has developed a mechanism to turn multidimensional diagnostics into a single dimensional score for easy comparisons of different regressions which can aid users to make right choice. This is because no ranking or scoring method is available to report ranking score for comparison of regressions.
Software evolution is part of software engineering, to make the software to continuously capture new requirement from people, including function and non-function requirements. Function requirement is to make the system can do more for people whether non-function requirement is mainly related to quality of software, software architecture optimization, system evolvability, system stability and system robust [3] . The software evolution approach has six major steps in the evolution life cycle which are evolution requirement specification, evolution design definition, evolution implementation, evolution execution, evolution testing, and further evolution. Current statistical software are mature enough in many aspects, however, still "further evolution" is ever needed and this paper attempts to extend it for statistical software by introducing a regression ranking method in order to assist the researcher to make prudent choice regarding regression analysis.
II. PROBLEM ANALYSIS
Linear regression can generally be used for estimation or descriptive purposes (i.e. for cause/effect relationships provided that there is only one independent variable or the data have come from a designed experiment), control (esp. when it is necessary to try to control the value of the dependent variable e.g. cost) and prediction of outcomes purpose. Specific uses of it can be calibration (i.e. using inverse regression, classical theory of calibration, or Bayesian calibration) and process monitoring (using regression control chart or a cause-selecting chart) [4] . Simple linear regression (SLR) needs two sets of n observations for dependent (or response) variable (DV) and independent variable (IV) represented by Y and X respectively. SLR model equation is Y i = β 0 + β 1 X i + ε i (where i = 1…n and ε i = random errors) and have three parameters i.e. β 0 (i.e. intercept), β 1 (i.e. slope) and ε i (random errors). Before deciding what straight line to use, you must decide what you want it for. Do you wish to estimate (predict) one quantity from another, or do you want a descriptive trend line relating two sets of observations [5] . Important feature of SLR is that ε i are normally distributed and 1 and Yˆi are estimated intercept, slope and mean for Y when the predictor is X i (i.e., the point on the fitted line) respectively. And residual (e i ) is the residual for the ith case which is the vertical distance from the data point to the fitted regression line i.e. e i = Y i -Yˆi) [6] . Ordinary least square (OLS) is usually chosen as estimation technique that minimizes the sum of the squared residuals and is an effort to find best estimators i.e. b 0 and b 1 . Only if the assumptions are true, these estimators are best, linear in errors and unbiased (its expected value is equal to the true value) with minimum variance (i.e. are BLUE). These are also maximum likelihood estimators (MLE).
Logical steps for simple linear regression (SLR) are to check the level of measurement, compute linear regression including descriptive statistics, test significance, statistical inference and power (PWR) of SLR, check direction of the relationship, proportional reduction in error, to test assumptions (linearity, homoscedasticity, independence and normality) and test for the robustness based on validation data in a sequential way [7] . In order to get satisfactory, practicable, and interpretable results from OLS, we need to check the assumptions of regression analysis. When these assumptions are not met, results may not be trustworthy, resulting in a Type I or Type II error, or over-or under-estimation of significance or effect size(s) [8] . There are various assumptions (ASS) for data, variables, functional form and errors. The assumptions for SLR are: (1) Linearity assumption (LN) is that relationship between the dependent and independent variable or functional form is linear. ). This also implies that there are no outlier distortions or influential effects [9] . (4) Assumption of constant variance (δ 2 ) of errors or homoscedasticity (CV). However, as noted by study [10] , only few articles (especially ones using regression analysis) report the statistical testing of these assumptions to draw their research conclusions. This is especially true for literature of social sciences and thus the validity of many of results of these studies, conclusions, and assertions can be called into question. Financial professional and economists also seldom try to test the assumptions especially about whether data is deterministic or stochastic in nature, belongs to a class of elliptical distribution or whether there are sufficient data points to start with or the application of central limit theorem and assuming that assumption will be true are applicable.
Various measures are in fashion in literature to test the assumptions. Measures to estimate LN include a plot of observed values versus predicted values (LN-T1) or a plot of residuals versus predicted values (LN-T2) where points in the former should be symmetrically distributed around 45 degrees (diagonal) line and around horizontal line respectively. We can visually observe the cautious patterns (i.e. bowed pattern) in the plots to judge the outcome and outcome is ranked by scholar (RBS) on five point scale i.e. from excellent, good, fair, poor, and bad. IN must be checked [4] as autocorrelation inflates the t, r, and f statistics and warps the significance tests. For strong autocorrelation case, IN can be assessed from the plots of residuals vs. time (i.e. look at autocorrelation (AC) plot of the residuals (IN-T1) or cross correlation of residual plots (IN-T2). In former measure, most residual autocorrelation (RAC) should fall within the 95% confidence bands around zero, (located at roughly [± 2-over-square-root-of -n], where n is the sample size and L1RAC = RAC of lag 1. In IN-T2, some cross correlation for lag values of residual (CC4LVR) are out of ±1, out of ±2 or out of ±3 standard error lines (SEL). Alternately for all the plots, we can calculate cross correlation coefficient points (CCCP) and then we can check that how many of these points lie within ±1 standard error lines (SEL) or standard errors of mean (SEM) [11] . And then the percentage number of points (PNP), which lie outside of ± of considered level of SEL, will be considered to calculate the utility for that ASS measure. If all points lie within ±1 SEL, then utility is equal to one. The larger PNP outside of ±1 SEL means less linearity and deviation from linearity and thus disutility can be calculated from minmax formula where min is zero and max is PNP value [12] . And if more than 1% of PNP outside of ±1 SEL, then utility from this result is zero. For not so strong case of autocorrelation, Durbin-Watson statistic can be calculated and DW = 2 (1-L1RAC) and as a rule of thumb if DW = 2 (or to some extent between the range of 1.4 and 2.6), it is considered acceptable [13] . To test NR, we can observe the properties of first four moments of the normal distribution. For the same mean and variance (NR-T1a), normal probability plot can be obtained for the actual percentiles of the residuals vs. the theoretical percentiles of a normal distribution (CCRTN). Ideally, this plot should be a diagonal straight line. Tests for Skewness of normal distribution (NR-T1b) and Kurtosis (NR-T1c) can be done by observing the coefficients of these two. Test for outlier can be done by converting data to z-scores (NR-T2) or getting of studentized deleted residuals (SDRs) (NR-T3) [14] . In former, if the standardized residuals (Ze i ) have values in excess of 3.5 and -3.5, they are outliers. In the later if [t i = e i / MSE (i) (1-h i,i )] (using a Bonferroni correction for n tests) > [tn−p−1(1-α/2n)], then outlier [6] . Homoscadasticity or CV should be tested as though slight heteroscedasticity has little effect on significance tests, however, when heteroscedasticity is marked, it can lead to serious distortion of findings and seriously weaken the analysis thus increasing the possibility of a Type I error [15] and [16] . CV can be assessed by getting either plots of residuals vs. time (CV-T1) or plots of residuals vs. predicted values (CV-T2). In CV-T1, cautious sign is that there is a tendency for the errors to get larger in magnitude over time and we can assess it by calculating cross correlation of residuals with time (CCRWT). In CV-T2, we check for tendency for the errors to change in magnitude vis-à -vis different predicted values. It can be assessed through cross correlation of residuals with Predicted values (CCRWP). Third test can be a plot of standardized residuals (Ze i ) against Yˆ (CV-T3) and we can assess it through cross correlation of Ze i with Yˆ (CCZWP). The rules for relative weights of assumptions are summarized in Table I . In trying to ascertain the reliability of error measures in the estimation period, we need to look at the issue of over-fitting. If the model has only one or two parameters (e.g. random walk, exponential smoothing, or simple linear regression) and it was fitted to a moderate to large sample of data (i.e. ≥ 30 observations), then model is probably unlikely to have over-fitted the data. Besides assumptions, various other diagnostic tests are conducted to assess the effectiveness of the regression analysis. In order to test the effectiveness of distribution tests (e.g. t-test or F-test), we use either p-value or power analysis. We use t-test to test that the coefficients (b 0 and b 1 ) are true representative of the population; we need to construct confidence intervals and do hypothesis significance tests for the mean of a normal distribution, based on the statistics of a random normal sample.
For the significance tests, p-value is the probability of observing a test statistic at least as extreme as what was actually observed, when the null hypothesis is really true. We reject H 0 , if p ≤ α (where p = Prob (|t n-2 | > |t|)). This is same as |t| ≥ t c where t c = t n-2 (1-α /2) and n-2 is degrees of freedom (df) and in this case we accept H A which means that there is sufficient evidence in the data to conclude that H 0 is false, and so we assume that H A is true and vice versa [6] Note that a failure to reject H 0 does not mean that there was any evidence in favor of H 0 . The power of a significance test is the probability that the null hypothesis will be rejected when, in fact, it is false (Type I error). As statistical power increases, the chances of a Type II error decrease. Power analysis is appropriate when the concern is with the correct rejection, or not, of a null hypothesis. How can we avoid making Type I error is either by applying a higher threshold of stringency to reject a hypothesis in order to compensate for the multiple comparisons being made (e.g. as in the Bonferroni method) or by ignoring the statistical power (p-value) altogether and basing our interpretation on the tiny effect size (or substantive power or significance) as suggested by [17] . In statistics, an effect size is a measure of the strength of the relationship between two variables in a statistical population, or a sample-based estimate of that quantity. The effect size does not determine the significance level (or p-value), or vice-versa. Effect sizes complement inferential statistics such as p-values and larger the "size effect," the smaller the p-value will be, other things being equal [18] . The calculation of power of β 1 is provided in [6] . The rule for power of a test can be as: use continuous band utility function (CBUF) (of study [21] ) based MinMax if test provided (TP) & If TNP then = 0. To test the overall effectiveness (OE) of the model, typically analysis of variance (ANOVA) reports for model, errors and of corrected total list degrees of freedom (df), sum of squares (total, model and error), root mean square error (RMSE), coefficient of variance (r), R 2 and F-test. However, when different sets of observations are used as estimation period, R-squared is not a reliable guide to model quality [19] . In order to test robustness, the estimation of E(Y h ) [=β 0 + β 1 X h ] i.e. mean value of Y for the new subpopulation with X = X h , we will calculate Yˆh=b 0 + b 1 X h . And then the parameters from the original regression estimates are compared with the test data results or simulated data results. Thus we define robustness (RO) score for test data (RSTD) as (Coefficient of validation data regression (VDR)) minus (Coefficient of estimated regression (ER)). In SLR, there are two coefficients α and β and thus two ROs i.e. α-RO and β-RO. As the smaller RO is better, in order to make it bigger is better so that we can use in final score summation equation, we will use maxmin (MM) function. Maxmin is equal to difference between realized value and maximum value divided by the difference between minimum value and maximum value. Finally compute the "average RO" (ARO) of MM-α-RO and MM-β-RO for each alternative regression. Robustness score for simulated data (RSSD) replaces validation data with simulated data. Besides, model should pass various quantifiable diagnostic tests or eyeball tests. Typically, these QCs may include keep it simple…(K.I.S.S), sign (SOC) and/or magnitude (MOC) of coefficients based on theoretical considerations, intuitive reasonableness of model appearance of forecast plots, confidence interval for coefficients (CIC) and even Working-Hotelling confidence bands for entire regression line [4] and are based on researchers" judgments. Besides, there can be other tests for efficiency, consistency, other assumptions, parameters, and data characteristics which can be performed and tested but has been excluded for simplicity. 
III. METHODOLOGY
Previous section completes our discussion of sub-criteria (SC) within five global criteria (GC). In statistical software, an option can be provided to get input RBS inputs and can be considered as further evolution [3] in software engineering evolution stages. The values for either all or some of the SC can be obtained, the more SCs are used, the better final evaluation will be. At least one SC must be used for each GC category and if more are used within each GC, then either they are can be weighted equally or be given weights based on Analytical Hierarchy Process (AHP) or some other weighting scheme can be used. And finally these SC will be normalized based on a utility function from study [20] and continuous band utility function (CBUF) of study [21] in order to avoid the problems of differences in measurement units. CBUF takes the value of either 1 (for ideal range of values or over) or zero (for values below the least ideal (or lowest) boundary i.e. has100% disutility) or in between these two ranges with the help of minmax function for all sub-criteria considered. Finally if any of the tests is not provided (i.e. TNP), then the utility in this case will be zero.
Before we can calculate final scores for regressions, we need to perform fuzzy AHP pair wise comparisons for five GC which are assumptions, parameters" effectiveness, robustness, error measures, and quality considerations. Normal or crisp pair-wise comparison are based on Saaty"s 1-9 scale are provide in table II below as Crisp pair-wise comparison matrix values (CPCMV). AHP is a method of converting a multi-dimensional problem to single dimension by building hierarchy by providing pair wise weights to criteria. However, AHP has been criticized because of its imprecision and subjectivity [22] . This can be improved with the help of fuzzy AHP as it incorporates decision makers (DM) uncertainty. Conversion of CPCM values to Fuzzy PCM values [23] has been given in table III. From a range of fuzzy AHP, DM can choose the values that reflect her confidence for the GC (i.e. ASS, SI, OE, RO, and QC). Two parameters in fuzzy reasoning method are fuzzy membership curve (FMC) showing the confidence level of the DM (cab be triangular, Gaussian and trapezodial) and slope of FMC (which represents three different attitudes of the DM i.e. liberal, moderate and strict). Triangular FMC (used in this study) is simple, commonly used, can approximate non-triangular as well and is especially used when DM has least confidence (i.e. is very uncertain) about degree of membership of values to particular class. Liberal attitude has gentle slope and gives wider range of input values as a member of certain class while strict attitude has a steep slope with narrow range of values. Moderate one is in between the two and we will consider this in this study. The Fuzzified PCM is shown in Table IV Finally, CBUF values for all sub-criteria based on tables I and II will be multiplied with NFPSI for global criteria and we get a final score to rank regressions (FSRR). This method of comparison of various regressions or the quality of single regression based on the highest FSRR is called Fuzzy-AHP Intelligent Zax (FAIZ) approach. Remember that there is no "right answer" when analyzing regression data -there are only good and bad analyses [4] and the purpose of this approach is to separate good from bad model based on a linearized scores derived from multi-dimensional (non-linear) diagnostics. "All models are wrong, but some are useful" ( [4] has quoted George Box) and we simply want a good proxy for the true, unknown model with the help of FAIZ approach. The best regression identified, out of various regression alternatives obtained from different sets of random samples of data of the same problem, with the help of this fuzzy ranking process is named as FAIZ Regression. 
IV. SIMPLE EXAMPLE AND CONCLUSION
The results of Beta estimation case using OLS for Chile
We can get the scores for these two regressions (table VI) against the total maximum score of 5 which is obtained from addition of maximum score of 1 for each criteria category. From Table I and Table II, As we may not be fully certain or completely uncertain about the criteria that we are using for each category of criteria, thus we choose the middle value of normalized fuzzy performance for global criteria (NFPGC) from Table V . Multiplying NFPGC with CS for ASS, SI, OE, RO, and QC gives us the GS or FAIZ scores, which are 0.303 and 0.47312 for E-1 and E-2 respectively. Thus E-2 is a superior regression and market risk β from E-2 can be more reliable measure. from study [24] for two periods (Total as E-1 and Second sub-period as E-2) has been provided as an example in Table  I and Table II as well. In order to calculate market risk (i.e. β), monthly index returns adjusted for dividend of Chile has been regressed on FTSE"s emerging market price index provided in Data Stream. The information provided in [24] about these two regressions is given in Table VI. 
