Microbial antagonism in an Arctic soil habitat was demonstrated by assessing the inhibitory interactions between bacterial isolates from the same location. Of 139 isolates obtained from five soil samples, 20 antagonists belonging to the genera, Arthrobacter, Pseudomonas and Flavobacterium were identified. Intergenus, inter-species and inter-strain antagonism was observed between the interacting members. The extent of antagonism was temperature dependent. In some cases, antagonism was enhanced at 4°C but suppressed at 18°C while in some the reverse phenomenon was observed. To interpret antagonism from an ecological perspective, the interacting members were delineated according to their positional roles in a theoretical antagonistic network. When only one antimicrobial producer (P) was present, all the other members permitted grouping into either sensitive (S) or resistant (R). Composite interactive types such as PSR, PS, PR or SR could be designated only when at least two producers were present. Mapping of all possible antagonistic interaction networks based on the individual positional roles of the interactive types illustrates the existence of complex and interconnected networks among microbial communities.
Introduction
The Arctic sustains a remarkable array of cold-adapted microorganisms (Rivkina et al., 2004; Amato et al., 2007; Reddy et al., 2009; Srinivas et al., 2009) . The surface and permanently frozen subsurface soils (permafrost) are populated by diverse bacterial communities (Steven et al., 2006) . Most Arctic habitats, like the permafrost have remained pristine and relatively static for millions of years (Demidov & Gilichinsky, 2009 ). As to how microbial diversity is maintained in such environments is not fully understood. The role of climate and biogeography in determining the general nature of species sustained in a given habitat is fairly obvious, whereas in terms of events affecting localized diversity our understanding remains incomplete. A major factor, while relevant to most habitats, implicated in micro-level population dynamics is microbial competition, occurring ideally for space and resources (Hibbing et al., 2010) .
Microorganisms display interesting competitive mechanisms, of which antagonism has been commonly referenced (Czárán et al., 2002; Kirkup & Riley, 2004) . Several theoretical (Iwasa et al., 1998; Czárán et al., 2002; Prado & Kerr, 2008) and empirical studies (Chao & Levin, 1981; Kerr et al., 2002; Gillor et al., 2009) have addressed antagonism-mediated shifts in the relative abundance of an antimicrobial producer (P), sensitive (S) and resistant (R) isolate. The conceptual framework arising from these studies posits a nontransitive dominance among the three members (Kerr et al., 2002; Kirkup & Riley, 2004) that is explained using the game of 'rock-paper-scissors' (Kerr et al., 2002; Hibbing et al., 2010) whereby P outcompetes S, S outcompetes R and R outcompetes P.
The relevance of the above conceptual framework, however, is limited to related members (inter-strain; Hibbing et al., 2010) as in the Escherichia coli model or three members of different genera (inter-genus; Narisawa et al., 2008) . In natural multi-niche habitats such as soil, bacterial communities are heterogeneous (Narisawa et al., 2008) and therefore may harbor numerous P, S, or R members. Antagonism among them need not always follow the colicin model; besides antibiotic production, development of resistance and the extent of sensitivity can also be genetically regulated in response to changes in the ambient 'bio-physio-chemical' environmental parameters. As a result in multispecies communities, antagonistic interaction networks can be complex and interconnected.
To appreciate and visualize such networks, the current work presents an illustrative interpretation of mutual antagonism among Arctic soil bacteria. The study's main aim was to initiate a preliminary theoretical insight into complex microbial P-S-R networks and their impact on localized diversity. In addition, the effect of external factor(s) influential to such networks has also been considered. As a supplement, the phylogenetic profile of antagonists from Arctic soils has been addressed as there are few such reports and those available are only relevant to the Antarctic (Jayatilake et al., 1996; O'Brien et al., 2004) or cold habitats of the temperate zones (Sánchez et al., 2009; Raja et al., 2010) . Furthermore, the above studies only consider antagonism from a medical rather than an ecological perspective.
Materials and methods

Soil sample
The soil samples for the current study were obtained from Ny-Å lesund in the Arctic (geographic coordinates 78.55082N, 11.51527E). A total of five soil samples were collected from three sources. One sample each was collected from the surface (<5 cm) of a brown coloured moss spread area (vegetation; PF1-V) and a region devoid of any vegetation (barren; PF1-K). The PF1-K soil was hard, lumpy, with stones and pebbles whereas the PF1-V soil was soft and loosely packed. The colour of both these surface soils was darker, indicative of higher organic content than the permafrost core samples which were obtained from the top (<5 cm; PF1-T), middle (90 cm; PF1-M) and bottom (1.8 m; PF1-B) part of the core. A lighter colour compared with the surface soils and the lack of a clear cut horizon differentiation along its depth were the notable characteristics of the permafrost core. Approximately 100 g of soil from the five locations were collected and aseptically transferred into sterile zip-lock plastic bags and stored at À20°C.
Media and culture conditions
Arctic Bacterial Medium (ABM; Peptone 5 g L
À1
; Yeast extract 2 g L À1 ; pH 7.0) supplemented with 2% (w/v) bacteriological agar for solid media and/or without agar for broth were routinely used in the cultivation and maintenance of the isolates. Culture dilutions and suspensions were made in sterile ice-cold (4°C) 0.9% (w/v) saline and inoculation was always performed on precooled (4°C) agar plates. Standard incubation temperature, as appropriate to psychrophiles, included 4°C for 7-14 days, variations thereof are specified appropriately.
Viable culture isolation
Approximately, one gram of soil from three different parts of the sample was suspended in 9 mL of sterile saline and diluted serially (decimal dilutions). Each dilution (0.1 mL) was spread on triplicate ABM plates and incubated at 4°C for 14 days. The total viable count in colony forming units per gram soil (CFU g À1 soil) was expressed as the mean ± standard deviation. Isolates for the study were picked both based on unique morphotypes and also randomly to give a total of 25 isolates per sample. Additional isolates arising post subculturing (three times) were retained. The pure isolates obtained were designated with the prefixes T, M, B, V and K for Top, Middle, Bottom, Vegetation and Barren respectively.
Preliminary screening for antagonism at 4 and 18°C
Mutual antagonism between isolates of each sample was assessed using a modified spot-on-lawn assay (Prasad et al., 2005) . Briefly, loopful of the respective isolates were suspended in 500 lL of ice-cold saline. The suspension (100 lL) was spread with a sterile cotton swab on preincubated ABM plates [preincubation was performed at room temperature (~24°C) for 5 days to allow for partial dehydration of the agar, following which the plates were cooled to 4°C prior to swabbing]. The inoculated plates were incubated for 10 min at 4°C and then 10 lL of each of the other isolates were spotted on to the swabbed plates. One set of plates was incubated for 14 days at 4°C and the other at 18°C for 3 days with intermittent observations. The choice of 18°C was to reflect the upper temperature limit for most psychrophiles. The presence of inhibitory zones around the spotted isolates against the respective lawns was recorded as positive for antagonism.
A qualitative index to measure antagonism under two different conditions
The extent of inhibition by the same isolate(s) under two different conditions (here growth temperature) was interpreted qualitatively using a Relative Inhibition Index (RII). The RII was determined by first calculating the 'I' value which is the ratio of inhibitory extent under a second set of conditions (here, 18°C) to the first (4°C) and was obtained as follows; first the inhibition zone size (L) in millimetres was measured using a ruler from the edge of the colony to the end of the zone, for each producer at 4 and 18°C. The L values were grouped in to 0, 1, >1 3, >3 5, >5 10 and >10 mm ranges and given numerical scores (Z value) from 1 to 6 (see Table S1 ) respectively. The score at 18°C (Z 18°C ) was then divided by the score at 4°C (Z 4°C ) to give the 'I' value.
The RII was then represented as;
where I = Z 18°C /Z 4°C and the superscript 'x' indicates the basal level of inhibition under the first set of conditions (at 4°C) and is represented alphabetically from 'a' to 'f', which also corresponds to the Z values (a = 1, b = 2… f = 6) respectively. A value of I > 1 ideally indicates enhanced inhibition at 18°C than at 4°C, conversely, I < 1 implies a decrease in inhibition at 18°C than at 4°C and when I = 1 there is no visible difference in the inhibitory extent at the two temperatures.
16S rRNA gene sequencing based taxonomic identification
The 16S rRNA gene amplification and sequencing were performed as per Shivaji et al. (2005) . Accordingly, the PCR template was obtained from a single colony by the boiling method. Gelatinous colonies were first washed five times with ice-cold saline prior to genomic DNA extraction using the standard phenol-chloroform-isoamyl alcohol method modified from Sambrook et al. (1989) . PCR amplification was initially carried out with the 16S rRNA gene universal primers (Edwards et al., 1989) ; PA (5′-AGA GTT TGA TCC TGG CTC AG-3′) and PH* (5′-AAG GAG GTG ATC CAG CCG CA-3′). Amplification was carried out using an MJ Research PTC-200 thermal cycler with the following parameters: 95°C for 5 min; 35 cycles of 95°C for 1 min, 58°C for 45 s and 72°C for 2 min; and a final extension of 72°C for 10 min. The PCR products were treated with ExoSAP-IT ® (USB Corporation) and subjected to sequencing PCR with the primers PB (5′-TAA CAC ATG CAA GTC GAA CG-3′), PC (5′-CTA CGG GAG GCA GCA GTG GG-3′), PF (5′-CAT GGC TGT CGT CAG CTC GT-3′), PC* (5′-CCC ACT GCT GCC TCC CGT AG-3′), PF* (5′-ACG AGC TGA CGA CAG CCA TG-3′) and PG* (5′-ACG GGC GGT GTG TAC-3′) (Edwards et al., 1989) . Sequencing was carried out using an Applied Biosystems 3730/ 3730xl DNA Analyzer. The raw data were processed with SEQUENCE ANALYSIS v5.2 (Applied Biosystems) and assembled with Auto Assembler™ 1.4.0 (Applied Biosystems) for Macintosh. With the assembled sequences, the identification of phylogenetic neighbors was initially carried out using the BLAST (Altschul et al., 1997) and MEGABLAST (Zhang et al., 2000) programs against the database of type strains with validly published prokaryotic names (Chun et al., 2007) . The 50 sequences with the highest similarity scores were then selected for the calculation of pair-wise sequence similarity using global alignment algorithm, which was implemented at the EzTaxon server (http://www.eztaxon.org/; Chun et al., 2007) .
Illustration of domain level mutual antagonism
Domain level antagonistic interaction networks were illustrated with the open source complex network analysis and information visualization program, CYTOSCAPE 2.7.0 (Shannon et al., 2003) . The 'source interaction' is the canonical name of the antagonist, the 'interaction type' considers the type of domain level interaction and the 'target interaction' is the canonical name of the sensitive strain (see Table S2 ). The interaction networks were mapped using the CYTOSCAPE attribute circle algorithm based on the canonical name. The network layouts were redrawn with an open source scalable vector graphics editor, Inkscape 0.48.1. Additional details are provided in Supporting Information, Appendix S1.
Visualizing multispecies antagonistic networks
Theoretically possible antagonistic networks among all the PF1-K isolates were mapped with CYTOSCAPE using the attribute circle algorithm. Here 'source interaction' represents the canonical name (isolate code). The 'interaction type' refers to the P-S (score 1), S-R (score 2) and R-P (score 3) relationships and the 'target interaction' is the canonical name of the interacting isolates. See also Appendix S2.
Results
Microbial count in the soil samples
The estimated viable bacteria in the five soil samples averaged between 10 4 -10 5 CFU g À1 soil. The maximum numbers (mean ± standard deviation) were observed in PF1-B (2.5 ± 1.1 9 10 5 CFU g À1 soil) and PF1-V (1.1 ± 0.2 9 10 5 CFU g À1 soil) while the minimum number was in PF1-T (2.0 ± 0.3 9 10 4 CFU g À1 soil). The counts in PF1-M and PF1-K were 5.4 ± 2.5 9 10 4 CFU g À1 soil and 3.4 ± 1.3 9 10 4 CFU g À1 soil respectively. A total of 139 pure cultures were obtained from the soil samples.
Mutual antagonism
At 4°C none of the 36 isolates from PF1-T inhibited each other, while only one of the 28 PF1-B isolates displayed antagonism. From each of the remaining three samples represented by 25 isolates each, a significant number of antimicrobial producers were isolated from PF1-K (10), PF1-M (5) and PF1-V (4) ( Table 1) .
Interactive type profile of samples
The isolates within each sample could be categorized into one or more of the seven possible interactive types such as: PRS, where an isolate is an antagonist (producer), resistant and sensitive to one or members within the group; PR, when an isolate is an antagonist to one or more members, but is resistant to all the other producers in the group; PS, when an isolate is a producer but also sensitive to all the other producers in the group; SR, where an isolate does not produce but displays sensitivity and/or resistance to the different producers in that group; S, where an isolate does not produce but is sensitive to all the producers in the group; R, where the isolates do not produce but remain resistant to all the producers; and P, where an isolate only produces, but its S and R properties cannot be ascertained, a result of being the only producer in the group. The percentage of interactive types for each location is shown in Fig. 1 . In the absence of an antagonist in PF1-T, the members could not be categorized into interactive types. With just one antagonist (B24) in PF1-B, only a simplistic grouping into exclusively P, S or R was possible. But with at least two or more antagonists complex interactive types were observed in PF1-M, PF1-K and PF1-V members ( Fig. 1 and Table S3 ).
The most number of interactive types, were found in PF1-V; for example V8 displays the PSR attribute by inhibiting V1, V2, V3, V19 and V21; being sensitive to V24 and V25 and resistant to V1 (see also Table 1 and  Table S3 ). Isolates V24 and V25 while antagonizing other isolates remain resistant to V1 and V8 thus displaying the PR attribute; V1 is a producer but also sensitive to all the other producers and therefore displays PS attribute, while V2, V12, V19 and V21 do not produce but are either sensitive or resistant and therefore display the SR attribute. V3 does not produce but is sensitive to all the producers and therefore is an exclusively sensitive (S) interactive type. The remaining 16 isolates which neither produce nor are sensitive to any of the producers constitute the The superscripts a-f correspond to the Z values at 4°C (see text and Table S1 ). ND, not determined. Microbial antagonistic networks exclusively resistant (R) interactive type. In PF1-M and PF1-K only four interactive types were represented, i.e. PRS, PR, SR and R ( Fig. 1 and Table S3 ). Furthermore, in both cases the P, PS and S interactive types were absent.
Temperature and antagonism
Temperature shifts, especially an increase, can critically affect the biological processes of bacteria endemic to cold habitats. To check whether an up-shift could influence antagonism, the inhibitory assay was performed both at 4 and 18°C. The RII was used as a qualitative measure of differential inhibition at the two temperatures and is given in Table 1 . Three types of antagonism were noted (1) when antagonism was the same at both temperatures, so that I = 1 (Fig. 2a) , (2) when antagonism was enhanced at 18 over 4°C so that I > 1, (Fig. 2b-d) and (3) when antagonism was enhanced at 4 over 18°C so that I < 1 (Fig. 2e and h ). These results imply that if X is a producer and Y its sensitive isolate then; when I = 1, the antagonism of Y will occur under both set of conditions, i.e. at 4 and 18°C effectively indicating that the S attribute remains unchanged. If, RII = 0.16 f so that I < 1 then Y will be predisposed to exhibiting the S attribute at 4°C and the R at 18°C; which in terms of the producer X would imply the loss of P attribute at 18°C or a gain at 4°C. And if X were to be the only producer in the group then loss of P will invalidate any existing positional role based categorization. On the contrary when RII = 6.0 a so that I > 1 the reverse will hold true.
Effect of temperature on P-S-R dynamics
All the PF1-M antagonists, excepting M8, displayed enhanced antagonism at 4°C than at 18°C (Table 1) . The isolate M5 is marginally sensitive to M4 (Fig. 2e) at 4°C but becomes virtually resistant at 18°C, thereby modulating from SR to R. Conversely, the suppressive effect of temperature shift on antimicrobial synthesis by M4 is also plausible; in such situations the P status of M4 will be affected. Similar inferences can be made for K4 (Fig. 2f ) and K21 ( Fig. 2g ) against K16 and K11 respectively, where K4 modulates from SR to R, while K21 from PSR to R losing both its producing (against K18; see Table 1 ) and sensitive attributes. In PF1-B, only B24 displays antagonism with the extent remaining fairly similar (RII = 1.00 c ) at both temperatures (Table 1) . A marginal decrease, however, can be seen at 18°C against few of the sensitive isolates [e.g. B6 (Fig. 2h) , B9, B14, B15, B20 and B23]. Unlike for the PF1-M isolates where the causal factor is debatable, in PF1-B it seems highly possible that the difference is the outcome of modulation in resistance mechanisms. This can be inferred from the lawn morphology of B6 at the two temperatures; which is sparse and translucent at 4°C as opposed to being dense, slimy and swarming at 18°C.
In the reverse case, the isolates K12 (Fig. 2b) and K21 (Fig. 2c) are barely inhibited by K6 and K9 respectively at 4°C, but at 18°C the inhibition is considerable. The same can be seen with K25 against K2 (Fig. 2d) . In such cases, the positional roles remain the same, only the degree (reflective of the inhibition zone length) of the attribute is affected; such as being more sensitive or less, or producing more or less. While not found in this study, an isolate displaying antagonism only at higher temperatures would have been interesting. The closest to such an isolate is K6 especially against K12 [ Fig. 2b ; however, it must be noted that K6 inhibits other isolates at 4°C (e.g. K3 and K18)]. Such an isolate could have reasoned the exclusive dynamicity of the P attribute, much like the alternating S and R attributes under different conditions. This dynamicity suggests that the P, S, or R attributes may not be absolute and can alter with changing conditions, which for the Arctic isolates here involves a temperature shift. 
Phylogenetic profiling of antagonists
Phylogenetic analysis based on 16S rRNA gene was performed only for the antimicrobial producers and their respective sensitive strains (total of 54) (Table S3) 
Domain level antagonistic interaction networks
Three types of domain level antagonism was observed among the studied groups such as between two different genera (inter-genus), same genera but different species (intra-genus/inter-species), and interestingly among same species but probably different strains (intra-species/interstrain) (Fig. 3) . Within the PF1-M isolates only interspecies and inter-strain antagonism was observed among the arthrobacters and the F. limicola isolates respectively (Fig. 3a) . In the PF1-B inter-species interactions occurred between P. frederiksbergensis and P. mandelii, while interstrain interactions was found only among the latter (Fig. 3b) . In PF1-V, in addition to the inter-species and inter-strain interactions, a 'complementary' inter-species inhibitory interaction (parallel edges; Fig. 3c ), can be seen between A. polychromogenes and A. alpinus, where some of the former inhibit the latter and vice-versa (see Table  S2 , for number of species-wise interactions). The same can be observed between, A. polychromogenes and A. psychrochitiniphilus. In PF1-K, antagonism of Grampositive members, Arthrobacter and Paenibacillus by the Gram-negative P. frederiksbergensis (inter-genus, Fig. 3d) ; the inhibition of P. frederiksbergensis by P. mandelii (inter-species) and; the antagonism among the P. frederiksbergensis isolates (inter-strain) represented all the three domain level interactions.
Influence of temperature on domain level antagonism
If the networks depicted in Fig. 3 were to be mapped additionally at 18°C, a different pattern can be visualized. For example, in Fig. 3d , at 4°C, A. phenanthrenivorans (K21), A. scleromae (K22) and A. sulfonivorans (K23) show intergeneric inhibition against P. antarcticus (K18) and that only one such interaction exists for each of the three antagonist against K18 (see also Table S2 ). As K18 is resistant to these three antagonists at 18°C, the edges connecting them would not exist, resulting in the disappearance of three inter-generic interactions within the group; and from the perspective of the positional attribute of K18, its modulation from SR at 4°C to R at 18°C occurs. In some cases, the interacting groups may altogether disappear, as with the F. limicola strains in PF1-M (Fig. 3a) , due to their poor or absence of growth at 18°C. The modulation of K18 from SR to R in response to K21 can also be interpreted by rendering the edge lengths to proportionally reflect the Z 4 and Z 18 value (Table 1) . Thus for the K21-K18 interaction Z 4 = 3 (i.e. L > 1 mm 3 mm) and Z 18 = 1 (L = 0 mm) would result in the disappearance of interaction between the two at 18°C, in effect rendering K18 to R from its original interactive type SR.
Complexity of antagonistic networks in multispecies populations
An antagonistic network at the fundamental level requires at least one P, S and R isolate (i.e. K25-K3-K1 in Fig. 4a ). In reality, each of these representatives may display multiple interactive types. To conceptualize this for an isolate with all the three attributes, a frozen frame schematic is presented from the perspective of K25 (i.e. PSR; Fig. 4a ) depicting its sensitivity to K2, resistance to K6 and antagonism of K3. With K25 as a producer a hypothetical nondirectional network can be traced (dotted line in Fig. 4a ) between the sensitive K3 and resistant K1 strains. Similar representation with K2 and K6 as the producers (not shown) will result in K2-K25-K1 and K6-S-K25 respectively ('S' representing an isolate sensitive to K6 but not to K25). Note the shift in the positional role of K25 in relation to the combination of interacting members. In addition, the isolates, K1, K2, K3 and K6 may themselves be part of separate networks based on their positional roles. As a result complex and multiple antagonistic networks between the various producers, their sensitive and resistant strains can exist in multispecies communities. This is depicted for all the PF1-K isolates by taking into consideration their positional roles relative to each other in Fig. 4b . The P-S, S-R and R-P relationships is represented by the edge colours green-red-blue respectively and the highlighted relationship between K25-K3-K1 in Fig. 4b , shows the 'needle in the haystack'.
Discussion and conclusions
In the current study, viable bacterial numbers in the five Arctic soil samples were found to range between The permafrost core bottom (PF1-B) and the vegetation region (PF1-V) had relatively higher counts than in the other three samples. This is not unusual as the viable numbers from various permafrost environments has been reported to range between 0-10 8 cells g À1 soil (Steven et al., 2009) .
Reports on antimicrobial producing bacteria from Arctic and Antarctic habitats are very few. The only significant study (O'Brien et al., 2004) details medically relevant antagonists from Antarctic soils representing Arthrobacter, Planococcus and Pseudomonas. Other antimicrobial producing genera from soils of temperate habitats include Serratia (Sánchez et al., 2009) , Intrasporangium, Dactylosporangium, Micromonospora, Streptoverticillium and Streptomyces (Raja et al., 2010) .
One of the first studies on the ecological significance of microbial antibiosis demonstrated the existence of complex antagonistic networks among soil actinomycetes (Lochhead & Landerkin, 1949) . Similar but fairly recent observations include those of Lemos et al. (1991) and Kaszubiak (1998) . In the current study, 20 mutual antagonists representing Arthrobacter, Pseudomonas and Flavobacterium were isolated from five Arctic soil samples. Although the three genera are commonly encountered in permanently cold soils (Gounot, 1999; Satyanarayana et al., 2005; Reddy et al., 2009 ) their potential for mutual antagonism has never been reported. Antagonism among them occurred across domains such as inter-genus, interspecies and inter-strain. In addition, a sort of complementary antagonism was observed in PF1-K, where strains of one species (A. polychromogenes) inhibited another (A. psychrochitiniphilus and A. alpinus) and vice versa. No inferable pattern, however, could be ascertained with regard to the number and type of antagonistic interactions indicating their uniqueness to each sample. The absence of antagonists in PF1-T perhaps can be confirmed only after thorough sampling of the entire soil, although it does suggest that the relative proportion of interacting members, i.e. P, S and R will vary with each sampling attempt.
The colicin model clearly explains how antagonism affects diversity among three exclusively P, S and R members in a given niche (Kirkup & Riley, 2004; Narisawa et al., 2008; Hibbing et al., 2010) . But soil microbial communities are usually heterogeneous and are likely to have multiple and complex interactive types thereby warranting an alternative perspective on antagonism-mediated diversity. Tracing a hypothetical antagonistic network for the most interesting interactive type, 'PSR' (e.g. K25) as a P, S or R helps to highlight the relative nature of an isolate's positional role; since in natural settings, which attribute of K25 will dominate may depend on proximity, member proportions or environmental factors. Similarly isolates interacting with K25 can have their own networks or be part of others resulting in multiple and interconnected networks.
Competitive interactions are bound to occur when members share the same niche and compete for the same resources, spatial or otherwise. Such interactions could eventually affect relative abundance of the members. Unfortunately studies addressing niche or resource based microbial diversity of frozen soils is lacking, although it is suggested that microorganisms in such habitats are confined to restrictively distributed pockets of unfrozen water and nutrients (D'Amico et al., 2006) . Competition for these limited resources in such restricted environments is plausible, as to whether antagonism will be the primary mechanism cannot be categorically stated, but the presence of a significant proportion of antagonists as shown in this study does permit such inferences. Whether antibiosis among multispecies communities will follow the colicin model can be ascertained only when the nature of the antimicrobial, its synthesis and secretion mechanisms are known. Moreover, antibiosis itself could be a purposefully targeted event or a constitutive one that helps define a constant perimeter in which potential competitors are excluded. This further adds to the complexity in ascertaining the direction of dominance among the interacting members.
Temperature is a crucial determinant of microbial diversity in the cryosphere. Psychrophiles have evolved to survive subzero temperatures through a range of adaptations (Shivaji & Ray, 1995; Ray et al., 1998; Shivaji, 2005; Shivaji et al., 2007; Sundareswaran et al., 2010) . In this study, we document for the first time the effect of temperature on mutual antagonism among Arctic soil bacteria. The observed difference in the extent of antagonism may be due to the effect of temperature on (1) genetic regulation of antimicrobial synthesis and secretion (2) modulation of resistance by the sensitive isolate, (3) growth rate or (4) a combination of one or more of these events. However, the reason for this variation was not considered in this study.
An adaptive link between temperature and mutual antagonism clearly exists among the PF1 isolates. For some, higher temperature (18°C) favours antagonism, and for some lower temperature does (4°C), while others remain unaffected. This differential effect is reflected on the positional role dynamics of the interacting isolates, which in a realistic setting can translate to their relative proportions. Short-term temperature rise in the Arctic occurs during summer going above 10°C and long-term rises relates to current concerns in global warming. How precisely these changes will affect microbial antagonism and the consequential impact on localized community structure and composition is a very promising area for study.
Mapping of antagonistic interaction networks in multispecies communities considering the existence of multiple interactive types and the influence of environmental factors on their positional roles will represent a very complex web. If the size of nodes (as in Fig. 4b ) and the length of the edges were to realistically simulate the proportion of the interacting members and the direction of dominance respectively, one can visualize a chaotically vacillating mass of interconnected networks. Developing an in-situ model to observe the outcome of multispecies antagonistic interactions in natural settings can be challenging but will help initiate a fresh perspective on its ecological significance. Table S1 . Inhibitory Index (I) score table. Table S2 . Domain level antagonistic interactions among permafrost isolates. Table S3 . Nearest phylogenetic neighbour of the interactive types (EzTaxon). Appendix S1. Note 1. Appendix S2. Note 2.
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