Sample Greedy Based Task Allocation for Multiple Robot Systems by Shin, Hyo-Sang et al.
ar
X
iv
:1
90
1.
03
25
8v
1 
 [c
s.M
A]
  1
0 J
an
 20
19
JOURNAL OF LATEX CLASS FILES 1
Sample Greedy Based Task Allocation for
Multiple Robot Systems
Hyo-Sang Shin*, Teng Li and Pau Segui-Gasco
Abstract
This paper addresses the task allocation problem for multi-robot systems. The main issue with the
task allocation problem is inherent complexity that makes finding an optimal solution within a reasonable
time almost impossible. To hand the issue, this paper develops a task allocation algorithm that can be
decentralised by leveraging the submodularity concepts and sampling process. The theoretical analysis
reveals that the proposed algorithm can provide approximation guarantee of 1/2 for the monotone
submodular case and 1/4 for the non-monotone submodular case in average sense with polynomial time
complexity. To examine the performance of the proposed algorithm and validate the theoretical analysis
results, we design a task allocation problem and perform numerical simulations. The simulation results
confirm that the proposed algorithm achieves solution quality, which is comparable to a state-of-the-art
algorithm in the monotone case, and much better quality in the non-monotone case with significantly
less computational complexity.
Index Terms
Task allocation, Multi-robot system, Approximation guarantee, Submodularity, Sampling greedy
I. INTRODUCTION
Multi-Robot Systems (MRS) have been gaining increasing attention thanks to their ability to coordinate
simultaneous or co-operate to achieve common goals. MRS provides some fundamental strengths that
could not be achieved with single agent systems, e.g., increased flexibility, enhanced reliability and
resilience, simultaneous broad area coverage or capability to operate outside the communication range
of base stations. Specific applications under consideration include surveillance and monitoring [1]–[4],
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border patrol [5]–[7], police law enforcement [8], [9], forest-fire localisation [10], [11] and precision
agriculture [12].
Efficient cooperation of MRS is a vital part for their successful operations and effective assignment,
termed as task allocation, of the available resources is the key enabler of such cooperation. This is
because the strength of MRS hinges on the distributed nature of the sensing resources available, making
the successful assignment of these resources key to maximise its operational advantages.
The main issue with the task allocation problem is that it has been proven to be NP-hard in general
[13]. This means that task allocation problems require exponential time to be solved optimally, thus
require a careful craft of approximation strategies. A key trade-off that must be performed concerns the
optimality of the solution versus the computational complexity.
There have been extensive studies to handle the NP-hardness issue in task allocation. The represen-
tative task allocation algorithms can be generally classified into three categories: exact approach [14]–
[16], heuristic approach [17]–[19] and approximation approach [20]–[22]. Exact algorithms find optimal
solutions, but they cannot normally guarantee polynomial time complexity. When the problem complexity
becomes high or limited time is available for a solution, exact algorithms are often inapplicable. Heuristic
algorithm can deliver good feasible solutions with certain convergence speed for the tested objective
functions. As a consequence, most of the algorithms presented in this case are heuristic in their nature,
see for example [23] for a classic review on market based algorithms, [24] and [13] for recent surveys.
The issue with the heuristic approach is that they can guarantee neither optimality, nor the quality of
the solution. Approximation algorithms find an approximated solution that balances optimality and the
computational complexity. Moreover, they typically provide mathematical guarantee on the quality of
solution and computational complexity if the problem satisfies certain conditions, e.g., submodularity
condition. Note that some approaches exploit advantages of two or more different types of approaches
and hence those are called hybrid approach [25].
Task allocation algorithms under consideration in this paper are the ones that exploit the approximation
approach and also that can be leveraged for decentralised task allocation. Note that the centralised solution
of the task allocation problem involves having to communicate all the agents and environment data to
a centralised entity. This may not be possible in some realistic scenarios because relying on a central
entity could remove resilience or the bandwidth to communicate all the information may not be available.
Capability to be decentralised can relax such issues and thus enabling decentralisation provides an option
that could be beneficial for extending MRS operations in practice.
Most of the decentralised task algorithms have taken two qualitatively different approaches. The
first approach targets a trivial instance by assuming linearity of the utility function, enabling optimal
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algorithms [26]–[30]. The second approach is the heuristic approach [31]–[33]. A great breakthrough
was the introduction of a new distinct approach: an algorithm that used non-trivial properties on the
objective function to enable decentralised constant-factor approximation algorithms. In [28], Choi et al
presented the Consensus-Based Bundle Auction (CBBA) algorithm, which was the first decentralised
approximate algorithm that provided a solution guaranteed to be within a constant factor of the optimal.
By assuming that the utility functions of the agents are monotone non-decreasing and submodular, whose
definitions will be given in Section II, their algorithm is proven to provide a solution with guarantee of
at least 50% of the value of the optimal solution.
There are deep theoretical reasons behind the choice of submodularity, and they are intimately con-
nected with the tractability of the task allocation problem. Note that submodularity means that the marginal
value that an agent obtains by executing an extra task diminishes as the tasks that need to be carried
out by the agent increases. The formal definition and its meaning will be discussed in detail in Section
III. The task allocation problem can be viewed as optimisation of a set function subject to a matroid
constraint. Hence, submodularity plays a key role defining the tractability boundaries of the task allocation
problem. The matroid constrained optimisation problem is generally NP-Hard and inapproximable [34].
Although it remains NP-hard, the matroid constrained maximisation problem becomes approximable if
submodularity is assumed. In the late 1970s, a seminal paper by Nemhauser et. al. [35] proved that the
greedy algorithm achieves a 1/2 approximation guarantee with monotone submodular functions. This
factor lies at the core of the reason why CBBA provides a constant factor approximation with monotone
submodular functions as it is essentially a decentralised implementation of greedy algorithm.
Immediate research questions would be whether 1/2 is the best constant factor approximation that
can be achieved for the task allocation problem with monotone submodular functions and what about
non-monotone submodular functions. Answering these two questions, Segui-Gasco and Shin developed
a decentralised task allocation algorithm that can achieve (1 − 1/e − ǫ) approximation guarantee for
monotone submodular functions and (1/e−ǫ) for non-monotone submodular functions [36]. The proposed
algorithm leveraged a recent breakthrough in submodular optimisation, that is called measured continuous
greedy algorithm. This algorithm, which is originally proposed by Feldman et al [37], obtains (1− 1/e)
approximation for matroid-constrained monotone submodular maximisation and a 1/e factor for the non-
monotone case. The issue is that the measured greedy algorithm might be computationally too complex
to be directly utilised for task allocation. Therefore, Segui-Gasco and Shin [36] developed a smoother
version of measured continuous greedy and mitigated the computational complexity issue. Although the
smoother version relaxes the computational complexity in orders of magnitude to the original measured
continuous greedy, the complexity is still high compared with CBBA and it might be inefficient to be
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used for large scale MRS.
This paper aims to develop a decentralised task allocation algorithm that can be implemented in
practice for large scale MRS based on submodular maximisation. The main objective is to provide
mathematical guarantees on optimality not only for monotone submodular functions, but also for non-
monotone ones with light computational complexity. To achieve the main objective, this paper proposes to
leverage a sampling process and the main concepts of CBBA. The proposed algorithm is named as DSTA
(Decentralised Sample-based Task Allocation). In DSTA, each agent first randomly selects tasks from
the ground task set with a probability of p ∈ (0, 0.5]. Then, each agent selects the task that provides the
maximum marginal gain only from the task samples, not from all the tasks. Next, all agents agree on one
optimal task-agent pair through maximum consensus protocol. The greedy selection process repeats until
it reaches certain stop criteria. The proposed DSTA algorithm unlocks three types of advantages. First,
the algorithm achieves approximation guarantees in expectation for both monotone and non-monotone
submodular functions. Second, the computational complexity can be relaxed as the algorithm considers
only sampled tasks, not all tasks in the greedy selection phase. Third, DSTA enables the trade-off between
the approximation guarantee and computational complexity by adjusting the sampling probability p.
The advantages of the proposed algorithm are examined mainly by theoretical analysis. To demonstrate
and confirm the analysis results, this paper defines a simple benchmark mission scenario and performs
numerical simulations. The benchmark scenario selected is a multi-UAV surveillance mission and two
different types of submodular functions to be maximised are defined in the scenario. From the simu-
lation results, performance, i.e. optimality and computational complexity, of the proposed algorithm is
thoroughly investigated and compared with that of CBBA.
The rest of paper is organised as follows. Section II presents some preliminaries and backgrounds which
will be essential for algorithm development and analysis. Section III develops a new task allocation
algorithm, namely DSTA algorithm, and its analysis is detailed in Section IV. The performance and
validity of the analysis results are investigated through numerical simulations in Section V. Section VI
offers some conclusions and discusses future research directions.
II. PRELIMINARIES
This section provides some necessary preliminaries for the development and analysis of the proposed
decentralised task allocation algorithm.
Following general definition of the task allocation problem from [23], the particular instance of the
task allocation problem under consideration in this paper is defined as:
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Definition 1 (Task allocation). Given a set of tasks T , a set of agents A, and a non-negative submodular
function for each agent a ∈ A specifying the utility of completing each subset of tasks fa : 2
T → R+,
find a non-overlapping allocation, S∗ ∈ AT , that maximises a global objective function F : AT → R+
defined as F(S) =
∑
a∈A fa(Sa).
The utility for each agent a is submodular of which definition given in the following.
Definition 2 (Submodularity [38]). Let N be a finite set. A real-valued set function f : 2N → R is
submodular if, for all X,Y ⊆ N ,
f(X) + f(Y ) ≥ f(X ∩ Y ) + f(X ∪ Y ). (1)
Equivalently, for all A ⊆ B ⊆ N and u ∈ N\B,
f(A ∪ {u})− f(A) ≥ f(B ∪ {u})− f(B). (2)
Note that the submodular function considered in this paper is normalised (i.e. f(∅) = 0) and non-
negative (i.e. f(S) ≥ 0 for all S ⊆ N ). This is because the submodular maximisation problem is
inapproximable if the submodular function can take negative values [39].
Submodularity is quite an intuitive notion. It simply requires that the marginal value that an agent
obtains by executing an extra task diminishes as the tasks that ought to be carried out by the agent
increases. Many engineering problems such as control and estimation problems are not obviously convex;
but scientists and engineers have devised useful models to “convexify” the problem, to enable practical
algorithms that result in immensely useful applications. Like convexity, we believe that submodularity
is a good modelling tool in designing utility functions for the task allocation problem. In our opinion,
submodularity could be seen from the same perspective: a useful model that can be leveraged to induce the
desired behaviour in MRS. In the machine learning community, there has been a great effort spearheading
this idea: finding suitable submodular models to solve inherently discrete tasks, such as summarising
documents, scene segmentation, or pattern discovery [40]–[42]. Task allocation is an inherently discrete
problem and thus “submodularising” task allocation problems should yield useful applications of efficient
MRS cooperation.
Eqn. (2) is known as the diminishing returns which is one of core properties of submodular functions.
The diminishing return means that the marginal gain of a given element u will never increase as more
elements have already been added into the set S. The range of applications holding this property could be
wide [28], e.g. a surveillance mission in which the time that an agent will be able to monitor an additional
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point decreases as a given agent is assigned more points to monitor. of The definition of marginal gain
is provided in Definition 3.
Definition 3 (Marginal gain [38]). For a set function f : 2N → R, S ⊆ N and u ∈ N , the marginal
gain of f at S with respect to u is defined as
∆f(u|S) := f(S ∪ {u}) − f(S). (3)
As discussed in introduction, developing an algorithm that works with non-monotone submodular
utilities could be of significant importance since non-monotonicity is a feature that arises naturally in
many practical scenarios. For example, in a multi-robot surveillance mission, if a robot is assigned too
many targets to track it is possible that it might end up spending its time travelling between targets and
not gathering enough useful information at the targets’ locations. Therefore, adding tasks to a robot’s
assignment could, indeed, reduce the utility obtained. Monotone submodular functions are structurally
ill-suited to model such a scenario since, by definition, they do not contemplate a reduction in value due
to an excessively large number of tasks. Therefore, this paper considers the submodular function that
could be either monotone and non-monotone as described in Definition 1.
Definition 4 (Monotonicity [38]). A set function f : 2N → R is monotone if, for every A ⊆ B ⊆ N ,
f(A) ≤ f(B). And f is non-monotone if it is not monotone.
In Definition 1, the non-overlapping allocation implies that one task can be allocated at most to one
agent, but one agent can take more than one tasks. Hence, the task allocation problem described in
Definition 1 can be reduced to submodular maximisation subject to a partition matroid constraint. The
definition of matroid is given in Definition 5.
Definition 5 (Matroid [20]). A matroid is a pairM = (N ,I) where N is a finite set and I ⊆ 2N is a
collection of independent sets, satisfying:
• ∅ ∈ I
• A ⊆ B,B ∈ I ⇒ A ∈ I
• A,B ∈ I, |A| < |B| ⇒ ∃ b ∈ B\A such that A ∪ {b} ∈ I
Representative matroid constraints are uniform matroid and partition matroid constraints. In the uniform
matroid constraint, which is also called cardinality constraint, any subset S ⊆ N satisfying |S| ≤ k is
independent. The partition matroid constraint means that a subset S can contain at most one element
from each partition. Therefore, in our task allocation problem, each partition is a set of agent-task pairs
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for each task.
The following is an important claim [21] that provides the mathematical foundation for the analysis
of the proposed task allocation algorithm, especially for the non-monotone submodular case.
Claim 1. Let h : 2N → R≥0 be non-negative and submodular, and let S be a random subset of N
where each element appears with probability at most p (not necessarily independently). Then, E[h(S)] ≥
(1− p)h(∅).
III. ALGORITHM
This section develops a decentralised task allocation algorithm and provides an equivalent centralised
version that will be useful for the theoretical analysis.
Algorithm 1 DSTA for Agent a
Input: fa : 2
T → R≥0,T , p
Output: A set Ta ⊆ T
1: Na ← ∅, Ta ← ∅
2: for j ∈ T do
3: with probability p,
4: Na ← Na ∪ {j}
5: end for
6: while ∃ j ∈ Na such that ∆fa(j|Ta) > 0 do
7: j∗a ← argmax
j∈Na
fa(j|Ta)
8: ω∗a ← ∆fa(j
∗
a|Ta)
9: a∗, j∗a∗ ←MaxCons(a, j
∗
a, ω
∗
a)
10: if a∗ == a then
11: Ta ← Ta ∪ {j
∗
a}
12: Na ← Na\{j
∗
a}
13: else
14: if j∗a∗ ∈ Na then
15: Na ← Na\{j
∗
a∗}
16: end if
17: end if
18: end while
19: return Ta
The proposed DSTA algorithm is summarised in Algorithm 1. The main proposition in this paper is
inclusion of a sampling process at the beginning the algorithm and integrate with the main concepts of
CBBA. Therefore, in the proposed algorithm, each agent first randomly samples tasks from the ground
task set with a probability p to form its own set of task samples, Na (lines 2 – 5). Then, each agent
selects a task that provides the maximum marginal gain from its own task samples Na using the auction
process (line 7) and saves the corresponding marginal gain (line 8). Once each agent selects a task
at each step, they communicate agent id, the selected task and the corresponding marginal gain with
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their neighbour agents. Then, they negotiate and agree on one task-agent pair that provides the largest
marginal gain through maximum consensus protocol.MaxCons(a, j∗a, ω
∗
a) in the line 9 of Algorithm 1 is
the max-consensus function, which represents the negotiation among all agents. For the max-consensus,
each agent a sends its current best marginal value ω∗a together with corresponding agent id a and task
id j∗a to neighbour agents. At the same time, each agent receives the same information from all other
neighbour agents. After agreeing through max-consensus, the agent of the best agent-task pair adds the
corresponding task to its task bundle and remove the task from the task samples (lines 10 – 12). If any
agent includes the task of the best agent-task pair in the task samples, they remove that task from their
task samples (lines 14 – 16). Each agent repeats these procedures until there is no task to be allocated.
Remark 1. Thanks to sampling, each agent in DSTA is required to evaluate the function values only for
a portion of entire tasks, i.e. only for sampled tasks. This should enable to accelerate task allocation by
some degree, which will depend on the sampling probability p.
Note that each agent in CBBA first constructs a bundle of tasks such that it optimises the score
function, by continuously adding tasks until the algorithm is no longer able to add any other task. The
score function considered in CBBA is a monotone submodular function that is a function of the task
bundle and the path [28] . Then, CBBA applies a consensus strategy to enable convergence on the list of
winding bids and agents. For the consensus strategy, a set of sophisticated decision rules was proposed and
the convergence characteristics were analysed. The consensus strategy in [28] allows conflict resolution
over all tasks and does not limit the network to a specific structure.
Different from CBBA, our proposed algorithm utilises a simple strategy to build a bundle of tasks
for each agent: each agent finds one best task and then applies a simple consensus strategy on the best
tasks at each step. Following this strategy, all agents agree on one best task-agent pair and only the agent
in the best task-agent pair adds the corresponding task to its bundle. By repeating the process until no
agent can add anymore task to its bundle, each agent is able to construct individual bundles that are
conflict-free. If necessary, the proposed algorithm can also use the same consensus strategy as CBBA.
Remark 2. Once the bundles are constructed, CBBA initiates the consensus procedure and it might be
able to reduce communication burden. However, the consensus strategy in CBBA could require a high
number of function evaluations. Note that if a bundle of an agent includes any of tasks updated during
consensus iterations in CBBA, the agent must release all of the tasks that were added to the bundle after
the updated task and reconstruct the bundle at each iteration. Reconstructing the bundle requires function
evaluations. On the other hand, our strategy and requires the same number of consensus procedures as the
number of tasks. However, the strategy is relatively simple and doesn’t require the agents to reconstruct
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their task bundles. Consequently, the number of function evaluations in our proposed strategy could be
reduced, compared with the consensus strategy in CBBA.
Remark 3. Developing a max-consensus protocol is beyond the scope of this study. Hence, a simple
max-consensus protocol is utilised for case studies in Section V. There are many max-consensus algo-
rithms available in existing literature. Also, the convergence characteristics of such algorithms are well
studied, considering various practical aspects of communication, e.g. dynamic network, asynchronous
communication, time delay, etc. [43]–[46]. For the application of the proposed DSTA algorithm, one can
select an efficient consensus protocol suitable for the communication network placed.
Algorithm 2 A Centralised Version of DSTA
Input: fa : 2
T → R≥0 ∀a ∈ A,T , p
Output: Sets Ta ⊆ T ∀a ∈ A
1: for a ∈ A do
2: Na ← ∅, Ta ← ∅
3: for j ∈ T do
4: with probability p,
5: Na ← Na ∪ {j}
6: end for
7: end for
8: while ∃ a ∈ A and j ∈ Na such that
∆fa(j|Ta) > 0 do
9: for a ∈ A do
10: if ∃ j ∈ Na s.t. ∆fa(j|Ta) > 0 then
11: j∗a ← argmax
j∈Na
fa(j|Ta)
12: ω∗a ← ∆fa(j
∗
a|Ta)
13: end if
14: end for
15: a∗, j∗a∗ ← argmax
a∈A,j∗a∈Na
ω∗a(a, j
∗
a)
16: for a ∈ A do
17: if a∗ == a then
18: Ta ← Ta ∪ {j
∗
a}
19: Na ← Na\{j
∗
a}
20: else
21: if j∗a∗ ∈ Na then
22: Na ← Na\{j
∗
a∗}
23: end if
24: end if
25: end for
26: end while
27: return Ta ∀a ∈ A
Under the convergence of the max-consensus, the decentralised algorithm can be understood in an
equivalent centralised version for the ease of analysis. Algorithm 2 summarises this equivalent centralised
version of DSTA. Note that Algorithm 1 is for each agent, whereas Algorithm 2 is for all the agents
since it is the centralised version.
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IV. ANALYSIS
This section analyses the performance, especially optimality and computational complexity, of the
DSTA algorithm. Assuming convergence of the max-consensus, which is well studied in many existing
literature [43]–[46], we perform analysis on the centralised version of DSTA.
A. Algorithm Analysis
Consider the ground set as a set of task-agent pairs (N := T × A) and each task-agent pair as an
element of the ground set (uj,a := j×a ∀j ∈ T , a ∈ A). Then, the task-agent pairs can be considered as
set elements and the task allocation problem can be understood as a submodular maximisation problem
subject to a partition matroid constraint. Consequently, Algorithm 2 can be further simplified to Algorithm
3. The resultant algorithm given in in Algorithm 3 is equivalent to the sampling greedy algorithm for
submodular maximisation subject to a partition matroid constraint.
Algorithm 3 Sample Greedy
Input: f : 2N → R≥0,N ,I, p
Output: A set S ⊆ I
1: Ns ← ∅, S ← ∅
2: for u ∈ N do
3: with probability p,
4: Ns ← Ns ∪ {u}
5: end for
6: while ∃ u ∈ Ns such that S ∪ {u} ∈ I and
∆f(u|S) > 0 do
7: u∗ ← argmax
u∈Ns\S
f(u|S)
8: S ← S ∪ {u∗}
9: end while
10: return S
This paper considers Algorithm 3 as the baseline algorithm for the performance analysis. Note that
[47] provided a good analysis scheme for the sample greedy for k-extendable systems. Since the partition
matroid constraint is a special case of k-extendable systems, the analysis scheme in [47] can be leveraged
to prove the proposed DSTA algorithm. Therefore, we follow the analysis scheme in [47], but make
necessary modifications to facilitate the partition matroid constraint. To ease the analysis, we can transform
Algorithm 3 into an equivalent version, which is summarised in Algorithm 4.
Algorithm 4 introduces four variables C , Sc, Q and Kc just for the convenience of analysis. It is clear
that theses variables have no effect on the final output S and thus Algorithm 4 is equivalent to Algorithm
3.
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Algorithm 4 Equivalent Sample Greedy
Input: f : 2N → R≥0,N ,I, p
Output: A set S ⊆ I
1: S ← ∅, R← N , C ← ∅, Q← OPT
2: while ∃ u ∈ R such that S ∪ {u} ∈ I and
∆f(u|S) > 0 do
3: c← argmax
u∈R
f(u|S)
4: Sc ← S
5: C ← C ∪ {c}
6: with probability p do
7: S ← S ∪ {c}, Q← Q ∪ {c}
8: Let Kc ⊆ Q\S be the smallest set such
that Q\Kc ∈ I
9: otherwise
10: if c ∈ Q then
11: Kc ← {c}
12: else
13: Kc ← ∅
14: end if
15: Q← Q\Kc
16: R← R\{c}
17: end while
18: return S
The meanings and roles of the four variables are given as follows. The variable C is the set that
contains all task-agent pairs that have already been considered by Algorithm 4 no matter whether they
are added to S or not.
Sc is the set that contains the selected task-agent pairs at the beginning of the current iteration. At the
end of the current iteration, Sc = S\{c} if c is added into S and Q, otherwise Sc = S.
Q is the set that bridges the solution S and the optimal solution OPT . Q is initialised as OPT at
the beginning of the algorithm and updates over time. Every task-agent pair that is added into S is also
added into Q. At the same time, a set Kc is removed from Q at each iteration to keep the independence
of Q if a task-agent pair c is added into Q. Notice that, if a task-agent pair c is already in Q and is
considered but not added into S at the current iteration, then this task-agent pair c should be removed
from Q.
Kc is the set that is introduced to keep Q independent. According to the matroid properties, the
Algorithm 4 is able to remove a set Kc ⊆ Q\S which contains at most one task-agent pair from Q if a
task-agent pair is added into the currently independent set Q.
B. Performance Analysis
The main performance characteristics of the proposed DSTA algorithm are summarised in Theorem 1.
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Theorem 1. Suppose the max-consensus in Algorithm 1 assures the convergence. Then, the DSTA
algorithm achieves an expected approximation guarantee of
p
p+Pmax
for monotone submodular objective
functions and of
p(1−p)
p+Pmax
for non-monotone submodular utility functions with an expected total com-
putational complexity of O(pnr) and individual complexity of O(pr2) for each agent, where p is the
sampling probability, Pmax = max(p, 1− p), r is the number of tasks, i.e. r = |T |, and n is the number
of task-agent pairs i.e. n = |T | × |A|.
The computational complexity of DSTA can be easily proven. As shown in Algorithm 2, there are at
most r rounds of auctions. In each round, each agent requires function evaluations at most pr times. Since
there are |A| number of agents, the total number of value oracle calls in each auction is O(pn). Therefore,
the total time complexity is O(pnr). For each agent, the individual time complexity is equivalent to the
total complexity divided by the number of agents i.e. O(pr2).
Let us now investigate the approximation guarantee of DSTA through Algorithm 4. Since the task-agent
pairs that have never been considered by Algorithm 4 have no contribution to the approximation guarantee,
we only need to focus on the task-agent pairs that are contained in C . To prove the approximation
guarantee, we will first show the bound of expectation of f(S), i.e. E [f(S)], with respect to E[f(S ∪
OPT )] in Lemma 3. Lemmas 1 and 2 will be required to prove the bound of E [f(S)] in Lemma 3.
Lemma 1. E[|Kc\S|] ≤ Pmax where Pmax = max(p, 1 − p).
Proof: For the proof, we have two cases to analyse, depending on whether the current task-agent
pair c is already in Q at the beginning of the iteration in Algorithm 4.
1. If c ∈ Q at the beginning of the iteration, then Kc = ∅ if c is added to S and Kc = {c} if c is not
added to S. As c is added to S with probability p, the law of total probability yields:
E[|Kc\S|] = p · |∅|+ (1− p)|{c}| = 1− p (4)
2. If c /∈ Q at the beginning of the iteration, then Kc contains at most one element if c is added to S.
This is because of the property of independent systems. If c is not added to S then Kc = ∅. Therefore,
we have
E[|Kc\S|] ≤ p · 1 + (1− p)|∅| = p (5)
In summary, E[|Kc\S|] ≤ max(p, 1− p).
Lemma 2. E[f(S)] = p
∑
c∈C
∆f(c|Sc) .
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Proof: According to the order by which the task-agent pairs are added into S, f(S) can be written
as
f(S) = f(∅) +
∑
c∈S
∆f(c|Sc) =
∑
c∈S
∆f(c|Sc) (6)
Note that the second equality is because f is assumed to be normalised, i.e. f(∅) = 0. Moreover, we have
the same number of Sc sets to the number of c elements by Algorithm 4. In each iteration, the task-agent
pair c that is being considered is added to S with probability p. If this task-agent pair c is added to
S, then its marginal value ∆f(c|Sc) will be added to the current function value f(Sc). Otherwise, the
contribution of c is 0. Therefore,
f(S) =
∑
c∈C
[∆f(c|Sc)c∈S + 0 ·∆f(c|Sc)c∈C\S ] (7)
By the law of total probability, we have
E[f(S)] = p ·
∑
c∈C
∆f(c|Sc) + (1− p) · 0 = p ·
∑
c∈C
∆f(c|Sc) (8)
Lemma 3. E[f(S)] ≥ p
p+Pmax
E[f(S ∪OPT )].
Proof: From Algorithm 4 and definition of Q, it is clear that the set Q is independent, i.e. Q ∈ I
and S is a subset of Q i.e. S ⊆ Q. Therefore, from Definition 5, we have S ∪ {q} ∈ I ∀q ∈ Q\S. By
the termination condition, at the termination of Algorithm 4, ∆f(q|S) ≤ 0 ∀q ∈ Q\S . Hence,
∑
q∈Q\S
∆f(q|S) ≤ 0 (9)
Let Q\S = {q1, q2, · · · , q|Q\S|}, then
f(S) = f(Q)−
|Q\S|∑
i=1
∆f(qi|S ∪ {q1, · · · , qi−1})
≥ f(Q)−
|Q\S|∑
i=1
∆f(qi|S) (submodularity)
≥ f(Q)
If c is being considered, it implies that the marginal value of c is no less than any other element from
Kc\S at that iteration, i.e.
∆f(c|Sc) ≥ ∆f(q|Sc), ∀q ∈ Kc\S (10)
Additionally, any task-agent pair can be removed from Q at most once. In other words, the task-agent
pair that is contained in Kc at one iteration is always different from other iterations when Kc is not
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empty. Therefore, the sets {Kc}c∈C and sets {Kc\S}c∈C are disjoint. From the definition of Q, Q can
be expressed as
Q = (OPT\ ∪c∈C Kc) ∪ S = (S ∪OPT )\ ∪c∈C (Kc\S) (11)
Denote C as {c1, c2, · · · , c|C|}. Then, it holds that Sci ⊆ S ⊆ (S∪OPT )\∪c∈C (Kc\S). From Eqn. (11),
we obtain
f(Q) = f((S ∪OPT )\ ∪c∈C (Kc\S))
= f(S ∪OPT )−∆f(∪c∈C(Kc\S)|(S ∪OPT )\ ∪c∈C (Kc\S))
= f(S ∪OPT )−
|C|∑
i=1
∆f((Kci\S)|(S ∪OPT )\ ∪1≤j≤i (Kcj\S))
≥ f(S ∪OPT )−
|C|∑
i=1
∆f((Kci\S)|Sci) (submodularity)
≥ f(S ∪OPT )−
|C|∑
i=1
∑
q∈Kci\S
∆f(q|Sci) (submodularity)
= f(S ∪OPT )−
∑
c∈C
∑
q∈Kc\S
∆f(q|Sc)
≥ f(S ∪OPT )−
∑
c∈C
∑
q∈Kc\S
∆f(c|Sc) (inequality (10))
= f(S ∪OPT )−
∑
c∈C
|Kc\S|∆f(c|Sc)
By taking expectation over f(S), we have
E[f(S)] ≥ E[f(Q)]
≥ E
[
f(S ∪OPT )−
∑
c∈C
|Kc\S|∆f(c|Sc)
]
= E[f(S ∪OPT )]− E[|Kc\S|] ·
∑
c∈C
∆f(c|Sc)
≥ E[f(S ∪OPT )]− Pmax ·
∑
c∈C
∆f(c|Sc) (Lemma 1)
= E[f(S ∪OPT )]− Pmax ·
1
p
E[f(S)] (Lemma 2)
The result is clear by rearranging the above inequation.
We are now ready to complete the proof of Theorem 1.
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Proof of Theorem 1: In order to get the approximation guarantees for both monotone and non-
monotone submodular utility functions, we need to analyze the relationship between f(S ∪ OPT ) and
f(OPT ) respectively. If f is monotone, then
f(S ∪OPT ) ≥ f(OPT ) (12)
From Lemma 3 and Eqn. (12), it is clear that
E[f(S)] ≥
p
p+ Pmax
· E[f(S ∪OPT )] (Lemma 3)
≥
p
p+ Pmax
· E [f(OPT )]
(13)
For the non-monotone case, define a new submodular and non-monotone function h : 2N → R≥0 as
h(X) = f(X ∪ OPT ) ∀X ⊆ N . Since S contains every element with probability at most p, Claim 1
yields
E[f(S ∪OPT )] = E[h(S)] ≥ (1− p)h(∅) = (1− p)f(OPT ) (14)
Hence,
E[f(S)] ≥
p(1− p)
p+ Pmax
· E [f(OPT )] (15)
Corollary 1. The trade-off between approximation guarantee and computational complexity can be
controlled by adjusting the sampling probability p. When p = 1/2, the DSTA algorithm achieves the
best approximation guarantee of 12 for the monotone case and of
1
4 for the non-monotone case.
Proof: Recalling that Pmax = max(p, 1 − p), we have
Pmax =

 1− p for p ∈ (0, 0.5]p for p ∈ (0.5, 1] (16)
Therefore, for p ∈ (0, 0.5], the expected approximation ratios are obtained as:
E[f(S)] ≥

 p · f(OPT ) if f is monotonep(1− p) · f(OPT ) if f is non-monotone (17)
In case where p ∈ (0.5, 1], it is trivial that
E[f(S)] ≥


1
2f(OPT ) if f is monotone
1−p
2 f(OPT ) if f is non-monotone
(18)
As shown in Eqns. (17) and (18), there is no advantage in average sense to set the sampling probability
bigger than 0.5. For p ∈ (0.5, 1], Eqn. (18) clearly shows that the expected approximation ratio becomes
stagnated in the monotone case and is monotonically decreasing for the non-monotone case as the
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sampling probability increases. Moreover, it is clear that the computational complexity increases as
the sampling probability gets larger. On the other hand, for p ∈ (0, 0.5], the sampling probability
provides trade-off capability between the approximation ratio and computational complexity. As the
probability increases for p ∈ (0, 0.5], the expected approximation ratios improve for both monotone and
non-monotone cases, but the computational complexity also increases. From Eqns. (17) and (18), the best
expected approximation guarantees can be readily obtained as:
E[f(S)] =


1
2 if f is monotone
1
4 if f is non-monotone
(19)
V. NUMERICAL SIMULATIONS
This section verifies the proposed DSTA algorithm and compare its performance with that of a
benchmark task allocation algorithm through numerical simulations. The benchmark algorithm selected
is CBBA since it is one of most well known and widely applied decentralised task allocation algorithms.
The application scenario considered is a multi-UAV surveillance mission. To demonstrate the applica-
bility of the submodular maximisation based task allocation algorithms such as CBBA and DSTA, this
paper formulates the multi-UAV surveillance problem as submodular maximisation problems subject to
the matroid constraint. Hence, the utility function of each UAV is formulated as a submodular function.
To examine the performance of the proposed DSTA in comparison with CBBA also in the non-monotone
case, a value function is formulated, considering various different factors.
In the simulations, it is assumed that there are 300 tasks to be carried out by different numbers of
UAVs from 10 to 50 denoted as Na. One task can be allocated to at most one agent, but one agent can
carry out multiple tasks. The aim of the task allocation is to achieve the largest overall objective function
value. The sampling probability used throughout the simulations is 0.5.
A. Monotone Case
This subsection investigates the performance of the proposed DSTA algorithm in the monotone case.
For fair comparison, this paper adopts a simple monotone value function utilised in [28]. Suppose that,
both agents and tasks are homogeneous. For each agent a ∈ A, the value function is given as [28]
fa(Ta) =
∑
j∈Ta
λ
τ(pa)
j bj (20)
where Ta is the task set allocated to agent a, λj < 1 is the discounting factor for each task j ∈ T , τ(pa)
is the estimated distance of the path pa, and bj is the static score associated with performing task j. In
the simulations, λ = 0.95 and bj = 1
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Fig. 1: Performance comparison for the monotone submodular function (Nt = 200)
We run 10 Monte Carlo simulations in which agents and tasks are randomly placed on a W ×W
2-D space (W = 10 km). Depending on the number of tasks, there are two simulations cases: the
number of tasks is 200 in the first case and 300 in the second case. The number of agents incrementally
increases from 10 to 50 in both cases. The simulation results are depicted in Figs. 1 and 2. Note that
the values in all figures in this subsection and the following subsection are the average values of the
Monte Carlo simulation results. On the one hand, as shown in the figures, the proposed DSTA algorithm
achieves comparable quality of solutions, i.e. comparable values of the utility function, to CBBA , in
both simulation cases. In average, the quality of DSTA solution is around 95%, reaching to 97%, in the
first simulation case and is around 94%, approaching to around 97%, in the second case. On the other
hand, computational time of the DSTA algorithm is significantly less compared with that of CBBA. Note
that computational time is measured as the total time taken to complete task allocation for all the agents.
The simulation codes are written in Python 3.3.1 and the Monte Carlo simulations were run in late 2014
Mac Mini with an Intel i7 3.0 GHz processor and 16Gb of RAM, running OSX 10.13.5, running both
algorithms sequentially in a single core without any parallelism. It is worth noting that as the size of the
problem increases, the difference between the two algorithms on the function value becomes tighter, but
the difference on computational time becomes more significant.
B. Non-monotone Case
For the non-monotone case, this paper adapts a surveillance mission in which a group of UAVs
are deployed to explore an enemy area. The problem formulation and modelling are adapted in [48].
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Fig. 2: Performance comparison for the monotone submodular function (Nt = 300)
The utility function adapted is non-monotone submodular and consists of various components. For the
completeness, let us describe all the components of utility function and the resultant utility function.
1) Values: Each task could require different abilities or resources for its execution and might have
different importance for the completion of mission. Considering these aspects, the value that an agent a
can obtain by performing task j is formulated as
waj =: σjmaj (21)
where σj ∈ R
+ is the importance factor of task j ∈ T , maj ∈ R≥0 is the task-agent fitness factor.
For the simulations, this paper generates maj for each task-agent pair in a randomly or arbitrary
manner. However, the fitness match maj can be defined arbitrarily as long as it is a positive real.
By completing a set of tasks Ta ∈ T , the agent a can obtain a value of:
v(Ta) =
∑
j∈Ta
waj (22)
2) Probability of Mission Success: The probability of being detected generally increases as an UAV
is exposed longer in the enemy environment, i.e. as it carries out more tasks. Hence, the probability of
being detected at the (n+1)th task, given that the UAV has executed previously n tasks, is modelled as
[48]:
PD,a(n+ 1) = Pr(detection of a at the n+ 1th task|n) ,
P0,a
1− αanP0,a
(23)
where P0,a ∈ (0, 1) denotes the probability of UAV a being detected by the enemy when it executes
a single task without any previous tasks being executed. αa ≥ 1 is a parameter that governs how
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fast the detection probability increases. To guarantee PD(|T |) < 1, α should be designed such that
P0
1−α(|T |−1)P0
< 1.
Then, for the agent a executing n number of tasks, the probability of being detected can be quantified
as:
PD,a(n) = PD,a(n− 1) + (1− PD,a(n− 1))
P0,a
1− αa(n− 1)P0,a
(24)
where P0,a = PD,a(0) by convention.
For simplicity, it is assumed that if an UAV has been detected, the mission has failed and thus produced
a zero value [48]. Then, we can define the probability of surviving, PS,a : 2
T → (0, 1], during executing
Ta task set as:
PS,a(Ta) , 1− PD,a(|Ta|). (25)
3) Inter-Task Effect: As discussed, the probability of an UAV being detected increases as the UAV is
exposed more to the adversarial mission environment. Therefore, it is risky to allocate too many important
tasks to one single agent. To remove this fragility, inter-task penalties are introduced.
Define daij as the penalty of UAV a when executing each pair i, j ∈ T of distinct tasks in its task set.
Then, the total penalty function, ga : 2
T → R+, for a given task set Ta ⊆ T is defined as:
g(Ta) =
∑
i,j∈Ta,i 6=j
daij (26)
To discourage concentration of important tasks in a single UAV, we set daij = e
σiσj .
4) Utility Function: The utility function is obtained by combining all the terms described in Eqns. (22),
(25) and (26). That is, the value of a task set Ta ⊆ T in agent a ∈ A is defined as the expected value
obtained minus by inter-task penalties:
fa(Ta) = ES [va(Ta)]− λaga(Ta) (27)
where λa is a scaling factor ensuring that the value function is non-negative and ES [·] denotes the
expected value that accounts the probability of the agent being detected and thus the corresponding value
becoming zero. Plugging in all the definitions into Eqn. (27), the final value function is given as:
fa(Ta) = PS,a(Ta)
∑
j∈Ta
waj − λa
∑
i,j∈Ta,i 6=j
daij (28)
5) Simulation Results: Initial parameter setting is as follows: αa = 1, λa = 0.01 for all a ∈ A. To
guarantee PD(|T |) < 1, the initial detection probability is defined as P0,a =
1
1+α(|T |) for all a ∈ A.
Assuming that there are certain tasks that are more important than other tasks, the importance factors
of tasks are randomly drawn from two uniform distributions. The importance factors of Na number of
tasks are drawn from a continuous uniform distribution between 5 and 7, i.e. U(5, 7). It is assumed that
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Fig. 3: Performance comparison for the non-monotone submodular function (Nt = 200)
each of these Na tasks is suitable for one agent and hence we set the corresponding task-agent fitness
factor, waj , as 0.3 while setting other factors related to each of these tasks as 0.1. The importance factors
of rest of tasks are randomly drawn from U(0.5, 1.5), implying that they are less important than the Na
tasks. All task-agent fitness factors corresponding to these tasks are randomly selected from a continuous
uniform distribution between 0.1 and 1.
First, let us compare the performance, especially the quality of solution and computational time, of
the proposed DSTA algorithm with CBBA. Like for the monotone submodular function, we have two
simulations cases depending on the number of tasks. For each case, we run 10 Monte Carlo simulations.
The number of agents incrementally increases from 10 to 50 in both cases. The sampling probability p
is set to be equal to 1/2.
The simulation results are depicted in Figs. 3 and 4. The results confirm that the proposed DSTA
achieves much better function values than CBBA: the function values of CBBA achieves around 50% and
40% of DSTA for 200 and 300 tasks, respectively. The potential attribute the relatively poor performance
of CBBA is that it makes the agents greedily select more important tasks at early iterations. If the agents
select more tasks in CBBA, the total function values could start to decrease. Hence, CBBA seems to get
trapped in local optima with a few tasks per agent. Note that CBBA only has constant factor guarantees
for monotone submodular functions. By contrast, it may exhibit arbitrarily poor performance with non-
monotone utility functions, which is confirmed by the simulation results. On the other hand, the sampling
procedure in the proposed DSTA might enable abandoning important tasks with a certain probability and
hence utilising most of the available tasks to find solutions without getting trapped in local optima.
Also, the computational time of the proposed is less than that of CBBA. This could be attributed to the
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Fig. 4: Performance comparison for the non-monotone submodular function (Nt = 300)
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Fig. 5: Performance of the DSTA algorithm with respect to different sampling probabilities
fact that CBBA requires reconstruction of task bundles and hence function evaluations whenever there
exists a conflict. If the number of conflicts increases, the consensus strategy in CBBA might require more
steps for conflict resolution, which results in increased computational complexity.
To validate the analysis results in Section IV, we also run another set of simulations with respect to
different sampling probabilities for the DSTA algorithm. The sampling probability is set to 1/10, 1/5
and 1/2, respectively, for 200 tasks. Fig. 5 shows the simulation results. As demonstrated in Fig. 5,
the quality of solutions improves, but the computational time also increases as the sampling probability
increases to 1/2. These results coincide with the analysis results in Section IV and hence confirm the
analysis results.
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VI. CONCLUSIONS AND FUTURE WORK
This paper presents an efficient decentralised task allocation algorithm for MRS. Considering the task
allocation problem can be viewed as optimisation of a set function subject to a matroid constraint, we
leveraged the submodular maximisation concepts for the theoretical tractability. The CBBA algorithm,
which is one of the most applied and practical task allocation algorithms, also utilises the submodularity
concept and hence provides an approximation guarantee. The issue is that it only provides an approxi-
mation guarantee for monotone submodular utility functions. To overcome this issue, this paper utilises
a sampling process, i.e. drawing task samples from the set of all tasks. Consequently, the proposed task
allocation algorithm achieves an expected approximation guarantee not only for monotone submodular
utility functions, but also for general non-monotone submodular utility functions. Moreover, the com-
putational complexity of the proposed algorithm can be further relaxed and adjusted as introduction of
the sampling process allows reduction of function evaluations: it requires to evaluate function values for
only task samples, not for all the tasks. The performance of the proposed task allocation algorithm is
investigated through theoretical analysis. The results of numerical simulations conform the validity of the
theoretical analysis results.
A future research direction would be improving the approximation ratio for both monotone and non-
monotone submodular utility functions. There are some gaps between theoretically achievable approxi-
mation guarantee and that of our algorithm. The key challenge will be how to improve the approxima-
tion guarantee for both monotone and non-monotone cases while maintaining reasonable computational
complexity. Another research direction would be further relaxing the computational complexity while
guaranteeing the same or similar approximation guarantee. In our opinion, this could be achieved by
introducing the lazy greedy concept to the proposed algorithm.
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