Consistency and limit distribution of the maximum likelihood estimator of a parameter in the drift coefficient of an anticipative Skorohod stochastic differential equation satisfying a boundary condition are obtained based on n independent trajectories of the corresponding Skorohod diffusion inside a time interval [0, T ] as n → ∞. The results are illustrated for the anticipative Ornstein-Uhlenbeck process.
Introduction
Parameter estimation in Itô stochastic differential equations has received a lot of attention during the last three decades in view of their wide applications in finance, engineering, physics and biology; see Kutoyants ([9] , [10] , [11] ) and Bishwal ([1] ). Here the solution, the diffusion process, is an adapted process, and one of the basic assumptions is that the initial value of the random variable is independent of the whole path of the driving Brownian motion. Whereas it is a natural condition in many situations, where the filtration represents the evolution of the available information, in many cases it is a limitation. In many applications, one needs a model where the initial value of the process depends on the entire path of the driving Brownian motion. For example, in insider trading in finance, an agent, in addition to knowing prices up to the present, has nonpublic advance information of the price of the stock at the terminal time T . The insider takes this advantage in optimizing his portfolio and/or consumption in the market. See Pikovsky and Karatzas ( [18] ) and Platen and Rebolledo ([16] ). Such problems are overcome by modeling by Skorohod stochastic differential equations. The adaptedness (nonanticipativity) of the Itô integral is weakened in the Skorohod integral (see Skorohod ([20] ), which allows anticipativity of the integrands. The two main aspects of the Skorohod integral are its total symmetry with respect to time reversal: it generalises the Itô forward and Itô backward integral, and no restriction whatsoever is put on the possible dependence of the integrand on the future increments of the Brownian integrator. The price that has to paid for this generality consists of some smooth requirements upon the integrand. Nualart and Pardoux ([13] ) developed an extended stochastic calculus for the Skorohod and generalised Stratonovich integrals. This theory allows the study of SDEs where the solution is a nonadapted process. For a review of different types of anticipative SDEs, see Pardoux ([17] ). For a detailed treatment of anticipative SDEs, see Nualart ([12] ).
Model and preliminaries
Let (Ω, F, P ) denote the Wiener space; i.e., Ω = C 0 [0, T ] is the Wiener space of continuous functions on [0, T ] with initial value 0 which is equipped with the supremum norm . , F is the Borel σ-algebra of subsets of Ω and P is the standard Wiener measure on (Ω, F). We will represent by W (ω, t) = ω(t), 0 ≤ t ≤ T, ω ∈ Ω the Wiener process on the canonical probability space (Ω, F, P ).
On (Ω, F, P ) consider the homogeneous nonlinear Skorohod stochastic differential equation
where ψ is a known function, f is a known real-valued function defined on R satisfying the existence and uniqueness of solution to (2.1) (see Nualart ([12] )), and θ ∈ Θ ⊂ R is the unknown parameter which is to be estimated on the basis of n independent copies X 1 (t),
Let θ 0 be the true value of the unknown parameter. Next we introduce some basic tools from Malliavin calculus that will be used throughout the text. Let C ∞ b (R n ) be the set of C ∞ functions g : R n → R which are bounded and have bounded derivatives of all orders. The class of all real random variables of the form F (ω) = g(W (t 1 ), W (t 2 ), . . . , W (t n )), g ∈ C ∞ b (R n ), called Wiener functionals, is denoted by S. D 1,p designates the Banach space which is the completion of S with respect to the norm
More generally, the k-th order derivative of F is defined as the k-parameter process given by D
p is defined analogously, and its associated norm is denoted by . α,p . That is,
is usually denoted by δ and is called the Skorohod integral. The domain of δ is the class of processes
for all F ∈ S. Here C is a constant which may depend on u. In the case that u is in the domain of δ, then δ(u) is the square integrable random variable defined by the duality relation
for all F ∈ D 1,2 . The Skorohod integral δ(u) turns out to be an extension of the classical Itô integral and it allows one to integrate processes u not necessarily adapted. For this reason one also writes δ(u) = T 0 u(s)dW (s). For any real number p ≥ 1 and any integer n ≥ 1 we set L n,p = L p ([0, T ]; D n,p ) and L 1,∞ = p≥1 L 1,p . The processes u of the space L 1,2 satisfy uI [0,t] ∈ Dom δ for each t ∈ [0, T ], and for those processes one can define the indefinite Skorohod
The trajectory of this process is continuous but highly irregular. Imkeller ([6] ) showed that one can represent the Skorohod integral as the composition of a Gaussian semimartingale depending on an infinite dimensional parameter with a Gaussian vector.
We need the following nonadapted extension of the Girsanov theorem proved by Kusuoka 
where U is a measurable mapping from Ω into H = L 2 (0, T ) and suppose that the following conditions are satisfied:
(i) V is bijective.
(ii) For all ω ∈ Ω, there exists a Hilbert-Schmidt operator DU (ω) from H into itself such that (a)
Then if Q is the measure on (Ω, F) such that F = QV −1 , then Q is absolutely continuous with respect to P and
where d c (−DU ) denotes the Carleman-Fredholm determinant of the Hilbert-Schmidt operator −DU and T 0 U (t)dW (t) is the Skorohod integral. We recall that the Carleman-Fredholm determinant of a Hilbert-Schmidt operator B from L 2 [0, T ] into itself is defined by the product expansion
where the λ j 's are the nonzero eigenvalues of B counted as many times as their multiplicities; see Simon ([19] ). In particular, if the operator B is nuclear, then
Thus if DU is nuclear, then d c (−DU ) = det(I + DU ) exp{trace (−DU )}.
Main results
Let P T θ be the measure generated by the process
By Theorem 2.1, we have
Thus the likelihood based on n independent trajectories X 1 (t), X 2 (t), . . . , X n (t) of
and the MLE is given byθ
Theorem 3.1. Under the assumptions,θ n is a strongly consistent estimator of θ 0 , i.e.,θ n → θ 0 a.s. as n → ∞.
Proof. Note that
By the strong law of large numbers, the numerator above converges to zero and the denominator converges to I(θ 0 ). Hence the result follows.
Theorem 3.2. Under the assumptions,θ n is asymptotically normally distributed
By the central limit theorem, the numerator above converges in distribution to N (0, I(θ 0 )). On the other hand, by the strong law of large numbers, the denominator converges a.s. to I(θ 0 ), where
). This completes the proof.
Anticipative Ornstein-Uhlenbeck process
Consider the anticipative Ornstein-Uhlenbeck process
with the initial condition X(0) = X(T ), where θ > 0. Note that X(T ) = e −θT X(0) + e −θT T 0 e θs dW (s).
Since X(0) = X(T ),
Recall that a process is said to be a Markov process if the past and the future are conditionally independent given the present. A process is said to be a Markov random field if the process outside an interval and inside an interval are conditionally independent given the process at the boundary. More precisely,
). Jamison ([7] ) shows that any Markov process is a Markov field, but the converse is not necessarily true. It can be shown that the process {X(t), t ∈ R} is stationary square integrable.
We show that the process {X(t), t ∈ [0, T ]} is a Markov random field. By stationarity and periodicity, it suffices to show that, for 0 < b < T , the conditional distribution of {X(t), t ∈ [b, T ]} given {X(t), t ∈ [0, b]} depends on (X(b), X(T )) only. Let us introduce the process {X 0 (t), t ∈ [0, T ]} which solves dX 0 (t) = −θX 0 (t)dt + dW (t), 0 ≤ t ≤ T with the initial condition X 0 (0) = 0, that is,
Since {X 0 t , t ∈ [0, T ]} is a Markov process and hence also a Markov random field, the conditional distribution of
is not a Markov process, since due to the boundary conditions, X(0) and X(T ) are not conditionally independent of X(t).
Note that the initial condition depends on the entire path of the driving Brownian motion W . As is well known, the initial condition in an Ornstein-Uhlenbeck process is usually taken to be independent of W . Here X is not adapted to the filtration generated by W . This type of O-U process is useful in statistical shape analysis; see Grenander ([5] ). By Theorem 2.1, we have
Thus the likelihood ratio based on n independent trajectories X 1 (t), X 2 (t), . . . , X n (t) of {X(t), 0 ≤ t ≤ T } is given by
Note that the Carleman-Fredholm determinant is deterministic in this case. Furthermore
By the central limit theorem, the numerator above converges in distribution to N (0, V −1 (θ 0 )) as n → ∞, where V (θ) = 1 2θ e θ/2 + e −θ/2 e θ/2 − e −θ/2 . On the other hand, by the strong law of large numbers, the denominator converges a.s. to V (θ 0 ) as n → ∞.
Hence √ n(θ n − θ 0 ) → D N (0, V −1 (θ 0 )) as n → ∞. Note that in the nonanticipative case, V (θ) = 1 2θ .
