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АННОТАЦИЯ. Доказывается однозначная разрешимость задачи типа Коши для абстрактного дифферен-
циального уравнения, содержащего дробные производные, при возмущении уравнения нелинейным
слагаемым. В качестве приложения устанавливается разрешимость обратной коэффициентной задачи
для уравнения дробного порядка.
1. ВВЕДЕНИЕ. ПОСТАНОВКА ЗАДАЧИ
В банаховом пространстве E рассмотрим следующую задачу типа Коши:
Dαu(t) = Au(t) + F (t, B(t)u(t)), t > 0, (1.1)
lim
t→0
Dα−1u(t) = u0, (1.2)






дробный интеграл Римана—Лиувилля порядка 1 − α (I1−α — тождественный оператор при
α = 1), Dαu(t) =
d
dt
I1−αu(t)—левосторонняя дробная производная Римана—Лиувилля по-
рядка α, Γ(·)— гамма-функция, A—линейный, замкнутый, плотно определенный оператор,
B(t)— также линейный, замкнутый, плотно определенный, но уже переменный и, вообще говоря,
неограниченный оператор, наконец, F (t, w)—при каждом t  0 нелинейный оператор, действую-
щий в E и рассматриваемый как возмущение оператора A.
Излагаемые в дальнейшем результаты примыкают к теории возмущений генераторов полугрупп
(см. [6, гл. 9]). Рассматривается вопрос о том, как отражается на разрешимости задачи (1.1)-(1.2)
добавление слагаемого, содержащего нелинейный оператор, который в некотором смысле подчинен
оператору A. Будут указаны достаточные условия, при выполнении которых корректность задачи
сохранится и после возмущения оператора A.
Для абстрактных дифференциальных уравнений, содержащих дробные производные Римана—
Лиувилля, результаты о разрешимости возмущенных уравнений линейным замкнутым оператором
B(t) получены в [2]. Такого вида задачи являются актуальными в связи с многочисленными
приложениями теории дифференциальных уравнений дробного порядка в физике и математиче-
ском моделировании. Некоторые такие приложения могут быть найдены в [14, гл. 8], [10, гл. 5],
[17, гл. 8].
Наряду с задачей (1.1)-(1.2) для β  α рассмотрим невозмущенную задачу
Dβu(t) = Au(t), t > 0, (1.3)
lim
t→0
Dβ−1u(t) = u0. (1.4)
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Определение 1.1. Решением задачи (1.3)-(1.4) называется непрерывная при t > 0 функция
u(t) такая, что I1−βu(t) представляет собой непрерывно дифференцируемую при t > 0 функ-
цию, функция u(t) принимает значения в D(A) (D(A)—область определения оператора A) и
удовлетворяет (1.3)-(1.4).
Определение 1.2. Задача (1.3)-(1.4) называется равномерно корректной, если существует
заданная на E коммутирующая с A операторная функция Tβ(t) и числа M1 > 0, ω ∈ R,
такие, что для любого u0 ∈ D(A) функция Tβ(t)u0 является ее единственным решением и при
этом
‖Tβ(t)‖ M1tβ−1eωt. (1.5)
Согласно определению 1.2 задача (1.3)-(1.4) равномерно корректна, если решение этой задачи су-
ществует, единственно и, как следует из (1.5), непрерывно зависит от начальных данных равномер-
но по t из любого компакта в (0,∞). Помимо этих обычных требований определение 1.2 содержит
дополнительную информацию о поведении решения при t → 0 и t →∞ (неравенство (1.5)).
Условие 1.1. Оператор A таков, что при некотором β, удовлетворяющем неравенству
α  β  1, равномерно корректна задача (1.3)-(1.4) и u0 ∈ D(A).
Укажем, что при 0 < β < 1 равномерная корректность задачи (1.3)-(1.4) исследовалась
в [1, 3, 7], а при β = 1 для равномерной корректности задачи Коши требуется, чтобы оператор
A был генератором C0-полугруппы.
Условие 1.2. (i) Оператор B(t) имеет не зависящую от t область определения D и при
этом D(A) ⊂ D.
(ii) Для любого x ∈ D либо функция w(t) = B(t)x принадлежит C((0,∞), E), абсолют-
но интегрируема в нуле, принимает значения в D(A), Aw(t) ∈ C((0,∞), E) и так-
же абсолютно интегрируема в нуле, либо функция I1−αw(t) = I1−αB(t)x является
непрерывной при t  0, непрерывно дифференцируемой при t > 0 функцией и такой,
что Dαw(t) абсолютно интегрируема в нуле.
(iii) Для любого x ∈ E существуют постоянные M2 > 0, γ ∈ (0, 1), ω ∈ R такие, что
Tβ(τ)x ∈ D (эффект сглаживания) и
‖B(t)Tβ(τ)x‖ M2τ−γeωτ‖x‖, t, τ ∈ (0,∞). (1.6)
Отметим, что если оператор −A является сильно позитивным (терминология заимствована
из [8]), т.е., если ∥∥(λI −A)−1∥∥  M3
1 + |λ| , Re λ  0, M3 > 0,
то в условии 1.1 можно взять β = 1, при этом ω = 0, а неравенство (1.6) означает, что оператор
B(t) подчинен дробной степени (−A)γ (см. [8, с. 298]).
Если оператор B(t) ограничен, а оператор A удовлетворяет условию 1.1, то неравенство (1.6)
справедливо при γ = 1− β.
Перестановочность операторов A и B(t) не предполагается.
Условие 1.3. (i) F : (0,∞)×E −→ E и для любой функции w(t) = B(t)x, x ∈ D удовлетво-
ряющей условию 1.2 (ii), функция w1(t) = F (t, w(t)) также удовлетворяет условию 1.2 (ii).




, μ > 0, C0 > 0.
(iii) Оператор F (t, w) удовлетворяет равномерному по t > 0 условию Липшица
‖F (t, w2)− F (t, w1) ‖  L ‖w2 − w1‖ , ∀ w1, w2 ∈ E.
Условие 1.4. Банахово пространство E обладает свойством Радона—Никодима (см. [15, с.
15]), т.е. каждая абсолютно непрерывная функция F : R+ −→ E почти везде дифференцируе-
ма.
Например, рефлексивные банаховы пространства обладают этим свойством (см. [15], след-
ствие 1.2.7), а пространства L1(a, b), C[a, b], c0 (пространство последовательностей, сходящихся
к нулю) не обладают (см. [15, пример 1.2.8, предложения 1.2.9, 1.2.10]).
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Как будет доказано в дальнейшем, условия 1.1–1.4 обеспечат однозначную разрешимость задачи
(1.1)-(1.2).








exp (tz − τzν) dz, t  0,
0, t < 0,
(1.7)
где σ > 0, τ > 0, 0 < ν < 1 и ветвь функции zν выбрана так, что Re z ν > 0 при Re z > 0. Эта
ветвь является однозначной функцией на комплексной z-плоскости с разрезом по отрицательной
части вещественной оси. Сходимость интеграла (1.7) обеспечивается множителем exp (−τzν).
Отметим некоторые свойства функции fτ,ν(t), которые также установлены в [5, предложе-
ния 1–3 на с. 358–361].
Если в интеграле, определяющем функцию fτ,ν(t), перейти от интегрирования по прямой
Re z = σ > 0 к контуру, состоящему из лучей z = r exp (−iθ) и z = r exp (iθ), где 0 < r < ∞,






exp (tr cos θ − τrν cos νθ) sin (tr sin θ − τrν sin νθ + θ) dr. (1.8)
Функция fτ,ν(t) неотрицательна и справедливы равенства
∞∫
0




exp (−λt) fτ,ν(t) dt, τ > 0, λ > 0, 0 < ν < 1. (1.10)
Заметим также, что функция fτ,ν(t) при t > 0 может быть выражена через функцию Райта
(см. [17, с. 54])
fτ,ν(t) = t−1φ
(−ν, 0;−τt−ν) , φ(a, b; z) = ∞∑
k=0
zk
k! Γ(ak + b)
,








Γ(αk + μ) Γ(δ − βk) , (1.11)
где β < 1, δ + β > 0, max{0;β} < α < 2, α + β < 2, μ, z ∈ C.
2. ЗАДАЧА ТИПА КОШИ ДЛЯ УРАВНЕНИЯ ДРОБНОГО ПОРЯДКА. НЕОДНОРОДНОЕ УРАВНЕНИЕ
В следующей теореме мы установим, когда из равномерной корректности задачи (1.3)-(1.4) будет
следовать равномерная корректность соответствующей задачи типа Коши для уравнения порядка α,
где 0 < α < β  1.
Теорема 2.1. Пусть α < β  1, выполнены условия 1.1, 1.4 и при этом в неравенстве (1.5)
постоянная ω = 0. Тогда задача
Dαu(t) = Au(t), t > 0, (2.1)
lim
t→0
Dα−1u(t) = u0, (2.2)
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где ν = α/β, а функция fτ,ν (t) определяется равенством (1.7).
Доказательство. Если задача типа Коши (1.3)-(1.4) равномерно корректна и в неравенстве (1.5)
постоянная ω равна 0, то, как доказано в [1], λβ при Re λ > 0 принадлежит резольвентному

















∥∥∥∥∥  MΓ (n + β)(Re λ)n+β , Re λ > 0. (2.5)
В банаховом пространстве E, обладающем свойством Радона—Никодима, выполнение нера-
венств (2.5) (даже для действительных λ > 0) является также и достаточным условием равно-
мерной корректности задачи (1.3)-(1.4). При этом разрешающий оператор этой задачи имеет вид










u0 dλ, ω0 > 0. (2.6)










exp (−τμ) ft,ν (τ) dτ.
Выберем в (1.8) параметр θ ∈ [π/2, π] так, чтобы cos θ < 0, cos νθ > 0. Для этого его следует
взять из интервала π/2 < θ < min{π/(2ν);π}.









τn exp (−τRe μ) dτ
∞∫
0




τn exp (−τRe μ) dτ
∞∫
0




τn−1+α exp (−τRe μ) dτ = M6Γ (n + α) ‖x‖
(Re μ)n+α
,
что и доказывает равномерную корректность задачи (2.1)-(2.2).
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Разрешающий оператор этой задачи, в силу представлений (2.6), (2.4), (1.7) и (1.11) имеет вид
























(−τt−ν) ;λ] = λα−1 exp (−τλν) ,
вытекающей из [12, равенство (1.1.13)].




(−τt−ν)) = t−1e1,01,ν (−τt−ν) = fτ,ν(t),




1,ν(−x) = − limx→+∞ e
0,ν
1,ν(−x) = 0,
которое вместе с оценкой (1.5) при ω = 0 обеспечивает сходимость интеграла в (2.3), из (2.7)
получаем требуемое представление (2.3).




























Представление (2.8) может обеспечить эффект сглаживания (см. условие 1.2 (iii)) для разре-
шающего оператора Tβ/2 (t) в случае, когда для оператора Tβ (t) его не было. Например, если
операторы A и B дифференциальные.
Сформулируем далее теорему о разрешимости задачи типа Коши для неоднородного уравнения.
Теорема 2.2. Пусть β < 1 и выполнено условие 1.1. Пусть также выполнено одно из двух
условий: либо a) функция h(t) ∈ C ((0,∞) , E) абсолютно интегрируема в нуле, принимает
значения в D(A), Ah(t) ∈ C ((0,∞) , E) и также абсолютно интегрируема в нуле, либо b)
функция I1−βh(t) является непрерывной при t  0, непрерывно дифференцируемой при t > 0
функцией и такой, что Dβh(t) абсолютно интегрируема в нуле. Тогда задача
Dβu(t) = Au(t) + h(t), t > 0, (2.9)
lim
t→0
Dβ−1u(t) = u0 (2.10)
имеет единственное решение, которое определяется равенством
u(t) = Tβ(t)u0 +
t∫
0
Tβ (t− ξ)h(ξ) dξ. (2.11)
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Tβ (t− ξ)h (ξ) dξ
удовлетворяет уравнению (2.9) и нулевому начальному условию (2.10).

































(t− ξ − x)−βTβ(x)h(ξ) dx.
Поскольку под знаком интеграла по ξ находится непрерывная по t− ξ функция, то
Dβv(t) =
1
Γ (1− β) limξ→t
t−ξ∫
0











(t− ξ − x)−βTβ (x)h (ξ) dx =
= lim
t−ξ→+0
Dβ−1Tβ (t− ξ)h (ξ) +
t∫
0
DβTβ (t− ξ)h (ξ) dξ =
= h (t) +
t∫
0
Tβ (t− ξ)Ah (ξ) dξ = h (t) + Av (t) ,
следовательно, функция v(t) удовлетворяет уравнению (2.9).











Tβ (τ − ξ)h (ξ) dξ.



















где B(·, ·)—бета-функция. Следовательно, функция v(t) удовлетворяет нулевому начальному усло-
вию (2.10).
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(t− τ − x)−βh (x) dx =















(t− τ − x)−βh (x) dx =
= Tβ (t)Dβ−1h (0) +
t∫
0
Tβ (τ)Dβh (t− τ) dτ = Tβ (t)Dβ−1h (0) +
t∫
0
Tβ (t− ξ)Dβh(ξ) dξ. (2.12)
С другой стороны, в силу равенства (см. [14, формула (2.61)])
IβDβh(x) = h(x)− I
1−βh(x)
Γ(β)






































(t− τ − ξ)β−1Dβh (ξ) dξ. (2.14)






(t− τ)β−1 Tβ (τ) v0 dτ = 1Γ (β)
t∫
0
(t− τ)β−1DβTβ (τ) v0 dτ =
= IβDβTβ (τ) v0 = Tβ (t) v0 − t
β−1
Γ (β)




Поэтому из (2.13)–(2.15) вытекают равенства



















Tβ (t− ξ)Dβh (ξ)dξ−h (t)+ t
β−1
Γ (β)
Dβ−1h (0) = Dβv (t)−h (t) ,
следовательно, функция v(t) удовлетворяет уравнению (2.9).
Чтобы убедиться, что и в случае b) функция v(t) удовлетворяет нулевому начальному усло-
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3. ЗАДАЧА ТИПА КОШИ ДЛЯ ВОЗМУЩЕННОГО УРАВНЕНИЯ ДРОБНОГО ПОРЯДКА
Переходим к исследованию возмущенной задачи (1.1)-(1.2). В дальнейшем, при получении оце-







Теорема 3.1. Пусть α < β  1, выполнены условия 1.1, 1.2 и при этом в неравенствах (1.5)-
(1.6) постоянная ω равна 0. Пусть также выполнены условия 1.3, 1.4. Тогда задача (1.1)-(1.2)
имеет единственное решение, для которого справедлива оценка
‖u(t)‖  M1 Γ(β)
Γ(α)
tα−1 ‖u0‖+ C0 M1 Γ(β)Γ(α + 1) t
α +
C0 M1 Γ(β) Γ(μ)
Γ(α + μ)
tα+μ−1+
















где δ = ν(1− γ).
Доказательство. Учитывая теоремы 2.1 и 2.2, сведем задачу (1.1)-(1.2) к интегральному уравне-









fτ,ν(t− s)Tβ(τ)F (s,B(s)u(s)) dτds, (3.2)









fτ,ν(t− s)B(t)Tβ(τ)F (s, w(s)) dτds. (3.3)
Для решения интегрального уравнения (3.3) применим метод последовательных приближений,
положив

















fτ,ν(t− s)B(t)Tβ(τ)F (s, wn(s)) dτds, n ∈ N.



































ν(1−γ)−1, t > 0. (3.5)
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Дважды применяя равенство (3.5) в (3.4) и вычисляя полученный интеграл, будем иметь
‖w1(t)‖ M2 ‖u0‖ Γ(1− γ)Γ(ν(1− γ)) t
ν(1−γ)−1 + M2C0
Γ(1− γ)tν(1−γ)
Γ(ν(1− γ) + 1)+
+ M2C0
Γ(1− γ)Γ(μ)tν(1−γ)+μ−1


















































Учитывая (3.6), для n ∈ N по индукции получаем















(wn(t)− wn−1(t)) сходится равномерно в любом интервале [t0, t1],
0 < t0 < t1. Поэтому wn(t) на том же промежутке равномерно сходится к непрерывной на [t0, t1]














t(k+1)δ−1 ‖u0‖+ C0(k + 1)δ t
(k+1)δ +
C0 Γ((k + 1)δ) Γ(μ)








































L M2 Γ(δ/ν) tδ
))
, (3.8)
где Eσ,ρ(·)—функция типа Миттаг-Леффлера, t ∈ [t0, t1], 0 < t0 < t1.
Поскольку промежуток [t0, t1] произвольный, то функция w(t)—непрерывное на (0,∞) решение
уравнения (3.3), удовлетворяющее на (0,∞) неравенству (3.8), т.е., абсолютно интегрируема в нуле.
Более того, из равенства (3.3) и условия 1.2 (ii) мы заключаем, что функция w(t) удовлетворяет
условию 1.2 (ii).










fτ,ν(t− s)Tβ(τ)F (s, w(s)) dτds,
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fτ,ν(t− s) ‖Tβ(τ)(F (s, w(s))− F (s, 0)‖ dτds 
 M1 Γ(β) t
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L M2 Γ(δ/ν) tδ
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.





= tα+ρ−1 Eσ,α+ρ (ctσ) , α, σ, ρ > 0.
Установим далее единственность решения задачи (1.1)-(1.2). Пусть имеется другое решение,









fτ,ν(t− s)Tβ(τ)F (s,W (s)) dτds,
где W (t)—решение интегрального уравнения (3.3).
Докажем единственность решения интегрального уравнения (3.3) в классе непрерывных
на (0,∞) функций, допускающих оценку
‖W (t)‖ M tδ−1eωt, M > 0, ω  0, (3.9)
где δ = ν(1 − γ) < 1. Отметим, что функции, для которых выполнена оценка (3.8), входят в
указанный класс в силу известного (см. [4, с. 134]) асимптотического поведения функции Миттаг-

















, z ∈ R, z → +∞. (3.10)
Пусть b > 0, t ∈ (0, b]. Поскольку мы рассматриваем класс функций, удовлетворяющих неравен-
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Разность W (t) − w(t) удовлетворяет уравнению (3.3) при u0 = 0, поэтому, учитывая равен-
ство (3.5), будем иметь




(t− s)δ−1‖W (s)− w(s)‖ ds =
= LM2Γ(1− γ)Iδ (‖W (t)− w(t)‖) . (3.11)
Следовательно,









Подставляя (3.12) в (3.11), получим





Продолжая этот процесс, придем к неравенству















t(k+1)δ−1eωtm, ∀ k ∈ N, (3.13)











является общим членом ряда, определяющего функцию Миттаг-Леффлера (ср. с (3.8)), поэтому







откуда, в силу произвольности b > 0, следует W (t) ≡ w(t) при t > 0, что и завершает доказатель-
ство единственности.
Отметим, что оценка решения (3.1) содержит подробную зависимость от данных рассматривае-
мой задачи, которая может быть использована в дальнейших исследованиях. Если интересоваться
только поведением решения задачи (1.1)-(1.2) при t → 0 и t → ∞, то, учитывая асимптотическую
формулу (3.10) для функции Миттаг-Леффлера, оценку (3.1) можно записать в виде
‖u(t)‖ M tα−1eω1t‖u0‖, M > 0, ω1  0. (3.14)
Теорема 3.1 позволяет установить разрешимость задачи (1.1)-(1.2) при любом α таком, что
0 < α < β  1, если выполнены условия 1.3, 1.4, условия 1.1, 1.2, и при этом в неравенствах (1.5)-
(1.6) ω = 0. Покажем, что в случае 0 < α = β < 1 можно получить аналогичные результаты без
требования ω = 0 в неравенствах (1.5)-(1.6), а также без условия 1.4.
Теорема 3.2. Пусть выполнены условия 1.1–1.3 и α = β < 1. Тогда задача (1.1)-(1.2) имеет
единственное решение, для которого справедлива оценка (3.14).
Доказательство. Учитывая теорему 2.2, сведем задачу (1.1)-(1.2) к интегральному уравнению
u(t) = Tα(t)u0 +
t∫
0
Tα(t− s)F (s,B(s)u(s)) ds. (3.15)
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Обозначив w(t) = B(t)u(t), получим уравнение
w(t) = Tα(t)u0 +
t∫
0
B(t)Tα(t− s)F (s, w(s)) ds, (3.16)
которое решим методом последовательных приближений. Положим
w0(t) = 0, w1(t) = Tα(t)u0, wn+1(t) = Tα(t)u0 +
t∫
0
B(t)Tα(t− s)F (s, wn(s)) ds, n ∈ N.
Используя неравенства (1.5)-(1.6) и условие 1.3 (iii), оценим норму разности
‖w2(t)− w1(t)‖  LM2
t∫
0
(t− s)−γeω(t−s) ‖w1(s)‖ ds  LM1M2Γ(1− γ)eωtI1−γ
(
tα−1
) ‖u0‖ . (3.17)
Учитывая (3.17), по индукции получим








Γ(α + (n− 1)(1− γ)) t
α−1+(n−1)(1−γ)eωt ‖u0‖ , n ∈ N.
Дальнейшие рассуждения, касающиеся существования единственного решения, проводятся ана-









Γ(α + k(1− γ)) M0t
α−1eω0t‖u0‖, (3.18)
где M0 > 0, ω0  ω.
Используя (3.18), оценку (3.14) решения u(t) задачи (1.1)-(1.2) получим из равенства (3.15).
Замечание 3.1. Утверждение, аналогичное теореме 3.2, можно сформулировать и доказать так-
же и при α = β = 1. В этом случае условие 1.2 (ii) следует заменить следующим требованием:
для любого x ∈ D либо функция B(t)x принадлежит C([0,∞), E), принимает значения в D(A) и
AB(t)x ∈ C([0,∞), E), либо B(t)x ∈ C1([0,∞), E).
Установим теперь теорему о непрерывной зависимости решения задачи (1.1)-(1.2) от начальных
условий.
Теорема 3.3. Пусть выполнены условия теоремы 3.1 и пусть un(t)—последовательность
решений задачи
Dαun(t) = Aun(t) + F (t, B(t)un(t)) , t > 0, (3.19)
lim
t→0
Dα−1un(t) = gn ∈ D(A). (3.20)
Если gn → u0 ∈ D(A), Agn → Au0 и B(t)gn сходится к B(t)u0 равномерно по t ∈ (0, b] для любого
b > 0, то последовательность un(t) решений задачи (3.19)-(3.20) сходится к решению u(t)
задачи (1.1)-(1.2) равномерно по t ∈ [t0, b] для любых 0 < t0 < b.
Доказательство. Рассмотрим последовательность Un(t) = un(t) − t
α−1
Γ(α)
gn, которая является ре-
шением задачи













Dα−1Un(t) = 0. (3.22)
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Пусть n, k — достаточно большие натуральные числа, ε > 0. Учитывая (3.24), как и при
доказательстве неравенства (3.13), получим















M0m + ε, M0 < 1.
Следовательно, имеем m  ε
1−M0 , и в силу полноты пространства E последовательность
t1−δe−ωtWn(t) сходится равномерно по t ∈ [0, b] к непрерывной на [0, b] функции t1−δe−ωtW (t).
Таким образом, Wn(t) сходится равномерно по t ∈ [t0, b], 0 < t0 < b, к функции W (t), которая
удовлетворяет неравенству (3.9), и в силу условия 1.2 (ii), также удовлетворяет условию 1.2 (ii).





















которая является решением задачи (3.21)-(3.22). Наконец, un(t) равномерно по t ∈ [t0, b] сходится
к функции u(t) = U(t) +
tα−1
Γ(α)
u0, которая удовлетворяет задаче (1.1)-(1.2).
Замечание 3.2. Утверждение, аналогичное теореме 3.3 о непрерывной зависимости решения
задачи (1.1)-(1.2) от начальных условий можно сформулировать и доказать также и при α = β  1.
Теорема 3.2 содержит в части однозначной разрешимости теорему 8 работы [3] в частном случае,
когда оператор B не зависит от t, ограничен и выполнено условие 1.4. В этом частном случае в
работе [3] доказано, что при α = β < 1 разрешающий оператор Tα(t, A+B) задачи (1.1)-(1.2) имеет
вид








Tα(t− s,A)BSn−1(s) ds, n = 1, 2, . . .
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Отметим также работу [16], в которой теорема о возмущении доказана для уравнения, содержа-
щего, в отличие от уравнения (1.1), дробную производную Капуто, в предположении что оператор
A— генератор аналитической полугруппы и β = 1. Из этой же работы заимствован следующий
пример.
Пример 3.1. Пусть E = L2 (Rn) и, следовательно, условие 1.4 выполнено (см. [15, c. 20]). На
множестве D(A) = W 2m2 (R






∂xp11 · · · ∂xpnn
,
где для любых x, ξ ∈ Rn ∑
|p|=2m
ap(x)ξp  (−1)m+1M0|ξ|2m,
а коэффициенты ap(x) при |p| = 2m удовлетворяют равномерному в Rn условию Гельдера. Оператор
A, как указано в работе [16], удовлетворяет условию 1.1 при β = 1, ω = 0.
Оператор B(t) определим на D = W 2m−12 (R














∂ξp11 · · · ∂ξpnn
dξ,
где Ω ⊂ Rn; коэффициенты ap(t, x) при |p|  2m − 1 и каждом t  0 непрерывны, ограничены
по x ∈ Rn и удовлетворяют условию Гельдера с показателем μ > α по t равномерно по x ∈ Rn;









|bp (t2, x, ξ)− bp (t1, x, ξ)|2 dξdx  C |t2 − t1|μ , μ > α, C > 0.
Оператор B(t), как указано в работе [16], удовлетворяет условию 1.2 при ω = 0 и некото-
ром γ ∈ (0, 1).
Пусть оператор F (t, w) удовлетворяет условию 1.3. Тогда при u0(x) ∈ W 2m2 (Rn) и α < 1, в силу
теорем 3.1, 3.3, задача (1.1)-(1.2) (задача типа Коши для интегродифференциального уравнения)
корректно поставлена и однозначно разрешима.
4. НАГРУЖЕННОЕ ДИФФЕРЕНЦИАЛЬНОЕ УРАВНЕНИЕ ДРОБНОГО ПОРЯДКА
В банаховом пространстве E рассмотрим следующую задачу типа Коши
Dαu(t) = Au(t) + g(u(t))p, t > 0, (4.1)
lim
t→0
Dα−1u(t) = u0, (4.2)
где 0 < α < 1, g—нелинейный, непрерывный функционал заданный на E, A—линейный, замкну-
тый, плотно определенный оператор, p—фиксированный элемент пространства E.
Задача (4.1), (4.2) является частным случаем задачи (1.1)-(1.2) при F (t, B(t)u(t)) = g(u(t))p.
Уравнение (4.1) содержит значение функционала g от искомого решения u(t), поэтому его есте-
ственно назвать нагруженным дифференциальным уравнением. Определение нагруженного диф-
ференциального уравнения см., например, в [9, гл. 2].
Условие 4.1. (i) Для любой функции u(t) такой, что I1−αu(t) представляет собой непре-
рывную при t  0 и непрерывно дифференцируемую при t > 0 функцию, функция Dαg(u(t))
принадлежит C((0,∞), E) и абсолютно интегрируема в нуле.
(ii) Для любых u, v ∈ E существует постоянная L > 0, такая, что
|g(u)− g(v)|  L‖u− v‖. (4.3)
Из теорем 3.1, 3.2 вытекает справедливость следующих утверждений.
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Теорема 4.1. Пусть α < β  1, выполнено условие 1.1, и при этом в неравенстве (1.5)
постоянная ω равна 0. Пусть также выполнены условия 1.4, 4.1. Тогда задача (4.1), (4.2)
имеет единственное решение, для которого справедлива оценка
‖u(t)‖ M tα−1eω1t ‖u0‖ , M > 0, ω1 > ω. (4.4)
Теорема 4.2. Пусть α = β  1, выполнены условие 1.1 и 4.1. Тогда задача (4.1), (4.2) имеет
единственное решение, для которого справедлива оценка (4.4).
Установленные теоремы о разрешимости задачи типа Коши для нагруженного абстрактного урав-
нения могут быть использованы при исследовании обратных коэффициентных задач для уравнения
дробного порядка.
5. ОБРАТНАЯ ЗАДАЧА ДЛЯ ДИФФЕРЕНЦИАЛЬНОГО УРАВНЕНИЯ ДРОБНОГО ПОРЯДКА
Рассмотрим задачу определения пары (w(t), ϕ(t)) из условий
Dβw(t) = Aw(t) + ϕ(t)p, t > 0, (5.1)
lim
t→0
Dβ−1w(t) = u0, (5.2)
f(w(t)) = ψ(t), (5.3)
где 0 < β < 1, p, u0 —фиксированные элементы из D(A), f —линейный непрерывный функционал
на E (f ∈ E∗— сопряженное пространство), ψ(t)— заданная скалярная функция.
Конкретной реализацией рассматриваемой обратной задачи является задача восстановления за-
висимости возмущения от времени по дополнительному наблюдению в некоторой точке простран-
ства.
Определение 5.1. Решением задачи (5.1)–(5.3) называется пара (w(t), ϕ(t)), где w(t)—аб-
страктная функция, ϕ(t)—абсолютно интегрируемая скалярная функция, для которой w(t)
является решением уравнения (5.1), удовлетворяющим начальному условию (5.2) и дополни-
тельному условию (5.3).
Обзор публикаций по обратным задачам для абстрактных дифференциальных уравнений целого
порядка можно найти в монографии [18]. По поводу их конкретных реализаций см. [13]. Что
касается обратной задачи (5.1)–(5.3) для уравнения дробного порядка, то она рассматривается
впервые.
Условие 5.1. (i) 0 < β < 1, p ∈ D(A) (D(A)—область определения оператора A).
(ii) f ∈ E∗ и f(p) = 0 (условие невырожденности).
(iii) Скалярная функция I1−βψ(t) является непрерывной при t  0, непрерывно дифференциру-
емой при t > 0, дробная производная Dβψ(t) абсолютно интегрируема в нуле, и выполнено
условие согласования
f (u0) = lim
t→0
Dβ−1ψ(t).
Условие f(p) = 0 (условие невырожденности) в конкретной реализации означает, что в точке
наблюдения действует восстанавливаемый источник (см. [13, с. 217]).
Теорема 5.1. Пусть выполнены условия 1.1 и 5.1. Тогда обратная задача (5.1)–(5.3) имеет
единственное решение.
Доказательство. Будем искать решение обратной задачи (5.1)–(5.3) в виде
w(t) = θ(t)p + u(t), (5.4)
где
θ(t) = Iβϕ(t). (5.5)
Легко убедиться, что функция u(t) удовлетворяет уравнению




Dβ−1u(t) = u0. (5.6)
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Учитывая дополнительное условие (5.3), для определения функции θ(t) получим линейное урав-
нение
ψ(t) = θ(t)f(p) + f(u(t)). (5.7)
Таким образом, обратная задача (5.1)–(5.3) свелась к нахождению удовлетворяющего начально-
му условию (5.6) решения нагруженного уравнения
Dβu(t) = Au(t) + g(u(t))q, t > 0 (5.8)
где q = Ap ∈ E, g(u(t)) = ψ(t)− f(u(t))
f(p)
—непрерывный, вообще говоря, нелинейный функционал.
Оператор A по предположению удовлетворяет условию 1.1, а функционал g(u(t)), очевидно,
удовлетворяет условию 4.1. В силу теоремы 4.2 задача типа Коши (5.8), (5.6) имеет единственное
решение u(t).
Функция ϕ(t) однозначно находится из равенств (5.5) и (5.7). Она имеет вид









Наконец, функция w(t) определяется равенством (5.4).
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