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The quantization of the Hamiltonian for a scalar field is performed in the framework of Quantum
Reduced Loop Gravity. We outline how the regularization can be performed by using the analogous
tools adopted in full Loop Quantum Gravity and the matrix elements of the resulting operator
between basis states are analytic coefficients. These achievements open the way for a consistent
analysis of the Quantum Gravity corrections to the classical dynamics of gravity in the presence of
a scalar field in a cosmological setting.
I. INTRODUCTION
Quantum reduced loop gravity (QRLG) is a framework that describes the gravitational field of systems, whose
spatial part of metric and whose dreibein’s are gauge-fixed to a diagonal form. It was introduced in [1, 2] and
developed in [3]-[8]. The theory has been successfully applied to an inhomogeneous extension of the Bianchi I model
[3, 4].
QRLG is constructed from Loop Quantum Gravity (LQG) [9–11] by imposing weakly gauge-fixing conditions in
the kinematical Hilbert space. Therefore, it is a direct application of LQG that describes quantum cosmology and
it differs from Loop Quantum Cosmology (LQC) [12–14], in which quantization is performed in minisuperspace, i.e.
after reducing the phase space on a classical level. The semiclassical limit of QRLG reproduces the quantum constraint
adopted in LQC [6] and it also leads to enhanced inverse volume corrections [7, 8].
The most significant implication of LQC and QRLG is that the initial singularity is replaced by the Big Bounce [15].
The only possibility to test such a prediction is via the modifications it implies in the scalar spectrum of perturbations
[16–18]. These modifications are due to the quantum corrections to the dynamics of the gravitational and inflaton
fields. However, till now QRLG has been realized only in vacuum. Vacuum solutions in cosmology do not have real
physical meaning for two reasons. First, Universe is filled with matter, which plays a peculiar role during its evolution.
For instance, the photons of cosmic microwave background radiation provides the best source of information on its
structure, while an inflationary phase can be realized through a slow-rolling scalar field. Second, time in General
Relativity (GR) is not an observable and a natural way to account for it is via the introduction of a clock-matter field.
In this paper, we introduce a scalar field in QRLG and we define the operator corresponding to its contribution
to the scalar constraint. We quantize the field according with the LQG procedure given in [19, 20]. Basic quantum
variables are point holonomies and smeared momenta leading to polymer representation [21–24]. The associated scalar
constraint is quantized via a regularization of the classical expression, which provides a constraint written entirely
in terms of SU(2) and point holonomies, together with the corresponding smeared momenta. This formulation is
completely under control technically. This formulation is here adapted to QRLG, where the volume operator, thus all
the relevant computations, are analytic. The final outcome of our analysis are precisely the analytic matrix elements
of the scalar part of the scalar constraint between the basis elements of QRLG, which is the starting point for future
applications.
In particular, we give an introduction to QRLG in section II by defining all the relevant structures of the kinematical
Hilbert space. We focus our attention on states based at graphs having six-valent nodes [8], which allow us to construct
a cubulation of the whole spatial manifold. In section III, the classical and quantum formulation for a scalar field
is given. On a classical level, we write the contributions of the scalar field to the scalar and vector constraints.
The regularization of the field contribution to the scalar constraint is performed in section IV. We just adapt the
regularization performed in [19] to our case, which means replacing the triangulation with the cubulation of the spatial
manifold and SU(2) group elements of LQG with the corresponding U(1) group elements in QRLG. Having written
the geometric variables in terms of fluxes and holonomies and the phase space coordinates of the scalar field in terms
of point holonomies and smeared fluxes, the quantization is straightforward and it is performed in section V. The
resulting operator is discussed in the large j-limit. We point out how if proper semiclassical states are constructed for
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2the scalar field, then the expectation value of the field contribution to the scalar constraint reproduces the classical
expression. This result provides a first check on the consistency of the adopted framework.
In this article we use the convention with metric signature (−,+,+,+), gravitational coupling constant κ = 16piG
and c = 1. Metric tensor is defined as gµν = eIµeIν , where eIµ are vierbein fields. Dreibeins are denoted as eia,
where lowercase latin indexes a, b, .. = 1, 2, 3 label coordinate on each Cauchy hypersurface constructed by ADM
decomposition [25], while i, j, .. = 1, 2, 3 are su(2) internal indexes.
II. QUANTUM REDUCED LOOP GRAVITY
The phase space of LQG is described by holonomies of Ashtekar-Barbero connections [26], smeared along some curve
γ, hγ := P exp
(∫
γ
Aja(γ(s))τ
j γ˙a(s)
)
and by fluxes of densitized triads across some surface S, E(S) :=
∫
S
njabcE
a
j dx
b∧
dxc. The kinematical Hilbert space of the theory is constructed as the direct sum of the space of cylindrical functions
of connections along each graph Γ,
H(gr)kin :=
⊕
Γ
H(gr)Γ = L2
(A, dµAL), (1)
where A is the space of connections, dµAL denotes the Ashtekar-Lewandowski measure [27], while the states are
cylindrical functions of all links li ∈ Γ and they are defined as ΨΓ,f (A) := 〈A|Γ, f〉 := f
(
hl1(A), hl2(A), ..., hlL(A)
)
for
some continuous function f : SU(2)L −→ C.
The basis states labeled with a graph Γ, with irreducible representations Djl(hl) (Wigner matrices) of spin j of the
holonomy along each link l, and with an intertwiner iv implementing SU(2) invariance at each node v, are called spin
network states and are given by the expression:
ΨΓ,jl,iv (h) = 〈h|{Γ, jl, iv}〉 =
∏
v∈Γ
iv ·
∏
l
Djl(hl), (2)
where the product
∏
l extends over all the links l emanating from v and the · denotes contraction of the SU(2) indexes.
QRLG implements the restriction to diagonal spatial metric tensor and triads along some fiducial directions, along
which we define some coordinates x, y, z. The metric tensor reads
dl2 = a21dx
2 + a22dy
2 + a23dz
2, (3)
where the three scale factors are functions of time and of all spatial coordinates. The graph Γ now contains only three
three kinds of links, each one being the set of links li along a fiducial direction. Inverse densitized triads are fixed to
be diagonal,
Eia = p
iδia, |pi| =
a1a2a3
ai
(4)
(indexes are not summed in this expression), and this implies a SU(2) gauge-fixing condition in the internal space.
Such a gauge-fixing is realized by the projection of SU(2) group elements, which are based at links li, onto U(1) group
representations obtained by stabilizing the SU(2) group along the internal directions ~ul = ~ui, with
~u1 = (1, 0, 0) ~u2 = (0, 1, 0) ~u3 = (0, 0, 1). (5)
The kinematical Hilbert space now reads:
RH(gr)kin :=
⊕
Γ
RH(gr)Γ . (6)
where Γ is a cuboidal graph, whileRH(gr)Γ denotes the reduced Hilbert space on a fixed (reduced) graph. The basis
states inRH(gr)Γ are obtained by projecting SU(2) Wigner matrices on the state of maximum or minimum magnetic
number ml = ±jl, for the angular momentum component Jl = ~J · ~ul along the link l:
lDjlmlml(hl) =
〈
ml, ~ul
∣∣Djl(hl)∣∣ml, ~ul〉 , hl ∈ SU(2). (7)
Then, reduced states, called reduced spin network states, are given by the formula:
RΨΓ,ml,iv (h) = 〈h|{Γ,ml, iv}〉 =
∏
v∈Γ
〈jl, iv|ml, ~ul〉 ·
∏
l
lDjlmlml(hl), ml = ±jl, (8)
3where 〈jl, iv|ml, ~ul〉 are reduced (one-dimensional) intertwiners.
The graphical way to construct the elements ofRH(gr)Γ out of those of the full theory is to replace SU(2) basis
elements with the following objects
jl
hl
jl
= 〈jl,m|m′′, ~ul〉
〈
m′′, ~ul
∣∣Djl(hl)∣∣m′′, ~ul〉 〈m′′, ~ul|jl,m′〉 , m′′ = ±jl. (9)
Finally, reduction of canonical variables to Rhli and RE(S) is obtained by smearing along links of reduced, cuboidal
graph Γ and across surfaces S perpendicular to these links, respectively.
The scalar constraint operator, neglecting the scalar curvature term, is obtained from that of LQG by considering
only the euclidean part and replacing LQG operators with reduced ones. Its action on three-valent and six-valent
nodes has been analyzed in [3] and [8], respectively.
In what follows, we will consider the generic case in which the nodes of Γ are six-valent and we will represent the
states based at each of them in the following graphical way:
|Γ;Uψ〉R =
∣∣∣∣∣ j
(y)
x,y−1,z
h
(y)
x,y-1,z
j
(y)
x,y−1,z j
(y)
x,y,z
h
(y)
x,y,z
j
(y)
x,y,z
j
(z)
x,y,z
h
(z)
x,y,z
j
(z)
x,y,z
j
(z)
x,y,z−1
h
(z)
x,y,z-1
j
(z)
x,y,z−1
x direction

−x direction
⊗ 〉
, (10)
where the node vx,y,z is placed at (x, y, z), while the symbol j
(i)
i+n,j,k denotes the spin number attached to a link along
the i-axis, beginning at the node {i+n, j, k} and ending at the node {i+n+1, j, k}. We assumed the right-handed
orientation of links, i.e. the link with the spin number j(i)i+n,j,k is outgoing from the node i + n, j, k, while j
(i)
i+n−1,j,k
is ingoing to the same node.
In what follows, we will need the expression of the powers of the volume operator Vˆ, which acts diagonally [3] as
follows:(
Vˆ(vx,y,z)
)n
|Γ;Uψ〉R =
(
8piγl2P
)3
2n
(
j
(x)
x−1,y,z+ j
(x)
x,y,z
2
× j
(y)
x,y−1,z+ j
(y)
x,y,z
2
× j
(z)
x,y,z−1+ j
(z)
x,y,z
2
)n
2
|Γ;Uψ〉R , (11)
where γ denotes the Immirzi parameter.
III. LOOP FRAMEWORK FOR QUANTUM SCALAR FIELD
The action of the scalar field minimally coupled to gravity reads:
S(φ) =
1
2λ
∫
M
d4x
√−g(gµν(∂µφ)(∂νφ)− V (φ)), (12)
where λ is the coupling constant of dimension 1/~ and g is the determinant of four-dimensional metric tensor.
The Legendre transform gives the following Hamiltonian:
H(φ) =
∫
Σt
d3x
(
Napi∂aφ+N
(
λ
2
√
q
pi2 +
√
q
2λ
qab∂aφ∂bφ+
√
q
2λ
V (φ)
))
=
∫
Σt
d3x
(
NaV(φ)a +NH(φ)sc
)
, (13)
4N and Na being the lapse function and the shift vector, respectively, while V(φ)a and H(φ)sc are the contributions of the
scalar field to the vector and scalar constraints. q denotes the determinant of spatial metric and pi is the conjugate
momentum to the scalar field.
The total vector constraint is the sum of V(φ)a := pi∂aφ plus the gravitational part and it generates diffeomorphisms.
The second term H(φ)sc [N ] in the expression (13), which is the field contribution to the smeared scalar constraint
encodes all information about the dynamics of the scalar field in the diffeomorphisms invariant phase-space. It can
be written as follows
H(φ)sc [N ] :=
∫
Σt
d3xN
(
λ
2
√
q
pi2 +
√
q
2λ
qab∂aφ∂bφ+
√
q
2λ
V (φ)
)
:= H
(φ)
kin[N ] +H
(φ)
der[N ] +H
(φ)
pot [N ], (14)
where we split it into three parts, the kinetic, derivative and potential ones, i.e.
H
(φ)
kin[N ] =
∫
Σt
d3xN
(
λ
2
√
q
pi2
)
(15)
H
(φ)
der[N ] =
∫
Σt
d3xN
(√
q
2λ
qab∂aφ∂bφ
)
(16)
H
(φ)
pot [N ] =
∫
Σt
d3xN
(√
q
2λ
V (φ)
)
. (17)
We quantize the system of gravity and the scalar field by adapting the procedure described in [19, 20] for LQG to
the case of QRLG. Hence, the total Hilbert space is the direct product of that for gravity times that for φ
H(tot)kin = RH(gr)kin ⊗H(φ)kin, (18)
the latter being the following Hilbert space
H(φ)kin :=
{
a1Uψ1 + ...+ anUψn : ai ∈ C, n ∈ N, ψi ∈ R
}
, (19)
where the states are defined as
Uψ = e
i
∑
v∈Σ ψvφv = |Uψ〉 (20)
with the normalization provided by the scalar product
〈Uψ|Uψ′〉 := δψ,ψ′ . (21)
The basic variables act as follows:
Uˆψ |Uψ′〉 = |Uψ+ψ′〉 , Πˆ(V ) |Uψ〉 = ~
∑
v∈V
ψv |Uψ〉 , (22)
Π(V ) being the scalar field momentum smeared over the volume V ⊆ Σ. One can also define single-point states
|v;Uψ〉 := eiψvφv , (23)
for which the scalar product reads
〈w;Uψ|v;Uψ′〉 := δw,vδψ,ψ′ , (24)
while basic operators act as follows:
eiψwφˆw |v;Uψ〉 = eiψwφw |v;Uψ〉 = |v ∪ w;Uψ〉 , Πˆ(v) |v;Uψ〉 = −i~ ∂
∂φ(v)
|v;Uψ〉 = ~ψv |v;Uψ〉 , (25)
and one can define the smeared field around a point v via
Π(v) :=
∫
d3uχε(v, u)pi(u). (26)
5where one introduces the characteristic function χε(v, u) of the box Bε(v) centered in v with coordinate volume ε3,
precisely
V
(
Bε(v)
)
:= V(v, ε) = ε3
√
q(v) +O(ε4), (27)
which allows to smear a function at the point v, around infinitesimal neighborhood, such that
f(v) =
∫
d3u δ3(v − u)f(u) = lim
ε→0
1
ε3
∫
d3uχε(v, u)f(u). (28)
This way, the commutators are finite{
φ(x), φ(y)
}
=
{
Π(x),Π(y)
}
= 0, (29a){
φ(x),Π(y)
}
= χε(x, y). (29b)
The full Hilbert space H(φ)kin := L2
(
R¯Bohr
Σ
)
can be obtained from the single-point one L2
(
R¯Bohr
)
, where R¯Bohr
denotes the Bohr compactification of a line and the Bohr measure is defined as∫
R¯Bohr
dµBohr(φ)e
iψvφv = δ0,v . (30)
This method for treating a scalar field on a lattice realizes a polymer representation in the momentum polarization
(also called point-holonomy representation) [21–24]. In QRLG, the only difference with respect to the scalar field
quantization in full LQG is just the restriction to cuboidal lattices.
The states in the total Hilbert space H(tot)kin are described in the following way:
|Γ;ml, iv;Uψ〉R = |Γ;ml, iv〉R ⊗ |Γ;Uψ〉R =
∣∣∣∣∣ j
(y)
x,y−1,z
h
(y)
x,y-1,z
j
(y)
x,y−1,z
eiψx,y-1,zφx,y-1,z
j
(y)
x,y,z
h
(y)
x,y,z
j
(y)
x,y,z
eiψx,y+1,zφx,y+1,zeiψx,y,zφx,y,z
j
(z)
x,y,z
h
(z)
x,y,z
j
(z)
x,y,z
eiψx,y,z+1φx,y,z+1
j
(z)
x,y,z−1
h
(z)
x,y,z-1
j
(z)
x,y,z−1
eiψx,y,z-1φx,y,z-1
x direction

−x direction
⊗ 〉
. (31)
The scalar field state is given by attaching at the each node vp,q,r ∈Γ the point holonomy eiψp,q,rφp,q,r with the real
coefficient ψp,q,r, while the gravity part is described by the spin numbers j
(i)
i,j,k at the associated links l
(i)
i,j,k and the
reduced interwiners at nodes.
IV. REGULARIZATION OF SCALAR CONSTRAINT
The quantization of the scalar part of the scalar constraint requires a regularization of the first two terms in the
expression (14). This is done going back to the classical phase space and rewriting (14) in terms of holonomies and
fluxes for the gravitational part, point holonomies and smeared momenta for the terms involving the scalar field.
The gravitational part is regularized by the method developed in LQG [28], restricted to a cuboidal graph [3, 8].
Basically, the idea is just to replace the triangulation of the spatial metric with a cubulation. In this description,
matter coupled to a dynamical spacetime is regularized by a reduction to matter fields coupled to a dynamical lattice
6(nodes and links). Alternatively, in a dual picture, matter fields are coupled to dynamics of granulated space (volumes
and areas of chunks of space) [30].
In order to regularize H(φ)kin and H
(φ)
der, we mimic the procedure given in [19, 20] for full LQG in the presence of a
scalar field. At first, smearing momenta and inserting the expression e
2
q = 1, where e is a determinant of triad e
i
a, one
can write the following expression for the kinetic term (15)
H
(φ)
kin =
λ
2
lim
ε→0
∫
d3xN(x)pi(x)
∫
d3ypi(y)
∫
d3t
e(
V(t, ε)
)3
2
∫
d3u
e(
V(u, ε)
)3
2
χε(x, y)χε(t, x)χε(u, y), (32)
where it has been used the definition of the volume V(R) of the region R
V(R) =
∫
R
d3x
√
q. (33)
Then, to remove the denominators in formula (32), we use Thiemann’s trick [28]. Using the Poisson brackets
between connection and volume, one can derive the following relation
eia(x) = 2
δV(R)
δEai
=
2
n
(
V(R)
)n−1 δ
(
V(R)
)n
δEai
=
4
nγκ
(
V(R)
)n−1{Aia(x), (V(R))n} (34)
and use it to write
∫
d3t
e(
V(t, ε)
)3
2
=
1
3!
ijk
∫
ei(
V(t, ε)
)1
2
∧ e
j(
V(t, ε)
)1
2
∧ e
k(
V(t, ε)
)1
2
=
=
1
6
(
8
γκ
)3
ijk
∫ {
Ai(t),
(
V(t, ε)
)1
2
}
∧
{
Aj(t),
(
V(t, ε)
)1
2
}
∧
{
Ak(t),
(
V(t, ε)
)1
2
}
,
(35)
which can be inserted into (32), thus giving
H
(φ)
kin =
λ
2
216
32(γκ)6
ijklmn lim
ε→0
∫
d3r N(r)pi(r)χε(r, x)
∫
d3s pi(s)χε(y, s)×
×
∫ {
Ai(t),
(
V(t, ε)
)1
2
}
∧
{
Aj(t),
(
V(t, ε)
)1
2
}
∧
{
Ak(t),
(
V(t, ε)
)1
2
}
×
×
∫ {
Al(u),
(
V(u, ε)
)1
2
}
∧
{
Am(u),
(
V(u, ε)
)1
2
}
∧
{
An(u),
(
V(u, ε)
)1
2
}
×
× χε(r, s)χε(t, r)χε(u, s).
(36)
A method of discretization of the scalar constraint via a triangularization of the spatial manifold has been developed
in [28] for pure gravity and then applied in the presence of a scalar field [19]. The idea is to replace the integration over
the spatial hypersurface
∫
Σ
with the sum over over all ordered tetrahedra. Hence, the sum over tetrahedra becomes
the sum over all the nodes v of the triangulation and over all the tetrahedra ∆l,l′,l′′ created by triples of links {l, l′, l′′}
emanating form v. Given a cubulation, each node v is always surrounded by three pairs of links, oriented along fixed
perpendicular directions. They always create eight tetrahedra around the node and it is worth nothing that for each
tetrahedron, the remaining seven ones coincide with the seven "virtual" tetrahedra, which must be constructed to
triangulate any cuboidal or non-cuboidal lattice.
Finally, integration over each tetrahedron,
∫
∆l,l′,l′′
, turns into the sum over the eight possibilities for choosing a
triple of perpendicular links {l, l′, l′′} among each tetrahedron of the triangulation ∆(v) around the node v.
7Using the triangulation procedure one gets the result
ijk
abc
∫
d3t
{
Aia(t),
(
V(t, ε)
)1
2
}{
Ajb(t),
(
V(t, ε)
)1
2
}{
Akc (t),
(
V(t, ε)
)1
2
}
χε(t, w) =
= ijk ε
3
∑
v∈V(Γ)
∑
vl,l′,l′′
∫
∆l,l′,l′′
{
Aia(v),
(
V(vl,l′,l′′ , ε)
)1
2
}
δal ∧
{
Ajb(v),
(
V(vl,l′,l′′ , ε)
)1
2
}
δbl′∧
∧
{
Akc (v),
(
V(vl,l′,l′′ , ε)
)1
2
}
δcl′′ δv,w ≈
≈ 23
∑
v∈V(Γ)
∑
∆(v)
ijkpqr tr
(
τ ih−1lp(∆)
{(
V
(
∆(v), ε
))12
, hlp(∆)
})
tr
(
τ jh−1lq(∆)
{(
V
(
∆(v), ε
))12
, hlq(∆)
})
×
× tr
(
τkh−1lr(∆)
{(
V
(
∆(v), ε
))12
, hlr(∆)
})
δv,w,
(37)
where hl(∆) is the SU(2) holonomy operator in the fundamental representation [28], tr denotes the trace over SU(2)
algebra and τ j = − i2σj , while σj are Pauli matrices. The summations
∑
v∈V(Γ) and
∑
∆(v) extend over all nodes of
the cubulation and over all the tetrahedra around each node, respectively. In the last line the following expansion
tr
(
τ ih−1la
{
Vn(R), hla
})
= − tr(τ iε{Aa,Vn(R)}+O(ε2)) ≈ 1
2
ε
{
Aia,V
n(R)
}
(38)
has been applied. As a result, the kinetic part of scalar Hamiltonian constraint operator reads
H
(φ)
kin =
221λ
32(γκ)6
lim
ε→0
∑
v,v′∈V(Γ)
N(v)Π(v)Π(v′)χε(v, v′)
∑
∆(v)
∑
∆′(v′)
ijkpqrlmnstu×
× tr
(
τ ih−1lp(∆)
{(
V
(
∆(v), ε
))12
, hlp(∆)
})
tr
(
τ jh−1lq(∆)
{(
V
(
∆(v), ε
))12
, hlq(∆)
})
×
× tr
(
τkh−1lr(∆)
{(
V
(
∆(v), ε
))12
, hlr(∆)
})
tr
(
τ lh−1ls(∆′)
{(
V
(
v′(∆′), ε
))12
, hls(∆′)
})
×
× tr
(
τmh−1lt(∆′)
{(
V
(
v′(∆′), ε
))12
, hlt(∆′)
})
tr
(
τnh−1lu(∆′)
{(
V
(
v′(∆′), ε
))12
, hlu(∆′)
})
,
(39)
where (26) has been used.
The derivative term (16) is regularized by the same method, applying the identity
√
qqab =
1
4
√
q
ijk
acdejce
k
d
i
lm
befelee
m
f , (40)
and it can be written
H
(φ)
der =
1
8λ
lim
ε→0
∫
d3xN(x)ijk
acd∂aφ(x)
ejc(
V(x, ε)
) 1
4
ekd(
V(x, ε)
) 1
4
×
×
∫
d3y ilm
bef∂bφ(y)
ele(
V(y, ε)
) 1
4
emf(
V(y, ε)
) 1
4
χε(x, y),
(41)
where the determinant of metric has been smeared and changed into a volume.
Next, using again the Thiemann’s trick (34) one gets the formula:
ijk
acd
∫
d3x ∂aφ(x)
ejce
k
d(
V(y, ε)
)1
2
= ijk
∫
∂φ(x) ∧ e
j(
V(x, ε)
)1
4
∧ e
k(
V(x, ε)
)1
4
=
=
(
16
3γκ
)2
ijk
∫
∂φ(x)∧
{
Aj(x),
(
V(x, ε)
)3
4
}
∧
{
Ak(x),
(
V(x, ε)
)3
4
}
,
(42)
which applied to the expression (41) leads to the following result:
H
(φ)
der =
1
8λ
216
34(γκ)4
ijk
i
lm lim
ε→0
∫
N(x) ∂φ(x)∧
{
Aj(x),
(
V(x, ε)
)3
4
}
∧
{
Ak(x),
(
V(x, ε)
)3
4
}
×
×
∫
∂φ(y)∧
{
Aj(y),
(
V(y, ε)
)3
4
}
∧
{
Ak(y),
(
V(y, ε)
)3
4
}
χε(x, y).
(43)
8By using the same discretization adopted for the kinetic term (37), one gets
ijk
acd
∫
d3x ∂aφ(x)
{
Aj(x),
(
V(x, ε)
)3
4
}{
Ak(x),
(
V(x, ε)
)3
4
}
χε(x, y) =
= ijk ε
3
∑
v∈V(Γ)
∑
vl,l′,l′′
∫
∆l,l′,l′′
∂aφ(v) δ
a
l ∧
{
Ac(v),
(
V(vl,l′,l′′ , ε)
)3
4
}
δcl′ ∧
{
Ad(v),
(
V(vl,l′,l′′ , ε)
)3
4
}
δdl′′ δx,v =
≈ 22 ε
∑
v∈V(Γ)
∑
∆(v)
ijkpqr ∂pφ(v) tr
(
τ jh−1lq(∆)
{(
V
(
∆(v), ε
))34
, hlq(∆)
})
tr
(
τkh−1lr(∆)
{(
V
(
∆(v), ε
))34
, hlr(∆)
})
δx,v,
(44)
and for H(φ)der
H
(φ)
der =
217
34λ (γκ)4
lim
ε→0
ε2
∑
v,v′∈V(Γ)
N(v)
∑
∆(v)
∑
∆′(v′)
ijkpqr
i
lmstu δv,v′×
× ∂pφ(v) tr
(
τ jh−1lq(∆)
{(
V
(
∆(v), ε
))34
, hlq(∆)
})
tr
(
τkh−1lr(∆)
{(
V
(
∆(v), ε
))34
, hlr(∆)
})
×
× ∂sφ(v′) tr
(
τ lh−1lt(∆′)
{(
V
(
∆′(v′), ε
))34
, hlt(∆′)
})
tr
(
τmh−1lu(∆′)
{(
V
(
∆′(v′), ε
))34
, hlu(∆′)
})
.
(45)
If the scalar field is sufficiently smooth one can write
∂pφ(v) ≈ 1
ε
eφv+~ep−φv − eφv−φv−~ep
2
, (46)
where φv+~ep is the field in the point v + ~ep, which is the nearest node of v along the link ep of length . Finally,
applying it to the formula (45) one gets
H
(φ)
der =
213
34λ (γκ)4
lim
ε→0
∑
v∈V(Γ)
N(v)
∑
∆(v)=∆′(v)=v
ijkpqr
i
lmstu×
× e
φv+~ep−φv − eφv−φv−~ep
2
× e
φv+~es−φv − eφv−φv−~es
2
×
× tr
(
τ jh−1lq(∆)
{(
V
(
∆(v), ε
))3
4 , hlq(∆)
})
tr
(
τkh−1lr(∆)
{(
V
(
∆(v), ε
))3
4 , hlr(∆)
})
×
× tr
(
τ lh−1lt(∆′)
{(
V
(
∆(v), ε
))3
4 , hlt(∆′)
})
tr
(
τmh−1lu(∆′)
{(
V
(
∆(v), ε
))3
4 , hlu(∆′)
})
.
(47)
V. QUANTIZATION OF THE SCALAR HAMILTONIAN CONSTRAINT
The field contribution to the scalar constraint is quantized by the canonical procedure: the cubulation of the spatial
manifold is given by the graph Γ at which the state is based (links and nodes of the cubulations are links and nodes
of Γ), while holonomies, volumes and matter variables are changed into quantum operators that act on states (31)
belonging to H(tot)kin :
Hˆ|Γ;ml, iv;Uψ〉R =
(
Hˆ
(φ)
kin + Hˆ
(φ)
der + Hˆ
(φ)
pot
)|Γ;ml, iv;Uψ〉R . (48)
The Poisson brackets in (39) and (47) are replaced by commutators and the following condition is going to be used
tr
(
τ ihˆ−1lp
[
Vˆn(R), hˆlp
])
= tr
(
τ ihˆ−1lp Vˆ
n(R) hˆlp
)
. (49)
9The quantum operator corresponding to the kinetic part (39) acts as follows:
Hˆ
(φ)
kin|Γ;ml, iv;Uψ〉R =−
221λ
32(16piγG~)6
lim
ε→0
∑
v,v′∈V(Γ)
N(v)Πˆ(v)Πˆ(v′)χε(v, v′)
∑
∆(v)
∑
∆′(v′)
ijkpqrlmnstu×
× tr
(
τ j hˆ−1lq(∆)
(
Vˆ
(
∆(v), ε
))12
hˆlq(∆)
)
×
× tr
(
τkhˆ−1lr(∆)
(
Vˆ
(
∆(v), ε
))12
hˆlr(∆)
)
tr
(
τ lhˆ−1ls(∆′)
(
Vˆ
(
v′(∆′), ε
))12
hˆls(∆′)
)
×
× tr
(
τmhˆ−1lt(∆′)
(
Vˆ
(
v′(∆′), ε
))12
hˆlt(∆′)
)
tr
(
τnhˆ−1lu(∆′)
(
Vˆ
(
v′(∆′), ε
))12
hˆlu(∆′)
)
|Γ;ml, iv;Uψ〉R ,
(50)
where Vˆ is the volume operator (11) and Πˆ(w) is the momentum operator, whose action in Schrödinger representation
reads
Πˆ(w) |Γ;ml, iv;Uψ〉R = −i~
∂
∂φ(w)
|Γ;ml, iv;Uψ〉R . (51)
Then, taking the limit ε → 0, in the expression (50), one reach the scale at which there remains only the single
node v ≡ v′ and the dependency on the regulator ε is removed:
Hˆ
(φ)
kin|Γ;ml, iv;Uψ〉R =−
215λ
32(8piγl2P )
6
∑
v∈V(Γ)
N(v)Πˆ2(v)
∑
∆(v)=∆′(v)=v
ijkpqrlmnstu×
× tr
(
τ ihˆ−1lp(∆)
(
Vˆ(v)
)1
2 hˆlp(∆)
)
tr
(
τ j hˆ−1lq(∆)
(
Vˆ(v)
)1
2 hˆlq(∆)
)
×
× tr
(
τkhˆ−1lr(∆)
(
Vˆ(v)
)1
2 hˆlr(∆)
)
tr
(
τ lhˆ−1ls(∆′)
(
Vˆ(v)
)1
2 hˆls(∆′)
)
×
× tr
(
τmhˆ−1lt(∆′)
(
Vˆ(v)
)1
2 hˆlt(∆′)
)
tr
(
τnhˆ−1lu(∆′)
(
Vˆ(v)
)1
2 hˆlu(∆′)
)
|Γ;ml, iv;Uψ〉R .
(52)
The result is a sum of subsystems, called basic cells, that extend over all nodes of the graph Γ. Each basic cell is
a sum of elements acting on each node surrounded by six nearest neighbor nodes and it is labeled by the position of
the central one. The example, with the central node vx,y,z, is given by the illustration of state (31). This cellular
structure allows to restrict calculations to a basic cell and to give the final result as the sum over all cells.
The action of the operator (52) can be computed from the following expression (see appendix)
tr
(
τ ihˆ−1lp Vˆ
n(v) hˆlp
)|Γ;ml, iv;Uψ〉R = i4 (8piγl2P )32n (Σ(q)v Σ(r)v )n2 ∆(p),n2v δip |Γ;ml, iv;Uψ〉R , (53)
where we introduced
Σ(q)v =
1
2
(j(q)v + j
(q)
v−~eq )
∆(p),nv =
1
2n
[(∣∣∣j(p)v − 1∣∣∣+ j(p)v−~ep)n − (∣∣∣j(p)v + 1∣∣∣+ j(p)v−~ep)n] , (54)
~ep being the unit vector along the direction p, such that j
(p)
v−~ep is the spin number of the link along p ending in v.
Hence, the kinetic operator (52) reads:
Hˆ
(φ)
kin|Γ;ml, iv;Uψ〉R =
23λ
32(8piγl2P )
3
2
∑
v
Nv Πˆ
2
v Σ
(x)
v Σ
(y)
v Σ
(z)
v ×
×
∑
∆(v)
∑
{p,q,r}∈∆(v)
∆
(p), 14
v ∆
(q), 14
v ∆
(r), 14
v
∑
∆′(v)
∑
{s,t,u}∈∆′(v)
∆
(s), 14
v ∆
(t), 14
v ∆
(u), 14
v |Γ;ml, iv;Uψ〉R .
(55)
The summation
∑
{p,q,r} comes from
∑
i,j,k,p,q,r ijkpqrδipδjqδkr in (52) (with Kronecker δ’s arising from (53)) and
extends over the 6 permutations of links in a given triple. The summation
∑
∆(v) is due to the 8 possible choices
of triples with mutual orthogonal links, which span the 8 tetrahedra ∆ surrounding the six-valent node. Since
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∆
(p), 14
v ∆
(q), 14
v ∆
(r), 14
v is invariant under permutations of links and choice of tetrahedra, the final expression is just
(6 × 8) that of a single triple. In the same way, we treat ∑∆′(v) ∑{s,t,u}∈∆′(v). Finally, we get (6 × 8)2 times the
eigenvalue of the product of three trace operators acting on a single triple:
Hˆ
(φ)
kin|Γ;ml, iv;Uψ〉R =
211λ
(8piγl2P )
3
2
∑
v
Nv Πˆ
2
v Σ
(x)
v Σ
(y)
v Σ
(z)
v
(
∆
(x), 14
v ∆
(y), 14
v ∆
(z), 14
v
)2
|Γ;ml, iv;Uψ〉R . (56)
Similarly, the quantization of the derivative part of the scalar constraint operator (47) gives:
Hˆ
(φ)
der|Γ;ml, iv;Uψ〉R =
213
34λ (8piγl2P )
4
∑
v∈V(Γ)
N(v)
∑
∆(v)=∆′(v)=v
ijkpqr
i
lmstu×
× e
φˆv+~ep−φˆv − eφˆv−φˆv−~ep
2
× e
φˆv+~es−φˆv − eφˆv−φˆv−~es
2
×
× tr
(
τ j hˆ−1lq(∆)
(
Vˆ(v)
)3
4 hˆlq(∆)
)
tr
(
τkhˆ−1lr(∆)
(
Vˆ(v)
)3
4 hˆlr(∆)
)
×
× tr
(
τ lhˆ−1lt(∆′)
(
Vˆ(v)
)3
4 hˆlt(∆′)
)
tr
(
τmhˆ−1lu(∆′)
(
Vˆ(v)
)3
4 hˆlu(∆′)
)
|Γ;ml, iv;Uψ〉R .
(57)
Next, using the expression for the trace (53) one obtains:
Hˆ
(φ)
der|Γ;ml, iv;Uψ〉R =
25(8piγl2P )
1
2
34λ
∑
v∈V(Γ)
N(v)
∑
∆(v)
∑
{p,q,r}∈∆(v)
∑
∆′(v)
∑
{s,t,u}∈∆′(v)
ijkpqr
i
lmstuδqjδrkδltδmu×
× e
φˆv+~ep−φˆv − eφˆv−φˆv−~ep
2
× e
φˆv+~es−φˆv − eφˆv−φˆv−~es
2
×
×
(
Σ(p)v
)3
4
(
Σ(q)v Σ
(r)
v
)3
8
∆
(q), 38
v ∆
(r), 38
v
(
Σ(s)v
)3
4
(
Σ(t)v Σ
(u)
v
)3
8
∆
(t), 38
v ∆
(u), 38
v |Γ;ml, iv;Uψ〉R .
(58)
Since the expression within the summations is invariant under the exchange of q ←→ r (and of t←→ u), we get
Hˆ
(φ)
der|Γ;ml, iv;Uψ〉R =
27(8piγl2P )
1
2
34λ
∑
v
Nv
(
Σ(x)v Σ
(y)
v Σ
(z)
v
)3
4
∑
∆′(v),∆(v)
δps×
×
[
eφˆv+~ep−φˆv − eφˆv−φˆv−~ep
2
× e
φˆv+~es−φˆv − eφˆv−φˆv−~es
2
×
×
(
Σ(p)v Σ
(s)
v
)3
8
(
∆
(q), 38
v ∆
(r), 38
v
)2]
|Γ;ml, iv;Uψ〉R ,
(59)
where δps arises because the δ’s in (58) force p = i and s = i. Note that the number of terms involved in the
summations differs from the one in the kinetic part of the Hamiltonian. The summation extends over eight tetrahedra
in the both cases, ∆′ and ∆, giving 82 terms (as in (55)). However, the Kronecker delta δps identifies one edge of ∆
(lp) with one edge of ∆′ (ls). Therefore, the action of Hamiltonian extends over eight tetrahedra ∆′(v) and then over
the four tetrahedra ∆(v), which share the link lp.
Finally, contracted indexes p and s give the summation of over three directions {x, y, z} and the equation (59)
becomes:
Hˆ
(φ)
der|Γ;ml, iv;Uψ〉R =
211(8piγl2P )
1
2
34λ
∑
v
Nv
(
Σ(x)v Σ
(y)
v Σ
(z)
v
)3
4×
×
[(
eφˆv−φˆv−~ex− eφˆv+~ex−φˆv
2
)2(
Σ(x)v
)3
4
(
∆
(y), 38
v ∆
(z), 38
v
)2
+
+
(
eφˆv−φˆv−~ey− eφˆv+~ey−φˆv
2
)2(
Σ(y)v
)3
4
(
∆
(z), 38
v ∆
(x), 38
v
)2
+
+
(
eφˆv−φˆv−~ez− eφˆv+~ez−φˆv
2
)2(
Σ(z)v
)3
4
(
∆
(x), 38
v ∆
(y), 38
v
)2]
|Γ;ml, iv;Uψ〉R .
(60)
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The same result can be also obtained in other way, directly form the formula (57), by the following counting: there
are six possibilities for attaching a first triple of spins to the links {lp, lq, lr} ⊂ ∆(v) times two possibilities for the
second triple of links {ls, lt, lu} ⊂ ∆′(v), while the summation over triangularizations extends over eight tetrahedra
∆′(v) and over four tetrahedra ∆(v) (which have the link ls as one of their edges).
As for the potential part (17), quantization is straightforward, since the only geometric part is the volume V(v).
Using (11) one gets the expression:
Hˆ
(φ)
pot |Γ;ml, iv;Uψ〉R =
1
2λ
∑
v∈V(Γ)
N(v)Vˆ
(
φ(v)
)
Vˆ(v)|Γ;ml, iv;Uψ〉R =
=
(
8piγl2P
)3
2
2λ
∑
v
NvVˆ
(
φv
)(
Σ(x)v Σ
(y)
v Σ
(z)
v
)1
2 |Γ;ml, iv;Uψ〉R ,
(61)
where the operator Vˆ (φ) should be properly defined in the polymer representation.
Then the action of the total scalar constraint operator (48) reads:
Hˆ(φ)|Γ;ml, iv;Uψ〉R =
∑
v
Nv
(
211λ
(8piγl2P )
3
2
Σ(x)v Σ
(y)
v Σ
(z)
v
(
∆
(x), 14
v ∆
(y), 14
v ∆
(z), 14
v
)2
Πˆ2v+
+
211(8piγl2P )
1
2
34λ
(
Σ(x)v Σ
(y)
v Σ
(z)
v
)3
4×
×
[(
Σ(x)v
)3
4
(
∆
(y), 38
v
)2(
∆
(z), 38
v
)2(eφˆv−φˆv−~ex− eφˆv+~ex−φˆv
2
)2
+
+
(
Σ(y)v
)3
4
(
∆
(x), 38
v
)2(
∆
(z), 38
v
)2(eφˆv−φˆv−~ey− eφˆv+~ey−φˆv
2
)2
+
+
(
Σ(z)v
)3
4
(
∆
(x), 38
v
)2(
∆
(y), 38
v
)2(eφˆv−φˆv−~ez− eφˆv+~ez−φˆv
2
)2 ]
+
+
(
8piγl2P
)3
2
2λ
(
Σ(x)v Σ
(y)
v Σ
(z)
v
)1
2
Vˆ
(
φv
))|Γ;ml, iv;Uψ〉R .
(62)
The expression above gives the action of Hφ on a quantum level and it is the starting point for the analysis of the
dynamics of the scalar field. It is worth noting that all the coefficients within (62) are analytic.
V.1. Large j limit
Let us now perform the large j limit of the formula (62) and outline how the eigenvalue of the quantum Hamiltonian
coincides with the classical expression (14) at the leading order. To calculate this limit one can consider the following
expansion for j  12 :
∆(p),nv = −n
(
Σ(p)v
)n−1
+O
(
jn−3
)
, (63)
and gets for the expectation value h(φ) := 〈Γ;ml, iv;Uψ| Hˆ(φ)|Γ;ml, iv;Uψ〉R:
h(φ) ≈
∑
v
Nv
{
λ
2
V−1v Π
2
v +
1
2λ
Vv
[
Σ
(x)
v
8piγl2P Σ
(y)
v Σ
(z)
v
〈∆ˆ2xφv〉+
Σ
(y)
v
8piγl2P Σ
(x)
v Σ
(z)
v
〈∆ˆ2yφv〉+
+
Σ
(z)
v
8piγl2P Σ
(x)
v Σ
(y)
v
〈∆ˆ2zφv〉
]
+
1
2λ
Vv 〈Vˆ (φv)〉
}
,
(64)
where we introduced the eigenvalues Vv and Πv of the volume operator Vˆ and of the momentum operator Πˆv
Vv :=
((
8piγl2P
)3
Σ(p)v Σ
(q)
v Σ
(r)
v
)1
2
Πv = ~ψv , (65)
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and the expectation values 〈∆2iφ〉 and 〈Vˆ (φ)〉, i.e.
〈∆ˆ2pφv〉 = 〈Uψ|
(
eφˆv−φˆv−~ep− eφˆv+~ep−φˆv
2
)2
|Uψ〉 〈Vˆ (φ)〉 = 〈Uψ| Vˆ (φ)|Uψ〉 . (66)
Next, using the definition of the characteristic function (28), one gets
h(φ) ≈ lim
ε→0
∑
v
1
ε3
∫
d3uχε(v, u)N(v)
(
λ
2
√
q(v)
Π2(v)
ε3
+
+ ε
√
q(v)
2λ
[
p1(v)
p2(v) p3(v)
〈∆ˆ2xφv〉+
p2(v)
p1(v) p3(v)
〈∆ˆ2yφv〉+
p3(v)
p1(v) p2(v)
〈∆ˆ2zφv〉
]
+ ε3
√
q(v)
2λ
〈Vˆ (φv)〉), (67)
where p(i)(u) denote gravitational momenta at the point u, which are related to spin-numbers by the following relation
pi(v) ε2 = 8piγl2PΣ
(i)
v , (68)
and q = |p1p2p3| is metric determinant.
Let us assume to construct a proper semiclassical state for the scalar field variablesi, such that expectation values
and eigenvalues become classical quantities. Hence, the semiclassical value h(φ)cl of h
(φ) becomes, in terms of the
original un-smeared variables,
h
(φ)
cl ≈ limε→0
∑
v
∫
d3uχε(v, u)N(v)
(
λ
2
√
q(v)
pi2(v)+
+
√
q(v)
2λ
[
p1(v)
p2(v) p3(v)
(
∂xφ(v)
)2
+
p2(v)
p1(v) p3(v)
(
∂yφ(v)
)2
+
p3(v)
p1(v) p2(v)
(
∂zφ(v)
)2]
+
√
q(v)
2λ
V
(
φ(v)
))
,
(69)
and in the limit ε→ 0 we have v = u and ∑v∫d3uχε(v, u) = ∫ d3u so finding
h
(φ)
cl →
∫
d3uN(u)
[
λ
2
√
q
pi2(u) +
√
q
2λ
(
q11
(
∂xφ(u)
)2
+ q22
(
∂yφ(u)
)2
+ q33
(
∂zφ(u)
)2)
+
√
q
2λ
V
(
φ(u)
)]
, (70)
where we introduced the inverse components of the metric tensor in terms of p’s
q11 =
p1
p2p3
q22 =
p2
p3p1
, q33 =
p3
p1p2
. (71)
The expression above clearly coincides with the classical expression (14) with the metric in the diagonal gauge.
VI. CONCLUSIONS
We defined the action of the scalar field Hamiltonian in the diffeomorphisms invariant Hilbert space of QRLG, whose
quantum states are based at cuboidal graphs with attached U(1) group elements. Hence, we adapt the procedure
defined in [19] to a cubulation of the spatial metric and to the reduced holonomies and fluxes proper of QRLG. The
scalar field was described in terms of point-holonomies, which live only at nodes of the graph. The resulting action
of the scalar field Hamiltonian has been regularized via standard tools of the full theory and its matrix elements
are analytic. This is a key point of the formulation, which outlines how the dynamic analysis can be carried out
analytically in QRLG not only in vacuum [3], but also in the presence of a scalar field. We expect that this is the
case also for other matter fields, whose introduction in QRLG will be the subject of future developments.
We also checked how in the large j limit, the Hamiltonian eigenvalues approach the classical Hamiltonian at the
leading order. The next-to-the-leading order corrections are pure quantum corrections, which will be discussed in
conjunction with their possible phenomenological implications.
i The construction of semiclassical states for a quantum geometry in the presence of a scalar field is in preparation, along the lines of
what has been done in vacuum [7].
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In particular, there are two kinds of applications of QRLG in the presence of a scalar field. The first one is to
regard the scalar field as a clock-like field, defining the evolution of geometric degrees of freedom on a quantum level.
This is analogous to what has been done in LQC [12, 13]. However, the quantization procedure described here is not
equivalent to the canonical one adopted in LQC, thus we expect nontrivial results from this analysis.
The second application concerns regarding the scalar field as an actual matter component of the thermal bath
and to analyze the corrections to the classical dynamics. This investigation could be relevant for those inflationary
scenarios, which are based on a scalar inflaton, since it can predict modifications to both the background expansion
of the Universe and the behavior of scalar perturbations.
Appendix A
In this appendix we compute the action of the operator tr
(
τ ihˆ−1lp Vˆ
n(v) hˆlp
)
and we infer (53). Let us choose for
simplicity p = z, we have
tr
(
τ ihˆ−1lz Vˆ
n(v) hˆlz
)
= −
∑
abd
(τi)ab (hˆ
−1
lz
)bd V
n (hˆlz )da (A1)
with a, b, d indexes in the fundamental representation and τ SU(2) basis elements; in the basis that diagonalizes τz,
the holonomies are diagonal:
(hˆlz )da = e
iaθδda. (A2)
When we apply this object to a state, the volume acts after the insertion of the holonomy hˆlz , so it gives a coefficient
[Σ(x) Σ(y) (Σ(z) + a)]n/2 and we get
−
[
Σ(x) Σ(y)
]n/2 1/2∑
abd=−1/2
(τi)ab (hˆ
−1
lz
)bd
(
Σ(z) + a
)n/2
(hˆlz )da =
= −
[
Σ(x) Σ(y)
]n/2 1/2∑
abd=−1/2
(τi)ab e
−idθδbd
(
Σ(z) + a
)n/2
eiaθδda. (A3)
Now using the δ’s we get that a = d = b, such that the two exponentials disappear and
= −
[
Σ(x) Σ(y)
]n/2∑
a
(τi)aa
(
Σ(z) + a
)n/2
(A4)
which, by considering that the only τ with nonvanishing diagonal components is τz, becomes
=
i
2
[
Σ(x) Σ(y)
]n/2
δiz
∑
a
a
(
Σ(z) + a
)n/2
= − i
4
[
Σ(x) Σ(y)
]n/2
δiz
[(
Σ(z) + 1/2
)n/2
−
(
Σ(z) − 1/2
)n/2]
. (A5)
From the expression above equation (53) for p = z follows. For p = x, y, hlp is diagonal modulo the rotations, which
can be moved to τi. As a consequence, we get the same result but with the rotated τ , which means that the only
nonvanishing contribution is for i = x, y.
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