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WEIGHT FILTRATION ON THE COHOMOLOGY
OF COMPLEX ANALYTIC SPACES
JOANA CIRICI AND FRANCISCO GUILLE´N
Abstract. We extend Deligne’s weight filtration to the integer cohomology of complex ana-
lytic spaces (endowed with an equivalence class of compactifications). In general, the weight
filtration that we obtain is not part of a mixed Hodge structure. Our purely geometric proof
is based on cubical descent for resolution of singularities and Poincare´-Verdier duality. Using
similar techniques, we introduce the singularity filtration on the cohomology of compactifiable
analytic spaces. This is a new and natural analytic invariant which does not depend on the
equivalence class of compactifications and is related to the weight filtration.
Introduction
The weight filtration was introduced by Deligne [4], [5] following Grothendieck’s yoga of
weights, and as the key ingredient of mixed Hodge theory. This is an increasing filtration defined
functorially on the rational cohomology of every complex algebraic variety, expressing the way
in which its cohomology is related to cohomologies of smooth projective varieties. In Deligne’s
approach, the weight filtration on the cohomology of a singular complex algebraic variety X,
supposed compact to simplify, is the filtration induced by a smooth hypercovering X• → X of
X. Indeed, the induced spectral sequence
Ep,q1 (X;A) = H
q(Xp;A)⇒ Hp+q(X;A)
defines a filtration on Hn(X;A) for any given coefficient ring A. Using Hodge theory, Deligne
proved that when A = Q, the above spectral sequence degenerates at the second stage and that
the filtration on the rational cohomology is well-defined and functorial.
In [7], Gillet and Soule´ gave an alternative proof of the well-definedness of the weight filtration
using smooth hypercoverings and algebraic K-theory. Their more geometric approach allowed
them to obtain the result with integer coefficients, at least for compact support cohomology.
For a general coefficient ring A, the above spectral sequence does not necessarily degenerate at
the second stage. However, they proved that, from the second stage onwards, the corresponding
spectral sequence for cohomology with compact supports is a well-defined algebraic invariant of
the variety. An analogous construction yielded a weight filtration on algebraic K-theory with
compact supports (see also the work of Pascual-Rubio´ [19]).
Based on cubical hyperresolutions (see [11]), Guille´n and Navarro-Aznar [10] developed a
general descent theory which allows one to extend contravariant functors compatible with ele-
mentary acyclic squares (smooth blow-ups) on the category of smooth schemes, to functors on
the category of all schemes in such a way that the extended functor is compatible with acyclic
squares (abstract blow-ups).
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Totaro observed in his ICM lecture [22] that using the results on cohomological descent of [10],
the weight filtration is well-defined on the cohomology with compact supports of any complex
or real analytic space with a given equivalence class of compactifications, for which Hironaka’s
resolution of singularities holds. Following this idea, and using Poincare´ duality for real manifolds
with Z2-coefficients, McCrory and Parusinski obtained the weight filtration for real algebraic
varieties on Borel-Moore Z2-homology in [15], and on compactly supported Z2-homology in [16].
Let X be a compactifiable complex analytic space. Every cubical hyperresolution X• → X
induces a spectral sequence
Ep,q1 (X;A) =
⊕
|α|=p
Hq(Xα;A)⇒ Hp+q(X;A)
converging to a filtration of Hn(X;A), which we call singularity filtration. In this note we prove
that from the E2-term onwards, this spectral sequence does not depend on the choice of the
hyperresolution (Theorem 5.1). In the same vein, in Theorem 6.1 we obtain a generalization of
the weight filtration on the cohomology Hn(X;A), when X is endowed with an equivalence class
of compactifications (see Definition 3.8). In particular, if X is a complex algebraic variety, the
weight filtration is well-defined on Hn(X;A). For smooth manifolds, the singularity filtration is
trivial, while for compact analytic spaces, it coincides with the weight filtration.
To obtain these results we give an analytic version of the extension criterion of functors of [10]
(see Theorem 3.3). The analytic setting differs from the algebraic setting appearing in loc.cit.,
mainly due to the weaker formulation of Chow-Hironaka’s Lemma and certain finiteness issues,
and it may find applications to study other topological invariants. For instance, it should allow
one to define a Hodge and a weight filtration on the rational homotopy type of complex analytic
spaces, extending the filtrations obtained by Morgan [17], to the analytic setting. We will present
this multiplicative theory elsewhere.
Our study of the singularity and the weight filtrations is also valid for the cohomology with
Z2 coefficients of real analytic spaces. Other cohomology theories such as Borel-Moore homology
or cohomology with compact supports could also be studied using parallel techniques, allowing
a comparison with the quoted results of Gillet-Soule´ and McCrory-Parusinski.
Section 1 contains a brief exposition of the main results of [10] on cohomological descent
categories and the extension criterion of functors.
In Section 2 we show that the category of filtered complexes over an abelian category admits a
cohomological descent structure with respect to the class of weak equivalences given by Er-quasi-
isomorphisms: morphisms of filtered complexes inducing a quasi-isomorphism at the r-stage of
the associated spectral sequence (see Theorem 2.8).
In Section 3 we establish an extension criterion of functors from smooth to singular complex
analytic spaces (Theorem 3.3) as well as a relative version (Theorem 3.9).
In Section 4 we study the behavior of the cohomology functor with respect to acyclic squares
of analytic spaces. We then study the Gysin complex of a smooth compactification U ↪→ X with
D = X − U a normal crossings divisor.
In Sections 5 and 6 we use the results of the previous sections to define the singularity and
weight filtrations respectively, on the cohomology with coefficients in an arbitrary ring A, of
compactifiable complex analytic spaces (Theorem 5.1 and Theorem 6.1).
1. Preliminaries
The extension criterion of functors of [10] is based on the assumption that the target category
is a cohomological descent category, a variant of the triangulated categories of Verdier. This is
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essentially a category D endowed with a saturated class of weak equivalences E , and a simple
functor s sending every cubical codiagram of D to an object of D and satisfying certain axioms
analogous to those of the total complex of a double complex. The simple functor can be viewed
as the homotopy limit, and allows to define realizable homotopy limits for diagrams indexed by
finite categories (see [21]).
The basic idea of the extension criterion of functors is that, given a functor compatible with
smooth blow-ups from the category of smooth schemes to a cohomological descent category,
there exists an extension to all schemes. Furthermore, the extension is essentially unique, and
is compatible with general blow-ups.
Let us first recall some features of cubical codiagrams and cohomological descent categories.
We refer to [10] for the precise definitions.
1.1. Given a set {0, · · · , n}, with n ≥ 0, the set of its non-empty parts, ordered by the inclusion,
defines the category n. Likewise, any non-empty finite set S defines the category S . Every
injective map u : S → T between non-empty finite sets induces a functor u : S → T defined
by u(α) = u(α). Denote by Π the category whose objects are finite products of categories S
and whose morphisms are the functors associated with injective maps in each component.
Definition 1.2. Let D be an arbitrary category. A cubical codiagram of D is a pair (X,),
where  is an object of Π and X is a functor X :  → D. A morphism (X,) → (Y,′)
between cubical codiagrams is given by a pair (a, δ) where δ : ′ →  is a morphism of Π and
a : δ∗X := X ◦ δ → Y is a natural transformation.
Denote by CoDiagΠD the category of cubical codiagrams of D.
Definition 1.3. A cohomological descent category is given by a cartesian category D provided
with an initial object 1, together with a saturated class of morphisms E of D which is stable by
products, called weak equivalences, and a contravariant functor s : CoDiagΠD → D, called the
simple functor. The data (D, E , s) must satisfy the axioms of Definition 1.5.3 of [10]. Objects
weakly equivalent to the initial object 1 are called acyclic. We shall denote by Ho(D) := D[E−1]
the localized category of D with respect to the class of weak equivalences.
The primary example of a cohomological descent category is given by the category of com-
plexes C+(A) of an abelian category A, with the weak equivalences being quasi-isomorphisms
and the simple functor s defined via the total complex.
Let D be a category with initial object and a simple functor s : CoDiagΠD → D. In a
large class of examples, a cohomological descent structure on D is given after lifting the class of
quasi-isomorphisms on C+(A) via a functor Ψ : D −→ C+(A), provided that Ψ is compatible
with the simple functor (see Proposition 1.5.12 of [10]).
Examples 1.4. The following categories inherit a cohomological descent structure via functors
with values in categories of complexes:
(1) The category Top of topological spaces, with the simple functor s given by the geometric
realization of cubical diagrams, via the functor S∗ : Top −→ C+(Z−mod) of singular chains.
(2) The category DGA(k) of differential graded algebras over a field k of characteristic 0, with
the Thom-Whitney simple functor sTW (see [18]), via the functor DGA(k) −→ C+(Vect(k))
defined by forgetting the algebra structures.
(3) The category MHC of mixed Hodge complexes with the cubical analog of Deligne’s simple
functor sD (see [5]), via the forgetful functor MHC −→ C+(Vect(Q)).
In the Section 2 we will lift the cohomological descent structure on C+(A) to a family of
structures for filtered complexes, via the functor defined by the r-stage of the associated spectral
sequences.
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1.5 (Φ-rectified functors). Let D be a cohomological descent category and let  ∈ Π. Denote
by D := Fun(,D) the category of diagrams of type  in D. The simple functor induces a
functor Ho(D) → Ho(D). In general, we are interested in cubical diagrams in Ho(D) and we
do not have a simple functor Ho(D) → Ho(D). The notion of Φ-rectified functor corresponds,
roughly speaking, to functors F : C → Ho(D) which are defined on all cubical diagrams in the
form F : C → Ho(D), so that we can take the composition C → Ho(D)→ Ho(D) (see 1.6
of [10]).
Denote by Sch(k) the category of reduced schemes, that are separated and of finite type over
a field k of characteristic 0. Denote by Sm(k) the full subcategory of smooth schemes.
Definition 1.6. A cartesian diagram of Sch(k)
Y˜
g

j // X˜
f

Y
i // X
is said to be an acyclic square if i is a closed immersion, f is proper and it induces an isomorphism
X˜− Y˜ → X−Y . It is an elementary acyclic square if, in addition, all the objects in the diagram
are in Sm(k), and f is the blow-up of X along Y .
Theorem 1.7 ([10], Theorem. 2.1.5). Let D be a cohomological descent category and let
F : Sm(k)→ Ho(D) be a contravariant Φ-rectified functor satisfying:
(F1) F (∅) is the final object of D and F (X unionsq Y )→ F (X)× F (Y ) is an isomorphism.
(F2) If X• is an elementary acyclic square of Sm(k), then sF (X•) is acyclic.
Then there exists a contravariant Φ-rectified functor F ′ : Sch(k) −→ Ho(D) such that:
(1) If X is an object of Sm(k), then F ′(X) ∼= F (X).
(2) If X• is an acyclic square of Sch(k), then sF ′(X•) is acyclic.
In addition, the functor F ′ is essentially unique.
The main applications of the extension criterion appearing in [10] concern the study of the
algebraic de Rham homotopy theory, the Hodge filtration for complex analytic spaces and the
theory of Grothendieck motives (see Sections 3,4 and 5 of loc.cit.). The extension criterion has
been successfully applied on other algebraic situations, such as the weight filtration in algebraic
K-theory [19], the mixed Hodge structures in rational homotopy [18], [3], [1] or the weight
filtration for real algebraic varieties [16].
2. Cohomological descent structures on the category of filtered complexes
In this section we show that the category of filtered complexes over an abelian category
admits a cohomological descent structure, where the weak equivalences are given by Er-quasi-
isomorphisms.
Let A be an abelian category. Denote by FA the category of filtered objects of A, and by
C+(FA) the category of complexes over objects of FA.
Definition 2.1. Let r ≥ 0 be an integer. A morphism of filtered complexes f : K → L is
called Er-quasi-isomorphism if the induced morphism Er(f) : Er(K)→ Er(L) of the associated
spectral sequences is a quasi-isomorphism (the map Er+1(f) is an isomorphism).
Denote by Er the class of Er-quasi-isomorphisms.
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Definition 2.2. The r-derived category of FA is the localized category
D+r (FA) := C+(FA)[E−1r ]
of complexes of FA with respect to the class of Er-quasi-isomorphisms.
Let s > r and consider the functor Es : C
+(FA) → C+(A) defined by sending a filtered
complex to the Es-stage of its associated spectral sequence. Since it sends morphisms of Er to
isomorphisms, there is a functor Es : D
+
r (FA)→ C+(A).
Deligne introduced the de´calage of a filtered complex and proved that its associated spectral
sequences are related by a shift of indexing. This proves to be a key tool in the study of filtered
complexes and their cohomological descent properties.
Definition 2.3. The de´calage DecK of a filtered complex K is the filtered complex defined by
(DecW )pK
n = Wp−nKn ∩ d−1(Wp−n−1Kn−1).
Proposition 2.4 ([4], Prop. 1.3.4). The canonical morphism Ep,n−p0 (DecK)→ Ep+n,−p1 (K) is
a quasi-isomorphism. For all r > 0, the induced morphism Ep,n−pr (DecK)→ Ep+n,−pr+1 (K) is an
isomorphism. In particular Er = Dec−1(Er−1) for all r > 0.
Definition 2.5. The r-simple of a codiagram of filtered complexes K = (K,W )• is the filtered
complex sr(K) := (s(K),W (r)) defined by
W (r)p(s(K)) =
∫
α
C∗(∆|α|)⊗Wp+r|α|Kα =
⊕
|α|=0
WpK
α ⊕
⊕
|α|=1
Wp+rK
α[−1]⊕ · · ·
Note that s0 and s1 correspond to the filtered total complexes defined via the convolution
with the trivial and the beˆte filtrations respectively, introduced by Deligne in [5]. By forgetting
the filtrations on sr we recover the simple functor s of complexes.
Proposition 2.6. Let K be a codiagram of filtered complexes. Then for r ≥ 0,
Dec
(
sr+1(K)
) ∼= sr(DecK).
Proof. The category C+(FA) is complete. Furthermore, since the de´calage has a left adjoint
defined by the shift of a filtration (see [2]), it commutes with pull-backs. It also commutes with
r-translations (K,W ) 7→ (K[r],W (−r)). We have:
Dec
∫
α
(C∗(∆|α|)⊗Wp+r|α|Kα) ∼=
∫
α
Dec(C∗(∆|α|)⊗Wp+r|α|Kα) ∼=
∫
α
C∗(∆|α|)⊗DecWpKα.
This gives an isomorphism of the filtrations Dec(W (r + 1)) and (DecW )(r) on s(K). 
Proposition 2.7. Let K be a codiagram of filtered complexes. For r ≥ 0, there is a chain of
quasi-isomorphisms E∗,qr (s
r(K))
∼←→ sE∗,qr (K).
Proof. For r = 0 we have an isomorphism E∗,q0 (s
0(K)) ∼= sE∗,q0 (K). Assume inductively that
the proposition is true for r − 1. We then have a chain of quasi-isomorphisms
E∗,qr (s
r(K))
∼← E−q,∗+2qr−1 (Dec(sr(K))) ∼= E−q,∗+2qr−1 (sr−1(DecK)) ∼=
sE−q,∗+2qr−1 (DecK)
∼→ sE∗,qr (K),
where the first and last quasi-isomorphisms follow from Proposition 2.4 and the isomorphisms
follow from Proposition 2.6 and the induction hypothesis respectively. 
Theorem 2.8. Let A be an abelian category. The triple (C+(FA), Er, sr) is a cohomological
descent category for all r ≥ 0.
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Proof. Consider the functor Er : C
+(FA) → C+(A) defined by sending every filtered complex
to the r-stage of its associated spectral sequence. Then Er = E−1r (E), where E denotes the class
of quasi-isomorphisms of C+(A). Furthermore, by Proposition 2.7, the complexes Er(sr(K))
and sEr(K) are isomorphic in the derived category D
+(A) = C+(A)[E−1], for every codiagram
K in C+(FA). This isomorphism is compatible with the morphisms µ and λ of Definition 1.5.3
of [10]. By Proposition 1.7.2 of [10] the triple (C+(A), E , s) is a cohomological descent category.
Hence by Proposition 1.5.12 of loc.cit., this lifts to a cohomological descent structure for the
triple (C+(FA), Er, sr). 
Remark 2.9. For all r ≥ 0, Deligne’s de´calage is compatible with the cohomological descent
structures Dec : (C+(FA), Er+1, sr+1) → (C+(FA), Er, sr). Furthermore, it induces an equiva-
lence of categories Dec : D+r+1(FA)−→D+r (FA) (see Theorem 2.19 of [2]).
3. Extension criterion of functors for analytic spaces
Let An(C) denote the category of complex analytic spaces that are reduced, separated and
of finite dimension. Denote by Man(C) the full subcategory of smooth manifolds.
Definition 3.1. A cartesian diagram of An(C)
Y˜
g

j // X˜
f

Y
i // X
is said to be an acyclic square if i is a closed immersion, f is proper and it induces an isomorphism
X˜− Y˜ → X−Y . It is an elementary acyclic square if, in addition, all the objects in the diagram
are in Man(C), and f is the blow-up of X along Y . In the latter case, the map f is said to be
an elementary proper modification.
Remark 3.2. In the analytic setting, we still have Hironaka’s resolution of singularities. How-
ever, in order to provide an extension criterion valid for analytic spaces, we need to address
certain issues concerning finiteness.
The first of this issues is Chow-Hironaka’s Lemma ([13], 0.5), stating that every proper bi-
rational map of irreducible schemes factors as a composition of a finite sequence of blow-ups
with smooth centers. This result allows the passage from acyclic squares to elementary acyclic
squares in the hypotheses of the extension criterion. In the analytic setting, the factorization is
made through the composition of a possibly infinite sequence of blow-ups, which is locally finite.
This is a consequence of Hironaka’s Flattening Theorem [14].
The second issue concerns the finiteness of ν(X) = (n, cn(X), · · · , c0(X)), where ci(X) is the
number of irreducible components of dimension i, of a variety X of dimension n, which contain
the singular points of X. If X is an algebraic variety, then ci(X) is finite for all i. However,
for an analytic space this may not be the case. For compactifiable analytic spaces, these two
drawbacks disappear.
Denote by M̂an(C) (resp. Ân(C)) the full subcategory of Man(C) (resp. An(C)) of com-
pactifiable analytic spaces. The following is an analytic version of the extension criterion of
functors defined over smooth schemes (see Theorem 2.1.10 of [10]).
Theorem 3.3. Let D be a cohomological descent category, and let
F : M̂an(C) −→ Ho(D)
be a contravariant Φ-rectified functor satisfying:
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(F1) F (∅) is the final object of D and F (X unionsq Y )→ F (X)× F (Y ) is an isomorphism.
(F2) If X• is an elementary acyclic square of M̂an(C), then sF (X•) is acyclic.
Then there exists a contravariant Φ-rectified functor
F ′ : Ân(C) −→ Ho(D)
such that:
(1) If X is an object of M̂an(C), then F ′(X) ∼= F (X).
(2) If X• is an acyclic square of Ân(C), then sF ′(X•) is acyclic.
In addition, the functor F ′ is essentially unique.
Proof. With the notations of 2.1.10 of [10], this is equivalent to prove that the inclusion functor
M̂an(C) → Ân(C) verifies the extension property. It suffices to replace M′ = Sm(k) by
M̂an(C) andM = Sch(k) by Ân(C) in the proof of Theorem 2.1.5 of loc.cit., which by Remark
3.2 is valid for compactifiable analytic spaces. 
To prove the invariance of the weight filtration we will use a relative version of the above
result.
Let An(C)2 denote the category of pairs (X,U) where X is an analytic space and U is an
open subset of X such that D = X − U is a closed analytic subspace of X.
Likewise, let Man(C)2 be the full subcategory of An(C)2 of those pairs (X,U) with X smooth
and D = X − U a normal crossings divisor in X which is a union of smooth divisors.
Definition 3.4. A commutative diagram of An(C)2
(Y˜ , U˜ ∩ Y˜ )
g

j // (X˜, U˜)
f

(Y,U ∩ Y ) i // (X,U)
is said to be an acyclic square if f : X˜ → X is proper, i : Y → X is a closed immersion,
the diagram of the first components is cartesian, f−1(U) = U˜ and the diagram of the second
components is an acyclic square of An(C).
Definition 3.5. A morphism f : (X˜, U˜) → (X,U) in Man(C)2 is called proper elementary
modification if f : X˜ → X is the blow-up of X along a smooth center Y which has normal
crossings with the complementary of U in X, and if U˜ = f−1(U).
Definition 3.6. An acyclic square of objects of Man(C)2 is said to be an elementary acyclic
square if the map f : (X˜, U˜)→ (X,U) is a proper elementary modification, and the diagram of
the second components is an elementary acyclic square of Man(C).
Let An(C)2comp denote the full subcategory of An(C)2 given by those pairs (X,U) such that
X is compact. Define Man(C)2comp similarly. In particular, if (X,U) ∈ An(C)2comp we have that
both X and U are objects of Ân(C).
3.7. Denote by γ : An(C)2comp → An(C) the forgetful functor (X,U) 7→ U , and let Σ be the
class of morphisms s of An(C)2comp such that γ(s) is an isomorphism. Then γ induces a functor
η : An(C)2comp[Σ−1] −→ An(C).
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In the algebraic situation, Nagata’s Compactification Theorem implies that the functor ηalg
induces an equivalence of categories
ηalg : Sch(C)2comp[Σ−1]
∼−→ Sch(C).
This does not hold in the analytic case. However, the localized category An(C)2comp[Σ−1] is
equivalent to the category An(C)∞ defined as follows.
Definition 3.8 ([10], 4.7). An object of An(C)∞ is given by an equivalence class of objects
(X,U) of An(C)2comp, where (X,U) and (X ′, U ′) are said to be equivalent if U = U ′ and there
exists a third compactification of U that dominates X and X ′.
Two compactifications f1 : X1 → X ′1 and f2 : X2 → X ′2 of a morphism of analytic spaces
f : U → U ′ are said to be equivalent if there exists a third compactification f3 : X3 → X ′3
which dominates them. A morphism of An(C)∞ is given by an equivalence class of morphisms
of An(C)2comp.
An acyclic square in An(C)∞ is a square induced by an acyclic square of An(C)2comp. The
following is an analytic version of Theorem 2.3.6 of [10].
Theorem 3.9. Let D be a cohomological descent category, and let
F : Man(C)2comp −→ Ho(D)
be a contravariant Φ-rectified functor satisfying:
(F1) F (∅, ∅) is the final object of D and F ((X,U) unionsq (Y, V )) → F (X,U) × F (Y, V ) is an
isomorphism.
(F2) If (X•, U•) is an elementary acyclic square of Man(C)2comp, then sF (X•, U•) is acyclic.
Then there exists a contravariant Φ-rectified functor
F ′ : An(C)∞ −→ Ho(D)
such that:
(1) If (X,U) is an object of Man(C)2comp, then F ′(U∞) ∼= F (X,U).
(2) If U∞• is an acyclic square of An(C)∞, then sF ′(U∞•) is acyclic.
In addition, the functor F ′ is essentially unique.
Proof. If (X,U) is an object of An(C)2comp, then both U and X are objects of Ân(C). Hence
by Remark 3.2, the proof of Theorem 2.3.3 of [10] applies to show that the inclusion functor
Man(C)2comp → An(C)2comp verifies the extension property 2.1.10 of loc. cit.. Therefore there
exists a Φ-rectified functor F ′ : An(C)2comp → Ho(D) satisfying:
(1’) If (X,U) is an object of Man(C)2comp, then F ′(X,U) ∼= F (X,U).
(2’) If (X•, U•) is an acyclic square of An(C)2comp, then sF ′(X•, U•) is acyclic.
Furthermore, the functor F ′ is essentially unique. The remaining of the proof follows analogously
to that of Theorem 2.3.6 of loc. cit., via the equivalence of categories
η : An(C)2comp[Σ−1]
∼−→ An(C)∞
given in 4.7 of loc.cit.. 
Remark 3.10. The results of this section are also valid in the real setting, replacing C by R,
since Hironaka’s resolution of singularities and the analytic version of Chow-Hironaka’s Lemma
hold for real analytic spaces (see [13]).
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4. Acyclic squares and Gysin complex
In this section we study the behavior of the cohomology functor with respect to certain acyclic
squares of smooth analytic spaces. We then introduce the Gysin complex of a pair (X,U), where
U ↪→ X is a smooth compactification with D = X − U a normal crossings divisor and describe
its behavior with respect to elementary acyclic squares.
Let X be a complex analytic space. Given a commutative ring A we will denote by AX the
constant sheaf over X associated to A and by H∗(X;A) the singular cohomology of X with
coefficients in A. For a continuous map f : X → Y we will denote Rf∗ := f∗C•Gdm, where C•Gdm
is the Godement resolution.
Proposition 4.1. For every acyclic square of Man(C) as in Definition 3.1, the sequence
0→ Hq(X;A) (f
∗,−i∗)−−−−−→ Hq(X˜;A)⊕Hq(Y ;A) j
∗+g∗−−−−→ Hq(Y˜ ;A)→ 0
is exact for all q.
Proof. We have a Mayer-Vietoris long exact sequence
· · · → Hq(X;A)→ Hq(X˜;A)⊕Hq(Y ;A)→ Hq(Y˜ ;A)→ Hq+1(X;A)→ · · ·
Therefore it suffices to see that the map f∗ : Hq(X;A) → Hq(X˜;A) is injective. This is a
well known consequence of Poincare´-Verdier duality, which gives the existence of a trace mor-
phism f] such that f]f
∗ = 1. We recall the proof. The map f∗ is induced by a morphism of
sheaves AX → Rf∗AX˜ . Since f is proper, Rf∗ = Rf!, and we have an adjunction Rf∗ ` f !.
Since X˜ and X are smooth and of the same pure dimension, there is a quasi-isomorphism
f !AX
∼→ AX˜ . The trace map f] : Rf∗AX˜ → AX is deduced by adjunction from the identity
morphism 1X ∈ Hom(AX , AX) of
Hom(Rf∗AX˜ , AX)→ Hom(AX˜ , f !AX) ∼= Hom(AX˜ , AX˜).
Lastly, since f is birational, the composition f] ◦ f∗ : AX → Rf∗AX˜ → AX is the identity, since
it coincides with the identity over an open dense subset of X. Hence f] induces a left inverse of
f∗, and f∗ is injective. 
We shall also use the following blow-up formula for cohomology. A proof can be found in
Theorem VI.4.5 of [6], which is an axiomatization of Theorem VII.3.7 of [8].
Proposition 4.2. Consider an elementary acyclic square of Man(C) as in Definition 3.1. Let
m = codimXY , and let g˜
∗ = cm−1(E) · g∗ : H∗−2m(Y ;A)→ H∗−2(Y˜ ;A), where
cm−1(E) ∈ H2m−2(Y ;A)
denotes the (m − 1)th-Chern class of the normal bundle E = NY/X of Y in X. For all q ≥ 0,
there is a commutative square
Hq−2(Y˜ ;A)
j∗ // Hq(X˜;A)
Hq−2m(Y ;A)
g˜∗
OO
i∗ // Hq(X;A)
f∗
OO
such that the following sequence is exact
0→ Hq−2m(Y ;A) (g˜
∗,−i∗)−−−−−→ Hq−2(Y˜ ;A)⊕Hq(X;A) j∗+f
∗
−−−−→ Hq(X˜;A)→ 0.
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4.3 (Gysin complex). Let (X,U) ∈Man(C)2. We may write D := X −U = D1 ∪ · · ·DN as the
union of irreducible smooth divisors meeting transversally. Let D(0) = X and for 0 < p ≤ N let
D(p) be the disjoint union of all p-fold intersections DI = Di1 ∩ · · · ∩Dip with
I = {i1, · · · , ip} ⊂ {1, · · · , N}.
Since D is a normal crossings divisor, D(p) is smooth. For all q ≥ 0, the Gysin complex Gq(X,U)
is the cochain complex defined by
Gq(X,U)p := Hq+2p(D(−p);A),
with dp : Gq(X,U)p → Gq(X,U)p+1 defined by the alternated sum of Gysin morphisms
i∗(I, J) : Hq+2p(DJ ;A) −→ Hq+2(p+1)(DI ;A),
where I ⊂ J ⊂ {1, · · · , N} and |J | = |I|+ 1 = −p.
Lemma 4.4. For all q ≥ 0, the Gysin complex defines a contravariant functor
Gq : Man(C)2 → C+(A-mod).
Proof. Let f : (X ′, U ′)→ (X,U) be a morphism in Man(C)2. Let D = X −U = D1 ∪ · · · ∪DN
and D′ = X ′−U ′ = D′1 ∪ · · · ∪D′M . For every irreducible component Di of D, its inverse image
divisor is a sum
f−1(Di) =
M∑
j=1
mijD
′
j
of irreducible components of D′. Let Mf = (mij) denote the matrix of multiplicities of f . We
next define Gq(f)∗ : Gq(X,U)∗ → Gq(X ′, U ′)∗. Let Gq(f)0 = f∗. Let I ⊂ {1, · · · , N} and
J ⊂ {1, · · · ,M} be two sets with |I| = |J | = p > 0. Let mIJ denote the determinant of the
minor of Mf of indices (I, J).
If I and J are such that f(D′J) ⊂ DI , we define a morphism Gq(f)IJ : Hq(DI) → Hq(D′J)
by letting Gq(f)IJ := mIJf
∗
IJ , where fIJ : D
′
J → DI denotes the restriction of f . If I and J are
such that f(D′J) * DI , we let Gq(f)IJ = 0. Then the morphisms G∗IJ(f) are the components of
Gq(f)p : Gq(X,U)p → Gq(X ′, U ′)p. It follows from the decomposition property of determinants,
that this is a map of complexes (see [10], pag. 84).
If g : (X ′′, U ′′)→ (X ′, U ′) is a morphism of Man(C)2, then the matrix of multiplicities Mf◦g
of f ◦ g is the product of the multiplicity matrices Mf and Mg of f and g. The functoriality of
Gq then follows from the functoriality of the determinants. 
Proposition 4.5. Consider an elementary acyclic square of Man(C)2 as in Definition 3.4.
(1) If Y * D then the simple of the double complex
(∗) 0→ Gq(X,U)→ Gq(X˜, U˜)⊕Gq(Y, U ∩ Y )→ Gq(Y˜ , U˜ ∩ Y˜ )→ 0
is acyclic for all q.
(2) If Y ⊂ D then the map Gq(X,U)→ Gq(X˜, U˜) is a quasi-isomorphism for all q.
Proof. We adapt the proof of Proposition 5.9 of [10] in the motivic setting (see also [16], Sections
5 and 6).
Assume that Y * D. We proceed by induction on the number N of smooth irreducible
components of D. If N = 0 then Gq(X,U) = Hq(X;A) is concentrated in degree 0 and the
sequence (∗) becomes that of Proposition 4.1.
Assume that N > 0. Let D = D′′ ∪X ′ and D′ = D′′ ∩X ′, where X ′ is a component of D.
From the definition of the Gysin complex we obtain an exact sequence
0→ G(X,X −D′′)→ G(X,X −D)→ G(X ′, X ′ −D′)[1]→ 0.
WEIGHT FILTRATION ON THE COHOMOLOGY OF COMPLEX ANALYTIC SPACES 93
Denote by (X•, X• −D′′• ) the commutative square
(Y˜ , Y˜ − E˜′′)

// (X˜, X˜ − D˜′′)

(Y, Y − E′′) i // (X,X −D′′)
where E′′ = D′′ ∩ Y , D˜′′ = f−1(D′′) and E˜′′ = D˜′′ ∩ Y˜ . Consider the blow-up X˜ ′ of X ′ along
Y ′ = Y ∩X ′, and denote by (X ′•, X ′• −D′•) the commutative square
(Y˜ ′, Y˜ ′ − E˜′)

// (X˜ ′, X˜ ′ − D˜′)

(Y ′, Y ′ − E′) i // (X ′, X ′ −D′)
where E′ = D′ ∩ Y ′, Y˜ ′ = X˜ ′ ∩ Y˜ , D˜′ = X˜ ′ ∩ f−1(D′) and E˜′ = D˜′ ∩ Y˜ ′. We then have a short
exact sequence
0→ sG(X•, X• −D′′• )→ sG(X•, X• −D•)→ sG(X ′•, X ′• −D′•)[1]→ 0.
By induction hypothesis, both sG(X•, X• − D′′• ) and sG(X ′•, X ′• − D′•) are acyclic complexes.
Therefore the middle complex is acyclic, as desired. This proves (1).
Assume that Y ⊂ D. We proceed by induction over the number of components r of D which
contain Y , and the number s of components which do not contain Y .
Assume that (r, s) = (1, 0), so that D is smooth irreducible and Y ⊂ D. Then Gq(X,X −D)
is the simple of the morphism Hq−2(D;A) → Hq(X;A). Denote by D̂ the proper transform of
D, and let Ê = Y˜ ∩ D̂. Denote by
Ê
ĝ

i
Ê,D̂ // D̂
f̂

Y
iY,D // D
the induced diagram. Then D˜ = Y˜ ∪ D̂, and Gq(X˜, X˜ − D˜) is the simple of the square
Hq−4(Ê;A)
iÊ,Y˜ ∗

i
Ê,D̂∗ // Hq−2(D̂;A)
i
D̂,X˜∗

Hq−2(Y˜ ;A)
i
Y˜ ,X˜∗ // Hq(X˜;A) .
Therefore it suffices to show that the following complex is acyclic:
Hq−2(D;A)⊕Hq−4(Ê;A) α−→ Hq−2(D̂;A)⊕Hq−2(Y˜ ;A)⊕Hq(X;A) β−→ Hq(X˜;A),
where β = iD̂,X˜∗ + iY˜ ,X˜∗ + f
∗ and α is given by the matrix(
−f̂∗ −i
Ê,D̂∗
−(iY,D◦g)∗ iÊ,Y˜ ∗
iDX∗ 0
)
.
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After adding the acyclic complex Hq−2m(Y ;A) −→ Hq−2m(Y ;A) and rearranging factors, we
obtain the following complex
Hq−2(Y˜ ;A) // Hq(X˜;A)
Hq−2m(Y ;A)
66mmmmmm
// Hq(X;A)
77nnnnnn
Hq−4(Ê;A) //
OO
Hq−2(D̂;A)
OO
Hq−2m(Y ;A) //
66mmmmmm
OO
Hq−2(D;A)
77nnnnnn
OO@@@@@@@@@@@@@
aaCCCCCC
where the top and bottom faces of the cube are squares of blow-up type which are acyclic by
Proposition 4.2. Therefore the total complex of this complex is acyclic. This proves (2) for the
case (r, s) = (1, 0).
Assume that r = 1 and s > 0. Let D = D′′ ∪X ′, where Y ( X ′, and D′ = D′′ ∩X ′. We have
a commutative diagram with acyclic rows
0 // G(X,X −D′′)
f
′′∗

// G(X,X −D)
f∗

// G(X ′, X ′ −D′)[1]
f
′∗

// 0
0 // G(X˜, X˜ − D˜′′) // G(X˜, X˜ − D˜) // G(X˜ ′, X˜ ′ − D˜′)[1] // 0
By induction hypothesis, the maps f
′′∗ and f
′∗ are quasi-isomorphisms. Therefore f∗ is a
quasi-isomorphism.
Assume that r > 1 and consider a decomposition D = D′′ ∪ X ′ such that Y ⊂ X ′. An
argument parallel to the previous case, by induction over r, shows that (2) is satisfied in the
general case. 
Remark 4.6. The results of this section have their analogues in the real setting, by taking
cohomology with Z2-coefficients, for which Poincare´-Verdier duality holds. Indeed, the same
proof of Proposition 4.1 can be carried out in this case. Proposition 4.2 appears in Section 4
of [16] for Z2-homology. Note that one needs to adjust the degree of the cohomology groups
appearing in Proposition 4.2 and in the definition of the Gysin complex as done in loc.cit., since
a closed immersion f : X ↪→ Y of real algebraic varieties induces a Gysin map
f∗ : Hk(X;A)→ Hk+m(Y ;A),
where m = codimYX. The proof of Proposition 4.5 follows analogously, with the Gysin complex
defined by Gq(X,U)p := Hq+p(D(−p);Z2).
5. Singularity filtration
The singularity filtration is an analytic invariant that appears naturally when we extend the
functor of singular chains with the trivial filtration, from smooth to singular analytic spaces,
using the E1-cohomological descent structure on filtered complexes.
Let X be a complex manifold. Given a commutative ring A denote by S∗(X;A) the complex
of singular cochains of X with values in A, so that Hn(S∗(X;A)) = Hn(X;A). Together with
the trivial filtration defined on S∗(X;A) this defines a functor S : Man(C) −→ C+(FA-mod).
Any extended functor Ân(C)→ Ho(D) defined via Theorem 3.3 depends strongly on the coho-
mological descent structure that we consider on the category D. In our case of interest, we may
extend the functor S to a functor Ân(C) −→ D+0 (FA-mod), using the cohomological descent
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structure on C+(FA-mod) associated with the class of E0-quasi-isomorphisms. It is easy to see
that this is an empty exercise: the extended filtration of the trivial filtration is also trivial. How-
ever, if we consider the cohomological descent structure associated with E1-quasi-isomorphisms,
we obtain a non-trivial filtration which for compact spaces coincides with the weight filtration.
Theorem 5.1. There exists a Φ-rectified functor S ′ : Ân(C) −→ D+1 (FA-mod) such that:
(1) If X ∈ Ân(C) then Hn(S ′(X)) ∼= Hn(X;A).
(2) If X is a smooth manifold then S ′(X) = (S∗(X;A), L), where L is the trivial filtration.
(3) For every p, q ∈ Z and every acyclic square of Ân(C) as in Definition 3.1 there is a long
exact sequence
· · · → Ep,q2 (S ′(X))→ Ep,q2 (S ′(X˜))⊕ Ep,q2 (S ′(Y ))→ Ep,q2 (S ′(Y˜ ))→ Ep+1,q2 (S ′(X))→ · · ·
(4) If X is a compact complex algebraic variety and A = Q then the filtration induced in coho-
mology coincides with Deligne’s weight filtration after de´calage.
Proof. By Theorem 2.8 the triple (C+(FA-mod), E1, s1) is a cohomological descent category.
Therefore it suffices to show that the functor
M̂an(C) S−→ C+(FA-mod) γ−→ D+1 (FA-mod)
given by S(X) = (S∗(X;A), t), where t denotes the trivial filtration, satisfies properties (F1)
and (F2) of Theorem 3.3. Property (F1) is trivial.
Let us prove (F2). This is equivalent to the condition that for every elementary acyclic square
X• → X of M̂an(C), the map S(X) → s1(S(X•)) is an E1-quasi-isomorphism. By Proposi-
tion 2.7, given a codiagram of filtered complexes K•, we have a chain of quasi-isomorphisms
E∗,q1 (s
1(K•)) ∼←→ sE∗,q1 (K•). Hence it suffices to check that for all q ∈ Z, the sequence
· · · → E∗,q2 (S(X))→ E∗,q2 (S(X˜))⊕ E∗,q2 (S(Y ))→ E∗,q2 (S(Y˜ ))→ E∗+1,q2 (S(X))→ · · ·
is exact. Since the filtrations are trivial,
E0,q1 (S(−)) = Hq(S∗(−;A)) = Hq(−;A)
and Ep,q1 (S(−)) = 0 for p 6= 0. Therefore it suffices to see that the sequence
0→ Hq(X;A) −→ Hq(X˜;A)⊕Hq(Y ;A) −→ Hq(Y˜ ;A)→ 0
is exact. This follows from Proposition 4.1. 
Definition 5.2. Let X be a compactifiable complex analytic space. The singularity spectral
sequence is the spectral sequence associated with the filtered complex S ′(X) of Theorem 5.1.
Let L′ denote the increasing filtration induced on H∗(X;A). The singularity filtration Lp on
H∗(X;A) is defined by LpHn(X;A) := L′p−nH
n(X;A).
Corollary 5.3. Let X be a compactifiable complex analytic space. Then for every n ≥ 0, its
cohomology Hn(X;A) with values in any commutative ring A carries a singularity filtration
0 = L−1 ⊂ L0 · · · ⊂ Ln = Hn(X;A)
which is functorial for morphisms in Ân(C) and satisfies:
1) If X is smooth then L is the trivial filtration.
2) If X is a complex projective variety and A = Q then L coincides with Deligne’s weight
filtration.
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Note that by Theorem 5.1, the LE2-term of the singularity spectral sequence is well-defined.
The first term LE1, which is well-defined up to quasi-isomorphism, admits a description in terms
of resolutions as follows: let X• → X be a resolution of a compactifiable complex analytic space
X. Then:
LE
p,q
1 (X;A) =
⊕
|α|=p
Hq(Xα;A) =⇒ Hp+q(X;A).
If X is a projective complex variety and A = Q this corresponds to the analogous formula for
the weight filtration appearing in Theorem 8.1.15 of [5] (see also IV.3 of [11]).
Remark 5.4. The same arguments give a filtration L on the homology with compact supports
and on the Borel-Moore homology of a compactifiable complex analytic space X. In [9], Deligne’s
weight filtration W and Zeeman’s filtration S are compared in the homology of a compact variety,
giving the relation S2N−i−q ⊂ W i−q on Hi(X;Q), where N = dimX. The same proof would
give the relation S2N−i−q ⊂ Li−q for the singularity filtration on the Borel-Moore homology
HBMi (X;A).
Example 5.5. Let X be the open singular variety obtained by taking a Riemann surface of
genus one, identifying any two points and removing any two other points, as shown in the figure
below. The weight filtration on H1(X) ∼= Q4 has length 3, and it is given by
GrW0 H
1(X) ∼= Q[d], GrW1 H1(X) ∼= Q[a]⊕Q[b] and GrW2 H1(X) ∼= Q[c].
The singularity filtration has length 2, and it is given by
GrL0 H
1(X) ∼= Q[d] and GrL1 H1(X) ∼= Q[a]⊕Q[b]⊕Q[c].
Note that in the above example, the singularity filtration is simpler than the weight filtration,
since it only captures the singularity of the variety. In certain situations, the singularity filtration
results in a finer invariant than the weight filtration, since the contributions from the singular
part and the part at the infinity may cancel out, as in the example below.
Example 5.6. Let N denote the rational node, i.e. CP1 with two points identified, and let
Y = N × C∗. The weight and singularity filtrations on H1(Y ) ∼= Q2 have both length 2, and
are given by GrW0 H
1(Y ) = GrL0 H
1(Y ) ∼= Q and GrW2 H1(Y ) = GrL1 H1(Y ) ∼= Q. The weight
filtration on H2(Y ) ∼= Q2 is pure of weight 2, so GrW2 H2(Y ) ∼= Q2. In contrast, the singularity
filtration has two non-trivial graded pieces GrL1 H
2(Y ) ∼= Q and GrL2 H2(Y ) ∼= Q.
6. Weight filtration
Recall that the canonical filtration τ is defined on any given complex K by truncation:
τ≤pK = {· · · → Kp−1 → Ker d→ 0→ 0→ · · · }.
Given (X,U) ∈ Man(C)2comp, let j : U ↪→ X denote the inclusion, and (Rj∗AU , τ) the fil-
tered complex of sheaves given by the direct image of the constant sheaf AU , together with the
canonical filtration. Taking the right derived functor of global sections we obtain a Φ-rectified
functor
W : Man(C)2comp −→ D+1 (FA-mod)
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with values in the 1-derived category of filtered complexes of A-modules (see Definition 2.2),
given by
W(X,U) = RΓ(X, (Rj∗AU , τ)).
By the properties of the global sections functor and the derived direct image functor, we have
an isomorphism Hn(W(X,U)) ∼= Hn(U ;A).
Theorem 6.1. There exists a Φ-rectified functor W ′ : An(C)∞ −→ D+1 (FA-mod) such that:
(1) If U∞ ∈ An(C)∞ then Hn(W ′(U∞)) ∼= Hn(U ;A).
(2) If (X,U) is an object of Man(C)2comp then W ′(U∞) ∼=W(X,U).
(3) For every p, q ∈ Z and every acyclic square of An(C)∞
Y˜∞

// X˜∞

Y∞ // X∞
there is a long exact sequence
→ Ep,q2 (W ′(X∞))→ Ep,q2 (W ′(X˜∞))⊕ Ep,q2 (W ′(Y∞))→ Ep,q2 (W ′(Y˜∞))→ Ep+1,q2 (W ′(X∞))→
(4) If X is a complex algebraic variety and A = Q then the filtration induced in cohomology
coincides with Deligne’s weight filtration after de´calage.
Proof. By Theorem 2.8 the triple (C+(FA-mod), E1, s1) is a cohomological descent category.
Therefore by Theorem 3.9 it suffices to show that the functor
W : Man(C)2comp −→ D+1 (FA-mod)
given by W(X,U) = RΓ(X, (Rj∗AU , τ)) satisfies properties (F1) and (F2). Property (F1) is
trivial.
Condition (F2) is equivalent to the condition that the map W(X,U)→ s1(W(Xα, Uα)) is an
E1-quasi-isomorphism for every elementary acyclic square (Xα, Uα)→ (X,U) of Man(C)2comp.
As in the proof of Theorem 5.1, it suffices to check that for all q ∈ Z, the sequence
· · · → E∗,q2 (W(X,U))→ E∗,q2 (W(X˜, U˜))⊕ E∗,q2 (W(Y,U ∩ Y ))→ E∗,q2 (W(Y˜ , U˜ ∩ Y˜ ))→ · · ·
is exact. Since E∗,q1 (W(X,U)) is the shifted Leray spectral sequence of the inclusion j : U ↪→ X,
it is isomorphic to the Gysin complex Gq(X,U)∗ for all q (see [4], 3.1.9 and 3.2.4, see also Section
4.3 of [20]). Hence the exactness of this sequence follows from Proposition 4.5. 
Definition 6.2. Let X∞ be a complex analytic space with an equivalence class of compact-
ifications. The weight spectral sequence is the spectral sequence associated with the filtered
complex W ′(X∞). If W ′ denotes the induced filtration on H∗(X;A), the weight filtration Wp
on H∗(X;A) is defined by WpHn(X;A) := W ′p−nH
n(X;A).
Corollary 6.3. Let X∞ be a complex analytic space with an equivalence class of compactifica-
tions. For every n ≥ 0, its cohomology Hn(X;A) with values in any commutative ring A carries
a weight filtration
0 = W−1 ⊂W0 · · · ⊂W2n = Hn(X;A)
which is functorial for morphisms in An(C)∞ and satisfies:
1) If X is smooth then 0 = Wn−1 ⊂ Hn(X;A).
2) If X is compact then Wn = H
n(X;A).
3) If X is a complex algebraic variety and A = Q then W is Deligne’s weight filtration.
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Note that by Theorem 6.1 the weight spectral sequence of X∞ is well-defined from the E2-
term onwards. The first term WE1 of the weight spectral sequence admits a description in terms
of compactifications and resolutions as follows:
1) Assume that X∞ is smooth. Choose a representative X ↪→ X of the compactification class
X∞ with D = X −X a normal crossings divisor. Denote by D(p) the disjoint union of all p-fold
intersections of the smooth irreducible components of D. Then:
WE
−p,q
1 (X∞;A) = H
q−2p(D(p);A) =⇒ Hq−p(X;A).
If X is algebraic and A = Q we recover Deligne’s formula 3.2.4 of [4].
2) Assume that X is compact. Let X• → X be a cubical hyperresolution of X. Then:
WE
p,q
1 (X;A) =
⊕
|α|=p
Hq(Xα;A) =⇒ Hp+q(X;A).
3) For the general case, let X ↪→ X be a representative of X∞, and let (X•, X•)→ (X,X) be
a resolution of (X,X). These are resolutions X• → X and X• → X such that the complement
Dα = Xα −Xα is a normal crossings divisor for each α. Then:
WE
−p,q
1 (X∞;A) =
⊕
α
.WE
−p−|α|,q
1 (Xα;A) =
⊕
α
Hq−2p−2|α|(D(p+|α|)α ;A) =⇒ Hq−p(X;A).
If X is algebraic and A = Q this corresponds to the analogous formula appearing in Theorem
8.1.15 of [5] (see also IV.3 of [11]).
Remark 6.4. In general, the weight filtration W on the cohomology of a compactifiable complex
analytic space depends on the class of its compactification, and it is functorial for morphisms in
An(C)∞ (see Example 6.5 below). If X is a complex algebraic variety, by Nagata’s Theorem, it
admits a unique equivalence class of compactifications. Therefore we obtain a weight filtration
on H∗(X;A) for an arbitrary coefficient ring A, which is independent of the compactification
and is functorial for morphisms of algebraic varieties.
Example 6.5. Serre constructed two non-equivalent analytic compactifications on U = C∗×C∗
(see [12], Appendix B, 2.0.1). The first is CP1 × CP1, and gives a weight filtration of pure
weight 2 on H1(U ;Q). The second compactification is defined as the total space of a certain
P1-bundle, and gives a weight filtration of pure weight 1 on H1(U ;Q) (see Example 4.19 of [20]
for details). Hence Uan is an example of a complex analytic space having two different classes
of compactifications, which give different weight filtrations.
Remark 6.6. The techniques used previously are also applicable to real analytic spaces, leading
to the existence of a functorial weight filtration on the Z2-cohomology of every real analytic space
with an equivalence class of compactifications. Indeed, by Remarks 3.10 and 4.6, the extension
criterion and the results of Section 4 are valid in the real setting. A similar proof of Theorem
6.1 can be carried out in this case, extending the functorW : Man(R)2comp −→ D+1 (FZ2−mod)
given by W(X,U) = sG∗(X,U)∗, with the filtration by the second degree.
Example 6.7 (cf. [16]). Let U = R2−{∗} be the punctured plane and V = RP1×R the infinite
cylinder. The weight filtration on H1(U ;Z2) is pure of weight 2, while on H1(V ;Z2) it is pure of
weight 1. Note that while U and V are not isomorphic algebraic varieties, they are isomorphic
as real analytic spaces. Hence Uan is an example of a real analytic space having two different
classes of compactifications which give different weight filtrations, corresponding to U = R˜P
2
and V = RP1 × RP1, where R˜P2 is the blow-up of RP2 at a point.
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