Abstract -Many studies have been done to predict the future traffic patterns on the Internet that may be caused by a number of difference circumstances. In this paper, we analyze the length of a traffic interval by self-similarity based on the difference between arrival times of packets. We examine the dependency between fast and slow interval as well as study of the transition between both intervals.
Introduction
Computer networks can provide better quality of service (QoS) if the future network traffic patterns may be determined. Many of today's real time applications, such as teleconferencing, Video on Demand (VOD), Voice over IP (VOIP), and etc rely heavily on the quality of the network connection. A real-time application will certainly benefit from knowing the traffic condition ahead of time. For example, a system will be better prepared to anticipate upcoming traffic by adjusting the playout mechanism in VOIP or seeking a new alternative path to support the minimum required bandwidth. We simulated the Internet traffic pattern by using traffic models with a self-similar characteristic.
Many studies have been done to measure and predict traffic patterns on the Internet that show the presence of fractal or self-similar properties. [1] [2] [3] [4] Network traffic can be illustrated on many scales using the notation of self-similarity. Self-similarity means that the statistical patterns may appear similar at different time scales, which can be vary by many orders of magnitude. In the other words, self-similarity is a fractal property of traffic patterns in which appearances are unchanged regardless of the scale at which are viewed; this ranges from milliseconds to minutes or even hours. There are a number of Based on a statistical description of traffic illustrated by Pareto and Poisson (Exponential) distribution models, we can compute the probability of bursty data stream occurring at the next interval of time T or when a particular packet burst will end. The idea is to guess whether the next arriving packet comes in a burst by analyzing the probability of the transition from burst to non-burst and non-burst to burst. However, predicting the arrival of future packets does not tell us whether packets come in large or small bursts.
There are other research groups who take advantage of self-similar traffic patterns. Selfsimilar traffic is also used to predict future events on the Internet and to improve the network performance. [6] The author proposed a new algorithm for predicting audio packet playout delay for VOIP conferencing applications. And the proposed algorithm uses hidden Markov model to predict the playout delay. Similarly, in [5] , a study was done using a Markovian distribution model to predict queuing behavior with self-similar input.
As stated previously, the objective of this study is to present a statistical method to predict when next burst in the network traffic occurs and when it ends based on the transition from burst to long silence and vice versa. We also compare the outcome of selfsimilar input between Pareto and Poisson distributions. Even though, [7] Poisson distribution does not represent the real Internet traffic because the packet arrivals time are not exponentially distributed. The models for network traffic essentially become uniform.
Hence most experiment in this paper uses Pareto distribution, and Poisson distribution is only used for as a comparison purpose.
2. Self-Similarity and Heavy Tail. 
as the series X (m) for all m. [7] In the Poisson distribution series models, the network traffic becomed uniform when aggregated by a factor of 1000.
The distribution that is used in this paper has the property of being heavy-tailed. A distribution is a heavy tailed if
where X is a random variable and α is a shape parameter. The distribution has infinite variance when α is less than 2. The simplest heavy-tailed distribution is Pareto distribution. The distribution is hyperbolic over its entire range. We write the density function as
and its cumulative distribution function is
The parameter k represents the smallest value of the random variable. When α ≤ 2, then the distribution has infinite variance and if α ≤ 1 then distribution has infinite mean.
Thus, as α value decreases, the probability density is present in the tail of the distribution.
The closer α parameter is to 1, the shorter the generated burst; closer α parameter to 2, then the larger the generated burst in the simulation.
Computing the Probability of a Transition between Intervals.
Initially packets arrive at different time. They may arrive in a burst or be delivered after a long silence between bursts. For example, n number of packets may arrive in x milliseconds or there is x milliseconds of silence between the arrival of two packets. This study shows that when packets come in bursts, it is very likely that the next packet to arrive will in also be as part of the burst. Also, the next packet that arrives after some number of packets that arrive with long silence in between is more likely come in a burst. where P[X] is the probability that the next packet arrival time is greater or less than Γ and TP is the total number of packets that are in the interval. Next, we summarize the probability of the transition of the entire transaction up to time t by computing the average of the probability.
Examining the Transition between Interval
Our study shows that the average probabilities of the transition from slow interval to fast intervals form a hyperbolic curve. Similarly, the probability of the transition from fast intervals to slow intervals form a parabolic curve regardless the value of α parameter. As they are shown in the Graph 1, Graph 2, and Graph 3, where Γ = {1, 6 According to the graphs above, there is approximately a 35 percent chance that the next arrival packet will transition from slow to fast interval (packet arrives after Γ is expired or the transition from fast to slow interval) for most Γ values. On the other hand, the probability of a packet arrives before Γ (the transition from slow to fast interval) strictly depends on the value of Γ.
With smaller value of Γ, it is more likely that the probability of the transition from fast interval to slow interval will fall between 30 to 50 percent because of the small number of packet in fast interval. However, as Γ value grows, the probability becomes smaller regardless the value of α. On the other hand, the probability of the transition from slow interval to fast interval will be closer to 50 percent when the value of Γ is higher.
In a number of the experimental scenarios regardless of the value of Γ > 5 the number of packets in fast intervals is always larger than the number of packets in slow intervals. It seems that the Pareto distribution generates more packets with small intervals between packets' arrivals time. For example, two experiment scenarios with two different Γ values, two different distinct average of interval between packets' arrival time, and different α values, but the probability of the transition from slow to fast interval is almost constant, about 30 to 35 percent. In contrast, the probability of the transition from fast to slow interval gradually drops to less than 10 percent because the higher value of Γ. That means every increase of Γ value that there will be more packets in fast intervals and less number of slow intervals. The reason of the stable value of the probability for the transition from slow to fast intervals is that Pareto generates a cluster of two or three packets with long interval in between, and the clusters are well distributed in the distribution. In addition to that, the silence can be very lengthy hence there is always slow interval in the distribution even though the Γ value is significantly greater than the average interval time between arrival packets.
In addition to Pareto experiment, we also experimented with Poisson distributions. The outcome was that the probability of transition from fast to slow interval and from slow to fast intervals are almost the same, as long as TD / 2 < Γ < TD. TD is the average difference of the packet arrival time.
Conclusion
Generally, we need to have a better understanding about what the acceptable packet rate is in order make a better prediction or a define more precise Γ. Right now, the Γ value, which is used for experiment, is variable and is likely to exceed the actual Γ for some value of Γ. The experiment show that the probabilities of transition from slow to fast interval is almost constant because Pareto distribution often generates a cluster of two or three packet with long silence in between. The question is if this circumstance also occurs at the actual the Internet traffic.
In the future study, we would like to use more than one Γ values to separate packets that arrive on time, in burst, or late (due to the network traffic), and analyst the probability of the next packet arrives in any of those categories. Furthermore, we would like to include self-similarity study with other "real world" problem such as peer-to-peer, online-gaming problem, multicasting, multimedia network, etc. Also, we would like to analyst that our studies is applicable to the "real world" networking problem.
Understanding traffic patterns and being able to predict the future of the traffic will patterns help systems providing better quality of service or make better decision selecting connection path.
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