INTRODUCTION
Consider the linear regression model in which a stochastic process, Y, is observed having the form Y(t) = Bf(t) + X(t), t E [O, 1] , (1.1) where 8 is an unknown parameter, f is a known regression function and X(.)
is a zero mean process with known covariance kernel, R. The X process is assumed to admit k-l quadratic mean derivatives at each point t e [0, 1] .
When the Y process is observed over all of (0,1], the reproducing kernel Hilbert space (RKHS) techniques developed by Parzen (1961a Parzen ( , 1961b may be used to construct a linear unbiased estimator of the parameter B. We will denote this estimator by 8. For finite sampling schemes the regression design problem has been considered by Sacks and Ylvisaker (1966 , 1968 , 1970 , Wahba (1971 Wahba ( , 1974 , and Smith (1981a, 1981b ).
In the context of model (1.1), a regression design is a set of non-coincident points in [0, 1] . The problem of design selection is, therefore, one of choosing from among the members of the class of all n+2 point designs where :-means "is defined as".
It is assumed throughout this paper that it is possible to sample not only the Y process but its derivatives as well. Given T c D , one n can then consider the estimation of 8 by an estimator based on the observation set YkT= {Y(1)(t):t E T, i-O,..,k-l} Yk,T ..
In particular, generalized least squares may be utilized to obtain the best linear unbiased estimator (BLUE) of 6 using the observations YkT"
k,,T
This estimator will be denoted by 6 k,T"
An optimal n-point design for model (1.1) is a T*eD which satisfies VCSk,T*) = inf V(Bk,T ) TcD n Problems pertaining to the existence of optimal designs can be handled as in Sacks and Ylvisaker (1966) . Sufficient conditions for the uniqueness of optimal designs have been given by Wahba (1971) and Smith (1981a, 1981b) for certain types of covariance kernels.
Unfortunately, it will not always be possible to sample the derivatives of the Y process. However, results regarding Bk, T are still useful in this event since, as noted by Wahba (1971) , inf V(T ) < inf V(Ok,T) < inf V(S )
TD nk TED TED n where 8T is the BLUE of 8 obtained without the use of derivative information,
i.e., the generalized least squares estimator of 6 obtained from model (1.1) using the observation set YT = {Y(t):t E T1. It should also be noted that, for the process considered here, the work of has the consequence that optimal designs for B are asymptotically optimal k,T for 8T* In addition, when k = 2 the optimal designs for 8 In this paper we continue the work of Smith (1981a, 1981b ) by constructing an algorithm for the computation of optimal designs for the case that R is the covariance kernel corresponding to a (k-l)-fold multiple integral of a Brownian bridge or Brownian motion process or certain generalizations of these processes. The case kl corresponds to the Brownian bridge and Brownian motion covariance kernels and is of particular importance. In fact, a model of the form (1.1) with X(.) a Brownian bridge process has been shown by Parzen (1979) to arise in the estimation of a location or scale parameter by linear combinations of order statistics.
It will be seen (Section 4) that our algorithm can be used, in conjunction with the work of Eubank (1981), to obtain a unified framework for optimal spacing selection for the quantiles utilized in the asymptotically best linear unbiased estimator of a location or scale parameter.
In Section 2 we give some preliminary results regarding certain relationships between the selection of designs for model (1.1) and the approximation of functions by piecewise polynomials. Using these relationships it is possible to obtain an algorithm for optimal design computation through the modification of work by Chow (1978) on piece-
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wise polynomial approximation with variable knots. The optimal design algorithm is presented in Section 3 along with several illustrations of its use. Its application to location or scale parameter estimation is discussed in Section 4. Section 5 contains a short summary.
OPTIMAL DESIGNS AND PIECEWISE POLYNOMIAL APPROXIMATION
The covariance kernel,R, for the process (1.1) is the reproducing kernel for a reproducing kernel Hilbert space (RKHS) which will be denoted as H(R) (c.f. Parzen (1961a Parzen ( , 1961b . The problem of optimal design selection for the estimator ak,T may be formulated as a minimum norm approximation problem in H(R) in the following manner. Let 1. II R denote the norm in H(R) and define
The orthogonal projector (with respect to I[IR, Pk,T , which maps H(R)
onto Sk, T has been shown by Sacks and Ylvisaker (1970) 
TeD n
Thus we see that the optimal design problem is equivalent to the nonlinear best approximation problem: Find T*cD n such that s*:=P k,Tf I satisfies IIf-s*{IR "nf inf H1f-slIR.
TeDn S k,T
In order to study this problem more closely we now restrict our attention to a specific class of X processes and their corresponding covariance kernels. Let 1 s-uk-ltuk-i us
where (x) r x for x > 0 and is 0 otherwise, and let U(.) denote the corresponding normal process, i.e., a(k-l)-fold multiple integral of Brownian motion. Define a new process, W, by
It will be assumed in subsequent discussions that R is the covariance iii) R(s,t), as a function of s for fixed t, is a spline of order 2k
in continuity class C 2k -2 with a knot at t. 
Therefore, in view of (2.3), the optimal design problem for the types of Y processes considered here coincides with finding the breakpoints
Approximation by piecewise polynomials with free breakpoints has been studied by , , and Chow (1978) . Their results, restated in the design setting, yield this partial characterization of optimal designs for covariance kernels of the form (2.6).
Theorem 1.
Let T* Dt*) D be an optimal design. If
Sometimes the necessary condition (2.8) is also sufficient to guarantee an optimal design. We state such a result from Eubank, Smith and Smith (1981a, 1981b).
concave on (0,1), then 8 kT has a unique optimal design for each n.
In general uniqueness is quite difficult to prove. At present, very few other positive results concerning uniqueness are available.
AN ALGORITHM FOR COMPUTING OPTIMAL DESIGNS
Theorem 1 suggests that we should find a design T -(to,...,tn+ I for which Fi(T) -0, i -1,...,n, where
Thus, setting F(T) = (F1(T),...,Fn(T)) t , we see that we are looking for a zero of the vector valued function F. Such zeros will be candidates for 8 optimal designs. Chow (1978) has shown that
where,recall t 0:=0 and t n+l:=l. Consequently, the Jacobian matrix of F at T,
A(T):
, is tridiagonal with non-zero elements given by
and
When f is 2k times continuously differentiable and f (2k) > 0 we can use Newton's method to find a T*ED which is a zero of F. Such a n T* will be an optimal design candidate and may be constructed using the algorithm presented below. If, in addition, f satisfied the conditions of Theorem 2, then the T* located by the algorithm will be the optimal design.
Algorithm:
Step 1. Select an initial T = (t 0 ,.. .,tn+l).
Step 2. Check to insure that TED n n
Step 3. Compute F(T) and A(T).
Step
Compute b = A(T)-IF(T).
Step 5. Stop if b is small or the maximum number of iterations has been met.
Step 6. Set t i = t i -b i , i=l,...,n, and return to Step 2.
As was indicated above, the algorithm (when it converges) finds a design T* which satisfies a necessary condition for design optimality.
In order to enhance our chances of finding a "good" design, care should be taken in Step 1. An initial design choice which usually yields good results is the nth element of an asymptotically optimal design sequence (c.f. Sacks and Ylvisaker (1966) ). Such a sequence can be constructed using the density 2/2k+l 2/2k+i (3.6)
in the following manner. Let H denote the distribution function corresponding to h with associated inverse (or quantile) function H Then it can be shown (c.f. Smith (1981a, 1981b) and/or Sacks and Ylvisaker (1966, 1970) )that the n t h element of an asymptotically optimal design sequence for 8 consists of the points k,T
The design sequence {TnI obtained by solving (3.7) for successive n n1l values of n is asymptotically optimal in the sense that
Although this relationship between optimal and asymptotically optimal designs pertains to large n, it is often the case (as will be discussed in the examples) that the asymptotics carry over to small n at least to the extent that the values of asymptotically optimal designs provide a good indication of the locations of the optimal design points.
In some cases H -has a closed form making asymptotically optimal designs easy to compute. However, even when this is not the case, H can be readily evaluated through numeric tabulation of H and subsequent interpolation.
If after one or more iterations the check in Step 2 fails, this
indicates that the algorithm has moved out of the feasible region, D n n Such an occurance is usually indicative of a poor choice for an initial design. In this event one alternative, of course, is to simply reinitialize with another design and try again. Alternatively, one might reduce the size of the step taken in Step 6, i.e., take t. = t. -ab. It is important to note that for k 3 the asymptotically optimal designs consists of uniformly spaced design points. These are, in fact, seen to 1 6 be the optimal designs. Therefore, in the case of f(t) t 6 with |6 k -3 sampling the Y process at uniform intervals is not only sound but an optimal strategy. This is not the case, however, for k I 1 and 2.
The optimal designs of size n -1,3,5,10,20 for this regression model were computed for k = 1,2,3. The variances of 8 kT corresponding to these designs are presented in Table 1 Examination of Table 1 reveals that, as one might suspect, the substantive gains from the use of optimal (as opposed to asymptotically optimal) designs occur for small n and/or k. Asymptotically optimal designs perform quite well in this case even for relatively small n over all values of k. In contrast, for k -1 uniformly spaced design points tend to perform poorly, relative to optimal or asymptotically optimal designs, especially for small n. The use of uniform designs would seem acceptable for large n when k -2 and, of course, the uniform, asymptotically optimal and optimal designs all agree when k = 3.
Through the use of asymptotically optimal designs to initialize the algorithm it was possible to obtain convergence to the optimal designs, in every instance, in 5 or fewer iterations. However, when uniformly spaced design points were tried as starting values, this resulted in a failure of the check in Step 2 of the algorithm for n > 10 when k -2 and even for n as small as 3 when k -1. In the instance of k -2 it was found that by taking a step of size 6 -.29 in (3.9) convergence (to the extent of 5 digit accuracy) could be obtained after 41 iterations (values of 6 > .3 were all apparently to large to provide similar results). 
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No such value of 6 could be found when k = 1. Keeping in mind the criterion (2.8) that is utilized for locating an "optimal" design point, this latter fact comes as no surprise when one compares, for instance, the uniform 3 point design (.25, .5, .75) with the optimal design (.65828, .81674, .92042) for this case. As in the previous example the H function has a closed form. In this case x 1/2 when k -1,
The variances of ak,T corresponding to optimal, asymptotically optimal and uniformly spaced designs of size n-1,3,5,10,20 are presented in Table 2 for k -1,2,3. As in the previous example, optimal designs were computed using asymptotically optimal starting values. In all instances convergence occurred after at most 7 iterations. Examinations of the values in Table 1 lead, again, to the conclusion that the use of optimal designs (rather than asymptotically optimal designs) will be of the most value when n is small. Table 1 , those given in Table 2 
(3.12)
This regression function provides an example of optimal design duplicity as well as an illustration of the sensitivity some functions exhibit regarding the selection of an initial design.
Using n-l with k-2 one finds that V(B2, T ) has a local maximum results in convergence to T and T 2 respectively. It should be noted that T* is also the uniform and asymptotically optimal design for this case. We therefore have an instance when the use of either uniform or asymptotically optimal, in lieu of optimal, designs is not only poor, but in fact, the worst strategy.
The function (3.12) has also been considered in Bock (1976) where the graph of Ilf-P2,TflI R versus t1 is seen to have a "W-shape". Although there is little difference, in this case, between the variance at the local maximum and at the two minimums, it is clear that functions may be constructed for which this difference is arbitrarily large.
In the examples we have considered only regression functions for where Z Q) denotes the jth sample order statistic. Parzen (1979) has shown that, for N sufficiently large, a model for scale parameter estimation is (ii) through reference to the optimal spacing literature, comparisons may be made between designs (spacings) obtained from the algorithm and those computed by other authors using the classical approach which involves a search using global optimization for each distribution.
It is important to note that due to the particular characteristics of a distribution it is sometimes possible to show uniqueness for optimal spacings when Theorem 2 is not applicable. Such results may be helpful in providing an indication of how our algorithm will perform under nonideal conditions. We illustrate this and the other comments with an example.
Let F 0 be the distribution function for the Pareto distribution,
i.e., In this case V+l 
Theorem 2 is therefore applicable and insures a unique optimal design when v < 1. The unique optimal spacings for v -.5 obtained from the algorithm with n -1,3,7 are presented in Table 3 and agree with those obtained by Kulldorf and Vannman (1973) using global optimization methods.
Also given in Table 3 To obtain an algorithm for optimal spacing computation in this instance it is only necessary to interchange the roles of d 0 and do*Q 0 in the previous discussion.
The example presented in this section illustrates how the algorithm presented in Section 3 may be used for optimal spacing computation, and, in addition, provides an indication of how it performs under departures from the "ideal conditions" of Theorems I or 2. For these reasons it has been useful to consider a situation where the optimal spacings had been obtained by other methods and were, therefore, available for comparison purposes. However, the value of this algorithm to the practitioner will lie in its use for the computation of the optimal spacings in situations which have not been considered in the literature and for which existing results are not available. It is our belief, based on comparison with the classical results, that this algorithm will be a valuable tool for this purpose even under moderate departures from the conditions of Theorems 1 or 2. We also conjecture that, since the algorithm is based on the local behaviour of the d(or d-Q) function near an optimal spacing element, optimal spacings can be obtained more rapidly and efficiently through the use of this method rather than an ad hoc global optimization technique. Unfortunately, the computational aspects of optimal spacing construction are typically not reported in the literature on the subject and consequently, it is difficult to obtain comparisons which support this contention.
SUMMARY AND DISCUSSION
In this paper an algorithm has been presented for the computation of optimal designs for certain time series models. This algorithm locates a design which satisfies a necessary condition for optimality provided f( 2 k) is continuous and of one sign on [0,I].
If in addition, log f(2k)
is concave on (0,1) the use of this algorithm should provide the optimal design. The algorithm has also been shown to be useful in the selection of order statistics for location or scale parameter estimation. The advantage of this approach to spacing selection over classical techniques is that it provides a unified approach to optimal spacing selection which obviates the need for global optimization.
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Experience with this algorithm indicates that it works rather well even when the conditions of Theorem 1 are only approximately satisfied (e.g., Example 2 of Section 3 and the case of v = 2 in Section 4). However, it may be more sensitive in such cases to the choice of initial designs.
While uniformly spaced starting values are easily input and may produce the optimal design, they can also give poor or misleading results. Generally, better results may be obtained by initializing with an asymptotically optimal design, and, consequently, this method is recommended even though one must -I begin by evaluating the function H as in (3.7) .
