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ABSTRACT
Given two sets of objects, metric similarity join finds all similar
pairs of objects according to a particular distance function in metric
space. There is an increasing demand to provide a scalable similar-
ity join framework which can support efficient query and analytical
services in the era of Big Data. The existing distributed metric sim-
ilarity join algorithms adopt random sampling techniques to pro-
duce pivots and utilize holistic partitioning methods based on the
generated pivots to partition data, which results in data skew prob-
lem since both the generated pivots and the partition strategies have
no quality guarantees.
To address the limitation, we propose SP-Join, an end-to-end
framework to support distributed similarity join in metric space
based on the MapReduce paradigm, which (i) employs an estimation-
based stratified sampling method to produce pivots with quality
guarantees for any sample size, and (ii) devises an effective cost
model as the guideline to split the whole datasets into partitions in
map and reduce phases according to the sampled pivots. Although
obtaining an optimal set of partitions is proven to be NP-Hard, SP-
Join adopts efficient partitioning strategies based on such a cost
model to achieve an even partition with explainable quality. We
implement our framework upon Apache Spark platform and con-
duct extensive experiments on four real-world datasets. The re-
sults show that our method significantly outperforms state-of-the-
art methods.
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1. INTRODUCTION
Nowadays the emerging data lake problem [36] has called for
more efficient and effective data integration and analytics tech-
niques over massive datasets. As similarity join is a fundamental
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operation of data integration and analytics, scaling up its perfor-
mance would be an essential step towards this goal. Given two
sets of objects, similarity join aims at finding all pairs of objects
whose similarities are greater than a predefined threshold. It is an
essential operation in a variety of real world applications, such as
click fraud detection [41], bioinformatics [38], web page dedupli-
cation [43] and entity resolution [23]. There are many distance
functions to evaluate the similarity between objects, such as EDIT
DISTANCE for string data, EUCLIDEAN DISTANCE for spatial data
and Lp-NORM DISTANCE for images. It is necessary to design a
generalized framework to accommodate a broad spectrum of data
types as well as distance functions. To this end, we aim at sup-
porting similarity join in metric space, which is corresponding to a
wide range of similarity functions. Without ambiguity, we will use
“metric similarity join” for short in the rest of this paper.
Acting as an essential building block of data integration, it is
expensive to perform the metric similarity join in the era of Big
Data where the number of computations grows quadratically as the
data size increases. There is an increasing demand for more effi-
cient approaches which can scale up to increasingly vast volume
of data as well as make good use of rich computing resources. To
pluck the valuable information from the large scale of data, many
big data platforms, e.g. Hadoop 1, Apache Spark 2 and Apache
Flink 3, adopt MapReduce [11] as the underlying programming
model to process large datasets on clusters. In order to take full
advantage of the MapReduce framework, it requires to overcome
bottleneck regarding communication costs in the distributed envi-
ronment. Moreover, due to the well-known problem of “the curse
of last reducer”, it is also necessary to balance the workload be-
tween workers in a distributed environment.
To provide efficient join operations, previous studies [8, 33, 41,
16] employ a three-phase (i.e., sampling, map, and reduce) frame-
work for metric similarity join using MapReduce as is shown in
the left part of Figure 1. In the sampling phase, some objects are
sampled as pivots to represent the whole dataset. In the map phase,
the dataset is divided into partitions according to those pivots us-
ing holistic partitioning methods. In the reduce phase, all partitions
are shuffled into reducers and the verification is performed on each
reducer. The union of results from all reducers is the output for
similarity join.
Unfortunately, the existing work suffers from the data skew prob-
lem, which can significantly damage the overall performance. The
1https://hadoop.apache.org/
2https://spark.apache.org/
3https://flink.apache.org/
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Figure 1: SP-Join: Overall Framework
data skew problem is caused by the following two facts: (i) the piv-
ots are produced by uniform random sampling methods and (ii) the
partitions are generated by the holistic partitioning methods with-
out quality guarantee. The existing studies focus on designing dif-
ferent partition strategies while ignoring the selection of high qual-
ity pivots – they simply employ random sampling to generate the
pivots, which can result in very low quality pivots. Relying on
the low quality pivots to perform partitioning will provide heavily
skewed partitions, which damages the overall performance. One
possible way for the existing work to get high quality pivots is to
increase the sample size, which will bring extra overhead and also
damage the performance. In addition, if the sample size is too large,
the benefits will be counteracted by the overhead of map phase 4.
We argue that it is essential to adopt statistical tools such as sam-
pling techniques to avoid the bottleneck brought by improper pivots
selection. Sampling techniques are widely adopted by the prob-
lem of Approximate Query Processing (AQP), which have been
proved to be effective in helping data scientists identify the sub-
set of data that needs further drill-down, discovering trends, and
enabling fast visualization [6]. Therefore, there has been a long
stream of research work about AQP in the database community,
which are applied to problems of data visualization [25], query op-
timization [30] and business intelligence (BI) [13]. Motivated by
these works, in this paper we focused on devising effective sam-
pling approaches to boost the overall performance of distributed
metric similarity join.
We propose Sampling Powered Join (SP-Join), a scalable frame-
work to mitigate the overhead of metric similarity join in big data
analysis. The workflow of SP-Join is shown in the right part of
Figure 1, where the highlighted parts are brand new techniques pro-
posed by us compared with previous studies. To provide pivots with
quality guarantee, we aim at adopting stratified sampling instead of
randomly selecting the pivots in the sampling phase. However, it
is rather expensive to directly apply the stratified approach in the
distributed environment. The reason is that it requires to first cat-
egorize the objects into separate strata and then perform random
sampling within each stratum. While it is straightforward in case
of single node, it is non-trivial to build the strata in distributed en-
vironment due to the heavy network transmission overhead. We
4Experimental results regarding this are shown in Section 7 later.
address this problem by conducting stratified sampling from an-
other aspect: Instead of constructing strata by shuffling objects, we
can conduct stratified sampling on each single node in a cluster
separately with necessary statistical information. In this way, we
can obtain the global samples by aggregating the results from all
nodes with only one map job. Therefore, we first utilize statisti-
cal tools to make a wise decision on the contribution of each node
without really construct the global strata. Then propose two light-
weighted sampling algorithms to conduct stratified sampling with
trivial overhead under MapReduce framework. In addition, we the-
oretically analyze the statistical quality guarantee of our sampling
techniques.
Obtaining high quality pivots is just the first step towards effi-
cient similarity join algorithm. To better utilize the pivots, it fur-
ther requires effective strategies to split the dataset into partitions
in map and reduce phases. To this end, we propose a cost model
to formally quantify the cost of the partition problem. According
to this cost model, it is proven that obtaining optimal partitions
is NP-hard. We thus propose efficient and explainable partition-
ing strategies which can progressively reduce the partition cost and
achieve good performance in practice. Compared with previous
approaches, our method can make better use of the sampled pivots
and include much fewer dissimilar objects within each partition,
which can significantly reduce the network communication cost as
well as overall computation time.
The contributions of this paper are summarized as following:
• We proposeSP-Join, a MapReduce-based framework to sup-
port similarity join in metric space. Our framework can ef-
ficiently support multiple distance functions with different
kinds of data.
• We devise novel sampling approaches for metric similarity
join in MapReduce framework that employ light-weighted
and theoretically sound techniques for selecting representa-
tive pivots. With such sampling techniques, we can estimate
the global data distribution from that of each node in a clus-
ter. Then it could provide more prior knowledge of the data
distribution so as to enhance the overall performance.
• We conduct comprehensively theoretical study on the pro-
posed sampling techniques and provide a progressive quality
guarantee on given sample size.
• We theoretically study the cost model of partitioning in map
phase and propose effective partition strategies to ensure load
balancing accordingly.
• We implement our framework upon Apache Spark and con-
duct extensive experiments for a variety of distance functions
using real world datasets. Experimental results show that our
method significantly outperforms state-of-the-art techniques
on a variety of real applications.
Note that the motivation and detailed application parts of this
work has been published as a 4-page poster in [42]. This paper
contains significant improvement in technical contribution, theo-
retical analysis, and as well as experimental results compared with
that short version. Thus it does not violate the policy regarding
“Originality and Duplicate Submissions.
The rest of this paper is organized as follows: Section 2 intro-
duces necessary preliminaries and problem settings. Section 3 de-
scribes the foundation of statistics in the sampling phase. Section 4
proposes two sampling techniques to select the pivots for partition
as well as provides the theoretical analysis of error bounds. Sec-
tion 5 presents the partition strategies for map phase. Section 6
proposes some necessary discussions about our framework. The
experimental results are shown in Section 7. Section 8 reviews the
related work. Finally, the conclusion is given in Section 9.
2
2. PROBLEM STATEMENT
In this paper, we focus on the problem of similarity join in metric
space. First, we give the definition of metric space distance and its
properties as is shown in Definition 1.
DEFINITION 1 (METRIC SPACE DISTANCE [3]). LetU be the
domain of data, ox, oy and oz are arbitrary objects in U . A metric
space distance on U is any function D : U × U → R satisfying
• Non-negativity: ∀ox, oy, D(ox, oy) ≥ 0
• Coincidence Axiom: D(ox, oy) = 0 iff ox = oy
• Symmetry: D(ox, oy) = D(oy, ox)
• Triangle Inequality: D(ox, oz) ≤ D(ox, oy) +D(oy, oz)
Based on the above definition, we formally define our problem in
Definition 2.
DEFINITION 2 (METRIC SIMILARITY JOIN). Given two sets
of objectsX and Y which consist ofm-dimensional vectors, metric
similarity join aims at finding all pairs of 〈ox, oy〉 from X × Y ∈
D(ox, oy) ≤ δ where D is a metric space distance function speci-
fied by the user and δ is its threshold.
EXAMPLE 1. This example shows the similarity join in metric
space with L1-NORM DISTANCE. Given two m-dimensional vec-
torsX and Y , the L1-NORM DISTANCE between them can be cal-
culated as: L1dist(X,Y ) =
∑m
i=1(|xi − yi|), where xi and yi
are the value in the ith dimension of X and Y , respectively.
As the distance function on a dataset containing 4 objects:
o1 = [16,35,5,32,31,14,10,11], o2 = [15,33,2,35,29,13,11,12],
o3 = [10,27,8,26,37,23,15,13] and o4 = [9,30,4,25,34,25,18,14].
Assume the given threshold for similarity join is δ = 30, then
D(o1, o2) = |16 − 15| + |35 − 33| + ... + |11 − 12| = 14,
D(o1, o3) = 45, D(o1, o4) = 45, D(o2, o3) = 49, D(o2, o4) =
47, D(o3, o4) = 18. Therefore, the final results of similarity join
are 〈o1, o2〉 and 〈o3, o4〉.
In this paper, without loss of generality, we focus on the self-
join of a dataset R. Notice that, it is straightforward to extend
our framework to support non-self-join case. We also use L1-
NORM DISTANCE to illustrate the techniques in this paper. But our
techniques could be generalized to all distance functions in met-
ric space, including those for string data (see Section 6.2 for more
discussions).
3. ESTIMATING DISTRIBUTION
In this section, we introduce the foundation of our sampling ap-
proaches. We first illustrate the motivation of devising effective
sampling approach in Section 3.1. We then provide an overview
of our sampling techniques in Section 3.2. Next, we introduce two
crucial steps, i.e. Distribution Estimation (Section 3.3) and Confi-
dence Calculation (Section 3.4) of the sampling phase.
3.1 Motivation
Recall the three-phase framework of state-of-the-art methods in
Figure 1, in this section we aim at improving the sampling phase,
which dominates the overall performance. The cornerstone of our
approaches comes from the fact that each pivot reveals a piece of
information about the underlying but unknown distribution of the
entire dataset. Therefore, a set of perfect pivots, which reflects a
concise statistical distribution of the underlying data, can bring sig-
nificant performance benefits for metric similarity join. In the ideal
case, if we have access to an incredibly precise distribution of the
underlying data, we can divide the workload evenly across all nodes
and minimize the network communication cost. To demonstrate it,
we first intuitively use a running example to show the importance
of sampling.
EXAMPLE 2. In Figure 2, we use sampled pivots (large red
cross) to split all objects (blue points) in the dataset into four parts.
The partitions are split by red lines. Among them, Figure 2(a)
demonstrates that bad samples can lead to skewness in the par-
tition. The numbers of data points of four partitions in Figure 2(a)
are 88, 6, 93, 13, respectively. Therefore, the maximum verification
number among partitions in this situation is about 4278. Mean-
while, once we have good samples as shown in Figure 2(b), there
are balanced partitions. Then the cardinality of these four parti-
tions are 47,51,48,54, respectively. Correspondingly, the maximum
verification number is about 1431, which is approximately 3 times
better than the case of bad sampling.
(a) Bad Samples (b) Good Samples
Figure 2: Importance of Sampling
3.2 Overview of Sampling Process
Algorithm 1: Overall Sampling Algorithm
for each local node i do1
Estimate the parametric Distribution P (x; )2
Construct the test statistics for Ki and obtain its value3
Obtain the confidence level using Equation 104
Broadcasting the distribution parameters 〈Fi(x), c0i , Ni〉5
to all local nodes
Obtain samples.6
In order to tackle the inherent deficiency of previous studies [8,
33, 41] using simple random sampling, we propose a novel frame-
work which aims at supporting stratified sampling to provide better
pivots and formal guarantee. To describe the sampling techniques,
we first introduce some terminologies that will be used in Section 3
and Section 4. In the distributed environment, we call each sin-
gle machine a local node in the cluster. The whole dataset R is
distributed to all local nodes in our problems setting. NR is the
cardinality of the dataset; m is the dimension number of each ob-
ject; k is the number of required samples; M is the total number of
nodes.
From the perspective of statistics, the objects in R can be mod-
eled asNR independent and identically distributed observations on
m-dimensional random variables which are denoted as X . Then a
dataset can be described with its parametric distribution, i.e. its Cu-
mulative Distribution Function (CDF) Fi(x) = P (x;η), where η
denotes the distribution parameter set. Correspondingly, the Prob-
ability Density Function (PDF) is denoted as p(x;η). If a ran-
dom variable X conforms the distribution, we denote it as: X ∼
P (x;η). Specifically, the distribution of the whole dataset is called
global distribution; while that of each local node is called local dis-
tribution.
3
With above terminology, we then outline our sampling techniques.
To implement stratified sampling in distributed environment, the
naive approach needs multiple map and reduce jobs to construct
the strata and obtain the samples, which is rather inefficient due to
the expensive network transmission cost. One tempting approach
to improve that is to conduct stratified sampling on each local node
separately without constructing a global strata. However, it would
definitely compromise the quality of sampling since each local node
could only construct strata with local information. In order to rem-
edy it, we utilize statistical tools to estimate the global distribution
from local distributions of each node. With the help of global infor-
mation, we can make a wise decision on the sample size and strata
construction for each local node. Following this route, we propose
a 3-stage sampling framework shown in Algorithm 1:
Stage 1: Distribution Parameter Estimation. (Section 3.3).
During the stage 1, we estimate a parametric distribution P (x;η)
for each local node in a cluster (line 2). This can be done by the
well-known Maximum Likelihood Estimation technique.
Stage 2: Distribution Confidence Calculation.(Section 3.4).
With only the local distribution of each node obtained in Stage 1, it
is not enough to estimate the global distribution as well as conduct
stratified sampling just from the parametric distributions. In order
to decide the contribution that each local node makes to the global
distribution, we also need to identify the confidence level that the
estimated local distribution holds in each local node. In Stage 2,
we finish this step with the tool of hypothesis testing (line 3-4).
Stage 3: Samples Acquisition.(Section 4). Finally, with the
parametric distribution and the confidence level of each local node,
we are able to conduct stratified sampling on all local nodes to ob-
tain the final sampled pivots (line 5-6). We first propose a distribution-
aware sampling approach to better utilize the distribution and its
confidence acquired in the first two stages. Moreover, we further
devise a generative sampling approach, which makes the sampling
overhead independent of the sample size.
3.3 Distribution Estimation
We first introduce how to adopt the theory of Maximum Likelihood
Estimation (MLE) to estimate the parametric distribution for each
local node. Generally speaking, MLE is a methodology to fit the
dataset into a statistical model and then we use Goodness of Fit
to describe how well it fits a set of observations in Section 3.4.
However, one problem is that the subset on each local node might
conform different types of distributions. To determine the global
distribution, it requires a generalized form to describe the paramet-
ric distribution.
Fortunately, the Exponential Family (a.k.a Koopman-Darmois
Family) Distribution [1] provides a unified parametric format to
represent the local distributions as well as the global distribution. It
can be used to describe the Probability Density Function (PDF) of
most common distributions in the real world, such as Normal, Beta,
Gamma, Chi-square distributions by simply varying its parameters,
which is formally shown in Definition 3.
DEFINITION 3. Given the parameter set η, the real-valued func-
tion of the parameter set α(η) and the statistics functions T (x)
and h(x), the PDF of Exponential Family Distribution can be writ-
ten as following:
p(x;η) = h(x) exp
(
ηT · T (x)− α(η)) (1)
which satisfies∫
h(x) exp
(
ηT · T (x)− α(η))dx = 1
By varying T (x) and h(x), we can use its CDF P (x;η) to de-
note different kinds of distribution. Table 1 shows some different
distributions that can be represented with Exponential Family Dis-
tribution by varying the parameters η, h(x),T (x), α(η).
Given the data on a local node, we can fit its CDF P (x;η) by
estimating the parameter set η with Maximum Likelihood Estima-
tion(MLE) approach. In this way, the formula of parameter set η0
can be obtained with the help of function µ(η). Consequently, we
could get η0 since T (oi) and NR can be known for the data on a
local node. The details are summarized in Lemma 1.
LEMMA 1. The parameter set η0 to describe the distribution of
a local node can be estimated as:
η0 = µ−1
(∑NR
i=1 T (oi)
NR
)
(2)
where µ(η) = Eη
(
T (x)
)
=
∂α(η)
∂η
is the Mathematical Expec-
tation of the distribution on function T (X) with parameter set η,
and µ−1(x) is the inverse function of µ(x).
PROOF. Based on the theory of MLE, we first get the likelihood
function as following:
L(η;x) =
∏
o∈R
p(o|η) =
NR∏
i=1
h(oi) exp
(
ηT · T (oi)− α(η)
)
(3)
where o and oi represent objects in datasets. Then the objective of
MLE is to maximize the above likelihood function.
In practice, it is often convenient to work with the natural loga-
rithm of the likelihood function since the original function and the
the natural logarithm reach the maximum value at the same param-
eter set η0.
Therefore we have:
η0 = arg max
η
(L(η;x)) = arg max
η
log
(L(η;x))
= arg max
η
NR∑
i=1
(
ηT · T (oi)− α(η)
)
(4)
Utilizing that the derivative of function on maximum parame-
ters is 0 based on Fermat’s theorem5, we then obtain the equation
contained η0.
∂ log
(L(η;x))
∂η
∣∣∣∣
η=η0
=
NR∑
i=1
T (oi)−NR · ∂α(η)
∂η
∣∣∣∣
η=η0
= 0
(5)
Moreover, in [4], we obtain the equation related to
∂α(η)
∂η
:
∂α(η)
∂η
= µ(η) = Eη
(
T (x)
)
=
∫
T (x)p(x;η)dx (6)
Finally, based on the equation 5 and 6, we get η0 = µ−1
(∑NR
i=1 T (oi)
NR
)
where µ−1 is the inverse function of Eη
(
T (x)
)
.
For other distributions whose Eη(T (x)) cannot be written in
an explicit form, we could use Gradient Descent to get the ap-
proximate solution of MLE since the derivative is known with the
datasets and given forms of function α(η). Actually, it is rather
easy to obtain the explicit form of Eη(T (x)) for most common
distributions.
5https://en.wikipedia.org/wiki/Fermat%27s theorem (stationary points)
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Table 1: Summary of Common Distributions Represented by Exponential Family Distribution
Distribution Probability Density/Mass Function η h(x) T (x) α(η)
Exponential f(x|λ) =
{
λe−λx x ≥ 0
0 x < 0
−λ 1 x − log(−η)
Gamma f(x|α, β) = β
α
Γ(α)
xα−1e−βx
[−α− 1
−β
]
1
[
log x
x
]
− log Γ(η1 + 1)− (η1 + 1) log(−η2)
Multivariate
Normal f(x|µ,Σ) =
e−
1
2
(x−µ)TΣ−1(x−µ)√
(2pi)m|Σ|
[
Σ−1µ
− 1
2
Σ−1
]
(2pi)−
k
2
[
x
x · xT
]
−1
4
ηT1 η
−1
2 η1 −
1
2
ln(| − 2η2|)
Wishart fp(x|V , n) = |x|
n−p−1
2 e−
tr(V−1x)
2
2
np
2 |V |n2 Γp(n2 )
[− 1
2
V −1
n−p−1
2
]
1
[
x
log |x|
]
−n
2
log | − η1|+ log Γp(n
2
)
Dirichlet
f(x|α) = f(x1, · · · , xK |α1, · · · , αK)
=
Γ(
∑K
i=1 αi)∏K
i=1 Γ(αi)
K∏
i=1
xαi−1i
α1...
αK
 1∏K
i=1 xi
 log x1...
log xK
 ∑Ki=1 log Γ(ηi)− log Γ(∑Ki=1 ηi)
3.4 Confidence Calculation
After estimating η0 with Lemma 1, we could obtain the data dis-
tribution Fi(x) = P (x;η0) of each local node. The next step is
to identify the confidence level that above distribution holds. The
information of confidence level represents to what extent the esti-
mated distribution conforms with the dataset. And it would influ-
ence the sample size and strata construction on each local node.
To describe the techniques, we use the following notations in this
section: for local node i, its cardinality is Ni. The test statistics of
node i isKi and the value of it isK∗i . The confidence level that the
distribution holds is c0i .
The methodology to obtain the confidence level that P (x;η0)
holds is based on the Goodness of Fit [18] theory, which is used to
describe how a distribution (statistical model) fits the dataset (a set
of observations). Measures of goodness of fit typically summarize
the discrepancy between observed values and the values expected
under the distribution in question. Such measures can be used in
statistical hypothesis testing [10] to test whether outcome frequen-
cies follow a specified distribution.
Before showing the details in each step, we first provide a gen-
eral intuition behind these steps. Recalled that the dataset can be
considered as an observation on random variables which conform
the distribution drawn from dataset, i.e. the true distribution. In-
tuitively, the true and estimated distribution can be connected with
random variables. In particular, we can propose a random variable
called test statistics to somehow depict the conformity between the
estimated distribution and random variables that conform true dis-
tribution. Such a conformity can be reflected by the value of test
statistics. Meanwhile, the test statistics also can be validated with
the dataset. We can then obtain the probability that the value of test
statistics is larger than the one validated from true dataset, which
also means the probability that the estimated distribution on a local
node conforms the true distribution. And such a probability can be
regarded as the confidence level that the distribution holds.
To sum up, the procedure of statistical hypothesis testing in Good-
ness of Fit can be divided into five steps:
1. Propose the hypothesis H0, which is a testable statement on
the basis of observing a process modeled via a set of random
variables.
2. Construct the statistic Ki based on the hypothesis and its re-
lated random variable. Therefore Ki is a random variable
constructed by the other random variables.
3. Prove that the statistics conforms a distribution under the as-
sumption that the hypothesis is true.
4. Compute the value of test statisticsKi (denoted asK∗i ) from
data on the local node. That is, to replace the random vari-
ables in Ki with the true gotten value.
5. Obtain the confidence, which is the probability (i.e. p-value)
that the statistical summary (e.g. mean) of a given distribu-
tion would be no worse than actual calculated results.
Next we will follow these five steps to acquire the confidence
level. As mentioned in Section 3.2, the CDF of random variable
X can be viewed as the true distribution of data on a local node.
And objects belonging to the local node can be considered as the
independent observations on random variable X , which means
the observations can also be considered as random variables
X1, · · · ,XNi which are independent and conform the same
true distribution with X . With such explanation from the sta-
tistical aspect, given the estimated distribution, we can propose the
hypothesis(Step 1):
H0 : X ∼ P (x;η0) (7)
Here X is the set of random variables which are observed from
true distribution, and P (x;η0) is the estimated distribution.
Correspondingly, if the hypothesis is true, the data on a local
node can be regarded as conforming the estimated distributionP (x;η0)
obtained in Section 3.3. Then the test statistics Ki can be con-
structed as the difference between estimated distribution P (x;η0)
and true data distribution on the local node. If they are close enough,
then we could assert the hypothesis is true.
In order to evaluate the closeness, we utilize the method pro-
posed in [10] to discretize the continuous space of random variables
X into a finite number t disjoint cells Z1,Z2, ...,Zt, where t is
a hyper-parameter and can be set empirically. Then we can derive
the test statistics using Lemma 2 (Step 2).
LEMMA 2. The test statistics Ki can be written as
Ki =
t∑
j=1
(
νj −Ni · qj(η0)
)2
Ni · qj(η0) (8)
where νj =
∑Ni
i=1 1{Xk∈Zj} is the Frequency of a cell based on
the observations; qj(η0) =
∫
Zj p(x;η
0)dx is the probability that
the estimated distribution falls into the corresponding cell.
PROOF. For the Exponential Family Distribution, the probabil-
ity of event collections in cellZj can be written as:
qj(η
0) =
∫
Zj
h(x) exp
(
(η0)T · T (x)− α(η0))dx
Since X ∼ P (x;η), qj(η0) is considered as the probability of a
cell.
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Here the CDF of X is considered as true data distribution. If it
conforms the estimated distribution, we could assert the observed
frequency that objects (the observation ofX) locate in a cell would
be more close to the theoretical probability of that cell based on
estimated distribution.
Then our hypothesis can be rewritten as:
H0 : P{X ∈ Zj} = qj(η0),∀j.
where P{X ∈ Zj} is the frequency that data (the observation of
X) locates in cellZj .
Moreover, given the observations on node i, the frequency of
X ∈ X , X ∈ Zj can be calculated as
∑Ni
i=1 1{Xk∈Zj}
Ni
=
νj
Ni
,
where νj is the frequency of X ∈ Zj .
Finally, regarding the goodness of fit theory, in order to depict
the relative distance between frequency and probability, the test
statistics Ki for each local node uses a measure which is the sum
of differences between observed and expected outcome frequency,
i.e. counts of observations. Each of them is squared and divided by
the expectation [10], which thus follows Equation 8.
We want to specifically clarify thatKi is a random variable since
νj and η0 are random variables depending onX1, · · ·XNi . In ad-
dition, when using objects on node i to replace the random variable
X , we can then calculate the value of Ki. In order to distinguish
the test statistics from its value, we denote the value as K∗i .
We can prove that statistics Ki conforms a chi-squared distribu-
tion by leveraging the statistical tool of Pearson’s Chi-Square Test
(Step 3), which is formally stated in Theorem 1. Note here the
value of w and t could be different for different node i.
THEOREM 1. If X ∼ P (x;η0), then the test statistic Ki con-
forms the Chi-Squared distribution with t−w− 1 degrees of free-
dom:
Ki ∼ χ2t−w−1
where w is the number of parameters in η0 and t is the number of
cells explained above.
PROOF. See [10].
Then, we can calculate the value K∗i of test statistics based on
objects of node i. It can be achieved by replacing the random vari-
ables (observations) Xk with the value of objects on node i 6 to
calculate the value. Formally, we can compute the K∗i in Equa-
tion 9 (Step 4).
K∗i =
t∑
j=1
(∑Ni
k=1 1{ok∈Zj} −Ni · qj(η0)
)2
Ni · qj(η0) (9)
where o and ok represents the value of objects in local node i rather
than random variables compared with Xk. Concretely, ok can be
considered as the corresponding value ofXk shown in data of local
node i.
After we have the true value of random variable K∗i and its the-
oretical distribution under the establishment of hypothesis, it is na-
ture to compare how the true value deviates from the theoretical
distribution. In other words, it is the probability that the random
variable Ki is larger than the true value. If the probability is low, it
means there is little possibility that the hypothesis is true. As a re-
sult, the confidence to the hypothesis is also low. That is the reason
why we just use the probability to calculate the confidence in this
scenario.
6which can be obtained locally without network transmission
According to above results, given the value K∗i of test statistics,
we can get the confidence level with Equation 10 (Step 5).
c0i = sup{c|K∗i > χ2t−w−1(c)} (10)
Actually, this confidence level is the maximum probability which
makes the hypothesis true. As is further explained in [10], if K∗i >
χ2t−w−1(c) holds with a given probability threshold c, we can as-
sert that the hypothesis is true, i.e. the data conforms the distri-
bution with the parameter set η0. In the practice of the sampling
techniques, the c0i ≥ 0.95 empirically. In this case, the data of
all local nodes can fit at least one distribution in the Exponential
Family Distribution. If there are multiple possible distributions, we
select the distribution with the maximum confidence as the result.
4. SAMPLING ALGORITHMS
With the distribution parameters and confidence obtained in Sec-
tion 3, we can then acquire the sampled pivots using only one map
job (Stage 3 in Algorithm 1). We first propose a distribution-aware
sampling approach by leveraging these statistics (Section 4.1). Then
we improve it with a generative approach, which makes the cost of
sampling independent from the sample size (Section 4.2). Finally,
we make theoretical analysis and provide a formal quality guaran-
tee of our techniques (Section 4.3).
4.1 Distribution-aware Sampling
After the first two stages in Algorithm 1, we can utilize the con-
fidence to decide the number of samples that should be obtained
from each node i as Equation 11.
Ni/c
0
i∑
j(Nj/c
0
j )
· k (11)
The intuition is that the higher confidence there is, the more we
know about the distribution of a node. Therefore, we should fetch
more samples from the nodes whose distribution is associated with
lower confidence so as to acquire more knowledge about them and
make the global distribution more reliable. After that, we can con-
duct stratified sampling on each local node i with the help of the
estimated distribution Fi(x).
Next we analyze the quality of our estimation of the global dis-
tribution using the global test statistic K and the global confidence
c0. A lower bound of c0 is deduced in Theorem 2.
THEOREM 2. The lower bound of global confidence c0 is the
minimum value of all confidences c0i from each node.
c0 ≥ min
i
c0i (12)
PROOF. Since the global distribution is obtained from the com-
bination of all local distributions, we consider the test statisticK of
global distribution as the sum of the test statistics of these individ-
ual local distributions, i.e. K =
∑
iKi. According to Theorem 1,
we have K =
∑
iKi ∼
∑
i χ
2
(t−w−1). Thus, the global confi-
dence c0 can be decided based on the value of global test statistic
K∗ as shown in Equation 13.
c0 = sup{c|K∗ >
∑
i
χ2(t−w−1)(c)} (13)
We denote c = mini c0i and will prove c ≥ c0.
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Based on the definition of ci = sup{c|K∗i > χ2(t−w−1)(c)} in
Equation 10, we have the inequality for any c ≤ c0i :
K∗i > χ
2
t−w−1(c), (∀c ≤ c0i ) (14)
Noticed that c is the minimum value among c0i , which means
c ≤ c0i for any i. Therefore, derived from the Inequality 14, the
following formula is established for any i.
K∗i > χ
2
t−w−1(c) (15)
Next, we sum up the both sides of the Inequalities 15 on different
i to get the following one:
K∗ =
∑
i
K∗i >
∑
i
χ2(t−w−1)(c) (16)
Finally, based on the definition of c0 in Equation 13, we can see
that c ≥ c0, which completes the proof.
Algorithm 2: distribution-aware Sampling
begin1
Calculate local sample size lc for each node using2
Equation 11
For each node i, split its space into b√lcc boxes as B3
for each box Bj do4
Calculate probability P{X ∈ Bj} under Fi(x)5
Get lc · P{X ∈ Bj)} samples based on c0i6
Combine all samples from above boxes into Si7
Collect all Si from each node and combine them into S8
return sampled pivots S9
end10
Based on above analysis, we propose a distribution-aware sam-
pling approach as is demonstrated in Algorithm 2. For each local
node i, we already obtain the distribution Fi(x) and the confidence
c0i using the methods described in Section 3. Then we determine
the number of samples on each node (line 2). Next we utilize the
distribution information to do sampling on one single node: we
try to split the space of random variable values into b√lcc boxes
(line 3). Each box has its correspondingly probability P{X ∈ Bj}
w.r.t the estimated distribution (line 5). Then we can use the cor-
responding probability to determine the portion we should sam-
ple from each range, and conduct stratified sampling (line 6). In
this process, we will randomly reject some samples with possibil-
ity 1 − c0i and perform resampling until we get lc · P{X ∈ Bj}
samples. The reason is that c0i is the confidence of fitting and we
could consider it as the acceptance degree of each sample. Then
on each node, we collect samples from all ranges and construct the
local sample collection (line 7). Similarly, we combine the samples
from all nodes and get the final result (line 8).
4.2 Generative Sampling
One potential bottleneck of above distribution-aware sampling
is that it needs to fetch samples from each local node using a map
job. Then the network communication cost will increase linearly
with the total sample size k. In this section, we propose a gen-
erative sampling approach to further reduce the overhead. The
cornerstone is that the higher level goal of sampling is to obtain
representative pivots so as to help split the whole dataset into par-
titions in the following phases. To reach this goal, the samples
should reveal enough knowledge about the global distribution of
dataset. Nevertheless, they do not have to come from the original
dataset. Therefore, instead of directly utilizing the distribution of
Algorithm 3: Generative Sampling
begin1
Collect all sampling distribution types and parameters;2
Construct these conditional distributions in Euqtion 173
to 19 for each node;
S = GibbsSampling(k)4
return sampled pivots S5
end6
each local node to obtain samples, we combine them to simulate a
global distribution of the whole dataset. Then unlike the previous
approaches which fetch samples from each local node, we gener-
ate the sampled pivots according to this global distribution. In this
way, we only need to transmit some parameters instead of real sam-
pled objects from each local node. And the network communication
cost is independent from the total sample size.
For the generative sampling approach, the first two stages are the
same with that of the distribution-aware sampling: utilizing fit of
goodness to get the distribution parameters and confidence level of
each local node. The next question is how to combine them into
a global one. To reach this goal, we define three random variables
for the given M local nodes. X: the random variables for local
distribution; E: the discrete random variable from i = {1, ...,M},
which denote the nodes to perform sampling; C: selector, the value
1(0) represents accept(reject). Then we can deduce the conditional
distributions between them as follows:
p(E = i|C = c) = Ni · (c
0
i )
−c∑
j Nj · (c0j )−c
(17)
p(X|E = i) = dFi(X)
dX
= fi(X) (18)
p(C = c|E = i) = (−1)c+1 · c0i + 1{c=0} (19)
Here, 1{cond} is the 0/1 indicator function. With above PDF of
conditional distributions, we could determine the PDF of global
distribution as p(X, E, C).
Although the idea is simple, it is non-trivial to explicitly repre-
sent this global distribution. As a result, it is difficult to obtain the
joint distribution (global distribution) of those conditional distribu-
tions and perform sampling directly. To address this issue, we adopt
the Gibbs Sampling approach [21] which could generate samples of
the joint distribution from conditional ones.
The process of generative sampling method is shown in Algo-
rithm 3. Similar to Algorithm 2, we first fit the distribution Fi(x)
and get the confidence c0i . Next we collect the distribution informa-
tion and confidence from all local nodes (line 2) and then construct
conditional distributions (line 3). Finally, we use the Gibbs Sam-
pling method in Algorithm 4 approach to generate samples.
We show the Gibbs Sampling in our forms in Algorithm 4. We
begin with some random initial value to get the first sample s0
(line 2). Then we sample each component of next sample, e.g., si.c
from the distribution of that component conditioned on all other
components sampled so far. Actually, those conditional distribu-
tions have been given before. After obtaining each component, we
will get the next sample si. If si.c equals 0, we need to reject this
sample (line 12). Otherwise, we accept the sample (line 9). This
generated samples will be used as condition values at the next it-
eration. We repeat above procedures until we get enough samples
(line 13).
The above procedure can be finished on each local node in paral-
lel after the distribution parameters and the confidence in each local
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Algorithm 4: Our Gibbs Sampling (k)
Input: k: The sampling Size
Output: S: The set of sampled pivots
begin1
Initialize s0 = {x0, e0, c0}, i = 12
Append s0 to S3
while i ¡ k do4
si.e ∼ p(E|C = si−1.c)5
si.x ∼ p(X|E = si.e)6
si.c ∼ p(C|E = si.e)7
if si.c == 1 then8
Append si.x to S9
i = i+ 110
else11
si = si−112
return S ;13
end14
node were broadcast to others. Meanwhile, the network transmis-
sion required in this process is far less than that of transmitting real
samples. Thus, this approach can achieve better performance and
scalability.
Generative vs. Distribution-aware Sampling We further make a
comparison between the two sampling approaches. Compared with
distribution-aware sampling, the main advantage of the generative
sampling method is that it does not need to transmit the concrete
samples via the network. In this process, the only step requiring
network transmission is that every local node broadcasts its dis-
tribution parameters and confidence. The network communication
cost of the two sampling approaches are analyzed as follows:
• The communication cost of the distribution-aware sampling
is O(k · (M − 1)). For each local node, we would sample
around k
M
objects on average and send k
M
local samples to
other M − 1 local nodes. Thus, the communication of each
node isO( k
M
· (M −1)) and the total communication would
be O( k
M
· (M − 1) ·M) = O(k · (M − 1)).
• The communication cost of the generative sampling isO(M ·
(M−1)). The reason is that for each local node it only needs
to send the distribution parameters and types to other M − 1
local nodes. All samples are just generated on each node
without any network communication.
Since M  k, the cost of the generative sampling is far less than
that of the distribution-aware sampling.
4.3 Error Bound Analysis
Finally, we make a theoretical analysis on the quality of genera-
tive sampling approach. The goal is to show that unlike the simple
random sampling which requires unbounded size of samples to im-
prove the sampling quality, our approach has a formal guarantee
of the sampling quality w.r.t a given sample size.
We first give the definition of error between the true data distri-
bution and samples. Generally speaking, it is difficult to describe
the empirical distribution of m-dimensional dataset to quantify the
error. Fortunately, during the partition process in map and reduce
phases, we only use one dimension in each step of partition. There-
fore, we can use the CDF of marginal distribution P (X) to de-
scribe the quality. It can be defined by the marginal distribution on
x of P (X, E, C):
P (x) =
∫
X≤x
(
∫∫
E,C
p(X, E, C)dEdC)dX (20)
Similarly, the empirical distribution P˜ (x) is defined as:
P˜ (x) =
|{X ≤ x|X ∈ SX}|
|SX | (21)
where SX is the set of samples.
Specifically, we select the maximum bias between true marginal
distribution and empirical marginal distribution on one dimension.
Following this route, we define the sampling error in Definition 4.
DEFINITION 4. Given the CDF P (X) of a distribution and the
set of samples SX , the error of sampling can be regarded as:
Dk(SX , P (x)) = Dk(P˜ (x), P (x)) =
m
max
d=1
sup
x∈Rm
|P˜xd(x)− Pxd(x)|
(22)
wherePxd(x)(P˜xd(x)) is themarginal distribution ofP (x)(P˜ (x))
on the dimension d.
With such a definition of sampling error, we can formally obtain
a theoretical error bound of our approach w.r.t sampling size k for
the dataset with m-dimensional objects according to the Asymp-
totic Theory for Brownian Motion [31]. The details are shown in
Theorem 3.
THEOREM 3. Given the sample size k, the probability that sam-
pling error exceeds a very small constant  is less than 2m ·e−2k2 ,
which is formally described as:
P{Dk(SX , P (x)) ≥ } < 1− (1− 2 · e−2k
2
)m ≈ 2m · e−2k2
(23)
PROOF. First of all, the samples X ∈ SX from the generative
sampling approach can be considered as independent identically
distributed due to the property of Gibbs Sampling.
As Pxd(x) and P˜xd(x) is as the true distribution and empirical
distribution on one dimension respectively, we obtain the following
inequalities for any dimension d based on Asymptotic Theory for
Brownian Motion [31]:
P{ sup
x∈Rm
|P˜xd(x)− Pxd(x)| < } > 1− 2 · e−2k
2
(24)
In addition, since Dk(Sx, P (x)) is the maximum values of
supx∈Rm |P˜xd(x)− Pxd(x)| among all dimensions, we can as-
sert that the event {Dk(Sx, P (x)) < } is the same as the event
{(∀d) supx∈Rm |P˜xd(x)− Pxd(x)| < }. Since the errors among
different dimension are independent, we get the following expres-
sion based on the Chain Rule of probability:
P{Dk(Sx, P (x)) < } =
m∏
d=1
P{ sup
x∈Rm
|P˜xd(x)− Pxd(x)| < }
> (1− 2 · e−2k2)m
(25)
Also, due to the fact that sample size k is always larger than the
dimension m, the value of 2 · e−2k2 is rather small compared with
m in the binomial expression, we can derive the following formula:
(1− 2 · e−2k2)m > 1− 2m · e−2k2 (26)
Finally, since we have:
P{Dk(SX , P (x)) ≥ } = 1− P{Dk(SX , P (x)) < }
we get the theorem, which completes the proof.
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With the guarantee provided by Theorem 3, the hyper-parameter
of sample size k can be determined according to the level of errors
 that can be tolerated in the sampling phase. Meanwhile, previ-
ous studies just decide it empirically without any guideline. As a
result, they have no choice but to increase the sample size in order
to improve the quality of sampled pivots. Such a formal guarantee
servers as a concrete evidence why our method would be definitely
more superior than the random sampling approach adopted by pre-
vious studies.
5. DATA PARTITION SCHEME
In this section, we propose an effective partition scheme based on
the sampled pivots in map and reduce phases. We first theoretically
analyze the methodology of the partition to provide a guideline for
proposed schemes (Section 5.1). Then we propose two partition
strategies: an iterative one (Section 5.2) and a learning-based one
(Section 5.3) to reduce the overhead and make even partitions.
5.1 Preliminaries of Partition
In the map phase, we need to split the dataset into partitions
according to the sampled pivots and shuffle the intermediate re-
sults to the reducers. To reach this goal, we first split the overall
space into p areas P = {P1, P2, · · · , Pp} according to the k piv-
ots (p  k). Based on each area Pi ∈ P , we construct the cor-
responding partitionWi, which then will be shuffled to a reducer.
As eachWi contains all objects on a particular reducer, we call it
a WHOLE PARTITION of the overall dataset R. The task of a par-
tition strategy is to generate a series of WHOLE PARTITION, i.e.
W = {W1,W2, · · · ,Wp}. While many ways can be explored to
evaluate the quality of partition, a particular reasonable one is to
use the total number of verifications among all reducers. Thus, we
quantify the cost of partition strategies in this way. We then make
a theoretic analysis on how to reduce such cost.
For a particular object oi and partitionWh, we use a matrix A ∈
RNR×p to denote whether oi belongs toWh.
A(i, h) = 1{oi∈Wh} (27)
ThenWh can be defined asWh = {oi|A(i, h) = 1}.
Cost model. With the help of A, we then give the cost of partition
strategies with the following function:
G(A) = 1T ·A ·AT · 1
=
∑
i,j
∑
h
A(i, h) ·A(j, h)
=
∑
h
∑
i,j
A(i, h) ·A(j, h) (28)
Here A(i, h)·A(j, h) would be 1 iff. both oi and oj locate in the
same partition Wh. According to the definition of WHOLE PAR-
TITION, one object could appear in different partitions, and there
would be a heavier cost (more verifications) if the same pair of ob-
jects appear on several different partitions. Thus the objective for
devising partition strategy is to minimize the value of G(A).
Correctness of partitioning. Before talking about how to min-
imize the cost, we first need to guarantee the correctness of the
partitioning. A partition strategy is correct iff the answers aggre-
gated from all the reducers are identical to the correct join results.
To guarantee this, we need to add some constraints on the basis of
Equation 28. The essence of correctness is that any pair of objects
oi, oj ∈ R s.t. D(oi, oj) ≤ δ must be verified by at least one
reducer.
To formally express this relationship, we make the following
notations. Firstly, we perform matrix multiplication and obtain
A′ = A ·AT, where A′(i, j) means the number of verifications
for pair 〈oi, oj〉 among all reducers. Secondly, we define the ma-
trix B ∈ RNR×NR to denote whether the distance between two
objects is larger than δ, i.e. whether a pair belongs to the correct
join result.
B(i, j) = 1{D(oi,oj)≤δ} (29)
Based on the above analysis, we can formally define the con-
straint for correctness as: Given the threshold δ, the set of parti-
tionsW should satisfy A ·AT ≥ B.
Hardness of minimizing the partition cost. Then the problem
becomes minimizing the value of G(A) under the constraint of
correctness. Unfortunately, we find this problem is NP-hard, which
is formally shown in Theorem 4.
THEOREM 4. The problem of minimizing G(A) with the con-
straint of A ·AT ≥ B is NP-hard.
PROOF. We will try to rewrite the formula into the form of
Quadratically Constrained Quadratic Program (QCQP). To show
this process, we first provide some helper symbols:
DEFINITION 5 (KRONECKER PRODUCT). Let matrix X ∈
Rs×t, matrix Y ∈ Rp×q . Then the Kronecker product of X and Y
is defined as the matrix:
X⊗Y =
X(1, 1)Y · · · X(1, t)Y... . . . ...
X(s, 1)Y · · · X(s, t)Y

the Kronecker product of two matrices X and Y is a sp×tq matrix.
DEFINITION 6. Let matrix Z(·, i) ∈ Rs denotes the columns of
Z ∈ Rs×t so that Z = [Z(·, 1), ...,Z(·, t)]. Then vec(Z) is defined
to be the st-vector formed by stacking the columns of Z on top of
one another, i.e.,
vec(Z) =
Z(·, 1)...
Z(·, t)
 ∈ Rst
Then we could rewrite our objective function into the quadratic
forms using above operators.
G(A) = 1TNR ·ANR×p ·ATNR×p · 1p (30)
= vec(AT)T · (1NR×NR ⊗ Ep×p) · vec(AT)(31)
which can be considered as the quadratic objective functions.
Next we define a series of Matrix i,jK where i,jK(i, j) = 1 and
other elements in i,jK are 0. Then define Matrix i,jP = i,jKNR×NR⊗
Ep×p. Therefore, we can also rewrite the constraint into quadratic
forms as following:
vec(AT)T · i,jP · vec(AT)−B(i, j) ≥ 0, ∀ ∼ i,∼ j ∈ NNR
Besides, since each element in vec(A) should be 1 or 0, the con-
straint can be written as:
vec(AT)T · i,jK · vec(AT)− veci,jKT · vec(AT) = 0
Therefore, we reduce our problem to QCQP, which has been proven
to be NP-hard, which can be verified by easily reducing to the well-
known 0-1 integer programming problem.
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Therefore, instead of finding an optimal partition scheme, we
aim to find some heuristic approaches to get a good partition. The
key insight comes from the observation that one WHOLE PARTI-
TION consists of two parts: the first part is the set of objects that
is uniquely owned by one WHOLE PARTITION while the second
one has overlap with other partitions. Here we denote the first part
as KERNEL PARTITION, which could be utilized to find a way to
reduce the cost.
The KERNEL PARTITION can be identified with a matrix C ∈
RNR×p,C(i, h) ∈ 0, 1. Similar with A(i, h), the value of C(i, h)
denotes whether object oi belongs to Wh. Meanwhile, we put
more constraints on C: each row of it can only have one element
with value 1, and only if the value of A(i, h) is 1, we can have
C(i, h) = 1. Then we can formally define KERNEL PARTITION in
Definition 7.
DEFINITION 7. Given a matrix C, we define the set of
Vh = {oi|C(i, h) = 1} (32)
as KERNEL PARTITION.
LEMMA 3. Given a datasetR, the KERNEL PARTITION V and
WHOLE PARTITIONW satisfying:
(1) ∪Vi∈VVi = R; i 6= j → Vi ∩ Vj = ∅ ;
(2) ∀Wi ∈ W,Wi ⊆ R;
(3)
⊎
Vi∈V,Wi∈WReduce(Vi ∪Wi) = J , where J is the set of
all correct join results.
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Figure 3: The KERNEL PARTITION and WHOLE PARTITION
We show a running example in Figure 3. All red hyper-rectangles
Vi are in Kernel Partition, and no two red hyper-rectangles have
overlaps. Besides, the union of them contains all points shown in
the figure. In order to get WHOLE PARTITION, we expand Vi with
one threshold to get a large hyper-rectangle Wi in right subfigure
denoted by those blue rectangles (We ignored some blue rectangles
Wi in the figure 3 for the ease to display).
Rewritten cost model. With the definitions of KERNEL PARTI-
TION and WHOLE PARTITION, we can rewrite the cost model in
Equation 28 as Equation 33.
G(A) =
∑
h
|Vh| · |Vh|︸ ︷︷ ︸
inner verification cost
+
∑
h
|Vh| · (|Wh| − |Vh|)︸ ︷︷ ︸
outer verification cost
(33)
We denote the two parts of Equation 33 as inner verification cost
and outer verification cost, respectively. In the following, we pro-
pose two partition strategies: an iterative method (Section 5.2) to
reduce the inner verification cost and a learning-based method (Sec-
tion 5.3) to reduce the outer verification cost.
5.2 Iterative Partition
In this section, we aim at reducing the inner verification cost, i.e.∑
h |Vh| · |Vh|. According to the fundamental inequality in Equa-
tion 34, the cost would be minimized when each KERNEL PARTI-
TION has the same number of objects since
∑
h |Vh| = NR .∑
h
|Vh|2 ≥ p · (
∑
h |Vh|
p
)2 =
N2R
p
(34)
Therefore, in order to reduce the inner verification cost, we should
make all partitions with similar cardinality. To this end, we de-
vise the following iterative method to split the dataset evenly in
the map phase. Firstly, in order to utilize the geometric and co-
ordinate information that is unavailable in the metric space, we
first perform Space Mapping to project all sampled pivots in S =
{s1, s2, · · · , sk} into an Euclidean Space with n-dimensions, where
n is a tunable parameter. Here we call the space after mapping tar-
get space and the space for original similarity metric origin space.
In this way, it will be easy to determine WHOLE PARTITION and
KERNEL PARTITION with the guarantee of correctness. Next we
iteratively divide the target space into p areas using the sampled
pivots. Then we map the remaining objects other than pivots into
the target space and allocate them into corresponding areas to de-
cide the KERNEL PARTITION and WHOLE PARTITION. Finally, all
generated partitions are shuffled to reducers.
We then introduce every step in details. In the first step, we need
to obtain a set of dimensional pivots, denoted asA = {a1, a2, · · · , an}
to help map a pivot si into its mapped representation sni with metric
distanceD : U×U → <n: sni = (D(a1, si),D(a2, si), ...,D(an, si))
such a setA can be randomly sampled from the k pivots. Note that
the space mapping will not change the partition an object belongs
to. Thus once the pivots are evenly distributed in the target space,
we can obtain even partitions in origin space.
To split the target space into p areas, we iteratively select a di-
mension from [1, n] and split the space into two disjoint areas at
the median. In this process, as p is not always equal to the power
of 2, we can decide whether to split an intermediate area according
to the value of p. For each area Pi, we use the Minimum Bounding
Box Bi of Pi which can include all objects in the area to represent
the space it occupies. We can decide the boundaries of Bi using
the pivots located in Pi. The minimum and maximum values of the
jth dimension of Bi are denoted as B⊥i [j] and B>i [j] respectively.
And we can denote the boundary of Bi using its hyper-perimeter
denoted as
∏
j [B⊥i [j],B>i [j]].
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Figure 4: The Iterative Partition Method
EXAMPLE 3. Suppose after mapping to target space, we obtain
the pivots shown in Figure 4(a). For ease of display, here we just
reduce to 2-dimensional Euclidean Space. We want to split the area
into 7 partitions. First we randomly select a dimension, e.g. the
10
Algorithm 5: Iterative Partition (Sn, p)
Input: Sn: The set of pivots after mapping, p: The number of
areas
Output: P: The set of areas
begin1
if p is 1 then2
return leaf node with new index3
else4
Sort Sn by a randomly selected dimension d5
Let dm =
dp/2e
bp/2c fractile of S
n in dimension d
6
Initialize Snl , S
n
r as empty sets7
for each sni in Sn do8
if sni [d] < dm then9
Put sni into S
n
l10
else Put sni into Snr11
Pl = IterativePartition(Snl , dp/2e)12
Pr = IterativePartition(Snr , bp/2c)13
Build P with Pl and Pr14
return P15
end16
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Figure 5: Correctness of Iterative Partition
first one for splitting. Then we find sn5 as the fractile, then we split
the whole space into two parts represented by the red line nearby
sn5 . We repeat this process iteratively with s
n
8 and s
n
11, respectively.
Finally, we could get the areas shown in Figure 4(b).
With the help of target space, we propose the iterative partition
method in Algorithm 5. We first sort the pivots according to a ran-
domly selected dimension d (line 5). Then we split the mapped
pivots into two parts according to the fractile of selected dimension
(line 6). When we obtain a new area Pi, we should first decide
whether other pivots belong to this area, then collect them to cal-
culate their Minimum Bounding Box Bi to represent that area. The
above process is repeated iteratively until we get p areas.
After obtaining the set of areas P , we then need to identify the
KERNEL PARTITION and WHOLE PARTITION for each Pi ∈ P .
As the pivots have been allocated into different areas in the pro-
cess of iterative partition, we next map the remaining objects into
target space and allocate them to corresponding partitions. For an
area Pi, its kernel partition Vi is the collection of objects whose
mapped representations are within the hyper-cube subspace Bi, i.e.
Vi = {o|on ∈ Bi}. Similarly, given the threshold δ, its whole par-
titionWi is the collection of objects whose mapped representations
are contained in a hyper-cube with range
∏
d[B⊥i [d] − δ,B>i [d] +
δ], which is formally defined as Wi = {o|on ∈ ∏d[B⊥i [d] −
δ,B>i [d] + δ]}, where on is the representation forms of object o in
target space. With such processing, we can also guarantee that all
the join results can be found using Wi and Vi, which is formally
stated in Lemma 4.
LEMMA 4. For any two objects ox, oy ∈ R s.t. D(ox, oy) < δ,
there is a partition k s.t. ox ∈ Vk and oy ∈ Wk.
PROOF. First we show that using δ to expand the subspace Bi
in target space is reasonable. For any pair of objects ox, oy ∈ R
s.t. D(ox, oy) < δ and onx , ony , we have |D(ai, ox)−D(ai, oy)| ≤
D(ox, oy) < δ for i ∈ [1, n] because of the Triangle Inequal-
ity property that holds for all distance functions in origin space as
the left of figure 5). In other word, after Space Mapping in tar-
get space, we can deduce that |onx [i] − ony [i]| ≤ D(ox, oy) < δ
for any dimension i as the right of figure 5. Then, according to
the first property in Lemma 4, ox must exist in one and only one
KERNEL PARTITION Vk = {o|on ∈ Bk}. Meanwhile, from the
definition of its corresponding WHOLE PARTITION and the fact
that |onx [d] − ony [d]| < δ is established for any dimension i, we
can have: oy ∈ Wk = {o|on ∈
∏
d[B⊥k [d]− δ,B>k [d] + δ]}. The
proof completes.
5.3 Learning-based Partition
Although the iterative partition method can reduce the inner ver-
ification cost, it cannot effectively bound the size of WHOLE PAR-
TITION. This is because it only relies on the information in target
space and loses some information in the origin space, which may
lead to skewness in partitions. To alleviate this problem, we devise
a learning-based method to reduce the outer verification cost i.e.
|Vh| · (|Wh| − |Vh|). The key point is that for a given number p
of areas, in each iteration we should find a proper dimension with
which the pivots can distribute evenly in the origin space. To this
end, we define a cost function to measure the compactness of ar-
eas. The less compactness an area has, the larger radius a node will
have, which could lead to an irregular subspace of KERNEL PAR-
TITION. Thus the size of corresponding WHOLE PARTITION will
be larger. Therefore, we can reduce the size of WHOLE PARTITION
by trying to get partitions with higher degree of compactness.
To identify the compactness, we first need to recognize similar
pivots in the origin space. To this end, we assign a label to each
si ∈ S so that pivots with the same label are close to each other in
origin space. We call pivots with the same label “similar” pivots.
The labeling function is formally defined in Definition 8.
DEFINITION 8. A Labeling Function on the set of pivots S is
a function L: S → N s.t.
• non negative: ∀si ∈ S, L(S) ≥ 0
• finite co-domain: |L(S)| < +∞
where the labeling functionL(·) can be easily found with clustering
techniques. That is, we allocate similar pivots into clusters and
assign a distinct label to each cluster. As hierarchical clustering is
a universal way to adapt our techniques to various types of distance
functions, here we adopt it to fulfill the task of labeling. In this
way, the similar pivots will be assigned the same label.
With the help of assigned labels, we can use the labels of pivots
to evaluate the compactness of areas and then utilize a learning-
based technique to select the dimension for splitting in each itera-
tion. Specifically, we use Cost(S, L) to quantify the compactness
of an area. The lower value it is, the more pivots with the same
labels are in the area, and the better compactness there will be.
Given S and L, ∀y ∈ L(S), the frequency of label y is denoted
as freq(y) = |{si|L(si) = y}|. The cost value is defined as the
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proportion between the frequency of label y and the total number
of labels with a logarithm regularization.
Cost(S, L) =
∫
y∈L(S)
freq(y)
|S| · (− log
freq(y)
|S| )dy (35)
With the help of Equation 35, we then select the dimension for
splitting by calculating the cost variation in each iteration. Specif-
ically, in current iteration if we split the space by dimension d
(d ∈ [1, n]), we can get a set of subspaces, denoted as Kd. The
set of Kd is denoted as K. And the cost variation on dimension d,
denoted as Cd, can be calculated as:
Cd(S,K, L) = Cost(S, L)−
∫
K∈K
|K|
|S| · Cost(K,L)dK (36)
This cost variation illustrates whether there will be better compact-
ness after splitting. The larger value it is, the more percentage of
pivots with the same label will be in the areas after splitting.
Therefore, we can calculate Cd(S,K, L) for each dimension d
and select the one with the maximum value. To avoid overfitting,
we also apply logarithm regularization on the cost variation to com-
pensate for deviations instead of directly using cost variation when
proposing a measure functionFd, which is detailed in Equation 37.
Fd(S,K, L) = Cd(S,K, L)∫
K∈K
|K|
|S| · (− log
|K|
|S| )dK
(37)
We can use this measure to rank dimensions and select one with
the largest value of Fd(·, ·, ·) among all dimensions for splitting.
In this process, the compactness for all areas will be increased after
each iteration. Correspondingly, the total size of all whole parti-
tions will tend to be smaller. As a result, this approach will improve
the quality of partition and reduce the outer verification cost. We
can implement the learning-based method by simply replacing line
5 in Algorithm 5. Details are shown in Algorithm 6.
Algorithm 6: Learning-based Partition (Sn, p)
Input: Sn: The dataset of sampling data at target space with
type, p: The number of areas
//replace line 5 in Algorithm 51
begin2
Let max d,max gain = 03
for each dimension d do4
Sort Sn by d;5
Split Sn into two parts with fractile m by d into6
Sl = {s|s ∈ S ∧ sn[d] < m} and
Sr = {s|s ∈ S ∧ sn[d] ≥ m}
Let gain = Fd(Sn, {Sl,Sr}, Lc)7
if gain > max gain then8
max gain = gain,max d = d9
Use dimension max d to sort the pivots;10
end11
5.4 Complexity of Partition Algorithms
We make an analysis on the time and space complexity of the
two partition strategies.
For the iterative method (Algorithm 5), the complexity of se-
lecting the dimension for splitting is O(nk) since we need to cal-
culate the variance and correlation by traversing Sn and sorting
Sn in O(k log k) time in each layer of recursion. Meantime, we
have O(log p) layers of recursion considering the termination con-
dition. Thus the time complexity of Iterative Partition would be
O(log p · (k log k + nk)).
For the Learning-based method (Algorithm 6), first we need to
sort Sn once in each dimension per layer of recursion, thus the time
complexity is O(nk log k). Meanwhile, calculating the measure
function F needs O(k) time if Sn is sorted as we only need to
traverse the Sn and the count number of difference labels. Same to
Algorithm 5, the recursion hasO(log p) layers. Thus, the total time
complexity of Learning-based method is O(log p · nk log(k)).
6. DISCUSSION
6.1 More about Sampling Error Bound
First we argue that similar with the generative sampling approach,
there is also quality guarantee of the distribution-aware one. As is
introduced before, the distribution-aware sampling approach fetches
samples from the local nodes with the help of local distribution. In
this process, we will get the similar bound mentioned in Theorem 3
with the local sample size lc. The reason is that the distribution-
aware approach can be considered as the stratified sampling on the
global distribution which is constructed with a mixture of local dis-
tribution. Therefore the global error bound also can be obtained as
the combination of the error bound of each local node. Specifically,
it can be calculated by selecting the maximum error among all lo-
cal nodes. Actually, the worst case of using the maximum error
as the error bound only influences the performance seriously when
the data distribution is extremely skewed. And it seldom happens
in practice.
6.2 Support Metrics for String and Set
Though the sampling and partition techniques are designed for
vector data, it is natural to apply them to similarity metrics for
string and set data. The reason is that we can transform a string or
set to a dense vector with existing techniques such as the ordering
methods proposed in [47, 45, 46]. Previous studies have proposed
many filter techniques for particular distance functions. Compared
with them, our SP-Join is a general framework which aims at mak-
ing optimization for various kinds of distance functions. Moreover,
existing filtering techniques for string and set data can be seam-
lessly integrated into the reduce phase of our framework to further
improve the performance. Such integration is straightforward: for
the objects on each reducer, we can just regard it as an independent
dataset and apply the existing techniques designed for a single ma-
chine, such as length filter, prefix filter [7], position filter [43] and
segment filter [44]. This filtering process can be finished within
one reducer, which does not need any network communication.
7. EVALUATION
7.1 Experiment Setup
The evaluation is conducted based on the methodology of a re-
cent experimental survey [15]. We evaluate our proposed tech-
niques on four real world datasets. The first two datasets are used
to evaluate distance functions for vector data: NETFLIX is a dataset
of movie rating 7. Each movie is rated with an integer from 1 to
5 by users. We select the top 20 movies with the most number of
ratings from 421,144 users as previous work did [41]. SIFT is a
widely-used dataset in the field of image processing 8. The next
7www.netflix.com
8http://corpus-texmex.irisa.fr/
12
Table 2: Statistics of Datasets(a) Vector Data
Dataset # (105) Length Metric
NETFLIX 4.2 20 EUCLIDEAN
SIFT 10.0 128 L1-NORM
(b) String Data
Dataset #
(106)
Rec Len. Token (106) MetricMax Avg Size Freqmax
AOL 10.2 245 3 3.9 0.42 EDIT
PUBMED 7.4 3383 110 31.08 150.8 JACCARD
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Figure 6: Effect of Proposed Techniques
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Figure 7: Effect of Varying Sample Size
two datasets are used to evaluate distance functions for string data:
AOL 9 is a collection of query log from a search engine. PUBMED
is a dataset of abstracts of biomedical literature from PubMed 10.
The details of datasets are shown in Table 2.
We compare SP-Join with state-of-the-art methods: For vector
data, we compare our work with four methods: MRSimJoin [35],
MPASS [41], ClusterJoin [33] and KPM [8] on L1-NORM DIS-
TANCE and EUCLIDEAN DISTANCE, respectively. For string data,
we compare our work with MRSimJoin [35], MassJoin [12] and
KPM [8] for JACCARD DISTANCE and EDIT DISTANCE. For JAC-
CARD DISTANCE, we also compare with FSJoin [32]. As there are
no public available implementations of above methods on Spark,
we implement all of them by ourselves. Although there are also
some other related work [28, 16, 37, 2, 27], previous studies have
showed that they cannot outperform above selected algorithms, so
we do not compare with them due to space limitation.
All the algorithms, including both our proposed methods and
state-of-the-art ones, are implemented with Scala on the platform of
Apache Spark 2.1.0. We use the default settings of HDFS. The ex-
periments are run on a 16-node cluster (one serves as a master node
and others serve as slave nodes). Each node has four 2.40GHz Intel
Xeon E312xx CPU, 16GB main memory and 1TB disk running 64-
bit Ubuntu Server 16.04. We run all the algorithms 10 times and
reported the average results. Some methods cannot finish within
150, 000 seconds. In this case, we regard it as a timeout and do not
report their results in the figure.
Among all experiments, we use the default parameters as: the
sample size k = 3200, the number of partitions p = 60, the
number of dimensions of mapping space n = 10 and the num-
9http://www.gregsadetsky.com/aol-data/
10https://www.ncbi.nlm.nih.gov/pubmed/
ber of computing nodes (slave nodes) as 15. The choice of hyper-
parameters will be discussed later in Section 7.2.
7.2 Effect of Proposed Techniques
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Figure 8: Effect of Partition Number
First, we evaluate the effect of proposed techniques. We im-
plement four methods combining different techniques proposed in
sampling and map phases. For the sampling phase, we implement
3 methods: Random is the simple random sampling approach.
Dist is the distribution-aware sampling approach proposed in Sec-
tion 4.1 and Gen is the generative sampling method proposed in
Section 4.2. For map phase, Iter is the method that splits the space
iteratively by randomly selecting a dimension (Section 5.2). Learn
is the learning-based method using cost variation to select the di-
mension in each iteration (Section 5.3). The results are shown in
Figure 6. Regarding the join time breakdown, the random sampling
consists of 2% of overall runtime on average while the generative
sampling costs about 6%.
We can see that the Gen and Dist outperform Random under all
the settings. The reason is that we utilize distribution information
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Figure 9: Compare with State-of-the-art Methods
from the dataset to obtain samples instead of just performing ran-
dom sampling. For example, when the threshold is 30 on SIFT, the
overall join times of Gen+Iter and Dist+Iter are 7872 and 15835
seconds respectively, while that of Random+Iter is 26885 sec-
onds. Moreover, we observe that Gen outperforms Dist in most
cases. The saving of cost mainly comes from the communication
cost: Gen only needs to transmit the parameters of distribution and
is independent of the sample size. While the sampling quality is
comparable, Gen can obviously reduce the overhead of sampling.
To further demonstrate the advantage of our proposed sampling
technique w.r.t random sampling, we conduct another experiment
by significantly increasing the sample size of the random method
to 3 times and 10 times of that of generative method. The results
are shown in Figure 7. We can see that when the sample size in-
creases slightly (3X), there is a marginal improvement on the per-
formance of random sampling based framework. However, when
the sample size increases significantly (10X), the performance de-
grades seriously and becomes even worse than the original ones.
The reason is that the overhead of partition strategies in the map
phase increases along with larger sampling size. Thus the benefits
of larger sample size could be counteracted by such overhead. This
further shows that the random sampling cannot make good use of
larger sample size and it is necessary to devise more effective sam-
pling techniques.
Finally, we discuss the effect of hyper-parameter. For sample
size k, we decide it according to the theoretical analysis. With
the help of learning-based partition strategy, our approach is not
sensitive to the dimension of target space n in the range of [5,30]
and we set it empirically. We then show the empirical results of
varying the number of partitions p. Due to the space limitation,
here we only show the results on two datasets: SIFT and AOL in
Figure 8. On the other two datasets, it also shows a similar trend.
We can see that our method is not sensitive to p: the difference
between the best and worst performance by varying p is just about
10%. This demonstrates the robustness of our methods.
7.3 Compare with State-of-the-art Methods
Next we compare SP-Join with state-of-the-art methods. For all
baseline methods, we try our best to tune their parameters accord-
ing to the descriptions in previous studies. The results are shown
in Figure 9. We can see that SP-Join achieves the best result on
all datasets. For example, on NETFLIX (δ is 45), the join time of
SP-Join is only 684 seconds, while MRSimJoin, MPASS, Clus-
terJoin and KPM use 32266, 23382, 20064 and 4074 seconds re-
spectively. On PUBMED (δ is 0.1), the join time of SP-Join is
450 seconds, while MRSimJoin, MassJoin, FSJoin and KPM use
5726, 1470, 1218 and 1104 seconds respectively.
For vector data, the performance of KPM ranks second because
it can avoid repartition by trying to divide the space evenly, while
repartition is required for MPASS and ClusterJoin. SP-Join is
better thanKPMmainly because it employs effective sampling tech-
niques to obtain the pivots of partition, while KPM just uses ran-
dom sampling.
For string data, SP-Join performs best because FSJoin andMPASS
need to generate a large amount of signatures for filtering, which
leads to heavy overhead. Similar phenomenon has also been found
in the experiments of [32]. Note that MRSimJoin run out of time
even when δ = 1 on AOL, therefore no results are shown in Fig-
ure 9(c). As their methods need multiple stages of MapReduce
jobs, there would be a very heavy overhead for filtering and prepro-
cessing, such as the expensive signature generation process. How-
ever, compared with them our sampling and partition techniques
are rather light-weighted. Therefore, we also achieve good perfor-
mance for string data.
Besides, we also adopt the notion of gap factor employed in [26]
to show the robustness of SP-Join. More specifically, we measure
the average, median, and maximum deviation of the runtime of SP-
Join from the best reported one, which are 1.23, 1.04 and 3.08 over
all datasets and thresholds.
7.4 Scalability
Finally, we evaluate the scalability of our method. We conduct
experiments to test effects of both scaling out (the number of nodes)
and scaling up (the data size). The results of varying the number
of computing nodes from 6 to 15 are shown in Figure 10. We can
see that the performance of our algorithm improves obviously with
the increasing number of nodes in a cluster. For example, on the
SIFT dataset for L1-NORM DISTANCE (δ is 10), the join time with
6, 9, 12, 15 nodes are 7785, 5513, 4644 and 4050 seconds respec-
tively. It demonstrates that our method is able to make good use of
computing resources. The results of varying data size are shown in
Figure 11. We can see that as the size of a dataset increases, our
method also scales very well for different thresholds. For example,
on the PUBMED dataset for JACCARD DISTANCE (δ is 0.25), the
time costs of join with 25%, 50%, 75%, 100% dataset are 201, 400,
565, 835 seconds respectively.
7.5 More Experimental Results
We also evaluate the number of verifications to further demon-
strate the effect of proposed techniques. The results are shown
in Figure 12. We have the following observations: Firstly, Ran-
dom+Iter involves the most number of verifications. This is be-
cause for random sampling, there tends to be skewness in the sam-
pled pivots, resulting in the uneven division for KERNEL PARTI-
TION. Also, the size of WHOLE PARTITION in the map phase will
be much larger due to the shortcomings of Iter mentioned in Sec-
tion 5.3. Secondly, with the same sampling technique Gen, Learn
involves fewer verifications than Iter. Thirdly, Gen+Learn has the
least number of verification due to the effectiveness of both tech-
niques for sampling and map phase. Finally, we can see that the re-
sults of number of verifications in Figure 12 is consistent with that
of the join time in Figure 6. It shows that our proposed techniques
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Figure 10: Scalability: Effect of Number of Nodes
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Figure 12: Effect of Proposed Techniques: Numbers of Verification
Table 3: Statistics of Partitions
L1-NORM (SIFT) EUCLIDEAN (Netflix) EDIT (AOL) JACCARD (PubMed)
AVER STDEV AVER STDEV AVER STDEV AVER STDEV
KPM 2.34E+08 4.02E+07 7.44E+08 2.20E+08 1.43E+10 8.90E+09 1.16E+09 4.24E+08
Random+Iter 2.86E+08 4.51E+07 8.85E+08 2.18E+08 1.89E+10 9.17E+09 1.57E+09 4.78E+08
Dist+Iter 1.97E+08 3.87E+07 5.67E+08 1.13E+08 1.12E+10 5.79E+09 7.83E+08 2.14E+08
Gen+Iter 1.20E+08 3.68E+07 3.28E+08 6.69E+07 5.99E+09 4.13E+09 4.98E+08 1.72E+08
Gen+Learn 8.42E+07 2.57E+07 1.53E+08 6.16E+07 4.60E+09 2.78E+09 3.22E+08 1.08E+08
can significantly reduce the computational overhead and make a
proper trade-off between the filter cost and filter power.
We then collect the information of average number and the stan-
dard deviation about the number of verifications in all partitions af-
ter the map phase to show the effect of load balancing. The results
are shown in Table 3. Due to the limitation of space, we only report
the results on one threshold for each dataset(15, 10, 1, 0.1 respec-
tively). We can see that SP-Join has fewer average number and
standard deviation. It demonstrates that our proposed techniques
can make the partitions more evenly so that improve the overall
performance.
8. RELATED WORK
MapReduce MapReduce [11] is a popular distributed comput-
ing framework for Big Data processing in large clusters due to its
scalability and built-in support for fault tolerance. It has been a
widely applied technique for elastic data processing in the cloud.
A good survey on the applications of MapReduce in dealing with
large scale of analytical queries is provided in [14]. There are many
distributed computing platforms supporting MapReduce. Jiang et
al. [20] performed a performance study of MapReduce on the Hadoop
platform. Shi et al. [34] further made a comprehensive perfor-
mance comparison between different platforms. The MapReduce
programming framework has also been adopted to other applica-
tions, such as skyline query [29] and diversity maximization [5].
Similarity Join Similarity join is an essential operator in many
real world applications. Jacox et al. [19] provided an overview
of Similarity Join in metric space. A recent experimental survey
is made in [9] to cover the issues about indexing techniques in
metric space, which plays a significant role in accelerating met-
ric query processing. Many previous studies focused on designing
efficient filter techniques for string similarity join: count filter [17]
and prefix filter [7]are two state-of-the-art approaches. There are
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also specific filtering techniques proposed for token-based similar-
ity metrics [43] and edit distance [44]. And such techniques have
been widely adopted by other problems related to string similarity
queries [39, 40].
Similarity Join using MapReduce framework Recently, sim-
ilarity join using MapReduce has attracted significant attraction.
There are many MapReduce based studies for similarity join in
metric space: Okcan et al. [28] proposed ThetaJoin algorithm to
handle similarity join with various types of predicates. Lu et al. [24]
and Kim et al. [22] focused on the kNN Join problem. Wang et
al. [41] developed the MPASS framework by leveraging the dis-
tance filtering and data compression techniques to reduce network
communication. Fries et al. [16] focused on similarity join of high
dimensional data. Sarma et al. [33] proposed ClusterJoin frame-
work by applying the double pivots filter in the map phase and
the 2D hash technique in the preprocessing phase. Chen et al. [8]
adopted techniques in the field of spatial database, such as Space
Filling Curve and KD-Tree indexing to achieve the goal of load
balance.
There have also been many MapReduce based frameworks for
similarity join on a specific data type, such as string and set. They
cannot be extended to the general distance functions in metric space
as above ones. A comprehensive experimental study is made in [15].
Vernica et al. [37] adopted the prefix filter in the MapReduce frame-
work to enhance the filter power of parallel similarity join. Met-
wally et al. [27] proposed VSmartJoin, a method that “smartly”
computes similarity scores at a token level. Afrati et al. [2] made a
detailed cost analysis on each stage of MapReduce similarity join
on string data. Deng et al. [12] and Rong et al. [32] further inte-
grated more filtering techniques of string similarity query to im-
prove the performance.
9. CONCLUSION
In this paper, we propose SP-Join, a general MapReduce-based
framework to support similarity join in metric space. We design
novel sampling techniques with theoretical guarantee to select high
quality pivots for partitioning the dataset. We devise an iterative
partition method along with learning techniques to ensure load bal-
ancing and improve the effectiveness in map and reduce phase to
prune dissimilar pairs. Experimental results on four real world
datasets show that our method significantly outperforms state-of-
the-art methods with a variety of distance functions on different
types of data.
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