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Abstract
A nonlinear parabolic system of Penrose–Fife type with a singular evolution term, arising from
modelling dynamic phenomena of the nonisothermal diffusive phase separation, is studied. Here, we
consider the evolution of a material in which the heat flux is a superposition of two different contri-
butions: one part is proportional to the spacial gradient of the inverse of the absolute temperature ϑ ,
while the other agrees with the Gurtin–Pipkin law, introduced in the theory of materials with thermal
memory. The phase transition here is described through the evolution of the conserved order para-
meter χ , which may represent the density or concentration of some substance. It is shown that an
initial-boundary value problem for the resulting state equations has a unique solution.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
The paper is devoted to the study of certain initial-boundary value problem, which pro-
vides a quite general version of the phase-field model proposed by Penrose and Fife in [29]
and [30] for the kinetic of phase-transitions. The system of partial differential equations
has here the form
∂t
(
ϑ + λ(χ))+ div q = g in Q, (1.1)
∂tχ −∆
(−∆χ + β(χ)+ σ ′(χ)+ λ′(χ)/ϑ)  0 in Q, (1.2)
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connected domain in RN , 1N  3, with smooth boundary Γ := ∂Ω , T > 0 is the final
time of the process.
In (1.1)–(1.2),λ′(·) denotes the (in general nonconstant) latent heat density, g is a source
term, β is an arbitrary maximal monotone graph in R2, and β+σ ′ stands for the derivative
of a possibly nonconvex free energy potential.
Of course, the energy balance equation (1.1) has to be supplied with a constitutive law
for the heat flux q and initial boundary conditions for (1.1)–(1.2) have to be prescribed. In
our paper, we assume
q =−∇(−δ/ϑ + k ∗ ϑ) (1.3)
for some positive constant δ, where k : [0,+∞)→R is a memory kernel, and ∗ stands for
the standard convolution product with respect to time
(a ∗ b)(t) :=
t∫
0
a(s)b(t − s) ds, t ∈ [0, T ], (1.4)
where a and b may also depend on the space variables. Moreover, we keep k as a smooth
function, with the only natural restriction that k(0) > 0. For a justification of (1.3) we refer
to [15] and for other related works, where phase-transitions systems with memory effects
are considered, we refer, e.g., to [4,6,10,18] and references therein.
Next, we supply (1.1) with a third type boundary condition
q · n = γ (−δ/ϑ + k ∗ ϑ − h) on Σ := Γ × (0, T ), (1.5)
where n indicates the outward normal vector, γ a positive coefficient and the datum h
depends on the outside temperature on the boundary.
Moreover, we couple (1.2) with the “natural” homogeneous Neumann boundary condi-
tion for both the concentration χ (see [28] for a justification) and the chemical potential
w := −∆χ + ξ + σ ′(χ)+ λ′(χ)/ϑ (ξ is a selection of β(χ)),
∂nχ = 0 on Σ (1.6)
and
∂nw = 0 on Σ, (1.7)
where ∂n denotes the outer normal derivative. Finally, the initial conditions
ϑ(· ,0)= ϑ0, χ(· ,0)= χ0 in Ω (1.8)
complete the formulation of the problem under study.
Now, we may observe that χ is a “conserved order parameter” because (1.2), together
with (1.7), implies that the average of χ (w.r.t. the space variables) does not change in
time. Actually, as χ represents the density or concentration of some substance (e.g., one of
the components in an alloy), then it follows that the dynamical process can at most move
parts of the substance from one place to another, but not create or annihilate masses. In
this setting, (1.2) can be seen as a generalization of the Cahn–Hilliard equation (see, e.g.,
[3,5]). Typical examples of a phase-transition with this kind of dynamics are the phase
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and liquid mixtures (cf. [1] and references therein for further details on this subject).
Let us sketch some motivations for our system. First, we have to say that, in the original
model (see [29]), the heat flux is assumed to be given by the Fourier law
q =−ε∇ϑ (1.9)
for some ε > 0. This kind of position in the conserved case has recently been studied
in [33] for some special cases of nonlinearities in (1.2), that was also taken into account
in [25] for the nonconserved case (which basically differs from (1.1) and (1.2) because of
a second order dynamics for χ ). Always in this framework, but with a nonsmooth choice
for the free energy, there is work [14], in which, however, the interfacial energy is set equal
to zero (i.e., the Laplacian of χ is neglected in the equation correspondent to our (1.2)).
Several papers have been devoted to the investigation of conserved (or nonconserved)
phase field models with
q =−∇(−δ/ϑ) (1.10)
as heat flux law (see, e.g., [19,21,23,34] in the conserved case and [12,16,20,24,35] for the
nonconserved one).
However, law (1.10), that turns out to be satisfactory for low and intermediate tem-
peratures and offers some advantages from the mathematical point of view, does not look
acceptable for high temperatures because it does not provide any coerciveness as ϑ be-
comes larger and larger. These considerations suggest to replace (1.10) by (1.3). We have
also to notice that the first work in which a nonconserved Penrose–Fife model was coupled
with memory is [13], in which just (1.3) is taken into account. Let us observe that another
way to overcome such difficulties is to take
q =−∇(−δ/ϑ + εϑ) (1.11)
as heat flux law, that is satisfactory also for large values of temperatures, and was studied
(also in some generalizations), for example, in [9,11,31] for the nonconserved case, and
in [32] for the conserved one.
Let us comment the choice to deal with third type boundary conditions for the flux
(cf. (1.5) with γ > 0). This type of boundary conditions are very common in this frame-
work because they are simpler to treat from the mathematical point of view. Instead, only
few works deal with the case of Neumann boundary conditions (cf. (1.5) with γ = 0 or also
the corresponding Neumann nonhomogeneous one: q · n = h). We can cite for the case of
Neumann homogeneous boundary conditions on the heat flux q of the form (1.10) the pi-
oneering paper of Zheng (cf. [36]) and the work [34], which considered respectively the
1D nonconserved and conserved cases with a double-well potential (i.e., with β(χ)= χ3
in (1.2)). Moreover, the case of nonconserved and conserved models with Neumann non-
homogeneous boundary conditions always for an heat flux of the form (1.10) has been
solved in [17] under the null-mean value condition on the given functions g and h, i.e.,∫
f +
∫
h= 0Ω Γ
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a regularity result for the nonconserved model with Neumann nonhomogeneous boundary
conditions for an heat flux which is a generalization of (1.11).
The main aim of this paper is instead to prove existence and uniqueness of a weak solu-
tion to (1.1)–(1.3), (1.5)–(1.8), with constant latent heat density λ′ and with strictly positive
coefficient γ in (1.5). In doing that, we are inspired by [13], because, like in that work, we
cannot extract any spacial regularity on ϑ , that might help in treatment of the perturbation
due to k ∗ ϑ . Therefore, we first consider the problem where (1.3) is replaced by (1.11)
(which we have just solved in [32]). Then, including εϑ (ε > 0) in (1.3), we can employ a
fixed-point technique to show that such approximating problems admit a unique solution.
Finally, we take the limit as ε↘ 0 to recover a solution (ϑ,χ) of (1.1)–(1.3), (1.5)–(1.8).
A uniqueness result is a consequence of a contracting estimate. Let us observe that this is
the crucial point of this work, in sense that here the lower time regularity of χ , given by the
fourth order equation, has to be supplied by the ones of ϑ and so the conserved problem
looks quite different from the analogous nonconserved one (see Remark 3.2 below for more
details on this subject). We can observe that results analogous to the ones proved here may
be obtained with λ only Lipschitz continuous with its derivatives for the corresponding
viscous problem (i.e., with the adjoint of the term −∆(∂tχ) in (1.2)). Indeed, in this case
we may recover from the energy estimate (i.e., in few words, multiplying (1.1) by ϑ − 1/ϑ
and summing it up to (1.2) tested with −∆−1(∂tχ)) more regularity on ∂tχ , which in this
case will turn out to be in L2(Ω) and not only in the dual space of H 1(Ω). This will allow
us to consider the duality pairing between λ′(χ)∂tχ and ϑ as a scalar product in L2(Ω).
Hence, in this case we do not need the function λ′ to be constant, but it is sufficient to
require only its boundedness. Finally, let us note that the analogous problem of (1.1)–(1.2)
with (1.10) as heat flux law may be obtained from this system (i.e., with (1.3) as heat flux
law) if we take as memory kernel a Dirac mass in zero, and so it may be interesting to
study the behaviour of solutions to (1.1)–(1.2) and (1.3) when k tends to a Dirac mass and
it should be the subject of a forthcoming paper.
2. Main result
Consider the initial-boundary value problem (1.1)–(1.2), (1.3)–(1.8). We make the fol-
lowing general assumptions on the data of the system:
β is the subdifferential of a nonnegative, proper, convex,
and l.s.c. function βˆ :R→[0,+∞] satisfying βˆ(0)= 0,
denote by K the closure of D(β) with D(β) the domain of β in R, (2.1)
σ ∈C1(K), σ ′ ∈ C0,1(K), be Cσ := ‖σ ′′‖L∞(K), (2.2)
λ :R→R and λ′(r)= ', ∀r ∈K and for some ' ∈R, (2.3)
k ∈W 2,1(0, T ) with k(0) > 0, (2.4)
g ∈L2(Q), h ∈ L2(Σ) with h 0 a.e. in Σ, (2.5)
ϑ0 ∈ L2(Ω), ϑ0 > 0 a.e. in Ω, log(ϑ0) ∈ L1(Ω), (2.6)
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Now let us give a variational formulation of (1.1)–(1.3), (1.5)–(1.8). To this end, we denote
by (· , ·) both the scalar product in H := L2(Ω) and in (L2(Ω))N , also denoted by H , and
by | · | the corresponding norm. For the sake of convenience,V :=H 1(Ω) will be endowed
with the inner product ((· , ·)), defined by
((v1, v2)) :=
∫
Ω
∇v1∇v2 + γ
∫
Γ
v1v2, ∀v1, v2 ∈ V, (2.8)
where γ is the positive constant appearing in the boundary condition (1.5). Define W :=
H 2(Ω) and let us also indicate by 〈· , ·〉 the duality pairing between V ′ and V . We identify
H with a subspace of V ′, as usual, so that 〈u,v〉 = (u, v) for all u ∈H and for all v ∈ V .
Next, we define the Riesz isomorphism J :V → V ′, and the scalar product in V ′, re-
spectively, by
〈Jv1, v2〉 := ((v1, v2)), ∀v1, v2 ∈ V, (2.9)
((w1,w2))∗ := 〈w1, J−1w2〉, ∀w1,w2 ∈ V ′. (2.10)
Note that, if v ∈ V , Jv ∈H , and w ∈H , then it holds that
(J v, J−1w)= ((J v,w))∗ = ((w,Jv))∗ =
(
w,J−1(J v)
)= (w,v). (2.11)
Let us observe that the norm in V related to the inner product defined above (which will
be indicated as ‖ · ‖) is equivalent to the usual norm in V . Similar considerations hold also
for V ′ and we term ‖ · ‖∗ the norm in V ′ related to the inner product (2.10).
We may now introduce the following notations:
ψΩ := 1|Ω | 〈ψ,1〉, ∀ψ ∈ V
′, (2.12)
ϕΓ := 1|Γ |
∫
Γ
ϕ, ∀ϕ ∈ V, (2.13)
and the following spaces:
V = {v ∈ V, such that vΩ = 0}, H= {v ∈H, such that vΩ = 0},
W = {v ∈W, such that ∂nv = 0 on Γ and vΩ = 0},
V ′ := {v ∈ V ′, such that vΩ = 0}.
We may define now the operator N :H→W that maps v ∈H into the unique function
Nv ∈W such that
−∆(Nv)= v a.e. in Ω, ∂n(Nv)= 0 a.e. on Γ, and
∫
Ω
Nv = 0.
Note that any solution φ to
−∆φ = v a.e. in Ω and ∂nφ = 0 a.e. on Γ, (2.14)
corresponding to v ∈H, can be written as φ =Nv +µ, where µ is the mean-value of φ.
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called N ) from V ′ to V (note the space V ′ may not be identified with the dual space of V),
such that
Nv ∈ V,
∫
Ω
∇(Nv)∇z= 〈v, z〉, ∀z ∈ V . (2.15)
Note that N is also an isomorphism from V ′ to V , so that, for v ∈ V ′, the norm
‖v‖3 :=
(∫
Ω
∣∣∇(Nv)∣∣2
)1/2
= 〈v,Nv〉1/2 (2.16)
is equivalent to the norm ‖v‖∗ , i.e., there exist two positive constants C∗ C3 (depending
only on Ω) s.t.
C∗‖v‖2∗  ‖v‖23 C3‖v‖2∗, ∀v ∈ V ′. (2.17)
Finally, let f ∈L2(0, T ;V ′) be defined by〈
f (t), v
〉 := ∫
Ω
g(t)v + γ
∫
Γ
h(t)v, ∀v ∈ V and for a.e. t ∈ (0, T ). (2.18)
We are now ready to state the rigorous formulation of our problem, in which we can assume
the constant δ of (1.3) and (1.5) equal to 1 for simplicity of notations and without loss of
generality.
Problem (P0). Find a pair (ϑ,χ) and (w, ξ) such that
ϑ ∈H 1(0, T ;V ′)∩L∞(0, T ;H), ϑ > 0 a.e. in Q, (2.19)
u := − 1
ϑ
∈L2(0, T ;V ), k ∗ ϑ ∈ L∞(0, T ;V ), (2.20)
χ ∈H 1(0, T ;V ′)∩L∞(0, T ;V )∩L2(0, T ;W)∩C0([0, T ];H ), (2.21)
ξ ∈L2(0, T ;H), w ∈L2(0, T ;V ), (2.22)
ξ ∈ β(χ) a.e. in Q, χ ∈D(β) a.e. in Q, (2.23)
∂tϑ + '∂tχ + Ju+ J (k ∗ ϑ)= f in V ′, a.e. in (0, T ), (2.24)
〈∂tχ, v〉 +
∫
Ω
∇w∇v = 0, ∀v ∈ V, a.e. in (0, T ), (2.25)
〈w,v〉 =
∫
Ω
∇χ∇v + 〈ξ + σ ′(χ)− 'u, v〉, ∀v ∈ V, a.e. in (0, T ), (2.26)
ϑ(· ,0)= ϑ0, χ(· ,0)= χ0 a.e. in Ω. (2.27)
Remark 2.1. The first relation in (2.20) may also be rewritten as ϑ ∈ ρ(u), where ρ is the
maximal monotone graph defined in (−∞,0) by ρ(r) = −1/r for r > 0. Note that this
representation will be useful especially in the proof (cf. Section 3) of the last Theorem 2.6
of this section.
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d
dt
〈χ,1〉 = 0 in (0, T ).
This means that (recall notation (2.12))
χΩ = (χ0)Ω =:m0, ∀t ∈ [0, T ], (2.28)
i.e., the mean value of χ is conserved. This fact is often used in the sequel.
Our main result is the following
Theorem 2.3. Suppose that (2.1)–(2.7) hold. Moreover suppose that
m0 ∈ intK (2.29)
with m0 defined as in (2.28). Then (P0) has at least a solution and the components ϑ,χ of
such a solution are unique.
In order to get a proof of this theorem, we introduce a family of approximating Prob-
lem (Pε), which contain (P0) as special case for ε = 0, and then we pass to the limit as
ε↘ 0.
Problem (Pε). For fixed ε  0, find a pair (ϑ,χ) and (w, ξ) satisfying the conditions
of (P0), where (2.24) is replaced by
∂tϑ + '∂tχ + J (u+ εϑ)+ J (k ∗ ϑ)= f in V ′, a.e. in (0, T ), (2.30)
εϑ ∈L2(0, T ;V ). (2.31)
Then the existence–uniqueness theorem for the approximating problems is
Theorem 2.4. Suppose that (2.1)–(2.7) and (2.29) are satisfied. Then, for any ε > 0 and
sufficiently small, (Pε) has at least a solution and the components ϑ,χ of such a solution
are unique.
Remark 2.5. In case of ε > 0, it suffice that k ∈ L2(0, T ) and f ∈ L2(0, T ;V ′), and so
hypothesis (2.4)–(2.5) may be omitted, as pointed out in the Remark 4.2 and Lemmas 4.3–
4.5 below.
In order to give a proof of Theorem 2.4, we need to introduce a further family of prob-
lems, corresponding to the case k = 0, that have to be studied separately.
Problem (P′ε). Let ε  0 and F only belong to L2(0, T ;V ′). Find a pair (ϑ,χ) and (w, ξ)
satisfying the conditions of (Pε), where (2.30) is replaced by
∂tϑ + '∂tχ + J (u+ εϑ)= F in V ′, a.e. in (0, T ). (2.32)
Here we have the following existence–uniqueness result related to this problem.
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that F ∈ L2(0, T ;V ′). Then (P′ε) admits at least a solution for any ε > 0 and sufficiently
small. Moreover, the components ϑ,χ of this solution are unique. If in addition F = f ,
with f defined in (2.18) and such that (2.5) holds, then also (P′0) has at least a solution
and the components ϑ,χ of such a solution are unique.
Remark 2.7. The proof of the first part of Theorem 2.6, i.e., the existence–uniqueness
of a solution to Problem (P′ε) for ε > 0, can be found in [32]. More in detail, using [32,
Theorems 2.1 and 2.2] (with the kernel of convolution identically equal to 0), we may get
existence of a solution to Problem (P′ε) (for ε > 0), and uniqueness of the components ϑ
and χ of such a solution. We have also to observe that the uniqueness result in [32] is
achieved only under strong regularity assumptions on the data, but in [32] the equation
correspondent to our (2.32) contained also a memory term. In this paper instead, we will
prove a continuous dependence result on solution of (P′ε) (for ε > 0 sufficiently small)
and so uniqueness for the component ϑ and χ , with datum F ∈ L2(0, T ;V ′) and with
regularity assumptions (2.6) and (2.7) on the data (see Lemma 3.1 below).
Remark 2.8. In the case ε = 0, Theorem 2.6 is a generalization of [23], in which the au-
thors find existence of a solution (only in case of β with bounded domain) and uniqueness
(without any adjoint regularity assumption on solutions) only in dimension N = 1. More-
over in [19] uniqueness of solution also in dimension N (with 1  N  3) is recovered,
always in case of β with bounded domain and convex λ. In [34] existence and uniqueness
of solution to (P′0) are given for some special cases of nonlinearities in (2.26) and only in
dimension N = 1.
To conclude this section, let us recall these two formulas concerning the convolution
product which hold whenever they make sense, namely the identities
a ∗ b= a(0)(1 ∗ b)+ a′ ∗ (1 ∗ b), (2.33)
(a ∗ b)′ = a(0)b+ a′ ∗ b, (2.34)
and the Young theorem
‖a ∗ b‖Lr(0,T ;X)  ‖a‖Lp(0,T )‖b‖Lq(0,T ;X) (2.35)
with 1 p,q, r ∞, 1/r = 1/p+ 1/q − 1, where X is a normed space.
Moreover, we remember that (see, e.g., [27, Theorem 16.4, p. 102])
|v|2 + ‖v‖2
L4(Ω)  ζ‖v‖2 +Cζ ‖v‖2∗, ∀v ∈ V, (2.36)
for any ζ > 0 and some constant Cζ > 0.
Let us remember at this point that, by the continuity of the trace operator (in this setting)
from V to L2(Γ ), there exists a positive constant CΓ (depending only on Ω) such that
‖v‖2
L2(Γ ) CΓ ‖v‖2. (2.37)
We widely use also the elementary inequality
ab µa2 + 1 b2, ∀a, b ∈R, ∀µ> 0. (2.38)
4µ
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if a, b > 0 are given, then there exists a positive constant C such that
ar2 − 2b ln(r)+C  a
2
r2 + 2b∣∣ln(r)∣∣, ∀r > 0. (2.39)
3. Analysis of Problem (P′ε)
The aim of this section is to prove Theorem 2.6. It is just known by [32] that (P′ε) for
ε > 0 has at least a solution (see also Remark 2.7) in hypothesis (2.1)–(2.7) on the data.
We want to get uniqueness of solution for (P′ε) (ε  0) and then existence of solution to
Problem (P′0). Let us first consider Problem (P′ε) for ε  0 and begin with a “continuous
dependence” result
Lemma 3.1. Let 0  ε < 1 and suppose that (ϑi,χi), (wi, ξi ) denote solutions to (P′ε)
corresponding to the data Fi,ϑ0i , χ0i , i = 1,2. Let
ηi = ϑi + λ(χi), η0i = ϑ0i + 'χ0i , m0i = (χ0i )Ω, i = 1,2, (3.1)
χ = χ1 − χ2, η= η1 − η2, ϑ = ϑ1 − ϑ2, u= u1 − u2, (3.2)
η0 = η01 − η02, χ0 = χ01 − χ02, F = F1 − F2, (3.3)
and suppose that
m01 =m02. (3.4)
Then there exists some positive constant C (depending only on the data) such that∥∥η(t)∥∥2∗ + ε‖ϑ‖2L2(0,t;H)+C∗∥∥χ(t)∥∥2∗ + ‖χ‖2L2(0,t;V)
 ‖η0‖2∗ +C3‖χ0‖2∗ +C
t∫
0
‖χ‖2∗ + 2
t∫
0
〈F,J−1η〉, ∀t ∈ [0, T ]. (3.5)
In particular, the components ϑ and χ of the solutions of (P′ε) are unique.
Proof. Subtract the respective equations (2.32) for (ϑi,χi) (with i = 1,2) from each other,
multiply the result by J−1η, and integrate over (0, t). Then, thanks to (3.4), we can choose
v =Nχi in (2.25) (for i = 1,2), sum it to (2.26) (for i = 1,2) tested with v =−χi , take the
difference, and integrate on (0, t). In such a way, we can find that, using the monotonicity
of β , (2.10), and (2.16),
1
2
∥∥η(t)∥∥2∗ +
t∫
0
〈Ju,J−1η〉 + ε
t∫
0
〈Jϑ,J−1η〉 + 1
2
∥∥χ(t)∥∥2
3
+
t∫ ∫
|∇χ |2 − '
t∫
(u,χ)0 Ω 0
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‖η0‖2∗ +
1
2
‖χ0‖23 −
t∫
0
∫
Ω
(
σ ′(χ1)− σ ′(χ2)
)
χ +
t∫
0
〈F,J−1η〉. (3.6)
Now, we may estimate separately the single parts of the previous inequality. Hence, using
the monotonicity of the function ϑ → −1/ϑ we may conclude that
t∫
0
〈Ju,J−1η〉 − '
t∫
0
∫
Ω
uχ =
t∫
0
(u,ϑ) 0. (3.7)
Moreover, thanks to (2.11), Hölder inequality, and (2.36), we have that for all t ∈ [0, T ],
ε
t∫
0
〈Jϑ,J−1η〉 = ε‖ϑ‖2
L2(0,t;H)+ ε'
t∫
0
(ϑ,χ)

(
ε− ε
2
2
)
‖ϑ‖2
L2(0,t;H)−
1
2
'2‖χ‖2
L2(0,t;H)

(
ε− ε
2
2
)
‖ϑ‖2
L2(0,t;H)− '2δ‖χ‖2L2(0,t;V ) − '2Cδ‖χ‖2L2(0,t;V ′)
(3.8)
for all δ > 0 and for some constant Cδ > 0.
Next, (2.2) ensures that, always using (2.36) after Schwartz inequality, the following
inequality holds for all t ∈ [0, T ]:
−
t∫
0
∫
Ω
(
σ ′(χ1)− σ ′(χ2)
)
χ  Cσ δ′‖χ‖2L2(0,t;V ) +CσCδ′‖χ‖2L2(0,t;V ′), ∀δ′ > 0,
(3.9)
and for some positive constant Cδ′ .
Note that, by Poincaré inequality and thanks to (3.4), ‖∇χ‖L2(0,t;H) is equivalent to
‖χ‖L2(0,t;V ) and so, combining (3.7)–(3.9), choosing δ and δ′ sufficiently small and ε < 1,
and using (2.17) in (3.6), we obtain (3.5), whence the uniqueness result easily follows using
Gronwall’s lemma. Observe that this conclusion holds also in case of ε = 0. ✷
In the remaining of this section we derive some estimates for (P′ε) uniform in ε in order
to pass to the limit in (P′ε) as ε↘ 0 and so prove the last part of Theorem 2.6. So, let F = f
be as in (2.18). We shall denote by C any positive constant (possibly not the same even
inside the same row) that only depends on Ω,N,T ,ϑ0, χ0, and in particular not on ε and
t ∈ [0, T ]. We will denote by symbols υt the time derivative of the generic variable υ.
First estimate. Let now (ϑ,χ,w, ξ) be a solution of (P′ε) for ε > 0, since u and ϑ
belongs to L2(0, T ;V ) and recalling notation (2.12), we may multiply both sides of (2.32)
by u+ δϑ + δN (ϑt − (ϑt )Ω) for some positive constant δ that we will choose later.
Moreover, we test Eqs. (2.25) and (2.26) with Nχt and −χt , respectively (see Re-
mark 2.2), and then take the sum of the three resulting equations, use (2.17), and integrate
over (0, t), obtaining
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Ω
(
δϑ2
2
− ln(ϑ)
)
(t)+C∗δ
∥∥ϑt − (ϑt )Ω∥∥2L2(0,t;V ′) + ‖u‖2L2(0,t;V ) + εδ‖ϑ‖2L2(0,t;V)
+ (δ+ ε)
t∫
0
∫
Ω
|∇ϑ|2
ϑ2
+ ‖χt‖2L2(0,t;V ′) +
1
2
∣∣∇χ(t)∣∣2 + ∫
Ω
βˆ(χ)(t)

∫
Ω
(
δϑ20
2
− ln(ϑ0)
)
+ γ
t∫
0
∫
Γ
(δ+ ε)− '
t∫
0
〈χt , u+ δϑ〉
− 'δ
t∫
0
〈
χt ,N
(
ϑt − (ϑt )Ω
)〉
− δ
t∫
0
((
u+ εϑ,N (ϑt − (ϑt )Ω)))+ 12 |∇χ0|2 +
∫
Ω
βˆ(χ0)−
t∫
0
〈
χt , σ
′(χ)
〉
+ '
t∫
0
〈χt , u〉 + δ
t∫
0
〈f,ϑ〉 +
t∫
0
〈
f,u+ δN (ϑt − (ϑt )Ω)〉, ∀t ∈ [0, T ],
(3.10)
thanks also to (2.16), (2.1), and (2.8).
Now, we may estimate every term of (3.10), separately. First, we use (2.39) with a = δ/2
and b = 1/2 and get∫
Ω
(
δϑ2
2
− ln(ϑ)
)
(t) δ
4
∣∣ϑ(t)∣∣2 + ∥∥ln(ϑ)(t)∥∥
L1(Ω) −C. (3.11)
Thanks to (2.28) and the definition of J , testing (2.30) with v = 1 and recalling notations
(2.12) and (2.13), we may find that
|Ω |(ϑt)Ω(s)= |Ω |fΩ(s)− γ |Γ |
(
uΓ (s)+ εϑΓ (s)
)
for all s ∈ [0, T ], and the following estimate holds:∥∥(ϑt )Ω∥∥∗  C(‖f ‖∗ +CΓ ‖u‖ + εCΓ ‖ϑ‖), (3.12)
thanks to (2.37).
Moreover, integrating by parts, using (3.12) with (2.38), we may obtain
−'δ
t∫
0
〈χt ,ϑ〉 = 'δ
t∫
0
〈
ϑt − (ϑt )Ω,χ
〉− 'δ ∫
Ω
χϑ + 'δ
∫
Ω
χ0ϑ0
+ 'δ
t∫
0
〈
(ϑt )Ω,χ
〉
 'δγ ′
∥∥ϑt − (ϑt )Ω∥∥2L2(0,t;V ′)
+ 'δCγ ′ ‖χ‖2 2 + 'δγ ′′
∣∣ϑ(t)∣∣2 + 'δCγ ′′ ∣∣χ(t)∣∣2L (0,t;V )
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L2(0,t;V ′) +
1
4
‖u‖2
L2(0,t;V) +
ε2δ
4
‖ϑ‖2
L2(0,t;V )
+Cδ‖χ‖2
L2(0,t;V), ∀γ ′, γ ′′ > 0, (3.13)
for all t ∈ [0, T ] and for some positive constants Cγ ′ and Cγ ′′ . Still using (2.15), (2.17),
and (2.38), we can immediately obtain for all t ∈ [0, T ],
−'δ
t∫
0
〈
χt ,N
(
ϑt − (ϑt )Ω
)〉
 'δζ
∥∥ϑt − (ϑt )Ω∥∥2L2(0,t;V ′) + 'δCζ‖χt‖2L2(0,t;V ′) (3.14)
for all ζ > 0 and for some positive constant Cζ . Moreover, using again (2.17) and (2.38)
with Schwartz inequality, we get
−δ
t∫
0
((
u,N (ϑt − (ϑt )Ω)))
 1
4
‖u‖2
L2(0,t;V) +C3δ2
∥∥ϑt − (ϑt )Ω∥∥2L2(0,t;V ′), (3.15)
−δ
t∫
0
((
εϑ,N (ϑt − (ϑt )Ω)))
 ε
2δ
4
‖ϑ‖2
L2(0,t;V ) +C3δ
∥∥ϑt − (ϑt )Ω∥∥2L2(0,t;V ′), (3.16)
t∫
0
〈
f,u+ δN (ϑt − (ϑt )Ω)〉
 C3δζ ′
∥∥ϑt − (ϑt )Ω∥∥2L2(0,t;V ′) + δCζ ′ ‖f ‖2L2(0,t;V ′), ∀ζ ′ > 0, (3.17)
for all t ∈ [0, T ] and for some positive constant Cζ ′ . Now, thanks to (2.2), we obtain
−
t∫
0
〈
χt , σ
′(χ)
〉
 Cσ + Cσ2 ‖χ‖
2
L2(0,t;V ) +
1
2
‖χt‖2L2(0,t;V ′). (3.18)
Finally, here it is essential to recall the form of f , that is
t∫
0
〈f,ϑ〉
t∫
0
|g||ϑ| + γ
t∫
0
∫
Γ
hϑ, (3.19)
and we note that, by virtue of (2.5), the latter summand is nonpositive. And so, we may
collect (3.10)–(3.19), add to both members of (3.10),
1
2
∣∣χ(t)∣∣2 = 1
2
|χ0|2 +
t∫
〈χt ,χ〉0
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equivalent to our ‖ · ‖), choose ε < 1, γ ′, γ ′′, ζ, ζ ′ and then δ sufficiently small, apply a
generalized version of Gronwall’s lemma, getting finally the estimate∣∣ϑ(t)∣∣2 + ∥∥ln(ϑ)(t)∥∥
L1(Ω) + ‖ϑt‖2L2(0,t;V ′) +‖u‖2L2(0,t;V) + ε‖ϑ‖2L2(0,t;V)
+ ‖χt‖2L2(0,t;V ′) +
∥∥χ(t)∥∥2
 C
(
1+ ε+ ‖f ‖2
L2(0,t;V ′)
)
, ∀t ∈ [0, T ]. (3.20)
Remark 3.2. Observe that the first estimate is crucial for this kind of problems (i.e., in
energy balance equation without any kind of coerciveness in the heat flux law, as in (2.32)
with ε = 0). It is essential in fact in this cases to test the first equation by ϑ + u (not
only by u) and moreover to recover time regularity on ϑ (in order to give an estimate
of terms which couples ϑ and ∂tχ , as we have done above), because it is impossible to
get some regularity on ∂tχ by the fourth order equation which rules the phase evolution.
Obviously this is not the case of the nonconserved case in which it is possible to recover
more regularity on ∂tχ by the second order equation which rules the evolution of the phase
variable in that kind of problems.
Second estimate. Now, in order to prove Theorem 2.6, we need to estimate the
L2(0, T ;H) norm of β(χ), with χ a component of the solution to Problem (P′ε) (ε > 0), in-
dependently of ε. So, if (ϑ,χ), (w, ξ) is a solution to Problem (P′ε), with ε > 0, test (2.25)
with N (ξ − ξΩ), and (2.26) with (ξ − ξΩ) (remember notation (2.12)). Here we have to
notice that, in order to perform this estimate, we need some regularity on ξ − ξΩ , and so,
to make this calculation formal, we would have taken an approximation of β in (2.26), for
example its Yosida approximation βτ (for τ > 0). In this way in fact we would have that
ξτ = βτ (χ) ∈ L∞(0, T ;V ), thanks to (3.20) and the Lipschitz continuity of βτ . Since the
proof that this approximating problem (for τ > 0) admits a solution and then the passage to
the limit as τ ↘ 0 has just been done in [32], we will argue here directly on (2.25)–(2.26)
and (2.32). Then, using (2.28), subtracting the resulting equations, setting
G=−N (χt )− σ ′(χ)− 'u,
and subtracting also 〈ξΩ, ξ − ξΩ 〉 = 0, we obtain the identity(∇χ,∇(ξ − ξΩ))+ |ξ − ξΩ |2 = (G− ξΩ, ξ − ξΩ)= (G, ξ − ξΩ).
Since the first term on the left-hand side is nonnegative, due to the monotonicity of β we
deduce that
|ξ − ξΩ | |G|.
Then, thanks to the first estimates, we immediately get
‖ξ − ξΩ‖L2(0,T ;H) C.
In the next step, we would like to derive an analogous estimate for β(χ). To do that, we
have to find an upper bound for the L2-norm of ξΩ .
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closely the proof devised by Kenmochi et al. in [22, Lemma 5.2], we can state that
‖ξ‖L2(0,T ;H)  C. (3.21)
Note that assumption (2.29) is used at this step.
Now, in order to derive an estimate of w in L2(0, T ;V ), we may observe that, thanks
to (2.25), w − wΩ is a solution of a problem like (2.14) with datum ∂tχ ∈ L2(0, T ;V ′)
(thanks to (3.20)). Hence, estimating the mean value of w with the help of (2.26) (choose
v = 1) and using again (3.20), we can say that
‖w‖L2(0,T ;V )  C. (3.22)
Moreover, applying the same argument to (2.26), we obtain that χ −m0 is the solution of
a problem like (2.14) with datum in L2(0, T ;H) and consequently we may obtain that
‖χ‖L2(0,T ;W)  C. (3.23)
Passage to the limit. We aim to obtain uniqueness on the components ϑ and χ of the
solution (ϑ,χ), (w, ξ) to (P′0) by passage to the limit in (P′ε) as ε ↘ 0. We have just
obtained (in the first–second estimates) uniform bounds (i.e., independent on ε) on solution
(ϑε,χε), (wε, ξε) of Problem (P′ε) for 0 < ε < 1.
Now, the standard weak compactness results, the well-known Ascoli theorem, and
Aubin’s lemma (cf., e.g., [26, p. 58]) permit us to find a pair (ϑ,χ), (w,φ) as the weak, or
weak-∗, limit of a suitable subsequence of (ϑε,χε), (wε, ξε) (indeed, all the convergence
relations below will be intended to hold up to the extraction of subsequences), i.e., we may
say that
ϑε → ϑ weakly star in H 1(0, T ;V ′)∩L∞(0, T ;H) (3.24)
and strongly in C0
([0, T ];V ′), (3.25)
εϑε → 0 strongly in L2(0, T ;V ), (3.26)
uε → u weakly in L2(0, T ;V ), (3.27)
χε → χ weakly star in H 1(0, T ;V ′)∩L∞(0, T ;V )∩L2(0, T ;W) (3.28)
and strongly in C0
([0, T ];H )∩L2(0, T ;V ), (3.29)
ξε → φ weakly in L2(0, T ;H). (3.30)
Moreover, by (2.2) and (3.29), we have that
σ ′(χε)→ σ ′(χ) strongly in C0
([0, T ];H ) (3.31)
as ε ↘ 0. Moreover, using the fact that ϑε ∈ ρ(uε), where ρ is the maximal monotone
graph defined in (−∞,0) by ρ(r) = −1/r for r > 0 (cf. also Remark 2.1), (3.25) and
(3.27), we have that ϑ ∈ ρ(u), simply making use of [2, Proposition 1.1, p. 42]. Analo-
gously, using (3.29), (3.30), and the same proposition, we may recover that φ = ξ . Since it
is a standard matter to pass to the limit in (P′ε) as ε↘ 0 and find a solution to Problem (P′0),
which is unique in the sense of Lemma 3.1. With this the proof of Theorem 2.6 is complete.
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We have to analyze now Problem (Pε) for ε > 0. We follow here the same procedure
(and notations) of [13, Section 4] adapting or modifying the results to our case, which
needs a more careful analysis because of lack of regularity on χ (due to the fourth order
equation (1.2), instead of the second order one of [13]). So, let us first give a uniqueness
result on the solution to this problem, which holds also in case ε = 0.
Lemma 4.1. The components ϑ and χ of solutions to Problem (Pε) are unique for any
0 ε < 1.
Proof. Let 0  ε < 1 be fixed, and (ϑi,χi), (wi, ξi ) (i = 1,2) two solutions of Prob-
lem (Pε). Put Fi := f − J (k ∗ ϑi) (i = 1,2) and F = F1 − F2. Since Fi ∈ L2(0, T ;V ′)
(cf. (2.20)), it follows that (ϑi,χi), (wi, ξi ) (i = 1,2) solve (P′ε) for the right-hand side Fi ,
i = 1,2. Hence, using the notations of Lemma 3.1, we have that (see (3.5))∥∥η(t)∥∥2∗ + ε‖ϑ‖2L2(0,t;H)+C∗∥∥χ(t)∥∥2∗ + ‖χ‖2L2(0,t;V)
 C‖χ‖2
L2(0,t;V ′) − 2
t∫
0
(
J (k ∗ ϑ), J−1η), ∀t ∈ [0, T ]. (4.1)
Now, thanks to (2.11), (2.35), (2.36), and Schwartz inequality, we have
−2
t∫
0
(
J (k ∗ ϑ), J−1η)−2
t∫
0
(k ∗ ϑ,ϑ)+ 2'‖k ∗ ϑ‖L2(0,t;H)‖χ‖L2(0,t;H)
−2
t∫
0
(k ∗ ϑ,ϑ)+ (∣∣k(0)∣∣2 + ‖k′‖2
L1(0,t )
)‖1 ∗ ϑ‖2
L2(0,t;H)
+ '2δ‖χ‖2
L2(0,t;V) +Cδ‖χ‖2L2(0,t;V ′), ∀δ > 0, (4.2)
for all t ∈ [0, T ], and for some positive constant Cδ . Moreover, an integration by parts
combined with the use of (2.33) and (2.34) leads to
I (t) := −2
t∫
0
(k ∗ ϑ,ϑ)=−2k(0)∣∣(1 ∗ ϑ)(t)∣∣2 − 2((k′ ∗ 1 ∗ ϑ)(t),1 ∗ ϑ(t))
+ 2
t∫
0
1
2
k(0)
d
ds
|1 ∗ ϑ|2(s) ds + 2
t∫
0
(k′ ∗ ϑ,1 ∗ ϑ)
=−k(0)∣∣(1 ∗ ϑ)(t)∣∣2 − 2((k′ ∗ 1 ∗ ϑ)(t),1 ∗ ϑ(t))
+ 2
t∫ (
k′(0)(1 ∗ ϑ)+ k′′ ∗ 1 ∗ ϑ,1 ∗ ϑ). (4.3)0
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left side and estimate the remaining term on the right. By (2.35), (2.38), and (2.4), we may
obtain for all t ∈ [0, T ],
2
∣∣((k′ ∗ 1 ∗ ϑ)(t), (1 ∗ ϑ)(t))∣∣
 2‖k′ ∗ 1 ∗ ϑ‖C0([0,t ];H)
∣∣(1 ∗ ϑ)(t)∣∣
 2
k(0)
‖k′‖2
L2(0,t )‖1 ∗ ϑ‖2L2(0,t;H)+
k(0)
2
∣∣(1 ∗ ϑ)(t)∣∣2, (4.4)
2
∣∣∣∣∣
t∫
0
(
k′(0)(1 ∗ ϑ)+ k′′ ∗ 1 ∗ ϑ,1 ∗ ϑ)
∣∣∣∣∣
 2
(∣∣k′(0)∣∣+ ‖k′′‖L1(0,t ))‖1 ∗ ϑ‖2L2(0,t;H). (4.5)
Finally, collecting (4.1)–(4.5), and choosing δ sufficiently small, we may immediately ob-
tain ∥∥η(t)∥∥2∗ + ε‖ϑ‖2L2(0,t;H)+ ∣∣(1 ∗ ϑ)(t)∣∣2 + ∥∥χ(t)∥∥2∗ + ‖χ‖2L2(0,t;V)
 C
t∫
0
(∥∥χ(s)∥∥2∗ + |1 ∗ ϑ|2), ∀t ∈ [0, T ]. (4.6)
At this point it suffices to apply Gronwall’s lemma to (4.6) in order to conclude the proof
of Lemma 4.1. ✷
Remark 4.2. Let us observe that, if 0 < ε < 1, the same uniqueness result holds for k ∈
L2(0, T ) instead of k in hypothesis (2.4). In fact, if ε > 0, we can estimate the integral
in (4.2), by use of (2.35) and (2.38), in this way
−2
t∫
0
(k ∗ ϑ,ϑ) 2
ε
t∫
0
‖k‖2
L2(0,T )‖ϑ‖2L2(0,s;H) ds +
ε
2
‖ϑ‖2
L2(0,t;H), ∀t ∈ [0, T ].
Moreover, observing that ‖1∗ϑ‖2
L2(0,t;H)  T
∫ t
0 ‖ϑ‖2L2(0,s;H) ds, Lemma 4.1 still follows
by Gronwall’s lemma.
Now, we may state some lemmas that will close the proof of Theorem 2.4, i.e., they will
give existence of solutions to Problem (Pε) via fixed point technique.
Lemma 4.3. Let 0 < ε < 1 and k ∈ L1(0, T ). Let Aε be the operator such that Θ → ϑ ,
with Θ ∈ L2(0, T ;V ) and ϑ the solution component of Problem (P′ε), where F is replaced
by f − J (k ∗Θ). Then, there holds
‖ϑ‖2
H 1(0,t;V ′)∩C0([0,t ];H)+ ε‖ϑ‖2L2(0,t;V )
R1(ε)+R2(ε)‖k‖2 1 ‖Θ‖2 2 , ∀t ∈ [0, T ], (4.7)L (0,t ) L (0,t;V )
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R1(ε) := C¯
(
1+ ε + 2(1+ ε−1)‖f ‖2
L2(0,T ;V ′)
)
, R2(ε) := 2C¯(1+ ε−1) (4.8)
for some positive constant C¯ depending only on Ω,N,T ,ϑ0, χ0, and in particular not on ε
and t ∈ [0, T ]. Moreover, setting ϑi =Aε(Θi), i = 1,2, there is another constant Cc such
that
ε‖ϑ1 − ϑ2‖2L2(0,t;H)
 Cc(1+ ε−1)‖k‖2L1(0,t )‖Θ1 −Θ2‖2L2(0,t;H), ∀t ∈ [0, T ]. (4.9)
Proof. Let us say that, in order to obtain (4.7), we have to change the first estimate
performed on solutions to Problem (P′ε). In fact, in order to prove the second part of Theo-
rem 2.6, we have taken F = f with f defined in (2.18) and such that (2.5) holds. In such
a way, we have been able to get uniform estimates (independent on ε) on solutions of (Pε).
Here instead we do not need estimates independent on ε, because we are just consider-
ing Problem (P′ε) for ε > 0 and so we may take the datum F with the minimal regularity
L2(0, T ;V ′) and change (3.19) as follows:
t∫
0
〈F,ϑ〉 ε
2
‖ϑ‖2
L2(0,t;V ) +
1
2ε
‖F‖2
L2(0,t;V ′). (4.10)
In this case, (3.20) becomes∣∣ϑ(t)∣∣2 + ∥∥ln(ϑ)(t)∥∥
L1(Ω) + ‖ϑt‖2L2(0,t;V ′) +‖u‖2L2(0,t;V) + ε‖ϑ‖2L2(0,t;V)
+ ‖χt‖2L2(0,t;V ′) +
∥∥χ(t)∥∥2
 C¯
(
1+ ε+ (1+ ε−1)‖F‖2
L2(0,t;V ′)
)
, ∀t ∈ [0, T ], (4.11)
with C¯ the same as in the text of our Lemma 4.3. Now, using (2.35), we immediately
find (4.7).
Finally, inequality (4.9) is a consequence of (3.5) with F = −J (k ∗ (Θ1 − Θ2) and
η0 = χ0 = 0, in fact, we can argue as in (4.2), with Θ =Θ1 −Θ2,
2
t∫
0
〈F,J−1η〉 (2ε−1 + 1)‖k‖2
L1(0,t )‖Θ‖2L2(0,t;H)
+ ε
2
‖ϑ‖2
L2(0,t;H)+ '2‖χ‖2L2(0,t;H), (4.12)
moreover, applying (2.36) to (4.12), and Gronwall’s lemma to (3.5), we just recover (4.9).✷
The next two lemmas are formulated as [13, Lemmas 4.4–5], i.e., in the paper where a
proof of existence of solutions for an analogous of our Problem (Pε), in the nonconserved
case (i.e., with a second order equation for the phase variable χ ) is given. Let us recall
them here and give a detailed proof for reader’s convenience.
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(Pε) has a unique solution on [0, T0].
Proof. Choose T0 > 0 small enough so that
R2(ε)‖k‖2L1(0,T0)
2R1(ε)
ε
R1(ε) (4.13)
and that
Cc(1+ ε−1)‖k‖2L1(0,T0) 
ε
2
. (4.14)
Then Aε maps the set
Y0 =
{
v ∈L2(0, T0;V ) s.t. ε‖v‖2L2(0,T0;V )  2R1(ε)
}
into itself because of (4.7) together with (4.13). Moreover, Y0 is a complete metric space if
we endow it with the distance
d(v1, v2)= ‖v1 − v2‖L2(0,T0;H), v1, v2 ∈ Y0,
and Aε is strictly contractive in Y0 thanks to (4.9) and (4.14). And so, by the contractive
mapping principle, Aε has a unique fixed point in Y0 and so (Pε) has a unique solution on
[0, T0]. ✷
Lemma 4.5. Let 0 < ε < 1 and k ∈ L2(0, T ). Then, Problem (Pε) has a unique solution on
[0, T ].
Proof. Thanks to Lemma 4.4 and a standard argument, it suffices to prove an estimate
independent on T0. Observe that a solution (ϑ,χ), (w, ξ) of (Pε) solves (P′ε) with F =
f − J (k ∗ ϑ). And so, we may recall inequality (4.11), and the estimate
‖F‖2
L2(0,t;V ′)  2
(
‖f ‖2
L2(0,T ;V ′) +
t∫
0
‖k‖2
L2(0,T )‖ϑ‖2L2(0,s;V ) ds
)
, ∀t ∈ [0, T ],
obtained using only (2.35). Then, applying Gronwall’s lemma, we may conclude the proof.✷
With this the proof of Theorem 2.4 is complete.
5. Analysis of Problem (P0)
In this section we get a solution (ϑ,χ), (w, ξ) to Problem (P0), whose components ϑ
and χ are also unique (see Lemma 4.1). Moreover we find also a continuous dependence
result for the solution to Problem (Pε) with 0 ε < 1. Let us begin with uniform estimates
(independent of ε) on the solution of Problem (Pε) with ε > 0. We shall denote even in this
section by C any positive constant (possibly not the same even inside the same row) that
only depends on Ω,N,T ,ϑ0, χ0, and also on f , but always not on ε and t ∈ [0, T ]. Then,
we will argue by compactness and find, at the limit for ε↘ 0, the solution of Problem (P0).
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first estimate taking F = f − J (k ∗ ϑε). Observe that (3.10) may be exactly rewritten
with F in place of f . We will still call it (3.10) in the sequel. Now, we may treat the terms
which contains F in (3.10) as follows (remember also (2.17)):
t∫
0
〈
F,uε + δN
(
∂tϑε − (∂tϑε)Ω
)〉
 C3δζ
∥∥∂tϑε − (∂tϑε)Ω∥∥2L2(0,T ;V ′) + δCζ ‖F‖2L2(0,T ;V ′) (5.1)
for all ζ > 0 and for some constant Cζ > 0 (remember that δ was an arbitrary positive
constant). Moreover, observe that
‖F‖L2(0,T ;V ′)  ‖f ‖L2(0,T ;V ′) +
(∣∣k(0)∣∣+ ‖k′‖L1(0,T ))
t∫
0
∥∥(1 ∗ ϑε)∥∥. (5.2)
The other term containing F was
δ
t∫
0
∫
Ω
Fϑε = δ
t∫
0
〈f,ϑε〉 − δ
t∫
0
〈
J (k ∗ ϑε),ϑε
〉
. (5.3)
Now, in order to estimate these last two integrals, we use (2.5) in the first term of (5.3) and
integrate by parts the second one with the help of (2.33) and (2.34), getting
t∫
0
〈f,ϑε〉 C
(
1+
t∫
0
|ϑε|2
)
, (5.4)
−
t∫
0
〈
J (k ∗ ϑε),ϑε
〉
=−k(0)
2
∥∥1 ∗ ϑε(t)∥∥2 − (((k′ ∗ 1 ∗ ϑε)(t),1 ∗ ϑε(t)))
+
t∫
0
((
k′(0)(1 ∗ ϑε)+ k′′ ∗ 1 ∗ ϑε,1 ∗ ϑε
))
. (5.5)
Moreover, to estimate the terms in (5.5), we may proceed exactly like in (4.4) and (4.5),
and for the other terms in (3.10) we proceed exactly like in the first estimate (see (3.11)–
(3.15) and (3.18)), in such a way that, in place of (3.20), taking also advantages of the
second estimate, we get the bound
‖ϑε‖2H 1(0,T ;V ′)∩L∞(0,T ;H) + ε‖ϑε‖2L2(0,T ;V ) + ‖1 ∗ ϑε‖2C0([0,T ];V )
+ ‖χε‖H 1(0,T ;V ′)∩L∞(0,T ;V )∩L2(0,T ;W) + ‖ξε‖L2(0,T ;H)  C (5.6)
for all t ∈ [0, T ].
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for (P′0), noting moreover that, thanks to (5.6), (2.4), and (2.33), we have the additional
convergence
k ∗ ϑε → k ∗ ϑ weakly star in L∞(0, T ;V ). (5.7)
With this the proof of Theorem 2.3 is complete.
Now, let us give our continuous dependence result of solution to (Pε) (for small ε  0)
on all the data in (2.4)–(2.7), but not on m0.
Theorem 5.1. Let 0  ε < 1 and let (ϑi,χi), (wi, ξi) (i = 1,2) two solutions of (Pε)
correspondent to the data ki, fi, ϑ0i , χ0i (i = 1,2). Assume notations (3.1)–(3.3) and hy-
pothesis (3.4). Let moreover
k = k1 − k2, f = f1 − f2. (5.8)
Then, it holds that
‖η‖2L∞(0,T ;V ′) + ‖χ‖2L∞(0,T ;V ′)∩L2(0,T ;V ) + ε‖ϑ‖2L2(0,T ;H) + ‖1 ∗ ϑ‖2C0([0,T ];H)
 C
(‖η0‖2∗ + ‖χ0‖2∗ + ‖f ‖2L1(0,T ;V ′) + ‖k‖2W 1,1(0,T )) (5.9)
for some positive constant C independent on ε.
Proof. We apply (3.5) with F = f −J (k ∗ϑ1)−J (k2 ∗ϑ). Applying Schwartz inequality
and (2.10) in the first integral below, and (2.35) in the second one, we get
t∫
0
〈f,J−1η〉
t∫
0
‖f ‖∗‖η‖∗, (5.10)
−
t∫
0
〈
J (k ∗ ϑ1)+ J (k2 ∗ ϑ), J−1η
〉

(∣∣k(0)∣∣+ ‖k′‖L1(0,T ))‖1 ∗ ϑ1‖L2(0,T ;V )‖η‖L2(0,T ;V ′)
−
t∫
0
〈
J (k2 ∗ ϑ), J−1η
〉
, (5.11)
and now, we may estimate the integral in (5.11) using (2.11), (2.33)–(2.36), and integrating
by parts as in (4.3), i.e., we have
−
t∫
0
〈
J (k2 ∗ ϑ), J−1η
〉
−
t∫
0
(k2 ∗ ϑ,ϑ)+ '‖k2 ∗ ϑ‖L2(0,T ;H)‖χ‖L2(0,T ;H)
 −k2(0)
2
∣∣(1 ∗ ϑ)(t)∣∣2 − ∫ (k′2 ∗ 1 ∗ ϑ)(t)(1 ∗ ϑ)(t)
Ω
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t∫
0
(
k′2(0)(1 ∗ ϑ)+ k′′2 ∗ 1 ∗ ϑ,1 ∗ ϑ
)
+ (∣∣k(0)∣∣2 + ‖k′2‖2L1(0,T ))‖1 ∗ ϑ‖2L2(0,T ;H)
+ 2'2(δ‖χ‖2
L2(0,T ;V ) +Cδ‖χ‖2L2(0,T ;V ′)
) (5.12)
for all δ > 0 and for some positive constant Cδ . Moreover, it remains to estimate the two
integrals in (5.12). We proceed as follows:∣∣∣∣∣
∫
Ω
(k′2 ∗ 1 ∗ ϑ)(t)(1 ∗ ϑ)(t)
∣∣∣∣∣ ‖k′2 ∗ 1 ∗ ϑ‖C0([0,T ];H)
∣∣(1 ∗ ϑ)(t)∣∣
 1
2k2(0)
‖k′2‖2L2(0,T )‖1 ∗ ϑ‖2L2(0,T ;H) +
k2(0)
2
∣∣(1 ∗ ϑ)(t)∣∣2, (5.13)
∣∣∣∣∣
t∫
0
(
k′2(0)(1 ∗ ϑ)+ k′′2 ∗ 1 ∗ ϑ,1 ∗ ϑ
)∣∣∣∣∣

(∣∣k′2(0)∣∣+ ‖k′′2‖L1(0,T ))‖1 ∗ ϑ‖2L2(0,T ;H). (5.14)
Finally, on account of (2.4), (3.5), (5.6), (5.10)–(5.14), and choosing δ sufficiently small,
we obtain∥∥η(t)∥∥2∗ + ε‖ϑ‖2L2(0,T ;H) + k2(0)2
∣∣(1 ∗ ϑ)(t)∣∣2 +C∗∥∥χ(t)∥∥2∗ +C‖χ‖2L2(0,T ;V )
 ‖η0‖2∗ +C3‖χ0‖2∗ +
t∫
0
‖f ‖∗‖η‖∗ +C
(∣∣k(0)∣∣+ ‖k′‖L1(0,T ))2
+C
t∫
0
(
(1+ '2)‖χ‖2∗ + |1 ∗ ϑ|2
)
, ∀t ∈ [0, T ]. (5.15)
At this point, we may apply Gronwall’s lemma and deduce (5.9). ✷
Remark 5.2. Let us point out that Theorem 5.1 is of some utility since it gives us further-
more the possibility of defining yet a weaker solution of Problem (Pε), for small ε  0
when the data (f, k) are only assumed to be in L1(0, T ;V ′)×W 1,1(0, T ), with k(0) > 0,
and (η0, χ0) in V ′ × V ′. Indeed, a consequence of (5.9) is that it would be sufficient to
approximate (f, k) and (η0, χ0) in the above norms by some families fδ, kδ, η0δ, χ0δ such
that
fδ ∈L2(0, T ;H), kδ ∈W 2,1(0, T ), kδ(0) > 0, η0δ ∈H, χ0δ ∈ V
for all δ > 0, then devising a Cauchy argument. In this case we would obtain a solution
(ϑ,χ) as limit of sequence of approximating solutions, with the regularities
ϑ ∈L∞(0, T ;V ′), χ ∈L∞(0, T ;V ′)∩L2(0, T ;V ),
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1 ∗ ϑ ∈C0([0, T ];H ) (with ϑ ∈ L2(0, T ;H) only if ε > 0).
Moreover, this solution is unique in the class of such limiting solutions and depends con-
tinuously on the data.
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