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In this paper we present the multi-indexed partitional. The structure is a generalization of the 
partitional of Foata and Schiitzenberger, and gives a combinatorial interpretation for wrtain 
multivariate polynomial sequences of binomial type. 
1. Introduction 
The partitional (le compose partitionnel) defined by Foata and Schiitzenberger 
[2] in 1970 is a combinatorial structure which gives a unified approach to the 
enumeration of many classes of objects. Examples of such classes include the 
familiar and elementary set partitions of (1,2, . . . , n) into k parts, permutations 
of n letters with k cycles, and ways of placing II balls into k boxes. 
Each partitional satisfying one additional and simple condition is associated to a 
unique univariate polynomial sequence of binomial type (see [12]) and provides a 
combinatorial interpretation for the coefficients of this sequence. In this paper, we 
introduce a more general structure, the multi-indexed partitional. These strut- 
tures offer an analogous combinatorial interpretation for the coefficients of certain 
multivariate polynomial sequences of binomial type [SJ. 
This paper is divided into five sections. Section 2 contains definitions, notational 
conventions and preliminary results, In Section 3 we present the partition81 of 
Foata and Schiitzenberger, This exposition is due to Garcia [S]* In the fourth 
section we develop the theory for the multi4ndexed partitionala, nd the fifth 
section is devoted to examplezI, 
The author would like to thank AM, Garsia nd JRS, Kurq for many valuable 
discuasisnti enthis aubjeet, 
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subsets, we denote their union by XI’_ I Bim The group of ail permutations of [n] is 
denoted Y,,, 
(2) If S is any statement, hen we define the indicator function 
x(S) = I 1 if S is true, 0 if S is false. 
(3) A set partition of [n] into k parts is an unordered collection (A,, . . . , Ak ) of 
pairwise disjoint non-empty subsets such that Cf=_ 1 A, = [n]. We denote the 
collection of ail such partitions by Ii&z, k). The parts of a partition are cmonicdy 
ordered if 
i=minA,<minA,<-<minAk. 
An ordered set partition of [n] into k parts is an ordered collection of pairwise 
disjoint non-empty subsets, (A,, . . . , Ak), such that Cr_ 1 Ai = [n]. We denote the 
collection of ail such ordF*<ed partitions by fi(n, k). 
A pseudo set partition (ordered pseudo set partition) is a partition (ordered 
partition) (A,, . . . , Ak) where we do not require that each block Ai be non- 
empty. 
(4) A polynomial sequence of binomial type [12] is a polynomial sequence 
( pn (x)yc =() such that for ail n, deg pn (x) = n, and 
PJX + Y) = f (kn)“(x)“dYh 
k =0 
(2.1) 
It is well-known [4, 121, that a polynomial sequence {p,,(x)}:=,, is of binomial type 
if and only if 
f P,(X) s = exftu), 
n = 0 . 
(2.2) 
where f(u) is a formal power series invertible under functional composition. 
(5) We denote s-dimensional vectors by boldfaced letters. For example, x = 
(x.. x- , x,), and n = (n,, n2,. . . , n,). Addition is defined as standard vector 
addition, and we say x > y if for all 1 G i G s, Xi 3 yi. The symbols ra, U, and k 
always denote vectors of non-negative integers. We set 
A multivariate polynomial sequence of binomial type [S] is a multi-indexed 
multivaiiate polynomial sequence {p,,(~)},,~ such that for all n 3 0, deg P,,(X) = 
n,+n,+ l l l + tq, anti 
P*(x+Y)= (2.3) 
Ttle ch:ifacterization of these sequences in terms of their generating function is as 
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follows. A multivariate polynomial sequence (p,(x)} is of binomial type if and 
only if 
where the system {f,, fi, . . . , j”} is a system of s-variate formal power series 
invertible under functional composition. It is well known that a system is 
invertible whenever the Jacobian of the system is non-zero at the origin, 
A multivariate polynomial sequence of binomial type is said to be unidiagonal 
[S] if its system of formal power series (f,, f2, I . . , fq} is such that for all 1 G i 6 S, 
fib) = u,HW, 
where H(u) is independent of i, and non-zero at the origin. 
An extensive literature exists on this subject; see for example 13, 4, 5, 6, 12, 
13-J. 
3. The partitional 
Our goal in this section is to present he partitionals introduced by Foata and 
Schiitzenberger 123. This exposition was first given by Garsia (1977) as a part of a 
series of lectures in modern combinatorics [7]. 
We begin with a list 3 consisting of geometric objects, each having a finite 
number of labeled places. We consider the list 9 as a graded list, i.e. 9 = 
9, +.z*+ . . .+z”+. . . where the nth list contains all objects with precisely n 
places labeled with the labels { 1,2, . . . , n), and require that IL!?“1 is finite for all n. 
The places can be thought of as labeled “holes” into which we shall place labeled 
“balls”. 
Some examples of such lists are 
Example 3.1. Each list JZ’,, consists of the complete graph on y1 vertices. For 
example, 
5 
Here, Is,,1 = 1 for all n. 
Example 3.2. Each list X,, consists of all possible labelings of the linear graph on 
n vertices. For example, 
In this case, IA!?,, I= n !. 
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EmmpIe 3.3. Each list 9,, consists of all possible labelings of the circular graph 
on n vertices. For example, 
1 1 1 
2 
0 
4 
3 
1 
/I 
3 0 2 
4 
2 
0 
3 
4 
1 
4 0 3 
2 
3 
0 
4 
2 
1 
4 0 2 
3 
Hme, 13n~=(n-1)!. 
Renrark 3.1. In each of the above examples, the list S,, consists of collections of 
all possible labelings of one geometric object. This need not be the case. Each list 
could contain many different types of objects, and it is not necessary that all 
labelings of any object occur. However, lists of the above type have very elegant 
generating functions [lo]. 
De6niGon 3.1. A simple object o(b, A) is a pairing of an object b from our list 9 
and a subset A E & such that b E 2ZlAl. Pictorially, we visualize this as follows: if 
A = (il < l l l < ik), b E.&, then the simple object o(b, A) is obtained by putting 
the “ball” ij into the place in b labeled with the label i. For example, consider the 
list in Example 3.3. If 
1 
5 
b, = Q 3 
2 4 
then 
db,, A) = 0 and o(b2,A)= 0. 
3 4 
. 
9 b2= ; A = (2,4,5,7,13), 
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fBefhition 3.2. An (n, &composite o@ect is an (unordered) collection of k simple 
objects {o(b,, A,), . . . , o(bk, Ak)} such that the sets Al, . . . , Ak form a set parti- 
tion of [n]. We say that a composite object is canonically ordered if 
minA,cminA,c* l l <minAk. 
We let %$J.S?) denote the collection of all (n, &composite objects. 
The partitional %(S!) is defined by 
that is, S(g) is the collection of all composite objects. Note that a simple object 
o(6, A) is a composite object only if A = [n], for some n. 
The following is a (10,3)-composite object for the list in Example 3.3: 
If 
the 
V = (1 3 4 7)(2 5 6 
1 
h, = 
3 
0 
2 
4 
8 lW9) 
The (n, &composite objects can be visualized as pictures having k unordered 
parts and n labeled places. 
Following Polya’s “picture writing” convention [9], we can represent the list of 
pictures in %,,& (9) as follows: 
We are of course concerned with the enumeration of these composite objects. The 
following theorem gives a beautiful relation between the generating functions for 
the partitional q(Z) and for its list 2. 
I&t us set pnBk = I%,@% f” = l%l, and f(u)=Cz4 .(f”/V!)U” , 
150 
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ProoL By formally expanding the right hand side of (3.2), and equating the 
coefficients of U”X~ on both sides, one easily sees that (3.2) is equivalent o 
n! c f fy, Vl -. . .- p”*k = ! ,,,+. . .+vk =,, v,! vk ! 
V,==l 
(3.3) 
for all nal, and l&&n. 
Using (3.1) it is clear that 
%,k = c c 
. . . 
c 1 
weZ7tn.k) bl EslA,I bk E zlA,l 
==(A, - - * Ak) 
= 
c c c l l l C X(JAiI = vi, Vi) 
Thus, it remains to be shown that 
(3.4) 
This is somewhat subtle, for it is not true that the summands in the right and left 
hand sides of (3.4) are equal. For example, the only 3-partition of {1,2,3,4} with 
I A,1 = I, IP I = 1, and IA31 = 2 (under our canonical ordering) is w = (1)(2)(34), 
vuhereas 
1 4! --= 
3! l! l! 2! 2. 
However, the equality in (3.4) does hold, and follows from the slightly more 
general 
k! c @(V,r l . l 9 vk) C X(IAif = vi, Vi)= 
(3.5) 
Proof. Using the 
tions fi(n, k) can 
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canonical ordering in l7(n, k), the collection of ordered parti- 
be represented in the following way: 
a(n, k) = C c (&,I, l l ’ b(k))= (3.6) 
CrESPk IreI7hk) 
?r=(A, -**A,‘) 
Thus, 
c XW(i)l = Vi9 W 
mEl7h.k) 
c X<IAi I = ti, W 
where (a) follows since Qi is symmetric, (b) follows from (3.6), and (c) uses the fact 
that the number of ordered partitions of shape (IQ, . . . , v,J is the multinomial 
coefficient n!/(v,! l ’ ’ vk!). 
As an immediate consequence of Theorem 3.1, we have 
Theorem 3.2. Given the partitional %(ZZ), set 
&.k = l@n.k(z)l, P&J = 1, 
and 
l%(X)= f &kXk 
k=l 
f or n 3 1. Then the polynomial sequence {p,,(x)} isof binomial type if and only if the 
list 5& is non-empty. 
Proof. Let fu = 1.~2~ I, and set 
f(u)= i fu$ 
u= 1 l 
152 
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(3.7) 
Therefore, by (2.2) {p,,(x)) is a sequence of binomial type if and only if f(u) is 
invertible under functional composition, and it is well-known and easy to show 
that this is true if and only if I&l = f1 # 0. 
Remark 3.2. Since a complete discussion of methods, formulas, and algorithms 
for the actual computation of the P,,~ ‘s would constitute another paper, we 
confine ourselves to the following remark. 
If the sequence {p,,(x)) satisfies (3.7) and is of binomial type then there are 
several closed form formulas for the pn,k ‘s in term? of the coefficients of F(u), the 
formal power series inverse of f(u). These formulas, known as the Rodriguez and 
Steffenson formulas [ 121, have been shown to be equivalent to different versions 
of the Lagrange inversion theorem [3]. Combining this with results of Kung and 
Traub on the fast reversion of formal power series [8], we find that the coefficients 
of p,,(x) can be computed in O((n log n)‘12M(n)) operations, where M(n) is the 
number of operations sufficient to multiply two polynomials of degree ~1. Higher 
dimensional analogues of these formulas have been obtained [6] and lead in a 
similar manner, to computational methods for the multi-indexed partitionals. 
4. The molti4ndexed partitional 
We begin with a family of lists Z(“, . . . ,5!?“. Each list is an s-graded list, that 
is, for each i, 
y(i: = c e;. . . . . v, 
(v,.._..v,)=O 
v, = 1 
where each el’,:. . . , v, is a finite list of geometric objects with ‘vl labeled places of 
type 1, v2 labeled places of type 2, . . . , and v, labeled places of type s. We require 
-11 pqwnP. 2 objects in the ith list s(i) to have at least one place of type i; each 
cbject in 9’;‘:. . . . . I,, has a total of v1 + l l l + v, places, and the vi places of type i are 
labeled with the labels (1,2, . . . , vi} (1 pi G s). Wet can think of the vj places of 
type i as “ holes” of shape i, into which we shall fit labeled “balls” of the same 
shape. (Clearly, we do not want to find ourselves in the position of trying to fit 
square balls into round holes . . . .) Before proceeding, we give some examples of 
such lists. 
Example 4.1. In this example, the list Z’(,l,!,, (respectively ZZ~~!J consists of all 
labelings of all linear graphs with ‘vl round vertices and v2 square vertices, such 
that the first vertex is round (respectively square). Here, 
~5’,‘.v,l = Vi(V* + v2- l)!’ 
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cJ<l) = 
2.2 I 
1 1 2 2 
1 2 1 2 
2 2 11 
6+6-&i 
Example 4.2. The list 5$,:!_ (respectively Z!!~~!J consists of all possible labelings 
of all circular graphs with vl round and v2 square vertices and with one round 
(resp. square) vertex in the center. Here 
For example, Z@i consists of 
1 
1 
3 
@ 
2 
2 
1 
2 
3 
@ 
1 
2 
1 
2 @ 3 
2 
1 
1 
3 
@ 
2 
1 
1 
1 3 
@ 
2 
2 
1 
3 
@ 
1 
2 
and the 12 other pictures which correspond to having the center square labeled 1 
or 2. 
Example 4.3. There is no reason why the lists 9”’ and 9?(2) should be related (i.e. 
have pictures that look very similar). In this example, we choose L!!!“) to be the list 
Z(l) defined in Example 4.1, and 5??*) to be the list 5!?*) defined in Example 4.2. 
We shall return to thl. example in Section 5. 
Definition 4.1. A simple ol ,kt of the ith kind, Oi(W, (A)) is a pair consisting of an 
ordered collection of sets A = (A, l l l A,) with lAj\ = vj for all j, and w E 9::. . . v,c 
Note that we must have vi 2 1. 
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For example, using the lists in Example 4.2, if 
(A) = ((346)( 1789)) and w=3 
2 1 
3 
@ 
2 1 
4 9 
then 
o,i(w, (4) = 
Definition 4.2. An (n, k)-composite object is an unordered collection of k, simple 
objects of kind 1, k2 simple objects of kind 2, . . . , and k, simple objects of kind 
s ; that is, a collection of the form 
i 2 Oi(Wi, (AiiAbi l l l Agi)) 
i=l j=l 
such that for each 1 c i s s, the collection of sets 
(A;, l l l &,A;, l . l AFkz l l l A;, l l 9 &J 
is a pseudo partition of { 1,2, . . . , ni) into k, + l l l + k, parts. Note that the parts 
A;,, A&, :. . , Aik, are all non-empty. 
We let %,&P, . . . , .Z’s’) denote the collection of these (n, k)-composite 
objects. 
The muZti-indexed partitional 4Z(L#?‘1), . . . , .S(“) is defined by 
%(P’, . . . ,P) = C C ~e,,~(s(l), . . . ,.Pj; 
n k 
cb, + : - 
_ .U. _, -14 multi-indexed partitional is the collect;on of all composite objects. 
It is helpful to visualize the collection {A fi} arising from an (n, &-composite 
object in the following way: 
We think of each (A& l l l Aij) as a column in the sx(k,i-g**+k,) matrix 
A;, . .+ A;k, . . . A;, . . . Aik, 
A:, l A;, 9 
Ai, l . . Aik, ... Ai ..* Aik, 
Since these columns are unordered, we adopt the following canonical order: for 
each ;r we order the ith group of columns (relabeling if necessary) so that 
min Aj, <min A&<* l l <rein Aik I’ 
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This ordering is well-defined since all of the parts Ai 1, . . . , A fk, are non-empty 
and disjoint. The definition of an (n, k)-composite object requires that the Zth 
row of this matrix form a pseudo partition of [n,]. Let us denote the set of all such 
collections {A f$ by 9 (n, k). The canonical ordering on the elements of 9 (n, k) 
induces a canonical ordering on the (n, k)-composite objects. 
The following is an (8,7; 2,2)-composite object from the lists in Example 4.2: 
2 
Ea 4 8 
where 
1 
W:= 
@ 
2 
3 
W:= 
1 
cti!!J 1 3 2 
w:= 
W;= 
3 
@ 
5 
7 
1 
1 
2 
@ 
3 
2 
1 
1 
Q 2 
and the matrix of subsets is 
(248) (56) (1) (37) 1 Q (146) (237) (5) l 
(Note that the object is given in its canonical order). 
Let us set IZ$)( = fi;l’; 
and 
p,,k = \%,,k(~(“, . . . , .?))I. 
We now state our main theorem which relates the generating function for the 
partitional to the generating functions for its lists: 
Theorem 4.1. 
(4.1) 
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E?roof. We give the proof only for the case s = 2, for the sake of compactness and 
readability of the formulas; the arguments presented arc completely general and 
hold for arbitrary s. We will need the following notation: 
We denote a given collection in 9( nI n,; kI k,), say 
for short. 
Assuming that the columns of 
A B 
[ 1 c D 
are in canonical order, we set Q = (a,, u2, . . . , uk,), where aj = lAj1 for all 1 pi s 
k,. In addition, we set IAI=cr, and u=u1+u2+-•+uk,. We adopt the same 
conventions for the pseudo partitions R, C, and I). 
Formally expanding the right hand side of (4.1), we see that it is sufficient o 
prove 
f!az fir% 
a!~! b!d! 
c+d=nz 
a.da:X 
where 
j=l j-1 . _ 
From the definition of %?,,#z’(~), %‘(2)), we have 
- _.*k = 
WL ,&3l,k,) ZlE3x2.1) 
= c f!zfE c x(lA( - a. lB( = 6, ICI = c, IDl= d). 
a+b=n, [AB/CD]d’(n,k~ 
(4.2) 
(4.3) 
(Here 9 (1, l)=Z$,; Z(1, kl)=LE’a,)~,,,l; ?8’(2, l)=~~i~&; 9(2, k2)=~~$& 
Thus, as in the proof of Theorem 3.1, it remains to show that the right hand side 
of (4.2) is equal to (4.3). This follows from 
4.1. Let @(a, 6, c, d) be any function (of 2kl + 2k2 variables) such that for 
all c E &, and r E &,, 
@b(u), TW, a(c), ~(4) = @(a, 6, G d) 
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(where o(a) = (umtl,, . l . , Lz,(k,)), etc.). Tim 
kl! k2! c @(a, 6, c, d) 
a+b=q 
c+d=nz 
a.dal 
= c 
a+b=nl 
@(a, 6, c, d) =,“i i:!,, . 
. . . . (4.4) 
c+d=n2 
o.dal 
Proof. The number of ordered pseudo partitions (G, l l l GklHl l l l IfkZ) of rn] 
equals n!/g! h!. Using the canonical ordering defined for P(n, k), the arguments 
needed to prove this lemma follow exactly those given in the proof of Lemma 3.1, 
and we shall not repeat them. 
Since the product f’ff$ is easily seen to satisfy the bi-symmetry hypothesis of 
Lemma 4.1, the proof of our theorem is complete. 
Theorem 4.2. Let ei denote the ith vector in the standard basis for R”. Set p@(x) = 1, 
and 
P,(X) = c Pn,kXk* 
Osksn 
Then, the multi-indexed, multiuariate polynomial sequenm (p,(x)} is of binomial 
type if and only if, for all 1 - ( i G s, the lists 9:) are non-empty. 
Proof. By (2. 4), the polynomial sequence (P,,(X)} is of binomial type if and only if 
the Jacobian of the system (fi, . . . , f,} is non-zero at the origin. The requirement 
that every object in the ith list have at least one place of type i says that, for each 
i, we can write 
f( i uI, . . . . us) = u,Mu,, l l l , u,) 
with h a formal power series. 
Thus the Jacobian of this system evaluated at the origin, f(e:)e l l l fg’ is 
non-zero, if and only if each fi) = l.ZE’t’l is non-zero. 
Remark 4.1. In addition to the composition partitionals presented here, Foata 
and Schiitzenberger introduced the ordered partitional g(9). The composite 
objects in @CO consist of ordered collections of simple object?: 
to@,, A,), . . .v o(bk, Ak)) such that (A,, . . . , Ak) is an element of fi(n, k). In a 
completely analogous manner, we define ordered multi-indexed partitionals to be 
ordered collections of simple objects such that the ordered collection (Afk) is in 
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@(n, k). In this case, the main enumeration theorem follows from argumlznts 
similar to those preii;ented, and in fact, is easier to prove. We state this theortcn as 
follows: 
Theorem 4.3. Let 
fi”,k = J@“,&P, . . . , P))l, 
f;’ = py, 
and 
fi(*)=C fz’z. . 
Then 
If we consider collections of simple objects ordered within each kind, the 
generating function izr (4.5) becomes 
1 1 
1 -x&(u) l l l 1 -X’,(U) l 
A polynomial sequence (p,(x)} is said to be of Newtonian type if it satisfies 
X - j’ 
= c PkWPn--k--1(Y)* 
k=O 
The sequence (x”) is such a sequence, and from this sequence arise the classical 
Newton divided differences. The combinatorial study of these sequences (from the 
Hopf algebra point of view) was first suggested by Rota [13], and has been 
extensively pursued by Roman [ll]. 
It can b;;: shown that if (p,,(x)} is of Newtonian type, the polynomial sequence 
(xp,(x)) has the following generating function: 
1+ 1 xp,(x)u” = l 
n2=1 1 -xf(u)' 
where f(u) is an invertible formal power series. 
Thus, ordered partitionals are seen to give a combinatorial interpretation for 
certain polynomial sequences of Newtonian type. This is not coincidental. Indeed, 
we observe that the Laplace transform of eat is l/(s - a). This connection will be 
further explored in a future publication. 
5. Exm~~ples and applications 
le 5.1. Let us enumerate using the list of circular objects defined in 
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Example 3.3. We have 
f(u)= $ K= -log(l-u). 
U= 1V 
An application of the Rodriguez formula [12] gives 
n 
Zo;( ), x n = e-x log (1-u) 
- l 
where the upper factorial polynomial (x)~ = X(X + I) l 9 l (x + n - 1). The lower 
factorial polynomial is similarly defined by (x), = X(X - 1) n 9 9 (x - n + 1). Clearly, 
(-l)“(-X), = ($-. 
The Stirling numbers of the first kind, (s,,~} are defined by 
(X)n = t %,kXk* 
k=l 
Since all the coefficients of (K)~ are positive, we have 
(x)n = i s,,k(-l)n-kXk =f I&,&l Xk. 
k=l k=l 
Thus, the absolute value of the Stirling numbers of the first kind count the 
number of permutations af { 1,2, . . . , n) with k cycles. Since (x), is the chromatic 
polynomial for the complete graph on n vertices K,,, a theorem of R. Stanley’s 
[14] gives that 
(-l)“(-l), = c I&,&l = the number of acyclic orientations of K,,. 
A bijection between these acyclic orientations and the permutations of Y’,, was 
constructed by Brylawski [l]. 
Example 5.2. Let us consider the lists of linear graphs with round and square 
vertices presented in Example 4.1. Here fzill,, = vi (vl + v2 - 1) !, so that 
fib u,) = 
Ul u2 
l-(u,+u2)’ 
and f2b1, u2J = 1-(u,+u2) l 
The system cfi, f2} of formal power series is a unidiagonal system. Using a 
Steffensen formula for unidiagonal systems, it is shown in [5] that 
n1+n2-1 
- kl, n2- k, 
where the multinomial coefficient 
I n! if all terms in 
otherwise. 
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Thus, the number of composite objects with n, round and n2 square vertices 
having k, parts beginning with a round vertex and k2 beginning with a square 
vertex is given by 
( nI+n2-1 nI! n,! ) -- n, -/cl, n2- k, k,! k,! ’ 
For example, if n, = 3, n2 = 2, k, = 2 and k, = 1, then the 72 objects correspond to 
the 2!3!=12 ways of labeling each of the following six collections: 
0 0 q +-o--El, 
0 0 [7-ctl--o. 
Now suppose we want to know the number of composite objects with n, round and 
n2 square vertices and a total of k parts. Clearly this is given by 
Note that if we set X, = x2 = x in our formula (4.1), then we have 
exp 
xh + u2) 
1+41+u2) ) 
A relatively simple calculation (using the univariate Steffensen formula to obtain 
the Laguerre polynomials) gives 
nl : “;I- ‘> 6% ;,n2)! . 
. 
Thus, by computing the number of objects with a total of k parts in two ways, we 
have shown 
Of ccuse, this identity can also be verified directly. 
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Example 5.3. As we have mentioned earlier, it is not necessary for our lists to 
contain all patterns arising from a given geometric figure. In this example, we take 
our lists to be the sublists of those occurring in the above examples 5.2 which 
contain all strings that alternate “0” and “0)’ vertices. 
For example, S$!!& consists of the 5! 4! labeling of 
Z%yi consists of . the 2! 2! labelings of 
whereas Z4?$:$ and Zkfi are empty. In fact, 
f 
1) v1!v2! if vl= v, or vl-l= v2, =: 
VI32 0 otherwise 
and 
f (2) 
v,!v,! if vl=v20r vl=v2-1, 
= 
VI.V2 0 otherwise. 
Thus, we have 
f1= 
u,u+ u21 u2(1+uJ 
l-U& 
and f2= 
l-U& l 
To obtain the number of (2,3; 1,2)-composite objects we directly compute (see 
(4.2)) 
c f!CfE=5* 
a+b=2 
c+d=3 
a.dal 
2! 3! 
Thus the number of (2,3; 1,2)-composite objects is = = 30. This is seen to . . 
correspond to the 2! 3! = 12 labelings of 
the 2! 3! = 12 labelings of 
and the 2! 3 = 6 labelings of 
q cl. 
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Example 5.4. In our final example, we wish to count (nl; n,; &collection of the 
following geometric objects: each object consists of a circular base with either a 
square or round vertex in its center, and a “pole” or “stalk” connected to this 
central vertex so that if the central vertex is a, the stalk begins with a round 
vertex, or visa versa. We note that these objects are symmetric with respect to 
rotation about the z-axis, and shall call them “pinwheels”. 
For example: 
are pinwheels. An ( ytl, k,; k)-collection consists of k of these objects, with the 
round vertices labeled (1,2, . , n,}, and th square vertices labeled (1,2, , n,). 
We first observe that it is sufficient to count all collections where the stalk-base 
connection looks like 8: the number of all ( nl, n,; k)-collections equals 2k 
times the number of (n,, n,; k)-collections with 8. We then think of each k 
collection as a 2k collection consisting of k stalks and k bases. (Given k stalks 
and k bases, there are k ! ways to put them together to create pinwheels.) Thus we 
have reduced the problem to counting the number of (n,, n,; kl, k,)-composite 
objects with lists g(l) and Z(2) described in Example 4.3 for which kl = k2* (The 
key idea here is to take complicated geometric structures and break them into lists 
of simpler ones.) A direct computation using (4.2) gives that the number of 
(3,2; 2,3)-composite objects is 12, which corresponds to the six labelings of 
<ED <E-- 
and the six labelings of 
Thus, t :lere are 2! 12 = 24 (3,2; 2)-collections of piilwheels with 2 connection. 
The multi-indexed partitional 163 
A more ambitious calculation gives that the number of (5,3; 2,2)-composite 
objects is 
S! 3! 
2r2r 91= 16380. 
. . 
Multiplying by 2! gives the number of ($3; 2) collections of 8 pinwheels. 
Our small collection of examples is by no means complete. It is hoped, 
however, that the reader has been able to glean from them some feeling for the 
enumeration possibilities afforded by partitionals. 
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