Conservatives and entropy schemes for the Fokker-Planck-Landau are investigated. We prove the existence of an unique, positive, entropic and global in time solution for the homogeneous linear and non linear discretized (either in the velocity space or both in the velocity and in time) Fokker Planck equation. The stability analysis of these schemes permits us to exhibit sufficient conditions on the time step that guarantees positivity and entropy decay of the scheme.
1 Introduction.
The Fokker-Planck-Landau equation describes the binary collisionnal effects (through long range coulombian interaction) in a plasma [18] . This operator can be derived from the Boltzmann equation in the grazing collision limit [11, 13] . Let us mention [28] for a Monte Carlo method for solving the Fokker Planck equation as a Boltzmann equation in this grazing collision limit. Other applications are found in astrophysic when studying models of stars clusters [8, 9] . The linear Fokker Planck equation can be also used for diphasic flow modelling [10] and in space plasmas for polar outflow modelling of a minor ion [21] . Note that the resolution of the full Fokker-Planck integral is generally needed for quantitative agreement with experimental data [22] . The prohibitive numerical cost imposes on many authors to consider simplified models although rapid algoritms can be used [7, 20] .
In Plasma physics, conservative schemes are of great importance since non conservative designed schemes generally produce artificial heating or cooling of the plasma as mentionned in [17] for the Boltzmann equation. Therefore, such methods require a great number of discretizations points and so, a prohibitive CPU time. We refer to [18] for such discretizations, based on the so called Rosenbluth form of the Fokker Planck equation in which the major preoccupation is to reduce the cost of the algorithm using FFT method. In other words, entropy decaying is important to ensure the thermalization of the plasmas to the physically relevant temperature. Moreover, the methods considered here can be easily extended to multi-species plasmas as explained in [7] which is one of the major difficulties with the non conservative schemes. Numerically, it can be observed that entropy decaying and positivity also generally leads to a non oscillatory scheme. This property will be shown in the linear case. We refer to [6] for a numerical evidence of these oscillations on the spherical Fokker Planck equation. Conservatives and entropy schemes for the non linear Fokker-Planck equation can be only designed using the Landau and log formulation (which will be defined later on) of the equation as proved by many authors [12, 3, 25, 5, 23, 15, 24] . Indeed, we construct in the sequel a conservative scheme using the Landau form (non-log) of the Fokker-Planck equation for which, positive initial distribution function does not remain positive (see section 3.3) after arbitrary small time.
One open problem, addressed here, is about the existence of positive solutions for such discretizations. Another point of interest is the entropy decaying character of the full (i.e. also in time) discretized equation. Indeed, the entropy decaying is guaranteed in the log Landau form only for the semi discretized problem (i.e. discretized in the velocity space and continuous in time which leads to a system of coupled non linear differential equations), and not for the full discretized one (which is implemented in numerical simulations). Berezin, Khudick, Pekker [3] get an insight into such points but their response is uncomplete: they give no rigourous proof neither for the decay of the entropy for their time discretized scheme, nor for the existence of a positive (time discretized or not) solution. In this paper, we shall prove some existence and stability results for the full discretized and semi-discretized Fokker Planck equations in the homogeneous case, i.e. there is no x-space dependence, and using the Landau log formulation in linear and non linear case. This existence result of entropic solution can also be viewed as a first step before proving any convergence or consistency result for these methods.
We first deal, in section 2, with the linear Fokker Planck equation, essentially viewed as a simple situation to understand what happens when discretizing the Landau log formulation of the equation. We investigate the semi-discretized problem which leads to a system of ordinary differential equations which are non linear since the discretization has to be done on the log formulation in order to satisfy the entropy decaying as explained in the sequel. We prove that this system still verifies a maximum principle and has a global in time solution with a uniform non negative lower bound. We show that the distribution function converges towards the discrete Maxwellian when t → ∞. Then, we consider the time discretized problem and we prove that the proposed explicit scheme has the same properties as the semi-discretized problem (and as the continuous one). More precisely, we construct a piecewise constant (in time) approximation of the velocity discretized distribution function which remains positive, entropy decaying and non-oscillatory and tends to the discrete Maxwellian for large time under some time step restriction which provides a CFL-like condition for the scheme.
In section 3, we consider the three dimensional non-linear Fokker-Planck equation which is of more interest for plasma physics applications. We introduce a new conservative and entropy decaying discretization of the Fokker-Planck operator which guarantees the existence of a positive solution. More precisely, we prove that the semi-discretized problem has a global in time, positive and entropic solution. However, we have no uniform strictly positive lower bound for the solution in arbitrary large time and for this reason, we can not prove that the solution converges towards the velocity discretized Maxwellian. Then, we consider the time discretized problem. We prove that the sequence of time steps for which the solution remains positive at each iteration forms a divergent series and thus allows us to construct an approximate entropic solution for arbitrary large time. We also exhibit a lower bound for the time step to insure the decay of the entropy. Although, this scheme is entropy decaying, the convergence of the discretized distribution function towards the discrete Maxwellian (or equivalently a uniform in time lowerbound on its weigths) is still an open problem. 
where ∇· and ∇ v are the divergence and gradient operator respectively, f (v, t) is the distribution function (with v ∈ R d , t > 0). T represents a constant temperature, u a constant velocity and M f is the Maxwellian with the same first moment n f as f defined by
In the following, we assume T = 1 for the sake of simplicity. For any test function φ(v), we have, integrating Eq. (2.2) called Landau-log formulation of the FokkerPlanck operator by part
where x T denotes the transpose vector. By taking φ ≡ 1, we obtain the mass conservation which is the only conservation for this equation, i.e. n f (t) = n f (0) = n. Thus the Maxwellian is constant in time. Note that, in general, this equation does not preserve momentum and energy. Indeed, let φ = v in (2.4), we get
where u is the constant velocity. Thus, we have
Thus, the velocity is not constant except if u f (0) = u. Let us now choose
in (2.4) or equivalently in the weak form of (2.1), we have (T = 1)
i.e. the temperature tends to the equilibrium temperature T = 1. Using φ = log(f /M f ), we obtain the H-theorem
The existence of a solution for the Cauchy problem associated to equation (2.1) is classical. It can be easily shown that the solution remains strictly positive for non negative initial data. The remainder of this section is devoted to the existence proof of solution for the discretized problem using the log formulation i.e. Eq. (2.2). We obtain a discrete analogous of the H-theorem and prove that the solution tends to the discretized Maxwellian for large time.
2.2 The Semi-discretized problem.
We shall consider the problem discretized in the velocity space. Let us first discuss the discretization of the gradient i.e. the choice of the finite difference operators.
Finite difference operator.
Let D be a finite-difference operator that approximates the usual gradient operator ∇ v at least up to the first order, D * is its formal adjoint, defined as follows:
where the components (D s ψ) i for s = 1 · · · d approximate the partial derivatives ∂ψ ∂x s (v i ). The s-component of such finite difference operator is of the form 5) where N s is a finite set of indices k ∈ Z d which contains the neighbours of the points involved for the s-component by the finite difference operator. We also set throughout the rest of the paper
satisfy the following symmetry properties: 
Note that D * is an approximation of − ∇ v . There are two simplest cases of such discretized operator. On the one hand, the 2
On the other hand, the centered operator D c defined by
The operators D ε are clearly first order approximations while D c is a second order one. Note that ∀ε ∈ {−1,
For a given uncentered operator D ε , the sets N s are
For the sake of simplicity, we restrict ourselves for the linear case (section 2) to discrete gradient D = D ε with any choice of ε. We shall also introduce the discretized divergence operator as
The semi-discretized operator.
The distribution function is approximated by a piecewise function on a fixed regular mesh of the form v i = i∆v, where i ∈ Z d . Let us denote by f i (t) the value of the approximated distribution function at velocity v i and time t. The evolution in time of these functions are governed by a coupled system of non linear equations which is the discretized version of (2.2)
where the terms g s i have now to be defined, M is the discretized Maxwellian with the same mass n f as f , velocity u and temperature T = 1, as in (2.3). This Maxwellian is thus chosen such that its mass is the same as the mass of the initial distribution function :
Note that the simplest and natural choice g s i = f i leads to the semi-discretization proposed by Degond and Lucquin in [23, 12] for the non linear Fokker Planck equation. In this paper, we shall use a modification of the scheme by defining, in a general way
where (♯N) is the cardinal of any finite subset N of Z d . This term g s i is a rather good approximation of f i when the distribution function is smooth but it is a rough one when the distribution function has some "hole" i.e. takes very small values at some velocity because all neighbours of these velocities with vanishing weigth, will be associated with vanishing g s i . We have the following estimates:
Using the choice D = D ε of discrete gradient with (♯N s ) = 2, and the correspondant definition of the set N s , the scheme can be simplified further
Then, the system reads, surprisingly, in a form independant of the direction ε used to calculate the discrete gradient,
with the terms g i,j which are given by
with the following correspondance
Hence, this modification (f i → g i ) allows to symmetrise the formulation of the discretized linear Fokker Planck equation.
Finite volume interpretation
Let us show that the scheme (2.10) can be derived using classical finite volume approach. Starting again from the Fokker-Planck linear equation in its log form i.e. Eq. (2.2) (again with T = 1)
integrating it over the cell C i defined as the centered cubic cell surrounding the point v i and using the Green formula, one obtains
where ∂C (i,i+µes) stands for the interface between cells C i and C i+µes (with a normal vector µ e s and, thus, a normal derivative µ ∂ ∂v s ) and dσ the superficial measure on this interface. By taking midpoint quadrature formula for each side of this equation, we have
) with the second order approximation
and using a classical, second order approximation designed for the numerical treatment of such diffusive equation [14] which consists of the harmonic averaged of the diffusion coefficients
one recovers the scheme (2.10). Note that such approximation of the diffusion coefficients guarantees the continuity of the fluxes at the interface.
Reduction to a bounded velocity domain.
From a numerical point of view, it is necessary to consider a bounded velocity domain i.e. to assume that the index i belongs to a finite set of integer which is assumed of the form {1 · · · n} d def = I for the sake of simplicity. Let us define the "interior" set I such that i ∈ I if and only if ∀k ∈ N, (i + k) ∈ I. The definition (2.7) of F P L i is modified as follows on the discretized weak formulation
Then, F P L i is unchanged for any "interior" point i ∈ I. For the "frontier" points, it leads to suppress the terms of the form log
where the constant coefficients a i,i+µes were defined as 1 ∆v 2 if the point i + µe s lies in I, or 0 if not and g i,i+µes is given by (2.11).
The Semi-Discrete H-theorem.
The H-theorem is satisfied with the following discrete entropy functionnal
Indeed, using the weak formulation (2.14) with φ i = log(f i /M i ) , we have using the mass conservation
Moreover, we have (if the terms g s i are strictly positive):
Finally, using the mass conservation, we have f i = M i for all i ∈ I.
An existence result for the semi-discretized problem.
This section is devoted to the proof of the following theorem.
with F P L i defined by (2.15) is well posed. Morover, there exists a global in time solution (f i (t)) i∈I such that
where M i is the associated discrete Maxwellian, defined by (2.3).
Proof. The local existence is obtained using standard Lipschitz property of the equations. Thus, there exists a solution at least for small time. The difficulty arises when some of the f i tend to 0 due to the singularity of the log terms. Once a positive lower bound is obtained for the f i , one has an upper bound using the conservation of mass. Hence, there are only two alternatives : either there exists a global positive solution or the solution has a maximal lifetime t 0 < ∞ such that f i (t) → 0 when t → t 0 for some i ∈ I. We shall now prove that the solution is global using a maximum principle. Let us recall the proof although it can probably be obtained using a more general theory, since it provides us an explicit lowerbound for the distribution function. Define h S and h I as follow
Note that h I and h S are continuous functions of t (for sufficiently small time t such that the solution exists) such that h S (0) ≥ 1 and 0 < h I (0) ≤ 1 since the Maxwellian M i has the same first moment as f i . Let us prove that h S is a decreasing function by contradiction. Assume there exists t 1 and
Indeed, the time evolution of f i is governed by (2.15), and, setting
is a sum of terms of the form
with k ∈ N, multiplied by positive terms a i,i+k g i,i+k . Thus, h i being maximal (i ∈ I S ), these terms are negative. The minima cannot be isolated since in this
Step by step, we obtain that h i = 1 i.e. f i = M i for all i ∈ I. Finally, we have proved that h S is decreasing. A similar proof holds for h I increasing. This naturally provides an uniform bound for the weigths f i and for any time t
Let us now prove that f i → M i when t → ∞. Since the entropy H defined by (2.16) is decreasing and has a lowerbound, it converges. Then, there exists an increasing sequence t n , with t n → ∞ when n → ∞, such that
Then, up to an extraction, the sequences f i (t n ) converge to some f ∞ i , since they lie in a compact set, and their limiting value corresponds to a zero of dH dt which imposes using (2.17) that f ∞ i = M i , since the g i are now proved to be strictly positive. The unicity of the cluster point in the finite dimension real Banach space insurses that the full sequence converges i.e. f i (t) → M i . This ends the proof.
One can be even more precise. Indeed, the following "weigthed
using the standard inequalities (x − y) (log(x) − log(y)) ≥ 0. The distance is decreasing and tends to 0 for any sequence of time. More precisely, the maximum principle, proved above, insures the existence of C > 0 (only depending on the initial data and particularly on the initial lowerbound of the weigths) such that
Thus, the functions f i (t) tend exponentially to M i for all i ∈ I when t → ∞ using a Grönwall lemma. This last result can be related to a recent paper of Toscani [26] concerned with the continuous linear Fokker-Planck equation for which he obtains similar exponential decay towards the Maxwellian.
Note that this theorem can be proved even in the case g i = f i . However, the following can not be extended without the modification and the use of the estimate (2.9) on g i,j we have proposed.
The time discretized problem
Let us consider now the explicit time discretization of the preceeding problem. The distribution function is assumed known at time t and equal to (f i ) i∈I . Let us denote byv the computed value of any variable v at time t + ∆t. The scheme is of the formf
where F P 
Then, there exists a time step of the form C/∆v 2 with the constant C only depending on the initial condition for which the scheme (2.20) is positive , conservative and entropic. Furthermore, the scheme leads to a solution which verifies
Proof. Let us define h i = f i /M i . We have from (2.20)
Recall that h I , h S defined in the preceeding proof can be equivalently written as
We also define K = h S /h I > 1. Let us prove first that there exists a uniform lower bound on the time step ∆t for which h S is decreasing and h I is increasing. Assume
with (using the definitions of a i,i+µes )
Using (2.9) we have g i,i+µes ≤ 2f i by construction and therefore
Moreover, for ∆t ≤ ∆t 1 , we have 4∆t
This implies (for x = h i /h I and x = h S /h i ) that
Thus, sup i∈I h i decreases, inf i∈I h i increases andK ≤ K. This discrete maximum principle insures that the scheme is positive. These bounds for the time steps are not optimal. Since the coefficients a i,i+k depend on the velocity mesh size as ∆v −2 , the stability condition we get, can be written in the form
as is usual for such convection-diffusion operator.
We shall determine another condition for the scheme being entropy decaying. Let us assume the first condition is satisfied. Thus, the terms f i and also g i,i+µes have a uniform lower and upperbound. The entropy at time t + ∆t is of the form
Then, using log(1 + h) ≤ h, ∀h > −1, we have (with h = ∆f f ≥ −1 since the scheme is positive)
Summing this inequality (with f = f i and ∆f = ∆tF P L i ) over i ∈ I, the first term of the right hand side gives H, the third vanishes by mass conservation and one obtainsH
Note that, as previously shown, we have if
Therefore, the scheme is entropy decaying provided that the time step verifies
By the definition (2.15) of F P L i , and applying the Cauchy Schwartz inequality, we have
The first term of the right hand side is less than 2f i µ∈{−1,1} s=1···d a i,i+µes using again (2.9). The second term already appears in the computation of dH dt
. Dividing this inequality by f i , using the definition a i,i+µes and summing over the indices i gives
We set δt = ∆v 2 4d
. Note that δt ≥ 2∆t 1 since
Then, any ∆t smaller than ∆t 1 yields to a positive, entropic and non oscillatory scheme. Note that the entropy condition is less restrictive than the positivity one in the linear case. The scheme (2.20) defines a sequence of {f n i } n∈N , which serves us to define a piecewise constant in time function and v by f i (t) = f n i , ∀t ∈ [t n , t n+1 [, with t 0 = 0, and t n+1 = t n + ∆t and the f n i defined above by recursion. We have
with K = K(0), defined above. We have now to prove that this discrete solution tends to the Maxwellian. First, note that the associated entropy H defined by
is decreasing and has a lowerbound. Thus, it converges and the Cauchy criterium implies that (H n+1 − H n ) → 0 as n → ∞ where we have set H n = H(t n ). Definẽ H for t ∈ [t n , t n+1 [ as previously bỹ
Then,H satisfies
Thus, we have for ∆t = t n+1 − t n ≤ ∆t 1 ≤ δt/2 using (H n+1 − H n ) → 0:
and, since we have proved
we obtain i∈I F P L i log(f n i /M i )) → 0 when n → ∞ which is equivalent to f n i → M i , ∀i ∈ I since the g i have a uniform lowerbound. This concludes the proof.
Note that the scheme leads to a non oscillatory solution since the Maximum principle prevents the creation of any supplementary local extremum (since local maximum decreases and local infimum increases).
The non linear Fokker-Planck equation.
We shall now consider the tridimensionnal non linear Fokker-Planck equation in the homogeneous case for any interaction potential. We restrict ourselves to a single-species plasma since the methods can easily be extended to the multispecies case as explained in [7] .
The continuous equation
We denote by f (v, t) the distribution function, a solution of the following scaled (F P ) equation:
where Q(f, f ) is the (F P )collision operator can be written in the so called Landau form
2)
and Φ(v) is the following 3 × 3 matrix:
S(v) is the orthogonal projector onto the plane orthogonal to v. γ is a real parameter which leads to the usual classification in hard potentials (γ > 0), Maxwellian molecules (γ = 0) or soft potentials (γ < 0). This latter case involves the Coulombian case itself (i.e. γ = −3) which is of primarly importance for plasmas applications.
As well-known in the physics litterature and mathematically established by the work of Arsene'v and Buryac [1] , Desvillettes [13] , the (F P ) collision operator is the limit of the Boltzmann operator for a sequence of scattering cross section which converges in a convenient sense to a delta function at zero scatteringangle, so called the grazing collision limit. In the case of a Coulomb interaction, Degond and Lucquin-Desreux obtained the (F P ) collision operator as the leading term of the cut-off Boltzmann operator when the parameter of the cut-off tends to zero [11] . Concerning the existence of solutions, Arsene'v and Peskov [2] have established the existence of weak-solutions for short time in the case of the spatially homogeneous (F P ) equation for the Coulomb potential.
The well-known physical properties of the (F P ) operator are similar to that of the Boltzmann operator such as the decay of the entropy, the conservation of mass, momentum and energy and the characterization of the equilibrium states by Maxwellians. Indeed, these properties can easily be shown on the following weak form of the (F P ) operator:
for any smooth test function ψ( v). From this duality relation, it is an easy matter to check that the only functions ψ such that Q(f, f )ψdv = 0 are linear combinations of 1, v and |v| 2 (conservation of mass, momentum and energy, respectively).
Furthermore, letting ψ = log(f ) in (3.4) leads to the entropy inequality or H-theorem:
The equilibrium distribution functions, i.e. the functions f such that Q(f, f ) = 0 are Maxwellians defined by (2.3).
The semi-discretized Fokker-Planck equation
The distribution function is approximated by piecewise constant functions on a fixed regular mesh of the form v i = i∆v, where i = (i 1 , i 2 , i 3 ) belongs, as in the linear case, to a finite set of integer which is assumed of the form {1 · · · n} 3 def = I for the sake of simplicity. We refer to [11, 23, 12] for a detailled derivation of this discretization. Let denote by f i (t) the value of the approximated distribution function at velocity v i and time t. The time evolution of this discretized function is then governed by a coupled system of non linear equations of the form:
where D is again a finite-difference operator that approximates the usual gradient operator ∇ at least up to the first order, D * its formal adjoint, as defined in section 2.2.1. The reduction to a bounded domain follows the same lines as in the linear case presented before. In the weak formulation, this system of differential equations can be written equivalently for any test sequence (ψ i ) i∈I as
As shown in [11, 12, 23] , this discrete model is conservative and entropy decaying. The only equilibrium states are the discrete Maxwellians for decentered approximation D ε of the gradient but introduce spurious collisionnal invariant for the centered D c one (previously defined in the linear case). A good choice for reasons given in [7] for the discretized Fokker-Planck operator is the arithmetic average over all (8) decentered operators D ε which is equal to the centered operator plus a perturbation which is a "diffusive" operator of the form
where
This "diffusive" perturbation operator F P ∆ only preserves mass, momentum and energy and thus eliminates all the unphysical collision invariant generated when using the centered operator. Note that as shown in [7] the sum in (3.8) can be reduced to the indices j of the form i + k, |k| 2 ≤ 2 without loosing any property on the collisional invariants and the discrete equilibrium functions.
A negative solution in the non log form of F.P.
From the positivity of the matrix Φ, it is easy to check that such a scheme decays the entropy using the weak form (3.7) with ψ i = log f i
Note that this property is not achieved if one discretizes the Fokker Planck operator in the "non log" form (see [12] for a precise statement). This was the first reason for using the "log"-discretization we presented here. There is another reason which is also of main importance : there exists some positive initial condition for which the "non-log" discretized Fokker Planck equations leads to a solution with negative values of the distribution function in arbitrarly small time. This "non-log" form can be written as
Let us consider, for example, n = 8, and the following initial data f i = µ for all i ∈ I except for two indices i 0 = (2, 2, 2) and j 0 = (6, 6, 6) where
We choose as for the log form the simplest centered operator i.e. D c . First, let µ = 0. The system (3.11) gives a negative value for the derivative of f k with respect to t at time t = 0 for k = (7, 6, 7). A numerical computation of the terms
Therefore, a positive initial condition gives a solution such that ∃k ∈ I, f k (t) < 0 for any arbitrary small value of t. Finally, the continuity of the solution of (3.11) with respect to the initial condition implies that, for µ small enough, there exists t µ such that f k (t µ ) < 0 for some indices k. Thus, a strictly positive initial data becomes negative after finite time (t µ ) when using the non-log form of the (F P ) equation. On the contrary, this proof does not apply to the log form which is singular when some f k tend to 0 and, thus, its solutions do not depend continuously on the initial data near such situations (with vanishing weigths).
Plots of the minimal weigth f min (t) = min i∈I f i (t) versus the time t for the initial data described above (with µ = 1e −3 ) illustrate the difference between the log (1 -with a Log scale for the Y-axis) and non-log (2 -with a linear scale for the X-axis) formulation of the (F P ) equation. The time steps for the log form are those given in section 3.5 which insures both positivity and entropy decay of the solution. For the non-log form, we use the same time step although such accuracy is not needed since this system is not singular. We shall now turn to the proof of existence of positive solutions for the Cauchy problem for the system defined by (3.6) with positive initial conditions f i (t = 0) = f 0 i > 0, ∀i ∈ I. We also refer to [7] for methods such as multigrid or sublattice for reducing the numerical cost in evaluating this quadratic operator. These methods are based on a simplified discrete operator of the form :
where the coefficients a i depend on the distribution function, some of them can be null, and their sum over all the indices is bounded. The number of non null terms determines the cost of the method. For the original discrete operator there are (♯I) 2 non null terms so the method is quadratic. In multigrid methods, since Monte Carlo integration is used [7] , only ♯I log(♯I) terms are non zero at each time step. Therefore the cost is only of the order of ♯I log(♯I). The following analysis also applies for such rapid methods.
An existence proof for a new semi discretized Fokker
Planck operator.
The existence of solutions for small time can be easily obtained using classical Cauchy Lipschitz theorem. Indeed, there is no singularity in this system neither Then, these solutions had to remain positive due to the log terms and they are global in time provided that none of the f i vanishes. Indeed, we get for free an upperbound (uniform in time, dependind of ∆v) for f i using the conservation of mass
Finally, we have the only two following alternatives.
• There exists a maximal time t 0 > 0 of existence i.e. such that there exists at least some index i 0 ∈ I for which lim t→t 0 f i 0 (t) = 0.
• There exists solution global in time.
In other word, existence of global solution for the differential equations is related to the fact that f i can only vanish in infinite time.
Assuming that there exists only one index i 0 for which the distribution tends to 0 when t → 0, one separates in the various terms involved in (D * .p) i the ones containing log(f i 0 ) which blows up. Then, it is easy to check that this term is multiplied by a negative constant and therefore, the leading order term in df i 0 dt is positive which provides the contradiction. However, this method can not be extended, at least to our knowledge, to the general case where the distribution function vanishes simultaneously at several locations.
Showing that the weigths f i cannot vanish in finite time is equivalent to show that the function
remains bounded in finite time as in the linear case. This function is convenient since these ratio actually appear in the D(log f ) i terms. A direct calculation, which is left to the reader and related to the one given in the next section, gives the following estimates:
for some constant C > 0. This obviously does not allow to get an upperbound for the value of K for arbitrary large time and therefore, no lowerbound for the f i in finite time. Other ways for proving the existence of positive solution for this system of ordinary differential equations relie on a functionnal approach (i.e. find a function of f i which tend to ∞ if one of the f i → 0 and proves that it remains bounded), like for example the Linninck functionnal [4] . Note that for the Boltzmann equation a lower Maxwellian can be obtained [27] .
To ensure the existence of global positive solution, we introduce a slightly different discretized operator which has exactly the same properties as the one defined above but for which the proof can be complete using the first "direct" method. The trick consists in modifying the terms f i and f j respectively in the formulae (3.6) by some approximations g i and g j respectively, defined as in the linear case by
where N is a finite subset of Z 3 and (♯N) is the cardinal of N. Let us recall that g i is a rather good approximation of f i when the distribution function is smooth but is rough when the distribution function is very peaked at some velocity because all neighbours of the velocities with vanishing weigth, will be associated with vanishing g i . For the Cauchy problem associated with the modified ordinary differential equations
we have the following result:
The Cauchy problem with initial conditions f i (t = 0) = f 0 i for the differential system (3.2) admits a unique positive entropic solution for arbitrary large time.
Proof. The existence and unicity of the solution of system (3.2) with strictly positive initial data for small time is obtained using classical Cauchy Lipschitz theorem. We will now prove that the solution cannot vanish at some velocities in finite time and so the solution is global in time. The discrete H theorem is given by (3.10) and can be proved using the weak formulation. We recall the following estimates:
Using definition of K and p i i.e. (3.1) and (3.2), we have the following estimate for the vectors p i p i ≤ Cg i log(K), (3.4) where C is a generic constant throughout the rest of the paper, depending on the number of grid points (♯I), the potential parameter γ, the velocity mesh size ∆v, the initial condition (f 0 i ) i∈I , the coefficients a k and the cardinal of the set N. Indeed, we have the following upperbounds:
Then, using (3.3), we have
Then, we have for any i ∈ I and any
Finally, using (3.5) and since 6) which implies K(t) ≤ K(0) exp(exp(Ct)) and this concludes the proof.
This proof can be carried out for the corrective term defined by (3.8) by changing the f i into g i as explained above. We do not detail the proof since it follows exactly the same lines. Note that for large time, the distribution function should tend at least formally to the discrete Maxwellian distribution function since the discrete entropy decays. Therefore, there must exist some constant K 0 > 1 such that K(t) ≤ K 0 for all time. However, the convergence towards the discrete Maxwellian or equivalently the existence of a uniform in time lowerbound for the weigths f i remains an open problem up to now for the discretized non linear Fokker Planck equation.
The time discretized Fokker-Planck operator.
Let us consider an explicit time discretization as in the linear case. The distribution function is assumed known at time t and equal to f i and its value at timē t = t + ∆t denoted byf i is given by the following schemē
where F P i is defined by (3.2). We shall determine conditions on the time step ∆t under which the scheme is entropy decaying and permits us to construct a positive solution fo arbitrary large time. We resume our results in the following proposition
There exists a time step sequence ∆t n such that the scheme (3.7) defines recursively a positive and entropy decaying solution at any time (i.e. ∆t n = ∞).
Proof. First, note that (3.5) gives a positive constant C > 0 such that
and choose ∆t = α∆t 1 , with 0 < α < 1. Then, we have using (3.7) and (3.5)
Note the difference with the linear case where the maximum principle insurses that the function K decreases at each iteration. Thus, we have by recursion at iteration n log(K n ) ≤ n log(β) + log(K 0 ),
Therefore, for the time step ∆t n at iteration n, which is defined recursively by ∆t n = α C log(K n ) and for which the solution is positive, we have the following estimate ∆t n ≥ α C(n log(β) + log(K 0 )) .
The right hand side of this inequality leads to a divergent sum and thus the solution remains positive and can be constructed for any arbitrary large time i.e. after n iterations the time is equal to
We have now to check that the scheme is entropy decaying. Define the discrete entropy H by (3.10), we obtain, as in the linear case, that it is decreasing provided that the time step is smaller than
Using the weak formulation, we have
where X i,j is a d vector defined by
On the other hand, using the convention that terms of the form a i+k are set to zero if i + k / ∈ I, we have for any i ∈ I
where C ′ is a constant which depends only on the cardinal of the set N and
Let us introduce the sequences U j and V j as
where we recall that S(v) is the matrix of the projection onto the vectorial plane orthogonal to v such that
with the notation s = −γ − 2 (and s = 1 in the Coulombian case). The definition of p i+k leads using the Cauchy Schwarz inequality to
Thus, we have, using twice g i ≤ (♯N)f i for all i,
and adding these inequality, we obtain i∈I (F P i ) yields to a positive and entropy decaying scheme.
For the simplest uncentered discrete gradient, a simple calculus gives us C = 4 and (♯N) = 4. For other choice of the discrete gradient the calculus of these constants are left to the reader. In practical simulations, the restriction on the time step that guaranteed positivity and entropy decaying of the numerical scheme leads to relatively constant time step (and not a vanishing time step as the (non optimal) time step sequence constructed in the proof). Moreover, the condition on the entropy is more restrictive than the positivity one unlike in the linear case and insurses a non oscillatory solution. If the condition on the entropy is relaxed, it is readily seen on numerical simulations (see for example [6] ) that oscillations can appear and that the entropy decay implies a damping of these unphysical oscillations.
Conclusions.
The existence of a global, positive, conservative and entropy decaying solution for the semi-discretized non-linear Fokker-Planck equation as proposed (on Landau log form) in [12, 3, 25, 5, 24 ] cannot be proved (at least up to our knowledge) without the modification proposed here (i.e. f i → g i ). More, when such velocity discretized models are also discretized in time, it is not proved that they still preserve entropy decay and positivity of the solution even if these properties are achieved for the semi-discretized models [11] .
We show that the constructed discrete model for the Fokker-Planck equation gives global positive solution and its time discretized version preserves all the properties of the semi-discretized one. For the linear case, the modification that we have proposed, is related to classical approximation of diffusion coefficients. For the non-linear equation, we have given sufficient, CFL like, condition on the time step that guarantees entropy decay and positivity.
We refer to [7, 20] for rapid algorithms for solving the non linear Fokker-Planck equation in the Landau form. As explained in the present paper, the proofs apply to the multigrid and sublattices methods and can probably be extended to the multipolar methods using the modification we propose. Let us also mention a forthcoming paper concerned with the isotropic distribution function [6] for which the results presented here can be improved : it is possible in this particular case to use a non uniform grid, to get a uniform estimate on the time step (instead of the divergent series we have constructed), to reduce the quadratic cost to a linear one without any supplementary approximations. The isotropic case can be used to compute some reference solutions -or bench marks -since the linear cost of this mono-dimensional problem allows to compute very accurate solutions even for the Coulombian case (γ = −3) for which there is no explicit solution unlike in the Maxwellian case (γ = 0, see [19] ).
