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Abstract
This paper proposes numerical strategies to robustly and efficiently
propagate probability boxes through expensive black box models. An in-
terval is obtained for the system failure probability, with a confidence level.
The three proposed algorithms are sampling based, and so can be easily
parallelised, and make no assumptions about the functional form of the
model. In the first two algorithms, the performance function is modelled
as a function with unknown noise structure in the aleatory space and sup-
plemented by a modified performance function. In the third algorithm, an
Interval Predictor Model is constructed and a re-weighting strategy used
to find bounds on the probability of failure. Numerical examples are pre-
sented to show the applicability of the approach. The proposed method
is flexible and can account for epistemic uncertainty contained inside the
limit state function. This is a feature which, to the best of the authors’
knowledge, no existing methods of this type can deal with.
1 Introduction
In structural reliability analysis, the aim is to compute the probability that the
performance of the system is less than some specified threshold; this probabil-
ity is known as the failure probability of the system. In general, the failure
probability can be computed by Monte Carlo simulation. Firstly, the perfor-
mance of the system is defined as a function of the system variables, g(x). The
performance function is negative when the system fails, and otherwise positive.
Therefore, the Monte Carlo estimator for the failure probability is
Pf =
∫
If (x)fX(x)dx =
1
N
N∑
i=1
If (xi) (1)
1
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where N samples, xi, are drawn from the the probability density function of
the system random variables fX(x), and passed through the indicator function
If (x), which is 1 when g(x) < 0 and 0 otherwise.
Probability boxes make possible the modelling of epistemic uncertainties in
the parameters of cumulative distribution functions [12]. The probability den-
sity function fX(x) is no longer known exactly; instead only a set of probability
density functions are available. For this reason, probability boxes are useful
in situations where limited data is available to model random variables. An
example of such a situation in the nuclear industry is given by [22], and in the
aerospace industry by [21]. However, due to their epistemic uncertainty, the
propagation of probability boxes through models is more difficult than for con-
ventional random variables, as in general a naïve Monte Carlo propagation with
insufficient samples will discard some of the epistemic uncertainty [8, 9].
To combat this problem, sophisticated optimisation techniques have been
used. However, these are often computationally expensive for black box mod-
els as the gradient of the objective function may be unknown, or difficult to
compute. In addition, for some models there is no theoretical guarantee that
the optimisation will converge to the global optimum. This is troubling, be-
cause convergence to a point other than the true optimum threatens the robust
analysis which probability boxes are designed to provide.
In the literature, some metamodeling techniques have been proposed to re-
duce the computational demands of the analysis, which would allow the objec-
tive function to be evaluated with less computational expense [32, 26, 27, 16].
However, these techniques are usually dependent on the assumptions required
to construct the metamodel, which may be implicit or explicit. For example, [8]
does not explicitly construct a metamodel, but implicitly the limit state function
is modelled as being only moderately non-linear.
In this paper, a novel technique is proposed which uses Interval Predic-
tor Models — a recently developed type of metamodel which make very few
assumptions [7, 25] — to propagate distributional probability boxes through
black box models. Interval Predictor Models intrinsically quantify uncertainty,
and the reliability of this uncertainty quantification can be assessed using re-
cent advancements in scenario optimisation [6] (i.e. optimisation with sampled,
randomised constraints). This presents advantages over direct implementation
of the double loop Monte Carlo algorithm. In [13], it was acknowledged that
optimising a non-smooth function is a challenging aspect of double loop Monte
Carlo simulation; by using an IPM, smooth bounds on the model response can
be obtained even if the response of the model under analysis is non-continuous.
In the present authors’ previous work [24], IPMs were first used to calculate
bounds on the failure probability for the probability box propagation problem.
The present article advances [24] by introducing new algorithms to yield tighter
bounds on the failure probability, comprised of a different sampling strategy and
improved techniques for creating IPMs, and providing more extensive numerical
experiments. In [11], it is demonstrated that using IPM metamodels for the
structural reliability problem with random variables, as opposed to probability
boxes, produces bounds on the failure probability which are roughly equivalent
This manuscript version is made available under the CC-BY-NC-ND 4.0
license http://creativecommons.org/licenses/by-nc-nd/4.0/ ©2019.
to those obtained using Gaussian Process metamodels. This paper presents a
major generalisation of the results in [11], by considering epistemic uncertainty
in probability distribution functions, i.e. probability boxes.
In Section 2, a review of theory relevant to the paper is presented, including
Interval Predictor Models and Probability Boxes. In Section 3.1, a novel tech-
nique is proposed to propagate distributional probability boxes through black
box models, and calculate bounds on the probability of failure, Pf , of structures
in the well known structural reliability analysis problem. This is achieved by
modelling the performance function, as a function of the aleatory variables, and
then conducting Monte Carlo analysis on the upper and lower bounds. This
is effectively a naïve double loop approach using a robust metamodel. In Sec-
tion 3.2, a modification is proposed to the method in Section 3.1, where the
IPM is trained on so-called focal elements in the aleatory space, which are ob-
tained by brute force sampling over the epistemic variables to find the extrema
of model response for each point in the aleatory space. In Section 3.3, a similar
approach is demonstrated for the general double loop Monte Carlo propagation
problem where an IPM is trained on samples of the model from a proposal
distribution, and then the samples from the metamodel are re-weighted using
importance sampling to find bounds on the probability of failure. Section 4 de-
scribes how IPMs used in the literature can be modified to create more accurate
metamodels for performance functions. Section 5 demonstrates the application
of the developed techniques to the deflection of a cantilever beam with uncertain
parameters, a non-linear oscillator, and the modal analysis of a small satellite.
2 Theoretical Background
2.1 Interval Predictor Models
This section provides a brief outline of the results used in this paper from the
theory of sampled constraint optimisation and Interval Predictor Models. Let
us consider a black box model (sometimes referred to as the Data Generating
Mechanism) which acts on a vector of input variables x ∈ Rnx to produce an
output y ∈ R. The Data Generating Mechanism will be approximated with
an Interval Predictor Model (IPM) which returns an interval for each vector
x ∈ X, the set of inputs, given by
Iy(x, P ) =
{
y = G(x,p),p ∈ P
}
, (2)
where G is an arbitrary function and p is a parameter vector. In order to be
useful, the obtained interval should have the smallest range possible whilst still
enclosing all data points generated by the full model. By making an approxi-
mation for G and considering a linear parameter dependency Eqn. (2) becomes
Iy(x, P ) =
{
y = pTφ(x),p ∈ P
}
, (3)
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where φ(x) is a basis (polynomial and radial bases are commonly used), and p
is a member of the hyper-rectangular uncertainty set
P =
{
p : p ≤ p ≤ p
}
, (4)
where p and p are parameter vectors specifying the defining vertices of the hyper
rectangular uncertainty set. The IPM is defined by the interval
Iy(x, P ) = [y(x,p,p), y(x,p,p)], (5)
where y and y are the lower and upper bounds of the IPM, respectively. Ex-
plicitly, the lower bound is given by
y(x,p,p) = pT
(
φ(x)− |φ(x)|
2
)
+ pT
(
φ(x) + |φ(x)|
2
)
, (6)
and the upper bound is given by
y(x,p,p) = pT
(
φ(x) + |φ(x)|
2
)
+ pT
(
φ(x)− |φ(x)|
2
)
. (7)
An optimal IPM is yielded by minimising the expected value of
δy(x,p,p) = (p− p)T |φ(x)|, (8)
by solving the linear and convex optimisation problem{
p̂, p̂
}
= argmin
u,v
{
Ex[δy(x,v,u)] : y(xi,v,u) ≤ yi ≤ y(xi,v,u),u ≤ v
}
,
(9)
where xi and yi for i = 1, ..., N are training data points, which in the case of
a metamodel should be sampled from the full model. The constraints ensure
that all data points to be fitted lie within the bounds and that the upper bound
is greater than the lower bound. This combination of objective function and
constraints is linear and convex [7]. In this work all Interval Predictor Models
have polynomial bases, i.e. φ(x) =
[
1,xi2 ,xi3 , ...
]
with x = [xa, xb, ...] and
ij = [ij,a, ij,b, ...] with ij 6= ik for j 6= k.
2.1.1 Confidence-Reliability Analysis
The reliability R of an IPM, i.e. the probability that a future unobserved data
point is contained within the IPM, is bounded by
ProbPn [R ≥ 1− ε] > 1− β, (10)
where ε is the complementary confidence parameter and β is the complementary
reliability parameter which refers to the probability Pn of observing a set of n
‘bad’ constraints (i.e. data points) such that R < 1− ε. The equation yielding ε
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and β changes depending on whether the sequence of data points is identically
and independently distributed or not.
When the data sequence is independently distributed ε and β are given by
β ≥
(
k + d− 1
k
) k+d−1∑
i=0
(
N
i
)
εi(1− ε)N−i, (11)
where N is the number of training data points, k is the number of data points
discarded by some algorithm and d is the number of optimisation variables [7].
The number of data points required to give a particular ε and β is given by
N ≤
⌊
2
ε
ln
(
1
β
)
+ 2d
(
1 +
1
ε
ln
(
2
ε
))⌋
, (12)
where b.c is the floor operator [5]. Eqn. (11) can be inverted in order to obtain
a more optimistic bound.
The robustness of an IPM can be evaluated by plotting 1− ε against 1− β,
which will be referred to as a confidence-reliability plot, and then finding 1− ε
for an arbitrarily high value of 1 − β. In simple terms, if the area under the
confidence-reliability plot is larger then the IPM is more robust. Quantitatively,
as the confidence (1−β) approaches 1, the certainty on the bound on the fraction
of data points contained by the IPM, 1− ε, increases.
2.2 Probability Boxes
Probability boxes enable the expression of epistemic uncertainty in a probability
distribution [12]. Probability boxes can be seen as a generalisation of CDFs and
intervals. Two types of probability boxes are possible. Firstly, a distribution-
free probability box consists of an envelope made from two CDFs. Any CDF
contained within the envelope is permitted. Distributional probability boxes
consist of a conventional probability distribution where at least one parameter
of the distribution is given as an interval rather than a crisp value. Clearly
it is possible to convert distributional probability boxes to distribution free
probability boxes but not vice versa.
Probability boxes are a specific case of a random set [8, 2], and therefore can
be represented by a vector of epistemic uncertain parameters which fall within
the unit hyper-rectangle θ ∈ Θ and an aleatory vector of parameters α. Their
propagation through models is complicated, since there is no distribution from
which to sample the epistemic parameters. Hence, conventional Monte Carlo
simulation cannot be applied, as the result of propagation through the model is
a probability box and not simply a CDF. Two methods are commonly used to
propagate probability boxes: Double Loop Monte Carlo (sometimes referred to
as search or optimisation of the epistemic space) and integration of the aleatory
variables. This paper focuses on Double Loop Monte Carlo simulation, and in
the following section methods are proposed to bound the reliability of a Naïve
Double Loop Monte Carlo simulation, where an uninformative distribution is
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imposed on the epistemic parameters in order to search for the maximum and
minimum values (as in the brute force algorithm in [23]). The Naïve Double
Loop Monte Carlo algorithm is briefly described in Algorithm 1. In this example
it is assumed that g has been transformed with a Copula, so that its aleatory
inputs may be sampled from uniform distributions (the function xi = T (αj ,θi)
will be used to map between the epistemic and aleatory spaces and the true
system variables). This does not justify the use of a uniform distribution over the
epistemic space. Instead, this is used as a brute force optimisation tool (maxima
and minima are taken over the epistemic samples, and not expectations). In
reality brute force approaches to global optimisation are often impractical in
high dimensional spaces, and are mainly useful as an conceptual illustration.
Algorithm 1 The Naïve Double Loop Monte Carlo Algorithm (once Copula
has been applied).
for i = 1, .., Ne do
Sample one realisation of epistemic parameters θi, from a uniform distri-
bution
for j = 1, .., Na do
Sample one realisation of aleatory parameters αj , from a uniform distri-
bution
Calculate zij = g(T (αj ,θi))
end for
Empirical CDF i is given by sorting zij along j index
Mean Ei = 1Na
∑Na
j=1 zij
end for
Mean is between E = min(Ei) and E = max(Ei)
3 Proposed Approaches: Obtaining bounds on
the failure probability
In the following sections the double loop Monte Carlo approach is used. Sec-
tion 3.1 proposes a novel technique to reduce the computational costs of the
naïve double loop Monte Carlo approach, where the epistemic and aleatory
variables are sampled independently. Section 3.2 proposes a slight modification
of the algorithm in Section 3.1 — the metamodel is trained on propagated fo-
cal elements from the traditional double loop approach. Section 3.3 proposes
performing Monte Carlo simulation on the upper and lower bounds of a IPM
metamodel for the performance function, inside an importance sampling opti-
misation loop, i.e. double loop Monte Carlo simulation. The authors stress
that importance sampling for imprecise probabilities without using IPMs was
already introduced in [13]. Which approach should be used is dependant on the
type of problem being studied. The naïve Monte Carlo approach is best suited
to distribution free probability boxes as it avoids the need for an optimisation
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loop.
Both of the discussed approaches make no assumptions about the functional
form of the model, and as such the model can truly be treated as a black box -
including stochastic system models with an unknown noise structure. In addi-
tion, the samples required to train the metamodels may be collected in parallel
since the model is not built sequentially or by optimising the performance func-
tion - the proposed approach relies exclusively on sampling the performance
function.
The proposed methods are flexible and can account for epistemic uncertainty
contained inside the limit state function. For example, this could be the case
if there were several feasible models but a probability could not be associated
with each model. This is a feature which, to the best of the authors’ knowledge,
no existing methods of this type can deal with. Interval failure thresholds can
be used with either algorithm without an increase in the number of evaluations
of the full model, since the indicator function must be monotonic with respect
to changes in the threshold used to define the limit state function.
3.1 Approach 1: Metamodels for Naïve Double Loop Ap-
proach
It is assumed that the system variables can be written as a function of sep-
arate epistemic uncertain variables falling in the unit hyper-rectangle, θ, and
aleatory uncertain variables, α, which are uniformly distributed between 0 and
1. N samples are drawn of α and θ, both from a uniform distribution be-
tween 0 and 1. Samples of the performance function can then be calculated by
transforming the aleatory and epistemic variables into the actual variables of
the problem. Then an IPM is trained with the aleatory variables as inputs and
the performance function as the output, i.e. Eqn. (9) is solved whilst replac-
ing xi with αi and y(xi) with g(T (αi,θi)). This IPM is an uncertain model
of the performance function as a function of the aleatory input variables; the
epistemic uncertainties are now represented as the uncertainty in the IPM. The
upper and lower bounds on the failure probability can then be calculated with
minimal computational expense by performing Monte Carlo simulation on the
polynomial upper and lower bounds of the performance function from the IPM,
by sampling α uniformly between 0 and 1 and then calculating g(α) and g(α)
for the samples. A diagram of the algorithm is shown in Fig. 1.
In contrast to the random set approach applied to the propagation of distri-
bution free probability boxes in the multi-level metamodel algorithm [27], the
approach proposed in this paper does not require multiple levels of metamod-
eling, since one IPM is sufficient to obtain both the upper and lower bound
of the performance function. Therefore the algorithm proposed in this paper is
effectively a single loop approach, as the optimisation takes place during the cre-
ation of the metamodel. If the approach is applied to distributional probability
boxes then the bounds will not be tight, since random set theory based ap-
proaches overestimate the bounds when applied to problems with distributional
probability boxes [3].
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IPM Training
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Figure 1: Approach 1: Diagram of algorithm to obtain bounds Pf by construct-
ing metamodels for Naïve double loop approach), by modelling the performance
function in the aleatory space.
3.2 Approach 2: IPMs trained on propagated focal ele-
ments
A focal element αi is simply a sampled interval from a probability box. When
Na samples of i are made, for each αi the corresponding focal element becomes
[minθ∈Θ T (αi,θ),maxθ∈Θ T (αi,θ)]. When this is propagated through g(x) the
associated output will be the interval [minθ∈Θ g(T (αi,θ)),maxθ∈Θ g(T (αi,θ))]).
It is trivial to train an IPM with inputs αi, and output [minθ∈Θ g(T (αi,θ)),
maxθ∈Θ g(T (αi,θ))]). However, obtaining the focal elements for training is
more expensive than propagating single values of x since the maximisation over
θ requires multiple evaluations of g(x). If analytic gradients of the performance
function are available then approximate focal elements can be obtained in a re-
duced computational time by using a Taylor series model. In this paper, focal el-
ements for training by approximating [minθ∈Θ g(T (αi,θ)),maxθ∈Θ g(T (αi,θ))]
are obtained with brute force sampling, [minθi∈{θ1,...,θNe} g(T (αi,θ)),maxθi∈{θ1,...,θNe} g(T (αi,θ))],
where {θ1, ...,θNe} are sampled by imposing a uniform distribution on the unit
hypercube. Latin Hybercube Sampling or Sobol Sequence Sampling could also
be used to sample θi. Then, once the IPM has been trained, the estimation of
Pf proceeds in the same way as approach 1 (independent sampling), by numeri-
cally integrating the IPM bounds (see Section 3.1). A diagram of the algorithm
is shown in Fig. 2.
3.3 Approach 3: Metamodels for Non-Naïve Approach
It is also possible to directly construct an IPM metamodel of g(x), which can
then be used to find bounds on Pf . The metamodel should be constructed
by collecting samples of g(x), by sampling x from a composite distribution
which has standard deviation roughly equal to the spread of the probability
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Figure 2: Approach 2: Diagram of algorithm to obtain bounds Pf by construct-
ing metamodels for focal element propagation, by modelling the performance
function in the aleatory space.
box. Then P f can be obtained from Monte Carlo simulation on g(x), and vice
versa. The samples used for Monte Carlo simulation of P f should be drawn from
the proposal distribution and then re-weighted using importance sampling, as
proposed in [28] [13]. Therefore the upper bound on the failure probability can
be obtained by evaluating
P f = max
θ∈Θ
∫
If (x)
fX(x,θ)
hX(x)
hX(x)dx, (13)
where hX(x) is the proposal distribution, which is used to generate training
samples for the IPM from the full model, If (x) is the lower bound on the in-
dicator function obtained from the IPM (returning 1 when g(x) ≤ 0, and 0
otherwise), and fX(x,θ) is a particular distribution contained by the distribu-
tional probability box. A diagram of the algorithm is shown in Figure 3.
The IPM metamodel is a useful addition to vanilla importance sampling
because now the optimisation in Eqn. 13 is now being performed on a continuous
function, even if the performance function used is not smooth, or if a set of
performance functions are being analysed. [30] shows that importance sampling
results in a consistent estimator when the failure probability is continuous in
the epistemic uncertain parameters.
3.4 Confidence Bounds on Failure Probability
In each of the proposed algorithms the interpretation of the confidence-reliability
plot (described in Section 2.1.1) is different. To recap, in general, the confidence-
reliability plot is interpreted as the confidence that a sample of the performance
function which was not present in the training set falls inside the bounds of the
IPM.
When only aleatory uncertainty is present in the system inputs, i.e. random
variables are used as opposed to probability boxes, the violation probability of
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Figure 3: Approach 3: Diagram of algorithm to obtain bounds Pf by construct-
ing metamodels for Non-Naïve Approach, by applying importance sampling to
the metamodel. Using the IPM, the importance sampling estimator produces
bounds on the failure probability for a particular θ, which can be optimised
over θ to yield the true bounds on the failure probability.
the IPM is the maximum possible uncertainty in the obtained bounds on the
failure probability. This is the interpretation of the confidence-reliability plot
for re-weighting (Approach 3) — the confidence bound applies to the Monte
Carlo estimator for the failure probability at the proposal distribution. For
focal element propagation (Approach 2), if the number of aleatory samples is Na,
then obtaining the confidence reliability plot using Na provides the confidence in
the propagation of aleatory uncertainty, because the IPM’s training constraints
become set inclusion relations for the focal elements (this reliability will be
known as Ra).
In the opposing case of only epistemic uncertainty, i.e. all input uncertainty
can be written as intervals, the bound violation probability refers to the prob-
ability that the next sample in the brute force optimisation of the epistemic
space falls outside the bounds. This interpretation can be applied to the brute
force propagation of the focal elements in Approach 2 by setting d = 2 and
using the number of epistemic samples N = Ne. Alternatively, it is well known
that the maximum and minimum of a sample can be used to produce a pre-
diction interval with reliability Ne−1Ne+1 [31], and this is the approach that will be
used to determine the epistemic propagation reliability (Re) for focal element
propagation (Approach 2).
When the probability box is sampled in Approach 1, i.e. there are a mix
of epistemic and aleatory variables sampled independently, the reliability of the
IPM is not associated solely with epistemic or aleatory uncertainty propagation,
but rather a hybrid of the two. However, it is still clear that the obtained bounds
become more trustworthy when the reliability of the IPM improves.
All reliabilities (R) quoted in the numerical examples for this paper are
obtained by finding the reliability where the confidence is greater than 0.999
(i.e. β = 0.001).
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3.5 When is creating an IPM surrogate worthwhile?
Readers may rightly question why creating a surrogate model is useful when
efficient techniques such as re-weighting already exist [13, 29]. Here simple
equations are provided to motivate the use of IPMs as surrogates for calculating
bounds on Pf .
Assuming that a deterministic performance function is being modelled, and
d is chosen such that the function is modelled perfectly such that there is no gap
between the upper and lower bound of the IPM. Then the entire uncertainty
in Pf is due to the inaccuracy of the bounds as a consequence of Eqn. (11).
When using a standard Monte Carlo simulation, without a metamodel, this
uncertainty may be found by calculating P f − P f , where the bounds of the
probability of failure are found by solving
N−Ns∑
i=0
(
N
i
)
(1− P f )iP
N−i
f =
β
2
(14)
and
N∑
i=N−Ns
(
N
i
)
(1− P f )iP
N−i
f =
β
2
(15)
which are the two-sided binomial confidence bounds on the success probability
parameter for a particular confidence β [17], where Ns is the number of samples
observed inside the failure region. If the value of P f − P f is larger than the ε
obtained from Eqn. (11) then clearly there is value in using an IPM metamodel.
In the authors’ experience this is usually the case when d is small. It is also
worth noting that for the IPM ε does not depend on the probability of failure.
Clearly if the performance function being analysed is less complex then the
uncertainty in the calculated probability of failure will be lower, as a lower d
can be used. This principle explains the scaling of the proposed method to
high dimensional spaces, as typically functions in high dimensional spaces also
require a higher d as the function requires more effort to approximate correctly.
In [11] an iterative method is proposed to reduce d as much as possible to lessen
the curse of dimensionality for the proposed method.
Having a surrogate model is useful in engineering analysis as it can be re-
purposed for something else besides the original analysis. IPMs at their core
simply provide a method of creating surrogate models with few assumptions.
4 Techniques to improve the efficiency of the
proposed algorithms
In the previous section it was demonstrated that the tightness and robustness
of the bounds on Pf depend on the properties of the trained IPM. Therefore
in this section techniques are described to create IPMs which more tightly and
robustly approximate performance functions.
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4.1 Modified Objective Function
Since the purpose of structural reliability analysis is to obtain the failure prob-
ability, which is calculated by integration of an indicator function, the priority
should be to model the performance function as accurately as possible where it
is close to zero [1]. This is not achieved in regular Interval Predictor Models be-
cause the objective function (Ex[δy(x,v,u)]) minimises the expectation of the
width of the IPM everywhere in the data containing region. A hyperbolic tan-
gent objective function (w(x,v,u)) can be used to remedy the problem, which
is given by
w(x,v,u) =
∑
i
tanh (by(xi,v,u))− tanh (by(xi,v,u)), (16)
where b is a positive real scaling factor which can be increased or decreased to
alter the convergence of the IPM. Increasing b will reduce the objective function
to the indicator function - i.e. the IPM will behave more like a classifier. In fact,
since the proposed objective function is an expectation, it will be equal to twice
the difference between the empirically computed bounds on the probability of
failure (P f−P f ). This loss function is particularly useful whenever a metamodel
is created for the purposes of reliability analysis. Decreasing b will result in a
linear scaling between the objective and y(x), i.e. similar to the unmodified
objective function. This function is advantageous because when the IPM is close
to zero there is a clear incentive to make the model as tight as possible here.
Furthermore the function is smooth and analytically differentiable with respect
to the parameter vector, which permits easier optimisation, and therefore its
gradient can be obtained as
∇uw(x,v,u) =
∑
i
b
φ(xi)− |φ(xi)|
2
sech2 (by(xi,v,u))−
∑
i
b · φ(xi) + |φ(xi)|
2
sech2
(
b · y(xi,v,u)
)
, (17)
and
∇vw(x,v,u) =
∑
i
b · φ(xi) + |φ(xi)|
2
sech2 (b · y(xi,v,u))−
∑
i
b · φ(xi)− |φ(xi)|
2
sech2
(
b · y(xi,v,u)
)
. (18)
tanh is a non-convex function, and therefore one may wish to define a convex
approximation of the function for practical purposes. In this paper the approx-
imation
tanh (y(xi,v,u))− tanh (y(xi,v,u)) ≈ wi ∗ (y(xi,v,u))− y(xi,v,u)), (19)
is used, with wi = tanh yiyi . In other words, the original IPM loss is re-weighted
when the data is close to the limit state surface, whilst the loss remains a linear
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function of the IPM parameters. This approximation will only be reasonable
when the data has low noise in y.
4.2 Wait and judge approach
The bound in Eqn. (11) may be overly conservative as it relies upon the as-
sumption that the number of support constraints (i.e. the number of constraints
which when removed result in a tighter IPM) is less than the number of opti-
misation variables. In fact, once the IPM is created the number of support
constraints can be measured and then the Wait and Judge approach to scenario
optimisation can be applied to obtain a better bound on the reliability of the
IPM [4]. The improved bound is given by letting ε be a function of the number
of support constraints s∗N such that ε(s∗N ) = 1− t(s∗N ). Then for 0 < β < 1 and
0 < s∗N < d the equation
β
N + 1
N∑
m=k
(
m
k
)
tm−k −
(
N
k
)
tN−k = 0 (20)
has one solution, t(s∗N ) in the interval [0, 1]. When the optimisation program
being studied is non-convex ε is obtained from
ε(s∗N ) =
1, for s
∗
N = N,
1− N−s∗N
√
β
N( Ns∗
N
)
, otherwise. (21)
5 Numerical Examples
5.1 Cantilever Beam
5.1.1 Problem Description
For the simple example of a cantilever beam with a point load, F , at any point
on the beam, the maximum deflection of the end of the beam is given by
δmax =
Fa2
6EI
(3l − a) (22)
where I is the moment of inertia of the beam, a is the distance of the point load
from the fixed end of the beam, l is the length of the beam and E is the modulus
of elasticity of the beam [14]. E, I and a were fixed and l and F were given by
distributional probability boxes with normal distributions and uncertain means
(Case A). The chosen values of the parameters are shown in Table 1. In order to
demonstrate the application of Approach 1 (independent sampling) to a problem
where epistemic uncertainty is more influential, the analysis was repeated using
epistemic uncertainty also in the standard deviation of the random variables
(Case B). It was assumed that the beam ‘fails’ when the maximum deflection is
greater than 35 mm.
This manuscript version is made available under the CC-BY-NC-ND 4.0
license http://creativecommons.org/licenses/by-nc-nd/4.0/ ©2019.
The independent sampling method described in Section 3.1 for the naïve
double loop approach was used to find the probability of failure of the system, by
creating a polynomial IPM of maximum degree 1 (φ(αl, αF ) = [1, αl, αF , αlαF ])
of the performance function. In total 1000 samples of the true model were made.
The focal element propagation method in Section 3.2 was applied with the same
basis.
This was compared to the re-weighting approach described in Section 3.3. A
normal proposal distribution was used with µF = 30500, σF = 230, µl = 5050,
σl = 230. Again, a polynomial IPM of maximum degree 1 (φ(l, F ) = [1, l, F, lF ])
was trained with 1000 samples. The bounds on the probability of failure were
obtained by using MATLAB’s fmincon function on the failure probability re-
weighted estimator.
Variable Distribution Mean Std (Case A) Std (Case B)
E Fixed 200000 N/mm2 N/A N/A
I Fixed 78125000 mm4 N/A N/A
l Normal [5000,5100] mm 200 mm [200,220] mm
a Fixed 3000 mm N/A N/A
F Normal [30000,31000] N 200 N [200,220] N
Table 1: Values of input variables for cantilever beam problem.
The confidence-reliability analysis was then performed using Eqn. (11).
5.1.2 Results
The metamodel for the performance function with a polynomial IPM of maxi-
mum degree 1 is shown in Fig. 4. The reference solution (Pf = [0.40, 0.81]) was
obtained by naïve Monte Carlo simulation with a large number of samples. Fig. 6
shows the confidence-reliability analysis (calculated with Eqn. (11)) for the cal-
culation of Pf using the IPM in Fig. 4, corresponding to a reliability of approx-
imately 0.98 with high confidence (0.999). This IPM has 6 support constraints
and hence the bound on R is fairly tight. Inverting Eqn. (11), it was calculated
that 19619 samples would be required to obtain β = 0.001 and ε = 0.001. Fig. 5
shows the bounds of the CDF which were computed by Monte Carlo analysis of
the performance functions shown in Fig. 4. The bounds on Pf can be tightened
by increasing the number of training samples which allows the degree of the IPM
to be increased without decreasing the bound on R. For example, by taking 2000
samples and using the loss function in Eqn. (19), Pf = [0.388, 0.795] for a polyno-
mial IPM with basis φ(αl, αF ) = [1, αl, αF , αlαF , α2l , α2F ], where R > 0.987 with
high confidence (0.999). When using the loss function in Eqn. (16) no notable
improvement was found in the bounds on Pf , since the performance function
and IPM were relatively simple, and the epistemic uncertainty in Pf is large.
Fig. 9 shows the bounds of the CDF which were computed by Monte Carlo anal-
ysis of the obtained IPM, when using the input Case B. The reference solution
computed with Double Loop Monte Carlo simulation was Pf = [0.40, 0.81].
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The re-weighting strategy with the direct IPM metamodel (shown in Fig. 7)
directly obtains the reference solution. Since the direct IPM is a model of a
linear function it can be easily represented exactly by the IPM, and hence there
are no support constraints. This allows us to bound the reliability of the IPM
to at least 0.99 with high confidence (β = 0.001) by using the wait and judge
approach. For similar reasons, the correct solution can be obtained with as few
as 10 samples using the re-weighting estimator. Fig. 8 shows the confidence-
reliability analysis for the calculation of Pf using Fig. 7.
A summary of the results for this example are given in Table 2.
Approach NSamples Case A Case B
Reference Solution, Double Loop
Monte Carlo
Na = 10
3, Ne =
106 Ne × Na =
109
Pf = [0.4, 0.81] Pf = [0.4, 0.81]
Approach 1 (independent sam-
pling, IPM degree 1)
1000 Pf = [0.36, 0.81], R ≥
0.98
Pf = [0.36, 0.81], R ≥
0.98
Approach 1 (independent sam-
pling, IPM degree 2)
2000 Pf = [0.39, 0.80], R ≥
0.99
Pf = [0.39, 0.80], R ≥
0.99
Approach 1 (independent sam-
pling, IPM degree 1)
300 Pf = [0.39, 0.81], R ≥
0.94
Pf = [0.38, 0.79], R ≥
0.94
Approach 2 (focal element prop-
agation, IPM degree 1)
1000 (Na = 125,
Ne = 8)
Pf = [0.375, 0.795]
Ra > 0.85, Re ≈ 0.78
Pf = [0.373, 0.785]
Ra > 0.85, Re ≈ 0.78
Approach 3 (re-weighting, IPM
degree 1)
1000 Pf = [0.4, 0.81], R ≥
0.99
Pf = [0.4, 0.81], R ≥
0.99
Approach 3 (re-weighting, IPM
degree 1)
10 Pf = [0.4, 0.81], R ≥
0.021
Pf = [0.4, 0.81], R ≥
0.021
Table 2: Summary of results for cantilever beam reliability analysis in Sec-
tion 5.1.2.
5.2 Dynamic response of a non-linear oscillator
5.2.1 Problem Description
In order to demonstrate the application of the method on a non-linear perfor-
mance function, the well known non-linear oscillator example is used [10] [15].
The performance function is defined by
goscillator(C1, C2,M,R, T1, F1) = 3R−
∣∣∣∣ 2F1Mω20 sin(ω0T12 )
∣∣∣∣ , (23)
where the natural frequency of the oscillator, ω0 =
√
C1+C2
M , M is the mass,
C1 and C2 are the spring constants of the primary and secondary springs, R
is the displacement at which the secondary spring yields, t1 is the duration
of the loading, and F1 is the amplitude of the applied force. As usual, the
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Figure 4: Degree 1 IPM of the performance function in the aleatory space for the
cantilever beam, created by independently sampling the aleatory and epistemic
variables (Approach 1).
system fails when goscillator ≤ 0, hence the failure probability to be estimated is
Pf = P(goscillator ≤ 0). The distributions and probability boxes assigned to the
inputs are listed in Table 3. A diagram of the system is shown in Fig. 10.
The methods described in Section 3.1 and Section 3.2 for the naïve double
loop approach were used to find the probability of failure of the system, by
creating a polynomial IPM of maximum degree 1 of the performance function.
In total, 1000 samples of the true model were made.
This was compared to the approach described in Section 3.3, with a normal
proposal distribution with mean at the centre of the probability box and stan-
dard deviation set to cover the support of the probability box (µproposal =
µ+µ
2
and σproposal =
√
(
µ−µ
2×3 )
2 + σ2). Again, a polynomial IPM of maximum degree
1 was trained with 1000 samples. The bounds on the probability of failure were
obtained by using MATLAB’s fmincon function on the failure probability re-
weighted estimator. The performance function loss (Eqn. 16) was not used in
this example, as it was not found to significantly improve the performance of
the model.
Variable Distribution Mean Standard Deviation
C1 Normal 1 0.1
C2 Normal 0.1 0.01
R Normal [0.45, 0.5] 0.05
M Normal 1 0.05
t1 Normal [0.95, 1] 0.2
F1 Normal [0.95, 1] 0.2
Table 3: Values of input variables for non-linear oscillator.
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Figure 5: CDF bounds obtained by Monte Carlo analysis on the performance
function modelled in Fig. 4. The ‘flat’ bounds are a remnant of the low de-
gree IPM chosen to represent the performance function of the cantilever beam.
Training samples are shown on the abscissa axis.
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Figure 6: Confidence-reliability plot corresponding to the IPM used to model
the performance function in Fig. 4 for the cantilever beam and calculate Pf (as
described in Section 2.1.1). This plot corresponds to a reliability of approxi-
mately 0.98 with confidence 0.999, which is shown on the plot as a star.
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Figure 7: Direct Degree 1 IPM of the performance function for the cantilever
beam, created for the re-weighting approach (Approach 3).
5.2.2 Results
The results for the analysis of the oscillator are shown in Table 4, including
number of support constraints is shown for each trained IPM, and a bound on
the reliability computed as described in Section 4.2. The reference solution was
computed with naïve double loop Monte Carlo simulation, using 10000 inner
loop and 10000 outer loop samples, resulting in a total of 1010 model queries.
Approach NSamples [P f , P f ] Confidence s∗N
Reference solution (double loop
Monte Carlo)
1010 [0.0132, 0.0712] - -
Approach 1 (independent sam-
pling, IPM degree 3)
1000 [0.0138, 0.0741] R ≥ 0.80, R∗ >
0.87
90
Approach 1 (independent sam-
pling, IPM degree 2)
1000 [0.0073, 0.123] R ≥ 0.92, R∗ >
0.94
33
Approach 2 (focal elements,
IPM degree 2)
1000 [0.012, 0.11] Ra > 0.62, Re ≈
0.67, R∗a > 0.76
34
Approach 3 (re-weighting, IPM
degree 2)
1000 [0.0735, 0.0114] R ≥ 0.92, R∗ >
0.94
33
Table 4: Summary of results for non-linear oscillator (S∗N : maximum superior
constraints,R: Confidence a priori; R∗: confidence wait and judge).
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Figure 8: Confidence-reliability plot corresponding to the IPM used to model
the performance function in Fig. 7 for the cantilever beam and calculate Pf .
This plot corresponds to a reliability of over 0.99 with confidence 0.999, which
is shown on the plot as a star.
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Figure 9: CDF bounds obtained by Monte Carlo analysis on the performance
function modelled the IPM for the second cantilever beam input set. The ‘flat’
bounds are a remnant of the low degree IPM chosen to represent the performance
function of the cantilever beam.
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Figure 10: A non-linear oscillator.
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Variable Distribution Mean Standard Deviation
Young’s Modulus × 4 Normal [65,75] GPa 1.05 GPa
Density × 4 Normal [2500,2900] kg/m3 270 kg/m3
Table 5: Summary of the 8 random inputs for Satellite Model. Both of the
random variables shown above are repeated for the 4 structural components of
the model.
5.3 Small satellite
5.3.1 Problem Description
In this section, the developed techniques are applied to a NASTRAN model of a
satellite with 900 QUAD4 elements (∼ 5300 DOF) [18]. The model is available
in the OpenCossan software [20]. All DOF of the nodes at the bottom of
the nozzle have been constrained by modelling the boundary conditions that
the nozzle is attached to the supporting structure with bolts, and a vertical
acceleration of 6g has been applied together with a horizontal acceleration of 1g
(g = 9.81m/s2). The structure consists of 4 components, namely nozzle, upper
and lower panels, central cylinder and the vertical panels. The combined effect of
the uncertainty in the young’s modulus and density of each of these components
on the second natural frequency is investigated, and epistemic uncertainties in
these two quantities as shown in Table 5 are considered.
The method described in Section 3.1 for the naïve double loop approach was
used to find bounds on the CDF for the second eigenvalue and also bounds on
the expectation of the second eigenvalue, by taking 1000 samples from the full
model. In order to achieve this the method was modified to build an IPM for the
response of the model rather than the performance function, which is required
when calculating expectations rather than probabilities of failure. Approach 2
(Section 3.2) was used to train an IPM on focal elements propagated with brute
force optimisation, making 4 samples in the brute force optimisation and 250
aleatory samples (samples of α). An IPM with a polynomial basis of maximum
degree 1 was used.
To obtain a reference solution, the double loop Monte Carlo method was
used with 50 inner loop Monte Carlo samples, and 100 outer loop Bayesian
Optimisation evaluations made by MATLAB’s bayesopt routine, for both the
upper and lower bound (i.e. 2× 100× 50 = 10000 samples in total).
5.3.2 Results
For Approach 1 (independent sampling) and Approach 2 (focal element propa-
gation), bounds on the CDF of the output are shown in Fig. 12. Fig. 13 shows
the confidence-reliability analysis for the IPM, corresponding to a reliability of
approximately 0.97 with high confidence. Increasing the maximum degree of the
IPM to 2 tightens the prediction interval, however the reliability of the bounds
is decreased. Similar results were obtained by using a radial basis, trained
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Figure 11: Small Satellite Model in NASTRAN. Full details of model available
from [19].
using with the same number of terms. Applying Approach 3 (re-weighting),
with a normal proposal distribution with mean at the centre of the probabil-
ity box and standard deviation set to cover the support of the probability box
(µproposal =
µ+µ
2 and σproposal =
√
(
µ−µ
2×3 )
2 + σ2), similar bounds were obtained
on the expectation of the 2nd eigenvalue. A summary of the results for this
example are given in Table 6. Most of the results appear overly conservative,
indicating the IPM is a poor fit for the model response. However, Approach
2 (IPM for focal element propagation) has impressive agreement with the ref-
erence solution. As expected, the IPM with Maximum Degree 2 has a lower
reliability, and hence underestimates the upper bound of the expectation.
Computing the reference solution resulted in bounds on the expectation of
the 2nd eigenvalue of Ex = [359, 481]. For comparison, a double loop method
with Latin Hyper Cube sampling for both loops (with 40 inner loop samples
and 25 outer loop samples, resulting in 1000 total samples), was found to un-
derestimate the interval width, Ex = [367, 447]. Therefore, the authors do not
recommend the use of Latin Hypercube Sampling, since in probability bounds
analysis it is desirable to find the outer approximation of the interval containing
the results, in order to be conservative in an engineering sense.
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Figure 12: CDF bounds obtained by Monte Carlo analysis on an IPM for the
2nd Eigenvalue of a small satellite (modal analysis).
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Figure 13: Confidence-reliability plot corresponding to the IPM of the 2nd
Eigenvalue of small satellite modal analysis. This plot corresponds to a reliabil-
ity of over 0.97 with confidence 0.999, which is shown on the plot as a star.
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Nsamples [ Ex, Ex ] Confidence
Reference 10000 [359, 481] N/A
Latin Hypercube Double Loop 1000 [367, 447] N/A
Approach 1 (independent sam-
pling, IPM degree 1)
1000 [327, 495] R ≥ 0.97
Approach 1 (independent sam-
pling, IPM degree 2)
2000 [349, 471] R ≥ 0.88
Approach 2 (focal element, IPM
degree 2)
1000 (Na = 250,
Ne = 4)
[352, 471] Ra > 0.55, Re ≈
0.6
Approach 2 (focal element, IPM
degree 1)
1000 (Na = 200,
Ne = 5)
[346, 489] Ra > 0.84, Re ≈
0.67
Approach 2 (focal element, IPM
degree 1)
1000 (Na = 40,
Ne = 25)
[353, 485] Ra > 0.33, Re ≈
0.92
Approach 2 (focal element, IPM
degree 1)
1000 (Na = 125,
Ne = 8)
[339, 487] Ra > 0.746, Re ≈
0.78
Approach 3 (re-weighting, IPM
degree 1)
1000 [321, 477] R ≥ 0.966
Table 6: Summary of results for small satellite model using different approaches.
6 Conclusion
This paper proposed a computational method of bounding the reliability of the
propagation of epistemic uncertainty. Novel loss functions are introduced to
ensure tightness when IPMs are created from data representing performance
functions. The approach proposed in this paper is applicable to the double loop
Monte Carlo algorithm as well as the naïve approach where an uninformative
distribution is sampled rather than using optimisation to propagate intervals.
A key benefit is that the performance function is smoothed which enables easier
optimisation of the probability of failure. Both of the proposed approaches
do not make restrictive assumptions about the functional form of the model
response, and easily parallelisable.
The authors expect future work to apply new IPM technologies to the pro-
posed methodology to increase the data efficiency of the IPMs created, and
hence obtain tighter bounds on small failure probabilities, e.g. active learning
techniques.
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