Uncertainty of insurance liabilities has always been the key issue in actuarial theory and practice. This is represented for instance by study and modeling of mortality in life insurance and loss distributions in traditional actuarial science. These models have evolved from early simple deterministic calculations to more sophisticated, probabilistic ones. Such probabilistic models have been traditionally built around parameters characterizing certain probability laws, e.g., Gompertz's model of force of mortality, or parametric models of the yield curve process. In this chapter we describe the methodology of the bootstrap, and more generally, resampling and show some of its possible advantages in describing the underlying probability distributions. We provide two detailed examples of application of the resampling methods. First, we show how bootstrap can be used successfully to enhance a parametric mortality law suggested by Carriere (1992). Next, we develop a whole company asset-liability model to study the nonparametric bootstrap alternative to lognormal and stable Paretian models of interest rate process proposed by Klein (1993) . Our results indicate that bootstrap can be instrumental in understanding the rich structure of random variables on the asset and liability sides of an insurance firm balance sheet, and in error estimation in both parametric and non-parametric setting.
Introduction
Actuarial science has always been concerned with uncertainty and the process of modeling it. In fact, the uncertainty of insurance liabilities may be considered the very reason for the creation of actuarial science. This is clearly represented in a study of mortality and other decrements in life, disability, health insurance, and loss distribution in property/casualty insurance. The models used in such studies began as tabular ones, and then developed into a study of probability distributions, traditionally characterized by some numerical parameters. Examples of such probability models include Makeham and Gompertz laws of mortality, or the use of gamma distribution family in modeling losses, as well as the omnipresent use of normal approximations (including the lognormal distribution modeling of interest rates).
Over the last decade a score of new methodologies for statistical inference both in parametric and non-parametric setting have been based on the concept of the bootstrap, also known under a somewhat broader term of resampling. In this work, we present the basic ideas of the bootstrap/resampling, and point out its promising applications in actuarial modeling.
The chapter is organized as follows. In the reminder of this section we give a brief overview of the basic ideas of the bootstrap methodology in the context of parametric and non-parametric estimation as well as time series-based inferences. The subsequent two sections of the chapter are devoted to the somewhat detailed discussion of two particular examples, arising from the actuarial modeling problems. In Section 2 we look at mortality estimation, studying a mortality law introduced by Carriere (1992) , generalizing on the classical Gompertz mortality law. In Section 3, we proceed to a whole company asset-liability model, comparing cash flow testing results for an annuity company under two parametric assumptions of interest rate process and the method based on the nonparametric, bootstrapbased approach to analyzing time series data. Section 4 offers some concluding remarks.
The Concept
The concept of the bootstrap was first introduced in the seminal piece of Efron (1979) as an attempt to give some new perspective to an old and established statistical procedure known as jackknifing. Unlike jackknifing which is mostly concerned with calculating standard errors of statistics of interest, Efron's bootstrap achieves more ambitious goal of estimating not only the standard error but also the distribution of a statistic. In his paper Efron considered two types of bootstrap procedures useful, respectively, for nonparametric and parametric inference. The nonparametric bootstrap relies on the consideration of the discrete empirical distribution generated by a random sample of size n from an unknown distribution F . This empirical distribution F n assigns equal probability to each sample item. In the parametric bootstrap setting, we consider F to be a member of some prescribed parametric family and obtain F n by estimating the family parameter(s) from the data. In each case, by generating an independent identically distributed (iid) random sequence, called a resample or pseudo-sequence, from the distribution F n , or its appropriately smoothed version, we can arrive at new estimates of various parameters or nonparametric characteristics of the original distribution F . This simple idea is at root of the bootstrap methodology.
The conditions for consistency of the bootstrap method were formulated in the paper of Bickel and Freedman (1981) . This resulted in further extensions of the Efron's methodology to a broad range of standard applications, including quantile processes, multiple regression and stratified sampling. Singh (1981) made a further point that the bootstrap estimator of the sampling distribution of a given statistic may be more accurate than the traditional normal approximation. In fact, it turns out that for many commonly used statistics the use of the bootstrap is asymptotically equivalent to the use of one-term Edgeworth correction, usually with the same convergence rate, which is faster than the normal approximation.
In many recent statistical texts, the bootstrap is recommended for estimating sampling distributions, finding standard errors, and confidence sets. Although the bootstrap methods can be applied to both parametric and non-parametric models, most of the published research in the area has been concerned with the non-parametric case since that is where the most immediate practical gains might be expected. Bootstrap as well as some other resampling procedures procedures are available in recent editions of some popular statistical software packages, including SAS and S-Plus. Readers interested in gaining some background in resampling are referred to Efron and Tibishirani (1993) . For a more mathematically advanced treatment of the subject, we recommend the monograph by Shao and Tu (1995) which also contains a chapter on bootstrapping time series and other dependent data sets.
Bootstrap Standard Error and Bias Estimates
Arguably, one of the most important practical applications of the bootstrap is in providing conceptually simple estimates of the standard error and bias for a statistic of interest. Letθ n be a statistic based on the observed sample, arriving from some unknown distribution function F . Assume thatθ n is to estimate some (real-valued) parameter of interest θ, and let us denote its standard error and bias by se F (θ n ) and bias F (θ n ). Since the form of the statisticθ n may be vary complicated the exact formulas for the corresponding bootstrap estimates of standard error (BESE) and bias (BEB) may be quite difficult to derive. Therefore, one usually approximates both these quantities with the help of the multiple resamples. The approximation to the bootstrap estimate of standard error ofθ n suggested by Efron (1979) is given by
(1)
and B is the total number of resamples (each of size n) collected with replacement from the empirical estimate of F (in either parametric or non-parametric setting), By the law of large numbers
and for sufficiently large n we expect
Similarly, for BEB one can use its approximation bias B based on B resamples
Let us note that B, the total number of resamples, may be taken as large as we wish. For instance, it has been shown that for estimating BESE, B equal to about 250 typically gives already a satisfactory approximation, whereas for BEB this number may have to be significantly increased in order to reach the desired accuracy (see Efron and Tibishirani 1993 for a discussion of these issues). Let us also note that BESE and BEB can be applied to the dependent data after some modifications of the resampling procedure (see Section 1.4 below).
Bootstrap Confidence Intervals
Let us now turn into the problem of using the bootstrap methodology to construct confidence intervals. This area has been a major focus of theoretical work on the bootstrap and in fact the procedure described below is not the most efficient one and can be significantly improved in both rate of convergence and accuracy. It is, however, intuitively appealing and easy to justify and seems to be working well enough for the cases considered here. For complete review of available approaches to bootstrap confidence intervals for iid data, see Efron and Tibishirani (1992) . As in the case of standard error and bias estimates the methodology for bootstrap interval estimation applies also to time dependent observations as long as we modify our resampling procedure to either block or circular bootstrap sampling (see Section 1.4 below).
Let us considerθ * n , a bootstrap estimate of θ based on a resample of size n (or, in the case of dependent observations, on k blocks of length l, see Section 1.4 below) from the original data sequence X 1 , . . . , X n , and let G * be its distribution function given the observed series values
Recall that for any distribution function F and τ ∈ (0, 1) we define the τ -th quantile of F (sometimes also called τ -th percentile) as
The bootstrap percentiles method gives G −1 * (α) and G −1 * (1 − α) as, respectively, lower and upper bounds for 1 − 2α confidence interval forθ n . Let us note that for most statisticsθ n the form of a distribution function of the bootstrap estimatorθ * n is not available. In practice, G −1 * (α) and G −1 * (1 − α) are approximated by generating B pseudo-sequences (X
Dependent Data
The Efron's basic bootstrap procedure fails when the observed sample points are not independent. The extension of the bootstrap method to the case of dependent data was first considered by Künsch (1989) who suggested a moving block bootstrap procedure, which takes into account the dependence structure of the data by resampling blocks of adjacent observations rather than individual data points. The method was shown to work reasonably well. Its main drawback is related to the fact that for fixed block and sample sizes, observations in the middle part of the series had typically a greater chance of being selected into a resample than the observations close to the ends. This happens because the first or last block are often shorter. To remedy this deficiency Politis and Romano (1992) suggested a method based on circular blocks, wrapping the observed time series values around the circle and then generating consecutive blocks of bootstrap data from the circle. In the case of the sample mean this method, known as a circular bootstrap, again was shown to accomplish the Edgeworth correction for dependent data.
Let X 1 , . . . , X n be a (strictly) stationary time series, and as before letθ n =θ n (X 1 , . . . , X n ) denote a real-valued statistic estimating some unknown parameter interest θ. Given the observations X 1 , . . . , X n and an integer l (1 ≤ l ≤ n) we form the lblocks B t = (X t , . . . , X t+l−1 ) for t = 1, . . . , n − l + 1. In moving blocks procedure of Künsch (1989) the bootstrap data (pseudo-time series) (X * 1 , . . . , X * n ) is obtained by generating the resample of k blocks (k = [n/l]) and then considering all individual (inside-block) pseudo-values of the resulting sequence B
In either case, the bootstrap version ofθ n isθ * n =θ n (X * 1 , . . . , X * n ).
The idea behind both the block and circular bootstrap is simple: by resampling blocks rather than original observations we preserve the original short-term dependence structure between the observations (although not necessarily the long-term one). For the data series for which the long term dependence is asymptotically negligible in some sense (e.g., α-mixing sequences with appropriately fast mixing rate) the method will produce consistent estimators of the sampling distribution ofθ n − θ as long as l, n → ∞ at the appropriate rate (see e.g., Shao and Tu (1995) Chapter 9, for the discussion of the appropriate assumptions). In particular, it follows that the formulas for the approximate BESE and BEB given by (1) and (2), respectively as well as the method of percentiles for confidence estimation are still valid with the block and circular bootstrap. Let us also note that for l = 1 both methods reduce to the Efron's bootstrap procedure for iid random variables.
In the next two sections we demonstrate the use of the above bootstrap techniques in both parametric and non-parametric setting.
Modeling US Mortality Tables
In this section we consider an application of the bootstrap techniques to estimating the variability of the parameters of a general mortality law proposed by Carriere (1992) . We first describe the mortality model.
Carriere Mortality Law
The research into a law of mortality has had a long history going back the simplest formula of De Moivre. Probably the most popular parametric model of mortality (proposed by Benjamin Gompertz) has been the one that models the force of mortality
as an exponential function. Whereas Gompertz's model typically fits observed mortality rates fairly well at the adult ages it exhibits some deficiency in modeling the early ages. This is mostly due to the fact that in many populations the exponential growth in mortality at adult ages is preceded by a sharp mortality fall in early childhood and the hump at about age 23 (cf. e.g., Tenenbein and Vanderhoof 1980) . This early years behavior of the mortality force is not easily modeled with the formula (4). There has been many attempts in the actuarial literature to modify Gompertz's law in order to obtain a better approximation for the early mortality patterns. It has been observed in Heligman and Pollard (1980) that by adding additional components to Gompertz model one can obtain a mortality law that fits early mortality patterns much better. This idea has been further extended by Carriere 1992 [referred to in the sequel as CR] who has suggested using a mixture of the extreme-value distributions: Gompertz, Inverse Gompertz, Weibull and Inverse Weibull, to model the survival curve of a population
Here ψ i ≥ 0 for i = 1 . . . , 4, are the mixture coefficients satisfying
. . 4 are the survival functions based on the Gompertz, Inverse Gompertz, Weibull, and Inverse Weibull distribution functions, respectively, with the corresponding location and scale parameters m i and σ i . More precisely,
In Carriere mortality model the Gompertz (6a) and Inverse Gompertz (6b) curves, both derived from (4), are used to model the mortality of adulthood, whereas the Weibull and the Inverse Weibull curves are used to model the mortality of childhood and early adolescence. The introduction of the last two survival functions allows fitting correctly the early years decrease in mortality as well as the hump around age 20, which are both present in many populations mortality patterns.
As it has been demonstrated empirically in CR the model (5) fits quite well the patterns of mortality for the entire US population as well as, separately, US male and female mortality laws. Due to the interpretation of the survival components of the curve (5) Carriere model, unlike that of Heligman and Pollard (1980) , gives also the estimates of childhood, adolescence and adulthood mortality by means of the mixture coefficients ψ i . In the next section we discuss a way of arriving at these estimates.
Fitting the Mortality Curve
We will illustrate the use of bootstrap by fitting the general mortality model (5) to the Aggregate 1990 US Male Lives Mortality Table  ( US Health Dept. 1990 ). This particular table is of special actuarial interest because it was a data source in developing 1994 GAM and 1994 UP tables. In order to fit the model (5) to the observed mortality pattern, some fitting criterion (a loss function) is needed. In his paper CR, Carriere has considered several different loss functions but here, for simplicity, we will restrict ourselves to the one given by
where q x is a probability of death within a year for a life aged x, as obtained from the US table andq x is a corresponding probability calculated using the survival function (5). The ages above x = 100 were not included in (7) since, similarly to CR, we have found that the mortality pattern for the late ages in the table had been based on Medicare data and hence might be not representative to the entire US male population. The parameters of the survival functions (6) Table 1 . As we can see from the table the modes m i of the survival components in the Gompertz and the Inverse Gompertz case are equal to 80.73 and 42.60 respectively, whereas in the Weibull and the Inverse Weibull case they are equal to 0.3 and 23.65, respectively. This indicated that, as intended, both Gompertz components model the later age mortality, whereas both Weibull components model the mortality of childhood and adolescence. Moreover, since ψ 1 = 0.94 it follows that most of the deaths in the considered population are due to the Gompertz component. A plot of the fitted curve of ln(q x ) using the estimated values of the parameters given in Table 1 along with the values of ln(q x ) for x = 0, . . . , 100 is presented in Figure 1 . Table (dashed line) and of ln(q x ) using formulas (6) with the parameters values given in Table 1 .
As we can see from the plot the fit seems to quite good except perhaps between the ages of 6 and 12. Let us also note the resemblance of our plot in Figure 1 to that presented in Figure 4 of CR, which was based on the 1980 US Population Mortality Table.
Statistical Properties of the Parameter Estimates in Carriere Mortality Model
The statistical properties of estimators of the unknown parameters
obtained by minimizing the function (7) (we refer to them in the sequel as the Carriere or CR estimators) are not immediately obvious. For instance, it is not clear whether or not they are consistent and what is their asymptotic efficiency. Since these questions are related to the problem of consistency of the bootstrap estimation, we will discuss them briefly here.
In order to put our discussion in the context of the statistical inference theory we need to note an important difference between the loss function (7) and the usual, weighted least-square loss. Namely, in our setting the US mortality rates q x for x = 1, . . . , 100 are not independent observations but rather are themselves estimated from the large number n of the deaths observed in the population. 1 Since the q x 's are estimated based on the same number n of the observed deaths, they are negatively correlated and hence the loss function (7) treated as a random function, is not a sum of independent identically distributed random variables. In view of the above, the usual statistical methodology of M -estimation does not apply, and in order to obtain asymptotics for the CR estimators we need to develop a different approach which is briefly outlined below. For further references and a general discussion of the method, including the model identifiability issue, see the forthcoming paper of Rempala and Szatzschneider (2002) .
Under the assumption that the true mortality curve of the population indeed follows the model (5) with some unknown parameters ψ (7) are locally continuously differentiable functions of the q x 's as long as the first derivatives ofq x =q x (m i , σ i , ψ i ) are locally continuous and do not vanish (that is, the appropriate Jacobian function is no equal to zero, at least for one age x) around the point ψ 
Assessment of the Model Accuracy with Parametric Bootstrap
One way of assessing the variability of CR estimates would be to use the normal approximation outlined in the previous section. However, since the asymptotic variance of this approximation depends upon the unknown parameters which would have to be estimated from the data, the derivation of the exact formula for the covariance matrix as well as the assessment of the performance of variance estimators would be required. In addition, the normal approximation would not account for the possible skewness of the marginal distributions of ψ i , m i , and σ i . Therefore, as an alternative to this traditional approach, we propose to apply the bootstrap method. Since the bootstrap typically corrects for the skewness effect we would hope that it might provide better approximations.
Let us note that the methods of the nonparametric bootstrap cannot be applied here since we do not know the empirical distribution F n of the observed deaths. However, we do know the estimated values of the parameters in the model (5), since these are obtained by minimizing the expression (7) which is concerned only with the quantities q x . Hence, assuming that the true population death distribution follows the model (5) we may use the values given in Table 1 to obtain our resampling distribution F n .
Once we have identified the resampling distribution, the bootstrap algorithm for obtaining approximate variances, biases, and confidence intervals for CR estimators is quite simple. We use a computer to generate a large (in our example 20,000 points) random sample from F n and apply interpolation 2 to obtain the sequence of the pseudo mortality rates q * x for x = 1, . . . , 100. In order to find the corresponding bootstrap replication ψ *
we minimize the loss function (7), where now the q x 's are replaced by the q * x 's. The above procedure is repeated a large number (B) times and the resulting sequence of bootstrap replications ψ *
The plot of a single replication of the log of q * x 's curve and the corresponding log ofq * x 's curve, i.e., log of the fitted survival curve (5) with the parameters Figure 2 . In order to find the corresponding bootstrap estimates of standard error and bias for each one of the 11 2 For the sake of efficiency one should use here the same method of interpolation as the one used to create the original values of the q x 's in the table. However, in our example we simply applied linear interpolation to obtain the values of the pseudo-empirical distribution at the integer ages and then to calculate the q * x 's CR estimators in Table 1 we use the formulas (1) and (2). The corresponding bootstrap confidence interval are calculated as well, with the help of the bootstrap percentile method.
The general appropriateness of the above outlined bootstrap procedure is not immediately obvious and in fact requires some theoretical justification as it does not follow immediately from the general theory. Since the mathematical arguments needed to do so get quite technical and are beyond the scope of the present work, let us only briefly comment that, generally speaking, for the mere consistency of our bootstrap algorithm, the argument similar to that used to argue the consistency of CR estimators may be mimicked. However, in order to show that our bootstrap estimators in fact have an edge over the normal approximation method a more refined argument based on the Edgeworth expansion theory is needed. For some insight into this and related issues see, for instance, Rempala and Szatzschneider (2002) . The final results based on our bootstrap approximations to the standard error, bias and confidence bounds for all 11 CR estimators given in Table 1 are presented in Table 2 . As we can see from these results it seems that only the estimates of the Gompertz component (m 1 , σ 1 , ψ 1 ) of the mortality model enjoy a reasonable degree of precision in the sense that their standard errors and biases are small (relative to the corresponding numerical value), and their confidence intervals short. For all the other component both the values for standard errors and the lengths of the confidence interval, indicate their apparent lack of precision. In particular, the lower bound of the mixture coefficient ψ 2 corresponding to the Inverse Gompertz component (6b) equals zero, which could indicate that the Inverse Gompertz component is simply not present in the considered mortality pattern. In fact, CR fitting the model (5) to US 1980 Mortality data, which has a similar pattern to the one we have considered here, did take ψ 2 = 0. Hence, by providing the 95% CI's for the estimates of the ψ i 's our bootstrap method also suggests the general form of the mixture in the Carriere law.
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For illustration purposes the distribution of B = 1000 bootstrap replications for the parameter m 1 along with its 95% confidence interval is presented in Figure 3 . Let us note that the histogram of the replication values seems to approximately follow the symmetric unimodal curve which is consistent with our theoretical derivations.
As we have seen above, the parametric bootstrap algorithm can be helpful in obtaining a more complete information about the fitted mortality model and its parameters. The drawback of the algorithm presented above is mainly in its very high computational cost, since for every resample of the sequence of 11 values of the parameters we need to first obtain a resample of the fitted mortality ratesq x , x = 1 . . . , 100. It would be interesting to develop some better methods of bootstrapping in the problems involving the loss functions of type (7), either with the help of the residuals bootstrap method (see Figure 3 . the distribution of B = 1000 bootstrap replications for the parameter m 1 along with its 95% confidence interval. The vertical line in the center shown the actual fitted value of m 1 as given in Table 1 .
Efron and Tibishirani 1993) or maybe some techniques aiming at increasing the efficient of resampling, like e.g. importance method (see Shao and Tu 1995) .
Methodology of Cash-Flow Analysis with Resampling
In our next example we illustrate the use of nonparametric bootstrap for dependent data, by developing a whole company asset-liability model with the nonparametric model of the interest rate process. The results are compared with that based on the lognormal and stable Paretian models proposed by Klein (1993) .
Interest Rates Process
While there exists a consensus as to the necessity of using interest rates scenarios, and to account for some form of their randomness, in the process of long-term modeling of an insurance enterprise, one can hardly argue that such a consensus is formed concerning the actual stochastic process governing the interest rates process. Becker (1991) analyzes one common model derived from the process Fama and French, 1988) , aims at the evidence against independence of returns in consecutive periods. Both take away key assumptions of the Central Limit Theorem. Klein (1993) [referenced as KL in the sequel] pro-poses to replace lognormal distribution by the Stable Paretian, and provides a comparison of a model company under these two hypotheses. As these differing assumptions produce drastically different results, KL argues that a valuation actuary must give proper consideration to the possibility that the stochastic dynamics of the interest rate process differ significantly from the simple assumption of lognormality. In this section we propose a bootstrap-based alternative to his model as an example of the use of resampling in the nonparametric setting.
Modeling Interest Rates with Nonparametric Bootstrap of Dependent Data.
Let us note that, unlike in the case of the US Mortality Tables, the historical, empirical realizations of the interest rates processes are typically available. This allows us to use the non-parametric bootstrap methods. In the following sections we investigate a non-parametric model of a company cash flow as a function of the interest rates process {J t }. We do not assume independence of the J t 's, relaxing that assumption to m-dependence and stationarity of the interest rates process (see Section 3.4). We propose that it may be unreasonable to assume one functional form of the probability distribution and the choice of the non-parametric model here is not merely for the sake of example. In our opinion, this allows to proceed to deeper issues concerning the actual forms of uncertainty underlying the interest rate process, and other variables studied in dynamic financial analysis of an insurance firm. In our view, one cannot justify fitting convenient distributions to data and expect to easily survive the next significant change in the marketplace. If one cannot provide a justification for the use of a specific parametric distribution, than a nonparametric alternative should be studied, at least for the purpose of understanding firm's exposures. In this section we show the possible applicability of the resampling in studying such non-parametric alternatives.
While there are many variables involved in a company model that could be possibly investigated using our methods, in this work we shall focus exclusively on the nonparametric estimate of the distribution of 10-th year surplus value treated as a function of the underlying stochastic interest rates process. For simplicity, we assume a simple, one-parameter structure of the yield curve. Further work will be needed to extend our methodology to nonparametric estimates of the entire yield curve, as well as the liability side variables. Some recent research in this direction (Stanton 1997) provides one possible nonparametric model of term structure dynamics and the market price of interest rate risk. We also make a simplifying assumption of parallel shifts of all interest rates derived from the basic rate (long term Treasury rate). We follow the design of the model company in KL. That model could be generalized by extending the bootstrap techniques described here to several dependent time series (e.g., interest rate series at various maturities). Let us note that KL model assumes a parametric functional form for lapses, withdrawals, and mortality, as well as prepayments for mortgage securities in the asset portfolio. Further research into nonparametric alternatives to lapse, mortality, and prepayment models would be very beneficial to our understanding of the probability distribution structure of those phenomena. It should be noted, however, that any such research will require extensive data, which, unlike the interest rates and capital asset returns, is not always easily available.
Model Company Assumptions
The model company was studied effective December 30, 1990. It offered a single product: deferred annuity. The liability characteristics were as follows:
• Number of policies: 1,000
• Fund Value of Each Policy: 10,000
• Total Reserve: 10,000,000
• Surrender Charge: None
• Minimum Interest Rate Guarantee: 4%
• Reserve Method: Reserve Equals to Account Balance
The assets backing this product were:
• 8,000,000 30-year 9.5% GNMA mortgage pools
• 2,000,000 1 Year Treasury Bills for a total asset balance of 10,000,000 effectively making initial surplus equal to zero.
The following initial yields in effect as of December 31, 1990 are assumed:
• 1 Year Treasury Bills: 7.00%
• 5 Year Treasury Notes: 7.50%
• 30 Year Treasury Bonds: 8.25%
• Current coupon GNMAs: 9.50%
Treasury yields are stated on a bond-equivalent basis, while GNMAs yields are nominal rates, compounded monthly. The following interest rates are given on 5 Year Treasury Notes at indicated dates:
• December 31, 1989: 7.75%
• December 31, 1988: 9.09%
• December 31, 1987: 8.45%
• December 31, 1986: 6.67%
The following assumptions hold about the model company:
• Lapse rate formula (based on competition and credited interest rates, expressed as percentages) is given by
with an overall maximum of 0.5.
• Credited interest rate (i cred ) is a currently anticipated portfolio yield rate for the coming year on a book basis less 150 basis points. In addition to always crediting no less than the minimum interest rate guarantee, the company will always credit a minimum of i comp and 2%.
• Competition interest rate (i comp ) is the greater of 1 Year Treasury Bill nominal yield to maturity and the rate of 50 basis points below 5 year rolling average of 5 Year Treasury Bond's nominal yield to maturity.
• Expenses and Taxes are ignored.
• There is no annuitization.
• Mortgage prepayment rate (rate t ) for the 30 year GNMA pools, calculated separately for each year's purchases of GNMAs is
with an overall maximum of 0.40. Here, i coup,t denotes the coupon on newly issued 30 year GNMAs, issued in year t, and i curr denotes the coupon rate on currently issued 30 year GNMAs which is assumed to shift in parallel with the yields on 30 year Treasury Bonds. We assume the same, i.e., parallel shifts, about the 1 Year Treasury Bill rates, and the 5 Year Treasury Bond rates.
• Reinvestment strategy is as follows. If, in a given year, the net cash flow is positive, any loans are paid off first, then 1-year Treasury Bills are purchased until their book value is equal to 20% of the total book value of assets, and then newly issued current coupon GNMAs are purchased.
• Loans, if needed, can be obtained at the rate equal to current 1 Year Treasury Bills yield.
• Book Value of GNMAs is equal to the present value of the future principal and interest payments, discounted at the coupon interest rate at which they were purchased, assuming no prepayments.
• Market Value of GNMAs is equal to the present value of the future principal and interest payments, discounted at the current coupon interest rate and using the prepayment schedule based on the same rate, assuming that the current coupon rate will be in effect for all future periods as well.
• Market Value of Annuities is equal to the account value. All cash flows are assumed to occur at the end of the year. The projection period is 10 years. We run 100 scenarios. At the end of 10 years, market values of assets and liabilities are calculated. The distribution of final surplus is then compared.
Interest Rates Process Assumptions
In order to make a comparison of our non-parametric cash-flow analysis with the one presented in KL, we have considered the same set of yield rates on 30-years Treasury bonds from years [1977] [1978] [1979] [1980] [1981] [1982] [1983] [1984] [1985] [1986] [1987] [1988] [1989] [1990] , namely the average annualized yield to maturity as given in Table 2 of KL.
As indicated in KL the plot of J t empirical quantiles versus that of a normal random variable indicates that the J t 's possibly come from a distribution other than normal. In his approach KL addressed this problem by considering a different, more general form of a marginal distribution for J t , namely that of a stable Paretian family, still assuming independence of the J t 's. However, as it was pointed out in the discussion of his paper by Beda Chan, there is a clear statistical evidence that, in fact, the J t 's are not independent. The simplest argument to this end can be obtained by applying the runs test (as offered for instance by the Minitab 8.0 statistical package). There are also more sophisticated general tests for a random walk in a time series data under ARMA(p, q) model as offered for instance by SAS procedure ARIMA (SAS Institute 1996) . The results of these tests conducted by us for the data in Table 2 of KL give strong evidence against the hypothesis of independence (both P -values in the above tests were less then .001).
In view of the above, it seems to be of interest to consider the validity of the stationarity assumption for J t . Under ARMA(p, q) model the SAS procedure ARIMA may be used again to perform a formal test of non-stationarity, either by means of Phillips-Perron or DickeyFuller tests. However, a simpler graphical method based on a plot of an autocorrelation function (ACF) and values of the appropriate t-statistics (cf. e.g., Bowerman and O'Connell 1987) may also be used (if we assume that the marginal distribution of J t has a finite variance). In our analysis we have used both the formal testing as well as graphical methods and found no statistical evidence for nonstationarity of J t (all P -values < .001). In view of the above results, for the purpose of our non-parametric cash-flow analysis, we have made the following assumptions about the time series J t .
(A1) The series is a (strictly) stationary time series and (A2) has the m-dependence structure, i.e., t-th and s + t + m-th elements in the series are independent for s, t = 1, 2, . . . and some fixed integer m ≥ 1.
The assumption (A1) implies that all the J t 's have the same marginal distribution but with no conditions regarding the existence of any of its moments. Thus a random variable J t could possibly have an infinite variance or even infinite expectation (which is the case for some distributions from the stable Paretian family). As far as the assumption (A2) is concerned, the ACF plot in Figure 2 indicates that in the case of long-term Treasury Bonds from years 1953-1976, an appropriate value of m is at least 50. The assumption of m-dependence for J t seems to be somewhat arbitrary. In fact, from a theoretical viewpoint the condition (A2) may be indeed substantially weakened by imposing some much more general but also much more complicated technical conditions on the dependence structure of the J t 's. These conditions, in essence, require only that J t and J t+s are "almost" independent as s increases to infinity at appropriate rate and are known in the literature as mixing conditions. Several types of mixing conditions under which our method of analysis is valid are given by Shao and Tue (1995 p. 410) For the sake of simplicity and clarity of a presentation, however, we have not considered these technical issues here.
Bootstrapping the Surplus-Value Empirical Process
In the sequel, let M denote a 10-th year surplus value of our company described in Section 3.3. In general, as indicated above M is a complicated function of a variety of parameters, some deterministic and some stochastic in nature, as well as the investment strategies. However, since in this work we are concerned with modeling cash flow as a function of underlying interest rates process, for our purpose we consider M to be a function of the time series {J t } satisfying assumptions (A1) and (A2) above, assuming all other parameters to be fixed as described in Section 3.3. Under these conditions, we may consider M to be a random variable with some unknown probability distribution H(x) = P rob(M ≤ x). Our goal is then to obtain an estimate of H(x). To this end, we consider a set of n = 167 values of J t process obtained from annualized 30-year Treasury bond yield rates as given in Table 2 of KL. If we make an assumption that for the next 10 years the future values of increments of ln I t will follow the same stationary process J t , we may then consider calculating the values of M based on these available 167 data values. In fact, since the J's in Table 2 of KL are based on the monthly rates, every sequence of 120 consecutive values of that series gives us a distinct value of M which results in obtaining n − 120 + 1 = 46 empirical values of M . However, by adopting the "circular series" idea, i.e., by wrapping the 167 values from Table 1 around the circle and then evaluating M for all sequences of 120 "circular consecutive" J t , we obtain additional 119 empirical values of M . Thus a total of n = 167 empirical values of M is available. The cumulated distribution of these values is plotted in Figure 4 as the thick curve. It is important to note that the obtained empirical M 's are not independent but rather form a time series which inherits the properties (A1) and (A2) of the original time series J t . 4 A natural approximation for H(x) is now an empirical process H n (x) based on the values, say, m 1 , . . . m n of M obtained above (n = 167). That is, we put
where I(m i ≤ x) = 1 when m i ≤ x and 0 otherwise. By a standard result from the probability theory, under the assumptions that the m i 's are realizations for a time series satisfying (A1) and (A2) we have that for any x
As we can see from the above considerations, the empirical process H(·) could be used to approximate the distribution of the random variable M and, in fact, a construction of such an estimator would typically be a first step in any non-parametric analysis of this type. In our case, however, the estimate based on the empirical values of the m i 's suffers a drawback, namely that it uses only the available empirical values of the surplus value, which in turn rely on the very long realizations of the time series J t while in fact explicitly using only very few of them. Indeed, for each m i we need to have 120 consecutive values of J t , but in the actual calculation of the surplus value we use only 10. This deficiency of H n (·) may be especially apparent for small and moderate values of the dependence constant m in (A2), i.e., when we deal only with a relatively short dependence structure of the underlying J t process (and this seems to be the case, for instance, with our 30 year Treasury yields data).
In view of the above, it seems reasonable to consider a bootstrapped values of M . However, it can be shown that the effect of the circular wrapping quickly disappears as the number of available J t s grows large. For the purpose of our analysis we have assumed the wrapping effect to be negligible.
version of the empirical process (9), say H * n , treated as a function of the underlying process J t with some appropriately chosen block length l. Thus, our bootstrap estimator of H(x) at any fixed point x (i.e.,θ * n in our notation of Section 1.4, with H n beingθ n ) is
where H * (b) (x) is a value of H(x) calculated for each particular realization of the pseudo-values J * 1 , . . . , J * n generated via a circular bootstrap procedure using k blocks of length l as described in Section 1.4, and B is the number of generated pseudo-sequences. In our case we have taken B = 3000. In the next two sections, using the cash flow model outlined in Section 3.3, we analyze the distribution of the 10-th year surplus using the data for average annualized yields to maturity for 30 years Treasury Bonds. For the sake of comparison we also present the results of a similar analysis based on a larger set of data, namely on the average yield to maturity on long-term Treasury Bonds for the period Table 4 of KL.
1953-1976 as given in

Bootstrap Estimates of the Surplus Cumulative Distribution
The bootstrap estimates H * n (·) of the 10-th year surplus values distribution H(x) = P rob(M ≤ x) for a grid of x values ranging between −3 and 4 (millions of dollars) along with their 95% confidence intervals were calculated using a method of circular bootstrap as described in Section 1.4 with a circular block length of six months (i.e., in notation of Section 1.4, l = 6). Other values of l were also considered and the obtained results were more or less comparable for 1 < l < 6. In contrast, the results obtained for l ≥ 7 were quite different. However, the latter were deemed to be unreliable in view of a relatively small sample size (n = 167), since the theoretical result on the block bootstrap states that l should be smaller then √ n in order to guarantee the consistency of the bootstrap estimates (cf. Shao and Tu, 1995 Chapter 9) . The case l = 1 corresponds to an assumption of independence among the J t 's and was not considered here. The plot of the bootstrap estimate of H(x) = P rob(M ≤ x) given by (10), along with the 95% confidence bounds is presented in Figure 5 . In order to achieve a reasonable accuracy the number of generated resamples for each calculated point x was taken to be B = 3000. The values of the estimators, together with their 95% confidence intervals for some of the values between -2.5 and 4 (in millions of dollars), are also presented below in Table 3 .
Let us note that often for merely practical reasons we would be more interested in estimating 1 − H(x), i.e., a probability that surplus value will exceed certain threshold, rather then H(x) itself. However, these estimates can be easily obtained from Table 3 as well. For instance, in order to obtain an estimate of a positive 10-th year surplus (P rob(M > 0)) we subtract the estimate of H(0) given in Table 3 from one. The resulting estimate is then 1 − H * n (0) = 1 − 0.06 = [1977] [1978] [1979] [1980] [1981] [1982] [1983] [1984] [1985] [1986] [1987] [1988] [1989] [1990] are not precise for x values in the interval from -2 to 2 million, in the sense that they have very wide confidence intervals. For instance, the estimated probability of a negative 10-th year surplus equals 0.06 but its interval estimate with 95% confidence is in fact a value between 0.01 and 0.57. Hence, in reality, the true value of this probability could be as high as 0.57. It seems, however, that this lack of precision was not the bootstrap's fault, but rather an effect of a relatively small sample size for the observed values of the time series. In order to verify whether or not this was truly the case we have conducted our bootstrap analysis using also a different set of data, namely the data on the average yields of the long term Treasury bonds from the period 1953-76 as given in Table 4 of KL. 
Estimates Based on the Yields on the Long-Term Treasury Bonds for 1953-76
Applying the same methodology as above we have re-analyzed the Klein company model using the data for the average yield to maturity on the long-term Treasury bonds for years . For selected values of x the numerical values of the bootstrap estimates of H(x) based on this data set are presented in Table 5 . The plot of the H * n (x) calculated for sufficiently many x values so as to give it an appearance of a continuous curve, along with its 95% confidence bounds, is presented in Figure 6 . Let us note that in this case the bootstrap estimate is indeed more precise (in the sense of generally shorter confidence intervals) then the one presented in Figure 5 and based on the 30-years Treasury Bond data for [1977] [1978] [1979] [1980] [1981] [1982] [1983] [1984] [1985] [1986] [1987] [1988] [1989] [1990] , especially in the range between -1 and 1. In particular, the probability of the negative 10-th year surplus is seen to be estimated as 0.03 with 95% confidence interval between 0 and 0.24. Hence, it seems that using the time series data on the interest rates spanning over 24 years (as opposed to 14 years for 30-year Treasury) we were able to make our bootstrap estimates more precise, especially in the middle part of the 10-th year surplus distribution. It would be useful to further investigate that phenomenon by considering even longer periods of time and study the effect of the long time series data sets on the accuracy of our bootstrap estimators. Of course a danger of considering too long data sets is that over a very long period of time the key assumptions (A1) and (A2) of Section 3.4 may no longer be valid. 
Comparison with the Parametric Analysis Results
In KL an analysis of the 10-th year surplus for a company model described in Section 3.3 was presented under the assumptions that (1) the random variables J t are independent and identically distributed, and (2) that they follow some prescribed probability distribution. In his paper KL has considered two competing parametric classes: lognormal and stable Paretian. By estimating the parameters in both models with the help of the data for average yield to maturity on 30-years Treasury Bonds for years [1977] [1978] [1979] [1980] [1981] [1982] [1983] [1984] [1985] [1986] [1987] [1988] [1989] [1990] and then generating a large number of interest rates scenarios, via Monte Carlo simulations (the techniques similar to parametric bootstrap described in Section 2), KL has arrived at the empirical estimates of the distributions for the 10-th year surpluses under two different models. KL pointed out that the probability of negative surplus under a stable Paretian model seems to be much higher then under a lognormal one. In Figure 7 we present the empirical distributions of the 10-th year surplus based on 100 random scenarios as reported in KL, along with our bootstrap estimate. Based on the naive comparison of the three curves it seems that our bootstrap estimate resembles more closely the distribution obtained by KL under the lognormal interest rates model, and in particular, does not indicate the probability of a negative surplus to be as high as indicated under the stable Paretian model for the underlying process of interest rates. However, keeping in mind the confidence bounds on our bootstrap estimate presented in Figure 5 , one would have to be very cautious about making such conclusions. In fact, since KL in his method of approximating the true distribution of the 10-th year surplus did not consider any measure of error of his estimators, a simple comparison of the point values on the three curves presented in Figure 7 may be quite misleading. It would be certainly more beneficial for the sake of the validity of our comparisons if an error estimate was produced for the surplus distributions of KL, for instance via the methods described in Chapter 2.
Conclusions
The assessment of the fitted model variability is one of the most important aspects of statistical modeling. In this work we have shown that the bootstrap, in both the parametric and the non-parametric setting, can be quite useful in accomplishing this goal for the actuarial models. In mortality modeling this allows for the better understanding of the fitted model and its sensitivity to the changes in the underlying mortality patterns. The benefits of our approach are even more apparent in cash flow testing model since the stochastic structure there is somewhat richer, and probably still less understood.
The remarkable feature of the bootstrap method applied to the interest rates process was that under quite minimal assumptions we were able to obtain the model for cash flow testing which seems to perform equally well, if not better then the parametric ones. The models of this work are, hopefully, the first step towards the development of new actuarial methodologies in modeling of insurance enterprises. Some additional inroads into modeling of loss distributions, inferences about the severity of loss, loss distributions percentiles and other related quantities based on data smoothing, as well as bootstrap estimates of standard error and bootstrap confidence intervals for losses have been given, for instance, by Derrig, Ostaszewski and Rempala (2000) . We believe that this area holds a great promise for dynamic future research which we would like to promote and encourage with this work.
