Nonlinear Fourier transforms and the mKdV equation in the quarter plane by Lenells, Jonatan
NONLINEAR FOURIER TRANSFORMS AND THE MKDV
EQUATION IN THE QUARTER PLANE
JONATAN LENELLS
Department of Mathematics, KTH Royal Institute of Technology,
100 44 Stockholm, Sweden.
Abstract. The unified transform method introduced by Fokas can be used to analyze
initial-boundary value problems for integrable evolution equations. The method in-
volves several steps, including the definition of spectral functions via nonlinear Fourier
transforms and the formulation of a Riemann-Hilbert problem. We provide a rigorous
implementation of these steps in the case of the mKdV equation in the quarter plane
under limited regularity and decay assumptions. We give detailed estimates for the rel-
evant nonlinear Fourier transforms. Using the theory of L2-RH problems, we consider
the construction of quarter plane solutions which are C1 in time and C3 in space.
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1. Introduction
Initial value problems for integrable evolution equations can be analyzed via the inverse
scattering transform (IST) cf. [1, 15]. Starting with the initial data, certain spectral
functions (often referred to as reflection and transmission coefficients) are defined via
a nonlinear Fourier transform. Since the time evolution of these spectral functions is
simple, the solution at time t can be recovered via the solution of an inverse problem.
The inverse problem is most conveniently formulated as a Riemann-Hilbert (RH) problem
whose jump matrix involves the given spectral functions.
Following the many successes of the inverse scattering approach, one of the main
open problems in the area of integrable systems in the late twentieth century was the
extension of the IST formalism to initial-boundary value (IBV) problems, see [1]. Such
an extension was introduced by Fokas in [16] (see also [17, 18]) and has subsequently
been developed and applied by several authors [2, 5, 8, 21–26, 30–37]. In analogy with
the IST on the line, the unified transform of [16] relies for the analysis of an IBV problem
on the definition of several spectral functions via nonlinear Fourier transforms and on
the formulation of a RH problem.
In this paper, we provide a rigorous study of the nonlinear Fourier transforms and RH
problems relevant for the analysis of the mKdV equation
ut + 6λu
2ux − uxxx = 0, λ = ±1, (1.1)
in the quarter plane {x ≥ 0, t ≥ 0}. The unified transform method presents the solution
of this problem in terms of the solution of a RH problem, which is defined in terms
of four spectral functions {a(k), b(k), A(k), B(k)}, see [4]. The functions a(k) and b(k)
can be viewed as half-line nonlinear Fourier transforms of the initial data, while the
functions A(k) and B(k) can be viewed as half-line nonlinear Fourier transforms of the
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2 NONLINEAR FOURIER TRANSFORMS
boundary values. We present detailed estimates for these half-line transforms, which
can be used to formulate an appropriate RH problem under limited regularity and decay
assumptions. In particular, we derive uniform asymptotic expansions for large k and give
conditions under which these expansions can be differentiated termwise. We also show
how smoothness and decay of the initial and boundary values translate into decay and
smoothness of the spectral functions, respectively. Finally, using the theory of L2-RH
problems, we consider the construction of quarter plane solutions of (1.1) which are C1
in time and C3 in space. Our presentation can be viewed as an extension of [4], where
equation (1.1) was analyzed on the half-line under less explicit regularity assumptions.
We present our results for the mKdV equation for definiteness, but similar arguments
are applicable also to other integrable equations such as the nonlinear Schro¨dinger, KdV,
sine-Gordon, and Camassa-Holm equations.
The rigorous study of nonlinear Fourier transforms and RH problems is rather involved
even in simple cases. For example, for the KdV equation on the line, the relevant nonlin-
ear Fourier transform is that associated with the one-dimensional Schro¨dinger operator
−∂2x + u0(x), and Deift and Trubowitz presented the rigorous analysis of this opera-
tor and of the associated transform in an elegant but long paper [11]. In many cases,
to avoid technical details, results relying on inverse scattering techniques are presented
under rather vague assumptions on the given data such as “sufficient smoothness and de-
cay”. This can sometimes be motivated by the fact that the qualitative outcomes of the
theory are independent of the precise assumptions. However, there are situations where
more precise formulations are vital also qualitatively. In the context of IBV problems,
physically relevant examples of such situations include:
1. The derivation of long-time asymptotics via the nonlinear steepest descent method.
2. Problems with asymptotically time-periodic data.
3. Problems whose initial and boundary data are not compatible to all orders at the
points of the boundary for which t = 0.
4. Problems with step-like initial and/or boundary profiles.
For the derivation of long-time asymptotics, the decay properties of the boundary values
are particularly important—if the boundary values do not decay as t→∞, the asymp-
totic formulas will receive additional contributions from the boundary. For problems
with t-periodic data, the spectral functions may have branch cuts, hence the formulation
of a RH problem is intricate and a detailed understanding of the half-line Fourier trans-
forms is crucial, see [6, 7, 29]. In addition to providing a detailed study of the mKdV
equation in the quarter plane, the present paper intends to lay the foundation for future
explorations of the above topics.
The analysis of IBV problems is more involved than the analysis of pure initial value
problems. Thus, although the unified transform method and the IST formalism share
several characteristics, there are important differences. Let us comment on a few of these
differences relevant for the present study:
(a) For an initial value problem on the line, the IST formalism utilizes two eigenfunc-
tions which are normalized at plus and minus infinity. For the corresponding quarter
plane problem, the unified transform method utilizes one eigenfunction normalized at
spatial infinity, one normalized at temporal infinity, and one normalized at the origin.
The latter eigenfunction is entire, but has a more complicated large k behavior than the
eigenfunctions normalized at infinity. Indeed, in order to be correctly normalized at the
origin, this eigenfunction must be a linear combination of two solutions, one of which
admits an expansion in 1/k whereas the other is exponentially small in each asymptotic
sector. The contribution from the exponentially small solution can sometimes be ignored,
but it becomes important as k approaches the anti-Stokes lines that form the boundary
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of the asymptotic sector. In fact, as k → ∞ along one of these lines, the two solutions
contribute terms of comparable order asymptotically.
(b) Since the spectral functions for the IBV problem are defined via half-line trans-
forms, they do not have rapid decay as k →∞ even in the case of smooth data. Indeed,
the half-line transform of a function f(x), x ≥ 0, can be viewed as the transform on the
whole line of fe(x) where fe = f for x ≥ 0 and fe = 0 for x < 0. If f(0) 6= 0, the dicon-
tinuity of fe(x) at x = 0 implies that the transform only decays as 1/k as k →∞. The
rigorous formulation of a RH problem therefore involves a careful study of asymptotic
expansions.
(c) The initial data and the boundary values of a solution of an IBV problem are not
independent. The relationship between the initial and boundary values is encoded in a
relation among the spectral functions called the global relation. When formulating the
main RH problem, we must assume that the global relation is fulfilled (see equation (5.3)
below).
Section 2 contains some definitions and notational conventions. In Section 3, we
consider the definition of a(k) and b(k). In Section 4, we consider the definition of A(k)
and B(k). In Section 5, we consider the construction of quarter plane solutions of (1.1)
which are C1 in time and C3 in space. A few results on L2-RH problems are collected
in the appendix.
2. Preliminaries
2.1. Lax pair. The mKdV equation (1.1) admits the Lax pair{
µx − ik[σ3, µ] = Uµ,
µt + 4ik
3[σ3, µ] = Vµ,
(2.1)
where µ(x, t, k) is a 2× 2-matrix valued eigenfunction, k ∈ C is the spectral parameter,
and
σ3 =
(
1 0
0 −1
)
, U =
(
0 u
λu 0
)
,
V =
( −2iλku2 −4uk2 + 2ikux − 2λu3 + uxx
−4λk2u− 2iλkux − 2u3 + λuxx 2iλku2
)
. (2.2)
The versions of (1.1) with λ = 1 and λ = −1 are referred to as the defocusing and
focusing mKdV equations, respectively.
2.2. Notation. For a 2 × 2 matrix A, we let A(d) and A(o) denote the diagonal and
off-diagonal parts, respectively. If A is an n×m matrix, we define |A| by
|A| =
√∑
i,j
|Aij |2 =
√
tr A¯TA.
Then |A + B| ≤ |A|+ |B| and |AB| ≤ |A||B|. For a contour γ ⊂ C and 1 ≤ p ≤ ∞, we
write A ∈ Lp(γ) if |A| belongs to Lp(X). We define ‖A‖Lp(γ) := ‖|A|‖Lp(γ). Note that
A ∈ Lp(γ) if and only if each entry Aij belongs to Lp(γ). We let {σj}31 denote the three
Pauli matrices. We let σˆ3 act on a 2×2 matrix A by σˆ3A = [σ3, A], i.e. eσˆ3A = eσ3Ae−σ3 .
For a 2× 2 matrix A, we let [A]1 and [A]2 denote the first and second columns of A. We
let C+ = {Im k > 0} and C− = {Im k < 0} denote the open upper and lower half-planes;
C¯± = C± ∪ R will denote their closures. The notation k ∈ (C+,C−) indicates that the
first and second columns are valid for k ∈ C+ and k ∈ C−, respectively. Given x ∈ R,
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Figure 1. The contour Γ and the domains {Dj}41 in the complex k-plane.
[x] will denote the integer part of x. The open domains {Dj}41 of the complex k-plane
are defined by (see Figure 1)
D1 = {Im k < 0} ∩ {Im k3 > 0}, D2 = {Im k < 0} ∩ {Im k3 < 0},
D3 = {Im k > 0} ∩ {Im k3 > 0}, D4 = {Im k > 0} ∩ {Im k3 < 0}.
We let D+ = D1 ∪D3 and D− = D2 ∪D4. We let Γ = R ∪ eipi/3R ∪ e2ipi/3R denote the
contour separating the Dj ’s oriented so that D+ lies to the left of Γ. Throughout the
paper C denotes a generic constant.
3. Spectral analysis of the x-part
Let u(x) be a real-valued function defined for x ≥ 0 and let
U(x) =
(
0 u(x)
λu(x) 0
)
.
Consider the linear differential equation
Xx − ik[σ3, X] = UX, (3.1)
where X(x, k) is a 2× 2-matrix valued eigenfunction and k ∈ C is a spectral parameter.
We define two 2×2-matrix valued solutions of (3.1) as the solutions of the linear Volterra
integral equations
X(x, k) = I +
∫ x
∞
e−ik(x
′−x)σˆ3(UX)(x′, k)dx′, (3.2a)
Y (x, k) = I +
∫ x
0
e−ik(x
′−x)σˆ3(UY )(x′, k)dx′. (3.2b)
The proof of the following theorem is given in Section 3.2.
Theorem 3.1. Let m ≥ 1 and n ≥ 1 be integers. Suppose{
u ∈ Cm+1([0,∞)),
(1 + x)n∂iu(x) ∈ L1([0,∞)), i = 0, 1, . . . ,m+ 1. (3.3)
Then the equations (3.2) uniquely define two 2 × 2-matrix valued solutions X and Y of
(3.1) with the following properties:
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(a) The function X(x, k) is defined for x ≥ 0 and k ∈ (C¯+, C¯−). For each k ∈ (C¯+, C¯−),
the function X(·, k) ∈ C1([0,∞)) satisfies (3.1).
(b) The function Y (x, k) is defined for x ≥ 0 and k ∈ C. For each k ∈ C, the function
Y (·, k) ∈ C1([0,∞)) satisfies (3.1).
(c) For each x ≥ 0, the function X(x, ·) is bounded and continuous for k ∈ (C¯+, C¯−)
and analytic for k ∈ (C+,C−).
(d) For each x ≥ 0, the function Y (x, ·) is an entire function of k ∈ C which is bounded
for k ∈ (C¯−, C¯+).
(e) For each x ≥ 0 and each j = 1, . . . , n, the partial derivative ∂jX
∂kj
(x, ·) has a continuous
extension to (C¯+, C¯−).
(f) X and Y satisfy the following estimates:∣∣∣∣ ∂j∂kj (X(x, k)− I)
∣∣∣∣ ≤ C(1 + x)n−j , x ≥ 0, k ∈ (C¯+, C¯−), (3.4a)∣∣∣∣ ∂j∂kj (Y (x, k)− I)
∣∣∣∣ ≤ C min(x, 1)(1 + x)j , x ≥ 0, k ∈ (C¯−, C¯+), (3.4b)
for j = 0, 1, . . . , n.
3.1. Behavior as k →∞. In addition to the properties listed in Theorem 3.1, we also
need to know the behavior of the eigenfunctions X and Y as k → ∞. To this end,
we note that equation (3.1) admits formal power series solutions Xformal and Yformal,
normalized at x =∞ and x = 0 respectively, such that
Xformal(x, k) = I +
X1(x)
k
+
X2(x)
k2
+ · · · , (3.5)
Yformal(x, k) = I +
Z1(x)
k
+
Z2(x)
k2
+ · · ·+
(
W1(x)
k
+
W2(x)
k2
+ · · ·
)
e−2ikxσ3 , (3.6)
where the coefficients {Xj(x), Zj(x),Wj(x)}∞1 satisfy
lim
x→∞Xj(x) = 0, Zj(0) +Wj(0) = 0, j ≥ 1. (3.7)
Indeed, substituting
X = I +
X1(x)
k
+
X2(x)
k2
+ · · ·
into (3.1), the off-diagonal terms of O(k−j) and the diagonal terms of O(k−j−1) yield the
relations {
X
(o)
j+1 = − i2σ3
(
X
(o)
jx − UX(d)j
)
,
∂xX
(d)
j+1 =
i
2σ3U
(
X
(o)
jx − UX(d)j
)
.
(3.8)
Similarly, substituting
X =
(
W1(x)
k
+
W2(x)
k2
+ · · ·
)
e−2ikxσ3
into (3.1), the diagonal terms of O(k−j) and the off-diagonal terms of O(k−j−1) yield the
relations {
W
(d)
j+1 = − i2σ3
(
W
(d)
jx − UW (o)j
)
,
∂xW
(o)
j+1 =
i
2σ3U
(
W
(d)
jx − UW (o)j
)
.
(3.9)
The coefficients {Xj(x), Zj(x),Wj(x)} are determined recursively from (3.7)-(3.9), the
equations obtained from (3.8) by replacing {Xj} with {Zj}, and the initial assignments
X−1 = 0, X0 = I, Z−1 = 0, Z0 = I, W−1 = 0, W0 = 0.
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Let
σλ =
(
0 1
−λ 0
)
.
Then the first few coefficients are given by
X1(x) =
iu(x)
2
σλ − iλ
2
σ3
∫ x
∞
u2(x′)dx′,
X2(x) =
1
4
[
2iu(X1)22 + ux
]
σ3σλ + I
∫ x
∞
λu
4
[
2iu(X1)22 + ux
]
dx′,
X3(x) =
1
8
[
2(X1)22ux + iλu
3 + 4iu(X2)22 − iuxx
]
σλ
− σ3
∫ x
∞
iu
8
[
u3 + 4λu(X2)22 − 2iλ(X1)22ux − λuxx)
]
dx′,
X4(x) =
1
16
[
5λu2ux + 4(X2)22ux + 2i(λu
3 − uxx)(X1)22 + 8iu(X3)22 − uxxx
]
σ3σλ
+ I
∫ x
∞
λu
16
[
5λu2ux + 4(X2)22ux + 2i(λu
3 − uxx)(X1)22
+ 8iu(X3)22 − uxxx
]
dx′, (3.10)
Z1(x) =
iu(x)
2
σλ − iλ
2
σ3
∫ x
0
u2dx′,
Z2(x) =
1
4
[
2iu(Z1)22 + ux
]
σ3σλ + I
{∫ x
0
λu
4
[
2iu(Z1)22 + ux
]
dx′ +
λ
4
u2(0)
}
,
Z3(x) =
1
8
[
2(Z1)22ux + iλu
3 + 4iu(Z2)22 − iuxx
]
σλ
− σ3
∫ x
0
iu
8
[
u3 + 4λu(Z2)22 − 2iλ(Z1)22ux − λuxx)
]
dx′,
Z4(x) =
1
16
[
5λu2ux + 4(Z2)22ux + 2i(λu
3 − uxx)(Z1)22 + 8iu(Z3)22 − uxxx
]
σ3σλ
+ I
{∫ x
0
λu
16
[
5λu2ux + 4(Z2)22ux + 2i(λu
3 − uxx)(Z1)22
+ 8iu(Z3)22 − uxxx
]
dx′ +
3u4(0)
16
− λ
8
u(0)uxx(0) +
λu2x(0)
16
}
, (3.11)
and
W1(x) = − iu(0)
2
σλ,
W2(x) = − λiu(W1)12
2
I − σ3σλ
{
λi
2
(W1)12
∫ x
0
u2dx′ +
ux(0)
4
}
,
W3(x) = − λ
4
(−2iu(W2)12 + (W1)12ux)σ3
− λ
4
σλ
{∫ x
0
u
[
2iu(W2)12 − (W1)12ux
]
dx′ + iu3(0)− iλ
2
uxx(0)
}
,
W4(x) = − iλ
8
(λu3(W1)12 + 4u(W3)12 + 2i(W2)12ux − (W1)12uxx)I
− i
8
σ3σλ
{∫ x
0
u
[
u3(W1)12 + λ(4u(W3)12 + 2i(W2)12ux − (W1)12uxx)
]
dx′
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− 3iλu2(0)ux(0) + i
2
uxxx(0)
}
. (3.12)
If u(x) has a finite degree of regularity and decay, only finitely many coefficients {Xj , Zj ,Wj}
are well-defined. The following result, whose proof is given in Section 3.3, describes the
behavior of X and Y as k →∞.
Theorem 3.2. Suppose u(x) satisfies (3.3) for some integers m ≥ 1 and n ≥ 1. Then,
as k → ∞, X and Y coincide to order m with Xformal and Yformal respectively in the
following sense: The functions
Xˆ(x, k) = I +
X1(x)
k
+ · · ·+ Xm+1(x)
km+1
, (3.13)
Yˆ (x, k) = I +
Z1(x)
k
+ · · ·+ Zm+1(x)
km+1
+
(
W1(k)
k
+ · · ·+ Wm+1(x)
km+1
)
e−2ikxσ3 , (3.14)
are well-defined and there exists a K > 0 such that∣∣∣∣ ∂j∂kj (X − Xˆ)
∣∣∣∣ ≤ C|k|m+1(1 + x)n−j , x ≥ 0, j = 0, 1, . . . , n, (3.15a)
for all k ∈ (C¯+, C¯−) with |k| > K, and∣∣∣∣ ∂j∂kj (Y − Yˆ )
∣∣∣∣ ≤ C(1 + x)j+2e
Cx
|k|m+1
|k|m+1 , x ≥ 0, j = 0, 1, . . . , n, (3.15b)
for all k ∈ (C¯−, C¯+) with |k| > K, and∣∣∣∣ ∂j∂kj ((Y − Yˆ )e2ikxσ3)
∣∣∣∣ ≤ C(1 + x)j+2e
Cx
|k|m+1
|k|m+1 , x ≥ 0, j = 0, 1, . . . , n, (3.15c)
for all k ∈ (C¯+, C¯−) with |k| > K.
Remark 3.3. It is relatively straightforward to derive from equations (3.2) that X and
Y have the properties listed in Theorem 3.1. For the proof of Theorem 3.2, which is much
more involved, the equations (3.2) are not suitable; instead we will consider the equations
satisfied by the ‘errors’ Xˆ−1X, Zˆ−1Y , and Wˆ−1Y e2ikxσ3 , where Yˆ = Zˆ + Wˆe−2ikxσ3 .
3.2. Proof of Theorem 3.1. In view of the symmetries
F (x, k) =
{
σ1F (x, k¯)σ1, λ = 1,
σ2F (x, k¯)σ2, λ = −1,
(3.16)
which are valid for F = X and F = Y , it is enough to prove the theorem for [X]2 and
[Y ]2. We first consider the construction of [X]2.
Let Ψ(x, k) denote the second column of X(x, k). Then, by (3.2a),
Ψ(x, k) =
(
0
1
)
−
∫ ∞
x
E(x, x′, k)U(x′)Ψ(x′, k)dx′, x ≥ 0, (3.17)
where
E(x, x′, k) =
(
e−2ik(x′−x) 0
0 1
)
.
We use successive approximations to show that the Volterra integral equation (3.17) has
a unique solution Ψ(x, k) for each k ∈ C¯−. Let Ψ0 =
(
0
1
)
and define Ψl for l ≥ 1
inductively by
Ψl+1(x, k) = −
∫ ∞
x
E(x, x′, k)U(x′)Ψl(x′, k)dx′, x ≥ 0, k ∈ C¯−.
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Then
Ψl(x, k) =(−1)l
∫
x=xl+1≤xl≤···≤x1<∞
l∏
i=1
E(xi+1, xi, k)U(xi)Ψ0dx1 · · · dxl. (3.18)
Using the estimates
|E(x, x′, k)| < C, 0 ≤ x ≤ x′ <∞, k ∈ C¯−,
and
‖U‖L1([x,∞)) <
C
(1 + x)n
, x ≥ 0,
we find
|Ψl(x, k)| ≤ C
∫
x≤xl≤···≤x1<∞
l∏
i=1
|U(xi)||Ψ0|dx1 · · · dxl
≤ C
l!
‖U‖lL1([x,∞)) ≤
C
l!
(
C
(1 + x)n
)l
, x ≥ 0, k ∈ C¯−. (3.19)
Hence the series
Ψ(x, k) =
∞∑
l=0
Ψl(x, k)
converges absolutely and uniformly for x ≥ 0 and k ∈ C¯− to a continuous solution Ψ(x, k)
of (3.17). Moreover,
|Ψ(x, k)−Ψ0| ≤
∞∑
l=1
|Ψl(x, k)| ≤ C
(1 + x)n
, x ≥ 0, k ∈ C¯−, (3.20)
which proves (3.4a) for j = 0. Using the estimate
|∂jkE(x, x′, k)| < C(1 + |x′ − x|)j , 0 ≤ x ≤ x′ <∞, k ∈ C¯−, j = 0, 1, . . . , n,
(3.21)
with j = 1 to differentiate under the integral sign in (3.18), we see that Ψl(x, ·) is analytic
in C− for each l; the uniform convergence then proves that Ψ is analytic in C−.
It remains to show that [X]2 = Ψ satisfies (e) and (f) for j = 1, . . . , n. Let
Λ0(x, k) = −
∫ ∞
x
(∂kE)(x, x
′, k)U(x′)Ψ(x′, k)dx′. (3.22)
Differentiating the integral equation (3.17) with respect to k, we find that Λ := ∂kΨ
satisfies
Λ(x, k) = Λ0(x, k)−
∫ ∞
x
E(x, x′, k)U(x′)Λ(x′, k)dx′ (3.23)
for each k in the interior of C¯−; the differentiation can be justified by dominated con-
vergence using (3.21) and a Cauchy estimate for ∂kΨ. We seek a solution of (3.23) of
the form Λ =
∑∞
l=0 Λl, where the Λl’s are defined by replacing {Ψl} by {Λl} in (3.18).
Proceeding as in (3.19), we find
|Λl(x, k)| ≤ C
l!
‖Λ0(·, k)‖L∞([x,∞))
(
C
(1 + x)n
)l
, x ≥ 0, k ∈ C¯−. (3.24)
Using (3.20) and (3.21) in (3.22), we obtain
|Λ0(x, k)| ≤ C
(1 + x)n−1
, x ≥ 0, k ∈ C¯−. (3.25)
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In particular ‖Λ0(·, k)‖L∞([x,∞)) is bounded for x ≥ 0 and k ∈ C¯−. Thus,
∑∞
l=0 Λl
converges uniformly on [0,∞)× C¯− to a continuous solution Λ of (3.23), which satisfies
the following analog of (3.20):
|Λ(x, k)− Λ0(x, k)| ≤ C
(1 + x)n
, x ≥ 0, k ∈ C¯−. (3.26)
In view of equations (3.25) and (3.26), we conclude that [X]2 = Ψ satisfies (e) and (f)
for j = 1.
Proceeding inductively, we find that Λ(j) := ∂jkΨ satisfies an integral equation of the
form
Λ(j)(x, k) = Λ
(j)
0 (x, k)−
∫ ∞
x
E(x, x′, k)U(x′)Λ(j)(x′, k)dx′,
where ∣∣Λ(j)0 (x, k)∣∣ ≤ C(1 + x)n−j , x ≥ 0, k ∈ C¯−.
If 1 ≤ j ≤ n, then ‖Λ(j)0 (·, k)‖L∞([x,∞)) is bounded for x ≥ 0 and k ∈ C¯−; hence the
associated series Λ(j) =
∑∞
l=0 Λ
(j)
l converges uniformly on [0,∞) × C¯− to a continuous
solution with the desired properties.
We now consider the the construction of [Y ]2. In this case, we still let Ψ0 =
(
0
1
)
, but
instead of (3.18) we now introduce {Ψl}∞1 by
Ψl(x, k) =(−1)l
∫
0≤x1≤···≤xl≤x<∞
l∏
i=1
E(xi+1, xi, k)U(xi)Ψ0dx1 · · · dxl,
where x ≥ 0 and k ∈ C. This leads to an entire function Ψ(x, k) = ∑∞l=0 Ψl(x, k)
satisfying (3.1). Moreover, as in (3.19), we find
|Ψl(x, k)| ≤ C
l!
‖U‖lL1([0,x]) ≤
C min(x, 1)l
l!
, x ≥ 0, k ∈ C¯+,
which leads to the following analog of (3.20):
|Ψ(x, k)−Ψ0| ≤
∞∑
l=1
|Ψl(x, k)| ≤ C min(x, 1), x ≥ 0, k ∈ C¯+.
This proves (3.4b) for j = 0. Letting
Λ0(x, k) =
∫ x
0
(∂kE)(x, x
′, k)U(x′)Ψ(x′, k)dx′,
we find that Λ := ∂kΨ satisfies
Λ(x, k) = Λ0(x, k) +
∫ x
0
E(x, x′, k)U(x′)Λ(x′, k)dx′
The proof of (3.4b) for j = 1 follows from the following analogs of (3.24)-(3.26):
|Λl(x, k)| ≤ C
l!
‖Λ0(·, k)‖L∞([0,x]),
|Λ0(x, k)| ≤ C
∫ x
0
(1 + |x− x′|)|u(x′)|dx′ ≤ Cx+ Cx
∫ x
0
|u(x′)|dx′ ≤ Cx,
|Λ(x, k)− Λ0(x, k)| ≤ Cx,
which are valid for x ≥ 0 and k ∈ C¯+; the proof for j ≥ 2 is similar. 2
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3.3. Proof of Theorem 3.2. We first consider [X]2. Our first goal is to show that Xˆ
is well-defined and invertible for k large enough.
Claim 1. {Xj(x)}m+11 are C1 functions of x ≥ 0 satisfying{
(1 + x)nXj(x) ∈ L1([0,∞)) ∩ L∞([0,∞)),
(1 + x)nX ′j(x) ∈ L1([0,∞)),
j = 1, . . . ,m+ 1. (3.27)
Proof of Claim 1. The assumption (3.3) implies
|u(i)(x)| ≤ C
(1 + x)n
, x ≥ 0, i = 0, 1, . . . ,m. (3.28)
Indeed, if i = 0, 1, . . . ,m, and x ≥ 0, then∣∣(1 + x)nu(i)(x)∣∣ ≤ |u(i)(0)|+ ∫ x
0
∣∣n(1 + x′)n−1u(i)(x′) + (1 + x′)nu(i+1)(x′)∣∣dx′ < C.
(3.29)
Let Sj refer to the statement
X
(o)
j ∈ Cm+2−j([0,∞)), X(d)j ∈ Cm+3−j([0,∞)),
(1 + x)n∂iX
(o)
j ∈ L1([0,∞)) for i = 0, 1, . . . ,m+ 2− j,
(1 + x)n∂iX
(d)
j ∈ L1([0,∞)) for i = 0, 1, . . . ,m+ 3− j.
By (3.28),
(1 + x)n+1
∫ ∞
x
u2(x′)dx′ ≤
∫ ∞
x
(1 + x′)n+1u2(x′)dx′ ≤ C
∫ ∞
x
(1 + x′)|u(x′)|dx′ → 0
as x→∞. Consequently, an integration by parts yields
‖(1 + x)nX(d)1 ‖L1([0,∞)) ≤ C
∫ ∞
0
(1 + x)n
∫ ∞
x
u2(x′)dx′dx
≤ C + C
∫ ∞
0
(1 + x)n+1
n+ 1
u2(x)dx ≤ C + C
∫ ∞
0
(1 + x)|u(x)|dx <∞. (3.30)
Using the estimate (3.30) and the expression (3.10) for X1, we conclude that S1 holds.
Similar estimates together with the relations (3.8) imply that if 1 ≤ j ≤ m and Sj holds,
then Sj+1 also holds. Thus, by induction, {Sj}m+1j=1 hold. This shows that {Xj}m+11 are
C1 functions satisfying (1 + x)n∂iXj(x) ∈ L1([0,∞)) for i = 0, 1 and j = 1, . . . ,m + 1.
The boundedness of (1 + x)nXj(x) follows by an estimate analogous to (3.29). 5
Claim 2. There exists a K > 0 such that Xˆ(x, k)−1 exists for all k ∈ C with |k| ≥ K.
Moreover, letting A = ikσ3 + U and
Aˆ(x, k) =
(
Xˆx(x, k) + ikXˆ(x, k)σ3
)
Xˆ(x, k)−1, x ≥ 0, |k| ≥ K, (3.31)
the difference ∆(x, k) = A(x, k)− Aˆ(x, k) satisfies
|∆(x, k)| ≤ Cf(x)|k|m+1(1 + x)n , x ≥ 0, |k| ≥ K, (3.32)
where f is a function in L1([0,∞)) ∩ C([0,∞)). In particular,
‖∆(·, k)‖L1([x,∞)) ≤
C
|k|m+1(1 + x)n , x ≥ 0, |k| ≥ K. (3.33)
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Proof of Claim 2. By Claim 1, there exists a bounded continuous function g ∈
L1([0,∞)) such that
|Xj(x)| ≤ g(x)
(m+ 1)(1 + x)n
, x ≥ 0, j = 1, . . . ,m+ 1. (3.34)
In particular, ∣∣∣∣m+1∑
j=1
Xj(x)
kj
∣∣∣∣ ≤ g(x)|k|(1 + x)n , x ≥ 0, |k| ≥ 1.
Choose K > max(1, ‖g‖L∞([0,∞))). Then Xˆ(x, k)−1 exists whenever |k| ≥ K and is given
by the absolutely and uniformly convergent Neumann series
Xˆ(x, k)−1 =
∞∑
l=0
(
−
m+1∑
j=1
Xj(x)
kj
)l
, x ≥ 0, |k| ≥ K.
Furthermore,∣∣∣∣ ∞∑
l=m+2
(
−
m+1∑
j=1
Xj(x)
kj
)l∣∣∣∣ ≤ ∞∑
l=m+2
(
g(x)
|k|(1 + x)n
)l
≤ Cg(x)|k|m+2(1 + x)n , (3.35)
for x ≥ 0 and |k| ≥ K. Now let Q0(x) + Q1(x)k + Q2(x)k2 + · · · be the formal power series
expansion of Xˆ(x, k)−1 as k →∞, i.e.
Q0(x) = I, Q1(x) = −X1(x), Q2(x) = X1(x)2 −X2(x),
Q3(x) = X1(x)X2(x) +X2(x)X1(x)−X1(x)3 −X3(x), . . . .
Equation (3.34) and the inequality (3.35) imply that the function E(x, k) defined by
E(x, k) = Xˆ(x, k)−1 −
m+1∑
j=0
Qj(x)
kj
satisfies
|E(x, k)| ≤ Cg(x)|k|m+2(1 + x)n , x ≥ 0, |k| ≥ K. (3.36)
Let Aˆ(x, k) be given by (3.31). SinceXformal is a formal solution of (3.1), the coefficient
of k−j in the formal expansion of ∆ = A − Aˆ as k → ∞ vanishes for j ≤ m; hence, in
view of Claim 1 and (3.36),
|∆| =
∣∣∣∣A− (Xˆx + ikXˆσ3)(m+1∑
j=0
Qj
kj
+ E
)∣∣∣∣
≤ Cg(x)|k|m+1(1 + x)n + |(Xˆx + ikXˆσ3)E|
≤ Cf(x)|k|m+1(1 + x)n , x ≥ 0, |k| ≥ K,
where f is a continuous (not necessarily bounded) function in L1([0,∞)). This proves
(3.32). 5
Given K > 0, we let C¯K± = C¯± ∩ {|k| ≥ K}.
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Claim 3. The Volterra integral equation
Ψ(x, k) = Ψ0(x, k)−
∫ ∞
x
E(x, x′, k)∆(x′, k)Ψ(x′, k)dx′, (3.37)
where Ψ0(x, k) = [Xˆ(x, k)]2 and
E(x, x′, k) = Xˆ(x, k)
(
e−2ik(x′−x) 0
0 1
)
Xˆ(x′, k)−1, (3.38)
has a unique solution Ψ(x, k) for each k ∈ C¯K− . This solution satisfies Ψ = [X]2.
Proof of Claim 3. Define Ψl for l ≥ 1 inductively by
Ψl+1(x, k) = −
∫ ∞
x
E(x, x′, k)∆(x′, k)Ψl(x′, k)dx′, x ≥ 0, k ∈ C¯K− .
Then
Ψl(x, k) =(−1)l
∫
x=xl+1≤xl≤···≤x1<∞
l∏
i=1
E(xi+1, xi, k)∆(xi, k)Ψ0(x1, k)dx1 · · · dxl.
(3.39)
Using the estimate
|E(x, x′, k)| < C, 0 ≤ x ≤ x′ <∞, k ∈ C¯K− ,
as well as (3.33), we find, for x ≥ 0 and k ∈ C¯K− ,
|Ψl(x, k)| ≤ C
∫
x≤xl≤···≤x1<∞
l∏
i=1
|∆(xi, k)||Ψ0(x1, k)|dx1 · · · dxl
≤ C
l!
‖Ψ0(·, k)‖L∞([x,∞))‖∆(·, k)‖lL1([x,∞))
≤ C
l!
‖Ψ0(·, k)‖L∞([x,∞))
(
C
|k|m+1(1 + x)n
)l
. (3.40)
Since
sup
k∈C¯K−
‖Ψ0(·, k)‖L∞([0,∞)) < C,
we find
|Ψl(x, k)| ≤ C
l!
(
C
|k|m+1(1 + x)n
)l
, x ≥ 0, k ∈ C¯K− .
Hence the series Ψ(x, k) =
∑∞
l=0 Ψl(x, k) converges absolutely and uniformly for x ≥ 0
and k ∈ C¯K− to a continuous solution Ψ(x, k) of (3.37). Moreover,
|Ψ(x, k)−Ψ0(x, k)| ≤
∞∑
l=1
|Ψl(x, k)| ≤ C|k|m+1(1 + x)n , x ≥ 0, k ∈ C¯
K
− . (3.41)
It follows from the integral equation (3.37) that Ψ satisfies the second column of (3.1).
By (3.41), Ψ(x, k) ∼
(
0
1
)
as x → ∞. Hence, by uniqueness of solution, Ψ = [X]2 for
k ∈ C¯K− . 5
Claim 4. [X]2 satisfies (3.15a).
Proof of Claim 4. Equation (3.41) implies that [X]2 = Ψ satisfies (3.15a) for j = 0.
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A glance at the proof of Claim 2 shows that the inequality (3.32) can be extended to
derivatives of ∆ with respect to k:∣∣∂jk∆(x, k)∣∣ ≤ Cf(x)|k|m+1(1 + x)n , x ≥ 0, |k| ≥ K, j = 0, 1, . . . , n, (3.42a)
where f ∈ L1([0,∞)) is a continuous function of x ≥ 0. We will also need the following
estimate for j = 0, 1, . . . , n:
|∂jkE(x, x′, k)| < C(1 + |x′ − x|)j , 0 ≤ x ≤ x′ <∞, k ∈ C¯K− , (3.42b)
where E is defined in (3.38). Let
Λ0(x, k) = [∂kXˆ(x, k)]2 −
∫ ∞
x
∂
∂k
[
E(x, x′, k)∆(x′, k)
]
Ψ(x′, k)dx′. (3.43)
Differentiating the integral equation (3.37) with respect to k, we find that Λ := ∂kΨ
satisfies
Λ(x, k) = Λ0(x, k)−
∫ ∞
x
E(x, x′, k)∆(x′, k)Λ(x′, k)dx′ (3.44)
for each k in the interior of C¯K− ; the differentiation can be justified by dominated con-
vergence using (3.42) and a Cauchy estimate for ∂kΨ. We seek a solution of (3.44) of
the form Λ =
∑∞
l=0 Λl, where the Λl’s are defined by replacing {Ψl} by {Λl} in (3.39).
Proceeding as in (3.40), we find
|Λl(x, k)| ≤ C
l!
‖Λ0(·, k)‖L∞([x,∞))
(
C
|k|m+1(1 + x)n
)l
, x ≥ 0, k ∈ C¯K− .
Using (3.41) and (3.42) in (3.43), we obtain
|Λ0(x, k)− [∂kXˆ(x, k)]2| ≤ C|k|m+1(1 + x)n−1 , x ≥ 0, k ∈ C¯
K
− . (3.45)
In particular ‖Λ0(·, k)‖L∞([x,∞)) is bounded for k ∈ C¯K− and x ≥ 0. Thus,
∑∞
l=0 Λl
converges uniformly on [0,∞)× C¯K− to a continuous solution Λ of (3.44), which satisfies
the following analog of (3.41):
|Λ(x, k)− Λ0(x, k)| ≤ C|k|m+1(1 + x)n , x ≥ 0, k ∈ C¯
K
− . (3.46)
Equations (3.45) and (3.46) show that [X]2 = Ψ satisfies (3.15a) for j = 1.
Proceeding inductively, we find that Λ(j) := ∂jkΨ satisfies an integral equation of the
form
Λ(j)(x, k) = Λ
(j)
0 (x, k)−
∫ ∞
x
E(x, x′, k)∆(x′, k)Λ(j)(x′, k)dx′,
where ∣∣Λ(j)0 (x, k)− [∂jkXˆ(x, k)]2∣∣ ≤ C|k|m+1(1 + x)n−j , x ≥ 0, k ∈ C¯K− .
If 1 ≤ j ≤ n, then ‖Λ(j)0 (·, k)‖L∞([x,∞)) is bounded for k ∈ C¯K− and x ≥ 0; hence the
associated series Λ(j) =
∑∞
l=0 Λ
(j)
l converges uniformly on [0,∞) × C¯K− to a continuous
solution with the desired properties. 5
The above claims prove the theorem for X. We now consider [Y ]2.
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Claim 5. {Zj(x),Wj(x)}m+11 are C1 functions of x ≥ 0 satisfying{
Zj ,Wj ∈ L∞([0,∞)),
Z ′j ,W
′
j ∈ L1([0,∞)),
j = 1, . . . ,m+ 1.
Proof of Claim 5. Let Sj and Sj refer to the statements
Z
(o)
j ∈ Cm+2−j([0,∞)), Z(d)j ∈ Cm+3−j([0,∞)),
∂iZ
(o)
j ∈ L1([0,∞)) for i = 1, . . . ,m+ 2− j,
∂iZ
(d)
j ∈ L1([0,∞)) for i = 1, . . . ,m+ 3− j,
and 
W
(d)
j ∈ Cm+2−j([0,∞)), W (o)j ∈ Cm+3−j([0,∞)),
∂iW
(d)
j ∈ L1([0,∞)) for i = 1, . . . ,m+ 2− j,
∂iW
(o)
j ∈ L1([0,∞)) for i = 1, . . . ,m+ 3− j,
respectively. Using the expressions (3.11) and (3.12) for Z1 and W1, we conclude that
S1 and S1 hold. The relations (3.8) and (3.9) imply by induction that {Sj ,Sj}m+1j=1
hold. This shows that {Zj ,Wj}m+11 are C1 functions satisfying Z ′j ,W ′j ∈ L1([0,∞)) for
j = 1, . . . ,m+ 1. Integration shows that Zj ,Wj ∈ L∞([0,∞)) for j = 1, . . . ,m+ 1. 5
We write
Yˆ (x, k) = Zˆ(x, k) + Wˆ (x, k)e−2ikxσ3 ,
where Zˆ and Wˆ are defined by
Zˆ(x, k) = I +
Z1(x)
k
+ · · ·+ Zm+1(x)
km+1
, Wˆ (x, k) =
W1(k)
k
+ · · ·+ Wm+1(x)
km+1
.
Claim 6. There exists a K > 0 such that Zˆ(x, k)−1 and Wˆ (x, k)−1 exist for all k ∈ C
with |k| ≥ K. Moreover, letting A = ikσ3 + U and{
Aˆ1(x, k) =
(
Zˆx(x, k) + ikZˆ(x, k)σ3
)
Zˆ(x, k)−1,
Aˆ2(x, k) =
(
Wˆx(x, k)− ikWˆ (x, k)σ3
)
Wˆ (x, k)−1,
x ≥ 0, |k| ≥ K,
the differences
∆l(x, k) = A(x, k)− Aˆl(x, k), l = 1, 2,
satisfy
|∂jk∆l(x, k)| ≤
C + f(x)
|k|m+1 , x ≥ 0, |k| ≥ K, j = 0, 1, . . . , n, l = 1, 2,
where f is a function in L1([0,∞)) ∩ C([0,∞)). In particular,
‖∆l(·, k)‖L1([0,x]) ≤
Cx
|k|m+1 , x ≥ 0, |k| ≥ K, l = 1, 2. (3.47)
Proof of Claim 6. The proof uses Claim 5 and is similar to that of Claim 2. 5
Claim 7. We have∣∣∣∣ ∂j∂kj [Zˆ(x, k)eikxσˆ3Zˆ−1(0, k)− Yˆ (x, k)]2
∣∣∣∣ ≤ C(1 + x)j 1 + |e2ikx||k|m+2 , (3.48a)∣∣∣∣ ∂j∂kj [Wˆ (x, k)e−ikxσˆ3Wˆ−1(0, k)− Yˆ (x, k)e2ikxσ3]2
∣∣∣∣ ≤ C(1 + x)j 1 + |e−2ikx||k|m+2 , (3.48b)
for all x ≥ 0, |k| ≥ K, and j = 0, 1, . . . , n.
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Proof of Claim 7. We write
Yformal(x, k) = Zformal(x, k) +Wformal(x, k)e
−2ikxσ3 ,
where
Zformal(x, k) = I +
Z1(x)
k
+
Z2(x)
k2
+ · · · , Wformal(x, k) = W1(k)
k
+
W2(x)
k2
+ · · · .
Then
Zformal(x, k)e
ikxσˆ3Z−1formal(0, k) = Yformal(x, k) (3.49)
formally to all orders in k. Indeed, both sides of (3.49) are formal solutions of (3.1)
satisfying the same initial condition at x = 0. Truncating (3.49) at order k−m−1, it
follows that
Zˆ(x, k)eikxσˆ3Zˆ−1(0, k) = Yˆ (x, k) +O(k−m−2) +O(k−m−2)e−2ikxσ3 .
Using Claim 5 and estimating the inverse Zˆ−1(0, k) as in the proof of Claim 2, we find
(3.48a) for j = 0. Using the estimate |∂ke±2ikx| ≤ C|xe±2ikx|, we find (3.48a) also for
j ≥ 1.
Similarly, we have
Wformal(x, k)e
−ikxσˆ3W−1formal(0, k) = Yformal(x, k)e
2ikxσ3
to all orders in k and truncation leads to (3.48b). 5
Claim 8. [Y ]2 satisfies (3.15b).
Proof of Claim 8. Using that Y (x, k) satisfies (3.1), we compute
(Zˆ−1Y )x = −Zˆ−1ZˆxZˆ−1Y + Zˆ−1Yx
= −Zˆ−1(Aˆ1Zˆ − ikZˆσ3)Zˆ−1Y + Zˆ−1(AY − ikY σ3)
= Zˆ−1∆1Y + ik[σ3, Zˆ−1Y ].
Hence (
e−ikxσˆ3Zˆ−1Y
)
x
= e−ikxσˆ3Zˆ−1∆1Y.
Integrating and using the initial condition Y (0, k) = I, we conclude that Y satisfies the
Volterra integral equation
Y (x, k) = Zˆ(x, k)eikxσˆ3Zˆ−1(0, k) +
∫ x
0
Zˆ(x, k)eik(x−x
′)σˆ3(Zˆ−1∆1Y )(x′, k)dx′. (3.50)
Letting Ψ = [Y ]2 and Ψ0(x, k) = [Zˆ(x, k)e
ikxσˆ3Zˆ−1(0, k)]2, we can write the second
column of (3.50) as
Ψ(x, k) = Ψ0(x, k) +
∫ x
0
E(x, x′, k)(∆1Ψ)(x′, k)dx′, (3.51)
where
E(x, x′, k) = Zˆ(x, k)
(
e2ik(x−x′) 0
0 1
)
Zˆ−1(x′, k).
We seek a solution Ψ(x, k) =
∑∞
l=0 Ψl(x, k) where
Ψl(x, k) = (−1)l
∫
0≤x1≤···≤xl≤x<∞
l∏
i=1
E(xi+1, xi, k)∆1(xi, k)Ψ0(x1, k)dx1 · · · dxl.
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The estimates
|∂jkE(x, x′, k)| < C(1 + |x′ − x|)j , 0 ≤ x′ ≤ x <∞, k ∈ C¯K+ , j = 0, 1, . . . , n,
(3.52)
and
|Ψ0(x, k)| ≤ C, x ≥ 0, k ∈ C¯K+ ,
together with (3.47) yield
|Ψl(x, k)| ≤ C
∫
0≤x1≤···≤xl≤x<∞
l∏
i=1
|∆1(xi, k)||Ψ0(x1, k)|dx1 · · · dxl
≤ C
l!
‖Ψ0(·, k)‖L∞([0,x])‖∆1(·, k)‖lL1([0,x])
≤ C
l!
(
Cx
|k|m+1
)l
, x ≥ 0, k ∈ C¯K+ .
Hence
|Ψ(x, k)−Ψ0(x, k)| ≤
∞∑
l=1
|Ψl(x, k)| ≤ Cxe
Cx
|k|m+1
|k|m+1 , x ≥ 0, k ∈ C¯
K
+ . (3.53)
Equations (3.48a) and (3.53) prove the second column of (3.15b) for j = 0.
Differentiating the integral equation (3.51) with respect to k, we find that Λ := ∂kΨ
satisfies
Λ(x, k) = Λ0(x, k) +
∫ x
0
E(x, x′, k)∆1(x′, k)Λ(x′, k)dx′ (3.54)
for each k in the interior of C¯K+ , where
Λ0(x, k) = [∂kΨ0(x, k)]2 +
∫ x
0
∂
∂k
[
E(x, x′, k)∆1(x′, k)
]
Ψ(x′, k)dx′. (3.55)
We seek a solution of (3.54) of the form Λ =
∑∞
l=0 Λl. Proceeding as above, we find
|Λl(x, k)| ≤ C
l!
‖Λ0(·, k)‖L∞([0,x])
(
Cx
|k|m+1
)l
, x ≥ 0, k ∈ C¯K+ .
Using (3.4b) and (3.52) in (3.55), we obtain∣∣Λ0(x, k)− [∂kΨ0(x, k)]2∣∣ ≤ C(1 + x)2|k|m+1 , x ≥ 0, k ∈ C¯K+ . (3.56)
Thus
∑∞
l=0 Λl converges uniformly on compact subsets of [0,∞) × C¯K+ to a continuous
solution Λ of (3.54), which satisfies
|Λ(x, k)− Λ0(x, k)| ≤ C(1 + x)
2xe
Cx
|k|m+1
|k|m+1 , x ≥ 0, k ∈ C¯
K
+ . (3.57)
Equations (3.48a), (3.56), and (3.57) show that [Y ]2 = Ψ satisfies (3.15b) for j = 1.
Extending the above argument, we find that (3.15b) holds also for j = 2, . . . , n. 5
Claim 9. [Y ]2 satisfies (3.15c).
Proof of Claim 9. Let y(x, k) = Y (x, k)e2ikxσ3 . Then y satisfies yx = Ay + ikyσ3.
Thus
(Wˆ−1y)x = −Wˆ−1WˆxWˆ−1y + Wˆ−1yx
= −Wˆ−1(Aˆ2Wˆ + ikWˆσ3)Wˆ−1y + Wˆ−1(Ay + ikyσ3)
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= Wˆ−1∆2y − ik[σ3, Wˆ−1y].
Hence (
eikxσˆ3Wˆ−1y
)
x
= eikxσˆ3Wˆ−1∆2y.
Integrating and using the initial condition y(0, k) = I, we conclude that y satisfies the
following Volterra integral equation:
y(x, k) = Wˆ (x, k)e−ikxσˆ3Wˆ−1(0, k) +
∫ x
0
Wˆ (x, k)eik(x
′−x)σˆ3(Wˆ−1∆2y)(x′, k)dx′. (3.58)
Letting Ψ = [y]2 and Ψ0(x, k) = [Wˆ (x, k)e
−ikxσˆ3Wˆ−1(0, k)]2, we can write the second
column of (3.58) as
Ψ(x, k) = Ψ0(x, k) +
∫ x
0
E(x, x′, k)(∆2Ψ)(x′, k)dx′,
where
E(x, x′, k) = Wˆ (x, k)
(
e2ik(x
′−x) 0
0 1
)
Wˆ−1(x′, k).
As in the proof of Claim 8, the estimates
|∂jkE(x, x′, k)| < C(1 + |x′ − x|)j , 0 ≤ x′ ≤ x <∞, k ∈ C¯−, j = 0, 1, . . . , n,
and
|Ψ0(x, k)| ≤ C, x ≥ 0, k ∈ C¯K− ,
together with (3.47) yield
|Ψ(x, k)−Ψ0(x, k)| ≤ Cxe
Cx
|k|m+1
|k|m+1 , x ≥ 0, k ∈ C¯
K
+ . (3.59)
Equations (3.48b) and (3.59) prove the second column of (3.15c) for j = 0. Proceeding
as in the proof of Claim 8, equation (3.15c) follows also for j = 1, . . . , n.
2
Remark 3.4. The proof of Theorem 3.2 was inspired by Chapter 6 of [9], where asymp-
totic results are derived for differential equations on a finite interval.
3.4. The spectral functions {a(k), b(k)}. Let s(k) = X(0, k). Since X obeys the
symmetries (3.16), we may define the spectral functions a(k) and b(k) for Im k ≤ 0 by
s(k) =
(
a(k¯) b(k)
λb(k¯) a(k)
)
, k ∈ (C¯+, C¯−). (3.60)
Theorem 3.5. Suppose u(x) satisfies (3.3) for some integers m ≥ 1 and n ≥ 1. Then
the spectral functions a(k) and b(k) have the following properties:
(a) a(k) and b(k) are continuous for Im k ≤ 0 and analytic for Im k < 0.
(b) There exist complex constants {aj , bj}m1 such that
a(k) = 1 +
a1
k
+ · · ·+ am
km
+O
(
1
km+1
)
,
b(k) =
b1
k
+ · · ·+ bm
km
+O
(
1
km+1
)
, (3.61a)
uniformly as k →∞ with Im k ≤ 0.
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(c) For j = 1, . . . n, the derivatives a(j)(k) and b(j)(k) have continuous extensions to
Im k ≤ 0 and
a(j)(k) =
dj
dkk
(
1 +
a1
k
+ · · ·+ am
km
)
+O
(
1
km+1
)
,
b(j)(k) =
dj
dkj
(
b1
k
+ · · ·+ bm
km
)
+O
(
1
km+1
)
, (3.61b)
uniformly as k →∞ with Im k ≤ 0.
(d) a and b obey the symmetries{
a(k) = a(−k¯),
b(k) = b(−k¯), Im k ≤ 0. (3.62)
(e) |a(k)|2 − λ|b(k)|2 = 1 for k ∈ R.
(f) If λ = 1, then a(k) 6= 0 for Im k ≤ 0.
Proof. Letting aj = (Xj(0))22 and bj = (Xj(0))12, properties (a)-(c) follow immediately
from Theorems 3.1 and 3.2. Property (d) is a consequence of the symmetry X(x, k) =
X(x,−k¯). Property (e) follows since detX = 1.
Suppose λ = 1. Then (e) implies that |a(k)| ≥ 1 for k ∈ R. It only remains to prove
that a(k) 6= 0 for Im k < 0.
Suppose a(k0) = 0 for some k0 ∈ C with Im k0 < 0. Consider the space L2(R,C2) of
vector valued functions f = (f1, f2) equipped with the inner product
〈f, g〉 =
∫
R
(f¯1g1 + f¯2g2)dx.
Let
ue(x) =
{
u(x), x ≥ 0,
0, x < 0,
and Ue =
(
0 ue
ue 0
)
.
Then the operator L = iσ3∂x − iσ3Ue satisfies
〈Lf, g〉 = 〈f, Lg〉 whenever f, g ∈ H1(R,C2) ⊂ L2(R,C2).
Define h ∈ L2(R,C2) by
h(x) =

[X(x, k0)]2e
−ik0x, x ≥ 0,(
b(k0)e
ik0x
0
)
, x < 0.
The condition a(k0) = 0 implies that h is continuous at x = 0. Moreover, since Im k0 < 0,
h has exponential decay as x→ ±∞. It follows that h ∈ H1(R,C2). But since Lh = k0h
this leads to the contradiction that the eigenvalue k0 must be real:
k¯0〈h, h〉 = 〈Lh, h〉 = 〈h, Lh〉 = k0〈h, h〉.
This proves (f). 2
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4. Spectral analysis of the t-part
Let {gj(t)}2j=0 be real-valued functions defined for t ≥ 0 and let
V(t, k) = −4k2g0σ3σλ − 2iλkg20σ3 + 2ikg1σλ + (g2 − 2λg30)σ3σλ
=
( −2iλkg20 −4k2g0 + 2ikg1 − 2λg30 + g2
−4λk2g0 − 2iλkg1 − 2g30 + λg2 2iλkg20
)
.
Consider the linear differential equation
Tt + 4ik
3[σ3, T ] = VT, (4.1)
where T (t, k) is a 2× 2-matrix valued eigenfunction and k ∈ C is a spectral parameter.
We define two 2×2-matrix valued solutions of (4.1) as the solutions of the linear Volterra
integral equations
T (t, k) = I +
∫ t
∞
e4ik
3(t′−t)σˆ3(VT )(t′, k)dt′, (4.2a)
U(t, k) = I +
∫ t
0
e4ik
3(t′−t)σˆ3(VU)(t′, k)dt′. (4.2b)
The proof of the following theorem is given in Section 4.2.
Theorem 4.1. Let m ≥ 1 and n ≥ 1 be integers. Suppose{
gj ∈ C [
m+5−j
3
]([0,∞)), j = 0, 1, 2,
(1 + t)ng
(i)
j (t) ∈ L1([0,∞)), j = 0, 1, 2, i = 0, 1, . . . , [m+5−j3 ].
(4.3)
Then equation (4.1) admits two 2 × 2-matrix valued solutions T and U with the fol-
lowing properties:
(a) The function T (t, k) is defined for t ≥ 0 and k ∈ (D¯−, D¯+). For each k ∈ (D¯−, D¯+),
the function T (·, k) ∈ C1([0,∞)) satisfies (4.1).
(b) The function U(t, k) is defined for t ≥ 0 and k ∈ C. For each k ∈ C, the function
U(·, k) ∈ C1([0,∞)) satisfies (4.1).
(c) For each t ≥ 0, the function T (t, ·) is bounded and continuous for k ∈ (D¯−, D¯+) and
analytic for k ∈ (D−, D+).
(d) For each t ≥ 0, the function U(t, ·) is an entire function of k ∈ C which is bounded
for k ∈ (D¯+, D¯−).
(e) For each t ≥ 0 and each j = 1, . . . , n, the partial derivative ∂jT
∂kj
(t, ·) has a continuous
extension to (D¯−, D¯+).
(f) T and U satisfy the following estimates:∣∣∣∣ ∂j∂kj (T (t, k)− I)
∣∣∣∣ ≤ C(1 + |k|)2+4je
C(1+|k|)2
(1+t)n
(1 + t)n−j
, t ≥ 0, k ∈ (D¯−, D¯+), (4.4a)∣∣∣∣ ∂j∂kj (U(t, k)− I)
∣∣∣∣ ≤ C min(t, 1)(1 + t)jeC(1+|k|)2 , t ≥ 0, k ∈ (D¯+, D¯−), (4.4b)
for j = 0, 1, . . . , n.
4.1. Behavior as k →∞. Equation (4.1) admits formal power series solutions Tformal
and Uformal, normalized at t =∞ and t = 0 respectively, such that
Tformal(t, k) = I +
T1(t)
k
+
T2(t)
k2
+ · · · , (4.5)
Uformal(t, k) = I +
V1(t)
k
+
V2(t)
k2
+ · · ·+
(
W1(t)
k
+
W2(t)
k2
+ · · ·
)
e8ik
3tσ3 , (4.6)
20 NONLINEAR FOURIER TRANSFORMS
and
lim
t→∞Tj(t) = 0, Vj(0) +Wj(0) = 0, j ≥ 1.
Indeed, substituting (4.5) into (4.1) the diagonal terms of O(k−j) yield
∂tT
(d)
j = −4g0σ3σλT (o)j+2 − 2iλg20σ3T (d)j+1 + 2ig1σλT (o)j+1 + (g2 − 2λg30)σ3σλT (o)j , (4.7)
while the off-diagonal terms of O(k−j+3) yield
T
(o)
j =
i
8
σ3
(
∂tT
(o)
j−3 + 4g0σ3σλT
(d)
j−1 + 2iλg
2
0σ3T
(o)
j−2 − 2ig1σλT (d)j−2
− (g2 − 2λg30)σ3σλT (d)j−3
)
. (4.8a)
Using (4.8a) to eliminate T
(o)
j+2, T
(o)
j+1, and T
(o)
j from (4.7), we find after simplification
∂tT
(d)
j =
ig0
2
σλ∂tT
(o)
j−1 +
1
4
g1σ3σλ∂tT
(o)
j−2 −
i
8
(g2 − λg30)σλ∂tT (o)j−3 −
iλ
2
g1g
2
0σλT
(o)
j−1
+
i
2
(3g40 − 2λg2g0 + λg21)σ3T (d)j−1 −
1
4
(λg2 − g30)g20σ3σλT (o)j−2
+
1
4
g30g1T
(d)
j−2 +
i
8
(g2 − λg30)(λg2 − 2g30)σ3T (d)j−3. (4.8b)
Equations (4.8) provide the recursive equations necessary to generate the Tj ’s. The
coefficients {Vj} satisfy the equations obtained by replacing {Tj} with {Vj} in (4.8).
Moreover, substituting
T =
(
W1(t)
k
+
W2(t)
k2
+ · · ·
)
e8ik
3tσ3
into (4.1) we find that the coefficients {Wj} satisfy the equations obtained from (4.8)
by replacing {T (d)j } and {T (o)j } with {W (o)j } and {W (d)j }, respectively. The coefficients
{Tj(t), Vj(t),Wj(t)} are determined recursively from the above equations and the initial
assignments
T−2 = T−1 = 0, T0 = I, V−2 = V−1 = 0, V0 = I, W−2 = W−1 = W0 = 0.
The first few coefficients are given by
T1(t) =
i
2
(
0 g0(t)
−λg0(t) 0
)
+ σ3
iλ
2
∫ t
∞
(3λg40 + g
2
1 − 2g0g2)dτ,
T2(t) =
1
4
(g1 + 2ig0(T1)22)σ3σλ
− I
∫ t
∞
iλ
4
[
g0 (−4g2(T1)22 + ig0t) + 6λg40(T1)22 + 2g21(T1)22
]
dτ,
T3(t) = − i
8
(−4g0(T2)22 − λg30 + 2ig1(T1)22 + g2)σλ
+ σ3
∫ t
∞
iλ
8
[
4g60 − 4λg30g2 + g22 + 12λg40(T2)22 + g1 (4g1(T2)22 − g0t)
+ g0 (2i(T1)22g0t + g1t − 8g2(T2)22)
]
dτ, (4.9)
V1(t) =
i
2
(
0 g0(t)
−λg0(t) 0
)
+ σ3
iλ
2
∫ t
0
(3λg40 + g
2
1 − 2g0g2)dτ,
V2(t) =
1
4
(g1 + 2ig0(V1)22)σ3σλ + I
{
−
∫ t
0
iλ
4
[
g0 (−4g2(V1)22 + ig0t)
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+ 6λg40(V1)22 + 2g
2
1(V1)22
]
dτ +
λg20(0)
4
}
,
V3(t) = − i
8
(−4g0(V2)22 − λg30 + 2ig1(V1)22 + g2)σλ
+ σ3
∫ t
0
iλ
8
[
4g60 − 4λg30g2 + g22 + 12λg40(V2)22 + g1 (4g1(V2)22 − g0t)
+ g0 (2i(V1)22g0t + g1t − 8g2(V2)22)
]
dτ, (4.10)
and
W1(t) = − ig0(0)
2
σλ,
W2(t) = − λi
2
g0(W1)12I + σ3σλ
{∫ t
0
i
2
[
3g40 + λg
2
1 − 2λg0g2
]
(W1)12dτ − g1(0)
4
}
,
W3(t) = − λ
4
(g1(W1)12 − 2ig0(W2)12)σ3 + σλ
{∫ t
0
1
4
[
2i(3g40 + λg
2
1 − 2λg0g2)(W2)12
+ λg0(W1)12g0t
]
dτ +
i
8
(g2(0)− 2λg30(0))
}
.
If {gj(t)}20 have a finite degree of regularity and decay, only finitely many coefficients
{Tj , Vj ,Wj} are well-defined. The following result, whose proof is given in Section 4.3,
describes the behavior of T and U as k →∞.
Theorem 4.2. Suppose {gj(t)}20 satisfy (4.3) for some integers m ≥ 1 and n ≥ 1. Then,
as k → ∞, T and U coincide to order m with Tformal and Uformal respectively in the
following sense: The functions
Tˆ (t, k) = I +
T1(t)
k
+ · · ·+ Tm+3(t)
km+3
(4.11)
Uˆ(t, k) = I +
V1(t)
k
+ · · ·+ Vm+3(t)
km+3
+
(
W1(t)
k
+ · · ·+ Wm+3(t)
km+3
)
e8ik
3tσ3 , (4.12)
are well-defined and there exists a K > 0 such that∣∣∣∣ ∂j∂kj (T − Tˆ )
∣∣∣∣ ≤ C|k|m+1−2j(1 + t)n−j , t ≥ 0, j = 0, 1, . . . , n, (4.13a)
for all k ∈ (D¯−, D¯+) with |k| > K, and∣∣∣∣ ∂j∂kj (U − Uˆ)
∣∣∣∣ ≤ C(1 + t)j+2e
Ct
|k|m+1
|k|m+1−2j , t ≥ 0, j = 0, 1, . . . , n, (4.13b)
for all k ∈ (D¯+, D¯−) with |k| > K,∣∣∣∣ ∂j∂kj ((U − Uˆ)e−8ik3tσ3)
∣∣∣∣ ≤ C(1 + t)j+2e
Ct
|k|m+1
|k|m+1−2j , t ≥ 0, j = 0, 1, . . . , n, (4.13c)
for all k ∈ (D¯−, D¯+) with |k| > K.
4.2. Proof of Theorem 4.1. In view of the symmetries
F (t, k) =
{
σ1F (t, k¯)σ1, λ = 1,
σ2F (t, k¯)σ2, λ = −1,
(4.14)
which are valid for F = T and F = U , it is enough to prove the theorem for [T ]2 and
[U ]2. We first consider the construction of [T ]2.
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Let Ψ(t, k) denote the second column of T (t, k). As suggested by (4.2a), we define Ψ
by the integral equation
Ψ(t, k) =
(
0
1
)
−
∫ ∞
t
E(t, t′, k)V(t′, k)Ψ(t′, k)dt′, t ≥ 0, (4.15)
where
E(t, t′, k) =
(
e8ik
3(t′−t) 0
0 1
)
.
We use successive approximations to show that the Volterra integral equation (4.15) has
a unique solution Ψ(t, k) for each k ∈ D¯+. Let Ψ0 =
(
0
1
)
and define Ψl for l ≥ 1
inductively by
Ψl+1(t, k) = −
∫ ∞
t
E(t, t′, k)V(t′, k)Ψl(t′, k)dt′, t ≥ 0, k ∈ D¯+.
Then
Ψl(t, k) =(−1)l
∫
t=tl+1≤tl≤···≤t1<∞
l∏
i=1
E(ti+1, ti, k)V(ti, k)Ψ0dt1 · · · dtl. (4.16)
Using the estimates
|E(t, t′, k)| < C, 0 ≤ t ≤ t′ <∞, k ∈ D¯+,
and
‖V(·, k)‖L1([t,∞)) <
C(1 + |k|)2
(1 + t)n
, t ≥ 0, k ∈ C,
we find
|Ψl(t, k)| ≤ C
∫
t≤tl≤···≤t1<∞
l∏
i=1
|V(ti, k)||Ψ0|dt1 · · · dtl
≤ C
l!
‖V(·, k)‖lL1([t,∞)) ≤
C
l!
(
C(1 + |k|)2
(1 + t)n
)l
, t ≥ 0, k ∈ D¯+. (4.17)
Hence the series
Ψ(t, k) =
∞∑
l=0
Ψl(t, k)
converges absolutely and uniformly for t ≥ 0 and k in compact subsets of D¯+ to a
continuous solution Ψ(t, k) of (4.15). Moreover,
|Ψ(t, k)−Ψ0| ≤
∞∑
l=1
|Ψl(t, k)| ≤ C(1 + |k|)
2e
C(1+|k|)2
(1+t)n
(1 + t)n
, t ≥ 0, k ∈ D¯+, (4.18)
which proves (4.4a) for j = 0. Using the estimate
|∂jkE(t, t′, k)| < C(1 + |k|)2j(1 + |t′ − t|)j ,
0 ≤ t ≤ t′ <∞, k ∈ D¯+, j = 0, 1, . . . , n, (4.19)
with j = 1 to differentiate under the integral sign in (4.16), we see that Ψl(t, ·) is analytic
in D+ for each l; the uniform convergence then proves that Ψ is analytic in D+.
It remains to show that [T ]2 = Ψ satisfies (e) and (f) for j = 1, . . . , n. Let
Λ0(t, k) = −
∫ ∞
t
(∂kE)(t, t
′, k)V(t′, k)Ψ(t′, k)dt′. (4.20)
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Differentiating the integral equation (4.15) with respect to k, we find that Λ := ∂kΨ
satisfies
Λ(t, k) = Λ0(t, k)−
∫ ∞
t
E(t, t′, k)V(t′, k)Λ(t′, k)dt′ (4.21)
for each k in the interior of D¯+; the differentiation can be justified by dominated conver-
gence using (4.19) and a Cauchy estimate for ∂kΨ. We seek a solution of (4.21) of the
form Λ =
∑∞
l=0 Λl. Proceeding as in (4.17), we find
|Λl(t, k)| ≤ C
l!
‖Λ0(·, k)‖L∞([t,∞))
(
C(1 + |k|)2
(1 + t)n
)l
, t ≥ 0, k ∈ D¯+. (4.22)
Using (4.18) and (4.19) in (4.20), we obtain
|Λ0(t, k)| ≤ C(1 + |k|)
6e
C(1+|k|)2
(1+t)n
(1 + t)n−1
, t ≥ 0, k ∈ D¯+. (4.23)
In particular ‖Λ0(·, k)‖L∞([t,∞)) is bounded for t ≥ 0 and k in compact subsets of D¯+.
Thus,
∑∞
l=0 Λl converges uniformly for t ≥ 0 and k in compact subsets of D¯+ to a
continuous solution Λ of (4.21), which satisfies the following analog of (4.18):
|Λ(t, k)− Λ0(t, k)| ≤ C(1 + |k|)
6e
C(1+|k|)2
(1+t)n
(1 + t)n−1
, t ≥ 0, k ∈ D¯+. (4.24)
In view of equations (4.23) and (4.24), we conclude that [X]2 = Ψ satisfies (e) and (f)
for j = 1.
Proceeding inductively, we find that Λ(j) := ∂jkΨ satisfies an integral equation of the
form
Λ(j)(t, k) = Λ
(j)
0 (t, k)−
∫ ∞
t
E(t, t′, k)V(t′, k)Λ(j)(t′, k)dt′,
where ∣∣Λ(j)0 (t, k)∣∣ ≤ C(1 + |k|)2+4jeC(1+|k|)
2
(1+t)n
(1 + t)n−j
, t ≥ 0, k ∈ D¯+.
If 1 ≤ j ≤ n, then ‖Λ(j)0 (·, k)‖L∞([t,∞)) is bounded for t ≥ 0 and k in compact subsets
of D¯+; hence the associated series Λ
(j) =
∑∞
l=0 Λ
(j)
l converges uniformly on compact
subsets of [0,∞)× D¯+ to a continuous solution with the desired properties.
We now consider the the construction of [U ]2. In this case, we introduce {Ψl}∞1 by
the following analog of (4.16):
Ψl(t, k) =(−1)l
∫
0≤t1≤···≤tl≤t<∞
l∏
i=1
E(ti+1, ti, k)V(ti, k)Ψ0dt1 · · · dtl,
where t ≥ 0 and k ∈ C. This leads to an entire function Ψ(t, k) = ∑∞l=0 Ψl(t, k) satisfying
(4.1). Moreover, as in (4.17), we find
|Ψl(t, k)| ≤ C
l!
‖V(·, k)‖lL1([0,t]) ≤
C min(t, 1)l(1 + |k|)2l
l!
, t ≥ 0, k ∈ D¯−,
which leads to the following analog of (4.38):
|Ψ(t, k)−Ψ0| ≤
∞∑
l=1
|Ψl(t, k)| ≤ C min(t, 1)eC(1+|k|)2 , t ≥ 0, k ∈ D¯−.
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This proves (4.4b) for j = 0. Letting
Λ0(t, k) =
∫ t
0
(∂kE)(t, t
′, k)V(t′, k)Ψ(t′, k)dt′,
we find that Λ := ∂kΨ satisfies
Λ(t, k) = Λ0(t, k) +
∫ t
0
E(t, t′, k)V(t′, k)Λ(t′, k)dt′
The proof of (4.4b) for j = 1 follows from the following analogs of (4.22)-(4.24):
|Λl(t, k)| ≤ C
l!
‖Λ0(·, k)‖L∞([0,t])(1 + |k|)2l,
|Λ0(t, k)| ≤ Ct(1 + |k|)6eC(1+|k|)2 ,
|Λ(t, k)− Λ0(t, k)| ≤ Ct(1 + |k|)6eC(1+|k|)2 ,
which are valid for t ≥ 0 and k ∈ D¯−; the proof for j = 2, . . . , n is similar. 2
4.3. Proof of Theorem 4.2. We first consider [T ]2. Our first goal is to show that Tˆ is
well-defined and invertible for k large enough.
Claim 1. {Tj(t)}m+31 are C1 functions of t ≥ 0 satisfying{
(1 + t)nTj(t) ∈ L1([0,∞)) ∩ L∞([0,∞)),
(1 + t)nT ′j(t) ∈ L1([0,∞)),
j = 1, . . . ,m+ 3. (4.25)
Proof of Claim 1. The assumption (4.3) implies that
g
(i)
j (t) ≤
C
(1 + t)n
, t ≥ 0, j = 0, 1, 2, i = 0, 1, . . . ,
[
m+ 5− j
3
]
− 1. (4.26)
Indeed, if i = 0, 1, . . . , [m+5−j3 ]− 1 and t ≥ 0, then∣∣(1 + t)ng(i)j (t)∣∣ ≤ |g(i)j (0)|+ ∫ t
0
∣∣n(1 + t′)n−1g(i)j (t′) + (1 + t′)ng(i+1)j (t′)∣∣dt′ < C. (4.27)
Let Sj refer to the statement
T
(o)
j ∈ C [
m+6−j
3
]([0,∞)), T (d)j ∈ C [
m+7−j
3
]([0,∞)),
(1 + t)n∂iT
(o)
j (t) ∈ L1([0,∞)) for i = 0, 1, . . . , [m+6−j3 ],
(1 + t)n∂iT
(d)
j (t) ∈ L1([0,∞)) for i = 0, 1, . . . , [m+7−j3 ].
The same kind of argument that led to (3.30) now shows that
‖(1 + t)nT (d)j ‖L1([0,∞)) <∞, j = 1, 2, 3. (4.28)
Using (4.28) and the explicit expressions in (4.9), we conclude that S1, S2, and S3 hold.
Estimates similar to (3.30) together with the relations (4.8) imply that if 4 ≤ j ≤ m+ 3
and Sj−1, Sj−2, Sj−3 hold, then Sj also holds. Thus, by induction, {Sj}m+3j=1 hold. This
shows that {Tj}m+31 are C1 functions satisfying (1 + t)n∂iTj(t) ∈ L1([0,∞)) for i = 0, 1
and j = 1, . . . ,m+ 3. The boundedness of (1 + t)nTj(t) follows by an estimate analogous
to (4.27). 5
Claim 2. There exists a K > 0 such that Tˆ (t, k)−1 exists for all k ∈ C with |k| ≥ K.
Moreover, letting A = −4ik3σ3 + V and
Aˆ(t, k) =
(
Tˆt(t, k)− 4ik3Tˆ (t, k)σ3
)
Tˆ (t, k)−1, t ≥ 0, |k| ≥ K, (4.29)
NONLINEAR FOURIER TRANSFORMS 25
the difference ∆(t, k) = A(t, k)− Aˆ(t, k) satisfies
|∆(t, k)| ≤ Cf(t)|k|m+1(1 + t)n , t ≥ 0, |k| ≥ K, (4.30)
where f is a function in L1([0,∞)) ∩ C([0,∞)). In particular,
‖∆(·, k)‖L1([t,∞)) ≤
C
|k|m+1(1 + t)n , t ≥ 0, |k| ≥ K. (4.31)
Proof of Claim 2. By Claim 1, there exists a bounded continuous function g ∈
L1([0,∞)) such that
|Tj(t)| ≤ g(t)
(m+ 3)(1 + t)n
, t ≥ 0, j = 1, . . . ,m+ 3. (4.32)
In particular, ∣∣∣∣m+3∑
j=1
Tj(t)
kj
∣∣∣∣ ≤ g(t)|k|(1 + t)n , t ≥ 0, |k| ≥ 1.
Choose K > max(1, ‖g‖L∞([0,∞))). Then Tˆ (t, k)−1 exists whenever |k| ≥ K and is given
by the absolutely and uniformly convergent Neumann series
Tˆ (t, k)−1 =
∞∑
l=0
(
−
m+3∑
j=1
Tj(t)
kj
)l
, t ≥ 0, |k| ≥ K.
Furthermore,∣∣∣∣ ∞∑
l=m+4
(
−
m+3∑
j=1
Tj(t)
kj
)l∣∣∣∣ ≤ ∞∑
l=m+4
(
g(t)
|k|(1 + t)n
)l
≤ Cg(t)|k|m+4(1 + t)n , (4.33)
for t ≥ 0 and |k| ≥ K. Now let Q0(t) + Q1(t)k + Q2(t)k2 + · · · be the formal power series
expansion of Tˆ (t, k)−1 as k →∞, i.e.
Q0(t) = I, Q1(t) = −T1(t), Q2(t) = T1(t)2 − T2(t),
Q3(t) = T1(t)T2(t) + T2(t)T1(t)− T 31 (t)− T3(t), . . . .
Equation (4.32) and the inequality (4.33) imply that the function E(t, k) defined by
E(t, k) = Tˆ (t, k)−1 −
m+3∑
j=0
Qj(t)
kj
satisfies
|E(t, k)| ≤ Cg(t)|k|m+4(1 + t)n , t ≥ 0, |k| ≥ K. (4.34)
Let Aˆ(t, k) be given by (4.29). Since Tformal is a formal solution of (4.1), the coefficient
of k−j in the formal expansion of ∆ = A − Aˆ as k → ∞ vanishes for j ≤ m; hence, in
view of Claim 1 and (4.34),
|∆| =
∣∣∣∣A− (Tˆt − 4ik3Tˆ σ3)(m+3∑
j=0
Qj
kj
+ E
)∣∣∣∣
≤ Cg(t)|k|m+1(1 + t)n + |(Tˆt − 4ik
3Tˆ σ3)E|
≤ Cf(t)|k|m+1(1 + t)n , t ≥ 0, |k| ≥ K,
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where f is a continuous (not necessarily bounded) function in L1([0,∞)). This proves
(4.30). 5
Given K > 0, we let D¯K± = D¯± ∩ {|k| ≥ K}.
Claim 3. The Volterra integral equation
Ψ(t, k) = Ψ0(t, k)−
∫ ∞
t
E(t, t′, k)∆(t′, k)Ψ(t′, k)dt′, (4.35)
where Ψ0(t, k) = [Tˆ (t, k)]2 and
E(t, t′, k) = Tˆ (t, k)
(
e8ik
3(t′−t) 0
0 1
)
Tˆ (t′, k)−1,
has a unique solution Ψ(t, k) for each k ∈ D¯K+ . This solution satisfies Ψ = [T ]2.
Proof of Claim 3. Define Ψl for l ≥ 1 inductively by
Ψl+1(t, k) = −
∫ ∞
t
E(t, t′, k)∆(t′, k)Ψl(t′, k)dt′, t ≥ 0, k ∈ D¯K+ .
Then
Ψl(t, k) =(−1)l
∫
t=tl+1≤tl≤···≤t1<∞
l∏
i=1
E(ti+1, ti, k)∆(ti, k)Ψ0(t1, k)dt1 · · · dtl. (4.36)
Using the estimate
|E(t, t′, k)| < C, 0 ≤ t ≤ t′ <∞, k ∈ D¯K+ ,
as well as (4.31), we find, for t ≥ 0 and k ∈ D¯K+ ,
|Ψl(t, k)| ≤ C
∫
t≤tl≤···≤t1<∞
l∏
i=1
|∆(ti, k)||Ψ0(t1, k)|dt1 · · · dtl
≤ C
l!
‖Ψ0(·, k)‖L∞([t,∞))‖∆(·, k)‖lL1([t,∞))
≤ C
l!
‖Ψ0(·, k)‖L∞([t,∞))
(
C
|k|m+1(1 + t)n
)l
. (4.37)
Since
sup
k∈D¯K+
‖Ψ0(·, k)‖L∞([0,∞)) < C,
we find
|Ψl(t, k)| ≤ C
l!
(
C
|k|m+1(1 + t)n
)l
, t ≥ 0, k ∈ D¯K+ .
Hence the series Ψ(t, k) =
∑∞
l=0 Ψl(t, k) converges absolutely and uniformly for t ≥ 0
and k ∈ D¯K+ to a continuous solution Ψ(t, k) of (4.35). Moreover,
|Ψ(t, k)−Ψ0(t, k)| ≤
∞∑
l=1
|Ψl(t, k)| ≤ C|k|m+1(1 + t)n , t ≥ 0, k ∈ D¯
K
+ . (4.38)
It follows from the integral equation (4.35) that Ψ satisfies the second column of (4.1).
By (4.38), Ψ(t, k) ∼
(
0
1
)
as t → ∞. Hence, by uniqueness of solution, Ψ = [T ]2 for
k ∈ D¯K+ . 5
Claim 4. [T ]2 satisfies (4.13a).
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Proof of Claim 4. Equation (4.38) implies that [T ]2 = Ψ satisfies (4.13a) for j = 0.
A glance at the proof of Claim 2 shows that the inequality (4.30) can be extended to
derivatives of ∆ with respect to k:∣∣∂jk∆(t, k)∣∣ ≤ Cf(t)|k|m+1(1 + t)n , t ≥ 0, |k| ≥ K, j = 0, 1, . . . , n, (4.39a)
where f is a function in L1([0,∞))∩C([0,∞)). We will also need the following estimate
for j = 0, 1, . . . , n:
|∂jkE(t, t′, k)| < C|k|2j(1 + |t′ − t|)j , 0 ≤ t ≤ t′ <∞, k ∈ D¯K+ . (4.39b)
Let
Λ0(t, k) = [∂kTˆ (t, k)]2 −
∫ ∞
t
∂
∂k
[
E(t, t′, k)∆(t′, k)
]
Ψ(t′, k)dt′. (4.40)
Differentiating the integral equation (4.35) with respect to k, we find that Λ := ∂kΨ
satisfies
Λ(t, k) = Λ0(t, k)−
∫ ∞
t
E(t, t′, k)∆(t′, k)Λ(t′, k)dt′ (4.41)
for each k in the interior of D¯K+ ; the differentiation can be justified by dominated con-
vergence using (4.39) and a Cauchy estimate for ∂kΨ. We seek a solution of (4.41) of the
form Λ =
∑∞
l=0 Λl. Proceeding as in (4.37), we find
|Λl(t, k)| ≤ C
l!
‖Λ0(·, k)‖L∞([t,∞))
(
C
|k|m+1(1 + t)n
)l
, t ≥ 0, k ∈ D¯K+ .
Using (4.38) and (4.39) in (4.40), we obtain
|Λ0(t, k)− [∂kTˆ (t, k)]2| ≤ C|k|m−1(1 + t)n−1 , t ≥ 0, k ∈ D¯
K
+ . (4.42)
In particular ‖Λ0(·, k)‖L∞([t,∞)) is bounded for k ∈ D¯K+ and t ≥ 0. Thus,
∑∞
l=0 Λl
converges uniformly on [0,∞)× D¯K+ to a continuous solution Λ of (4.41), which satisfies
the following analog of (4.38):
|Λ(t, k)− Λ0(t, k)| ≤ C|k|m+1(1 + t)n , t ≥ 0, k ∈ D¯
K
+ . (4.43)
Equations (4.42) and (4.43) show that [T ]2 = Ψ satisfies (4.13a) for j = 1.
Proceeding inductively, we find that Λ(j) := ∂jkΨ satisfies an integral equation of the
form
Λ(j)(t, k) = Λ
(j)
0 (t, k)−
∫ ∞
t
E(t, t′, k)∆(t′, k)Λ(j)(t′, k)dt′,
where ∣∣Λ(j)0 (t, k)− [∂jkTˆ (t, k)]2∣∣ ≤ C|k|m+1−2j(1 + t)n−j , t ≥ 0, k ∈ D¯K+ .
If 1 ≤ j ≤ n, then ‖Λ(j)0 (·, k)‖L∞([t,∞)) is bounded for k in compact subsets of D¯K+ and
t ≥ 0; hence the associated series Λ(j) = ∑∞l=0 Λ(j)l converges uniformly on compact
subsets of [0,∞)× D¯K+ to a continuous solution with the desired properties.
The above claims prove the theorem for T . We now consider [U ]2.
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Claim 5. {Vj(t),Wj(t)}m+31 are C1 functions of t ≥ 0 satisfying{
Zj ,Wj ∈ L∞([0,∞)),
Z ′j ,W
′
j ∈ L1([0,∞)),
j = 1, . . . ,m+ 3.
Proof of Claim 5. Let Sj and Sj refer to the statements
V
(o)
j ∈ C [
m+6−j
3
]([0,∞)), V (d)j ∈ C [
m+7−j
3
]([0,∞)),
∂iV
(o)
j (t) ∈ L1([0,∞)) for i = 1, . . . , [m+6−j3 ],
∂iV
(d)
j (t) ∈ L1([0,∞)) for i = 1, . . . , [m+7−j3 ],
and 
W
(d)
j ∈ C [
m+6−j
3
]([0,∞)), W (o)j ∈ C [
m+7−j
3
]([0,∞)),
∂iW
(d)
j (t) ∈ L1([0,∞)) for i = 1, . . . , [m+6−j3 ],
∂iW
(o)
j (t) ∈ L1([0,∞)) for i = 1, . . . , [m+7−j3 ],
respectively. Using the expressions (3.11) and (3.12) for V1 and W1, we conclude that
{Sj ,Sj}31 hold. The relations (3.8) and (3.9) imply that if 4 ≤ j ≤ m+3 and {Si,Si}j−1i=j−3
hold, then Sj and Sj also hold. Thus, by induction, {Sj ,Sj}m+3j=1 . This shows that
{Vj ,Wj}m+31 are C1 functions satisfying ∂Vj , ∂Wj ∈ L1([0,∞)) for j = 1, . . . ,m + 3.
Integration shows that Vj ,Wj ∈ L∞([0,∞)) for j = 1, . . . ,m+ 3. 5
We define Vˆ and Wˆ by
Vˆ (t, k) = I +
V1(t)
k
+ · · ·+ Vm+3(t)
km+3
, Wˆ (t, k) =
W1(k)
k
+ · · ·+ Wm+3(t)
km+3
,
so that
Uˆ(t, k) = Vˆ (t, k) + Wˆ (t, k)e8ik
3tσ3 ,
Claim 6. There exists a K > 0 such that Vˆ (t, k)−1 and Wˆ (t, k)−1 exist for all k ∈ C
with |k| ≥ K. Moreover, letting A = −4ik3σ3 + V and{
Aˆ1(t, k) =
(
Vˆt(t, k)− 4ik3Vˆ (t, k)σ3
)
Vˆ (t, k)−1,
Aˆ2(t, k) =
(
Wˆt(t, k) + 4ik
3Wˆ (t, k)σ3
)
Wˆ (t, k)−1,
t ≥ 0, |k| ≥ K,
the differences
∆l(t, k) = A(t, k)− Aˆl(t, k), l = 1, 2,
satisfy
|∂jk∆l(t, k)| ≤
C + f(t)
|k|m+1 , t ≥ 0, |k| ≥ K, j = 0, 1, . . . , n, l = 1, 2,
where f is a function in L1([0,∞)) ∩ C([0,∞)). In particular,
‖∆l(·, k)‖L1([0,t]) ≤
Ct
|k|m+1 , t ≥ 0, |k| ≥ K, l = 1, 2. (4.44)
Proof of Claim 6. The proof uses Claim 5 and is similar to that of Claim 2. 5
Claim 7. We have∣∣∣∣ ∂j∂kj [Vˆ (t, k)e−4ik3tσˆ3 Vˆ −1(0, k)− Uˆ(t, k)]2
∣∣∣∣ ≤ C(1 + t)j 1 + |e8ik3t||k|m+4−2j , (4.45a)∣∣∣∣ ∂j∂kj [Wˆ (t, k)e4ik3tσˆ3Wˆ−1(0, k)− Uˆ(t, k)e−8ik3tσ3]2
∣∣∣∣ ≤ C(1 + t)j 1 + |e8ik3t||k|m+4−2j , (4.45b)
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for all t ≥ 0, |k| ≥ K, and j = 0, 1, . . . , n.
Proof of Claim 7. We write
Uformal(t, k) = Vformal(t, k) +Wformal(t, k)e
8ik3tσ3 ,
where
Vformal(t, k) = I +
V1(t)
k
+
V2(t)
k2
+ · · · , Wformal(t, k) = W1(k)
k
+
W2(t)
k2
+ · · · .
Then
Vformal(t, k)e
−4ik3tσˆ3V −1formal(0, k) = Uformal(t, k) (4.46)
to all orders in k. Indeed, both sides of (4.46) are formal solutions of (4.1) satisfying the
same initial condition at t = 0. Truncating (4.46) at order k−m−3, it follows that
Vˆ (t, k)e−4ik
3tσˆ3 Vˆ −1(0, k) = Uˆ(t, k) +O(k−m−4) +O(k−m−4)e8ik
3tσ3 .
Using Claim 5 and estimating the inverse Vˆ −1(0, k) as in Claim 2, we find (4.45a) for
j = 0. Using the estimate |∂ke±8ik3t| ≤ C|tk2e±8ik3t|, we find (4.45a) also for j ≥ 1.
Similarly, we have
Wformal(t, k)e
4ik3tσˆ3W−1formal(0, k) = Uformal(t, k)e
−8ik3tσ3
to all orders in k and truncation leads to (4.45b). 5
Claim 8. [U ]2 satisfies (4.13b).
Proof of Claim 8. Using that U(t, k) satisfies (4.1), we compute
(Vˆ −1U)t = −Vˆ −1VˆtVˆ −1U + Vˆ −1Ut
= −Vˆ −1(Aˆ1Vˆ + 4ik3Vˆ σ3)Vˆ −1U + Vˆ −1(AU + 4ik3Uσ3)
= Vˆ −1∆1U − 4ik3[σ3, Vˆ −1U ].
Hence (
e4ik
3tσˆ3 Vˆ −1U
)
t
= e4ik
3tσˆ3 Vˆ −1∆1U.
Integrating and using the initial condition U(0, k) = I, we conclude that U satisfies the
Volterra integral equation
U(t, k) = Vˆ (t, k)e−4ik
3tσˆ3 Vˆ −1(0, k) +
∫ t
0
Vˆ (t, k)e4ik
3(t′−t)σˆ3(Vˆ −1∆1U)(t′, k)dt′. (4.47)
Letting Ψ = [U ]2 and Ψ0(t, k) = [Vˆ (t, k)e
−4ik3tσˆ3 Vˆ −1(0, k)]2, we can write the second
column of (4.47) as
Ψ(t, k) = Ψ0(t, k) +
∫ t
0
E(t, t′, k)(∆1Ψ)(t′, k)dt′,
where
E(t, t′, k) = Vˆ (t, k)
(
e8ik
3(t′−t) 0
0 1
)
Vˆ −1(t′, k).
We seek a solution Ψ(t, k) =
∑∞
l=0 Ψl(t, k) where
Ψl(t, k) = (−1)l
∫
0≤t1≤···≤tl≤t<∞
l∏
i=1
E(ti+1, ti, k)∆1(ti, k)Ψ0(t1, k)dt1 · · · dtl.
The estimates
|∂jkE(t, t′, k)| < C|k|2j(1 + |t′ − t|)j , 0 ≤ t′ ≤ t <∞, k ∈ D¯K− , j = 0, 1, . . . , n,
(4.48)
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and
|Ψ0(t, k)| ≤ C, t ≥ 0, k ∈ D¯K− ,
together with (4.44) yield
|Ψl(t, k)| ≤ C
∫
0≤t1≤···≤tl≤t<∞
l∏
i=1
|∆1(ti, k)||Ψ0(t1, k)|dt1 · · · dtl
≤ C
l!
‖Ψ0(·, k)‖L∞([0,t])‖∆1(·, k)‖lL1([0,t])
≤ C
l!
(
Ct
|k|m+1
)l
, t ≥ 0, k ∈ D¯K− .
Hence
|Ψ(t, k)−Ψ0(t, k)| ≤
∞∑
l=1
|Ψl(t, k)| ≤ Cte
Ct
|k|m+1
|k|m+1 , t ≥ 0, k ∈ D¯
K
− . (4.49)
Equations (4.45a) and (4.49) prove the second column of (4.13b) for j = 0.
Differentiating the integral equation (4.47) with respect to k, we find that Λ := ∂kΨ
satisfies
Λ(t, k) = Λ0(t, k) +
∫ t
0
E(t, t′, k)∆1(t′, k)Λ(t′, k)dt′ (4.50)
for each k in the interior of D¯K− , where
Λ0(t, k) = [∂kΨ0(t, k)]2 +
∫ t
0
∂
∂k
[
E(t, t′, k)∆1(t′, k)
]
Ψ(t′, k)dt′. (4.51)
We seek a solution of (4.50) of the form Λ =
∑∞
l=0 Λl. Proceeding as above, we find
|Λl(t, k)| ≤ C
l!
‖Λ0(·, k)‖L∞([0,t])
(
Ct
|k|m+1
)l
, t ≥ 0, k ∈ D¯K− .
Using (4.4b) and (4.48) in (4.51), we obtain
|Λ0(t, k)− [∂kΨ0(t, k)]2| ≤ C(1 + t)
2
|k|m−1 , t ≥ 0, k ∈ D¯
K
− . (4.52)
Thus
∑∞
l=0 Λl converges uniformly on compact subsets of [0,∞) × D¯K− to a continuous
solution Λ of (4.50), which satisfies
|Λ(t, k)− Λ0(t, k)| ≤ C(1 + t)
2te
Ct
|k|m+1
|k|m+1 , t ≥ 0, k ∈ D¯
K
− . (4.53)
Equations (4.45a), (4.52), and (4.53) show that [U ]2 = Ψ satisfies (4.13b) for j = 1.
Extending the above argument, we find that (4.13b) holds also for j = 2, . . . , n. 5
Claim 9. [U ]2 satisfies (4.13c).
Proof of Claim 9. Let w(t, k) = U(t, k)e−8ik3tσ3 . Then w satisfies wt = Aw−4ik3wσ3.
Thus
(Wˆ−1w)t = −Wˆ−1WˆtWˆ−1w + Wˆ−1wt
= −Wˆ−1(Aˆ2Wˆ − 4ik3Wˆσ3)Wˆ−1w + Wˆ−1(Aw − 4ik3wσ3)
= Wˆ−1∆2w + 4ik3[σ3, Wˆ−1w].
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Hence (
e−4ik
3tσˆ3Wˆ−1w
)
t
= e−4ik
3tσˆ3Wˆ−1∆2w.
Integrating and using the initial condition w(0, k) = I, we conclude that w satisfies the
Volterra integral equation
w(t, k) = Wˆ (t, k)e4ik
3tσˆ3Wˆ−1(0, k) +
∫ t
0
Wˆ (t, k)e4ik
3(t−t′)σˆ3(Wˆ−1∆2w)(t′, k)dt′. (4.54)
Letting Ψ = [w]2 and Ψ0(t, k) = [Wˆ (t, k)e
4ik3tσˆ3Wˆ−1(0, k)]2, we can write the second
column of (4.54) as
Ψ(t, k) = Ψ0(t, k) +
∫ t
0
E(t, t′, k)(∆2Ψ)(t′, k)dt′,
where
E(t, t′, k) = Wˆ (t, k)
(
e8ik
3(t−t′) 0
0 1
)
Wˆ−1(t′, k).
As in the proof of Claim 8, the estimates
|∂jkE(t, t′, k)| < C|k|2j(1 + |t′ − t|)j , 0 ≤ t′ ≤ t <∞, k ∈ D¯K+ , j = 0, 1, . . . , n,
and
|Ψ0(t, k)| ≤ C, t ≥ 0, k ∈ D¯K+ ,
together with (4.44) yield
|Ψ(t, k)−Ψ0(t, k)| ≤ Cte
Ct
|k|m+1
|k|m+1 , t ≥ 0, k ∈ D¯
K
+ . (4.55)
Equations (4.45b) and (4.55) prove the second column of (4.13c) for j = 0. Proceeding
as in the proof of Claim 8, (4.13c) follows also for j = 1, . . . , n. 2
4.4. The spectral functions {A(k), B(k)}. We let S(k) = T (0, k) and define the spec-
tral functions A(k) and B(k) for k ∈ D¯+ by
S(k) =
(
A(k¯) B(k)
λB(k¯) A(k)
)
, k ∈ (D¯−, D¯+). (4.56)
Theorem 4.3. Suppose {gj(t)}20 satisfy (4.3) for some integers m ≥ 1 and n ≥ 1. Then
the spectral functions A(k) and B(k) have the following properties:
(a) A(k) and B(k) are continuous for k ∈ D¯+ and analytic for k ∈ D+.
(b) There exist complex constants {Aj , Bj}m1 such that
A(k) = 1 +
A1
k
+ · · ·+ Am
km
+O
(
1
km+1
)
,
B(k) =
B1
k
+ · · ·+ Bm
km
+O
(
1
km+1
)
, (4.57a)
uniformly as k →∞ with k ∈ D¯+.
(c) For j = 1, . . . n, the derivatives A(j)(k) and B(j)(k) have continuous extensions to
k ∈ D¯+ and
A(j)(k) =
dj
dkk
(
1 +
A1
k
+ · · ·+ Am
km
)
+O
(
1
km+1−2j
)
,
B(j)(k) =
dj
dkj
(
B1
k
+ · · ·+ Bm
km
)
+O
(
1
km+1−2j
)
, (4.57b)
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uniformly as k →∞ with k ∈ D¯+.
(d) A and B obey the symmetries{
A(k) = A(−k¯),
B(k) = B(−k¯), k ∈ D¯+. (4.58)
(e) A and B satisfy the relation
A(k)A(k¯)− λB(k)B(k¯) = 1, k ∈ Γ. (4.59)
Proof. Letting Aj = (Tj(0))22 and Bj = (Tj(0))12, properties (a)-(c) follow immediately
from Theorems 4.1 and 4.2. Property (d) is a consequence of the symmetry T (x, k) =
T (x,−k¯). Property (e) follows since detT = 1. 2
4.5. More spectral functions. Suppose u0, g0, g1, g2 satisfy (3.3) and (4.3) for some
integers m ≥ 1 and n ≥ 1. Let {a(k), b(k), A(k), B(k)} be given by (3.60) and (4.56).
We define the spectral functions c(k) and d(k) by
c(k) = A(k)b(k)−B(k)a(k), k ∈ D¯1 ∪ R,
d(k) = a(k)A(k¯)− λb(k)B(k¯), k ∈ D¯2.
Then
S(k)−1s(k) =
(
d(k¯) c(k)
λc(k¯) d(k)
)
, k ∈ (∂D3, ∂D2).
We also define spectral functions h(k) and r(k) by
h(k) = − B(k¯)
a(k)d(k)
, k ∈ D¯2, (4.60a)
r(k) =
c(k¯)
d(k)
=
b(k¯)
a(k)
+ h(k), k ∈ R. (4.60b)
5. The mKdV equation in the quarter plane
In this section, we apply the results from the preceding sections to express the solution
of the mKdV equation in the quarter plane in terms of the solution of a RH problem.
Before stating the main result, we need to recall some definitions related to Lp-RH
problems. We use the notation of [27]. Further details can be found in [27] (see also
the appendix). Let J denote the collection of all subsets γ of the Riemann sphere
Cˆ = C ∪ {∞} such that γ is homeomorphic to the unit circle and
sup
z∈γ∩C
sup
r>0
|γ ∩D(z, r)|
r
<∞, (5.1)
where D(z, r) denotes the disk of radius r centered at z. Curves satisfying (5.1) are
called Carleson curves. Let 1 ≤ p < ∞. If D is the bounded component of Cˆ \ γ
where γ ∈ J and ∞ /∈ γ, then a function f analytic in D belongs to the Smirnoff class
Ep(D) if there exists a sequence of rectifiable Jordan curves {Cn}∞1 in D, tending to
the boundary in the sense that Cn eventually surrounds each compact subdomain of D,
such that supn≥1
∫
Cn
|f(z)|p|dz| <∞. If D ⊂ Cˆ is bounded by an arbitrary curve in J ,
Ep(D) is defined as the set of functions f analytic in D for which f ◦ ϕ−1 ∈ Ep(ϕ(D)),
where ϕ(z) = 1z−z0 and z0 is any point in C \ D¯. The subspace of Ep(D) consisting of
all functions f ∈ Ep(D) such that zf(z) ∈ Ep(D) is denoted by E˙p(D). We let E∞(D)
denote the space of bounded analytic functions in D.
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Let n ≥ 1 be an integer and let Σ be a Carleson jump contour. Given an n×n-matrix
valued function v : Σ→ GL(n,C), a solution of the Lp-RH problem determined by (Σ, v)
is an n × n-matrix valued function m ∈ I + E˙p(Cˆ \ Σ) such that the nontangential
boundary values m± satisfy m+ = m−v a.e. on Σ.
Given a Carleson jump contour Σ and a, b ∈ R with a < b, we call Wa,b = {a ≤
arg k ≤ b} a nontangential sector at ∞ if there exists a δ > 0 such that Wa−δ,b+δ does
not intersect Σ ∩ {|z| > R} whenever R > 0 is large enough. If f(k) is a function of
k ∈ C \ Σ, we say that f has nontangential limit L at ∞, written
∠
lim
k→∞
f(k) = L,
if lim k→∞
k∈Wa,b
f(k) = L for every nontangential sector Wa,b at ∞.
The following theorem expresses the solution of (1.1) in the quarter plane {x ≥ 0, t ≥
0} in terms of the solution of an L2-RH problem.
Theorem 5.1. Suppose u0, g0, g1, g2 satisfy (3.3) and (4.3) with n = 1 and m = 4, i.e.,
suppose 
u0 ∈ C5([0,∞)), g0 ∈ C3([0,∞)), g1, g2 ∈ C2([0,∞)),
(1 + x)u
(i)
0 (x) ∈ L1([0,∞)), i = 0, 1, . . . , 5,
(1 + t)g
(i)
0 (t) ∈ L1([0,∞)), i = 0, 1, 2, 3,
(1 + t)g
(i)
1 (t), (1 + t)g
(i)
2 (t) ∈ L1([0,∞)), i = 0, 1, 2.
Define the spectral functions h(k) and r(k) by (4.60). Define the jump matrix J(x, t, k)
by
J(x, t, k) =

(
1 0
λh(k)e−2ikx+8ik3t 1
)
, k ∈ ∂D1,(
1 −r(k¯)e2ikx−8ik3t
λr(k)e−2ikx+8ik3t 1− λ|r(k)|2
)
, k ∈ R,(
1 −h(k¯)e2ikx−8ik3t
0 1
)
, k ∈ ∂D4.
(5.2)
If λ = −1, assume that a(k) is nonzero for k ∈ C¯− and that d(k) is nonzero for k ∈ D¯2.
If λ = 1, suppose the homogeneous RH problem determined by (Γ, J(x, t, ·)) (see equation
(5.9)) has only the trivial solution for each (x, t) ∈ [0,∞)× [0,∞).
Suppose the spectral functions satisfy
A(k)b(k)−B(k)a(k) = 0, k ∈ D¯1. (5.3)
Then the L2-RH problem{
M(x, t, ·) ∈ I + E˙2(C \ Γ),
M+(x, t, k) = M−(x, t, k)J(x, t, k) for a.e. k ∈ Γ,
(5.4)
has a unique solution for each (x, t) ∈ [0,∞)× [0,∞). Moreover, the nontangential limit
u(x, t) = −2i
∠
lim
k→∞
(kM(x, t, k))12 (5.5)
exists for each (x, t) ∈ [0,∞) × [0,∞) and the function u(x, t) defined by (5.5) has the
following properties:
(a) u : [0,∞)× [0,∞)→ R is C3 in x and C1 in t.
(b) u(x, t) satisfies (1.1) for x ≥ 0 and t ≥ 0.
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(c) u(0, t) = g0(t), ux(0, t) = g1(t), and uxx(0, t) = g2(t) for t ≥ 0.
(d) u(x, 0) = u0(x) for x ≥ 0.
Proof. The proof proceeds through a series of claims.
Claim 1. a(k) is nonzero for k ∈ C¯− and d(k) is nonzero for k ∈ D¯2.
Proof of Claim 1. For λ = −1 this holds by assumption. If λ = 1, Theorem 3.5 shows
that a(k) is nonzero for k ∈ C¯−, while the arguments of [28] show that d(k) is nonzero
in D¯2. 5
In view of Claim 1, Theorems 3.5 and 4.3 imply that r(k) and h(k) have the following
properties:
• r ∈ C1(R).
• h is analytic in D2 and h, h′ have continuous extensions to D¯2.
• There exist complex constants {rj , hj}41 such that
r(j)(k) =
dj
dkj
(
r1
k
+ · · ·+ r4
k4
)
+O(k−5), |k| → ∞, k ∈ R, j = 0, 1, (5.6)
h(j)(k) =
dj
dkj
(
h1
k
+ · · ·+ h4
k4
)
+O(k−5), k →∞, k ∈ D¯2, j = 0, 1. (5.7)
• r(k) = r(−k¯) for k ∈ R and h(k) = h(−k¯) for k ∈ D¯2.
Relation (5.3) implies that rj = 0 for j = 1, . . . , 4, so that in fact
r(j)(k) = O(k−5), |k| → ∞, k ∈ R, j = 0, 1. (5.8)
Indeed, the expansions in (3.61) of {a(k), b(k)} are valid as k → ∞ in D¯1 ∪ D¯2 and the
expansions in (4.57) of {A(k), B(k)} are valid as k →∞ in D¯1 ∪ D¯3. Hence c(k) has an
expansion
c(k) =
c1
k
+ · · ·+ c4
k4
+O(k−5), k →∞, k ∈ D¯1 ∪ R,
where the coefficients {cj}41 are the same as k →∞ in D¯1 and in R. Since c(k) vanishes
identically in D¯1 by (5.3), we have cj = 0 for j = 1, . . . , 4. Since r(k) =
c(k¯)
d(k) , this proves
(5.8).
Claim 2. (Vanishing Lemma) Let x ≥ 0 and t ≥ 0. Suppose N(x, t, k) is a solution of
the homogeneous L2-RH problem determined by (Γ, J(x, t, ·)), i.e.{
N(x, t, ·) ∈ E˙2(C \ Γ),
N+(x, t, k) = N−(x, t, k)J(x, t, k) for a.e. k ∈ Γ.
(5.9)
Then N vanishes identically.
Proof of Claim 2. For λ = 1, this holds by assumption. Thus suppose λ = −1. We
write N(k) := N(x, t, k) and let G(k) = N(k)N(k¯)
T
. Applying Lemma A.6 with m = 2
and n = 0, we obtain G ∈ E˙1(C \ Γ) and∫
∂D3
G+(k)dk = 0,
∫
∂D4
G−(k)dk = 0.
Adding these equations, we find∫
R
G+dk −
∫
∂D4
(G+ −G−)dk = 0.
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Since
G+(k) = N+(k)N−(k¯)
T
= N−(k)J(x, t, k)N−(k¯)
T
= N−(k)J(x, t, k¯)
T
N−(k¯)
T
= G−(k), k ∈ Γ,
this gives
0 =
∫
R
G+(k)dk =
∫
R
N−(k)J(x, t, k)N−(k)
T
dk.
For k ∈ R, J(x, t, k) is a Hermitian matrix with (11) entry 1 and determinant one; by
Sylvester’s criterion it is positive definite. It follows that N− = 0 a.e. on R. But then
N+ = N−J also vanishes a.e. on R.
Let Br be a small open ball contained in D2 ∪ R ∪D3 centered at some nonzero real
number. The function N˜(k) defined by
N˜(k) =
1
2pii
∫
∂Br
N(s)
s− kds
is analytic in Br and equals N(k) for k ∈ Br \ R. Indeed, if k ∈ Br ∩ C+, then
N˜(k) =
1
2pii
∫
∂(Br∩C+)
N+(s)
s− k ds+
1
2pii
∫
∂(Br∩C−)
N−(s)
s− k ds = N(k) + 0,
and a similar argument applies if k ∈ Br ∩ C−. We infer that N(k) is analytic in Br.
Since N = 0 on Br ∩ R, it follows by analytic continuation that N vanishes identically
for k ∈ D2 ∪ R ∪D3. But then N± = 0 on ∂D1 ∪ ∂D4 so by a similar argument we find
that N vanishes for all k ∈ C \ Γ. 5
The global relation (5.3) implies that h(0) = − b(0)a(0) and r(0) = 0.1 It follows that
unless b(0) = 0, the matrix J is not continuous at k = 0. In order to obtain a jump
matrix which is continuous and which approaches the identity matrix sufficiently fast as
k →∞, we introduce m(x, t, k) by
m(x, t, k) =

M(x, t, k)
(
1 0
−λha(k)e−2ikx+8ik3t 1
)
, k ∈ D1,
M(x, t, k)
(
1 −ha(k¯)e2ikx−8ik3t
0 1
)
, k ∈ D4,
M(x, t, k), otherwise,
where ha(k) is a rational function such that ha has no poles in D¯1, ha(0) = h(0), ha(k) =
ha(−k¯), and
ha(k) =
h1
k
+ · · ·+ h4
k4
+O(k−5), k →∞, k ∈ C.
Then
h(k)− ha(k) = O(k−5), k →∞, k ∈ ∂D1. (5.10)
It is easy to see that such a function ha exists.
Lemma A.5 implies that the L2-RH problem for M is equivalent to the L2-RH problem{
m(x, t, ·) ∈ I + E˙2(C \ Γ),
m+(x, t, k) = m−(x, t, k)v(x, t, k) for a.e. k ∈ Γ,
(5.11)
1The symmetries (3.62) and (4.58) imply that the values of a, b, A,B at k = 0 are real.
36 NONLINEAR FOURIER TRANSFORMS
where
v(x, t, k) =

(
1 0
λ(h(k)− ha(k))e−2ikx+8ik3t 1
)
, k ∈ ∂D1,(
1 −r(k¯)e2ikx−8ik3t
λr(k)e−2ikx+8ik3t 1− λ|r(k)|2
)
, k ∈ R,(
1 −(h(k¯)− ha(k¯))e2ikx−8ik3t
0 1
)
, k ∈ ∂D4,
(5.12)
Let B(L2(Γ)) denote the space of bounded linear operators on L2(Γ). Defining the
nilpotent matrices w±(x, t, k) by
w− =

(
0 0
λ(h(k)− ha(k))e−2ikx+8ik3t 0
)
, k ∈ ∂D1,(
0 0
λr(k)e−2ikx+8ik3t 0
)
, k ∈ R,
0, k ∈ ∂D4,
and
w+ =

0, k ∈ ∂D1,(
0 −r(k¯)e2ikx−8ik3t
0 0
)
, k ∈ R,(
0 −(h(k¯)− ha(k¯))e2ikx−8ik3t
0 0
)
, k ∈ ∂D4,
we can write v = (v−)−1v+, where v+ = I+w+ and v− = I−w−. Let Cw be the operator
defined in (A.2). For each (x, t) ∈ [0,∞)× [0,∞), we have v± ∈ C(Γ) and v±, (v±)−1 ∈
I + L2(Γ) ∩ L∞(Γ). Therefore, Claim 2 and Lemma A.2 imply that I − Cw ∈ B(L2(Γ))
is bijective and that the L2-RH problem determined by (Γ, v) has a unique solution
m(x, t, k) for each (x, t) ∈ [0,∞)× [0,∞). By Lemma A.1, this solution is given by
m = I + C(µ(w+ + w−)) ∈ I + E˙2(C \ Γ),
where
µ = I + (I − Cw)−1CwI ∈ I + L2(Γ).
By the open mapping theorem, (I − Cw)−1 ∈ B(L2(Γ)) for each (x, t).
Claim 3. The map
(x, t) 7→ µ(x, t, ·)− I : [0,∞)× [0,∞)→ L2(Γ) (5.13)
is C3 in x and C1 in t.
Proof of Claim 3. In view of (5.8) and (5.10), the maps
(x, t) 7→ (w+(x, t, ·), w−(x, t, ·)) : [0,∞)× [0,∞)→ L2(Γ)× L2(Γ), (5.14a)
(x, t) 7→ (w+(x, t, ·), w−(x, t, ·)) : [0,∞)× [0,∞)→ L∞(Γ)× L∞(Γ), (5.14b)
are C3 in x and C1 in t. On the other hand, the map
(w+, w−) 7→ I − Cw : L∞(Γ)× L∞(Γ)→ B(L2(Γ)) (5.15)
is smooth by the estimate
‖Cw‖B(L2(Γ)) ≤ C max
{‖w+‖L∞(Γ), ‖w−‖L∞(Γ)}.
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Moreover, the bilinear map
(w+, w−) 7→ CwI : L2(Γ)× L2(Γ)→ L2(Γ) (5.16)
is smooth by the estimate
‖CwI‖L2(Γ) ≤ C max
{‖w+‖L2(Γ), ‖w−‖L2(Γ)}.
Since (5.13) can be viewed as a composition of maps of the form (5.14)-(5.16) together
with the smooth inversion map I − Cw 7→ (I − Cw)−1, it follows that (5.13) is C3 in x
and C1 in t. 5
Claim 4. The nontangential limit in (5.5) exists for each (x, t) ∈ [0,∞) × [0,∞).
Moreover, defining u(x, t) by (5.5), it holds that{
mx − ik[σ3,m] = Um,
mt + 4ik
3[σ3,m] = Vm,
(x, t) ∈ [0,∞)× [0,∞), (5.17)
where U(x, t) and V(x, t, k) are defined by (2.2).
Proof of Claim 4. For each k ∈ C \ Γ, the linear map
f 7→ (Cf)(k) = 1
2pii
∫
Γ
f(s)ds
s− k : L
2(Γ)→ C
is bounded. Also, by (5.13) and (5.14),
(x, t) 7→ µ(w+ + w−) = (µ− I)(w+ + w−) + (w+ + w−) : [0,∞)× [0,∞)→ L2(Γ)
is C3 in x and C1 in t. Hence, for each k ∈ C \ Γ,
(x, t) 7→ m(x, t, k) = I + 1
2pii
∫
Γ
µ(x, t, s)(w+ + w−)(x, t, s)
s− k ds
is C3 in x and C1 in t. Using that {∂jx(µ(w+ + w−))}30 and ∂t(µ(w+ + w−)) exist in
L2(Γ), we find
(∂jxm)(x, t, ·) = C(∂jx(µ(w+ + w−))) ∈ E˙2(C \ Γ), j = 1, 2, 3, (5.18a)
(∂tm)(x, t, ·) = C(∂t(µ(w+ + w−))) ∈ E˙2(C \ Γ), (5.18b)
for each (x, t).
Let ψ = me−i(−kx+4k3t)σ3 . Then ψxψ−1 = (mx+ ikmσ3)m−1. Since m = I+E˙2(C\Γ)
and mx ∈ E˙2(C \ Γ), Lemmas A.4 and A.6 show that there exist functions f0(x, t) and
f1(x, t) such that the function f defined by
f(x, t, k) =
1
(k + i)2
(mx + ikmσ3)m
−1 − f0(x, t)
(k + i)2
− f1(x, t)
k + i
lies in E˙1(C \ Γ). The jump condition (5.11) for m implies that f+ = f− a.e. on Γ and
hence that f vanishes identically:
f(x, t, ·) = C(f+ − f−) = 0.
We conclude that there exist functions F0(x, t) and F1(x, t) such that
mx + ikmσ3 = (F0(x, t) + kF1(x, t))m, k ∈ C \ Γ. (5.19)
Let W be a nontangential sector at∞ with respect to Γ, that is, W = {k ∈ C\{0} |α ≤
arg k ≤ β} where α, β are such that W ⊂ C \ Γ. We write
m(x, t, k) = I +
1
2pii
∫
Γ
(µ(w+ + w−))(x, t, s)
s− k ds
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= I − 1
2pii
∫
Γ
(µ(w+ + w−))(x, t, s)
(
1
k
+
s
k2
+
s2
k3
+
s3
k4
+
s4
k4(k − s)
)
ds.
The L2 norm of µ(x, t, ·)− I as well as the L1 and L2 norms of s3(w+ +w−)(x, t, s) and
s4
k−s(w
+ + w−)(x, t, s) are bounded (the latter uniformly with respect to all k ∈W with
|k| > 1). Hence,
m(x, t, k) = I +
3∑
j=1
mj(x, t)
kj
+O(k−4), k →∞, k ∈W, (5.20)
where the error term is uniform with respect to arg k ∈ [α, β] and
mj(x, t) = − 1
2pii
∫
Γ
(µ(w+ + w−))(x, t, s)sj−1ds, j = 1, 2, 3.
We infer that the nontangential limit in (5.5) exists and that
u(x, t) = −2i
∠
lim
k→∞
(km(x, t, k))12 =
1
pi
∫
Γ
(µ(w+ + w−))12(x, t, s)ds. (5.21)
Similarly, since the L2-norms of µx, µt as well as the L
1 and L2 norms of (s2 +
s3
k−s)(w
+ + w−)x and (1 + sk−s)(w
+ + w−)t are bounded,{
mx =
∑2
j=1
∂xmj(x,t)
kj
+O(k−3),
mt = O(k
−1),
k →∞, k ∈W. (5.22)
Substituting (5.20) and (5.22) into (5.19) the terms of O(k) and O(1) yield
F1 = iσ3, F0 = −i[σ3,m1].
The symmetry J(x, t, k) = σjJ(x, t,−k)−1σj , where j = 1 if λ = 1 and j = 2 if λ =
−1, implies that σjm(x, t,−k)σj satisfies the same L2-RH problem as m(x, t, k); so by
uniqueness m(x, t, k) = σjm(x, t,−k)σj . Hence
mj(x, t) =
{
(−1)jσ1mj(x, t)σ1, λ = 1,
(−1)jσ2mj(x, t, )σ2, λ = −1,
j = 1, 2, 3.
We give the remainder of the proof of Claim 4 in the case of λ = 1; the case of λ = −1
is similar.
Assume λ = 1. Writing mj = ajσ1 + bjσ2 + cjσ3 + djI, where aj , bj , cj , dj are scalar-
valued functions of (x, t), we find aj = dj = 0 for j odd and bj = cj = 0 for j even. We
infer that 
m1(x, t) = b1(x, t)σ2 + c1(x, t)σ3,
m2(x, t) = a2(x, t)σ1 + d2(x, t)I,
m3(x, t) = b3(x, t)σ2 + c3(x, t)σ3.
(5.23)
Hence b1 = −u/2 and F0 = −i[σ3,m1] = −2b1σ1; thus
F0 + kF1 = ikσ3 + u(x, t)σ1.
Recalling (5.19), this proves that
mx − ik[σ3,m] = Um. (5.24)
Substituting (5.20) and (5.22) into (5.24), the terms of O(k−1) and O(k−2) yield
a2 =
ux
4
− iu
2
(m1)11, b3 = −1
8
(
u3 + 4u(m2)11 + 2iux(m1)11 − uxx
)
. (5.25)
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Since m− I and mt belong to E˙2(C \ Γ), there exist functions {gj(x, t)}41 such that the
function g defined by
g(x, t, k) =
1
(k + i)4
ψtψ
−1 −
4∑
j=1
gj(x, t)
(k + i)j
=
1
(k + i)4
[mt − 4ik3mσ3]m−1 −
4∑
j=1
gj(x, t)
(k + i)j
lies in E˙1(C \ Γ). The jump condition (5.11) for m implies that g+ = g− a.e. on Γ and
hence that g vanishes identically. We conclude that there exist functions {Gj(x, t)}30 such
that
mt − 4ik3mσ3 =
( 3∑
j=0
kjGj(x, t)
)
m, k ∈ C \ Γ. (5.26)
Substituting (5.20) and (5.22) into (5.26) the terms of O(kj), j = 0, . . . , 3, yield
G3 = −4iσ3, G2 = −4im1σ3 −G3m1, G1 = −4im2σ3 −G3m2 −G2m1,
G0 = −4im3σ3 −G3m3 −G2m2 −G1m1.
Equations (5.23) and (5.25) now show that
∑3
j=0 k
jGj = −4ik3σ3 + V. 5
Claim 5. u(x, t) is C3 in x ≥ 0 and C1 in t ≥ 0.
Proof of Claim 5. By (5.21), we have
u(x, t) =
1
pi
∫
Γ
((µ− I)w+)12(x, t, s)ds+ 1
pi
∫
Γ
(w+)12(x, t, s)ds.
The claim follows from the differentiability properties of the maps in (5.13) and (5.14a)
as well as the fact that the map
(x, t) 7→ w+(x, t, ·) : [0,∞)× [0,∞)→ L1(Γ)
is C3 in x and C1 in t. 5
Claim 6. u(x, t) satisfies the mKdV equation (1.1) for x ≥ 0 and t ≥ 0.
Proof of Claim 6. Equations (5.17) and Claim 5 imply that mx is C
1 in t and that
mt is C
1 in x. Hence the mixed partials mxt and mtx exist and are equal for x ≥ 0 and
t ≥ 0. The compatibility of (5.17) implies that u satisfies (1.1). 5
Claim 7. u(x, 0) = u0(x) for x ≥ 0.
Proof of Claim 7. Consider the x-part (3.1) with potential u(x) given by u0(x). Let
X(x, k) and Y (x, k) denote the associated eigenfunctions defined in Theorem 3.1. The
results of Section 3 imply that the function m(x)(x, k) defined by
m(x)(x, k) =

(
[Y (x,k)]1
a(k) , [X(x, k)]2
)
, Im k < 0,(
[X(x, k)]1,
[Y (x,k)]2
a(k¯)
)
, Im k > 0,
(5.27)
satisfies the L2-RH problem
m(x)(x, ·) ∈ I + E˙2(C \ R),
m
(x)
+ (x, k) = m
(x)
− (x, k)
 1 − b(k)a(k¯)e2ikx
λb(k¯)
a(k) e
−2ikx 1
|a(k)|2
 for a.e. k ∈ R. (5.28)
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D3
D4
D3
D2
D1
D2
Σ
Figure 2. The contour Σ and the deformed domains {Dj}41 in the complex k-plane.
Moreover, by (3.15a) and the explicit expression (3.10) for X1, we have
u0(x) = −2i lim
k→∞
(km(x)(x, k))12, (5.29)
where the limit is taken along any direction in Im k ≤ 0.
On the other hand, in view of Claim 1,
h(k)e−2ikx ∈ E˙2(D2) ∩ E∞(D2), h(k¯)e2ikx ∈ E˙2(D3) ∩ E∞(D3).
Hence, Lemma A.5 together with the expression (5.2) for J show that the function
M (x)(x, k) defined by
M (x)(x, k) =

M(x, 0, k), k ∈ D1 ∪D4,
M(x, 0, k)
(
1 0
λh(k)e−2ikx 1
)
, k ∈ D2,
M(x, 0, k)
(
1 h(k¯)e2ikx
0 1
)
, k ∈ D3,
also satisfies (5.28). By uniqueness, M (x) = m(x). Comparing the definition (5.5) of
u(x, t) with (5.29), we obtain u(x, 0) = u0(x) for x ≥ 0. 5
Claim 8. u(0, t) = g0(t) and ux(0, t) = g1(t) for t ≥ 0.
Proof of Claim 8. Since A(k) → 1 uniformly as k → ∞, k ∈ D¯3, we can define
deformed domains {Dj}41 so that A(k) is nonzero in D¯3, see Figure 2. We let Σ =
R ∪ (D¯1 ∩ D¯2) ∪ (D¯3 ∩ D¯4) denote the contour separating the Dj ’s oriented as in Figure
2. We choose the Dj ’s so that Σ is invariant under the involution k → k¯.
Consider the t-part (4.1) defined in terms of {gj(t)}20. Let T (t, k) and U(t, k) denote the
associated eigenfunctions defined in Theorem 4.1. The relation (5.3) and the condition
detS(k) = 1 imply
d(k) = a(k)A(k¯)− λB(k)a(k)
A(k¯)
B(k¯) =
a(k)
A(k)
, k ∈ ∂D1.
This shows that A(k) admits an analytic continuation to D2. Since B = bA/a in D¯1
by (5.3), it follows that B(k) also admits an analytic continuation to D2. The relation
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T = Ue−4ik3tσˆ3S(k) together with the assumption (5.3) yield the identity
[T (t, k)]2
A(k)
=
b(k)
a(k)
e−8ik
3t[U(t, k)]1 + [U(t, k)]2, t ≥ 0, k ∈ D¯1.
Since U(t, ·) is entire, this shows that [T ]2/A also admits an analytic continuation to D2.
Hence we may define m(t) by
m(t)(t, k) =

(
[U(t, k)]1,
[T (t,k)]2
A(k)
)
, k ∈ D1 ∪ D3,(
[T (t,k)]1
A(k¯)
, [U(t, k)]2
)
, k ∈ D2 ∪ D4.
(5.30)
The results of Section 4 imply that m(t)(t, k) satisfies the L2-RH problem
m(t)(t, ·) ∈ I + E˙2(C \ Σ),
m
(t)
+ (t, k) = m
(t)
− (t, k)
 1 B(k)A(k)e−8ik3t
−λB(k¯)
A(k¯)
e8ik
3t 1
A(k)A(k¯)
 for a.e. k ∈ Γ. (5.31)
Moreover, by (4.13a) and the explicit expression (4.10) for Vj , j = 1, 2, 3, we have
g0(t) = −2i(m1)12(t), (5.32a)
g1(t) = 4(m2)12(t)− 2ig0(t)(m1)22(t), (5.32b)
g2(t) = λg
3
0(t) + 8i(m3)12(t) + 4g0(t)(m2)22(t)− 2ig1(t)(m1)22(t), (5.32c)
where
mj(t) =
∠
lim
k→∞
kjm(t)(t, k), j = 1, 2, 3,
and the limit is taken in a nontangential sector in D2 ∪D4.
On the other hand, deforming the contour from Γ to Σ, we find that the function M
defined by
M =

M
(
1 0
λh(k)e−2ikx+8ik3t 1
)
, k ∈ D1 ∩D2,
M
(
1 h(k¯)e2ikx−8ik3t
0 1
)
, k ∈ D4 ∩D3,
M, otherwise,
satisfies {
M(x, t, ·) ∈ I + E˙2(C \ Σ),
M+(x, t, k) =M−(x, t, k)J (x, t, k) for a.e. k ∈ Σ,
(5.33)
where J is defined by
J (x, t, k) =

(
1 0
λh(k)e−2ikx+8ik3t 1
)
, k ∈ D¯1 ∩ D¯2,(
1 −r(k¯)e2ikx−8ik3t
λr(k)e−2ikx+8ik3t 1− λ|r(k)|2
)
, k ∈ D¯2 ∩ D¯3,(
1 −h(k¯)e2ikx−8ik3t
0 1
)
, k ∈ D¯3 ∩ D¯4, 1|a(k)|2 b(k)a(k¯)e2ikx−8ik3t
−λb(k¯)a(k) e−2ikx+8ik
3t 1
 , k ∈ D¯4 ∩ D¯1.
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Furthermore, since a(k), d(k), and A(k) are nonzero in D¯1∪D¯2, D¯2, and D¯3, respectively,
we have(
d(k)
A(k¯)
)±1
∈ 1 + (E˙2 ∩ E∞)(D2), a(k)±1 ∈ 1 + (E˙2 ∩ E∞)(D1 ∩ D2).
It follows that the functions
G1(t, k) =
(
a(k) 0
0 1a(k)
)
, G2(t, k) =
 d(k)A(k¯) −b(k)e−8ik3t
0 A(k¯)d(k)
 ,
G3(t, k) =
 A(k)d(k¯) 0
−λb(k¯)e8ik3t d(k¯)A(k)
 , G4(t, k) = ( 1a(k¯) 0
0 a(k¯)
)
, (5.34)
satisfyGj(t, ·) ∈ E˙2(Dj)∩E∞(Dj) for j = 1, . . . , 4. Thus a contour deformation argument
together with the expression (5.2) for J show that the function M (t)(t, k) defined by
M (t)(t, k) =M(0, t, k)Gj(t, k), k ∈ Dj , j = 1, . . . , 4,
also satisfies (5.31). By uniqueness, M (t) = m(t). Comparing the definition (5.5) of
u(x, t) with (5.32), we obtain u(0, t) = g0(t) for t ≥ 0. Comparing (5.32) with equation
(5.25) in the defocusing case, or with an equation analogous to (5.25) in the focusing
case, we obtain also ux(0, t) = g1(t) and uxx(0, t) = g2(t) for t ≥ 0. 2
Remark 5.2. In the focusing (i.e. λ = −1) case, the function d(k) could have zeros. The
assumption in Theorem 5.1 that d(k) is nonzero in D¯2 is made purely for convenience.
Indeed, suppose d(k) has zeros in D¯2. Since d(k)→ 1 as k →∞, we can define deformed
domains {Dj}41 as in Figure 2 such that d(k) is nonzero in D2. By formulating the RH
problem (5.4) in terms of the deformed domains {Dj} instead of {Dj}, the same proof
goes through with obvious modifications.
Remark 5.3. In the focusing (i.e. λ = −1) case, the function a(k) could have zeros. The
assumption in Theorem 5.1 that a(k) is nonzero in C¯− can be weakened. In particular,
if a(k) has a finite number of simple poles, then these poles can be easily treated as in
[4].
Remark 5.4. Let us comment on the existence of a vanishing lemma for the RH problem
(5.4). Zhou showed in [38] (see Theorem 9.3 of [38]) that a homogeneous RH problem
with a Schwarz reflection invariant contour has only the trivial solution provided that
the jump matrix J(k) satisfies (a) J(k) = J(k¯)
T
for k ∈ Γ \R and (b) Re J(k) is positive
definite on R.2 In the focusing (i.e. λ = −1) case, the jump matrix (5.2) satisfies
these conditions, so there exists a vanishing lemma. In the defocusing (i.e. λ = 1)
case, we have not been able to establish a vanishing lemma. Let us explain the main
difficulties. Let λ = 1. Then the condition (a) is not satisfied; instead the jump matrix J
satisfies J(k) = σ3J(k¯)
T
σ3. This implies that if M(k) is a solution of the homogeneous
RH problem, then the function M(k)σ3M(k¯)
T
has no jump across Γ; hence it vanishes
identically. In particular,
M−(k)J(k)σ3M−(k)
T
= M−(k)σ3J(k)
T
M−(k)
T
= 0, k ∈ R.
2The real and imaginary parts of a square matrix A are defined by ReA = 1
2
(A + A¯T ) and ImA =
1
2i
(A− A¯T ).
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However, since no linear combination of Jσ3 and σ3J¯
T is positive definite, we cannot
conclude that M− = 0. More generally, proceeding as in the appendix of [20], we may
consider a sectionally analytic function G(k) defined by
G(k) = M(k)Hj(k)M(k¯)
T
, k ∈ Dj , j = 1, . . . , 4,
where Hj(k) is any 2 × 2-matrix valued function which is analytic and bounded in Dj .
The requirement that G be continuous across ∂D1 enforces the condition J(k)H1(k) =
H2(k)J(k¯)
T
on ∂D1, i.e.
H2(k) =
(
1 0
h(k)e−2ikx+8ik3t 1
)
H1(k)
(
1 0
h(k)e−2ikx+8ik3t 1
)
.
Since we want H2 to be analytic and bounded in D2 we assume that H1 is traceless and
lower triangular. Similarly, continuity across ∂D4 enforces the condition J(k)H3(k) =
H4(k)J(k¯)
T
on ∂D4, so we need to assume that H4 is traceless and upper triangular.
Then H2 and H3 are also traceless and lower resp. upper triangular. The equations
0 =
∫
R
G+(k)dk =
∫
R
M−(k)J(k)H3(k)M−(k)
T
dk,
0 =
∫
R
G−(k)dk =
∫
R
M−(k)H2(k)J(k)
T
M−(k)
T
dk,
imply that∫
R
M−XM−
T
dk = 0, X := c1JH3 + c2H3
T
J
T
+ c3H2J
T
+ c4JH2
T
,
for any complex constants {cj}41. We seek {cj}41 such that X is positive definite for k ∈ R.
Since X is positive definite iff ReX is positive definite, it is enough to consider positive
definiteness of
Y := d1Re (JH3) + d2Im (JH3) + d3Re (H2J
T
) + d4Im (H2J
T
),
where {dj}41 are real coefficients. The matrix Y is positive definite iff the inequalities
Y11 > 0 and detY > 0 are satisfied. However, it appears that no real numbers {dj}41 and
traceless lower resp. upper triangular matrices H2(k) and H3(k) fulfill these inequalities.
Appendix A. L2-Riemann-Hilbert problems
We collect some results on Smirnoff classes and L2-RH problems; detailed proofs can
be found in [27]. In the context of smooth contours, more information on L2-RH problems
can be found in [10, 13, 19, 38].
Assume Γ = ∂D+ = −∂D− is a Carleson jump contour. If f ∈ E˙2(D+) or f ∈ E˙2(D−),
then the nontangential limits of f(z) as z approaches the boundary exist a.e. on Γ and
the boundary function belongs to L2(Γ). If h ∈ L2(Γ), then the Cauchy transform Ch
defined by
(Ch)(z) = 1
2pii
∫
Γ
h(s)
s− z ds, z ∈ C \ Γ, (A.1)
satisfies Ch ∈ E˙2(D+ ∪D−). We denote the nontangential boundary values of Cf from
the left and right sides of Γ by C+f and C−f respectively. Then C+ and C− are bounded
operators on L2(Γ) and C+ − C− = I. Given two functions w± ∈ L2(Γ) ∩ L∞(Γ), we
define the operator Cw : L2(Γ) + L∞(Γ)→ L2(Γ) by
Cw(f) = C+(fw−) + C−(fw+). (A.2)
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Then
‖Cw‖B(L2(Γ)) ≤ C max
{‖w+‖L∞(Γ), ‖w−‖L∞(Γ)}. (A.3)
where C = max{‖C+‖B(L2(Γ)), ‖C−‖B(L2(Γ))} < ∞ and B(L2(Γ)) denotes the Banach
space of bounded linear maps L2(Γ)→ L2(Γ).
The next lemma shows that if v = (v−)−1v+ and w± = ±v± ∓ I then the L2-RH
problem determined by (Γ, v) is equivalent to the following singular integral equation for
µ ∈ I + L2(Γ):
µ− I = Cw(µ) in L2(Γ). (A.4)
Lemma A.1. Given v± : Γ → GL(n,C), let v = (v−)−1v+, w+ = v+ − I, and w− =
I−v−. Suppose v±, (v±)−1 ∈ I+L2(Γ)∩L∞(Γ). If m ∈ I+E˙2(C\Γ) satisfies the L2-RH
problem determined by (Γ, v), then µ = m+(v
+)−1 = m−(v−)−1 ∈ I + L2(Γ) satisfies
(A.4). Conversely, if µ ∈ I + L2(Γ) satisfies (A.4), then m = I + C(µ(w+ + w−)) ∈
I + E˙2(C \ Γ) satisfies the L2-RH problem determined by (Γ, v).
Lemma A.2. Given v± : Γ → GL(n,C), let v = (v−)−1v+, w+ = v+ − I, and w− =
I − v−. Suppose v±, (v±)−1 ∈ I + L2(Γ) ∩ L∞(Γ) and v± ∈ C(Γ). If w± are nilpotent
matrices, then each of the following four statements implies the other three:
(a) The map I − Cw : L2(Γ)→ L2(Γ) is bijective.
(b) The L2-RH problem determined by (Γ, v) has a unique solution.
(c) The homogeneous L2-RH problem determined by (Γ, v) has only the zero solution.
(d) The map I − Cw : L2(Γ)→ L2(Γ) is injective.
Lemma A.3 (Uniqueness). Suppose v : Γ → GL(2,C) satisfies det v = 1 a.e. on Γ. If
the solution of the L2-RH problem determined by (Γ, v) exists, then it is unique and has
unit determinant.
Lemma A.4. Let D be a subset of Cˆ bounded by a curve Γ ∈ J and let f : D → C
be an analytic function. Suppose there exist curves {Cn}∞1 ⊂ J in D, tending to Γ
in the sense that Cn eventually surrounds each compact subset of D ⊂ Cˆ, such that
supn≥1
∫
Cn
|z − z0|p−2|f(z)|p|dz| <∞. Then f ∈ E˙p(D).
Lemma A.5 (Contour deformation). Let γ ∈ J . Suppose that, reversing the orientation
on a subcontour if necessary, Γˆ = Γ ∪ γ is a Carleson jump contour. Let B+ and B− be
the two components of Cˆ \ γ. Let Dˆ± be the open sets such that Cˆ \ Γˆ = Dˆ+ ∪ Dˆ− and
∂Dˆ+ = −∂Dˆ− = Γˆ. Let Dˆ = Dˆ+ ∪ Dˆ−. Let γ+ and γ− be the parts of γ that belong to
the boundary of Dˆ+∩B+ and Dˆ−∩B+, respectively. Suppose v : Γ→ GL(n,C). Suppose
m0 : Dˆ ∩B+ → GL(n,C) satisfies
m0,m
−1
0 ∈ I + E˙2(Dˆ ∩B+) ∩ E∞(Dˆ ∩B+). (A.5)
Define vˆ : Γˆ→ GL(n,C) by
vˆ =

m0−vm−10+ on Γ ∩B+,
m−10+ on γ+,
m0− on γ−,
v on Γ ∩B−.
Let m and mˆ be related by
mˆ =
{
mm−10 on Dˆ ∩B+,
m on Dˆ ∩B−.
(A.6)
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Then m(z) satisfies the L2-RH problem determined by (Γ, v) if and only if mˆ(z) satisfies
the L2-RH problem determined by (Γˆ, vˆ).
Lemma A.6. Let D be a subset of Cˆ bounded by a curve Γ ∈ J . Let m ≥ 1 be an
integer and let {fj}m1 be functions in E˙m(D). Let f =
∏m
j=1 fj. Then f ∈ E˙1(D) and∫
Γ
f+(z)
(z − z0)n−m+2dz = 0, n = 0, 1, . . . . (A.7)
Proof. Let z0 ∈ C \ D¯ and let ϕ(z) = 1z−z0 . By Proposition 3.6 in [27], the assumption
fj ∈ E˙m(D) is equivalent to w−1fj(ϕ−1(w)) ∈ E˙m(ϕ(D)). Thus, by Lemma 3.8 in [27],
w−mf(ϕ−1(w))m ∈ E˙1(ϕ(D)) = E1(ϕ(D)). According to Theorem 10.4 of [14],∫
ϕ(Γ)
wn−mf+(ϕ−1(w))mdw = 0, n = 0, 1, . . . .
The change of variables w = ϕ(z) yields (A.7). 2
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