Abstract-We study necessary conditions which have to be satisfied in order to have LDPC codes with linear minimum distance. We give two conditions of this kind in this paper. These conditions are not met for several interesting code families: this shows that they are not asymptotically good. The second one concerns LDPC codes that have a Tanner graph in which there are cycles linking variable nodes of degree 2 together and provides some insight about the combinatorial structure of some low-weight codewords in such a case. When the LDPC code family is obtained from the lifts of a given protograph and if there are such cycles in the protograph, the second condition seems to capture really well the linear minimum distance character of the code. This is illustrated by a code family which is asymptotically good for which there is a cycle linking all the variable nodes of degree 2 together. Surprisingly, this family is only a slight modification of a family which does not satisfy the second condition.
I. INTRODUCTION
Generalized LDPC codes, namely codes given by Tanner graphs where all check nodes are associated to single paritycheck codes, with possibly variable nodes of degree 1 and nontransmitted (i.e. punctured) variable nodes have been shown to yield very good codes for iterative decoding for a large range of rates and lengths (see for instance [9] ). If very low packet error rates are required, then great care has to be taken to design families of codes of large minimum distance. Ideally, asymptotically good families of codes are sought (that is families where the minimum distance grows linearly with the code-length). It is therefore interesting to find necessary and/or sufficient conditions for meeting this property. For well-studied code families such as turbo codes or standard (irregular) LDPC codes, upper bounds on their minimum distance can be found in [3] and [4] .
The purpose of this paper is to provide sufficient conditions giving a logarithmic or sublinear upper bound on the minimum distance which are often met for structured families of LDPC codes. This complements the paper of Divsalar and al. [5] concerning LDPC codes defined by protographs. They have provided a sufficient condition for being asymptotically good which is called the check node splitting condition. More [9] . This paper addresses several of these issues. First of all, for completeness, we recall a well known fact about how to handle the case of variable nodes of degree 1. If for a given check node there are more than one variable node of degree 1 attached to it, and if at least one of them is transmitted, then the minimum distance of the resulting code is at most 2. Moreover, all the variable nodes of degree 1 together with their attached check nodes can be erased from the Tanner graph without changing the linear minimum distance character of the code. The case of non-transmitted variable nodes is much more complicated however. We do not treat this case in full generality here. We do address partially however an important practical case, namely we consider the case when a certain graph denoted here by W2 consists of disjoint cycles. Many good LDPC codes belong to this class, see for instance [11] , [9] .
Definition 1: The graph of degree-2 variable nodes W2 of a generalized LDPC code is a graph whose vertex set V is formed by the check nodes involving transmitted degree-2 variable nodes. An edge connects two check nodes of V if and only if they are adjacent to a same transmitted degree 2 variable node in the Tanner graph.
Notice that W2 is a slight modification of a graph having been considered in [4] for irregular LDPC code ensembles. We show by generalizing a result of [10] , that in this case these codes are not asymptotically good when a certain condition is met (Theorem 5). This condition is not only fulfilled by several interesting families of LDPC codes, see for instance Subsections IV-A or IV-B, but also casts some light about the structure of some low-weight codewords: they basically involve only a few variable nodes of degree greater than 2 and a sublinear number of (transmitted) variable nodes of degree 2 which are arranged around a cycle. We also provide in Section V an example of a code family which is asymptotically good but for which the Tanner graph contains a cycle of linear length joining the transmitted variable nodes of degree 2. dmin < g < 2t + I < 2 logA-1 ( 2m + I + 1.
III. A POLYNOMIAL UPPER BOUND ON THE MINIMUM

DISTANCE
We have seen that when the average degree A of the transmitted degree-2 variable node graph W2 is greater than 2, then the code can not be asymptotically good. Moreover, if W2 contains no cycle, that is to say A < 2, we know [5] that W2 is asymptotically good if it satisfies the check node splitting condition. Therefore, the critical case is A = 2. We give in Theorem 5 sufficient conditions that enables to determine a new polynomial upper bound. It generalizes a result of [10] and some definitions are required to prove it.
Definition 3: A dangerous cycle is a set of parity-checks and transmitted variable nodes of degree 2 which form a single cycle in the Tanner graph. The set of parity-check nodes belonging to dangerous cycles is called the set of dangerous check nodes and is denoted by D.
Definition 4: A potentially bad set of variable nodes X is a set of variable nodes in the Tanner graph which do no belong to dangerous cycles and such that when they are assigned to 1 and all other variable nodes are assigned to 0, the only check nodes which are not satisfied belong to dangerous cycles. The defect of this set is the set of unsatisfied parity-checks and is denoted by d(X). where K4 = 2 K3 .
To prove this theorem we will also need the following Definition 6: An annihilating configuration of a subset A C D of dangerous check nodes is a set of (transmitted) variable nodes of degree 2 belonging to dangerous cycles, such that when they are assigned to 1 and all other variable nodes are assigned to 0, the set of unsatisfied parity-check nodes is precisely A. (2) This is the crucial inequality. What we are going to prove now is that there are two potentially bad sets of variable nodes of small size (less than K2) A and B such that there is an annihilating configuration for d(A) (D (B) of sublinear size. In other words we are going to prove the existence of a codeword which involve at most 2K2 variable nodes which are not in dangerous cycles and a sublinear number of positions which belong to dangerous cycles.
Proof of Theorem 5: This is essentially a packing argument over the set of all possible defects of a given size. Let t be the number in {1, ... , K3 } for which the number of potentially bad sets of size at most K2 and defect size t is the largest. We know that this number is at least K1 n' and denote by B the corresponding set of potentially bad sets. For a subset A c D, we denote by J'r (A) the set of subsets of D of size t which are at distance at most r of A. From Inequality (2) we know that all the sets dmi,-2K2 -I j (d(X)) are disjoint for X C 3. (4) To check this point let us choose some order on the dangerous checks and let us observe that the aforementioned ball contains all subsets B of t dangerous check nodes such that for all i {1, ... . t} the i-th check node in B is in the same cycle as the i-th check node of A and at distance 1i such that Z i < r.
The number of such subsets is clearly lower bounded by the number of non-negative t-tuples (11, . . ., lt) such that 11 +... + lt < r divided by t!. The number of such t-tuples is equal to (t+r) and this implies Equation (4). Combining Equations (3) and (4) and letting r = [dmi,-2K2-1 j we obtain K1 rt Mt K3 (t!)2 -t! which implies r < (t!Z3) n tTm, and since m < n we deduce that r < t! f3 n -T> so we have that dmin < 2 (t! 3) nl t + 2K2 + 1.
Using the fact that (t!) I < K3 for 1 < t < K3, we obtain 2K 21c
IV. EXAMPLES A. LDPC codes with two variable nodes of degree 2 per parity-check equation
An important class of LDPC codes is obtained by choosing structured LDPC codes where each parity check involves exactly two variable nodes of degree 2. They display many interesting features which make them quite attractive for standardisation: they can be linearly encoded [8] , [11] , the minimum distance is typically some power of the code-length [10] and they can be decoded in a repeat-accumulate way which generally decreases drastically the number of decoding iterations. It is known that "regular" codes of this kind can not be asymptotically good. By "regular", we mean LDPC codes where all parity checks involve exactly 2 variable nodes of degree 2 and some constant number c of variable nodes of degree d. It is namely proved in [10] To see this, recall that the Tanner graph of such a code of length n is given by the following figure, where the transmitted nodes are in black and the non-transmitted variable nodes are in white. The edges are obtained by matching together the sockets associated with the variable nodes and the sockets associated with the check nodes which are of the same type. The type is given by the color (blue,red,black) and the fact that it is represented by a solid or a dashed line. There are 6 types of sockets here.
The dangerous cycles are formed by variable nodes of degree 2 alternating with check nodes of degree 5 (which might belong either to the first group of check nodes of degree Their defect is of size 3. There are therefore 3-0 potentially bad sets of variable nodes. By using Theorem 5, we know that the minimum distance of this code is at most of order 0(n2 ). It should be added that in this case, by using the same kind of proof technique as in [10] , it could be proved that by taking random matchings of sockets of the same kind the typical minimum distance would be smaller: it would be of order O(n3).
C. A protograph example
In all the previous examples, the potentially bad sets of variables nodes were formed by single vertices of degree greater than 2. We will now give a more complicated example of a code of designed rate 1 and of sublinear minimum distance where the potentially bad sets of variable nodes have a more complicated structure. This code is defined by a Tanner graph which is a lift of the protograph of Figure 1 . There are Fig. 1 Figure 2 . If the code is of length n, there are n white variable nodes and therefore also e (n) disjoint potentially bad sets of variable nodes of size 4 and defect size 6. The minimum distance of such codes is therefore at most of order 0(n6 ) by Theorem Consider the slight modification of the code of Subsection IV-C which consists in changing just one edge of the protograph as indicated in Figure 3 . Fig. 3 . A slight modification of the protograph given in Figure 1 We consider codes of length 3n consisting in n-lifts of this protograph where the n blue vertices of degree 2 form a cycle of length 2n with the check nodes of degree 3. Note that in this case, Theorem 5 does not apply : there are no potentially bad sets of variable nodes of constant size.
It turns out that a constant fraction of codes of this kind have linear minimum distance. The proof uses considerations on the average weight distribution (the average being taken over all codes of this kind of the same length). Let a-,t, be the average number of codewords of such a code consisting of s blue variables being equal to 1, t red variable nodes being equal to 1, u white variable nodes being equal to 1 and all remaining variable nodes being equal to 0. Let dmin be the minimum distance of our code. We will use that Prob(d,i, < v) < El s,t,u:O<s+t+u U Let b,,t be the number of codewords of the code of length 2n given by the Tanner graph given by Figure 4 , where there are exactly s blue vertices assigned to 1 and t red vertices assigned to 1. One might check, following [7] , that b,,t = 0 if t is odd, and if t is even that 2n( s-11) (n-s-) (6) t We also let C(y, z)-E CLt zU -(1+y2 +6yz+3z +2yz +3y z2) t, (7) It can be checked that ct,u is the number of codewords of the code of length 5n given by the Tanner graph given by Figure  5 , where there are exactly t red vertices assigned to 1 and u white vertices which are assigned to 1. For the other terms, which involve binomial coefficients, we use the following inequalities which are quite sharp for small t and which can be deduced from Stirling's approximation, [ By using this lemma and Inequality (5) we obtain Proposition 14: At least half of the codes defined in this section have their minimum distance greater than 6n.
