Advances in CMOS image sensors enable fast image capture, which makes it possible to capture multiple images within a normal exposure time. An algorithm that takes advantage of this capability by simultaneously constructing a high dynamic range image and performing motion blur restoration from multiple image captures is described. The algorithm comprises two main procedures -photocurrent estimation and motiodsaturation detection. It operates completely locally -each pixel's final value is computed using only its captured values, and recursively, requiring the storage of only a constant number of values per pixel independent of the number of images captured. These modest computational and storage requirements make it feasible to integrate all needed memory and processing with the image sensor on a single CMOS chip. Simulation results demonstrate the enhanced SNR, dynamic range, and the motion blur restoration obtained using our algorithm.
INTRODUCTION
Blurring due to object or camera motion during image capture can cause substantial degradation in image quality. As a result, a great deal of research has been conducted on developing methods for restoring motion blurred images, e.g., see [ I] .
These methods make certain assumptions on the blurring process, the ideal image, and the noise. Various image processing techniques are then used to identify the blur and restore the image. However, due to the lack of sufficient knowledge of the blurring process and the ideal image, the developed image blur restoration methods have limited applicability and their computational burden can be quite substantial.
Recent advances in CMOS image sensor technology enable digital high speed capture up to thousands of frames per second [2, 31. This benefits traditional high speed imaging applications and enables new imaging enhancement capabilities such as multiple capture for increasing the sensor dynamic range [4] . In this scheme, multiple images are captured at different times within the normal exposure time. Shorter exposure time images capture brighter areas of the scene, while longer exposure time images capture darker areas of the scene. The images are then combined into a single high dynamic range image.
In this paper we propose to use this multiple capture capability to simultaneously form a high dynamic range image and reduce or eliminate motion blur. Our algorithm operates completely locally -each pixel's final value is computed using 0-7803-7041-4/01/$10.00 Q2001 EEE only its captured values. Moreover, our method can operate recursively, requiring the storage of only a constant number of values per pixel independent of the number of images captured. These modest computational and storage requirements make it feasible to integrate all the processing and memory needed with the image sensor on the same CMOS chip [5].
In the next section we briefly describe the image sensor pixel operation and statistical model. In Section 3 we present our algorithm. Simulation results are presented in Section 4.
PIXEL OPERATION AND MODEL
The area image sensor used in an analog or digital camera consists of a 2-D array of pixels. During capture each pixel con-
where T is the exposure time. This process is quite linear, and thus iph ( t ) is a good measure of incident light intensity. Since the photocurrent is too small to measure directly, it is integrated onto a capacitor and the charge Q(T) (or voltage) is read out at the end of exposure time T . Dark current idc and additive noise corrupt the output signal charge. The noise can be expressed as the sum of three independent components, (i)
where q is the electron charge, (ii) readout circuit noise V ( T ) (including quantization noise) with zero mean and variance oc, and (iii) reset noise C N N(0, ( T: ) caused by resetting the capacitor prior to capture. Thus the output charge from a pixel can be expressed as
provided Q ( T ) 5 Qsat, the saturation charge, also referred to as well cupncity. If photocurrent is constant over exposure time, SNR can be expressed as Note that SNR increases with z p h . first at 20dB per decade when reset and readout noise variance dominates, and then at lOdB per decade when shot noise variance dominates. SNR also increases with T . Thus it is always preferred to have the longest possible exposure time. Saturation and change in photocurrent due to motion, however, makes it impractical to make exposure time too long.
We illustrate the effect of saturation and motion and how multiple capture may mitigate their effects via the examples in Figure 1 , if we capture four images at 7, 27, 3 r , and T = 47, the photocurrent for the high light pixel can be estimated using the images captured at r and 27, while for the low light pixel can be estimated using the four images. Motion blur in the third case can be reduced by using the four captures to estimate photocurrent at the beginning of exposure time iph(0). In the following section we derive an optimal recursive pixel photocurrent estimator from multiple captures and show how motion blur can be detected and reduced. Image (d) in Figure 2 of the moving square object is produced using four captures and the algorithm described in the next section.
Our image formation and motion blur restoration algorithm operates on n image captures at r, 27, . . . , nr = T as follows:
1.

2.
3.
4.
5.
Capture first image, set k = 1. ii. No Motion detected or decision deferred: Use the current estimation-algorithm to find Ik+l fiom Q ( ( k + 1)r) and I k and set k = k + 1.
Repeat steps 3 and 4 until k = n.
In the following subsection we describe a recursive algorithm for estimating photocurrent, and in subsection 3.2 we describe a heuristic algorithm for performing motion detection.
Photocurrent Estimation
We simplify the derivations by neglecting dark current and reset noise. A detailed derivation of the estimation algorithm with reset noise included is presented in [6] . We also assume here that each pixel's photocurrent i is constant. In the following subsection we deal with the case when photocurrent changes during capture due to motion. Assuming n pixel values captured at 7,27,. . . , nr = T , the kth output charge is given by ( 1 1) Note that computing the coefficients and the MSE require knowledge of i, which is not known. To solve this problem we replace i by its latest estimate. This, of course, makes the estimator suboptimal. Figure 3 shows that i k improves SNR over I k by around 6dB at low light, when readout noise dominates. The SNR improvement is not significant at high light where shot noise dominates.
MotionISaturation Detection
The derivation of the recursive linear estimation algorithm in the previous section assumed that i ( t ) is constant and that saturation does not occur before k r . In this section we describe an algorithm for detecting change in the value of i ( t ) due to motion or saturation before the new image is used to update the photocurrent estimate. Since the statistics of the noise are not completely known and no motion model is specified, it is not possible to derive an optimal detection algorithm. Our algorithm is, therefore, based on heuristics. By performing the detection step prior to each estimation step we form a blur free high dynamic range image from the n captured images. The algorithm operates on each pixel separately. After the kth capture, the best MSE linear estimate of z, i k , and its MSE, One potential problem with this "hard" decision rule is that gradual drift in i can cause accumulation of estimation error resulting in undesired motion blur. To address this problem we propose the following "soft" decision rule.
Motion detection algorithm:
For each pixel, after the (k + 1)st capture: Figure 4 plots SNR verzus i for conventional sensor operation, where the last sample In is used, and using our estimation algorithm. Note that using our algorithm, S N R is consistently higher, due to the reduction in read noise. The improvement is most pronounced at low light. More significantly the sensor dynamic range defined as the ratio of the largest signal La, to the smallest detectable signal imin is increased. Assuming conventional sensor operation, i , , , = and imin = F, which using the sensor parameters of the example in Figure 4 yields dynamic range of 47.4dB. Using our algorithm dynamic range is extended to 85.5dB -increasing 30.ldB at the high light end and 8dB at the low light end. 
SIMULATION RESULT
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