Abstract. We consider the class of polynomial differential equationsẋ = P n (x, y)
Introduction and statement of the results
Probably the three main open problems in the qualitative theory differential systems in R 2 are the determination of the number of the limit cycles and their distribution in the plane (see for instance [18] ); the distinction between a center and a focus, called the center problem (see for instance [19] ); and the determination of their first integrals (see for instance [4] ). This paper deals with these three problems for a class of polynomial differential systems. More explicitly, we study the class of real planar polynomial differential systems of the form (1)ẋ = P n (x, y) + P n+1 (x, y) + P n+2 (x, y), y = Q n (x, y) + Q n+1 (x, y) + Q n+2 (x, y), where P i and Q i are homogeneous polynomials of degree i.
Let p ∈ R 2 be a singular point of a differential system in R
2
. We say that p is a center if there is a neighborhood U of p such that all the orbits of U \ {p} are periodic, and we say that p is a focus if there is a neighborhood U of p such that all the orbits of U \ {p} spiral either in forward or in backward time to p. A singular point p is called linearly zero if the singular point has zero linear part. A singular point p is a monodromic singular point of system (1) if there is no characteristic orbit associated to it, i.e., there is no orbit tending to the singular point with definite tangent at this point. When the vector field is analytic, a monodromic singular point p is either a center or a focus, see [7, 16] . A singular point p is called degenerate center if the singular point is a center and it has zero linear part.
We say that an analytic differential system in the plane is time-reversible (with respect to an axis of symmetry through the origin) if after a rotation ξ η = cos α − sin α sin α cos α x y , the system in the new variables (ξ, η) becomes invariant by a transformation of the form (ξ, η, t) → (ξ, −η, −t). The phase portrait of this new system is symmetric with respect to the straight line ξ = 0.
The center problem for a nondegenerate singular point (i.e., distinguish when a singular point is either a center or a focus) has been partially solved, in the sense that there are several algorithms for deciding between a focus or a center, see [2, 11] . Unfortunately, the implementation of this algorithm is very difficult due to the huge computations that it needs. In general it does not exist an algorithm for the center problem of a linearly zero singular point, see for instance [11, 19] and the references therein. The center problem for linearly zero singular points may be separated into two problems: the monodromy problem, to decide if the singular point is monodromic or not, and the stability problem, to decide when it is either a focus or a center. The monodromy conditions can be derived by an algorithmic method based in the blow-up technique, see for instance [2, 19] . For the stability problem some results are obtained in a series of papers, see [20] and the references inside. On the other hand, several authors have studied the center problem for particular subclasses of polynomial differential systems, see for instance [9, 10] . In [13] sufficient conditions in order that the origin of systeṁ
For degenerate analytic centers it is also known that, in general, they have no local analytic first integrals defined in its neighborhood, see for instance [4] . There are very few examples of degenerate analytic centers. Nemitskii and Stepanov in [22] (page 122) give a real polynomial differential system which has a degenerate center, but the system has neither a local analytic first integral in its neighborhood, nor a formal one. In [21] Moussu gives another example of a real polynomial differential system having a degenerate center for which does not exist a local analytic first integral. We note, as far as we know, that all these examples are Hamiltonian or time-reversible. Therefore the question that arises is: are there degenerate centers which are not Hamiltonian neither time-reversible?
A limit cycle of system (1) is a periodic orbit isolated in the set of periodic orbits of system (1) . Let W be the domain of definition of a C 1 vector field (P, Q), and let U be an open subset of W . A function V : U → R that satisfies the linear partial differential equation
is called an inverse integrating factor of the vector field (P, Q) on U . We note that {V = 0} is formed by orbits the vector field (P, Q). This function V is very important because R = 1/V defines on U \ {V = 0} an integrating factor of system (1) (which allows to compute a first integral of the system on U \{V = 0}) and {V = 0} contains the limit cycles of system (1) which are in U , see [12] . A function of the form f [4, 6] ). The problem of determining when a polynomial differential system (1) is Darboux integrable is, in general, open.
Inside the class of the differential systems (1) we will characterize a new subclass of Darboux integrable systems, and under an additional assumption over the inverse integrating factor we shall show that they have at most 1 limit cycle and this upper bound is reached. Moreover, inside this family we identify new examples of degenerate centers which, in general, are neither Hamiltonian nor time-reversible.
In order to present our results we need some preliminary notation and results. Thus, in polar coordinates (r, θ), defined by
We remark that f i and g i are homogeneous trigonometric polynomials in the variables cos θ and sin θ having degree in the set
where N is the set of non-negative integers. This is due to the fact that f i (θ) can be of the form (cos If we impose g n+2 (θ) = g n+3 (θ) = 0 and g n+1 (θ) either > 0 or < 0 for all θ, then system (4) becomes the following Abel differential equation
These kind of differential equations appeared in the studies of Abel on the theory of elliptic functions. For more details on Abel differential equations, see [17] , [5] or [8] .
We say that all polynomial differential systems (1) with g n+2 (θ) = g n+3 (θ) = 0 and g n+1 (θ) either > 0 or < 0 for all θ define the class F if f i (θ) for i = n + 1, n + 2, n + 3 and g n+1 (θ) satisfy
n . Since g n+1 (θ) either > 0 or < 0 for all θ, it follows that the polynomial differential systems (1) in the class F must satisfy that n + 1 is even.
We shall prove that all polynomial differential systems (1) in the class F are Darboux integrable. We have found the subclass F thanks to cases (a), (b), (c) and (d) of Abel differential equations studied in pages 24 and 25 of the book of Kamke [17] . Using similar techniques in [14] and [15] are found new Darboux integrable systems for polynomial systems with a center or a focus at the origin.
Our main result is the following one.
Theorem 1. For polynomial differential systems (1) in the class F the following statements hold.
(a) If f n+1 (θ)f n+2 (θ)f n+3 (θ) is
not identically zero, then the system is Darboux integrable with the first integralH(x, y) = H(r, θ) obtained from
through the change of variables (3) .
then the system is Darboux integrable with the first integralH(x, y)
= H(r, θ) obtained from exp f n+1 (θ) g n+1 (θ) dθ r + exp f n+1 (θ) g n+1 (θ) dθ f n+2 (θ) g n+1 (θ) dθ if f n+3 (θ) ≡ 0, exp 2 f n+1 (θ) g n+1 (θ) dθ r 2 + 2 exp 2 f n+1 (θ) g n+1 (θ) dθ f n+3 (θ) g n+1 (θ) dθ if f n+2 (θ) ≡ 0,
through the change of variables (3).
Theorem 1 will be proved in Section 2.
Theorem 2. For a polynomial differential system (1) in the class F the following statements hold.
not identically zero, then in the domain of definition of the inverse integrating factor
(7) V (r, θ) = r(r 2 f 2 n+3 (θ)/f 2 n+2 (θ) + rf n+3 (θ)/f n+2 (θ) + a) , system (1) has no limit cycles. (b) If f n+1 (θ)f n+3 (θ) is not identically zero, a = 0 and f n+2 (θ) is identically zero,
then the maximum number of its limit cycles contained in the domain of definition of the inverse integrating factor
(8) V (r, θ) = r 2 + r 3 exp −2 f n+1 (θ) g n+1 (θ) dθ exp 2 f n+1 (θ) g n+1 (θ) dθ f n+3 (θ) g n+1 (θ) dθ , is one. (c) If f n+1 (θ)f n+2 (θ) is not identically zero, a = 0 and f n+3 (θ) is identically zero,
then in the domain of definition of the inverse integrating factor
(9) V (r, θ) = r + r 2 exp − f n+1 (θ) g n+1 (θ) dθ exp f n+1 (θ) g n+1 (θ) dθ f n+2 (θ) g n+1 (θ) dθ ,
system (1) has no limit cycles.
Theorem 2 will be proved in Section 3. Theorem 1 are related to the results obtained in [3] about the Darboux integrability of a systemẋ = P n (x, y) + P m (x, y),ẏ = Q n (x, y) + Q m (x, y) with m > n and where P i and Q i are homogeneous polynomials of degree i verifying P m = xA(x, y) and Q m = yA(x, y) where A is a homogeneous polynomial of degree m − 1.
It is easy to check that systems (1) with n = 1 satisfying g 3 (θ) = g 4 (θ) = 0 for all θ can be written into the form (10) is a focus, is studied in [15] .
Systems (1) with n = 3 satisfying g 5 (θ) = g 6 (θ) = 0 for all θ can be written into the form (11 A characteristic direction for the origin of system (1) is a root (λx, λy) for all λ ∈ R of the homogeneous polynomial xQ n (x, y)−yP n (x, y), which can be written
where φ * is the argument of x + iy. It is obvious that, unless xQ n (x, y) − yP n (x, y) ≡ 0, the number of characteristic directions for the origin of system (1) is less or equal than n+1. It is well-known (see [1] ) that if γ(t) is a characteristic orbit for the origin of system (1) and ω * = lim
then ω * is a characteristic direction for system (1). In particular, if all the roots of the polynomial xQ n (x, y) − yP n (x, y) have non-zero imaginary part, then the origin is a monodromic singular point of system (1).
Systems (1) in the class F for n ≥ 2 have a linearly zero singular point at the origin. It is obvious that n must be odd and grather or equal 3 in order that systems (1) in the class F have a linearly zero monodromic singular point at the origin. If a Darboux integrable system has a first integral defined in a neighborhood of the origin and the singular point is monodromic, then the system has a degenerate center at the origin. In the second corollary of the Appendix we provide new classes of Darboux integrable systems (1) in the class F for n = 3 satisfying statements (a) and (b) of Theorem 1 which have a degenerate center at the origin. 
Doing the change ξ → t in the independent variable defined by ξ = −1/(tη(ξ)), where now = d/dt, equation (12) takes the form
or equivalently derivating with respect to θ we get
which is equivalent to condition (6) . So, we have g(ξ) = aξ. Now we note that equation (13) is an Euler differential equation. Therefore, doing the change t = exp(τ ) in the independent variable, equation (13) and ξ(t) = C 1 t k 1 + C 2 t k 2 if a = 1/4. Finally, going back to the variables (r, θ) and taking into account if the roots k 1 and k 2 are real or complex, after some tedious computations we obtain the first integrals of statement (a) according with the values of a. Now, we are going to prove that systems of statement (a) are Darboux integrable. For systems (1) in the class F with f n+1 (θ)f n+2 (θ)f n+3 (θ) not identically zero, it is easy to check that an inverse integrating factor for its associated Abel differential equation (5) is given by (7) . As this inverse integrating factor V (r, θ) is an elementary function in cartesian coordinates (see [23, 24] for more details and a definition of elementary function), then systems (1) in the class with f n+1 (θ)f n+2 (θ)f n+3 (θ) not identically zero have a Liouvillian first integral according with the results of Singer, see [24] , and this completes the proof of statement (a).
Proof of Theorem 1(b):
If f n+3 (θ) is identically zero or f n+2 (θ) is identically zero, the Abel differential equation (5) is the Bernoulli differential equation (3f n+3 (θ) ), where
This transformation writes the Abel equation (5) into the normal form
where
.
From the definition of w(θ) we have ln |w(θ)|
In the case a = 0, using (6) or equivalently (14) in (17), we obtain
Using this result we get that
and therefore I(θ) becomes
It is easy to see that for a = 2/9 and for a = 1/3 we have I(θ) = 0 and I(θ) = −1/27, respectively. For these two cases, the differential equation (16) is of separable variables and we can obtain the associated first integrals. But I(θ) = 0 and I(θ) = −1/27 implies that equality (6) holds with a = 2/9 and for a = 1/3, respectively. So we obtain cases already studied. New cases of integrability would be able to appear for I(θ) = 0, −1/27.
We must mention that cases (b) and (c) of Abel differential equation studied in page 25 of the book [17] provide again the case studied for a = 2/9.
Existence of limit cycles in the class F
In order to study the existence and non-existence of the limit cycles of system (1) we shall use the following result.
Proof: See Theorem 9 of [12] , or [18] .
We recall that under the assumptions of Theorem 3 the function 1/V is an integrating factor in U \ {V (x, y) = 0}. Again for more details, see [4, 6] . As we have seen, the function V is called an inverse integrating factor. In fact, using this notion, recently it is proved that any topological finite configuration of limit cycles is realizable by algebraic limit cycles of a Darboux integrable polynomial differential systems, see [18] .
Proof of Theorem 2(a):
For systems (1) in the class F with f n+1 (θ)f n+2 (θ)f n+3 (θ) not identically zero, it is easy to check that an inverse integrating factor of its associated Abel differential equation (5) is given by (7) . By Theorem 3, if system (1) and consequently its associated Abel equation (5) have limit cycles, those of the Abel equation must be contained into the set {V (r, θ) = 0}. From the expression of the inverse integrating factor, the unique possible limit cycles must be given by
Since n+2 is odd, the function f n+2 (θ) has zeroes, therefore the above expressions of r(θ) cannot be positive for all θ. Consequently, there are no limit cycles in the domain of definition of V .
Proof of Theorem 2(b):
For systems (1) in the class F with f n+1 (θ)f n+3 (θ) not identically zero, a = 0 and f n+2 (θ) is identically zero, it is easy to check that an inverse integrating factor of its associated Abel differential equation (5) is given by (8) . By Theorem 3, if system (1) and consequently its associated Abel equation (5) have limit cycles, those of the Abel equation must be contained into the set {V (r, θ) = 0}. From the expression of the inverse integrating factor, the unique possible limit cycles must be given by
In order that this expression of r(θ) define limit cycles, we must have r(θ) > 0 for all θ. Consequently, the maximum number of possible limit cycles in the domain of definition of V (r, θ) is at most 1. Now it only remains to prove that this upper bound for the number of the limit cycles is reached. Systems (1) . Both systems have a focus at the origin. These systems for n = 1 have been studied in [15] .
Proof of Theorem 2(c):
For systems (1) in the class F with f n+1 (θ)f n+2 (θ) not identically zero, a = 0 and f n+3 (θ) is identically zero, it is easy to check that an inverse integrating factor of its associated Abel differential equation (5) is given by (9) . By Theorem 3, if system (1) and consequently its associated Abel equation (5) have limit cycles, those of the Abel equation must be contained into the set {V (r, θ) = 0}. From the expression of the inverse integrating factor, the unique possible limit cycles must be given by
The appendix
Systems (1) with n = 1 satisfying g 3 (θ) = g 4 (θ) = 0 inside the class F (i.e., the cubic systems (10)) having a focus or a center at the origin were studied in [15] . The following corollary provides the cubic polynomial systems (10) which belong to the class F without a focus or a center at the origin. Systems (1) with n = 3 satisfying g 5 (θ) = g 6 (θ) = 0 inside the class F has a linearly zero singular point at the origin. The following corollary provides some quintic polynomial systems of the form (11) which belong to the class F . has a monodromic singular point at the origin because it has not characteristic directions. Therefore, the system has a center or a focus at the origin. Moreover, this system has a degenerate center at the origin because it is a time-reversible system (i.e. it is invariant under the change (x, y, t) → (x, −y, −t). Its first integral is given by H = (x , which is well-defined at the origin. We note that this degenerate center is neither time-reversible nor Hamiltonian.
Therefore an exhaustive study of the family F will give a lot of examples of degenerate centers which are Darboux integrable.
The proof of Corollary 4 and 5 follows doing tedious computations and using statements (a) and (b) of Theorem 1 when n = 1 and n = 3; respectively.
