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SHIP LOCK CONTROL SYSTEM OPTIMIZATION 
USING GA, PSO AND ABC: A COMPARATIVE REVIEW
ABSTRACT
This paper presents the comparison of some well-known 
global optimization techniques in optimization of an expert 
system controlling a ship locking process. The purpose of the 
comparison is to find the best algorithm for optimization of 
membership function parameters of fuzzy expert system for 
the ship lock control. Optimization was conducted in order to 
achieve better results in local distribution of ship arrivals, i.e. 
shorter waiting times for ships and less empty lockages. Par-
ticle swarm optimization, artificial bee colony optimization 
and genetic algorithm were compared. The results shown in 
this paper confirmed that all these procedures show similar 
results and provide overall improvement of ship lock opera-
tion performance, which speaks in favour of their applica-
tion in similar transportation problem optimization.
KEY WORDS
ship lock, fuzzy expert system, particle swarm optimization, 
artificial bee colony optimization, genetic algorithm
1. INTRODUCTION
Ship locks are the oldest and the most often used 
waterway structures that enable vessels to surmount 
water level differences in a simple and safe way. Dam 
construction presents an artificial obstacle and cre-
ates differences in water level. Ship locks are designed 
to enable ships to overcome rises in the water level 
and help to maintain navigation on inland waterways 
[1]. A ship lock or navigation lock is a hydraulic struc-
ture that consists of an enclosed chamber with water-
tight gates at each end. The water level difference is 
surmounted by filling or emptying the lock chamber. 
In other words, lock operates on the simple buoyancy 
principle that any vessel, no matter what size, will float 
atop a large enough volume of water. By raising or low-
ering the level of a body of water, the vessel itself goes 
up or down accordingly. The ship lock operators or lock 
masters always attempt to fill or empty the lock in the 
fastest time possible with a minimum of turbulence. 
The organization of vessel traffic on a waterway in the 
zone of a ship lock is a compromise between rational 
utilization of the lock and minimizing of ship’s delay 
while waiting to transit the lock [2-4]. The basic ele-
ments of a classic ship lock are presented in [2, 5].
This paper presents a Fuzzy Expert System (FES) 
designed to assist the ship lock operators in the de-
cision-making process. From a wide range of types of 
ship locks the choice was narrowed to a system that 
is usually applied on navigable channels on inland 
waterways: single-channel queuing system with two 
independent, stochastic streams of arrivals from two 
opposite directions. Although the model has been es-
tablished and tested in a particular real system, the 
principle of generality is not lost. With minor changes 
in the design of FES, the proposed model can be ex-
tended to any other lock from the observed category.
Campbell [6] presented the decision tools for re-
ducing congestion at locks on the upper Mississippi 
river. Bugarski, Bačkalić and Kuzmanov [5] proposed 
a fuzzy decision support system for controlling a ship 
lock. Fuzzy logic is chosen as a control method that 
does not require a precise mathematical model of the 
controlled system [7] and as the most suitable math-
ematical approach for addressing uncertainty, subjec-
tivity, polysemy and indefiniteness [8]. Other authors 
[9, 10] have also used fuzzy reasoning in decision-sup-
port processes. Teodorović and Vukadinović [11] suc-
cessfully applied fuzzy logic and artificial intelligence 
in traffic control. Recent applications of fuzzy expert 
systems may be found in [5, 12, 13].
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The main objective of this study is to optimize the 
performance of fuzzy expert system controlling the 
ship lock, in order to achieve the best value of the eco-
nomic criterion defined as a linear combination of two 
opposite criteria. The first one is a minimum number 
of empty lockages (lockages without a vessel), and 
the second one is minimal waiting time (ship’s delay). 
Fuzzy system is a complicated decision system, de-
scribed by highly non-linear and logic functions, and 
it is very difficult to obtain a model of such a system 
described by analytical expressions. Even if we could 
obtain an accurate analytical model, it would still be 
a non-convex optimization problem with more local 
optimal solutions. Thus, it is chosen to apply global 
numerical optimization algorithms, which provide thor-
ough investigation of the search space and, in this 
particular case, a more reliable solution than some 
classic analytical approaches. Three popular global 
optimization algorithms were used: Particle Swarm 
Optimization (PSO), Artificial Bee Colony Optimization 
(ABC) and Genetic Algorithm (GA), with objective to find 
the best optimization technique for the presented ex-
pert system controlling a ship lock process. All these 
algorithms have been frequently used in engineering 
applications [14-17]. The results obtained in this re-
search proved that it is possible to design an optimal 
FES enabling control over economic performance of 
the entire system, and also that global optimization al-
gorithms used in the study can be successfully applied 
in problems concerning transportation performance 
improvement and optimization.
The paper is organized as follows: Section 2 de-
scribes the lock parameters and research data. Sec-
tion 3 discusses the proposed methodology and the 
process of optimization. In Section 4, the empirical re-
sults are summarized and discussed. Finally, Section 
5 contains the concluding remarks.
2. RESEARCH DATA
The ship lock “Kucura” (Figure 1) on the Danube-
Tisa-Danube hydro system in Serbia was observed as 
a representative real system. Time intervals for the 
lockage (i.e., passage) were defined as result of time 
measurement and interview with lock operators. The 
average time for the lockage of a vessel is adopted to 
be 25 minutes, and the time interval for the change 
of level in the chamber without vessel - 15 minutes. 
Furthermore, it is assumed that the lock chamber can 
hold only a single vessel. Based on these time inter-
vals, the “regular lockage” (when the vessel enters the 
end of a lock where the gate is open and does not have 
to wait for the water level to change in the chamber) 
takes 25 minutes. The “empty lockage” is the situation 
when the vessel approaches from the end where the 
lock gate is closed, and before lockage can take place, 
the water level in the chamber must be changed. An 
empty lockage followed by the regular lockage takes 
40 minutes.
For every new arrival of a vessel, the control logic 
must decide whether to perform regular or empty lock-
age. Depending on that decision, the number of empty 
lockages and the total waiting time are increased by 
algorithm presented in Figure 2. At the very end of the 
simulation average waiting time is calculated dividing 
the total waiting time with the total number of vessels.
A compromise between minimizing the waiting time 
for the lockage and minimizing the energy and water 
consumption for operating the lock is the main objec-
tive in the ship lock control problem [18]. The owners 
of the lock prefer fewer empty lockages because such 
lockages reduce the operating costs. However, ship-
owners prefer to increase commercial speed of ships, 
i.e. wait as little as possible for the transition. In the 
case when several vessels are approaching the lock 
from the same direction, the lock operators have to 
change the level of the water in the empty chamber in 
order to reduce the waiting times, and this increases 
the costs of lock operation.
Set of ship arrivals was generated using cumula-
tive statistic data on ship arrivals, which was the only 
available data. Some stochastic parameters were then 
applied to generate time schedule of ship arrivals used 
in the simulation. This set can be considered as a ship 
traffic database. In the observed case, there is an an-
nual cessation of the navigation during winter (from 
the 21st of December to the 21st of March), which is 
included in the construction of the set of arrivals. On 
other days, the traffic load is approximately 10 ships 
per day. There are a total of 2,786 generated arrivals 
at the lock (presented by month in Table 1).
2.1 Fuzzy expert system
The basic fuzzy expert system was constructed by 
interviewing the lock masters and it is presented in 
Figure 1 - Ship lock "Kucura"
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[5]. Regarding the guidelines and the recommenda-
tions of the Inland Navigation Commission [19], FES is 
designed to be compatible with the River Information 
Service (RIS). FES collects information from RIS such 
as data on speed, distance and the direction from 
which the ship is coming [20].
Based on the state of the lock (lower or upper gate 
open), FES considers two variables: the distance of the 
ship from the lock on the level where the gate is open 
(LGO) and the distance of the ship from the lock on the 
level where the gate is closed (LGC). The FES decides 
whether to change the present state of the ship lock 
according to the ship distances at both levels.
Three categories related to the distance from the 
ship lock (small, medium and large) define fuzzy sets 
for two fuzzy input variables, LGO (Figure 3) and LGC 
(Figure 4). The output variable represents the control 
variable “change of condition of the lock” (LC), which 
is expressed in three categories: change, no change 
and indefinite (Figure 5). Distances from the lock (in-
put variables) are expressed in minutes, and output 
value after defuzzification is given in universal units 
Mathematical model of ship lock











Time + 15 > Arrival
TWT = TWT +
Time +15 -Arrival
yes
Time = max(Time+15, Arrival)
+ 25
no
NoEL = NoEL + 1
nono
Pseudocode
1) Initialize number of empty lockages
(NoEL), total waiting time (TWT) and
current time
2) Read the time and the side of the new
vessel arrival
3) Is control logic performing regular or
empty transition?
4) Recalculate the number of empty
lockages
5) Does the vessel have to wait or not?
6) Recalculate the total waiting time
7) Calculate the new current time
Figure 2 - Algorithm and pseudocode of the number of empty lockages (NoEL) and total waiting time (TWT) calculation
Table 1 - Summary of ship arrivals per month generated for simulation
Month Total number of ships Arrivals at upper gate of lock




March 106 50 56 1.12
April 311 147 164 1.11
May 322 167 155 0.93
June 306 161 145 0.90
July 289 143 146 1.02
August 313 161 152 0.94
September 297 153 144 0.94
October 294 166 128 0.77
November 325 152 173 1.14
December 223 118 105 0.89
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and after comparison to the limit value gives a binary 
decision (“change” or “no change”). Table 2 presents 
the nine fuzzy rules.
The fuzzy decision mechanism is a process consist-
ing of three phases: implication, aggregation and de-
fuzzification [24-26]. The choice of the functions that 
will implement these three phases has a significant 
impact on the results and the algorithm speed [27]. 
That is why most of the practical implementations of 
fuzzy logic are based on Takagi-Sugeno type, but in our 
case speed of the algorithm is not important because 
of slow nature of the ship locking process. Thus, in this 
study the basic Mamdani type FES (minimization for 
implication, maximization for aggregation and Centre 
of Area for defuzzification) was used. This combination 
of methods is a very common one [26, 27]. However, 
other combinations of methods are taken into consid-
eration and proposed combination gave the best re-
sults in all of our test cases.
3. OPTIMIZATION OF MEMBERSHIP 
FUNCTIONS
As mentioned earlier, in the operation of the ship 
lock, there are opposing interests of shippers and lock 
owners. Based on these two interests, it is possible 
to construct two extremely opposite criteria: Minimum 
waiting time (MWT) and Minimum number of lock-
ages (MNL). The main concern of shippers is that the 
lockage is completed as soon as possible; i.e., that 
they spend the least amount of time waiting in the 
lock zone. The most convenient situation for them is 
when the lockage starts immediately upon arrival of 
the ship. The first criterion reflects precisely that goal - 
MWT. MNL represents the interests of lock owners and 
workers. Any change in the water level in the chamber 
without a vessel inside is an unnecessary expenditure 
of energy (to run the pumps) and water (which fills 
the chamber). When using the FES in ship lock con-
trol, there is a compromise, because it has efficiency 
between those two extreme criteria. Because the FES 
was built based on expert suggestions, it can be con-
cluded that the operator performance in ship lockage 
would be near to FES performance. When the actions 
of the FES were analyzed, some disadvantages of this 
approach were noted. The majority of lockages result-
ed in the activation of only two of the nine rules. Since 
this case was not rare, we considered further adjust-
ments of the control logic. If we can design one overall 
criterion for evaluating the ship lock control, then we 
can optimize our FES to give the optimal performance 
for this criterion. Since we have two objectives, this 
must be a multi-objective optimization [28, 29].
Fuzzy rules were created based on subjective de-
scriptions of lock master and are presented in Table 
2. The work principle of fuzzy inference is such that it 
mimics the human reasoning. However, the question 
is whether the obtained fuzzy sets are the best choice 
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Figure 3 - Membership functions of input fuzzy variable LGO
(distance of a ship from the ship lock on the level
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Figure 4 - Membership functions of input fuzzy variable LGC
(distance of a ship from the ship lock on the level
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Figure 5 - Membership functions of output fuzzy variable LC
(change of condition of the lock)
The relation between the membership function of 
the fuzzy set and the observed variable is described 
by a logistic curve (e.g., S-curve or sigmoid function), 
as shown by several authors on the basis of experi-












 a – slope of the function;
 b – point of function gradation (inflection point 
of function).




Small No change No change No change
Medium Indefinite No change No change
Large Change Indefinite No change
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find better control tactic than a human can? Is it pos-
sible, with some changes in membership functions, to 
improve the obtained results?
In order to compare the work of the various fuzzy 
expert systems it is necessary to form an assessment, 
i.e. a universal criterion. In this case, such a criterion 
can be conceived as an “economic” criterion. This 
criterion is actually a weighted sum of the number of 
empty lockages and the average waiting time per ves-
sel (see Equation 2).
E A NoEL B AWTpS) )= +  (2)
where:
 E – optimization criterion,
 A, B – weight coefficients,
 NoEL – number of empty lockages,
 AWTpS – average waiting time per ship.
Coefficients A and B give greater or lesser impor-
tance to each of the two components of the econom-
ic criterion. With the relation between them we can 
choose what is more expensive, the waiting of the 
ships or the waste of water and energy.
Different values of coefficients A and B are used to 
form several optimality criteria. Three well-known and 
popular optimization techniques will be used: genetic 
algorithm (GA), particle swarm optimization (PSO), and 
artificial bee colony optimization (ABC). All three algo-
rithms belong to the group of evolutionary optimiza-
tion algorithms. PSO and ABC are also classified as 
members of subgroup named swarm intelligence. A 
brief description of these algorithms will be presented 
in the sequel.
3.1 Genetic algorithm
Genetic algorithm is an evolutionary optimization 
technique inspired by Darwin’s theory of natural evolu-
tion of the species. It was proposed in 1970s by John 
Holland [30] and improved during the years by numer-
ous other researchers [31]. In this technique, a popu-
lation of candidate solutions (called individuals) to an 
optimization problem is evolved toward better solu-
tions. Each candidate solution has a set of properties 
(its chromosomes or genotype) which can be mutated 
and altered.
The evolution usually starts from a population of 
randomly generated individuals and is an iterative 
process. The population in each iteration is called a 
generation. The value of the objective function, called 
fitness, of every individual in the population is evalu-
ated in each generation. The fitter individuals are 
selected from the current population, and each indi-
vidual’s genome is modified (recombined and possibly 
randomly mutated) to form a new generation. The new 
generation of candidate solutions is then used in the 
next iteration of the algorithm. When forming a new 
population, the evolution mechanisms are used, such 
as selection, crossover and mutation, imitating the 
process of natural evolution. Commonly, the algorithm 
terminates when either a maximum number of genera-
tions has been produced, or a satisfactory fitness level 
has been reached for the population.
Since genetic algorithms are frequently applied 
in many application areas, there is a large number of 
variants of these optimization techniques published 
in the literature, introducing various mechanisms and 
methods for the improvement of the optimization pro-
cedure performance. In this study, a variant of GA with 
linear ranking, stochastic universal sampling, uniform 
mutation and uniform crossover was applied, with all 
parameter values based on the recommendations in 
the literature [31].
3.2 Particle swarm optimization
Particle Swarm Optimization (PSO) algorithm is a 
swarm-based optimization technique, inspired by the 
social behaviour of animals moving in large groups 
(particularly birds) [32]. It uses a set of particles called 
swarm to investigate the search space. Each particle 
is described by its position (x) and velocity (v). The 
position of each particle is a potential solution, and 
the best position that each particle achieved during 
the entire optimization process is memorized (p). The 
swarm as a whole memorizes the best position ever 
achieved by any of its particles (g). The position and 
the velocity of each particle in the k-th iteration are 
updated as
v k w v k cp rp k p k x k1 $ $ $+ = + - +^ h6 6 6 6 6@ @ @ @ @  
  cg rg k g k x k$ $+ -^ h6 6 6@ @ @  
x k x k v k1 1+ = + +6 6 6@ @ @. (3)
Acceleration factors cp and cg control the relative 
impact of the personal (local) and common (global) 
knowledge on the movement of each particle. Inertia 
factor w, which was introduced for the first time in [33] 
keeps the swarm together and prevents it from diversi-
fying excessively and therefore diminishing PSO into a 
pure random search. Random numbers rp and rg are 
mutually independent and uniformly distributed in the 
range [0, 1].
There are many modifications of PSO algorithm 
presented in literature. The early concept of PSO al-
gorithm uses constant parameter set (cp, cg, w), while 
some more recent modifications introduce variable 
algorithm parameter set in order to improve the over-
all performance of the algorithm [17, 34, 35]. In this 
paper, the PSO variant with all variable parameters will 
be used. Inertia factor w is decreased from 0.95 to 
0.4, enabling thorough space search. Cognitive factor 
cp is also decreased during the search, from 2.5 to 
0.5, enabling better exploration, while social factor cg 
is increased from 0.5 to 2.5, enabling better exploita-
tion of each individual’s “knowledge” [36].
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3.3 Artificial bee colony optimization
Artificial bee colony (ABC) algorithm, also known 
as Bee Colony Optimization (BCO) is another, relatively 
novel swarm-based numerical optimization algorithm, 
based on the simulation of the foraging behaviour of 
honey bee swarm [15, 37]. In this algorithm, the posi-
tion of food source represents a possible solution of 
the optimization problem and the nectar amount of 
the food source corresponds to the value of the optimi-
zation criterion in that solution. The colony consists of 
three groups of bees: employed bees, onlookers, and 
scouts. The number of the employed bees or the on-
looker bees is equal to the number of solutions in the 
population. In the first step, the ABC generates a ran-
domly distributed initial population P G 0=^ h of SN so-
lutions (food source positions), where SN denotes the 
size of population. Each solution , , ,x i SN1 2i f=^ h is 
a D-dimensional vector, with D being the number of 
variables in optimization criterion. After initialization, 
the population of the positions (solutions) is subjected 
to repeated cycles, 1,2, , maxC Cf= , of the search 
processes. An employed or onlooker bee probabilisti-
cally produces a modification on the position (solution) 
in her memory for finding a new food source and tests 
the nectar amount of the new source. While in case of 
real bees, the production of new food sources is based 
on the comparison process of food sources in a region 
depending on the information gathered visually by the 
bee, in ABC model, the artificial bees do not use any in-
formation in comparison. They randomly select a food 
source position and produce a modification on the one 
existing in their memory, using the expression:
v x x xij ij ij ij kjz= + -^ h (4)
where , , ,k BN1 2 f! " , and , , ,j D1 2 f! " , are ran-
domly chosen indexes, BN is the number of employed 
bees and z is a random number in range [-1, 1].
Provided that the nectar amount of the new source 
is higher than that of the previous one the bee memo-
rizes the new position and forgets the old one. Other-
wise, she keeps the position of the previous one. After 
all employed bees complete the search process they 
share the nectar information of the food sources and 
their position information with the onlooker bees on 
the dance area. An onlooker bee evaluates the nec-
tar information taken from all the employed bees and 
chooses a food source with the probability related to 
its nectar amount. As in case of the employed bee, she 
produces a modification on the position in her mem-
ory and checks the nectar amount of the candidate 
source. Providing that its nectar amount is higher than 
that of the previous one, the bee memorizes the new 
position and forgets the old one.
An onlooker bee chooses a food source depend-
ing on the probability value associated with that food 


















where f xi^ h is the value of the optimization criterion for 
solution i evaluated by its employed bee, and SN is the 
number of food sources which is equal to the number 
of employed bees (BN). In this way, the employed bees 
exchange their information with the onlookers.
Employed bees whose solutions cannot be im-
proved through a predetermined number of trials, 
called limit, become scouts and their solutions are 
abandoned. Then, the scouts start to search for new 
solutions, randomly. Hence, those sources which are 
initially poor or have been made poor by exploitation 
are abandoned.
The described search process is conducted until a 
termination criterion is satisfied; for example a maxi-
mum cycle number or a maximum CPU time.
4. RESULTS AND DISCUSSION
The population for every algorithm consisted of to-
tally 30 individuals (particles, bees). The optimization 
process was conducted in 15 iterations (generations). 
The number of iterations was adopted based on the 
empirical analysis, which showed that after 15 itera-
tions almost no improvement could be noticed for all 
three algorithms, implying that all methods converged 
at least to the vicinity of the optimal solution. Each in-
dividual (particle, bee) consists of four values (coordi-
nates). These values are parameters that define the 
shape and position of the sigmoid membership func-
tions in fuzzy sets. First two variables XLGO  and YLGO  
determine the shape and the position of membership 
functions for fuzzy variable LGO. The other two vari-
ables XLGC  and YLGC  determine the shape and the posi-
tion of membership functions for fuzzy variable LGC. 
As shown in Figures 3 and 4, input fuzzy variables LGO 
and LGC consist of three sigmoid functions. “Medium” 
sigmoid function is defined with two values X and Y, 
and other two sigmoid functions can be observed as 
inverse functions.
The weight coefficients A and B (see Equation 2) 
emphasize the significance of each component in the 
optimality criterion (number of empty lockages and 
average waiting time per ship). These coefficients can 
be adjusted in accordance to the desired economic 
performance of the overall system, defined by the 
management. Based on such defined criterion, fuzzy 
expert system can be adjusted to provide the desired 
system behaviour and to enable performance control, 
which was the main objective of this paper. If man-
agement of a lock were able to assess the economic 
costs of an empty lockage and costs of delays (waiting 
times) then coefficients A and B could be set according 
to the assessment. The coefficient ratios in this paper 
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were chosen to give different significance to both parts 
of the economic criterion. Three variants of the eco-
nomic criterion were considered, with different values 
of coefficients A and B. In the first variant, both coef-
ficients were equal to one, giving equal significance to 
both number of empty lockages and average waiting 
time per ship. The second criterion variant had values 
of A 2=  and .B 0 5= , favouring the number of empty 
lockages in 4:1 ratio, and the third one of .A 0 5=  and 
B 2= , favouring the average waiting time per ship, in 
1:4 ratio.
The values of optimal FES parameters obtained by 
using all three optimization algorithms are shown in 
Table 3. One can notice that all three algorithms con-
verged to similar parameter values for each criterion 
variant. Also, it should be emphasized that the shape 
of the membership function varies significantly for dif-
ferent criterion variant, implying that fuzzy parameters 
depend to a large degree on desired system behaviour.
Table 4 shows the simulation results obtained us-
ing the criteria of MWT and MNL, the original fuzzy 
system and new, optimized fuzzy systems, for all three 
optimization algorithms. The number of empty lock-
ages (NoEL), average waiting time (AWT) per ship and 
economic criterion value are shown for every model 
and every criterion variant. The results are compared 
by the obtained value of economic criterion defined by 
(2), for different variants of weight coefficients A and 
B. The best results for each criterion variant are typed 
in bold.
One can notice that the worst values for all eco-
nomic criteria variants are obtained using MWT and 
MNL, since these models optimize only one of two pa-
rameters, i.e. average waiting time per ship and num-
ber of empty lockages, respectively. Significant im-
provement in criteria values is obtained using original, 
non-optimized FES which considers both parameters. 
However, it is easily observed that the best criteria val-
ues in all variants are provided by optimized FESs. In 
the criterion variant favouring the average waiting time 
(1:4), ABC showed the best performance, while GA and 
PSO followed, obtaining the same criterion value. In 
the case of equal significance of the number of empty 
lockages and average waiting time (variant 1:1), PSO 
provided the best criterion value, while the values ob-
tained using GA and ABC were almost the same. In cri-
terion variant 4:1, which favours the number of empty 
lockages, GA and PSO converged to the same value, 
while ABC obtained a slightly worse result. Thus, it is 
not possible to distinct the best optimization algorithm 
for universal application. We can only conclude that all 
three algorithms provide the best solution in some cri-
terion variant and thus all of them can be successfully 
applied in such problems.
5. CONCLUSION
This paper presents a method for creating a fuzzy 
expert system that can be used as support in decision-
making or in training the ship lock operators. The pa-
Table 3 - FES parameter values obtained by different forms of economic criteria
FES parameter Original FES Optimized FES 1:1 Optimized FES 4:1 Optimized FES 1:4
GA PSO ABC GA PSO ABC GA PSO ABC
XLGO 40 48.10 49.94 49.28 70.55 70.11 71.22 32.11 31.92 33.65
YLGO 60 69.82 69.94 69.27 91.31 91.03 90.24 59.91 60.23 61.88
XLGC 20 17.21 16.00 18.23  8.21  8.10  9.21 69.86 68.54 66.28
YLGC 40 46.62 48.32 47.43 25.04 24.00 25.32 89.72 88.31 89.73
Table 4 - Comparative presentation of simulation results for different evaluation models and economic criteria
Evaluation model





NoEL 1,410 50 746 824 822 802
AWT [min] 4.18 3,090.85 137.3 114.17 114.56 115.94
Criterion value 713.36 6,206.7 647.6 640.33 640.33 632.89
Criterion 
1:1
NoEL 1,410 50 746 726 720 726
AWT [min] 4.18 3,090.85 137.3 137.9 140.53 137.79
Criterion value 1,414.18 3,140.85 883.3 863.91 860.53 863.79
Criterion 
4:1
NoEL 1,410 50 746 670 670 676
AWT [min] 4.18 3,090.85 137.3 144.19 144.19 144.44
Criterion value 2,822.09 1,645.42 1,560.65 1,412.09 1,412.09 1,424.22
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rameters of such a system were optimized using three 
popular global optimization procedures in order to 
minimize three different variants of the economic op-
timization criterion. The presented results show that 
all algorithms, with slight variations in criterion results, 
provide performance improvement, i.e. the number of 
empty lockages and average waiting time decrease, 
compared to originally proposed fuzzy expert system. 
Thus, we can conclude that all these algorithms can 
be successfully applied in this kind of transportation 
planning and control problems.
Fuzzy expert system, which was the object of the 
optimization, is one of the components of decision 
support system used in ship lock control. It also imple-
ments the experience of the operator interpreted by 
the membership functions and fuzzy rules. Once op-
timized according to the optimality criterion which re-
flects the desired economic performance, it provides 
suggestions for the operator how to control the opera-
tion of the ship lock. In the more automated variant 
of the control system, fuzzy expert system can also di-
rectly control the ship lock operation, eliminating the 
need for human operator. This way one can improve 
the overall performance of the system and decrease 
the probability of errors caused by the human factor.
Further research can proceed in the direction of 
greater complexity in lock functionality. Instead of the 
single-channel lock, a multi-channel lock can be con-
sidered. Such systems would need to have fuzzy input 
variables and fuzzy rules that are more complex. More-
over, military, service, commercial and private vessels 
in actual systems do not have the same priority; some 
classes of vessels have higher priority for using the 
lock than others. This could introduce additional fuzzy 
rules. A well-designed fuzzy expert system could serve 
as a valuable aid in the choice of the control action 
when there are more requests for lockage by a number 
of vessels with different priorities.
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REZIME 
 
OPTIMIZACIJA SISTEMA ZA UPRAVLJANJE 
BRODSKOM PREVODNICOM UPOTREBOM 
GA, PSO I ABC: UPOREDNI PREGLED
U ovom radu predstavljeno je poređenje nekih poznatih 
globalnih optimizacionih postupaka pri optimizaciji 
ekspertskog sistema za upravljanje brodskom prevodnicom. 
Svrha poređenja je pronalaženje najboljeg algoritma za 
optimizaciju parametara funkcija pripadnosti ekspertskog 
upravljačkog sistema baziranog na rasplinutoj (fuzzy) logici. 
Optimizacija je sprovedena da bi se poboljšale performanse 
rada prevodnice, vreme čekanja brodova i broj prevođenja 
na prazno. Upoređena su tri postupka: optimizacija rojem 
čestica, optimizacija veštačkom kolonijom pčela i genetski 
algoritam. Prikazani rezultati potvrđuju efikasnost sva tri 
postupka i poboljšanje performansi rada prevodnice, što 
govori u prilog njihovoj primeni u sličnim problemima trans-
porta.
KLJUČNE REČI
brodska prevodnica; ekspertski sistem sa rasplinutom 
logikom; optimizacija rojem čestica; optimizacija veštačkom 
kolonijom pčela; genetski algoritam.
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