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Abstract
Given a uniform, frustration-free family of local Lindbladians defined on a quantum lattice
spin system in any spatial dimension, we prove a strong exponential convergence in relative
entropy of the system to equilibrium under a condition of spatial mixing of the stationary Gibbs
states and the rapid decay of the relative entropy on finite-size blocks. Our result leads to
the first examples of the positivity of the modified logarithmic Sobolev inequality for quantum
lattice spin systems independently of the system size. Moreover, we show that our notion of
spatial mixing is a consequence of the recent quantum generalization of Dobrushin and Shlosman’s
complete analyticity of the free-energy at equilibrium. The latter typically holds above a critical
temperature Tc.
Our results have wide applications in quantum information processing. As an illustration,
we discuss three of them: first, using techniques of quantum optimal transport, we show that a
quantum annealer subject to a finite range classical noise will output an energy close to that of
the fixed point after constant annealing time. Second, we prove a finite blocklength refinement
of the quantum Stein lemma for the task of asymmetric discrimination of two Gibbs states of
commuting Hamiltonians satisfying our conditions. In the same setting, our results imply the
existence of a local quantum circuit of logarithmic depth to prepare Gibbs states of a class of
commuting Hamiltonians.
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2
1 Introduction
In any realistic setting, a quantum system undergoes unavoidable interactions with its environment.
These interactions lead to alterations of the information initially contained in the system. Within
the current context of emerging quantum information-processing devices, a proposed solution to the
problem of decoherence is to encode the quantum logical information into a highly entangled many-
body state in order to protect it from the action of local noise [82, 30]. Such a state will typically
belong to the ground space of a Hamiltonian modeling the noiseless, unitary evolution of the system
in absence of an environment. When the environmental noise can be modeled by a Markovian
evolution and below some critical temperature, the resulting self-correcting quantum memory should
survive for a time which scales at least polynomially with the size of the system. Conversely, faster
decoherence was recently used as a viable method for the preparation and control of relevant phases
of matter [94, 32, 58, 88, 95], as well as to estimate the run-time of algorithms based on the efficient
preparation of a Gibbs state [15].
In the low-temperature regime, Temme [91] proved a lower bound on the spectral gap of the
Davies generator corresponding to a stabilizer Hamiltonian in terms of the energy barrier of the
corresponding code, hence rigorously connecting the latter to the memory’s lifetime. On the contrary,
based on the work of [67], Temme and Kastoryano recently showed that, above a critical temperature,
any heat-bath dynamics satisfies the rapid mixing property: its thermalization time only scales
logarithmically in the system size [92]. Previously, the positivity of the spectral gap independently
of the size for these Markov processes was shown in [53] under a condition of strong clustering of the
correlations in the Gibbs state between separated regions of the lattice. More recently, this property
of a Gibbs state was proved to imply its efficient preparation on a quantum [14] or classical [42]
computer.
Since clustering of correlations typically happens at high temperatures, the two diametrically
opposite aforementioned behaviors can be interpreted as the sign of a phase transition between high
and low temperature regimes in the thermal equilibrium state of the Markovian evolution. This
suggests that there is a deep connection between equilibrium and dynamical properties of quantum
matter. In this work, we move one step forward by proving an equivalence between strong clustering
of the correlations as measured in the equilibrium Gibbs state of a many-body quantum Markovian
dynamics and the rapid convergence of the dynamics towards its equilibrium. Here, we restrict
ourselves to the case of equilibrium states that are diagonal in the computational basis. As a simple
corollary of our result, we extend to this setting the well-known fact that local Gibbs samplers defined
on lattice spin systems thermalize with a time that scales either logarithmically or exponentially in
the lattice size. Moreover, this dynamical phase transition is a direct consequence of the properties
of the system at equilibrium. We emphasize that proving such a result for quantum systems is
nontrivial, even in the case of systems thermalizing to a classical state. This is because the initial
state could be highly entangled, and it is a-priori not clear whether entanglement could be used as a
resource to substantially slow down the thermalization. Our analysis rigorously proves this is not the
case. Entangled initial states also pose significant technical challenges, as most proofs for classical
systems rely on concepts that do not generalize to the quantum settings, such as conditioning on
the boundary or coupling. We also extend one direction of our result to the case of invariant Gibbs
states corresponding to Hamiltonians constituted of local commuting terms for specific dynamics,
namely that decay of correlations at equilibrium implies rapid mixing.
From a mathematical point of view, our main result constitutes the first complete proof of the
existence of a functional inequality called the modified logarithmic Sobolev inequality for interacting
quantum spin systems independently of the lattice size. We refer to [12, 93, 9, 21] for the case of
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non-interacting and Fermionic systems. Functional inequalities are differential versions of strong con-
traction properties of various distance measures under the action of a semigroup. For instance, the
Poincare´ inequality provides an estimate on the Lindbladian’s spectral gap. Significantly faster con-
vergence can be shown via the existence of a (modified) logarithmic Sobolev inequality (LSI/MLSI),
which implies exponential convergence in relative entropy of any initial state evolving towards equi-
librium [78, 55]. Unlike the spectral gap, this convergence can further be used to estimate the classical
capacity of the semigroup [7]. A major component of the theory of classical functional inequalities
relies on the so-called tensorization property: the LSI/MLSI constant of any number of copies of
a primitive Markov semigroup is equal to the one of a single copy. It is not known whether this
property still holds in the quantum setting, despite some recent advances [9, 8, 16].
The tensorization property can be thought of as a property of non-interacting systems whose
evolution is the tensor power of local semigroups. More generally, the LSI holds for classical Markov
semigroups on interacting classical spin systems on a lattice [85, 84, 86, 69, 26, 41], uniformly in the
volume considered, if and only if correlations at equilibrium between non-overlapping regions C and
D decay exponentially in the distance between C and D. Any proof of this implication directly or
indirectly relies on generalizations of the strong subadditivity of the entropy, classically known as the
approximate tensorization (AT) property. The latter permits to reduce the analysis to that on fixed
finite sublattices with respect to which the LSI is assumed. In fact, the following four assertions
-that are made precise later- are known to be equivalent for a large class of models:
(i) The (modified) logarithmic Sobolev inequality holds uniformly in the volume and boundary
conditions.
(ii) Rapid mixing: the evolution thermalizes in time scaling logarithmically with the system size.
(iii) The spectral gap is positive independently of the volume and boundary conditions.
(iv) Correlations in the Gibbs equilibrium measure decay rapidly.
Since the positivity of the spectral gap implies a thermalization time that scales polynomially with
the system size, the equivalence (iii)⇔(iv) implies that classical Gibbs samplers thermalize either
very fast, or very slowly. This dichotomy is a sign of a dynamical phase transition. The implications
(i)⇒(ii)⇒(iii) are known to hold for quantum evolutions in detailed balance (see Section 2.3) by a
direct extension of the theory of classical functional inequalities [9, 92]. (iii)⇒(iv) classically follows
from standard arguments of finite speed of propagation of local perturbations [84, 41] (see also [53, 54]
in the quantum setting). However, the implication (iv)⇒(i) is still unknown to hold under a good
notion of decay of correlations and has been the subject of recent focus [6, 5, 20]. The goal of this
paper is precisely to fill in this missing gap.
We then apply our results to three settings in which the relative entropy decay estimates given
by MLSI are crucial. First, we show that the output energy of an Ising quantum annealer subject
to finite range classical thermal noise at high enough temperature outputs a state whose energy is
close to that of the thermal state of the noise after an annealing time that is constant in system-size.
Although the results of [37] also allow us to make a similar analysis based on our MLSI, here we take
a new approach by exploiting quantum optimal transport techniques [80, 38, 23], showcasing the
potential of such techniques for quantum computation. Secondly, we apply our results to quantum
asymmetric hypothesis testing. There we show a decay estimate on the type II error for two Gibbs
states corresponding to commuting potentials in the finite blocklength regime. Finally, we also apply
our main result to obtain efficient quantum Gibbs samplers for certain Gibbs states corresponding to
commuting potentials. Our methods only require the implementation of a circuit of local quantum
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channels of logarithmic depth, in contrast to previous results [14] that required quasi-local quantum
channels.
Main results As previously mentioned, the main result of this manuscript concerns the modified
logarithmic Sobolev inequality for interacting quantum spin systems and constitutes the first com-
plete proof of its existence independently of the lattice size. Our result gives an answer to what has
been an open problem for decades. In the 1990’s, an important number of research articles regarding
functional inequalities (and in particular LSI and MLSI) for classical [96, 97, 98, 70, 71] and quan-
tum [67, 68, 66, 78, 99] spin systems appeared in the literature. At the turn of the millennium, a
new strategy based on the quasi-factorization of the relative entropy was provided [28, 26], which
arguably simplifies the classical result of [69]. In 2014, a quantum analogue of this strategy was later
used [53] to obtain a solution for the simpler problem of the positivity of the spectral gap. Subse-
quently, similar to this and other strategies have been used in some approximations to this problem
for non-interacting systems [75, 74, 9, 21] as well as under a number of conditions of clustering of
correlations [5].
Our main result, Theorem 7, can be informally phrased as follows:
Theorem 1 (Theorem 7, informal). Given a 2-local potential over Zd, some region Λ ⊂⊂ Zd and
β > 0, define the corresponding Gibbs state σΛ = e−βHΛ/Tr[e−βHΛ ]. Assume that for every Λ there
is a local, primitive, reversible and frustration-free Lindbladian LΛ such that its local terms satisfy a
complete modified logarithmic Sobolev inequality, with corresponding constants possibly depending on
the size of their support. Furthermore, assume that it satisfies a suitable clustering of correlations
condition termed (qL1 → L∞) clustering below. Then for every initial state ρ
D(etLΛ∗(ρ)‖σΛ) ≤ e−αtD(ρ‖σΛ) ,
for a constant α > 0 independent of system size |Λ|.
For classical potentials, the complete MLSI condition is always satisfied for the embedded Glauber
dynamics. Furthermore, for commuting potentials, we show the required clustering for Schmidt gen-
erators of those Hamiltonians in certain regimes. We introduce and discuss the Schmidt generators
in more detail in Section 2.4. Schmidt semigroups inherit most of the desirable properties of the
more widely studied Davies and Heat-bath generators, such as frustration-freeness and detailed bal-
ance. In addition to that, for the case of 2-local interactions, i.e. nearest neighbour, it is possible to
make them inherit the rich algebraic structure of commuting Hamiltonians discussed in [17]. Also
note that they generally mix at least as fast as the aforementioned generators. We show that for
commuting potentials, our condition holds for all dimensions above a certain threshold temperature.
Unfortunately, the complete MLSI has not yet been proven for such models, which would be the last
missing piece to establish the existence of a system-size independent MLSI for 2-local commuting
potentials. Apart from this important detail, the exact statement of Theorem 7 actually requires
some further assumptions of geometric and technical nature. But we show that these are always
satisfied for the Schmidt generators with nearest neighbour interactions.
The reference to the condition of clustering of correlations in the statement above is admittedly
vague. This is partially the case because by now a plethora of conditions of clustering of correlations
for Gibbs states have been introduced in the literature. In Section 3 we thoroughly discuss and define
the most prominent ones. In particular, we are able to show that the recently introduced notion of
analyticity after measurement [42] implies other notions of clustering of correlations. First, we show
that it implies a quantum version of the Dobrushin-Shlosman conditions (IIIc) and (IIId) [36]. These
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conditions capture the notion that the reduced density matrix of the Gibbs state in a regions does not
significantly depend on boundary conditions at distant places. We then show that these in turn imply
several other notions of clustering of correlations. In a nutshell, these notions capture the idea that,
at high enough temperatures, Gibbs states are almost uncorrelated, in the sense that the covariance
of observables at distant regions is exponentially small. Furthermore, to show the positivity of the
modified logarithmic Sobolev inequality we need to resort to yet another variation of clustering,
L1 → L∞ clustering. This condition captures the intuition that the correlations conditioned on
arbitrary boundary conditions still decay strongly in distance. We then have:
Theorem 2 (Theorem 5 and Proposition 3, informal). The analyticity after measurement condi-
tion implies the quantum Dobrushin-Shlosman condition (qIIId). In turn, the quantum Dobrushin-
Shlosman condition implies L2 clustering of correlations. Moreover, for the Schmidt semigroups
related to 2-local commuting potentials, we have that the quantum Dobrushin-Schlosman condition
(qIIId) implies (qL1 → L∞) clustering.
Figure 1: Diagram for commuting Hamiltonians containing the connections between several notions
of clustering of correlations and functional inequalities. In blue, we represent different ways of
clustering of correlations, in red we collect some functional inequalities and rapid mixing, and in
purple we show the conditions we need to impose for MLSI to hold. We recall some previously
known results and emphasize the original ones presented in this text.
This statement connects many different notions of clustering present in the literature. Moreover,
as the analyticity after measurement was shown to hold in several different regimes in [42], we imme-
diately obtain the required clustering of correlations for certain regimes and commuting potentials
in these situations. The notions connected in the previous two theorems, as well as in some other
results of the manuscript are summarized in the diagram of Figure 1.
From a technical point of view, our main contribution consists in decomposing the proof of the
existence of the modified logarithmic Sobolev inequality into two steps, which we refer to as “peeling”:
First, we investigate how fast the semigroup converges in finite blocks that tile the lattice. Then,
we can further constrain the rest of the analysis to states with much more structure, allowing us to
employ quasi-tensorization techniques for the relative entropy. This requires a refined analysis of the
geometry of the interactions, which might be of independent interest.
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Outline of the paper The paper is organized as follows. In Section 2, we introduce some necessary
notation as well as a review the previous concepts that are needed in the other sections. More
specifically, after recalling the basic notions of a quantum Hamiltonian and Gibb state, we provide
examples of uniform families of Lindbladians converging to such states, also known as Gibbs samplers.
We conclude this section by briefly reviewing the literature on quantum functional inequalities and
rapid mixing.
Subsequently, we discuss different notions of clustering of correlations in Section 3. We start by
recalling Dobrushin-Shlosman’s mixing condition and its connection to some functional inequalities
and strong ergodicity for classical systems. Then, we review some previous notions of clustering of
correlations for quantum Gibbs samplers, and prove various connections between them.
In Section 4, we expose our main results regarding the relationship between the aforementioned
versions of clustering of correlations and the modified logarithmic Sobolev inequality. We begin by
showing that the embedded Glauber dynamics with an additional dephasing satisfy a MLSI. This
example serves as a toy model for the rest of the section. Afterwards, we implement a tiling of
the d-dimensional lattice and devise a geometric construction based on grained sets over that tiling,
both of which constitute some of the main ingredients for our main result. Moreover, we present
some necessary conditions, namely the existence of a complete MLSI and a condition of clustering
on the conditional expectations that will be needed for the reduction of the analysis of the problem
into smaller blocks. With all these ingredients at hand, we present our main result of the existence
of MLSI for d-dimensional systems, whose proof we leave to Appendix D and conclude the section
by showing the simplified version of this result in 2D, employing a geometric construction based on
rhomboidal regions.
As a consequence of these results, we present some applications in various contexts in quantum
information theory in Section 5. These include an application to the classical simulability of noisy
quantum annealers, hypothesis testing between Gibbs states and efficient preparation of quantum
Gibbs states on quantum computers
2 Notations and definitions
2.1 Basic notations
Given a finite subset Λ ⊂⊂ Zd and a finite dimensional Hilbert space (H, 〈.|.〉) of dimension dH,
we denote by B(H) the algebra of bounded operators on H, by B(H)sa the subspace of self-adjoint
operators on H, i.e. B(H)sa :=
{
X ∈ B(H); X = X†}, where the adjoint of an operator Y is written
as Y †, and by B(H)+ the cone of positive semidefinite operators on H. We will also use the same
notations Nsa and N+ in the case of a von Neumann subalgebra N of B(H). The identity operator
on N is denoted by 1N , and we drop the index N when it is unnecessary.
Given a map Ψ : B(H) → B(H), we denote its dual with respect to the Hilbert-Schmidt inner
product as Ψ∗. We also denote by idB(H), or simply id, the identity superoperator on B(H). We
further denote by D(H) the set of positive semidefinite, trace one operators on H, also known as
density matrices, and by D(H)+ the subset of full-rank density operators. In the following, we will
often identify a density matrix ρ ∈ D(H) and the state it defines, that is the positive linear functional
B(H) 3 X 7→ Tr[ρX].
Given two states ρ, σ ∈ D(H) with supp(ρ) ⊆ supp(σ), the relative entropy between ρ and σ is
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defined as
D(ρ‖σ) := Tr [ρ ( ln ρ− lnσ)] .
Next, given a state σ ∈ D(H)+ and a ∗-subalgebra N ⊂ B(H), a linear map E : B(H)→ N is called
a conditional expectation with respect to σ onto N if the following conditions are satisfied [90]:
(i) For all X ∈ B(H), ‖E[X]‖ ≤ ‖X‖ .
(ii) For all X ∈ N , E[X] = X .
(iii) For all X ∈ B(H), Tr[σE[X]] = Tr[σX] .
Given any state ρ ∈ D(H) and any state σ = E∗(σ), the following chain rule holds true (see for
instance Lemma 3.4 in [52]):
D(ρ‖σ) = D(ρ‖E∗(ρ)) +D(E∗(ρ)‖σ) . (2.1)
Moreover, given p ≥ 1 and a full-rank state σ ∈ D(HΛ), we also define the following weighted
Lp-norms on B(H):
‖X‖Lp(σ) :=
(
Tr
[∣∣σ 12pXσ 12p ∣∣p]) 1p ,
For p = 2, these norms provide B(H) with a Hilbert space structure with inner product 〈X,Y 〉KMSσ :=
Tr[σ
1
2X†σ
1
2Y ]. We write the resulting covariance as
Covσ(X,Y ) := 〈X − Tr[σX]1, Y − Tr[σY ]1〉KMSσ ,
We also use another notion of covariance based on the so-called GNS inner product 〈X,Y 〉GNSσ :=
Tr[σX†Y ] (see [57]):
Cov(0)σ (X,Y ) := 〈X − Tr[σX]1, Y − Tr[σY ]1〉GNSσ .
Furthermore, we denote by ∆σ : X 7→ σXσ−1 the modular operator corresponding to a full-rank
state σ, and by (∆itσ )t∈R its modular group. Finally, we define the maps Γσ : X 7→ σ
1
2Xσ
1
2 , whose
action is to embed L1(σ) onto the space T1(H) of trace-class operators.
2.2 Quantum Hamiltonians and Gibbs states
Given a finite region Λ ⊂⊂ Zd, we denote by |Λ| the number of its sites. The Hilbert space of the
system is denoted by HΛ =
⊗
x∈ΛHx, where Hx is a copy of the Hilbert space H corresponding to
a particle at site x ∈ Λ. Given a region A ⊆ Λ, we denote by Ac the complement of A in Zd, and by
Λ\A the complement of A in Λ. The distance between two sites i, j ∈ Zd is denoted by dist(i, j), the
distance of a site i to a set A by dist(i, A), and the distance between two sets A and B by dist(A,B).
We adopt similar notations for graphs.
Let {Φ(X)}X⊂⊂Zd be an r-local potential, i.e. for any X ⊂⊂ Zd, Φ(X) is self-adjoint and
supported in a ball of radius r around X. We assume further that ‖Φ(X)‖ ≤ h for all X ⊂⊂ Zd, and
some constant h < ∞. The potential Φ is said to be a commuting potential if for any X,Z ⊂⊂ Zd,
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[Φ(X),Φ(Y )] = 0. Given such a local potential, the Hamiltonian on a finite region Λ ⊂⊂ Zd is
defined as
HΛ =
∑
X⊆Λ
Φ(X) . (2.2)
The Hamiltonian is called (κ,R)-local, or simply geometrically local, if there exist parameters κ,R > 0
such that Φ(X) = 0 whenever the diameter diam(X) > R or |X| > κ. Moreover, the growth constant
g of a geometrically-local Hamiltonian is defined such that∣∣∣∣∣∣
∑
x0∈X
Φ(X)
∣∣∣∣∣∣ ≤ gh ,
for all sites x0 ∈ Λ. The Gibbs state corresponding to the region A and at inverse temperature β is
defined as
σA :=
e−βHA
Tr[e−βHA ]
. (2.3)
Note that this is in general not equal to the state TrAc [σΛ]. Moreover, given A ⊂ Λ, we define the
boundary of A by
∂A := {x ∈ Λ \A : dist(x,A) < κ} ,
and denote by A∂ the union of A and its boundary. Note that HA, and thus σ
A, have support on
A∂.
2.3 Uniform families of Lindbladians
We consider the basic model for the evolution of an open system in the Markovian regime given by
a quantum Markov semigroup (or QMS) (Pt)t≥0 acting on the algebra B(H) of bounded operators
over a finite dimensional Hilbert space H. Such a semigroup is characterised by the Lindbladian L,
its generator, which is defined on B(H) by L(X) = limt→0 1t (Pt(X) −X) for all X ∈ B(H). Recall
that by the GKLS Theorem [62, 39], L takes the following form: for all X ∈ B(H),
L(X) = i[H,X] + 1
2
l∑
k=1
[
2L†kXLk −
(
L†kLkX +X L
†
kLk
)]
, (2.4)
where H ∈ B(H)sa, the sum runs over a finite number of Lindblad operators Lk ∈ B(H), and [·, ·]
denotes the commutator defined as [X,Y ] := XY − Y X, ∀X,Y ∈ B(H). The QMS is said to
be faithful if it admits a full-rank invariant state σ, and when the state σ is the unique invariant
state, the semigroup is called primitive. Moreover, we say that the Lindbladian is KMS-reversible,
with respect to σ if it is self-adjoint with respect to the KMS inner product defined in Section 2.1.
Whenever this condition holds, there exists a conditional expectation E ≡ EF onto the kernel of the
generator Ker(L) := {X ∈ B(H) : L(X) = 0}, which by a slight abuse of notation we frequently call
fixed-point subalgebra, and denote by F(L), such that
Pt(X) →
t→∞ E[X] .
Similarly, we say that the semigroup satisfies the detailed balance condition, or is GNS-reversible
with respect to σ if it is self-adjoint with respect to the GNS inner product defined in Section 2.1.
Under the assumption of GNS symmetry, it is also possible to write the generators in the following
normal form:
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Theorem 3 ([65] Theorem 3.1). Let (Lt)t≥0 be the generator of a quantum Markov semigroup on
B(H), where H is an N dimensional Hilbert space, with full-rank stationary state σ. Suppose that
the generator L is self-adjoint with respect to 〈·, ·〉GNSσ . Then the generator L has the following form:
∀X ∈ B(H),
L(X) =
∑
j∈J
cj
(
e−ωj/2L˜∗j [X, L˜j ] + e
ωj/2[L˜j , X]L˜
∗
j
)
(2.5)
=
∑
j∈J
cje
−ωj/2
(
L˜∗j [X, L˜j ] + [L˜
∗
j , X]L˜j
)
, (2.6)
where J is a finite set of cardinality |J | ≤ N2− 1, ωj ∈ R and cj > 0 for all j ∈ J , and {L˜j}j∈J is
a set of operators in B(H) with the properties:
1 {L˜j}j∈J = {L˜∗j}j∈J ;
2 {L˜j}j∈J consists of eigenvectors of the modular operator ∆σ with
∆σ(L˜j) = e
−ωj L˜j ; (2.7)
3 1dim(H) Tr(L˜
∗
j L˜k) = δk,j for all j, k ∈ J ;
4 Tr(L˜j) = 0 for all j ∈ J .
This normal form will later be important to obtain bounds on the performance of noisy quantum
annealers from quantum transport inequalities in Section 5.
Next, we introduce the notion of a uniform family of quantum Markov semigroups defined on
subregions of the lattice Zd. Our setup and notations are taken from [27].
Definition 1 (Uniform family of Lindbladians). Let J ≥ 0 and f : N → R+. Then, a family
L := {LΛ,L∂Λ}Λ⊂⊂Zd composed of bulk LΛ and boundary L∂Λ Lindbladians of strength (J, f), both
indexed on the finite subsets of Zd, is called uniform whenever the following conditions hold:
(i) Bulk Lindbladians: For all Λ ⊂⊂ Zd,
LΛ =
∑
u∈Λ
∑
r∈N
Lu,r , where supp(Lu,r) = Bu(r) ,
where Bu(r) denotes the ball in Zd centred at u and of radius r. Moreover,
J := sup
u,r
‖Lu,r∗‖1→1, cb <∞ and f(r) := sup
u
‖Lu,r∗‖1→1, cb
J
,
where ‖Ψ‖1→1,cb denotes the completely bounded 1→ 1 norm of the superoperator Ψ.
(ii) Boundary Lindbladian: for all Λ ⊂⊂ Zd,
L∂Λ :=
∑
k∈N
Mk ,
where
‖Mk∗‖1→1,cb ≤ J |∂ink Λ| f(k)
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with
∂ink Λ :=
{
x ∈ Λ; dist(x,Λc) ≤ k} , supp(Mk) ⊂ ∂ink Λ .
The closed boundary Lindbladians {LΛ}Λ⊂⊂Zd are then defined as the sum of the bulk Lindbladians
and of the boundary conditions:
LΛ := LΛ + L∂Λ .
The uniform family L is said to be κ-local, κ ∈ N, if f(r) = 0 for all r > κ− 1. Moreover, L is said
to have a unique stationary state if there exists a family of quantum states {σΛ}Λ⊂⊂Zd such that,
for all Λ ⊂⊂ Zd, σΛ is the unique stationary state of LΛ. Furthermore, the family L is said to be
primitive if the states σΛ are full-rank. L is said to be locally reversible if LΛ as well as LA, for all
A ⊆ Λ, are KMS-symmetric with respect to σΛ. Finally, L is said to be frustration-free if for all
A ⊆ B ⊂⊂ Zd, ρ is a stationary state of LA whenever it is a stationary state of LB. In other words,
we have EA ◦ EB = EB ◦ EA = EB, where for a region X ⊂⊂ Zd we denote by EX := limt→∞ etLX
the conditional expectation onto the fixed-point subalgebra of LX .
Given a primitive and reversible uniform family of Lindbladians L and a finite region A ⊂⊂ Zd,
we decompose the fixed-point algebra F(LA) as
F(LA) :=
⊕
i∈I∂A
B(HAi )⊗ 1KAi , where HΛ :=
⊕
i∈I∂A
HAi ⊗KAi .
Then the conditional expectation EA∗ is expressed in the Schro¨dinger picture by
EA∗(ρ) := lim
t→∞ e
tLA∗(ρ) ≡
∑
i∈I∂A
TrKi
[
PAi ρP
A
i
]⊗ τAi . (2.8)
Above, {PAi }i∈IA are the central projections of F(LA), and τAi are full-rank states supported on the
space KAi . From now on, we often omit the dependence of the above spaces and algebras on the set
A for sake of simplicity, and only use the sum over the “boundary conditions” i ∈ I∂A in order to
remind the reader of the region being considered. When the states {σΛ}Λ⊂⊂Zd are derived from a
potential {Φ(X)}X⊂⊂Zd , the maps EA and the family L will be respectively referred to as the local
specifications and the quantum Gibbs sampler corresponding to that potential.
Assuming that the family L is frustration-free, we have that for all A ⊂ B ⊂ Λ ⊂⊂ Zd, the blocks
PBi B(HΛ)PBi are preserved by the conditional expectation EA. Moreover, on each of these blocks,
EA only acts non-trivially on the factor B(KBi ), i.e. there exists a family of conditional expectations
{E(i)A ∈ B(B(HKBi ))}i∈I∂B such that for each boundary condition i ∈ I∂B,
EA|PBi B(HΛ)PBi := idB(HBi ) ⊗ E
(i)
A , with E
(i)
A∗(ρ) :=
∑
j∈Ii∂A
Tr(P i,Aj ρP
i,A
j )⊗ τ i,Aj . (2.9)
This is a consequence of Lemma 10.
2.4 Examples of Gibbs samplers
In this subsection, we discuss four important examples of Gibbs samplers, which we will consider in
the rest of the paper. The first two were already thoroughly studied in [53].
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Davies generators Consider the Hamiltonian HΛ := H
Σ
Λ of the system on the lattice Λ. Introduce
also the Hamiltonian HHB of the heat-bath, as well as a set of system-bath interactions {Sα,k⊗Bα,k},
where α label all the operators Sα,k and Bα,k associated to the site k ∈ Λ in order for the generator
LDΛ defined below to be primitive. Here, we assume that the operators Sα,k form an orthonormal
basis of self-adjoint operators in B(H)sa with respect to the Hilbert-Schmidt inner product (e.g. qubit
Pauli matrices). The Hamiltonian of the universe composed of the system and its heat-bath is given
by
H = HΛ +H
HB +
∑
α,k∈Λ
Sα,k ⊗Bα,k . (2.10)
Assuming that the bath is in a Gibbs state, by a standard argument (e.g. weak coupling limit, see
[83]), the evolution on the system can be approximated by a quantum Markov semigroup whose
generator is of the following form:
LDΛ (X) := i[HΛ, X] +
∑
k∈Λ
LDk (X) , (2.11)
where
LDk (X) =
∑
ω,α
χβα,k(ω)
(
S†α,k(ω)XSα,k(ω)−
1
2
{
S†α,k(ω)Sα,k(ω), X
})
. (2.12)
Similarly, define the generator LDA by restricting the sum in Equation (2.11) to the subregion A in
the interior of Λ:
LDA (X) = i[HA, X] +
∑
k∈A
LDk (X) . (2.13)
Note that LDA acts non-trivially on A∂ := {k ∈ Λ : dist(k,A) ≤ r}. Then, for any region A ⊂ Λ, we
define the conditional expectation onto the algebra F(LDA ) of fixed points of LA with respect to the
Gibbs state σ = σΛ as EDA .
Heat-bath generators: The Heat-bath generator is defined as: [67, 53]
LHΛ (X) :=
∑
k∈Λ
(Ak,σΛ(X)−X) (2.14)
for every X ∈ B(HΛ), where the Petz coarse-graining map onto a region A ⊂⊂ Zd is defined by
AA,σΛ(X) := (TrA[σΛ])−
1
2 TrA[(σ
Λ)
1
2X(σΛ)
1
2 ](TrA[σ
Λ])−
1
2 , (2.15)
and where Ak,σΛ ≡ A{k},σΛ . Note that the dual map of the first term of each summand above is
a Petz recovery map for the partial trace. Similarly, for any A in the interior of Λ, we define the
generator LHA for which the summation is over elements k ∈ A:
LHA (X) :=
∑
k∈A
(Ak,σΛ(X)−X) .
The corresponding conditional expectation onto region A is defined as
EHA := limn→∞A
n
A,σΛ (2.16)
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In fact, it was shown in [6] that the above conditional expectation coincides with that EDA for the
Davies semigroup previously introduced:
F(LDA ) = F(LHA ) ≡ {(σΛ)it B(HA) (σΛ)−it, t ∈ R}′ ≡ FmaxA , (2.17)
where it was also shown that this algebra coincides with the largest ∗-subalgebra FmaxA of B(HΛ\A)
left invariant by ∆σΛ [6]. However this decomposition is difficult to work with in practice, due to the
lack of an explicit representation in terms of σΛ. On the other hand, one can more easily construct
a similar algebra by means of the operator Schmidt decomposition of the state σΛ.
Schmidt generators with nearest neighbour interactions: In this section, we construct a
more intuitive family of conditional expectations, and a corresponding uniform family of Lindbladi-
ans, stabilizing the Gibbs state of a commuting Hamiltonian. This family is inspired by a decompo-
sition one can find in the proof of Lemma 8 in [17] (see also [51]). Here, we will restrict ourselves
to nearest neighbour interactions, namely 2-local interactions (i.e. Hamiltonians defined on graphs).
Let G = (V,E) be a graph, where each vertex j ∈ V corresponds to a system with Hilbert space Hj ,
so that HV :=
⊗
j∈V Hj , and define a Gibbs state on HV corresponding to the commuting Hamil-
tonian HV :=
∑
(j,k)∈E Hjk, where Hjk acts nontrivially on Hj ⊗ Hk. Consider now the operator
e−Hjk and perform a Schmidt decomposition over Hj ⊗Hk (β is taken to be equal to 1 for sake of
simplicity):
e−Hjk =
∑
l
X lj ⊗ Y lk ,
where {X lj ∈ B(Hj)}, resp. {Y lk ∈ B(Hk)}, are independent. Given this decomposition for each
interaction, we define the C∗-algebra Ajk ⊂ B(Hj) generated by the operators X lj . We now fix a
vertex j ∈ V , and consider all the vertices kj such that (j, kj) ∈ E. We denote the set of these
vertices by Vj . Since the vector spaces generated by Y
l
k ⊗ 1kc and Y lk′ ⊗ 1k′c , for k 6= k′ ∈ Vj , are
independent, the algebras Ajk, k ∈ Vj , commute. Therefore, they can be jointly block decomposed:
Hj :=
⊕
αj
⊗
k∈Vj
Hαjjk ⊗H
αj
jj ,
such that
Ajk :=
⊕
αj
B(Hαjjk )⊗
⊗
k′∈Vj\{k}
1Hαj
jk′
⊗ 1Hαjjj .
According to this decomposition, the operator e−Hjk for (j, k) ∈ E on Hj ⊗Hk can be decomposed
as
e−Hjk :=
⊕
αjαk
(e−Hjk)αjαk ,
where each block (e−Hjk)αjαk acts on B(Hαjjk ⊗Hαkkj ). Therefore:
σV ' e−HV =
∏
(j,k)∈E
e−Hjk =
⊕
α
⊗
(j,k)∈E
(e−Hjk)αjαk ⊗
⊗
j′∈V
1Hαj′
j′j′
, (2.18)
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where the decomposition is over α = {αk}k∈V . With these concepts at hand, we are now ready to
define the conditional expectation ESA corresponding to a subset of vertices A ⊂ V . First, given a
set A, we define AA,out (see Figure 2) to be
AA,out =
⊗
j∈∂A
⊗
k∈V \A
(j,k)∈E
⊕
αj
1Hαjjj
⊗ B(Hαjjk ) ⊗
⊗
k′∈A
(j,k′)∈E
1Hαj
jk′
. (2.19)
Note that we are constructing this algebra over the boundary of A by acting non-trivially only on
Figure 2: For the construction of AA,out, given a site k in the boundary of A, the algebra acts trivially
on the site k itself, as well as on the edge l−k, whereas it acts non-trivially in the other three edges.
the edges between a vertex of the boundary and a vertex in Λ \ A (possibly in the boundary too).
We then finally define ESA to be the so-called Schmidt conditional expectation with respect to the
Gibbs state σV onto
1HA ⊗AA,out ⊗
⊗
k∈V \A∂
B(Hk) .
The existence and uniqueness of ESA is guaranteed by Takesaki’s theorem (see Proposition 11) and
the decomposition (2.18) of σV . The main advantage of this 2-local setting is that central projections
of AA out are tensor products of 1-local projections in each of the sites in ∂A. In analogy with the
classical setting, we will call each vector α := (α1, ..., α|∂A|) defining a central projection in AA,out a
configuration.
We are now ready to define the Schmidt generator as
LSV (X) :=
∑
k∈V
ESk [X]−X .
Note that LSV is such that σV is the unique invariant state of LSV ∗, it is frustration-free and locally
reversible. Thus, these generators still retain the desirable properties of the Heat-bath and Davies
generators discussed in the previous paragraphs. However, in contrast to them, we see that the
structure of the underlying conditional expectations does not depend on system-bath couplings and
is thus simpler to analyse.
Lemma 1. Let {Φ(X)}X⊂⊂V be a 2-local commuting potential on a graph G = (V,E). Then,
the corresponding family LS = {LSA,LS∂A}A⊂⊂V of Schmidt generators introduced above satisfies the
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following: for all A ⊂ V ,
Ker(LSA) =
⋂
k∈A
F(ESk ) = F(ESA) .
Proof. The first identity is a consequence of the following well-known symmetrization trick. For any
X ∈ B(HΛ)sa,
−〈X, LSA(X)〉σΛ =
∑
k∈A
〈X, X − ESk [X]〉σΛ =
1
2
∑
k∈A
〈X − ESk [X], X − ESk [X]〉σΛ ,
where the last identity follows from the KMS-orthogonality of ESk [X] and X − ESk [X]. From this,
we directly see that LSA(X) = 0 if and only if X = ESk [X] for all k ∈ A.
The second identity can be shown invoking the decomposition given in (2.19). We will proceed
by induction on |A|. The claim is obvious for |A| = 1. Assume it is true for all |A| ≤ m and consider
B = A ∪ {k} for some k ∈ V \A. By our induction hypothesis and the previous discussion, we
have that Ker(LSB) = Ker(LSA) ∩Ker(LSk ) = F(ESA) ∩ F(ESk ). Let us now compare the two algebras
F(ESA) and F(ESk ). First, they clearly agree on (A∂ ∪ {k}∂)c, as in that region both conditional
expectations act trivially. In (A∂ ∪ {k}∂), the elements of F(ESk ) will only act nontrivially on the
Hilbert spaces Hαiij with j 6= k and i ∈ ∂{k} such that (i, j) ∈ E. Similarly, the elements of F(ESA)
will only act nontrivially on Hαi′i′j′ such that i′ ∈ ∂A and j′ 6∈ A. Thus, we conclude that the
operators in the intersection of the two algebras will only act nontrivially on Hαiij where i ∈ ∂A∪ ∂k
and j 6∈ {k} ∪ A. As these are exactly the Hilbert spaces in (A∂ ∪ {k}∂) on which the elements of
F(ESk∪A) act nontrivially, this concludes the proof.
Embedded Glauber dynamics: The situation becomes even simpler when σΛ is diagonal in the
computational basis: fix local bases {|ηx〉}dHη=1 for x ∈ Zd, and denote the tensor products of the local
basis elements by {|ηΛ〉 ≡ ⊗x∈Λ|ηx〉}, where ηΛ := (η1, . . . , ηΛ) ∈ {1, . . . , dH}Λ. Next, we assume the
existence of a Gibbs measure µΛ on the configuration space ΩΛ := {1, . . . dH}Λ such that
σΛ :=
∑
ηΛ∈ΩΛ
µΛ(ηΛ) |ηΛ〉〈ηΛ| .
One can easily verify that the resulting heat-bath dynamics leaves the computational basis invariant.
Moreover, when restricted to that diagonal, it acts as the Glauber dynamics as defined for instance
in Section 5.1 of [41]: for any function f : ΩΛ → R, and A ⊂ Λ:
LGA(f)(η
Λ) =
∑
j∈A
Eη
{j}c
j
[
f
]− f(ηΛ) ,
where Eη
Ac
A is the classical conditional expectation associated with the local Gibbs measure µ
A
conditioned on the boundary configuration ηA
c
. The noncommutative conditional expectation EGA
takes then the form
EGA∗(ρ) :=
∑
η∂A∈Ω∂A
TrA
[〈η∂A| ρ |η∂A〉]⊗ |η∂A〉〈η∂A| ⊗ τη∂AA . (2.20)
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Moreover, denoting by CA∂ the local Pinching map onto the commutative algebra of local functions
f : ΩA∂ → C,
EGA = EA ◦ CA∂ . (2.21)
In this case, the conditional expectations EGA coincide with AA,σΛ .
2.5 Functional inequalities and rapid mixing
Given the generator L of a quantum Markov semigroup over B(H) which we assume KMS-reversible
with respect to an invariant state σ, the entropy production of L is defined for any other state
ρ ∈ D(H) by
EPL(ρ) := − dD(e
tL∗(ρ)‖E∗(ρ))
dt
∣∣∣∣
t=0
.
The entropy production is always non-negative, by the monotonicity of the relative entropy under
quantum channels. Moreover, it satisfies the following useful property:
Lemma 2. Let (Pt)t≥0 be a faithful, reversible quantum Markov semigroup of generator L. Then,
for any full-rank invariant state ω:
EPL(ρ) = −Tr
[L∗(ρ)( ln(ρ)− ln(ω))] .
Proof. This simply follows from the fact that the difference of the logarithms of the two invariant
states ln(ω) − ln(E∗[ρ]) belongs to the fixed point algebra F(L) (see for instance the structure of
invariant states in Equation (2.10) of [8]). Therefore
Tr
[L∗(ρ)( ln(E[ρ])− lnω)] = Tr [ρL( ln(E[ρ])− lnω)] = 0 .
Definition 2 ([55, 22, 4, 38]). The quantum Markov semigroup (Pt)t≥0 is said to satisfy a (non-
primitive) modified logarithmic Sobolev inequality (MLSI) if there exists a constant α > 0 such that,
for all ρ ∈ D(H):
4αD(ρ‖E∗(ρ)) ≤ EPL(ρ) . (MLSI)
The best constant satisfying (MLSI) is called the modified logarithmic Sobolev constant and de-
noted by α(L). Moreover, the semigroup satisfies a complete modified logarithmic Sobolev inequality
(CMLSI) if, for any reference system HR, the semigroup (etL ⊗ idR)t≥0 satisfies a modified logarith-
mic Sobolev inequality with a constant α independent of R. In this case, the best constant satisfying
CMLSI is called the complete modified logarithmic Sobolev constant and is denoted by αc(L).
The reason for the introduction of the complete modified logarithmic Sobolev constant is due to
its tensorization property:
Lemma 3 ([38]). Let L and K be two generators of KMS-symmetric quantum Markov semigroups,
and denote by EL, resp. by EK, their corresponding conditional expectations. Moreover, assume that
[EL, EK] = 0. Then
αc(L+K) ≥ min{αc(L), αc(K)} .
16
In [38], the authors proved that the generators of finite dimensional quantum Markov semigroups
satisfying CMLSI are dense in the set of Lindbladians. Moreover, the following result holds:
Proposition 1 ([52]). Local generators LGA of embedded Glauber dynamics satisfy CMLSI with a
constant αc(LGA) possibly depending on the size of the subregion A ⊂⊂ Zd being considered.
By Gro¨nwall’s inequality, the (complete) modified logarithmic Sobolev inequality is directly re-
lated to the exponential convergence of the evolution towards its equilibrium, as measured in relative
entropy:
D
(
etL∗(ρ)
∥∥E∗(ρ)) ≤ e−4α(L)tD(ρ‖E∗(ρ)) .
The problem of determining whether a quantum Markov semigroup satisfies a MLSI has been
addressed in various settings in the last years. Some examples appear in [75, 74], where it was
shown that the MLSI constant of the depolarizing channel can be lower bounded by 1/2. This was
subsequently extended to the generalized depolarizing channel in [9, 21]. [5] constitutes the first
attempt to prove the inequality in the setting of spin systems, where the Heat-bath generator in 1D
was shown to satisfy a MLSI under two conditions of decay of correlations on the Gibbs state.
Similarly to the case for the MLSI, the spectral gap of L provides a weaker notion of convergence
with respect to the variance:
Definition 3 ([4]). The spectral gap of the semigroup (etL)t≥0 with an invariant state σ is given
by the largest constant λ which satisfies the following (non-primitive) Poincare´ inequality : for all
X ∈ B(H)sa,
λVarE(X) ≤ EL(X) , (PI)
where the variance is given by VarE(X) := ‖X − E[X]‖2L2(σ) and EL(X) is the Dirichlet form of X:
EL(X) := − d
dt
∣∣∣∣
t=0
VarE
(
etL(X)
)
,
The spectral gap is denoted by λ(L).
From the previous definition we notice that a notion of complete spectral gap would be redundant,
since it would provide the same information than the usual spectral gap. Moreover, (PI) is equivalent
to the exponential decay of the variance: For all X ∈ B(H)sa,
VarE
(
etL(X)
) ≤ e−λ(L)t VarE(X) .
The spectral gap of the Heat-bath and Davies generators introduced in the previous section was
studied in [53] and its positivity independently of the system size was proven to be equivalent to a
strong form of clustering of correlations in the Gibbs state, which we discuss in Section 3.
In the classical locally finite setting a variant of the modified logarithmic Sobolev inequality
-which predates it- is more naturally considered:
Definition 4 ([55]). Assume that the quantum Markov semigroup (Pt)t≥0 is primitive with σ as
unique fixed point. It is said to satisfy a logarithmic Sobolev inequality (LSI) if there exists a constant
α2 > 0 such that, for all ρ ∈ D(H):
α2D(ρ‖σ) ≤ EL(Γ−1σ (ρ)) . (LSI)
The best constant α2 satisfying (LSI) is called the logarithmic Sobolev constant and denoted by
α2(L).
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The reason why the analysis of the LSI constant has attracted more attention in the classical
literature is due to its connection to the useful property of hypercontractivity of the semigroup.
Moreover, LSI implies MLSI, as least for GNS-symmetric semigroups:
Proposition 2 ([55, 22, 4]). Let L be the generator of a KMS-symmetric quantum Markov semigroup
over a finite-dimensional Hilbert space. Then, (MLSI) ⇒ (PI). Moreover, if the semigroup is GNS-
symmetric, then (LSI) ⇒ (MLSI).
In the case of locally unbounded classical evolutions, the existence of a positive uniform lower
bound on the LSI constant of a family of generators is a strictly stronger condition than its analogue
for the MLSI [28]. In the quantum case, the situation is even worse, since the existence of a complete
LSI as introduced in [10] was proved to always fail [8]. This fact justifies the focus of the current
article on the MLSI constant, since our proof heavily relies on the notion of a complete functional
inequality.
Regarding the speed of convergence of a uniform family of quantum Markov evolutions to their
corresponding equilibrium, we introduce the notion of a rapidly mixing uniform family of Lindbla-
dians as follows:
Definition 5 (Rapid mixing [27]). A primitive uniform family L := {LΛ,L∂Λ}Λ⊂⊂Zd of Lindbladians
with corresponding invariant states σΛ is said to be rapidly mixing if there exist positive constants
c, γ, δ such that, for all Λ ⊂⊂ Zd
‖etLΛ∗(ρ)− σΛ‖1 ≤ c lnδ(dim(HΛ)) e−tγ . (RM)
This property has profound implications for the system, such as stability against external per-
turbations [27] and an area law in the mutual information for its fixed points [13]. To conclude, we
recall that, by means of Pinsker’s inequality, a positive uniform lower bound in the MLSI constant
of a family of generators is a sufficient condition for a quantum system to satisfy rapid mixing. This
serves as a motivation for our main result. From now on, we define the MLSI constant of a uniform
family L of Lindbladians as
α(L) := lim inf
Λ↗Zd
α(LΛ) .
We immediately have:
Lemma 4 ([55]). Let L := {LΛ}Λ⊂⊂Zd be a primitive uniform family of Lindbladians. If α(L) > 0,
then L is rapidly mixing.
3 Clustering of correlations
In this section we discuss various relevant notions of clustering of correlations, both for classical and
quantum systems, and their relation to logarithmic Sobolev inequalities. Given the zoo of different
notions of clustering present in the literature and the notation and language barriers arising from the
different communities working on this subject, we start with a thorough review of the main concepts.
But in Section 3.4 we also show new connections between the recently introduced notion of analyticity
after measurement [42] and strengthenings of the standard notions of clustering. Furthermore, for
the special case of the previously introduced Schmidt semigroup, we also derive a version of clustering
vital in the proof of recent quasi-tensorization results for the relative entropy [6].
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3.1 Dobrushin and Shlosman’s mixing condition
As mentioned in the introduction, the classical Glauber dynamics over a classical system is known
to satisfy a logarithmic Sobolev inequality with constant independent of the lattice size if and only
if correlations between two regions, as measured in the Gibbs equilibrium state, decay exponentially
fast with the distance separating them. This general notion of decay of correlations has many
equivalent formulations in the classical setting. These were first put forward in the seventies with
the ground-breaking works of Dobrushin and Shlosman.
Although refined results about unicity and mixing properties of Gibbs states are often model
dependent, Dobrushin’s original introduction [33] of a widely applicable criterion, nowadays known
as the Dobrushin uniqueness condition, opened the door to the possibility of a global analysis of the
equilibrium theory of spin systems. Given a potential Φ, this criterion ensures the uniqueness of
the Gibbs state in the thermodynamic limit whose local specifications on region A given boundary
condition ωAc correspond to ωA 7→ Z−1e−βH(ωA,ωAc ). This criterion was shown to hold at high enough
temperature for a large class of models, including translation invariant, finite range interactions.
Gross showed in [40] that Dobrushin’s original condition implies that the mapping taking a potential
to its associated Gibbs measure is twice differentiable. Later, Dobrushin and Shlosman [34, 35]
introduced a multi-site generalization of the Dobrushin uniqueness condition, known as Dobrushin-
Shlosman uniqueness condition, which also implies the uniqueness of the Gibbs state. However,
none of these conditions imply the analytical dependence of the Gibbs measure to its corresponding
potential. In their attempt to answer this problem, Dobrushin and Shlosman introduced twelve
statements equivalent to analyticity, one of which being usually referred to as Dobrushin-Shlosman’s
mixing condition [34, 36]: There exists γ ∈ (0,∞) such that, for any ∅ 6= A ⊂ Λ ⊂⊂ Zd, there exists
a constant C(A) ∈ [0,∞) such that, for any function f supported in A and k ∈ ∂rΛ
sup
ω,η
ωj=ηj∀j 6=k
∣∣EηΛ[f ]− EωΛ[f ]∣∣ ≤ C(A) |||f ||| e−γ dist(k,A) . (DSM)
for some constant C(A). Here, |||f ||| := ∑k∈Zd ‖f − νk(f)‖, where νk denotes the uniform measure
at site k.
3.2 Decay of correlations: the dynamical theory
Since the 90’s, Gibbs states have also attracted a lot of attention from the point of view of their
dynamical properties [61]. Given a potential, one can construct a Markov process, usually called
Glauber dynamics, whose reversing states coincide with the set of Gibbs states for the given potential.
In particular, primitivity of the Glauber dynamics ensures the uniqueness of the Gibbs measure. In
this case, Holley and Stroock [46, 47] made the key observation that rapid uniform convergence of
the evolution further ensures the decay of correlations at equilibrium. Their proof relied on finite
propagation speed arguments. Roughly speaking, the probability that two distant regions correlate
during a finite time interval is exponentially small in the distance separating them. Then, rapid
convergence of the dynamics enables to transfer this property to the Gibbs state in the limit of large
times.
The program of showing logarithmic Sobolev inequalities for non-trivial Gibbs measures was
initiated by the work of Carlen and Stroock [24] (see also [31]). However, their techniques could only
handle very special models at high temperatures. Later, Zegarlinski took a different approach [98,
96, 97] with the goal of relating the existence of a logarithmic Sobolev inequality to the equilibrium
theory of Dobrushin and Shlosman. This program was completed in a series of articles [85, 84, 86]
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where the authors showed the equivalence of the LSI and Dobrushin and Shlosman’s mixing condition.
Essentially, Stroock and Zegarlinski proved the equivalence between the following four notions:
(i) Dobrushin-Shlosman mixing condition: Condition (DSM) holds for some constant γ ∈ (0,∞).
(ii) Logarithmic Sobolev inequality : the logarithmic Sobolev constant is lower bounded away from
0 uniformly in any finite subset Λ ⊂⊂ Zd as well as in the boundary conditions ωΛc chosen.
(iii) Strong ergodicity : There exist constants ε > 0 and K < ∞ such that for all function f of the
configurations, any subset Λ ⊂⊂ Zd and any boundary conditions ωΛc ,
‖etL
ωΛc
Λ (f)− EωΛcΛ (f)‖ ≤ K |||f ||| e−εt, t ∈ (0,∞) . (SE)
(iv) Spectral gap: the spectral gap is lower bounded away from 0 uniformly in the finite subset
Λ ⊂⊂ Zd as well as in the boundary conditions ωΛc chosen.
Moreover, since (DSM) typically holds above a threshold temperature, the above equivalence estab-
lishes a dynamical phase transition between low and high temperature regimes: indeed, the spectral
gap estimate implies a mixing time in O(poly(|Λ|)) for fixed inverse temperature β. On the other
hand, strong ergodicity implies a mixing time in O(polylog(|Λ|)), i.e. rapid mixing, since for f
supported on Λ ⊂⊂ Zd,
|||f ||| =
∑
k∈Zd
‖f − νk(f)‖ (1)=
∑
k∈Λ
‖f − νk(f)‖ ≤ 2|Λ|‖f‖
where (1) simply follows from the fact that f only acts on configurations in Λ, so that f = νk(f) for
k ∈ Λc. Hence (SE)⇒(RM). Moreover, it is a standard exercise to show that (iii)⇒(iv) by simply
showing the stronger implication (RM)⇒(iv) via interpolation of Lp spaces (see e.g. Lemma 6 in
[92]). This fact, which directly extends to quantum lattice spin systems, also establishes that the
mixing time scales either logarithmically with time, or exponentially.
Later, the assumption of the existence of any of the above statements uniformly for any finite
set Λ was relaxed to that for regular volumes (i.e. volumes which are unions of translations of a
sufficiently large given cube) by Lu and Yau [63], as well as Martinelli and Oliveri [71, 70]. These
weakened assumptions, referred to as strong mixing in [71, 70], permitted to extend the domain of
validity of logarithmic Sobolev inequalities to a larger class of potentials. For more information on
this, we point the interested reader to the excellent lecture notes [41, 69].
More recently, new and arguably simpler proofs of (i)⇒(ii) and (i)⇒ (iv) (or analogously their
relaxations to regular volumes), based on an approximate tensorization of the variance and relative
entropy, appeared in [26, 11, 28]. In [26] for instance, it is shown that (DSM) implies the existence
of constants c and ξ such that, for any two intersecting sets C,D ⊂⊂ Zd, with Λ := C ∪D, and all
boundary condition ωΛc ,
‖ED ◦ EC − EωΛcΛ [f ]‖L∞(µΛ,ωΛc ) ≤ c e
−dist(Λ\C,Λ\D)
ξ ‖EC [f ]‖L1(µΛ,ωΛc ) , (L1 → L∞)
where µΛ,ωΛc denotes the Gibbs measure restricted to region Λ, with boundary condition ωΛc . This
condition was then used to retrieve an approximate tensorization of the relative entropy, which in turn
allows for an iterative procedure in order to prove the logarithmic Sobolev inequality by reduction
to smaller regions.
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3.3 Quantum Gibbs states and Gibbs samplers
In the recent years, the classification of quantum lattice spin systems in and out of equilibrium has
been the subject of active research within the community of mathematical physicists and that of
quantum information theorists. In [54], a decay of correlations similar in spirit to (DSM) was found
under the condition of positivity of the spectral gap independent of the system size, based on Lieb-
Robinson bounds. Under the stronger assumption of a positive logarithmic Sobolev constant, [54, 13]
derived a stronger clustering in mutual information, leading to area laws implying an efficient classical
approximate description as matrix product operators. Similar techniques were also used to prove the
stability of rapidly mixing local quantum Markov semigroups against polynomially decaying errors
terms in the generator in [27]. More recently, the equivalence (i)⇔(iv) in the quantum setting was
addressed by Kastoryano and Branda˜o [53]. There, the authors showed the equivalence between the
positivity of the spectral gap independently of the lattice size and the following analogue of (DSM) for
frustration-free conditional expectations: for any Λ ⊂⊂ Zd a family of local specifications {EA}A⊂Λ
corresponding to the Gibbs state σΛ ∈ D(HΛ) satisfies a strong L2 clustering of correlations if for
any A,B ⊆ Λ with A ∩ B 6= ∅ and A ∪ B = Λ, there exist constants K, γ > 0 such that for any
observable X ∈ B(HΛ)sa:
‖EB ◦ EA[X]− EΛ[X]‖L2(σΛ) ≤ K e−γ dist(B\A,A\B) ‖X‖L2(σΛ) . (sqL2)
Simple equivalence of Lp norms arguments can be used to show that for classical systems, the
condition of strong L2 clustering is implied by (L1 → L∞). Surprisingly enough, the equivalence
between (ii) and (iv) above also provides the opposite implication. The direction (sqL2) implies
spectral gap was shown by extending the classical proof of [11], whereas the opposite implication is
a consequence of the detectability lemma (see [1]). In [53], (sqL2) was also shown to hold for one
dimensional systems, and for any lattice system at high enough temperature. Let us however stress
the importance of not considering a Hamiltonian interaction part in the generator of the semigroup:
previous work found examples of semigroups with vanishing gap even at infinite temperature due to
the presence of internal interactions [19].
Before moving onto our definition of mixing that we will use to derive our main result, let us
briefly mention some interesting related work on the fast preparation of quantum Gibbs states: In
[67, 68], Majewski and Zegarlinski found similar conditions as those of Dobrushin and Shlosman
under which the quantum Heat-bath generator is rapidly mixing. These conditions were typically
shown to hold at high temperature by Kastoryano and Temme in [92]. More recently, rigorous
connections between the analyticity of the partition function of the Gibbs state, its estimation by
means of a classical algorithm, and decay of correlations, were found in [42]. These results can be
interpreted as the first quantum extensions of the seminal work of Dobrushin and Shlosman beyond
the 1D case [3] or the high temperature regime [57].
Branda˜o and Kastoryano [14] derived an efficient quantum dissipative algorithm for the prepara-
tion of quantum Gibbs states of a possibly non-commuting potential satisfying a uniform approximate
Markov property, under a condition of uniform clustering of correlations (see Section 3.4). These
two conditions were shown to hold at high enough temperature [59, 57], hence proving the existence
of efficient Gibbs samplers in that regime.
Although the algorithm of [14] has constant depth, it employs log-size gates. On the other hand, as
rightfully pointed by the authors of that paper, proving the logarithmic Sobolev inequality for a local
Gibbs sampler would provide an algorithm which would converge with time scaling logarithmically
with the system size, with local Lindblad operators. Therefore, our main result can also be turned
into an algorithm that efficiently prepares the Gibbs state of a commuting potential with local
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channels only and logarithmic depth.
3.4 Quantum clustering of correlations
In this section, we extend some of the equivalent mixing conditions of Dobrushin and Shlosman to
the quantum realm. In particular, we show that the following notions of quantum clustering all follow
from the recently introduced notion of analyticity after measurement [42]. Similar statements can
be found in [57, 53, 42]. In what follows, given the Gibbs state σΛ with “open boundary conditions”
over region Λ and a test 0 ≤ PA ≤ 1 supported on sub-region A, we denote by
σΛ,PA :=
√
PAσ
Λ
√
PA
Tr
[
PAσΛ
]
the post-selected state after test PA has occurred. This definition generalizes the concept of a closed
boundary condition to the quantum setting. Then,
Definition 6 (Clustering of correlations). A potential {Φ(X)}X⊂⊂Zd satisfies
(i) the uniform L∞ clustering of correlations if there exist constants c ≥ 0 and ξ > 0 such that,
for any A,B ⊂ Γ ⊂ Λ, and all XA ∈ B(HA)sa, YB ∈ B(HB)sa and tensor product of local tests
P∂Γ ∈ B(H∂Γ)+:
CovσΛ,P∂Γ (XA, YB), Cov
(0)
σΛ,P∂Γ
(XA, YB) ≤ c |Γ| ‖XA‖∞ ‖YB‖∞ e−
dist(A,B)
ξ . (qL∞)
(ii) the uniform L2 clustering of correlations if there exist constants c ≥ 0 and ξ > 0 such that,
for any A,B ⊂ Γ ⊂ Λ, and all XA ∈ B(HA)sa, YB ∈ B(HB)sa and tensor product of local tests
P∂Γ ∈ B(H∂Γ)+:
CovσΛ.P∂Γ (XA, YB) ≤ c |Γ| ‖XA‖L2(σΛ,P∂Γ ) ‖YB‖L2(σΛ,P∂Γ ) e
−dist(A,B)
ξ . (qL2)
(iii) the uniform L(0)2 clustering of correlations if there exist constants c ≥ 0 and ξ > 0 such that,
for any A,B ⊂ Λ, and all XA ∈ B(HA)sa, YB ∈ B(HB)sa and tensor product of local tests
P∂Γ ∈ B(H∂Γ)+:
Cov
(0)
σΛ,P∂Γ
(XA, YB) ≤ c |Γ|
(
Tr
[
σΛ,P∂ΓX†AXA
]) 12 (
Tr
[
σΛ,P∂ΓY †BYB
]) 12
e
−dist(A,B)
ξ . (qL(0)2 )
(iv) the quantum Dobrushin-Shlosman condition (qIIId) if there exist constants c ≥ 0 and ξ > 0
such that, for any A,B ⊂ Γ ⊂ Λ, any NA ∈ B(HA)+, ‖NA‖L1(σΛ,P∂Γ ) ≤ 1, PB, P ′B ∈ B(HD)+
and tensor product of local tests P∂Γ ∈ B(H∂Γ)+, 0 ≤ PB, P ′B, P∂Γ ≤ 1:∣∣Tr[σΛ,PBP∂ΓNA]− Tr[σΛ,P ′BP∂ΓNA] ∣∣ ≤ c |Γ| e−dist(A,B)ξ Tr [σΛ,P ′BP∂ΓNA] , (qIIId)
In particular, taking the supremum over tests 0 ≤ NA ≤ 1, we have the following local indis-
tinguishability : ∥∥TrA(σΛ,PBP∂Γ)− TrA(σΛ,P ′BP∂Γ) ∥∥1 ≤ c |Γ| e−dist(A,B)ξ , (qIIIc)
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Remark 1. Observe that our quantum Dobrushin-Shlosman conditions are slightly stronger than the
ones enunciated for instance in [36], since the “boundary conditions” PD and P
′
D are allowed to differ
on more than one site when |D| > 1.
Uniform L∞ clustering is the condition usually considered in the literature [57, 14, 42], whereas
the strong L2 clustering (sqL2) was shown in [53] to be equivalent to the above uniform L2 clustering
when P∂Γ = 1 for commuting 1D Hamiltonians. While the fact that (IIId)⇒(qL∞) follows relatively
easily, Dobrushin and Shlosman could also prove the opposite direction for translation invariant
interactions by the introduction of an equivalent condition of complete analyticity (conditions (Ia)-
(Ic) in [36]). Recently, the condition of uniform L∞ clustering was shown to be a consequence of
the following quantum generalization of Dobrushin and Shlosman’s complete analyticity condition in
[42], where they also extended the reverse direction to the case of possibly non-translation invariant
classical interactions.
Definition 7 (Analyticity after measurement, see Condition 1 in [42]). Given a geometrically-local
Hamiltonian H, its free energy is said to be δ-analytic for all β ∈ [0, βc) if it is analytic in the open
ball of radius δ around β and if there exists a constant c such that, for any operator N ≥ 0 with
‖N‖∞ = 1, ∣∣∣ ln(Tr [e−∑X⊆Λ zXΦ(X)N])∣∣∣ ≤ c |Λ| ∀zX ∈ C , |zX − β| ≤ δ . (qIb)
This property can be shown to hold above a critical temperature, with a similar proof to the
analogous fact for the partition function in [42]. We leave the proof of the following result to
Appendix B.
Theorem 4. Let H be a geometrically-local Hamiltonian with range R, growth constant g and lo-
cal interactions with norm at most h. Then, given 0 < δ < 15 e ghκ and N ≥ 0 with ‖N‖∞ =
1, there exists a real constant βc =
1
5 e ghκ − δ such that for all β ∈ [0, βc), the function z 7→
ln
(
Tr
[
e−
∑
X⊂Λ zXΦ(X)N
])
is analytic and bounded by (e2 gh(β + δ) + ln(d))|Λ|.
Furthermore, the proof of Theorem 31 of [42] can be readily adapted to prove the implication
(qIb)⇒(qIIId), which is a part of the following result.
Theorem 5. For a given local commuting potential {Φ(X)}X⊂⊂Zd, the following chain of implications
holds:
(qIb) =⇒ (qIIId) =⇒ (qL2)⇐⇒ (qL(0)2 ) =⇒ (qL∞) .
In the case of a local but non-commuting potential, the same conclusion can be reached after replacing
|Γ| by |Λ| in the upper bounds in the definitions of (qIIId), (qL2), (qL(0)2 ) and (qL∞). Finally, the
reverse implication (qL∞)⇒(qIb) holds in the case of a classical potential.
Before proving the above theorem, we recall the crucial Theorem 4.1 from [34] (see also Lemma
28 in [42]):
Lemma 5. Let f : Cm → C be analytic on a connected open set Ω ⊂ Cm such that |f(z)| ≤ M for
all z ∈ Ω. Let moreover k1, ..., km be non-negative integers summing up to K, and suppose that there
exists z0 ∈ Ω such that f(z0) = 0 as well as the partial derivatives ∂K∂k1z1...∂kmzm f(z0) = 0 unless
we take derivatives with respect to at least L distinct variables zi. Then, for all z ∈ Ω, there exist
c1 ≡ c1(z), c2 ≡ c2(z) > 0 such that |f(z)| ≤Mc1 e−c2L.
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Let us emphasize that the Lemma above ensures that the constants c1 and c2 only depend on
f through its domain of analiticity and on z. Moreover, a close inspection of the results of [34, 42]
shows that for the special case in which we take Ω to be the region where (qIb) holds, then they do
not depend on m, only on ‖z‖∞.
Proof of Theorem 5. (qIb)⇒(qIIId): follows from a simple refinement of the proof of Theorem 31 in
[42]: First, we observe that (qIb) holds for any local, non-zero, positive semidefinite operator N such
that ‖N‖L1(σΛ,P∂Γ ) ≤ 1. Indeed, for all zX ∈ C, |zX − β| ≤ δ:∣∣∣ ln Tr [e−∑X⊂Λ zXΦ(X)N]∣∣∣ ≤ ∣∣∣ ln Tr [e−∑X⊂Λ zXΦ(X) N‖N‖∞
]∣∣∣+ ∣∣ ln(‖N‖∞)∣∣
(1)
≤ c |Λ|+ | ln ‖(σΛ,P∂Γ)−1‖∞|
(2)
≤ (c+ ln(dH)) |Λ|
≡ c′ |Λ| .
In (1) above, we used the equivalence relation between L1 and L∞ norms, whereas (2) comes from
the following bounds:
1 ≤ Tr
[
P∂Γσ
Λ
]
‖√P∂ΓσΛ
√
P∂Γ‖∞
≤ d|Λ|H ,
where the last inequality simply follows from the equivalence of Schatten norms. Therefore,
| ln ‖(σΛ,P∂Γ)−1‖∞| ≤ |Λ| ln(dH). The rest of the proof follows very similarly to that of Equation
(57) in [42]: we need to prove that
|f(z)| :=
∣∣∣∣∣ln
(
Tr
[
σΛ,P∂ΓPBNA
]
Tr
[
σΛ,P∂ΓP
′
BNA
])∣∣∣∣∣ ≤ c e−dist(A,B)/ξ (3.1)
for any NA, PB and P
′
B as in the statement of (qIIId). In order to do this, we first define the complex
perturbed Gibbs state
σΛ,Pz :=
√
P e−
∑
X⊆Λ zXΦ(X)
√
P
Tr
[
P e−
∑
X⊆Λ zXΦ(X)
] .
Equation (3.1) will directly follow after showing that the function f of the complex vector z satisfies
the requirements of Lemma 5 with L proportional to dist(A,B). First of all, we have by (qIb) that
f is a sum of analytic functions, and therefore is analytic itself. Moreover, denoting
e∆z := exp
− ∑
X⊆Λ
X∩∆ 6=0
zXΦ(X)
 ,
we have that, for all z satisfying the condition (qIb):
|f(z)| ≤
∣∣∣ ln Tr [eΛzP∂ΓPBNA]∣∣∣+ ∣∣∣ ln Tr [eΛz P∂ΓP ′B]∣∣∣+ ∣∣∣ ln Tr [eΛz P∂ΓPB]∣∣∣+ ∣∣∣ ln Tr [eΛz P ′BP∂ΓNA]∣∣∣
≤ 4c′|Λ| . (3.2)
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We are left with proving that all the derivatives of f at z0 = 0 involving less than dist(A,B) distinct
variables zX vanish. For this, we denote by G the region G :=
⋃
X⊆Λ, kX≥1X, where kX denotes
the degree of the partial derivative with respect to the variable zX . That is, G is the union of the
support of terms we are taking derivatives of.
In general, G =
⋃
Gi is a disjoint union of connected components Gi. We first consider the case
where there is no connected path connecting A to B through unions of Gi’s or sites in ∂Γ. In this
situation, the boundary ∂Γ can be partitioned into sites ∂ΓA which are connected to A through a
union of regions GA−Γ := ∪Gi or other sites in ∂Γ, those ∂ΓB connected to B through another union
of regions GB−Γ = ∪jGj , disconnected from GA−Γ, or other sites in ∂Γ, and the remaining sites ∂ΓC
which are neither connected to A, nor to B. Finally, we define GA, resp. GB, as the union of GA−Γ
and regions Gk intersecting A, resp. that of GG−Γ and regions Gk′ intersecting B. The union of
the remaining regions constituting G which either intersect ∂ΓC , or do not intersect A∪B ∪ ∂ΓC , is
denoted by GC . Then,
∂K∏
X⊆Λ ∂kXzX
∣∣∣∣∣
z=0
f(z) =
∂K∏
X⊆Λ ∂kXzX
∣∣∣∣∣
z=0
(
ln Tr
[
eGz P∂ΓPBNA
]
+ ln Tr
[
eGz P∂ΓP
′
B
]
− ln Tr [eGz P∂ΓPB]− ln Tr [eGz P ′BP∂ΓNA])
=
∂K∏
X⊆Λ ∂kXzX
∣∣∣∣∣
z=0
ln
(
Tr
[
eGAz NAP∂ΓA
]
Tr
[
eGBz PBP∂ΓB
]
Tr
[
eGCz P∂ΓC
])
+
∂K∏
X⊆Λ ∂kXzX
∣∣∣∣∣
z=0
ln
(
Tr
[
eGAz P∂ΓA
]
Tr
[
eGBz P
′
BP∂ΓB
]
Tr
[
eGCz P∂ΓC
])
− ∂
K∏
X⊆Λ ∂kXzX
∣∣∣∣∣
z=0
ln
(
Tr
[
eGAz P∂ΓA
]
Tr
[
eGBz PBP∂ΓB
]
Tr
[
eGCz P∂ΓC
])
− ∂
K∏
X⊆Λ ∂kXzX
∣∣∣∣∣
z=0
ln
(
Tr
[
eGAz NAP∂ΓA
]
Tr
[
eGBz P
′
BP∂ΓB
]
Tr
[
eGCz P∂ΓC
])
= 0 .
It remains to consider the case when regions A and B can be connected through a path constituted
of regions Gi and sites in ∂Γ. By the locality of the test P∂Γ as well as that of the potential Φ, this
can only happen if |G| scales linearly with dist(A,B). Finally, if {Φ(X)}X⊂⊂Zd is assumed to be
commuting, the bound in Equation (3.2) can be refined as follows, thus leading to the desired claim:
|f(z)| ≤
∣∣∣ ln Tr [eΓzP∂ΓPBNA]∣∣∣+ ∣∣∣ ln Tr [eΓz P∂ΓP ′B]∣∣∣+ ∣∣∣ ln Tr [eΓz P∂ΓPB]∣∣∣+ ∣∣∣ ln Tr [eΓz P ′BP∂ΓNA]∣∣∣
≤ 4c′|Γ| .
(qIIId)⇒ (qL(0)2 )⇔(qL2): The equivalence was already proved in Proposition 17 of [53]. Hence,
it is enough to show the first implication. For this, we first reduce the problem to proving the bound
for XA, YB ≥ 0: Indeed, decomposing XA := X+A −X−A and YB := Y +B − Y −B into their positive and
negative parts, we have
Cov
(0)
σΛ,P∂Γ
(XA, YB) =
∣∣Tr [σΛ,P∂ΓXAYB]− Tr [σΛ,P∂ΓXA] Tr [σΛ,P∂ΓYB]∣∣
≤
∑
γ,α∈{±}
∣∣Tr [σΛ,P∂ΓXγAY αB ]− Tr [σΛ,P∂ΓXγA] Tr [σΛ,P∂ΓY αB ] ∣∣ . (3.3)
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Next, choosing NA = X
γ
A, PB = Y
α
B /‖Y αB ‖∞ and P ′B = 1 in (qIIId), we have that∣∣Tr[σΛ,P∂ΓY αBXγA]− Tr[σΛ,P∂ΓXγA] Tr [σΛ,P∂ΓY αB ]∣∣
≤ c |Γ| e−
dist(A,B)
ξ Tr
[
σΛ,P∂ΓY αB
]
Tr[σΛ,P∂ΓXγA]
≤ c |Γ| e−
dist(A,B)
ξ
(
Tr
[
σΛ,P∂Γ(Y αB )
2
]) 12 (
Tr[σΛ,P∂Γ(XγA)
2]
) 1
2
≤ c |Γ| e−
dist(A,B)
ξ
(
Tr
[
σΛ,P∂Γ(YB)
2
]) 12 (
Tr[σΛ,P∂Γ(XA)
2]
) 1
2
,
where in the last inequality, we used that e.g. X2A = (X
+
A )
2 + (X−A )
2 ≥ (X+A )2, (X−A )2. Inserting the
last bound into Equation (3.3) we have
Cov
(0)
σΛ,P∂Γ
(XA, YB) ≤ 4c |Γ| e−
dist(A,B)
ξ
(
Tr
[
σΛ,P∂Γ(YB)
2
]) 12 (
Tr[σΛ,P∂Γ(XA)
2]
) 1
2
.
(qL2)⇒(qL∞): follows directly from the fact that ‖X‖L2(σΛ,P∂Γ ),
(
Tr
[
σΛ,P∂ΓX2
]) 12 ≤ ‖X‖∞.
In order to prove the modified logarithmic Sobolev inequality, we need a condition introduced in
[6].
Definition 8 (L1 → L∞ clustering of correlations). Let L :=
{LΛ}Λ⊂⊂Zd be a uniform family
of primitive, reversible and frustration-free Lindbladians with corresponding unique fixed points
{σΛ}Λ⊂⊂Zd . The family L satisfies the L1 → L∞ clustering of correlations if there exist constants
c ≥ 0 and ξ > 0 such that for any intersecting C,D ⊂⊂ Zd,
max
i∈I∂(C∪D)
∥∥E(i)C ◦ E(i)D − E(i)C∪D : L1(τC∪Di )sa → B(KC∪Di )sa∥∥ ≤ c |C ∪D| e−dist(C\D,D\C)ξ ,
(qL1 → L∞)
where the maps E
(i)
G , G ∈ {C,D,C ∪D}, are defined as in Equation (2.9).
In the next proposition, we show that the condition (qL1 → L∞) is a consequence of (qIIId) for
classical states as well as for the Schmidt Gibbs sampler with nearest neighbour interactions. The
proof is inspired by that of Lemma 4.2 in [26].
Proposition 3. Let L be either (a) the embedded Glauber dynamics, or (b) the Schmidt Gibbs
sampler with nearest neighbour interactions. Assume moreover that the potential satisfies (qIIId).
Then LS satisfies (qL1 → L∞).
Proof. The case (a) is a simple consequence of the reasoning in the proof of Lemma 4.2 in [26] as well
as Equation (2.21). In fact, its proof is even more direct than the one of Cesi, where a summation
over the boundary is performed. This is due to the fact that our definition for (qIIId) already allows
for different boundary conditions over finite regions D (cf. Remark 1).
We now turn our attention to the proof of (b). We recall that, in this case, a central projection
PC∪Dα is labeled by a configuration i ≡ α := (α1, ..., α|C∪D|) in I∂(C∪D). Moreover, it can be
decomposed into a product of projections onto each site of the boundary ∂(C ∪D):
PC∪Dα :=
⊗
j∈∂(C∪D)
P
αj
j .
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Figure 3: Decomposition of the boundaries of C and C ∪ D for Proposition 3. Here ∂1 := ∂C\D,
∂2 := ∂C ∩D and ∂3 := ∂D\C∂. Therefore ∂1 ∪ ∂2 = ∂C whereas ∂1 ∪ ∂3 = ∂(C ∪D). Here, we
considered nearest neighbour interactions.
Next, decomposing the boundary of C into ∂1 := ∂C\D and ∂2 := ∂C ∩D as in Figure 3, we choose
a configuration β := (α∂1, β∂2) ∈ I∂C which coincides with α in ∂1, and denote PCβ := Pα
∂1
∂1 ⊗ P β
∂2
∂2 .
Next, we let X ∈ B(KC∪Dα )+ with ‖X‖L1(τC∪Dα ) = 1. We define NC\D := E
(α)
D [X] ∈ B(HC\D),
P∂Γ := P
C∪D
α , P
′
D\C := 1D\C and PD\C := P
α,C
β∂2
∈ B(HD\C). Then, by (qIIId):
∣∣Tr[σΛ,PC∪Dα Pα,Cβ∂2 NC\D]− Tr[σΛ,PC∪Dα NC\D] ∣∣ ≤ c |C ∪D| e−dist(C\D,D\C)ξ Tr[σΛ,PC∪Dα NC\D] .
Moreover, by construction, we have that σΛ,P
C∪D
α ≡ τC∪Dα and σ
Λ,PC∪Dα P
α,C
β∂2 ≡ τα,C
β∂2
with the notations
of (2.9). Therefore:
‖E(α)C ◦ E(α)D [X]− E(α)C∪D[X]‖∞
= ‖E(α)C [NC\D]− E(α)C∪D[NC\D]‖∞
=
∥∥∥ ∑
β∂2∈Iα∂C
(
Tr[Pα,C
β∂2
NC\DP
α,C
β∂2
τα,C
β∂2
]− Tr[PC∪Dα NC\DPC∪Dα τC∪Dα ]
)
1
α,C
β∂2
∥∥∥
∞
= max
β∂2∈Iα∂C
∣∣Tr[σΛ,PC∪Dα NC\D]− Tr[σΛ,PC∪Dα Pα,Cβ∂2 NC\D] ∣∣∞
≤ c |C ∪D| e−
dist(C\D,D\C)
ξ Tr
[
τC∪Dα X
]
= c |C ∪D| e−
dist(C\D,D\C)
ξ ,
where we are using the explicit form for the conditional expectations from Equation (2.9) as well as
(qIIId).
In the case of the embedded Glauber dynamics, one can easily relate Equation (qL1 → L∞) to
Dobrushin and Shlosman’s complete analyticity:
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Proposition 4. Let LG be the uniform family of Glauber dynamics introduced in Section 2.3. Then
Equation (qL1 → L∞) holds whenever (L1 → L∞) holds. In particular, (qL1 → L∞) holds for 1D
systems, as well as for any dimensions above the critical temperature.
Proof. This is simply a consequence of the embedding in (2.21).
4 Clustering of correlations implies MLSI
In this section, we prove the positivity of the MLSI constant for Davies generators defined over lattice
spin systems under the (qL1 → L∞) clustering of correlations defined in Section 3.4. But before we
do this, we discuss two warm-up examples to give some intuition on our approach by proving the
MLSI in two settings: embedded Glauber dynamics with dephasing and embedded Glauber dynamics
in 1D. These two steps, although interesting in their own right, are simple and illustrate the key
ideas of our approach.
4.1 MLSI with dephasing
Let us start by showing how to derive a MLSI directly by adding an additional dephasing to the
generator of the embedded Glauber dynamics. Let LGΛ be the generator of an embedded Glauber
dynamics and consider the family of generators L′Λ = LGΛ + (CΛ − id), where CΛ is the pinching
with respect to the computational basis. That is, the classical dynamics with additional (global)
dephasing. The chain rule (2.1) for the relative entropy implies that for all states ρ ∈ D(HΛ):
D(etL
′
Λ∗(ρ)‖σ) = D(etL′Λ∗(ρ)‖CΛ(etL
′
Λ∗ρ)) +D(CΛ(etL
′
Λ∗(ρ))‖σ) .
Now, note that the generators L′Λ and LGΛ commute. This immediately yields
D(etL
′
Λ∗(ρ)‖σ) = D(et(CΛ−id)(etLGΛ∗(ρ))‖ CΛ(etL
G
Λ∗(ρ))) +D(etL
G
Λ∗(CΛ(ρ))‖σ). (4.1)
Note that the second term on the r.h.s. of Equation (4.1) is the relative entropy between two classical
states and, thus, if the classical Glauber dynamics satisfies a MLSI with constant α1, we have
D(etL
G
Λ∗(CΛ(ρ))‖σ) ≤ e−4α1tD(CΛ(ρ)‖σ) .
To control the first term on the r.h.s. of (4.1), note that the dephasing semigroup satisfies a MLSI
with constant 14 , and so
D(etL
′
Λ∗(ρ)‖CΛ(etL
G
Λ∗(ρ))) ≤ e−tD(etLGΛ∗(ρ)‖CΛ(etL
G
Λ∗(ρ))) .
Thus, by the data processing inequality:
D(etL
′
Λ∗(ρ)‖σ) ≤ max{e−4α1t, e−t}(D(ρ‖CΛ(ρ)) +D(CΛ(ρ)‖σ))
= max{e−4α1t, e−t}D(ρ‖σ) ,
by another application of the chain rule. We conclude that with the extra dephasing semigroup on
top of the classical Glauber dynamics, the semigroup (etL
′
Λ)t≥0 satisfies a MLSI with a constant that
is given by the minimal of the dephasing rate and the constant for the classical dynamics, min{α1, 14}.
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The same argument would also apply if instead we added local dephasing noise on each site, since
the dephasing semigroup satisfies CMLSI with the same constant 14 . The lesson to be learned from
the example above is that the application of the chain rule allowed us to handle the dynamics in the
computational basis and the dephasing separately. This will be crucial for our analysis later and will
motivate the introduction of the pinched MLSI in Definition 10.
4.2 Conditions for MLSI I: Complete MLSI
In order to prove our main result, we will also need to make two more natural assumptions: as already
mentioned in Proposition 1, Condition 1 below typically holds for embedded Glauber dynamics.
Condition 1 (Complete modified logarithmic Sobolev inequality). For any lattice region A ⊂⊂ Zd,
LA satisfies CMLSI with a constant αc(A) possibly depending on the size |A|.
This condition is crucial to generalize the argument of MLSI with extra dephasing given in
the previous section. It is instructive to shortly consider the implication of the complete MLSI for
embedded Glauber dynamics before moving on to our main result. Although we restrict the discussion
to the one dimensional Ising model LIsing with nearest neighbour interactions, our argument would
easily extend to higher dimensions: Define the sets Ai = {i} for i ∈ Z, so that Ai∂ = {i− 1, i, i+ 1}.
Clearly ∪i∈ZA2i∂ tile the whole integers. Moreover, for this classical Glauber dynamics with nearest
neighbour interactions, we also have that the conditional expectations EA2i commute for all i ∈ Z
(cf. Equation (2.20)). Then, for Λ = [−(2n + 1), 2n + 1], denoting A := ∪i∈ZA2i and defining
EA∩Λ :=
∏n
k=−nEA2k , we have for all ρ ∈ D(HΛ):
D(ρt‖σΛ) = D(ρt‖EA∩Λ∗(ρt)) +D(EA∩Λ∗(ρt)‖σΛ) , (4.2)
where ρt := e
tLIsing(ρ). Through the application of the CMLSI we are able to control the first term
on the r.h.s. of (4.2), as the size of the region on which each conditional expectation acts is bounded.
Moreover, since the image of the conditional expectation EA∩Λ∗ is diagonal in the computational
basis over HΛ, the second relative entropy in (4.2) is classical. Therefore, we can control it in terms
of the classical modified logarithmic Sobolev inequality constant:
D(ρt‖σΛ) ≤ e−αc(L
Ising
A∩Λ)tD(ρ‖EA∩Λ∗(ρ)) + e−α(LIsing)tD(CΛ(ρ)‖σΛ)
≤ 2 max{e−αc(LIsingA∩Λ)t, e−α(LIsing)t}D(ρ‖σΛ) ,
where LIsing is the restriction of LIsing to the classical algebra. By a direct extension of the above
method, we arrive at the following result:
Proposition 5. Let LG be a uniform family of embedded Glauber Lindbladians, and denote by LG
their restriction to the classical algebra. Then the following conditions are equivalent:
(i) LG satisfies (DSM) for some constant γ ∈ (0,∞).
(ii) LG is gapped.
(iii) LG has a positive logarithmic Sobolev constant independent of the system size.
(iv) There exists α˜ > 0 such that, for any system Λ, for all t ≥ 0, and all ρ ∈ D(HΛ),
D(etL
G
Λ (ρ)‖σΛ) ≤ 2 e−α˜tD(ρ‖σΛ) . (4.3)
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(v) LG satisfies the rapid mixing condition.
Although the bound (4.3) is enough to derive rapid mixing and its consequences, it is unsatis-
factory from a mathematical point of view, due to the presence of the factor 2 on its right-hand
side which prevents us from claiming the existence of a modified logarithmic Sobolev constant for
embedded Glauber dynamics and renders the bound trivial for small times. Moreover, we would like
to extend the result to non-classical Gibbs states. The analysis carried out in the next sections will
allow us to solve both these issues.
4.3 Conditions for MLSI II: Geometric conditions
In this subsection, we introduce our last condition inspired from the use of the map EA∩Λ∗ above.
We recall that, given a family of conditional expectations {EΛ}Λ⊂⊂Zd associated to a κ-local Gibbs
sampler,
∂Λ := supp(EΛ)\Λ, and Λ∂ = Λ ∪ ∂Λ .
Next, define a coarse-graining of Zd as follows: Given the hypercube A0 = [0, D−1]×· · ·×[0, D−1] ⊂⊂
Zd of size Dd, for some integer D > 2κ, we cover the whole lattice Zd with translations Aj of A0 and
their boundaries. In what follows, the sets Aj will be called pixels. More explicitly, singling out the
first coordinate basis e1 ∈ Zd, we first construct a non-planar sheet of pixels orthogonal to e1: for
j = 1, ..., d− 1, define the translations T j by vector
tj :=
(⌊D − 1 + κ
2
⌋
, 0, ..., 0, D − 1 + κ︸ ︷︷ ︸
j+1-th coordinate
, 0, ..., 0
)
,
and define the sets Aj := T j(A0). The rest of the non-planar sheet is constructed by translations of
the d pixels Aj , j = 0, ..., d− 1, by the vectors ±2`(D+ κ− 1)ek, k ∈ {2, ..., d} and ` ∈ N. In a final
step, we translate all the pixels generated by the previous procedure by the vectors ±`(D+κ− 1)e1,
` ∈ N. We refer to the set generated by the translation of a pixel along the direction e1 as a column
C of the tiling. The centre of the column refers to the sites in C that are at distance at least κ from
Cc. The tiling A :=
⋃
j∈J Aj generated this way enjoys the following two properties:
(i) For any i ∈ J
inf
J3j 6=i
{dist(Ai, Aj)} = κ .
(ii) The pixels and their boundaries cover the whole lattice, i.e.⋃
j∈J
Aj∂ = Zd .
These conditions lead to a pattern such as the one showed in Figure 4. Moreover, note that from
condition (i) above, clearly Ai ∩ Aj∂ = ∅ for any two different pixels Ai and Aj . Any two pixels
with intersecting boundaries will be called adjacent. Next, a cluster of pixels is any finite union
AJ ′ :=
⋃
i∈J ′ Ai of pixels such that, for any two i, j ∈ J ′, there exists a path of adjacent pixels in
AJ ′ connecting Ai and Aj .
Lemma 6. Given any cluster of pixels AJ ′ :=
⋃
j∈J ′ Aj, there exists a finite connected set S˜J ′ such
that:
(i) AJ ′ ⊂ S˜J ′ ;
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Figure 4: Tiling of Z2. Here, we assumed two-local interactions. The pixels in pink represent the
non-planar sheet constructed out of translations of the pixels A0 and A1. The ones in red correspond
to a column.
(ii) ∂S˜J ′ ⊂ ∂AJ ′ ;
(iii) AJ ′∂c = S˜J ′∂c .
Proof. The proof proceeds by an enumeration of the sites at the boundary of AJ ′ . First, we consider
the situation when a site j ∈ ∂AJ ′ belongs to a column C: we distinguish two cases:
(1) j is in the boundary of two pixels in AJ ′ : in that case, we keep it if it is in the centre of C.
(2) j is in the boundary between a pixel in AJ ′ and a pixel in AcJ ′ : in this case, we reject j.
This procedure permits to join adjacent pixels of AJ ′ belonging to a same column. Next, we consider
sites in the boundary of AJ ′ which sit in between two columns C and C ′: then the problem reduces
to a 2 dimensional problem (see Figure 5). Here again, we need to distinguish between different
situations.
(1’) j is in between three pixels in AJ ′ : then it is kept.
(2’) either C or C ′ does not contain any pixel of AJ ′ whose boundary contains j: in that case, we
reject j.
(3’) both C and C ′ exactly contain one pixel of AJ ′ whose boundary contains j: in that case, we
keep j if it lies in the intersection of the boundaries of the aforementioned pixels. Otherwise,
we reject it.
This second separation of cases permits us to join adjacent pixels of AJ ′ which belong to different
columns. Then, we define the set S˜J ′ as the smallest simply connected set which includes the union
of the sites j kept and AJ ′ . Those sites j which were rejected constitute the boundary of S˜J ′ .
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Figure 5: A grained set in Z2. Here again, we assume two-local interactions.
For any cluster of pixels AJ ′ , we call the largest set S˜J ′ satisfying conditions (i) and (ii) of
Lemma 6 a grained set, and denote the set ∂AJ ′\∂S˜J ′ ≡ ∂(S˜ ∩ A)in (see Figure 5). The collection
of all grained sets in Zd is denoted by S˜.
With these definitions and properties at hand, we are now ready to define our third condition for
the existence of a MLSI:
Condition 2. The covering A =
⋃
i∈J Ai defined above satisfies:
(i) For all i, j ∈ J , EAi ◦ EAj = EAj ◦ EAi = EAi∪Aj ; and
(ii) For any grained set S˜ ∈ S˜, there exists a decomposition KS˜j :=
⊕
kH(j,k) such that
F(L
A∩S˜) := 1A∩S˜ ⊗
⊕
j∈I
∂S˜
⊕
k
1H(j,k) ⊗ B(HS˜j ) .
Remark 2. Note that from Condition 2(i) and frustration-freeness it clearly follows that
E
S˜
◦ EA = EA ◦ ES˜
for any grained set S˜ ∈ S˜. This observation will be used at the very last step of the proof of the
main result (see Lemma 9).
Condition 2(i) is crucially needed together with Condition 1 in order to control the relative
entropy by the CMLSI constant over a fixed sized region Aj ∈ A in the decomposition (4.6) below.
Moreover, Condition 2(ii) plays a crucial role in the reduction of the analysis into smaller blocks
(see a first discussion at the end of this subsection). For the time being, in the next propositions,
we prove that (2)(i) is satisfied for various Gibbs samplers and that Condition (2)(ii) is satisfied for
Schmidt semigroups.
Lemma 7 (Examples for Conditions (2)(i)). Let A,B ⊂⊂ Zd be two regions such that A∂ ∩ B = ∅
and A ∩B∂ = ∅. Then EA ◦ EB = EB ◦ EA = EA∪B for the conditional expectations of the Davies,
Heat-bath and Schmidt semigroups corresponding to commuting potentials.
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Proof. We start by showing that the Petz coarse graining maps corresponding to regions A,B ⊂
Λ ⊂⊂ Zd commute. This directly concludes the proof for the Heat-bath and Davies conditional
expectations by (2.17) and (2.16). Consider a Markov chain decomposition of the state σΛ with
respect to the split A− ∂A−A∂c (cf. Appendix A):
σΛ :=
⊕
i∈I∂A
µ(i)σA∂Aiin
⊗ σ∂AioutA∂c .
According to this decomposition, and since B ⊂ A∂c by assumption, we have that[
TrB(σ
Λ)
]− 1
2 (σΛ)
1
2
[
TrA(σ
Λ)
]− 1
2
=
⊕
i∈I∂A
µ(i)−
1
2 TrA
(
σA∂Aiin
)− 1
2 ⊗ TrB
(
σ∂AioutA∂c
)− 1
2 =
[
TrAB
(
σΛ
)]− 1
2 .
Therefore,
AA,σΛ ◦ AB,σΛ(X)
= [TrB(σ
Λ)]−
1
2 TrB
[
(σΛ)
1
2 [TrA[σ
Λ]]−
1
2 TrA[(σ
Λ)
1
2X(σΛ)
1
2 ][TrA[σ
Λ]]−
1
2 (σΛ)
1
2
]
TrB[σ
Λ]−
1
2
= TrB
[[
TrAB(σ
Λ)
]− 1
2 TrA
[
(σΛ)
1
2X(σΛ)
1
2
][
TrAB(σ
Λ)
]− 1
2
]
= AA∪B,σΛ(X) .
The proof in the case of the Schmidt semigroups follows a similar path as Lemma 1. First, let us see
that the conditional Schmidt expectations commute. From the assumptions A∂∩B = ∅, A∩B∂ = ∅,
we see from the decomposition in Equation (2.19) that EA and EB only act nontrivially on disjoint
Hilbert spaces. This is because there is no edge that connects both A and B to the same vertex
in the intersection of their boundaries. From this it follows that they commute. The fact that the
coresponding product is a conditional expectation EA∪B follows along the same lines.
Remark 3. For classical evolutions over quantum systems, we can heavily simplify the above con-
struction, as we can take regions Aj whose union tiles the lattice. In particular, EA and EB commute
even for A∩ ∂B 6= ∅. However, this is not necessarily the case in the commuting setting, even in the
case of the 2-local Schmidt conditional expectations, since there are edges on which both EA and
EB act non-trivially.
Proposition 6 (Examples for Condition (2)(ii)). Condition (2)(ii) holds for the Schmidt semigroups
corresponding to 2-local interactions in any dimension, as well as for embedded Glauber dynamics.
Proof. The case of embedded Glauber dynamics is obvious, since the boundary can be decomposed
into tensor products of local projections onto the classical basis. We focus our attention to the case of
Schmidt generators. Following the proof of Lemma 1, we see that Ker(L
A∩S˜) = F(EA∩S˜). Moreover,
it is not difficult to see that A∩ S˜ corresponds to a cluster of pixels. The desired decomposition then
immediately follows from A
A∩S˜,out given in Equation (2.19).
The proposition below provides a justification to the introduction of Condition 2 and showcases
how working with a restricted set of input states significantly simplifies the analysis of the relative
entropy on different regions:
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Theorem 6 (Approximate clustering of the relative entropy). Let L be a Gibbs sampler corresponding
to a commuting potential. Assume further that the family L satisfies (qL1 → L∞) with parameters
c ≥ 0 and ξ > 0, as well as Condition 2. Then, for any C,D ∈ S˜ such that C,D ⊂ Λ ⊂⊂ Zd with
2c |C ∪D| exp (− dist(C\D,D\C)ξ ) < 1, and all ρ ∈ D(HΛ),
D(ω‖EC∪D∗(ω)) ≤ 1
1− 2c |C ∪D| e−
dist(C\D,D\C)
ξ
(
D(ω‖EC∗(ω)) +D(ω‖ED∗(ω))
)
,
with ω := EA∩Λ∗(ρ).
We include the proof of this result in Appendix C. Some other results in the same spirit have ap-
peared in the last years in the literature of quantum systems, frequently termed as quasi-factorization
[21, 5] or approximate tensorization [6] of the relative entropy. Such approximate tensorization state-
ments constitute the most important step in recent classical proofs of functional inequalities [26].
4.4 Main result for d-dimensional systems
In this section, we state the main result of the current manuscript, namely the positivity of the
MLSI constant of a family of Lindbladians with a specific geometry satisfying certain conditions
of clustering of correlations. Before stating this theorem, we need to conceive a new geometrical
argument, inspired by that of [26, 28] by restricting the analysis to some grained sets such as the
ones presented in Lemma 6. For that, we need to introduce the notion of “subordinated grained fat
rectangle” from that of “fat rectangle” presented in [28].
Definition 9 (Fat rectangle). Let x ∈ Zd be a site and l1, . . . , ld ∈ N. We define the following
rectangle:
T (x; l1, . . . , ld) := x+ ([1, l1]× . . .× [1, ld]) ∩ Zd. (4.4)
Given a rectangle of this form, we define its size by max {lk : k = 1, . . . , d}, and we say that the
rectangle is fat if
min {lk : k = 1, . . . , d} ≥ 1
10
max {lk : k = 1, . . . , d} . (4.5)
A rectangle is denoted by T , and the class of rectangles of size at most L is written by TL. We
further write
T :=
⋃
L≥1
TL .
Now, given a rectangle T , we define the grained rectangle subordinated to T as the largest grained
set contained in T , and denote it by T˜ . Note that for T large enough, T˜ always exists and can be
constructed by considering the pixels contained in T and following Lemma 6. T˜ is then said to be a
grained fat rectangle if there exists a fat rectangle T such that T˜ is the grained set subordinated to
T .
We are ready to state and prove our main result:
Theorem 7. Let {Λ}Λ⊂⊂Zd be an increasing family of fat rectangles such that Λ↗ Zd and let Λ˜ be
the subordinated grained rectangle associated to each Λ. Let L := {L
Λ˜
,L
∂Λ˜
}
Λ˜
be a uniform family
of local, primitive, reversible and frustration-free Lindbladians satisfying (qL1 → L∞). Moreover,
assume that Conditions (1) and (2) hold. Then,
lim inf
Λ˜↗Zd
α(L
Λ˜
) > 0 ,
where the infimum above is taken over all families of subordinated fat grained rectangles Λ˜.
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Remark 4. Note that the same result would be satisfied for {L
Λ˜
} after fixing the boundary conditions.
In the next section, we present a simplified version of this result for 1D and 2D systems, based
on a splitting of the plane into some rhomboids, which constitute a particular and elegant case of the
aforementioned subordinated grained sets. The proof of Theorem 7, i.e. for n-dimensional systems,
essentially follows the same steps, but needs to involve subordinated grained rectangles, and thus
presents some subtleties and more elaborate notations. Since the former is more instructive for the
reader, we decide to prove it in the main text and leave the proof of the latter to Appendix D.
To conclude this section, in the case of an embedded Glauber dynamics, we recover the full
equivalence as a consequence of Proposition 4 and Theorem 7:
Corollary 1. Let LG be a uniform family of embedded Glauber Lindbladians, and denote by LG their
restriction to the classical algebra. Then the following conditions are equivalent:
(i) LG satisfies (DSM) for some constant γ ∈ (0,∞).
(ii) LG has a positive logarithmic Sobolev constant independent of the system size.
(iii) LG has a positive MLSI constant independent of system size.
(iv) LG satisfies the rapid mixing condition.
(v) LG is gapped.
For LS a uniform family of Schmidt evolutions with 2-local interactions, the chain of implications
(qL1 → L∞)⇒ (iii)⇒ (iv)⇒ (v)⇒ (qL2) holds.
4.5 Main result for 1D and 2D systems
In this section, we present a simplified version of Theorem 7 for 2D systems (note that 1D systems
can be seen as a particular case of the 2D setting) by introducing a simpler and more visual geometry
than the one appearing in the statement of the aforementioned result. For that, we need to introduce
the notion of “rhombi” and “rhomboids”.
Given a grained set S˜ ∈ S˜ in 2D, we call it a rhombus of size L if it satisfies the following
conditions (see Figure 6):
(i) There is a unique pixel A1 ⊂ S˜ containing a site x1 = (x11, x12) ∈ S˜ such that x11 ≤ y1 for any
other site y = (y1, y2) ∈ S˜. Note that this site will not be unique, since there is a whole face of
A1 satisfying this condition.
(ii) In a second layer, there are exactly 2 pixels A2,i ⊂ S˜ such that
(a) dist(A1, A2,i) = κ for i = 1, 2.
(b) Given any site x2 = (x21, x
2
2) in A2,i for i = 1, . . . 2
d, its first coordinate verifies
x11 +D + κ− 1 ≤ x21 ≤ x11 + 2D + κ− 2 ,
This means that each A2,i is translated from A1 by a vector whose first coordinate is equal to
D + κ− 1.
(iii) The same construction follows recursively until layer L, in which there are exactly L pixels
AL,j ⊂ S˜ such that
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Figure 6: A Rhombus R in Z2, its inner boundary ∂Rin and its outer boundary ∂Rout.
(a) For any j = 1, . . . L− 1, there is exactly one pixel AL−1,i such that dist(AL−1,i, AL,j) =
dist(AL−1,i, AL,j+1) = κ.
(b) Given any site xL = (xL1 , x
L
2 ) in AL,j for any j = 1, . . . L, its first coordinate verifies
x11 + (L− 1)(D + κ− 1) ≤ xL1 ≤ x11 + LD − 1 + (L− 1)(κ− 1) .
(iv) From layer L+ 1 until layer 2L− 1, the number of pixels belonging to S˜ decreases recursively
in the following way: In layer k = L + 1, . . . 2L − 1, there are exactly 2L − k pixels Ak,i ⊂ S˜
such that
(a) For any j = 1, . . . L− 1, there are exactly two pixels Ak−1,i−1, Ak−1,i−1 such that
dist(Ak−1,i−1, Ak,j) = dist(Ak−1,i, Ak,j) = κ.
(b) Given any site xk = (xk1, x
k
2) in Ak,i for any i = 1, . . . 2L− k, its first coordinate verifies
x11 + (k − 1)(D + κ− 1) ≤ xLk ≤ x11 + kD − 1 + (k − 1)(κ− 1) .
Note with this construction that layer 2L− 1 consists of a unique pixel A2L−1.
(v) The set S˜ also contains the intersections of the boundaries of adjacent pixels, i.e.
∅ 6= ∂Al,i ∩ ∂Al+1,j ⊂ S˜ ,
for every 1 ≤ l ≤ 2L− 2.
Another notion that is necessary for the geometrical construction in the main result in 2D is that of
rhomboid, namely a deformation of a rhombus as introduced above in which all the sides do not have
the same length in number of pixels. Given a rhomboid with sides of length l1 and l2 respectively,
we call L := max{l1, l2} the size of a rhomboid and define a fat rhomboid as a rhomboid for which
1
10
max{l1, l2} ≤ min{l1, l2} .
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We denote hereafter a rhombus or a rhomboid by R and we further denote by RL the set of all fat
rhomboids with side at most L. Moreover, we take
R =
⋃
L≥1
RL .
Now, we are ready to state and prove our main result in 2D:
Theorem 8. Let {R}R⊂⊂Z2 be an increasing family of rhomboids and let L := {LR,L∂R}R be a uni-
form family of local, primitive, reversible and frustration-free Lindbladians satisfying (qL1 → L∞).
Moreover, assume that Conditions (1) and (2) hold. Then,
lim inf
R↗Z2
α(LR) > 0 ,
where the infimum above is taken over all increasing families of rhomboids.
The main trick to the proof of Theorem 8 can be easily summarized. First, we consider the
tiling introduced above and use Condition 2 together with the chain rule (2.1) in order to reduce the
problem to that of proving the MLSI for the restricted class of approximately clustering states: for
any state ρ ∈ D(HΛ),
D(ρ‖σΛ) = D(ρ‖EA∩Λ∗(ρ)) +D(EA∩Λ∗(ρ)‖σΛ) (4.6)
Then, Theorem 8 is a direct consequence of the two following results:
Lemma 8. Under the conditions of Theorem 8, there exists a constant α > 0, independent of |Λ|,
such that any ρ ∈ D(HΛ),
4αD(ρ‖EA∩Λ∗(ρ)) ≤ EPLΛ(ρ) .
Proof. The right hand side can be controlled assuming complete MLSI:
D(ρ‖EA∩Λ∗(ρ)) ≤ 1
4αc(LA∩Λ) EPLA∩Λ(ρ)
(1)
≤ 1
4αc(LA∩Λ) EPLΛ(ρ) , (4.7)
where (1) follows by Lemma 2. We conclude by noticing that, by the tensorization property of
CMLSI together with the fact that the size of each of the regions Aj constituting A is uniformly
bounded, αc(LA ∩ Λ) is lower bounded by a positive constant α independent of Λ.
Note that the proof of this lemma does not depend on the dimension or the geometry employed
after the tiling. We further need the following theorem, to which we devote the rest of the section:
Theorem 9. Under the conditions of Theorem 8, there exists a constant β > 0, independent of |R|,
such that for all ρ ∈ D(HR),
4βD(EA∩R∗(ρ)‖σR) ≤ EPLR(ρ) .
Before proving Theorem 9, we briefly prove Theorem 8 assuming Lemma 8 and Theorem 9:
Proof of Theorem 8. This follows directly from the use of Lemma 8 and Theorem 9 into Equa-
tion (4.6).
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Now, we turn our attention to the proof of Theorem 9. The geometric construction that we
devise is an extension of the strategy used in order to prove the result in the case of classical Gibbs
samplers [26, 28], as well as in the proof of the positivity of the spectral gap of Davies generators
in [53]. Roughly speaking, the idea of the proof is to split some regions of the lattice into smaller
subregions, and reduce the analysis of the MLSI constant on Λ to that on those. As an original
contribution, apart from the aforementioned rhombi and rhomboids, we introduce and use the notion
of a “Pinched MLSI constant”.
Definition 10 (Pinched MLSI). For any C ⊂ Λ ⊂⊂ Zd, the generator LC satisfies a Pinched modified
logarithmic Sobolev inequality if there exists a constant β > 0 such that, for all ρ ∈ D(HΛ):
4βD(EA∩Λ∗(ρ)‖EC∗ ◦ EA∩Λ∗(ρ)) ≤ EPLC (ρ) . (4.8)
The largest constant satisfying Equation (4.8) is denoted by βΛ(LC).
Remark 5. Note that the notion of Pinched MLSI is introduced for any dimension, not only for
dimension 2. Moreover, it plays the analogous role in this proof to that of conditonal MLSI in [5],
with which it would coincide if EA∩Λ∗(ρ) = ρ.
Now, for the first step of the proof consider a rhombus Λ ⊂ Z2 and split it into C and D as shown
in Figure 7. Then, by virtue of the quasi-tensorization for the relative entropy stated above, we can
prove the following:
Figure 7: Splitting of a rhombus Λ = C ∪D into rhombi C and D.
Step 1. Assuming Equation (qL1 → L∞), the following holds for every ρ ∈ D(HΛ) and C,D ⊂ Λ
such that c |C ∪D| e−dist(C\D,D\C)/ξ < 1/2 (see Figure 7):
D(EA∩Λ∗(ρ)‖EC∪D∗ ◦ EA∩Λ∗(ρ)) ≤ θ(C,D)
4 min {βΛ(LC), βΛ(LD)} (EPLC∩D(ρ) + EPLC∪D(ρ)) ,
where θ(C,D) :=
1
1− 2 c |C ∪D| e−dist(C\D,D\C)/ξ .
Proof. Denote ω := EA∩Λ∗(ρ). By Theorem 6, we have:
D(ω‖EC∪D∗(ω)) ≤ θ(C,D) (D(ω‖EC∗(ω)) +D(ω‖ED∗(ω)))
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Now, recalling the definitions of the Pinched MLSI constants in C and D, as given in (4.8), one has
D(ω‖EC∪D∗(ω)) ≤ θ(C,D)
(−Tr[LC∗(ρ)(log ρ− log σ)]
4βΛ(LC) +
−Tr[LD∗(ρ)(log ρ− log σ)]
4βΛ(LD)
)
≤ θ(C,D)
4 min {βΛ(LC), βΛ(LD)} (EPLC (ρ) + EPLD(ρ))
=
θ(C,D)
4 min {βΛ(LC), βΛ(LD)} (EPLC∩D(ρ) + EPLC∪D(ρ)) ,
where in the last equality we are using the fact that
LC∗(ρ) + LD∗(ρ) = LC∪D∗(ρ) + LC∩D∗(ρ) (4.9)
for every ρ ∈ D(HΛ).
Remark 6. Note that in the next step of the proof we need to choose C and D carefully so that
θ(C,D) satisfies some desired decaying behaviour. Indeed, we will consider C and D such that
|C ∪D| ∼ Ld and dist(C,D) = √L for a certain L ∈ N, obtaining the necessary decay for θ(C,D)
as a consequence of the fact that e−
√
L decays faster than any polynomial.
In the second step of the proof, we split a certain region of the lattice into two subregions and get
a lower bound for the Pinched MLSI constant of the former in terms of the Pinched MLSI constants
of the latter. For that, we construct a suitable family of fat rhomboids in the rhombus R where we
apply the previous step.
Let R be a rhombus of size 2L, for L large enough. We define aL := b
√
Lc and nL := b L10aL c,
where b·c denotes the integer part. Consider one of the faces of R and enumerate the pixels of the face
corresponding to this side by A1,1, . . . , A1,2L. For the next layer we obtain after removing that face,
we also enumerate the pixels as A2,1, . . . , A2,2L. Analogously we enumerate all the pixels of R, until
the ones of the opposite face are denoted by A2L,1, . . . , A2L,2L. Then, for every integer 1 ≤ n ≤ nL,
we define the following pair of sets of pixels:
CA,n = {Ai,j ⊂ R : 1 ≤ j ≤ L+ naL} , DA,n = {Ai,j ⊂ R : L+ (n− 1)aL < j ≤ ld} . (4.10)
and we cover R with the rhomboids generated by them by including the intersection of the boundaries
of adjacent pixels, which we name Cn and Dn respectively (see Figure 8). Furthermore, it is clear by
construction that Cn and Dn are both fat rhomboids. Hence, for n fixed, it is clear that Cn∩Dn 6= ∅
and the shortest side of the overlap has length of order
√
L pixels.
Step 2. There exists a positive constant K, independent of the size 2L of R such that
min
n=1,...,nL
{βΛ(LCn), βΛ(LDn)}
(
1 +
κ√
L
)−1
≤ βΛ(LR), (4.11)
for every 1 ≤ n ≤ nL and L large enough.
Proof. Once again, we denote ω := EA∩Λ∗(ρ). Then, using the sets Cn and Dn in the expression
obtained in Step 1, we get, for every 1 ≤ n ≤ nL,
D(ω‖ER∗(ω)) ≤ θ(Cn, Dn)
4 min {βΛ(LCn), βΛ(LDn)}
(
EPLCn∩Dn (ρ) + EPLCn∪Dn (ρ)
)
, (4.12)
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Figure 8: Splitting in Cn and Dn.
where
θ(Cn, Dn) =
1
1− 2 c |R| e−
√
L/ξ
≤ 1
1− 2 c˜ Ld , e−
√
L/ξ
for every 1 ≤ n ≤ nL. Let us denote the latter by θ(
√
L). Now, by the definition of Cn and Dn, the
two following properties clearly hold:
1. Ci ∩Di ∩ Cj ∩Dj = ∅ for every i 6= j;
2.
⋃
1≤n≤nL
(Cn ∩Dn) ⊆ R.
Therefore, we can average over n the previous expression to obtain:
D(ω‖ER∗(ω)) ≤ 1
nL
nL∑
n=1
θ(Cn, Dn)
4 min {βΛ(LCn), βΛ(LDn)}
(
EPLCn∩Dn (ρ) + EPLR(ρ)
)
≤ θ(
√
L)
4 min
n=1,...,nL
{βΛ(LCn), βΛ(LDn)}
(
EPLR(ρ) +
1
nL
nL∑
n=1
EPLCn∩Dn (ρ)
)
≤ θ(
√
L)
4 min
n=1,...,nL
{βΛ(LCn), βΛ(LDn)}
(
1 +
1
nL
)
EPLR(ρ).
Hence, by the definition of βΛ(LR), we have
min
n=1,...,nL
{βΛ(LCn), βΛ(LDn)}
θ(
√
L)
(
1 +
1
nL
)−1
≤ βΛ(LR), (4.13)
Note that
θ(
√
L) ≥ 1 for every L > 1 and lim
L→∞
θ(
√
L) = 1.
Then, for L large enough, the following inequality holds:
min
n=1,...,nL
{βΛ(LCn), βΛ(LDn)}
(
1 +
K√
L
)−1
≤ βΛ(LR), (4.14)
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for K > 1 independent of L.
Now, let us first define the following quantities for L > 1:
S(L) := inf
R∈RL
βΛ(LR) . (4.15)
In the next step, we obtain a recursion between the quantities S(L) which will later allow us to get
a lower bound for the global MLSI constant in terms of size-fixed Pinched MLSI constants.
Step 3. There exists a positive constant K independent of the size of R such that
S(2L) ≥
(
1 +
K√
L
)−6
S(L) for L large enough. (4.16)
Proof. Consider the expression obtained in the previous step. Let us analyse the value of the pinched
MLSI constant in the rhomboids Cn and Dn. Let us consider the grained rectangle Cn (the analysis
is analogous for Dn). One side of Cn (the one corresponding to the direction of the cut) has length
less than or equal to 1.2L, by definition of Cn, whereas the other side has length 2L. Then, we apply
again the previous step, now along this side, and obtain then:
min
n=1,...,nL
{βΛ(LCn), βΛ(LDn)} ≥
(
1 +
K√
L
)−1
S (1.2L) , (4.17)
since now both sides of each rhomboid have size less than or equal to 1.2L. Therefore,
βΛ(LR) ≥
(
1 +
K√
L
)−2
S (1.2L) , (4.18)
and since the rhombus that we were considering in Step 2 verified R ∈ R2L, we obtain
S(2L) ≥
(
1 +
K√
L
)−2
S (1.2L) . (4.19)
To conclude, we iterate this expression one more time to obtain
S(2L) ≥
(
1 +
K√
L
)−2(
1 +
K√
0.6L
)−2
S (0.72L) , (4.20)
and since S (0.72L) ≥ S(L), we obtain
S(2L) ≥
(
1 +
K√
L
)−4
S(L), (4.21)
where K is a constant independent of the size of the system.
Finally, in the last step of the proof, using recursively the relation obtained in the previous one,
we get a lower bound for the global MLSI constant in terms of complete MLSI constants. Similar to
above, we define the quantities for L > 1:
T (L) := inf
R∈RL
αc(LR˜) . (4.22)
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Step 4. There exists a constant L0 ∈ N, independent of Λ such that the following holds:
α(LΛ) ≥ Ψ(L0)T (L0) ,
where Ψ(L0) does not depend on the size of Λ.
Proof. Let us denote by L0 the first integer for which inequality (4.17) holds. By virtue of the
previous step, it is clear that the following holds for L0:
S(2L0) ≥
(
1 +
K√
L0
)−4
S(L0), (4.23)
Note now that the limit of Λ tending to Zd is the same as the one of S(nL0) with n tending to
infinity. Therefore,
lim
Λ→Z2
α(LΛ) = lim
n→∞S(2
nL0)
≥
( ∞∏
n=1
(
1 +
K√
2n−1L0
))−4
S(L0)
≥
(
exp
[ ∞∑
n=0
K
2nL0
])−4
S(L0)
= exp
[−4K
L0
(2 +
√
2)
]
S(L0),
where the constants L0 and K do not depend on the size of Λ. We conclude from the following
simple observation that
S(L0) = inf
R∈RL0
βc(LR)
(1)
≥ inf
R∈RL0
αc(LR) = T (L0) .
where (1) follows from Lemma 9 below.
Lemma 9. For any rhomboid R ⊆ Λ ⊂⊂ Z2,
βΛ(LR) ≥ αc(LR) .
Proof. The proof follows by a simple use of the data processing inequality: for all ρ ∈ D(HΛ)
D(EA∩Λ∗(ρ)‖ER∗ ◦ EA∩Λ∗(ρ)) (1)= D(EA∩Λ∗(ρ)‖EA∩Λ∗ ◦ ER∗(ρ))
(2)
≤ D(ρ‖ER∗(ρ))
≤ 1
4αc (LR) EPLR(ρ) .
Above, (1) follows from Condition 2, and (2) from the use of the data processing inequality for the
channel EA∩Λ∗.
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5 Applications
5.1 Optimization on noisy quantum annealers
Our results show that a quantum system coupled to a classical environment at high enough tem-
perature can only hold information for a time scaling logarithmically in the number of qubits and
inversely proportional to the MLSI constant without error correction, as one can show that various
capacities of the underlying channels decay with the MLSI [73, 75, 7]. A related question is for
how long a noisy quantum device can sustain computations that cannot be done in polynomial time
classically.
It has been recently shown in [37] that MLSIs can be used to estimate this for the annealing
model of quantum computation. Although their results can be immediately applied given the results
on MLSI obtained here, in this section we give another proof strategy to reach similar conclusions
based on quantum optimal transport inequalities [80, 38, 23].
In this section we will consider a quantum annealer coupled to a classical environment and model
the thermal noise through embedded Glauber dynamics. We will consider general interaction graphs
G = (V,E) with |V | = n vertices and local dimension d = 2. It is easy to check that the conditions of
Theorem 7 are always satisfied at high enough temperatures. We start with the following proposition
of [37]:
Proposition 7 (Theorem 1 in [37]). Let Ss∗(ρ) = −i[ρ,Hs]+rL∗(ρ) be a time dependent Lindbladian
such that the primitive Lindbladian L∗ satisfies MLSI with constant α(L) > 0 and corresponding
invariant state σ and r > 0 is the noise rate. Then the evolution from time 0 to t under Ss∗, Tt∗,
satisfies:
D(Tt(ρ)‖σ) ≤ e−4αrtD(ρ‖σ) +
t∫
0
e−4αr(t−τ)‖σ− 12 [Hτ , σ]σ− 12 ‖∞dτ . (5.1)
This estimate is particularly useful in settings in which [Ht, σ] ' 0 for large times. This is the
case for quantum annealers under noise driving the system to a classical state. This is because such
annealers aim at preparing a ground state |ψG〉 of the classical Hamiltonian
H1 =
∑
i∼j
ai,jZiZj +
∑
i
biZi
adiabatically for some graph G = (V,E) and coefficients ai,j , bi. For simplicity we will assume that
the interaction graph of the thermal state and of H1 are the same. Such annealers start by preparing
the ground state of
H0 = −
∑
i
γiXi (5.2)
for γi > 0. This is easily seen to be the state |ψ0〉 = |+〉⊗n, where n is the number of qubits. By
letting
Hs = g1(s)H1 + g0(s)H0 , (5.3)
where g0, g1 are smooth functions of s such that g1(1) = 1, g1(0) = 1 and g0(1) = 0, g0(0) = 1, we
converge to |ψ1〉 by evolving slowly enough with Hs.
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For example, if we now assume that the noisy annealer is such that it is affected by some time-
independent Lindbladian with a classical fixed point σ and we take the adiabatic path Hs =
(
1 −
s
T
)
H0 +
s
TH1 for some large T , then we obtain from Proposition 7 that:
D(TT (|+〉〈+|⊗n)‖σ) ≤ e−4αrTD(|+〉〈+|⊗n‖σ) + ‖σ− 12 [H0, σ]σ− 12 ‖∞ (1− 4e
−4αrT rαT − e−4αrT )
16r2α2T
,
(5.4)
where we used that [H1, σ] = 0, since σ is assumed to be a classical state. That is, in the adiabatic
limit T → ∞, the output of the device is actually given by σ. The main idea of [37] is now to use
Equation (5.4) to obtain finite time bounds when the energy of the output is approximated well by
that of a Gibbs state that can be sampled from in polynomial time. It is straightforward to adapt
our results to reach similar conclusions as [37] for noise models whose fixed point is not given by a
product state. We discuss the implications of our results in more detail at the end of the section.
First, we will exemplify another approach to classical simulability based on transportation-entropy
inequalities. Let us recall some notions of quantum optimal transport.
Recall that embedded Glauber dynamics are GNS symmetric and, thus, satisfy the assumptions
of Theorem 3. Thus, given L := LGΛ , one possible definition of the Lipschitz constant of an observable
X is:
‖X‖Lip :=
 1
2n
∑
j∈J
cj(e
−ωj/2 + eωj/2)‖∂jX‖2∞
1/2 , (5.5)
where ∂jX = [L˜j , X] and the constants ωj , cj come from the normal form of Theorem 3 as well.
Based on that, it is also possible to define the non-commutative 1-Wasserstein distance of two states
ρ, σ as:
W1,L(ρ, σ) = sup
X=X†∈B(H), ‖X‖Lip≤1
|Tr (X(ρ− σ))| .
We refer to [80] for more details on these quantities. But it immediately follows from the definitions
that for any observable X:
|Tr (X(ρ− σ))| ≤ ‖X‖LipW1,L(ρ, σ) . (5.6)
Moreover, for our purposes it is particularly important to recall the connection between MLSI in-
equalities and the Wasserstein distances. This is given through a transport-entropy inequality, as
proved in the quantum case in [80]. If the semigroup generated by L satisfies a MLSI inequality with
constant α, then one can show that [80, Theorem 3, Theorem 4]:
W1,L(ρ, σ) ≤
√
2n
α
D(ρ‖σ) .
This inequality can be seen as a strengthening of Pinsker’s inequality for observables with small
Lipschitz norm.
Putting all of these elements together we conclude that:
Proposition 8. Let Hs be defined as in Equation (5.3) for 0 ≤ s ≤ 1 and Ss∗(ρ) = −i[ρ,Hs] +
rLGV ∗(ρ) be a time dependent Linbladian such that LGV ∗ is an embedded classical Glauber dynamics sat-
isfying the conditions of Corollary 1 and converging to a classical Gibbs state σ = e−βHV /Tr
[
e−βHV
]
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and r > 0. Moreover, let Tt∗ be the evolution from time 0 to t under Ss∗. Then there is a constant
α > 0 such that: ∣∣Tr (H1(Tt∗(|+〉〈+|⊗n)− σ))∣∣ ≤ α− 12 2n2 ‖H1‖LipR(t) 12 ,
with
R(t) = e−4rαTD(|+〉〈+|⊗n‖σ) + ‖σ− 12 [H0, σ]σ− 12 ‖∞ (1− 4e
−4rαTαrT − e−4αrT )
16r2α2T
.
Proof. As noted in Equation (5.6), we have:∣∣Tr (H1(Tt∗(|+〉〈+|⊗n)− σ))∣∣ ≤ ‖H1‖LipW1,LGV (Tt∗(|+〉〈+|⊗n), σ) .
As Corollary 1 implies that LGV satisfies a MLSI with system-size dependent constant α > 0, and LGV
is GNS symmetric, we have that:
W
1,LGV
(ρ, σ) ≤ α− 12 2n/2
√
D(Tt∗(|+〉〈+|⊗n)‖σ) .
Moreover, the MLSI also allows us to conclude that Equation (5.4) holds, from which the claim
follows.
Let us discuss the bound above in a bit more detail. Assume that the graph has maximal degree κ.
Then, it is not difficult to see by a Taylor expansion that ‖σ− 12 [H0, σ]σ− 12 ‖∞ = O(βκn). Moreover,
2n/2‖H1‖Lip = O(κ2
√
n) .
To see this, note that each L˜j for the embedded Glauber dynamics will act on κ + 1 qubits. Thus,
only O(κ) terms of H1 will not commute with L˜j , giving the bound. To see the scaling of the relative
entropy bound, note that e−4αrTD(|+〉〈+|⊗n‖σ) = O(e−4αrT (β + 1)n).
Thus, putting all these estimates together we conclude that for such models we have:∣∣Tr (H1(TT∗(|+〉〈+|⊗n)− σ))∣∣ ≤ ‖H1‖LipW1,LGV (TT∗(|+〉〈+|⊗n), σ)
= O
(
κ2(β + 1)e−2αrTn+ βκ2nr−1T−
1
2
)
.
In particular, whenever the term βκ2nr−1T−
1
2 is dominant, then we conclude that the energy density
of the output of the noisy annealer is essentially the one of the fixed point up to an error of κn
for times O(κ (r)−2). Whenever the term κ2(β + 1)e−2αrTn is dominant, that is, for very high
temperatures, we reach the same conclusion for times O(r−1 log(κ−1)).
Using the estimates of [37] instead of transportation methods in the β = O(1) regime, we obtain
from our modified logarithmic Sobolev inequality that the output of the annealer is comparable with
that of a polynomial time Gibbs sampler at times O(κr−2−1). Thus, our stronger statement that
the energy of the output of the device is comparable with that of the fixed point of the evolution
comes at the expense of a quadratically worse dependency on the error.
Although current implementations are coupled to environments at low temperatures, the fact
that they also suffer from control errors translates to additional local depolarizing noise. This will
drive the system to a high entropy/temperature state. Therefore, we expect that the fixed point of
the evolution is a high temperature Gibbs state if we combine the depolarizing noise with the thermal
noise and the former is the dominant source of noise. Thus, as long as the system also suffers from
local depolarizing noise on top of the thermal noise, we expect the conditions of Proposition 8 to be
fulfilled. Rigorously proving this intuition will be the subject of future work.
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5.2 Strong converses in quantum hypothesis testing
Quantum hypothesis testing concerns the problem of discriminating between two different quantum
states1. This task is of paramount importance in quantum information theory, since many other
tasks can be reduced to it. In the language of hypothesis testing, one considers two hypotheses – the
null hypothesis H0 : ρ and the alternative hypothesis H1 : σ, where ρ and σ are two quantum states.
In an operational setting, say Bob receives a state ω with the knowledge that either ω = ρ or ω = σ.
His goal is then to infer which hypothesis is true, i.e., which state he has been given, by means
of a measurement on the state he receives. The measurement is given most generally by a POVM
{T,1− T} where 0 ≤ T ≤ 1. Adopting the nomenclature from classical hypothesis testing, we refer
to T as a test. The probability that Bob correctly guesses the state to be ρ is then equal to Tr[Tρ],
whereas his probability of correctly guessing the state to be σ is Tr[(1− T )σ]. Bob can erroneously
infer the state to be σ when it is actually ρ or vice versa. The corresponding error probabilities are
referred to as the type I error and type II error respectively. They are denoted as follows:
α(T ) := Tr [(1− T )ρ] , β(T ) := Tr [Tσ] , (5.7)
where α(T ) is the probability of accepting H1 when H0 is true, while β(T ) is the probability of
accepting H0 when H1 is true. Obviously, there is a trade-off between the two error probabilities,
and there are various ways to jointly optimize them, depending on whether or not the two types
of errors are treated on an equal footing. Here, we are concerned with the setting of asymmetric
hypothesis testing, in which one minimizes the type II error under a suitable constraint on the type
I error.
Quantum hypothesis testing was originally studied in the asymptotic i.i.d. setting in which Bob
is provided not with just a single copy of the state but with multiple (say n) identical copies of the
state, say ρ⊗n or σ⊗n, where ρ and σ are states on a finite dimensional Hilbert space H, and he is
allowed to do a joint measurement on all these copies. The optimal exponential decay rate of the
type II error under the assumption that the type I error remains bounded. This is given by Stein’s
lemma and its refinements [45, 77]: for any ε ∈ (0, 1),
− lim
n→∞
1
n
ln min
0≤Tn≤1n
{β(Tn) : α(Tn) ≤ ε} = D(ρ‖σ) .
Extensions of this result to non i.i.d. settings, such as Gibbs states on lattice spin systems of different
potentials, were also considered [48, 72, 43, 44, 29].
Stein’s lemma only holds when the size of the region being tested goes to infinity. However, in
a more practical situation, one might be interested in getting estimates on the errors made when a
finite number n of copies are available. This is the so-called finite blocklength regime.
The following result is adapted from [79] (see also [9]):
Theorem 10. [[79], Theorem 13.1.6] Let {Φ(X)}X⊂⊂Zd be a potential, and assume that the corre-
sponding Gibbs states {σΛ}Λ⊂⊂Zd are stationary states of a primitive uniform family of Lindbladians
L with α ≡ α(L) > 0. Next, let {ρΛ}Λ∈Zd be another family of full-rank states such that
sup
Λ⊂⊂Zd
sup
t≥0
1
|Λ|t Dmax(e
tLΛ∗(ρΛ)‖ρΛ) < γ <∞ , (?)
1It is often referred to as binary quantum hypothesis testing, to distinguish it from the case in which more than two
states are being tested.
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for some γ > 0, where Dmax(ρ‖σ) := ln ‖σ− 12 ρσ− 12 ‖∞ is the max-relative entropy between a state ρ
and a full-rank state σ. Then, for any subregion Λ ⊂⊂ Zd and any test 0 ≤ TΛ ≤ 1Λ:
− 1|Λ| ln Tr[ρ
ΛTΛ] ≤ 1|Λ| D(σ
Λ‖ρΛ) + 2√|Λ|
√
γ
4α
ln
1
Tr[σΛTΛ]
− 1
4α |Λ| ln Tr[σ
ΛTΛ] . (5.8)
Building on the main result of this manuscript, we can prove the following result in the line of
the last theorem.
Corollary 2. Let Φ(1) := {Φ(1)(X)}X⊂⊂Zd and Φ(2) := {Φ(2)(X)}X⊂⊂Zd be two local commuting
potentials, and assume that the Gibbs states {σΛ1 }Λ⊂⊂Zd corresponding to Φ(1) are fixed points of a
uniform family of Lindbladians L such that α(L) > 0. Then the two corresponding families {σΛ ≡
σΛ1 }Λ⊂⊂Zd and {ρΛ ≡ σΛ2 }Λ⊂⊂Zd of Gibbs states satisfy (5.8) for some γ, α > 0.
Proof. The result follows after proving Equation (?), i.e.:
ln ‖(σΛ2 )−
1
2 etL
S
Λ∗(σΛ2 )(σ
Λ
2 )
− 1
2 ‖∞ ≤ γ |Λ| t .
This is done simply by defining the tilted generator L′Λ := Γ−1σΛ2 ◦L
S
Λ∗ ◦ΓσΛ2 , so that the left-hand side
above is equal to
ln ‖etL′Λ(1)‖∞ = ln ‖etL′Λ : B(HΛ)→ B(HΛ)‖ ≤ t‖L′Λ : B(HΛ)→ B(HΛ)‖ .
Now, since LSΛ is local, and since σΛ2 arises from a commuting potential, the generator L′Λ itself is
local, and its norm is upper bounded by:
‖L′Λ : B(HΛ)→ B(HΛ)‖ ≤ γ |Λ| ,
for some γ > 0. The result follows.
Thus, it follows from our main result Theorem 7 that we are able to establish strong converses
for hypothesis testing between arbitrary classical and commuting Gibbs states at high enough tem-
perature.
5.3 Efficient local quantum Gibbs samplers for nearest neighbour potentials
The Schmidt generators define a family of local Lindbladians converging to the Gibbs state of a
commuting potential. In [56], the authors show how to simulate the evolution under a family of local
Lindbladians using a unitary circuit whose size is polynomial in the system size and evolution time.
Combining this with our main result, we conclude that in the rapidly mixing regime, the Schmidt
generators give rise to efficient local circuits for the preparation of Gibbs states corresponding to
commuting potentials on a quantum computer. This is in contrast to [14], where the authors show
how to efficiently prepare such states with gates whose locality scales logarithmically with system
size.
In this subsection we briefly explain how to efficiently obtain the Schmidt generators with nearest
neighbour interactions. First, recall that the Schmidt generators are defined in terms of the condi-
tional expectations onto minimal fixed point algebra generated by the neighbourhood Schmidt span
of each site k,
FSk := 1k ⊗ Ak,out ⊗
⊗
j∈Λ\{k}∂
B(Hj) .
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Thus, it suffices to obtain an explicit decomposition of such algebras to also obtain the corresponding
Schmidt generators. However, this decomposition was already presented in Equation (2.19) and,
in [76], the authors showed how to efficiently find a unitary U ∈ B(Hk∂) and subspaces Hjj ,Hji,Hjk
for any j ∈ ∂k and i adjacent to j with i ∈ Λ \ k, such that
Ak,out = U
⊗
j∈∂k
⊗
i∈V \{k}
(i,j)∈E
⊕
αj
1Hαjjj
⊗ B(Hαjji ) ⊗
⊗
i′∈{k}
(j,i′)∈E
1Hαj
ji′
U † ,
given the list of generators. With this at hand, we conclude that it is possible to efficiently find the
description of the local Schmidt conditional expectations:
Proposition 9 (Efficient preparation of Gibbs states of commuting potentials). Consider Φ :=
{Φ(X)}X⊂⊂Zd a 2-local potential satisfying (qIb) and Condition 1. Then we can efficiently find a
circuit of local quantum channels of depth O(ln(|Λ|)−1) that prepares a quantum state that is  in
trace distance to σΛ.
Proof. By Theorem 7 and Proposition 3, the family LS of Schmidt generators corresponding to
the 2-local potential {Φ(X)}X⊂⊂Zd satisfies MLSI with constant α(LS) > 0. This implies that, in
particular, that the family LS is rapidly mixing. As discussed above, we can efficiently find the
local terms of LS given the 2-local potential. The result then follows from [56], where the authors
show how to simulate the evolution etLS∗ for times O(ln(|Λ|)−1) with a unitary circuit of depth
O(ln(|Λ|)−1).
6 Conclusion
In this work, we have substantially advanced the understanding of modified logarithmic Sobolev
inequalities for quantum spin systems. For the first time we have an unconditional proof of a system-
size independent MLSI for classically interacting dynamics of quantum systems at high enough
temperatures. Moreover, when combined with a CMLSI inequality for commuting Hamiltonians,
our results would give the first system-size independent MLSI for quantum models. In addition
to that, our results further advance the program of relating dynamical and statistical properties of
quantum Gibbs states at high temperatures and adds further connections to the zoo of correlation
measures in quantum Gibbs states, as displayed in Figure 1. Finally, the different flavors of our
applications indicate how our results are likely to be useful in other areas of quantum information
and computation and demonstrate how ideas of quantum optimal transport can be used in quantum
computation.
Several research directions remain open. Besides the obvious question of showing a CMLSI for
quantum systems, it would be interesting to investigate how to generalize our results to models
beyond 2-body interactions and to obtain similar results for Davies and Heat-bath generators. Some
equivalences of notions of clustering of correlations also remain open.
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A Properties of conditional expectations
In this section we gather some properties of conditional expectations we require for our results. Let
us first recall that a conditional expectation satisfies the following useful properties, whose proofs
can be found in [90]:
Proposition 10. Let M ⊂ N be a von Neumann subalgebra of N and E : N → M a conditional
expectation with respect to σ of N onto M. Then, E satisfies the following properties:
(i) The map E is completely positive and unital.
(ii) For any X ∈ N and any Y,Z ∈M, E[Y XZ] = Y E[X]Z.
(iii) E is self-adjoint with respect to the scalar product 〈., .〉σ. In other words:
Γσ ◦ E = E∗ ◦ Γσ ,
where E∗ denotes the adjoint of E with respect to the Hilbert-Schmidt inner product and the
map Γσ is given by Γσ(X) = σ
1/2Xσ1/2 for every observable X.
We recall the definition of the modular automorphism group
{
∆isσ
}
s∈R, where each element of
the group is given by the following operator:
∆isσ (X) := σ
isXσ−is ,
for every observable X. Then, a conditional expectation with respect to σ satisfies the following
properties concerning these operators.
Proposition 11. [See [89]] Let E be a conditional expectation with respect to σ of N ontoM. Then,
E commutes with the modular automorphism group of σ, i.e. for any s ∈ R,
∆isσ ◦ E = E ◦∆isσ . (A.1)
Moreover, given a von Neumann subalgebra M ⊂ N and a faithful state σ, the existence of a
conditional expectation E is equivalent to the invariance of M under the modular automorphism
group (∆isσ )s∈R. In this case, E is uniquely determined by σ.
In order to derive an expression for the conditional expectations in the case of Gibbs states of
commuting Hamiltonians, we need to delve into the theory of commuting C∗-algebras. The tools
that will be used in this section are by no means new to quantum information theory [17, 2, 81].
Let σΛ := e
−β HΛ
Z be the Gibbs state corresponding to the commuting Hamiltonian HΛ at inverse
temperature β. By the quantum Hammersley-Clifford theorem [18], given any three regions A−B−C
of Λ, where B shields A away from C, σABC is a quantum Markov chain, which means that there
exists a decomposition of the Hilbert space HB :=
⊕
i∈IB HiBin ⊗HiBout such that
σΛ :=
⊕
i∈IB
µ(i)σABiin
⊗ σBioutC , (A.2)
for some probability mass function µ. In fact, to each geometrical decomposition Λ = A − B − C,
there is in general more than one possible decomposition of the state σΛ as in Equation (A.2) (see
[49, 64, 50]). To each of these decompositions one can associate a ∗-algebra
FA :=
⊕
i∈IB
1ABiin
⊗ B(HBioutC) .
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One can readily verify that any such constructed algebra FA is invariant under the action of the
modular group corresponding to σΛ:
∆σΛ(FA) = FA .
It follows from Proposition 11 that there exists a conditional expectation EA : B(HΛ)→ FA, so that
EA[X] :=
⊕
i∈IB
1ABiin
⊗ TrH
ABi
in
[
PiXPi
(
1BioutC
⊗ σiABiin
) ]
, (A.3)
where {Pi}i∈IB is the set of minimal projections of FA. Among all the algebras that are invariant
under ∆σΛ , there exists a maximal one, call it FmaxA [25]. It was shown by some of the present
authors that this algebra coincides with the set of fixed points of both the Heat-bath and Davies
generators on the subregion A being considered [6].
Lemma 10 (Compatibility of conditional expectations). Let E1, E2 be two conditional expectations
on B(H) with respect to the same state σ, and assume that F(E2) ⊂ F(E1), i.e. E2 ◦E1 = E1 ◦E2 =
E2. Then, assuming the following block decomposition of the smallest algebra: for H :=
⊕
j PjH ≡⊕
j Hj ⊗Kj,
F(E2) :=
⊕
j
B(Hj)⊗ 1Kj ,
E1|PjB(H)Pj = idB(Hj) ⊗ E(j)1 , for some conditional expectations E(j) on B(Kj).
Proof. Write σ :=
⊕
j TrKj (PjσPj) ⊗ τj . First, we observe that E1[PjXPj ] = E1[P 2j XP 2j ] =
PjE1[PjXPj ]Pj , since Pj ∈ F(E2) ⊂ F(E1). Therefore, each subalgebra B(Hj ⊗ Kj) is preserved
by the map E1. Moreover, since E1 ◦ E2 = E2, we have that B(Hj) ⊗ 1Kj ⊂ F(E1), so that
F(E1) = B(Hj)⊗Nj for some subalgebra Nj of B(Kj). The result follows.
B Proof of Theorem 4
In this appendix, we prove that the condition of analyticity after measurement (cf. Definition 7)
holds above a critical temperature. The proof of this result follows the steps of that of Theorem 20
in [42], although we include it here for sake of completeness.
More explicitly, given a geometrically-local Hamiltonian H, δ > 0 and N ≥ 0 with ‖N‖∞ = 1,
here we prove that there exists a constant c such that:∣∣∣ln(Tr[e−∑X⊂Λ zXΦ(X)N ])∣∣∣ ≤ c|Λ| ∀zX ∈ C, |zX − β| ≤ δ .
First, we fix 0 < δ < 15 e ghκ and N ≥ 0 with ‖N‖∞ = 1, and define
gz(Λ) := Tr
[
e−
∑
X⊂Λ zXΦ(X)N
]
.
Then, we aim to show that:
|ln(gz(Λ))| ≤ O(|Λ|) .
More specifically, as stated in Theorem 4, we show below that given 0 < δ < 15 e ghκ , for βc =
1
5 e ghκ − δ we have that for all β ∈ [0, βc), the function z 7→ ln(gz(Λ)) is analytic and bounded by
(e2 gh(β + δ) + ln(d))|Λ|.
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For the proof of this theorem, we need to make the following reduction. Given a lattice Λ ∈ Zd,
consider a sequence of sublattices Λ0 ⊂ Λ1 ⊂ ... ⊂ Λn = Λ such that each sublattice Λj has one fewer
vertex than Λj+i and Λ0 = ∅. Then, we can write
gz(Λ) = d
|Λ|
|Λ|−1∏
j=0
(
1
d
gz(Λj+1)
gz(Λj)
)
,
and we can conclude if we show
ln
(
1
d
gz(Λj+1)
gz(Λj)
)
≤ O(1) . (B.1)
This fact is proven in two steps, the construction of a cluster expansion for the analyticity after
measurement function and its use to show the required bound by induction in the number of sites
of the lattice.
Step 1: Cluster expansion for the analyticity after measurement function. Before pre-
senting the cluster expansion, we need to introduce some preliminary notions that will be required
for the next results.
Definition 11 (Connected sets, Definition 23 in [42]). Given x0 ∈ Λ, a collection of sublattices
X = (X1, . . . , Xk) is called a connected set containing x0 with size X = k if the following holds:
(i) There exist κ,R > 0 such that 1 ≤ |Xi| ≤ κ and diam(Xi) ≤ R for every 1 ≤ i ≤ k.
(ii) For any Xi in X , there exists at least one Xj in X such that Xi 6= Xj , Xi ∩ Xj 6= ∅ and
xo ∈ ∪ki=1Xi.
We denote by |X | the size of X and by supp(X ) all the sites it contains.
We will also make use of the following two lemmata, extracted from [57].
Lemma 11. The number of connected sets X of size |X | containing a site x0 ∈ Λ is upper bounded
by g|X |.
We adopt the notation of [57] and for a graph G = (V,E) and X ⊂ E let X ∗ be the set of subsets
of connected edges of E containing X .
Lemma 12. Given (V,E) a finite graph and H ≥ 0, for any X ⊂ E we have
∑
w∈X ∗ :X⊂w
|λH||w|
|w|! = (e
|λH| − 1)|X | .
With this at hand, we can present the following cluster expansion for the function gz(Λ), which
constitutes the analogue in our setting to Lemma 26 of [42].
Lemma 13 (High temperature expansion). For any x0 ∈ Λ, the function gz(Λ) admits the following
decomposition for β ≤ 1
gh(e− 1) − δ:
gz(Λ) = gz(Λ \ x0) +
∑
X :x0∈XX is connected
Wz(X ) gz(Λ \ supp(X )) ,
57
where W (X ) is defined as
Wz(X ) =
∞∑
p=|X |
1
p!

∑
(X1,...,Xp)
∀1≤i≤p, Xi∈X
X=∪pi=1{Xi}
Trsupp(X )
 p∏
j=1
(−zXjΦ(Xj))

 .
Proof. We only present a sketch of the proof, since it resembles that of Lemma 26 in [42]. First, we
write a Taylor expansion of the exponential in gz(Λ):
gz(Λ) = Tr
 ∞∑
k=0
1
k!
(
−
∑
X⊂Λ
zXΦ(X)
)k
N

= Tr
 ∞∑
k=0
1
k!
− ∑
X⊂Λ\x0
zXΦ(X)
kN
+ Tr

∞∑
l=1
1
l!
∑
(X1,...,Xl)
∀1≤i≤l, Xi⊂Λ
∃Xi :x0∈Xi
l∏
j=1
(−zXjΦ(Xj))N

= gz(Λ\x0) +
∞∑
p=|X |, q=0
(
p+ q
p
)
1
(p+ q)!
∑
(X1,...,Xp)
∀1≤i≤p, Xi∈X
X=∪pi=1{Xi}
Trsupp(X )
 l∏
j=1
(−zXjΦ(Xj))

×
∑
(Xp+1,...,Xp+q)
Xp+1∩supp(X )=∅
Tr
 l∏
j=1
(−zXjΦ(Xj))N
 ,
where we have used the fact that the first term in the second line is the Taylor expansion of gz(Λ\{x0})
and a simplification of the second term of the same line by partitioning each sequence into a connected
set that contains x0 and the rest. Note that the coefficient in the third line can be rewritten as
1
p! q! .
Thus, the term in the last line along with 1q! represent the Taylor expansion of gz(Λ \ supp(X )).
Therefore, by defining Wz(X ) as in the statement of the Lemma, we obtain:
gz(Λ) = gz(Λ \ x0) +
∑
X :x0∈XX is connected
Wz(X ) gz(Λ \ supp(X )) .
Now, we need to find the regime for β for which there is absolute convergence of the series above.
First, we can obtain from Lemma 12 the following upper bound for Wz(X ):
|Wz(X )| ≤ d|supp(X )|(e(δ+β)h−1)|X | ,
where we have used the fact that
|zX | ≤ |zX − β + β| ≤ δ + β ,
for every X ∈ X . Then, by virtue of Lemma 11, we see that∑
X :x0∈XX is connected
|Wz(X )| |gz(Λ \ supp(X ))| ≤ d|Λ| egh(δ+β)|Λ|
∞∑
|X |=1
g|X |(e(δ+β)h−1)|X | ,
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where we have used Ho¨lder’s inequality to bound |gz(Λ \ supp(X ))| ≤ egh(δ+β)|Λ| and the fact that
d|supp(X )| ≤ d|Λ|. To conclude, it is clear that the right-hand side of this inequality is finitely bounded
whenever
g(e(δ+β)h − 1) < 1 ,
which along with ex − 1 ≤ (e− 1)x implies
β <
1
gh(e− 1) − δ .
Step 2: Application of the cluster expansion by induction in the number of sites. In
the second step, we use the cluster expansion obtained in the previous one to provide a bound on
gz(Λ). We do this by induction in the number of sites of the lattice. First, we need to introduce the
following technical result, which is completely analogous to Lemma 27 of [42].
Lemma 14. In the same conditions that Theorem 4, the following bound holds for β ≤ 1
5 e ghκ
− δ:
∑
X :x0∈XX is connected
(e(δ+β)h − 1)|X | egh e2(δ+β)|supp(X )| ≤ e(e−1)gh(δ + β) .
Now, we can proceed to the proof of Equation (B.1).
Proof of Theorem 4. This proof completely follows that of Theorem 20 in [42]. As mentioned above,
it is enough to show the bound in Equation (B.1). More specifically, given x0 ∈ Λ, here we prove by
induction that the following bound holds:
ln
(
1
d
gz(Λ)
gz(Λ \ x0)
)
≤ e2 gh(β + δ) , ∀β ≤ 1
5 e ghκ
− δ . (B.2)
We set by convention that gz(∅) = 1 and assume that Equation (B.2) holds for every sublattice
strictly contained in Λ. Then, by Lemma 13, the following holds:
gz(Λ)
gz(Λ \ x0) ≤ d+
∑
X :x0∈XX is connected
Wz(X )
(
gz(Λ \ supp(X ))
gz(Λ \ x0)
)
,
and using the induction hypothesis, the inequality |ln|1 + ξ|| ≤ − ln(1 − |ξ|) and following the lines
of Theorem 20 of [42], we get
∣∣∣∣ln(1d gz(Λ)gz(Λ \ x0)
)∣∣∣∣ ≤ − ln
1− ∑
X :x0∈XX is connected
(e(β+δ)h−1)|X | ee2 gh(β+δ)|supp(X )|

≤ − ln (1− e(e−1)gh(δ + β))
≤ e2 gh(δ + β) ,
where we have used Lemma 14 in the second line and the inequality − ln(1− (e−1)y) ≤ e y, which
holds ∀y ∈ [0, 1].
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C Proof of Theorem 6
In this appendix, we prove the result of approximate tensorization stated in Theorem 6. More
specifically, we prove under the assumption of (qL1 → L∞) with parameters c ≥ 0 and ξ > 0 as well as
Condition 2, that for any C,D ∈ S˜ such that C,D ⊂ Λ ⊂⊂ Zd with 2c |C∪D| exp (− dist(C\D,D\C)ξ ) <
1 and all ρ ∈ D(HΛ), the following holds
D(ω‖EC∪D∗(ω)) ≤ 1
1− 2c |C ∪D| e−
dist(C\D,D\C)
ξ
(
D(ω‖EC∗(ω)) +D(ω‖ED∗(ω))
)
,
with ω := EA∩Λ∗(ρ). The proof is similar to that of [6, Theorem 1]. Its first step consists in showing
the following bound:
D(ω‖EC∪D∗(ω)) ≤ D(ω‖EC∗(ω)) +D(ω‖ED∗(ω)) + ln Tr[M ] , (C.1)
where M := exp[− lnEC∪D∗(ω) + lnEC∗(ω) + lnED∗(ω)]. Indeed, it is clear that the difference of
relative entropies can be expressed as:
D(ω‖EC∪D∗(ω))−D(ω‖EC∗(ω))−D(ω‖ED∗(ω))
= Tr
ω
− ln ρ− lnEC∪D∗(ω) + lnEC∗(ω) + lnED∗(ω)︸ ︷︷ ︸
lnM

= −D(ω‖M) .
Now, since Tr[M ] 6= 1 in general, from the non-negativity of the relative entropy of two states it
follows that:
D(ω‖M) ≥ − log Tr[M ].
Next, we bound the error term making use of [60, Theorem 7] and [87, Lemma 3.4], which respec-
tively concern Lieb’s extension of Golden-Thompson inequality and the rotated expression for Lieb’s
pseudo-inversion operator via multivariate trace inequalities: Applying Lieb’s theorem to inequality
(C.1), we have:
Tr[M ] = Tr [exp (− lnEC∪D∗(ω) + lnEC∗(ω) + lnED∗(ω))] ≤ Tr
[
ED∗(ω)TEC∪D∗(ω)(EC∗(ω))
]
,
where TEC∪D∗(ω) is given by:
TEC∪D∗(ω)(X) :=
∫ ∞
0
(EC∪D∗(ω) + t)−1X(EC∪D∗(ω) + t)−1dt ,
and because of multivariate trace inequalities [87],
Tr[M ] ≤
∫ +∞
−∞
Tr
[
EC∗(ω)EC∪D∗(ω)
−1−it
2 ED∗(ω)EC∪D∗(ω)
−1+it
2
]
β0(t) dt ,
with β0 given by:
β0(t) :=
pi
2
(cosh(pit) + 1)−1 .
Now, note that if we subtract EC∪D∗(ω) from EC∗(ω) and ED∗(ω) we have:
Tr
[
(EC∗(ω)− EC∪D∗(ω))EC∪D∗(ω)
−1−it
2 (EC∗(ω)− EC∪D∗(ω))EC∪D∗(ω)
−1+it
2
]
= Tr
[
EC∗(ω)EC∪D∗(ω)
−1−it
2 ED∗(ω)EC∪D∗(ω)
−1+it
2
]
− 1− 1 + 1,
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since EC∪D∗, EC∗ and ED∗ are conditional expectations in the Schro¨dinger picture and, thus, trace
preserving. Therefore,
ln Tr[M ] ≤ ln
∫ +∞
−∞
Tr
[
EC∗(ω)EC∪D∗(ω)
−1−it
2 ED∗(ω)EC∪D∗(ω)
−1+it
2
]
β0(t) dt
= ln
∫ +∞
−∞
(
Tr
[
(EC∗(ω)− EC∪D∗(ω)) ∆−
it
2
EC∪D∗(ω)
(ED∗(ω)− EC∪D∗(ω))
]
+ 1
)
β0(t) dt
≤
∫ +∞
−∞
Tr
[
(EC∗(ω)− EC∪D∗(ω)) ∆−
it
2
EC∪D∗(ω)
(ED∗(ω)− EC∪D∗(ω))
]
β0(t) dt
=
∫ +∞
−∞
Tr
[
(ω − EC∪D∗(ω)) ∆−
it
2
EC∪D∗(ω)
(EC∗ ◦ ED∗(ω)− EC∪D∗(ω))
]
β0(t) dt ,
where we have used that ln(x+1) ≤ x for positive real numbers and the monotonicity of the logarithm
and EC∗ ◦ EC∪D∗ = EC∪D∗. The result would then follow if we can show the following bound
Tr
[
(ω − EC∪D∗(ω)) ∆−
it
2
EC∪D∗(ω)
(EC∗ ◦ ED∗ − EC∪D∗)(ωt))
]
︸ ︷︷ ︸
=:(#)
≤ 2c˜ D(ω‖EC∪D∗(ω)) ,
for c˜ := c |C ∪ D| e−
dist(C\D,D\C)
ξ and ωt := ∆
− it
2
EC∪D∗(ω)
(ω). However, since ω is by definition a state
of F(LA∩(C∪D)), and since EC , ED and EC∪D only act non-trivially on the blocks KC∪Dj , we can
simplify the left-hand side above using Condition 2(ii): first of all, denote
ω :=
∑
j,k
τ (j,k) ⊗ TrH(j,k)
[
P (j,k)ωP (j,k)
]
,
for some full-rank normalized states τ (i,k) supported in H(j,k), where we denote by P (j,k) the orthog-
onal projection onto H(j,k) ⊗HC∪Dj . Then,
(#) =
∑
j,k
Tr
[
P (j,k)ω
]
× Tr [(τ (j,k) − E(j)C∪D∗(τ (j,k))) (τC∪Dj )− 12 (E(j)C∗ ◦ E(j)D∗(τ (j,k)t )− E(j)C∪D∗(τ (j,k)t ))(τC∪Dj )− 12 ]
≤
∑
j,k
Tr
[
P (j,k)ω
] ‖τ (j,k) − E(j)C∪D∗(τ (j,k))‖1 ‖(E(j)C ◦ E(j)D − E(j)C∪D)(Γ−1τC∪Dj (τ (j,k)t ))‖∞
≤ c˜
∑
j,k
Tr
[
P (j,k)ω
] ‖τ (j,k) − τ (C∪D)j ‖1 ‖τ (j,k)t − τC∪Dj ‖1
≤ 2c˜ D(ω‖EC∪D∗(ω)) ,
where τ
(j,k)
t := ∆
−it
2
τC∪Dj
(τ (j,k)), and where the last inequality follows from Pinsker’s inequality.
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D Proof of Theorem 7
In this appendix, we prove Theorem 7 for n-dimensional systems. The proof is similar to that of
Section 4.5 in spirit, although the rhombi construction devised there in 2D cannot be extended to an
n-dimensional setting. Therefore, we need to employ the notion of subordinated grained rectangles
introduced in Section 4.4.
The strategy followed in the proof of Theorem 7 mainly consists of two technical results, which
can be summarized as follows. First, we need again to reduce the problem of proving MLSI to that
of proving it for a restricted class of approximately clustering states according to the tiling presented
in Section 4.3. For that, we consider that tiling and use Condition 2 together with the chain rule
(2.1), obtaining for any state ρ ∈ D(HΛ):
D(ρ‖σΛ) = D(ρ‖EA∩Λ∗(ρ)) +D(EA∩Λ∗(ρ)‖σΛ) (D.1)
Then, Theorem 7 is a direct consequence of Lemma 8, which was proven independently of the
dimension and geometry, and the Theorem 11 below, to whom we devote the rest of the appendix.
Note that Theorem 7 would directly follow from Lemma 8 and Theorem 11 analogously to what we
showed in Section 4.5.
In what follows, a grained fat rectangle is denoted by T˜ ≡ T˜ (A0; k1, . . . , kd), where the integers
k1, . . . , kd correspond to the side lengths of T˜ in pixels and call K := max{k1, . . . , kd} the size of T˜ .
We also denote by T˜K the class of all such grained fat rectangles in Zd of size at most K ∈ N (in
pixels) and
T˜ =
⋃
K≥1
T˜K .
Moreover, we use the notation L for the size of a grained rectangle in sites, namely the size of a
rectangle T := T (x; l1, . . . , ld) generated by T˜ , which we define as the smallest rectangle for which
T˜ is its subordinated grained rectangle. In this case, we denote by T˜L the class of all grained fat
rectangles in Zd of size at most L ∈ N (in sites).
Now we are in position to state and prove the following result.
Theorem 11. Given T˜ ⊂⊂ Zd a fat grained rectangle and under the conditions of Theorem 7, there
exists a constant β > 0, independent of |T˜ |, such that for all ρ ∈ D(H
T˜
),
4βD(E
A∩T˜∗(ρ)‖σT˜ ) ≤ EPLT˜ (ρ) .
Let us recall the notion of pinched MLSI constant, which was introduced in Definition 10 in-
dependently of the geometry or the dimension. Then, for the first step of the proof consider a fat
grained rectangle T˜ ⊂ Zd and split it into C and D as shown in Figure 9. Then, by virtue of the
approximate tensorization for the relative entropy stated in Theorem 6, we can prove the following:
Step 1. Assuming Equation (qL1 → L∞), the following holds for every ρ ∈ D(HT˜ ) and C,D ⊂ T˜
such that c |C ∪D| e−dist(C\D,D\C)/ξ < 1/2 (see Figure 7):
D(E
A∩T˜∗(ρ)‖EC∪D∗ ◦ EA∩T˜∗(ρ)) ≤
θ(C,D)
4 min
{
β
T˜
(LC), βT˜ (LD)
} (EPLC∩D(ρ) + EPLC∪D(ρ)) ,
where θ(C,D) :=
1
1− 2 c |C ∪D| e−dist(C\D,D\C)/ξ .
62
Figure 9: Splitting of a grained rectangle T˜ = C ∪D into grained rectangles C and D.
The proof of this result is completely analogous to that of Step 1. Moreover, analogously to
the proof of Theorem 8, in the next step of the proof we need to choose C and D carefully so that
θ(C,D) satisfies some desired decaying behaviour. For that, we will again consider C and D such
that |C ∪ D| ∼ Ld and dist(C,D) = √L for a certain L ∈ N, obtaining the necessary decay for
θ(C,D) as a consequence of the fact that e−
√
L decays faster than any polynomial.
In the second step of the proof, we split a fat grained rectangle into two smaller grained rectangles
and get a lower bound for the Pinched MLSI constant of the former in terms of the Pinched MLSI
constants of the latter. For that, we construct a suitable family of fat grained subrectangles in the
grained rectangle T˜ , where we apply the previous step. Let T˜ := T˜ (A0; k1, . . . , kd). Without loss of
generality, assume that k1 ≤ . . . ≤ kd. Consider now the rectangle T := T (x; l1, . . . , ld) generated by
T˜ , which we define as the smallest rectangle for which T˜ is its subordinated grained rectangle. We
assume for simplicity that x = 0. Then, it is clear that for every 1 ≤ j ≤ d, the coordinates of both
rectangles are related in the following way:
(2D − 1)kj + 2(κ− 1)(kj − 1) ≤ lj < (2D + 1)kj + 2(κ− 1)kj .
Let us also suppose that l1 ≤ . . . ≤ ld and (2D + 1)2 < ld = 2L, with L large enough. We define
aL := b
√
Lc and nL := b L10aL c, where b·c denotes the integer part. For every integer 1 ≤ n ≤ nL, we
cover T with the following pair of sets:
Cn =
{
x ∈ T : 0 ≤ xd ≤ ld
2
+ naL
}
, Dn =
{
x ∈ T : ld
2
+ (n− 1)aL < xd ≤ ld
}
. (D.2)
Moreover, we denote by C˜n, resp. by D˜n, the grained sets subordinated to Cn, resp. to Dn. Then, it
is clear by construction that C˜n and D˜n are both grained fat rectangles and C˜n ∪ D˜n = T˜ for every
1 ≤ n ≤ nL. Moreover, for n fixed, it is clear that C˜n ∩ D˜n 6= ∅ and the shortest side of the overlap
has length of order
√
L (due to the fact that we are considering T a fat rectangle, so l1 ≥ 110 ld > L10
and if we had
√
L > l1, we would have
√
L > L10 , or, equivalently,
L
100 < 1, which only holds for L
small). See Figure 10.
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Figure 10: Splitting in Cn and Dn.
Step 2. There exists a positive constant C, independent of the size of T˜ such that:
min
n=1,...,nL
{
βΛ(LC˜n), βΛ(LD˜n)
}(
1 +
C√
L
)−1
≤ βΛ(LT˜ ), (D.3)
for every 1 ≤ n ≤ nL and L large enough.
Proof. Once again, we denote ω := EA∩Λ∗(ρ). Then, using the sets C˜n and D˜n in the expression
obtained in Step 1, we get, for every 1 ≤ n ≤ nL,
D(ω‖E
T˜∗(ω)) ≤
θ(C˜n, D˜n)
4 min
{
βΛ(LC˜n), βΛ(LD˜n)
} (EPL
C˜n∩D˜n
(ρ) + EPL
C˜n∪D˜n
(ρ)
)
, (D.4)
where
θ(C˜n, D˜n) =
1
1− 2 c |C˜n ∪ D˜n| e−
√
L/ξ
≤ 1
1− 2 c˜ Ld e−
√
L/ξ
,
for every 1 ≤ n ≤ nL. Let us denote the latter by θ(
√
L). Now, by the definition of C˜n and D˜n, the
two following properties clearly hold:
1. C˜i ∩ D˜i ∩ C˜j ∩ D˜j = ∅ for every i 6= j;
2.
⋃
1≤n≤nL
(
C˜n ∩ D˜n
)
⊆ T˜ .
Therefore, as we did in Step 2, we can average over n the previous expression to obtain:
D(ω‖E
T˜∗(ω)) ≤
θ(
√
L)
4 min
n=1,...,nL
{
βΛ(LC˜n), βΛ(LD˜n)
} (1 + 1
nL
)
EPL
T˜
(ρ) .
Hence, by the definition of βΛ(LR˜), for L large enough we have
min
n=1,...,nL
{
βΛ(LC˜n), βΛ(LD˜n)
}(
1 +
C√
L
)−1
≤ βΛ(LR˜) , (D.5)
for C > 1 independent of L.
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Now, let us first define the following quantities for L > 1:
T (L) := inf
T˜∈T˜L
βΛ(LT˜ ) . (D.6)
In the next step, we obtain a recursion between the quantities T (L) which will later allow us to get
a lower bound for the global MLSI constant in terms of size-fixed Pinched MLSI constants.
Step 3. There exists a positive constant C independent of the size of T such that
T (2L) ≥
(
1 +
C√
L
)−3d
T (L) for L large enough. (D.7)
Proof. Consider the expression obtained in the previous step. Let us analyze the value of the MLSI
constant in the grained rectangles C˜n and D˜n. Let us consider the grained rectangle C˜n (the analysis
is analogous for D˜n). The side of C˜n corresponding to the coordinate xd has length (in sites) less
than or equal to 1.2L, by definition of Cn. For the other sides, we have to distinguish between two
different cases.
1. If max {lk : k = 1, . . . d− 1} ≤ 3
2
L, then the longest side of C˜n is less than or equal to
3
2
L, so
C˜n ∈ T˜ 3
2
L and βΛ(LC˜n) ≥ T
( 3
2
L
)
.
2. If the largest side of C˜n, which we call li, satisfies li >
3
2
L, it is clear that C˜n verifies max{lk} >
1.5L and min{lk} ≤ 1.2L. Hence,
βΛ(LC˜n) ≥ min
T˜ : max{lk}>1.5L,min{lk}≤1.2L
βΛ(LT˜ ) . (D.8)
Therefore, from the right-hand side of equation (D.3), we have(
1 +
C√
L
)−1
min
n=1,...,nL
{
βΛ(LC˜n), βΛ(LD˜n)
}
≥
(
1 +
C√
L
)−1
min
{
T
(
3
2
L
)
, min
R: max{lk}>1.5L,min{lk}≤1.2L
βΛ(LT˜ )
}
.
Now, we consider a grained fat rectangle in T˜2L such that its longest side is greater than or equal to
1.5L and its shortest side has length less than or equal to 1.2L. Iterating Step 2 at most d− 1 times
on that grained rectangle, we end up with a grained rectangle whose longest side is shorter than or
equal to 1.5L. Hence,
min
T˜ : max{lk}>1.5L,min{lk}≤1.2L
βΛ(LT˜ ) ≥
(
1 +
C√
L
)−(d−1)
T
(
3
2
L
)
. (D.9)
Therefore,
βΛ(LR˜) ≥
(
1 +
C√
L
)−d
T
(
3
2
L
)
, (D.10)
and since the rectangle that we were considering in Step 2 verified T˜ ∈ T˜2L, we obtain
T (2L) ≥
(
1 +
C√
L
)−d
T
(
3
2
L
)
. (D.11)
65
To conclude, we iterate this expression two more times to obtain
T (2L) ≥
(
1 +
C√
L
)−d1 + C√
3L
4
−d1 + C√
9L
16
−d T (27
32
L
)
, (D.12)
and since S
(
27
32
L
)
≥ S(L), we obtain
T (2L) ≥
(
1 +
C√
L
)−3d
T (L) , (D.13)
where C is a constant independent of the size of the system.
Finally, in the last step of the proof, using recursively the relation obtained in the previous one,
we get a lower bound for the global MLSI constant in terms of complete MLSI constants. Similar to
above, we define the quantities for L > 1:
U(L) := inf
T˜∈T˜L
αc(LT˜ ) . (D.14)
Step 4. There exists a constant L0 ∈ N, independent of Λ such that the following holds:
α(LΛ) ≥ Ψ(L0)U(L0) ,
where Ψ(L0) does not depend on the size of Λ.
Proof. Let us denote by L0 the first integer for which inequality (D.5) holds. By virtue of the previous
step, it is clear that the following holds for L0:
T (2L0) ≥
(
1 +
C√
L0
)−3d
T (L0), (D.15)
Note that the limit of Λ tending to Zd is the same as the one of T (nL0) with n tending to infinity.
Therefore,
lim
Λ→Zd
αΛ(LΛ) = lim
n→∞T (2
nL0)
≥
( ∞∏
n=1
(
1 +
C√
2n−1L0
))−3d
T (L0)
≥
(
exp
[ ∞∑
n=0
C
2nL0
])−3d
T (L0)
= exp
[−3dC
L0
(2 +
√
2)
]
T (L0),
where the constants L0 and C do not depend on the size of Λ. We conclude from the following simple
observation that
T (L0) = inf
T˜∈T˜L0
βc(LT˜ )
(1)
≥ inf
T˜∈T˜L0
αc(LT˜ ) = U(L0) .
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where (1) follows from an obvious extension of Lemma 9 to grained rectangles, namely
βΛ(LT˜ ) ≥ αc(LT˜ ) ,
for any grained rectangle T˜ ⊆ Λ ⊂⊂ Zd.
67
