Abstract-In this paper, we apply genetic algorithms to adapt the decision strategies of autonomous controllers in a part-driven heterarchical manufacturing system. The control agents use preassigned decision rules only for a limited amount of time, and obey a rule replacement policy propagating the most successful rules to the subsequent populations of concurrently operating agents. The twofold objective of this approach is to automatically optimize the performance of the control system during the steady-state unperturbed conditions of the manufacturing floor, and to improve the reactions of the agents to unforeseen disturbances (e.g., failures, shortages of materials) by adapting their decision strategies. Results on a detailed discrete event model of a multiagent heterarchical manufacturing system confirm the effectiveness of the approach.
I. INTRODUCTION
R ECENTLY, there has been increasing interest for the application of multiagent systems (MASs) paradigms to production planning and control. In this context, the word "agent" refers to a software program associated either to some hardware component (part agent, resource agent, AGV agent) or to some specific function (loading agent, mediator agent, etc.) of the manufacturing system. From a software technology point of view, agents are similar to software objects, which however run upon call by other higher-level objects in a hierarchical structure. On the contrary, in the narrow sense, agents must run continuously and autonomously [2] . Recently, the trend toward distributing the computing resources across the manufacturing system has increased the demand for heterarchical control systems. In heterarchical architectures, there are no master-slave relationships between upper and lower level controllers, and information, decision, and control must be as much as possible physically and logically distributed across autonomous agents in the plant. As underlined by technical literature [9] , the heterarchical manufacturing systems (HMSs) ensure reduced programming complexity, scalability, reconfigurability, and aim at eventually obtaining plug-and-play interchangeable and expandable manufacturing hardware, and intelligent and reactive control software. Papers [2] and [26] Multiagent techniques lend themselves to work in real-time dispatching environments, which are one of the main issues of the current research [2] . In dispatching systems, decisions on part flow are taken in real time, implementing a form of low level control based on algorithms only requiring locally available information. In the last 20 years, a considerable amount of research has focused on dispatching strategies and protocols of interaction between agents based on metaphors of negotiation in micro-economic environments [14] , [24] , [29] . These researches explicitly assume that fictitious currency and pricing policies work as "invisible hands to guide the negotiation to improve system performance" [15] . However, many authors (e.g., [32] ) have also recognized the inherent difficulty in designing effective forms of interaction between local autonomous controllers, without contradicting in some way the heterarchical design paradigms, which do not allow hierarchical forms of supervision. In fact, more than 30 years of research about dispatching systems confirm that there is no explicit way to relate the effect of local actions to global system performance [20] . As a consequence, global performance becomes extremely sensitive to the definition and the fine tuning of the task contracting rules [32] . To sum up, due to the inherent myopia of agent decisions, and to the continuously changing conditions of the manufacturing process, pre-programming agent decision rules may not be sufficient to take full advantage of the claimed potentials of HMSs.
Other researchers have attacked the HMS design problem from a different perspective. In their recent research, Duffie and Prabhu [9] , [23] propose to avoid explicit cooperation among controllers, and let the agents implicitly cooperate by regulating their behaviors using feedback of local effects of their actions, which are evaluated by simulation. In particular, Duffie and Prabhu focus on part-driven HMSs, i.e., on systems where each part in process has an associated software controller autonomously performing some part-related tasks (e.g., computing the optimal arrival time at a station). In this way, the control is entirely local and each entity has no explicit information regarding other parts. In [23] Duffie and Prabhu theoretically analyze nonlinear differential equations modeling part interactions in a continuous approximation of a single machine manufacturing system. On the one hand, these assumptions lead to a simplified problem amenable to analytical control theory, but on the other, they cannot be easily applied to real industrial plants.
Following the above research directions, this paper tackles the agent coordination problem by obtaining implicit cooperation through local feedback of the short-term effects of single actions, and proposes a new strategy to obtain adaptive controllers in part-driven HMSs. This strategy is based on a metaphor of Darwinian evolution and on the survival-of-the-fittest principle. Moreover, it relies on assumptions matching most modern manufacturing environments, and satisfying the main HMS design criteria. As in the case of genetic classifier systems [10] , [33] , the basic idea is to let the agents operate in the system only for a limited amount of time using pre-assigned decision rules, and to define a rule replacement policy attempting to propagate the most successful rules to the populations of concurrently operating agents. The objective of this approach is both to automatically optimize the performance of the control system during steady-state unperturbed conditions of the manufacturing floor, and to improve the reactions of the agents to abrupt and unforeseen disturbances (e.g., failures, shortages of materials). The mechanism underlying the proposed online evolutionary optimization of the decision strategies is based on genetic algorithms (GAs) [10] , [19] .
Thanks to their versatility and reliability, GAs have played an important role in the area of manufacturing in the last thirty years. They have been successfully applied to various complex manufacturing problems, such as plant design, process planning, job scheduling, and line balancing problems ( [12] , [13] , [28] , [35] , or the extensive survey in [8] , to mention only few recent papers). The metaphor of natural evolution has also inspired approaches for the optimization of MASs in different contexts, e.g., communities of robots [3] , [11] , negotiation problems [6] , [18] , scheduling activities [4] , [31] . Most of the research about applications of GAs to manufacturing considers static optimization problems, since the objective function does not vary in time (at least during the GA run time), so that each point in the search space, evaluated at different times, has always the same fitness. On the contrary, the evolutionary adaptation described in this paper runs continuously on-line. Each agent operates in a discrete event dynamic environment, and its fitness may vary in time due to the unpredictable interactions with the other agents and the environment. Several researchers (e.g., [1] , [30] ) investigated the performance of GAs in dynamic environments, where the fitness is time-varying or affected by noise, providing useful insights that will be discussed later. Maione and Naso [16] describe some preliminary results of a similar adaptation algorithm based on evolutionary strategies. This paper presents a significantly enhanced version of this adaptation algorithm. Moreover, by developing a detailed model for agents and their interaction protocols, the paper also analyzes some fundamental issues, such as the amount and the efficiency of interactions between agents, which were not considered in the earlier researches.
A fundamental challenge of heterarchical design in multiagent manufacturing systems is to determine a generic modeling framework capable of describing the discontinuous nature of dynamics caused by discrete and asynchronous actions, of supporting modular analysis, and of making the computational burden feasible. To deal with these critical issues, we apply an approach based on the discrete event specified (DEVS) system formalism [34] . The DEVS offers several advantages: it allows to specify in a rigorous way discrete event systems with a formalism that is closed under coupling, i.e., the resultant of any network of systems specified in the formalism is itself a system specified in the same formalism [34] . Therefore, this technique includes the means to easily build complex models from atomic components, by describing both microscopic elements (the models of the single agents) and their macroscopic aggregate (the complete manufacturing control network). Another attractive feature of this framework is the close relation with the system theory, which provides a secure mathematical foundation for achieving provable correctness in modeling, and for enhancing verification and validation.
The DEVS framework is particularly helpful in developing simulation models of discrete event systems. All the atomic entities, algorithms and interaction protocols described in this paper are firstly specified using DEVS and then translated in operational software tested on a detailed simulation model of the manufacturing plant. The use of formal structures allows us also to determine the inputs, states and outputs of every agent, to describe the components subject to evolutionary adaptation, and the critical configuration parameters affecting the results of the proposed strategy.
This paper is organized in the following way. Section II defines the DEVS model of the agents in charge of controlling the part flow. Section III describes the structure of the GA used to adapt agents to the changing conditions of their environment. In Section IV, the proposed adaptive network of controllers is compared with other dispatching policies frequently used in the MAS domain on a detailed case study. Section V concludes the paper with some final remarks.
II. MULTIAGENT NETWORK
As in most MASs for manufacturing control, in part-driven HMSs a network of controllers, called agents, is in charge of part flow and operation scheduling. Each controller operates autonomously and asynchronously following pre-programmed decision strategies. Recent research in the area of part-driven HMSs [9] , [23] suggests that, to obtain a truly heterarchical system, each agent must perform its task without explicit mechanism of cooperation: In other words, agents of the same type do not exchange information e.g., to avoid conflicts or idle times. In this paper, we comply with this type of assumption, even if the approach described here can be easily extended to other types of HMSs allowing explicit forms of cooperation between the agents.
Designing a HMS is difficult. Namely, the simultaneous operation of independent actors makes virtually impossible to isolate the long-term effects of a single decision on the global performance of the manufacturing system. Moreover, from an even lower level, it is difficult to evaluate a priori the impact of congestions or failures of the communication system, to take into account the loss or inefficient exchange of information, and to define interaction and synchronization protocols for minimizing the effect of such disturbances. Hence, platforms supporting discrete event simulation of both plant hardware (machines, AGVs, etc.), and operational software (agents, communication protocols) are useful means to improve system design and controllers optimization. To deal with the these issues, we adopt the DEVS formalism as fundamental tool to view agents from a formal and detailed perspective. We characterize the agents as atomic discrete event dynamical systems, and specify their relationships by formally describing the interaction protocols. Here, we only summarize the elementary structure of the atomic models to describe the main mechanisms underlying the agents in the manufacturing system. The detailed illustration of the DEVS modeling framework, of its formal properties, and of the related issues is beyond the scope of this paper. A thorough description of the state transition mechanism and the DEVS model of the entire network of controllers is presented in [17] .
A. Model Assumptions
In our model, each part entering the manufacturing system has an associated working procedure, defining a given sequence of operation steps. Usually, due to system flexibility, many alternative machines can execute a given operation. Each part agent (PA) is considered as a control unit attached or connected to the corresponding part circulating in the system. It consists in a software entity interacting with the controllers of machines, material loading and handling systems. At each operation step, a PA can choose the machine where the associated part will receive the next service. Analogously, workstation agents (WAs) are software controllers associated to the machines that process the raw parts. Part loading and transfer throughout the system are also under control of autonomous agents (loading agent, LA, transportation agent, TA). All the agents do not execute preconceived plans. Rather, they acquire and process real-time data by embedded decision algorithms (the decision logic, DL) selecting an action among the available ones. PAs also retain the necessary prespecified knowledge about the processes they control, such as part programs, sequence constraints, etc. We assume the following: a) New raw parts are constantly available for loading (infinite input buffer) and finished parts can always be unloaded (infinite output buffer). b) The manufacturing system is closed, i.e., after the maximum allowed workload (set by plant operators) has been reached, a new part can enter the system only immediately after a finished part leaves it. To describe our multiagent manufacturing control scheme, we briefly introduce the atomic models of the elementary PAs and WAs. The LA and TAs have similar structures, and their models are omitted here for sake of brevity. To take its decision, every agent must exchange messages with other agents according to a specified protocol. These messages make the agents of different types widely interact with each other (e.g., PAs exchange messages with WAs and vice-versa). On the contrary, in the proposed application (part-driven HMS), agents of the same class do not explicitly interact, even if their actions are indirectly mediated through the environment they operate in. The description of the communication scheme is also necessary to introduce the specification of internal dynamics of agents. The internal functionality of an atomic model is interesting not only to the extent of its state transitions and input/output events, but also with respect to the mechanism used by the DL of the agent to rule its behavior. Subsequently, we couple the atomic DEVS structures by connecting input and output ports of atomic agents (modular coupling), and by avoiding any master/slave relationship between agents (heterarchical coupling).
It is important to mention that, by redefining agents' inputs and outputs, the DEVS formalism can model equally well different type of MASs, e.g., those supporting co-operation or co-ordination between agents in the same class, or schemes inspired by the Contract Net protocol [21] , [22] , [25] , [27] , [29] and by other market-based metaphors [15] .
B. Part Agents as Atomic DEVS Systems
Let a generic part enter the system or begin a new operation. The associated PA, say , which was quiescent (QUIESC), begins requesting service (REQSER) by sending messages to the WAs of (suppose) machines able to serve the part. makes transition from REQSER to a new condition when it sends the last message. A generic message from a PA contains an identification code, and the request for the current values of a set of parameters characterizing the real-time operation. The parameters may require a decision by the WAs (e.g., the estimated delivery time of the requested operation, the cost of the service in terms of virtual currency if the system runs on a market-based task contracting system), or just represent real-time indices of the conditions of the machine (number of parts in queue, current workload). A generic reply from a WA contains its identification code, the values of the requested parameters or indices and, in addition, a flag indicating the unavailability of buffer locations to host the part. The PA considers only replies signaling available buffer space (feasible replies) as candidate destinations.
After the REQSER, spends some time waiting for answers (WAIANS). Namely, each request by may queue up with similar ones sent by other PAs. Next transition occurs when either receives all the answers or a pre-specified time-out of the status WAIANS expires. This time-out avoids indefinite waits and deadlocks (cycles of mutual waits). In fact, excessive delays or losses of messages may occur due to machine or communication network faults, or to other unpredictable circumstances. In case of time-out expiration, considers only the received (feasible) answers to select the next server. In case receives no feasible reply before time-out expiration, it returns to REQSER status and repeats the service requesting procedure. The repeated lack of feasible replies may occur either for system congestion or for a communication failure. To avoid further congestion, repeats the cycle REQSER-WAIANS only a predefined number of times. Then, if replies are still missing, it returns to the QUIESC condition for a pre-specified time interval, after which it restarts to interrogate the machines.
Once has received the answers from WAs, it starts taking a decision (TAKDEC) using the decision parameters received in the answers from WAs. The algorithm ranks the WAs in order of decreasing satisfaction of its decision criteria, and subsequently selects the best destination among the WAs. Then, communicates the choice (COMCHO) to the selected machine by a booking message to the corresponding WA. Now, the WA has to autonomously decide to send either a booking confirmation or a rejection. A rejection can be necessary when the actions of other PAs modify the conditions of the machine while the PA is taking its decision, so that the selected destination is not available anymore at the time of confirmation request. The rejection can also occur if the PA and WA interact with a negotiation algorithm involving multiple iterations before an agreement is met. So, spends some time in waiting for a confirmation (WAICON). If receives a rejection or does not receive any reply before a confirmation time-out, it returns to the COMCHO condition and sends a new request of confirmation to the second WA in the decision rank. If has no other alternative offers, it returns to REQSER. Also the WAICON status cannot lead to deadlocks, thanks to the limitation of waits with time-outs.
Finally, spends some time to send the requests to TAs for an AGV to carry the part to the selected machine (AGVREQ). After that and until the beginning of the next operation step (if any), stops making decisions, receiving and sending messages from/to WAs and remains in QUIESC. The associated part undergoes all the required physical processes (load on AGV, transfer to workstation, download in input buffer, wait in buffer queue, setup, service, download in output buffer) guided by lower-level controllers and not involving WAs. So, only when these processes are over, the part is ready to leave for the next destination and can start a new decision phase. Besides, if faults occur to the selected machine or to the reserved AGV, remains in QUIESC without restarting any interaction with WAs. In fact, the plant controllers manage the repair process to restore normal operating conditions and transport the part to the selected machine. In case of the last operation, also signals the part completion to the LA, which will collect the information used for evolutionary adaptation and then unload from the system.
We model the dynamics of a part agent as a DEVS [34] . In particular 1) is the input set, i.e., the set of external events. They occur when: the part enters the system or begins a new decision phase ( see Fig. 1 ); starts a decision phase just after the arrival of all messages from the interrogated WAs ; receives a message from a WA either accepting or rejecting the confirmation request . Clearly, the occurrences of such external events are not under control of the model . 2) is the set of internal events, i.e., the occurrences generated by the dynamics when: ends requesting services from the candidate WAs ; the wait of for replies times out ; ends the decision process ; ends communicating its choice to the selected WA ; the wait of for confirmation times out ; ends transmitting the AGV request .
3)
is the output set. Due to interaction between agents, the outputs from correspond to external events for WAs. They are: the signals sent to WAs to request service ( , ); the signal sent to the selected WA for a confirmation ; the request of an AGV and, in case of the last operation, also a completion signal . These outputs are generated by an output function immediately before changes its status at the occurrence of an internal transition (defined below). 4) is the set of sequential states. The sequential state of is defined as (1) where RWP is the residual working procedure, i.e., the sequence of the operation steps necessary to complete the part, AS is the set of the machines available to execute the next operation, is the maximum permanence time (if no external event occurs) of in , given by a time advance function. Moreover (2) 5) is the set of total states, i.e., . Here, defines the elapsed time the system has been in state . Whenever , an internal event is scheduled after which the elapsed time is set to zero. An internal transition function specifies which state will enter after the time elapses. If an external event (input) occurs before an internal event, i.e., if , then an external transition function specifies how changes its state. Finally, is a vector of parameters univocally describing the decision logic of the agent. It contains the parameters that are subject to evolutionary adaptation. Similarly to the metaphor of Lamarckian evolution, we view the DL as the genetic chromosomes of the agent, which are inherited from the earlier generations of agents (the parents), and incorporate "hints" about the past events that the parents have experienced. The DL is considered a fundamental component of agent's state because it allows the agent to change the response to the same environmental stimuli and internal conditions, i.e., to continuously adapt its behavior generation by generation. Further details on internal or external events and the description of the transition mechanism can be found in [17] , [34] .
The digraph in Fig. 1 shows the values of the P-status (nodes), transitions associated to external events (solid arcs) and internal events (dashed arcs). The dash-dotted arcs represent both internal and external events. The nodes also indicate the outputs associated with the values of the P-status. As Fig. 1 shows, the PA may receive confirmation from the selected WA or one or more rejections before getting a confirmation, after several successive couples of COMCHO and WAICON conditions. Also a time-out expiration may bring the PA back to REQSER (from WAIANS when no answer is received from WAs), to COMCHO or REQSER (from WAICON when no confirmation or a rejection arrived).
C. Machine Agents as Atomic DEVS Systems
Each WA remains idle (REMIDL) until it receives a message from a PA which either needs information or waits for a confirmation. Requests arriving when the WA is not idle queue up to get service. In particular, since confirmation requests have higher priority than information requests, each WA has two different FIFO queues hosting unprocessed requests from PAs. The length of the queues concurs to define the WA sequential state and is updated each time an information or confirmation request is satisfied.
Let be the WA corresponding to a workstation that a part agent can choose as next destination of the associated part. On receipt of the information request from , begins collecting data (e.g., set-up time, processing time, etc.) to process the request by (REQPRO). At the conclusion of data collection, starts transmitting data (DATTRA). If the agent receives information or confirmation requests from other PAs while being in REQPRO and DATTRA, these input messages wait in queue. At the end of data transmission, processes only the first active request in queue and returns to REQPRO or CONPRO (confirmation request processing, described later on). Note that a request is considered active if the queuing time is smaller than a predefined threshold. Non-active requests are deleted. This mechanism prevents to process requests that, due to the excessive queuing delay, cannot reach the interested PA within its maximum waiting time. Finally, if there have been no other messages in REQPRO and DATTRA, there is no further request and returns to REMIDL. Now, suppose that agent receives a message from requesting a confirmation of the machine availability. The request can reach while it is either in the condition REMIDL or in one of REQPRO and DATTRA. In the first case, processes the confirmation request (CONPRO) and then transmits a confirmation or rejection message back to (CORTRA). In the second case, completes processing the currently served information request, leaving the other requests in queue, and then checks the machine availability to subsequently send the confirmation/rejection message.
After giving or refusing confirmation, returns to condition REMIDL (if no active request is left in queue), to REQPRO (if some information requests are left in queue), or to CONPRO (if, in the meantime, successive confirmation requests came from other PAs).
Now, also for a WA it is possible to specify a discrete event structure in which , , , and have analogous meanings as in the PA model and the total state includes the decision strategy used by to interact with PAs. In particular 1) is the set of input events. They occur when: receives a message from a PA requesting information or an availability confirmation ; 2) is the set of internal events. They occur when: terminates processing an information request and starts transmitting data; terminates the data transmission; terminates checking the machine availability and starts transmitting the answer;
terminates transmitting the confirmation or rejection answer; 3)
is the set of output events. Due to interaction between agents, the outputs from correspond to the external events for PAs and are: the signal transmitting information, the signal for the confirmation or rejection; 4) is the set of sequential states. Each state is defined as
where and are the information request and confirmation request queues, respectively, is the current content of the machine buffer, is the maximum residence time for every sequential state, and (4) 5) is the set of total states: . The DEVS model of WAs, and in particular its sequential state, is considerably simpler than that of PAs. This is clearly due to the fact that our work focuses on part-driven systems, in which only the PAs play a truly active role in plant operation, while the WAs just process information requests and provide updated information to PAs. In other types of MASs, e.g., those where WAs take an active part in task contracting with PAs, further information such as detailed buffer contents, status of the current operation, etc., must be embedded in the sequential state to complete the description of WAs.
III. ONLINE EVOLUTIONARY ADAPTATION OF PART AGENTS
The natural evolution, ruled by Darwinian "surviving-of-thefittest" principles, has inspired a large area of research known as evolutionary computation. The metaphor of evolution has been often used as a means to design MASs in a variety of contexts, ranging from simple artificial benchmarks to communities of robots. These paradigms have been recently extended to HMSs, although, as previously mentioned, the inherently discrete-event-driven nature of the problem makes this application considerably different from the conventional off-line optimization usually performed with GAs.
Many difficulties arise due to the time-varying fitness. Namely, changes in the manufacturing system frequently require an adjustment to the objective function, making the optimal solution vary in time. From this point of view, for small changes over time in the manufacturing plant conditions (e.g., changes in the production load or mix), the on-line optimization of manufacturing processes can be viewed as a problem with a slowly "drifting objective surface" [7] . However, the objective surface can also change because manufacturing systems are subject to various unforeseen events that can abruptly vary the system state. For instance, the occurrence of a machine failure suddenly reduces the processing capacity of the plant, and consequently the theoretical minimum value of fitness indices as mean lateness, or mean flow time of parts, abruptly raises up. In principle, an evolutionary approach can be effective in such a context if the average time between two consecutive perturbations is long enough to let the search converge toward better individuals. More exactly, the rate of change of the objective surface must be considerably slower than the rate at which the GA generates and evaluates new individuals. However, as the simulation results will show, the proposed adaptation schema can provide significant advantages also when the time between consecutive perturbations is very short, since the first effects of the population-based adaptation are already evident immediately after the occurrence of the perturbation.
In this paper, we consider the adaptation of PAs only. The main reason of this choice is that, notoriously, part priority setting at the machines does not significantly affect the global performance indices of a manufacturing system with flexible part routing [16] . To design adaptive algorithms, it is necessary to preliminary define how much the parameters under adaptation can modify the behavior of the agent. Usually, the decision mechanism is partly constant to encapsulate the most reliable strategies, and partly adaptable according to the learning algorithm [3] . The tradeoff between the constant and the adaptive part ensures a more predictable and less safety-critical control system. In our agents, the constant part is constituted by a set of heuristic decision rules, each related to a different evaluation parameter provided by WAs (distance of the destination, current workload, setup with respect to the last part in queue). Some decision rules may be more effective in certain operating conditions (anomalies, faults, congestions), whereas a tradeoff between different rules may be more appropriate in some other cases. Therefore, weights assigned to the rules represent the seed (the adjustable part) of the DL of each agent which is adapted by the evolutionary algorithm. In this way, in any operating condition, the worst performance of an agent should never be significantly lower than the performance obtained by the worst decision rule. However, in the experiments described in Section IV, this circumstance never occurs: our schema has always a good performance, often approximating or improving the behavior of the best single decision rule.
It is also important to remark that it is easily possible to devise different mechanisms to switch between decision rules. However, few of them can meet the requirements of heterarchical design paradigms. For instance, any mechanism monitoring the state of the plant (machines, AGV) and modifying the agent rules when the environment changes, would explicitly use hierarchical relationships and global information, violating HMS basic principles. On the contrary, we suggest an adaptation algorithm that meets HMS requirements. The idea is to let all agents operate for a limited amount of time, and then to replace them with a mechanism preserving only the best performing DLs in the population of concurrently operating agents. Since different part types in the system have different characteristics, and may be produced in different quantities and with different throughputs, there is an independent adaptation algorithm for each part type. The DL test-and-replace policy is based on the following evolutionary schema. As Fig. 2 shows, a population of new PAs is associated to the raw parts as they enter the system. Each PA obeys its own DL, which does not change for the whole PA lifetime. Each PA shares the same DL with a set of other PAs, called clones. Namely, averaging the performance of clones with the same DL reduces the effect of random events that may favor or penalize the DL. The goal of our evolutionary adaptation is the due date satisfaction, i.e., the minimization of the effects of perturbations on plant operation in terms of lateness of the processed parts. Accordingly, we define the fitness of each DL as the average lateness of the PAs using the DL, which estimates the ability of these PAs to complete the requested operations within the pre-assigned deadlines.
At plant start-up, a first population of DLs is initialized (randomly or using pre-determined DLs), and assigned with a cyclic sequence to the agents (of the raw parts) entering the system. As these parts complete their service and exit the system, the performance of the DL of the associated PAs is recorded and averaged. Besides the average lateness of the clones (the fitness), also the standard deviation of the lateness of the various clones is constantly monitored to ensure that the number of observations is sufficient to guarantee a statistical significance of the fitness. When enough clones have completed the lifecycle, the average lateness of the DL is passed to the GA as the fitness associated to the DL. When the fitness of at least DL's is available, the iteration ends, and the algorithm starts to compute the next population. In this way, the algorithm considers only the subset of fastest DLs for determining the next generation of agents, while it neglects the remaining slower agents. To compute the new population, we introduce an evolutionary schema following these main steps.
1) Selection. As in all the evolutionary algorithms, a surviving-of-the-fittest schema determines the DLs of individuals composing the next population, by selecting and propagating the most successful strategies, while penalizing the least performing ones. Technical literature suggests many different operators assigning variable surviving probabilities to each individual according to their fitness. We have chosen the tournament selection operator (see [19] for details), which uses the fastest DLs of the previous population to randomly form groups (tournaments) of DLs. Each group contains DLs competing with each other for reproduction, so that the DL with the highest fitness in the group survives and takes part to the next population. Therefore, larger tournament sizes let fitter individuals have an higher probability of reproduction. 2) Reproduction. The DLs in the new population are randomly subject to genetic operations, called crossover and mutation, which determine new solutions by randomly combining or altering individuals in the current population. These operations are applied with probability and , respectively. Also in this case, literature provides a large variety of operators. In this paper, we have applied the widely adopted arithmetical and heuristic crossover, and uniform mutation operators [19] . The number of crossovers and mutations applied to each population rules the exploration/exploitation ratio of the search strategy. As in many machine learning problems [10] , the configuration of our GA is significantly different from that of conventional off-line search problems. Our aim is to permanently maintain a good overall online performance, and at the same time to experiment other DLs to improve their effectiveness. We obtained this result with crossover and mutation probabilities that are significantly smaller than those used in off-line applications of GAs. Once the new population has been computed, the new DLs are assigned to the new PAs entering the system. The above cycle is iterated to obtain a continuous search toward better collectives of agents. As previously pointed out, in a dynamic environment the evolutionary algorithms must take into account that the optimal solution varies with the operating conditions. In addition, random noise may affect the fitness of each solution. In our algorithm, the fitness of a single PA depends not only on the actual effectiveness of its DL, but also on the behavior of the other agents concurrently operating in the plant during the same iteration of the GA. Thus, our strategy aims at balancing concurrently operating agents, seeking an optimized individual fitness and a satisfactory performance of the whole population.
Besides the parameters , and a lso and have a fundamental influence on the adaptation rate. In particular, since the GA uses only solutions in the last population to build the next one, can be viewed as the size of the system memory: the larger is , the larger is the number of past PAs considered for computing the future PAs. In static optimization problems, using large populations increases the inherent parallelism of the GA, and generally improves the reliability of the search strategy. On the contrary, in dynamic optimization problems, smaller values of imply shorter times to complete the evaluation of a population, and consequently a faster response to perturbations.
Finally, we remark that the proposed implicit cooperation achieved through evolutionary adaptation does not violate heterarchical principles. In general, this mechanism can be considered as
• parallel, because there is an independent evolution for each part (agent) type; • scalable, because the adaptation mechanism is independent of the number of workstations and operation steps; • distributed, because the population of autonomous agents performing the real-time control is physically and logically distributed across the shop floor; • fault tolerant, because a failure in the iterative evolution mechanisms affects only the adaptation process, and the single agents can continue to perform their tasks autonomously using their DL (or a default control strategy, if more appropriate). In this case, the plant will run under a conventional nonadaptive multiagent control network; • using local information, because the individual lateness is the only feedback guiding the adaptation, while the improvements of global indices as the system throughput are only indirect effects; • heterarchical, because each agent can operate autonomously for the whole duration of its tasks without responding to superior entities (in fact the GA computes the DLs before the new agents enter the system).
IV. CASE STUDY
In this section, we employ a simulation model of a flexible assembling system (FAS) producing printed circuits boards to compare the proposed evolutionary heterarchical system with three other MASs. The plant has three workstations for the installation of integrated circuits (ICs) and a machine assembling the circuit boards in a single final product. The plant processes three different types of boards, each requiring a subset of six different types of ICs. Parts can move autonomously in the system using two independent AGVs serving the requests on a first come first served (FCFS) basis. The IC buffers of the three workstations host partially different varieties of ICs. In particular, each IC type is available in at least two stations, so that the system can process all the boards even with a failed workstation. All the machines can insert ICs of the same type consecutively without setup delays. On the contrary, machines must spend a reconfiguration time when they have to switch between different IC types. An independent conveyor supplies lots of raw ICs to the workstations with a pull mechanism (i.e., it refills the buffer when almost empty). The PAs select autonomously the machines basing on the IC requirements of the associated boards, and try to minimize the lateness of the associated parts. Due dates are assigned with the total work content strategy [5] : each part must complete its operations within a fixed time interval proportional to the minimum overall processing time. The proportional factor, called flow allowance, ranges from 1.5 to 3 depending on system workload and on the priority of the part. Analogously, the WA's autonomously determine the processing sequence for the boards waiting for services in the buffer. They use fixed sequencing strategies, either earliest due date (EDD) or FCFS. For sake of completeness, the appendix reports further details on the simulated manufacturing system. Agents exchange information that may be subject to delays, transmission errors, or may even be temporarily unavailable due to network malfunctions. We have modeled transmission times as stochastic processes with triangular distributions, to mimic the typical traffic conditions that occur in distributed networks of computers using the most common communication transfer protocols.
The objective of the simulation experiments is to evaluate the capability of the genetic adaptation to make the autonomous agents learn the most appropriate decision strategies in various ordinary and anomalous operating conditions. Note that all the agents have no explicit information on the actual occurrence of anomalous circumstances (failures, congestions, rush orders). Rather, the reaction of the agents results from an implicit learning due to the proposed evolutionary mechanism. Table I summarizes the main configuration parameters of the GA used in this experimental comparison.
In our simulation study, we have compared the proposed approach with three other MASs that use conventional decision heuristics, and exchange information through the same interaction protocols described earlier. The three MASs apply decision strategies respectively based on the delivery time (each PA queries for the estimated delivery time of the requested operation to the WAs, and subsequently chooses the machine offering the smallest value of this parameter), on the distance (the PA simply chooses the closest machine), and the setup times (the PA requests the information about the setup of the last part in queue, and chooses the machine that will process the last part with the same setup). The DL of the GA-based agent is a weighted combination of these three decision criteria. More precisely, a fuzzy weighted multi-criteria decision algorithm [16] computes a unique merit index combining the three criteria with the weights specified in the chromosomes of the DL. For instance, the chromosome makes the PA only adopt the delivery-based criterion, while the chromosome makes the PA prevalently use the criterion based on the setup. For sake of brevity, hereinafter we will refer to the four strategies as GA, delivery, distance and setup. We have developed both the controlling agents and the model of the FAS within our DEVS simulation environment, written in C++ language.
The simulation analyzes both unperturbed conditions when the plant runs at its full operational capacity, and anomalous situations as abrupt changes of workload, machine failures, failures of the reconfiguration system, or failures of the material handling system. Two classes of performance figures are necessary to compare the various approaches. Namely, the mean part lateness, mean system throughput, and number of produced parts evaluate the policies from the point of view of production performance. However, these merit figures are not influenced by the communication between agents, since the information processing times are at least two orders of magnitude smaller than service times. But we also need to measure the interaction among agents to establish if and how much the various decision strategies profitably exploit the amount of data exchanged between agents. So, we have introduced a second class of indices: the number of WAICON-REQSER (Wc-Rs) cycles (necessary to identify a feasible destination), and the number of WAICON-COMCHO (Wc-Cc) cycles (necessary to obtain a final confirmation before asking the transfer) expressed in percentile terms with respect to the total number of operations executed by every PA. Ideally, these indices should be as low as possible. In such a case, they indicate that the PAs are able to obtain the service from the preferred destination at the first request. On the contrary, higher values of the Wc-Rs index point out that frequently there is a lack of feasible replies to a PA request due to the congestion of the WAs or of the communication system. Therefore, we consider the Wc-Rs as measure of the overall load of the multi-agent network. Analogously, the Wc-Cc index measures the relative number of rejections of the confirmation request by WAs. Hence, since a rejection occurs only when PAs compete for the last available buffer position, the Wc-Cc index evaluates the rate of conflict between PAs.
To obtain more significant statistical figures, all the presented results are the average of ten different replications of the simulations, with different random seeds for the variables modeled with stochastic distributions. In addition, for each replication we randomly select a different initial population of the GA. The length of the simulated production cycles ensures further accuracy of the results. Fig. 3(a) and (b) show the mean lateness and the mean throughput in unperturbed conditions with low workload (maximum work in progress: five boards). As we intuitively expect, in these conditions the delivery is the most effective, since the wide availability of processing resources and buffer space rewards the inherent tendency of this decision law to avoid queuing delays. Fig. 3(a) and (b) also clearly show the adaptation of the GA, whose average performance eventually converges to that of delivery. For sake of brevity, Table II(a) shows the final results in terms of number of produced parts. According to Fig. 3(c) and (d), in this case all the strategies have comparable and not significant rates of congestion and conflict. Figs. 4(a) -(d) and 5(a)-(d) illustrate the performance of the four strategies with medium (10 boards), and high (15 boards) workload, respectively. A first important result is that the relative production performance of the three nonadaptive strategies changes as the workload is increased. When the system is heavily loaded, distance outperforms delivery, while setup yields intermediate results. Furthermore, since with high workload delivery provides slightly lower throughput than with medium workload, we conclude that this policy is considerably inefficient in case of larger works in progress. On the other hand, delivery still yields the minimum rate of congestions (Wc-Rs) and conflicts (Wc-Cc), since it always chooses the destination with the smallest workload, and indirectly minimizes the probability of rejection due to local overloads. Thus, we can conclude that the unsatisfying throughput of delivery in high workload is due to the inefficient interaction with the AGV system. It is also possible to note that GA is the best performing strategy in the cases of medium and high workloads, as also the final number of produced parts clearly indicates in Table II (d) show that the evolutionary adaptation significantly reduces both the Wc-Rs and Wc-Cc indices over time, whereas the other strategies have almost unvarying behaviors over the course of the simulation. Since the fitness (the part lateness) neither takes into account nor is directly related to the Wc-Rs and Wc-Cc indices, this result clearly confirms the aimed ability of the GA to enhance agents' implicit cooperation through the genetic reinforcement. Once again it is important to remark that the congestion of the communication system does not directly affect the system performance. For example, Fig. 5(b) shows how distance is able to maintain a throughput comparable to that of the GA (but with a higher average part lateness) even if it generates the highest rates of the Wc-Rs and Wc-Cc indices [ Fig. 5(c) and (d) ]. It is interesting to note, however, how the GA can lead to better performances with significantly reduced rates of interaction between PAs and WAs.
Furthermore, we compare the reaction of the four MASs during four abrupt changes of operating conditions. All the changes (except for workload variation) occur after 20.000 s from plant startup, when all the MASs have reached a stable performance. To isolate the effects of the specific perturbation, we do not change workloads and due dates during the simulation. In some cases, this will determine excessive or negative lateness (earliness) for the produced parts. We consider four cases.
The first case is a variation from low to high workload (at time 40.000 s) and from high to medium workload (at time 80.000 s). This perturbation provides useful information on the short-term reactions of the four policies. In particular, Fig. 6(a) and (b) show how GA provides the fastest reaction, reaching and holding the best performance after both perturbations. In Table III , the final averages of parts produced by the four MASs confirm the superiority of GA in this case.
The second case [ Fig. 7(a)-(d) ] considers a workstation failure. To prevent excessive congestions, due to a failure, the system must operate with small workloads (seven boards in our simulation). Once again Fig. 7(a)-(c) clearly demonstrate the convergence of GA toward the results of the best strategy (the delivery in this case). However, the GA is not immediately able to track the best results: as Table IV shows, the performance of GA is comparable to that of delivery only in the latest part of the simulation.
The third case considers the failure of an AGV (after time 20.000 s, only one AGV is available). In contrast with the previous case, here delivery yields the worst results in terms of production merit figures, being outperformed by all the other MASs [see Fig. 8(a)-(d) ]. It is interesting to observe how in this case the GA is able not only to provide the same performance of the best rule (distance), but also to reduce over time the Wc-Rs and Wc-Cc indices, reaching stable values comparable to those of delivery. As final averages in Table V illustrate, the GA yields results already comparable to distance just after the perturbation.
The last case [ Fig. 9 (a)-(d) and Table VI ] considers a failure of machine reconfiguration system, which determines an abrupt change of setup time when the machine have to insert different ICs. In this case, setup holds the best performance, as expected. Also here, the GA provides the same result of the best rule just after the perturbation.
We have also considered two other sudden perturbations of system operating conditions. Namely, we have analyzed the behavior of the four MASs when the WAs reply to PAs with erroneous estimates of the delivery time, and when the workstations change servicing strategy (from EDD to FCFS, and vice-versa). In the first case, only the performance of delivery strategy abruptly degrades, while in the second case all the MASs do not show significant variation of performance. For sake of brevity, we omit the figures and tables for these cases.
V. CONCLUSIONS
This paper describes a strategy to adapt the decision rules of autonomous agents for heterarchical manufacturing control based on evolutionary computation. An iterative optimization strategy continuously searches for the most effective decision rules in the operating environment and assigns these rules to the concurrently operating agents. The proposed mechanism makes the collective of agents dynamically react to any perturbation of the operating condition. The reaction consists in changing the weights assigned to the different decision parameters used by the concurrently operating agents. The change of decision rules directly produces a significant improvement of all the system performance measures, not just the one used as "local" fitness of a single agent. Indirectly, the evolutionary mechanism also drives the community of agents to better exploit the exchanged information, and to reduce the need of interaction between the agents. The adaptation algorithm is remarkably reliable, providing results comparable or superior to those of the compared approaches, which exhibit extremely context-dependent performances. It must be pointed out that the reactions of the adaptive network of agents, obtained in every considered case, are achieved without any explicit information about the nature of the occurred perturbation, but rather as the result of a continuous reinforcement of the most effective behaviors. The reaction times of the GA seem to belong to two different scales. When a perturbation of the operating condition occurs, the changes in the GA performance are usually smaller than those corresponding to the other strategies. This result is due to the permanent presence in the population of agents having different DLs, and can be viewed as an immediate reaction to the perturbation. On the other hand, the GA subsequently takes several generations to re-converge to an optimized steady-state performance. Obviously, if this optimization could be performed in simulation rather than on the real plant, the search for the optimized population would be completed in times comparable to those of a single operation. However, even if appealing from a practical implementation viewpoint, this solution would contrast with the fundamental requirements of HMS. In fact, the occurrence of the perturbation triggering the new simulated search would require a centralized supervisory mechanism. Clearly, the final tradeoff between the advantages related to the absence of centralized information, and the need to coordinate and rapidly optimize the action of autonomous actors may vary according to circumstances. In any case, the evolutionary adaptation represents a feasible way to achieve this tradeoff without contrasting any HMS design restriction on problems of realistic size and complexity.
APPENDIX
The three workstations (machines) are equipped with a different variety of ICs, as described inTable VII. Each IC can be installed by at least two machines, so that the system can continue to process all the parts even with a failed workstation. Machines install ICs of the same type without setup. On the contrary, there is a setup delay (7 s) when machines must switch between different IC types. An automated system continuously supplies ICs to the three workstations in lots of 50 units unless a temporary lack of components occurs. in the column is not directly reachable from the origin in the row. Table IX shows type and quantity of ICs that must be installed on the three boards. According to this table, each board has to visit at least two workstations to be completed. The last column indicates the minimum time necessary to reach the assembly station, which is different for each part. 
