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Introduction générale
1 Contexte et problématique
Les nouvelles technologies en microélectronique et circuits intégrés, en conception de
système sur puce, en communication sans ﬁls et en capteurs intelligents ont permis la
réalisation d’une nouvelle technologie de réseau sans ﬁl appelé « wireless body area network
(WBAN) ». Le WBAN est un réseau de dispositifs électroniques miniatures et intelligents,
appelés nœuds, placés aux alentours ou à l’intérieur du corps humain. Chaque nœud est
doté d’un capteur, d’un convertisseur analogique-numérique (CAN), d’une unité de calcul
(généralement un microcontrôleur), d’un module radiofréquence (RF) et d’une batterie
pour alimenter l’ensemble du système. Les nœuds récupèrent les paramètres physiologiques
d’une personne et les caractéristiques de l’environnement qui l’entoure. Les données sont
transmises vers un centre de contrôle pour être stockées et analysées. Les données récupérées
vont permettre de surveiller et d’analyser, à distance et en temps réel, l’état de la personne
[UHB+12].
Le WBAN est utilisé dans de nombreux domaines, surtout dans la télémédecine et la
télésurveillance. Ces applications vont aider les personnels de santé à mieux diagnostiquer
les maladies. Elles vont améliorer les conditions de vie des patients en leur accordant plus de
mobilité et de confort. Elles vont diminuer les frais de santé des patients soufrant de maladies
chroniques qui nécessitent des traitements et des suivis de longue durée. Par ailleurs, la
télésurveillance facilite l’assistance à domicile des personnes âgées ou à mobilité réduite,
et apporte une solution aux problèmes engendrés par le vieillissement de la population. Le
WBAN rend possible le suivi des sportifs et des professionnels travaillant dans les milieux
hostiles comme par exemple les centrales nucléaires, les laboratoires de chimie, etc.
Comparé aux autres réseaux sans ﬁls, comme par exemple le réseau personnel sans ﬁl
ou « wireless personal area network (WPAN) » dont la portée peut atteindre une dizaine
de mètres (cas d’une communication entre un ordinateur et une imprimante locale), le
WBAN est conçu pour fonctionner à proximité du corps humain, et sa portée est alors
limitée à seulement quelques mètres, typiquement entre 1 et 2 m. De plus, le WBAN utilise
uniquement des dispositifs portatifs alors que le WPAN peut interconnecter des appareils
pas forcément portatifs. De même, si le WBAN peut être considéré comme un réseau de
capteurs sans ﬁls ou «wireless sensor network (WSN) » , les contraintes associées, surtout en
termes de mobilité, de ﬁabilité et de sécurité, ne sont pas les mêmes. Latré et al. [LBM+11]
ont fait une étude détaillée sur la diﬀérence entre le WBAN et le WSN.
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Les nœuds sont surtout soumis à une contrainte énergétique importante puisque la mi-
niaturisation a réduit les dimensions de leurs batteries. La bande passante du support de
transmission limite aussi la capacité du réseau. Recharger régulièrement les batteries des
nœuds peut entrainer une gêne vis-à-vis des utilisateurs. Pour certains types d’applications,
en particulier les nœuds implantés dans le corps humain, le rechargement des batteries est
diﬃcile. Cette contrainte énergétique a amené les scientiﬁques à chercher une solution pour
diminuer la consommation des nœuds. Les études faites ont montré que, parmi les mo-
dules présents dans un nœud, c’est surtout le module RF qui consomme le plus. L’énergie
consommée est directement proportionnelle à la quantité de données transmises. Une solu-
tion parmi celles proposées consiste à compresser les données avant de les transmettre. La
compression des données économise aussi la bande passante du support de transmission et
augmente la capacité du réseau.
Les signaux issus des capteurs sont échantillonnés et numérisés par le CAN à la fréquence
de Nyquist. Puis, le microcontrôleur applique un algorithme de compression sur les données
numérisées. Finalement, le module RF transmet les données compressées vers le centre de
contrôle. Cette approche n’est pas adaptée pour le WBAN particulièrement à cause de la
puissance de calcul requise et de la consommation qui en résulterait [FW14]. Récemment,
le nouveau paradigme consiste à utiliser l’acquisition comprimée (AC). C’est une technique
introduite dans le traitement du signal par Donoho [Don06] et Candès et al. [CRT06]. L’AC
s’appuie principalement sur deux principes : la parcimonie et l’incohérence.
L’AC est adaptée pour compresser et reconstruire des signaux dits compressibles, c’est-
à-dire ceux qui ont des représentations parcimonieuses par rapport à certaines bases ou
certains domaines. Au lieu d’échantillonner et numériser les signaux compressibles à la fré-
quence de Nyquist puis d’appliquer un algorithme de compression, l’AC les capture direc-
tement à une fréquence en dessous de celle de Nyquist sous forme compressée. En revanche,
contrairement à la phase de mesure, la phase de reconstruction de l’AC nécessite un calcul
assez intense. La complexité de la phase de mesure est déportée vers la phase de recons-
truction. Cependant, le centre de contrôle est moins contraignant par rapport aux nœuds
et a les ressources nécessaires pour eﬀectuer cette phase de reconstruction.
Puisque la plupart des signaux physiologiques sont compressibles, plusieurs travaux se
portaient sur l’application de l’AC dans le WBAN en général [CRV12, BRK12]. Certains
travaux utilisaient seulement l’AC pour compresser et reconstruire un type de signal comme
l’électrocardiogramme (ECG) [MKAV11], l’électroencéphalogramme (EEG) [ZJMR13] ou
bien l’électromyogramme (EMG) [DAGA12].
Bien que l’AC soit une solution attrayante, il reste encore des points à améliorer :
• La construction de la matrice de mesure facilitant la réalisation pratique de l’encodeur
qui eﬀectue la phase de mesure de l’AC. En eﬀet, la complexité de l’encodeur dépend
du choix de la matrice de mesure. Au début, des matrices aléatoires ont été utilisées.
Pour faciliter l’implémentation, au lieu d’utiliser des matrices aléatoires, des matrices
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déterministes ont été proposées récemment.
• Le développement d’algorithmes de reconstruction à faible complexité et eﬃcaces, c’est-
à-dire des algorithmes pouvant reconstruire le signal seulement avec peu d’échantillons.
• La recherche d’un domaine ou d’une base permettant d’avoir un degré de parcimonie
très faible. En eﬀet, plus le signal est parcimonieux, plus il est compressible. Seulement
quelques échantillons seront nécessaires pour le reconstruire correctement. Généralement,
les domaines de transformée temps-fréquence sont les plus utilisés.
2 Contributions
L’objectif principal de cette thèse est d’apporter des solutions pour résoudre les pro-
blèmes énoncés par les deux premiers points ci-dessus.
Premièrement, nous avons proposé une matrice de mesure déterministe pour réduire la
complexité de l’encodeur et faciliter son implémentation. Par rapport aux autres matrices,
à notre connaissance, celle que nous proposons est à la fois la plus simple et la plus facile
à implémenter côté matériel.
Deuxièmement, grâce à cette matrice de mesure, nous avons proposé un algorithme de
reconstruction moins complexe et plus rapide par rapport à « l’orthogonal matching pursuit
(OMP) ». L’algorithme de reconstruction proposé eﬀectue un seuillage dans le domaine de
la transformée en cosinus discrète ou « discrete cosine transform (DCT) » .
De plus, avant de valider expérimentalement la méthode proposée, nous avons développé
un modèle exécutable au niveau système d’un WBAN implémentant la méthode proposée
avec le langage SystemC-AMS. Ce modèle exécutable nous a permis de vériﬁer et de valider
les fonctionnalités de la méthode proposée en amont de la phase de développement.
Nous avons implémenté la méthode proposée dans un WBAN développé et commercia-
lisé par l’entreprise TEA (Technologie Ergonomie Appliquées). Ce travail collaboratif avec
un industriel nous a permis de valider expérimentalement la version numérique de l’enco-
deur et l’algorithme de reconstruction. Nous avons aussi réalisé une version analogique de
l’encodeur en utilisant des composants standards.
3 Plan du manuscrit
Le manuscrit est structuré de la manière suivante :
Le premier chapitre présentera plus en détail l’architecture d’un WBAN et les tech-
nologies mises en œuvre ainsi que les principaux domaines d’application. Les contraintes
auxquelles le WBAN est soumis seront exposées et les diﬀérentes solutions proposées vont
être énumérées.
Le deuxième chapitre introduira les principes de base de l’AC. Les propriétés que la
matrice de mesure devrait satisfaire seront citées, ainsi que quelques algorithmes de recons-
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truction couramment utilisés. Les diﬀérentes implémentations d’encodeurs analogiques et
numériques existants seront présentées.
Le troisième chapitre présentera la construction de la matrice de mesure proposée et
l’évaluation de ses performances par rapport aux autres matrices. Le principe de l’algo-
rithme de reconstruction proposé sera détaillé. Puis les performances de la méthode pro-
posée, la combinaison de la matrice de mesure et de l’algorithme de reconstruction, seront
comparées avec celles d’une méthode classique de seuillage dans le domaine de la DCT.
Le quatrième chapitre détaillera la description du modèle exécutable au niveau système
d’un WBAN implémentant la méthode proposée avec le langage SystemC-AMS. Ce modèle
va permettre de vériﬁer et de valider les fonctionnalités de la méthode proposée en amont
de la phase de développement.
Le cinquième et dernier chapitre présentera la validation expérimentale de la méthode
proposée.
Nous terminerons ce manuscrit par une conclusion générale qui va établir un bilan sur
les travaux eﬀectués et mettre en exergue les perspectives ouvertes à l’issue de ces travaux.
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Réseau de capteurs sans fil sur le
corps humain
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Chapitre 1. Réseau de capteurs sans fil sur le corps humain
1.1 Introduction
Le WBAN est un réseau sans ﬁl dédié à la surveillance de l’état du corps humain. Dans
ce réseau, des dispositifs électroniques miniatures munis de diﬀérents types de capteurs, ap-
pelés aussi nœuds, sont disposés aux alentours ou à l’intérieur du corps humain. Les nœuds
collectent des données physiologiques comme l’ECG, l’EEG, la tension artérielle, l’EMG,
la respiration (RESP), etc [LBM+11]. Les nœuds peuvent être placés sur les vêtements
(« smart clothes ») sous forme de patch dépendant de l’application et de la technologie
mise en œuvre. Ils peuvent aussi être intégrés dans les assistants numériques personnels ou
« personal digital assistant (PDA) », dans les téléphones (« smart phones »), ou bien dans
les montres (« smart watches »). Dans certains cas, les nœuds peuvent être même placés
dans le corps humain, comme dans le cas des implants.
La surveillance peut se faire soit en temps réel, soit en temps diﬀéré. Dans une sur-
veillance en temps réel, les données recueillies par les nœuds sont transmises en temps réel
vers un centre médical ou un centre de surveillance, où des personnels spécialisés vont faire
les analyses et vont prendre des décisions en fonction de l’état du patient. Pour une sur-
veillance en temps diﬀéré, les données collectées sont sauvegardées localement dans une
mémoire, par exemple dans une carte « secure digital (SD) ». Puis les données peuvent être
analysées ultérieurement.
Le support de communication sans ﬁl apporte deux avantages majeurs par rapport au
ﬁlaire :
a) Il améliore le confort des patients en leur donnant beaucoup plus de mobilité. En eﬀet,
le support ﬁlaire limite les mouvements des patients.
b) Il est moins coûteux.
Par contre en termes de sécurité, il y a beaucoup plus de risques d’attaque avec le
support sans ﬁl. La sécurité est un aspect important puisque les données qui circulent dans
le réseau sont strictement privées et conﬁdentielles.
La première partie de ce chapitre va énumérer les avantages que le WBAN peut ap-
porter ainsi que ses domaines d’applications potentielles. L’architecture du réseau et les
technologies mises en œuvre seront détaillées dans la deuxième partie. La dernière partie
de ce chapitre évoquera les déﬁs majeurs auxquels le WBAN est confronté. Les solutions
proposées pour faire face à ces problèmes y seront aussi présentées.
1.2 Applications
Le WBAN est principalement utilisé dans le domaine de la télémédecine. Les diﬀérents
nœuds déployés aux alentours ou à l’intérieur du corps humain vont permettre aux médecins
de surveiller à distance et en temps réel les états de santé des patients. Les incidents qui
nécessitent une intervention immédiate comme les crises cardiaques et épileptiques peuvent
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être détectés et même évités par la surveillance en permanence des activités du cœur et du
cerveau. Le WBAN apporte beaucoup plus de liberté et de mobilité aux patients. En eﬀet
grâce à la télésurveillance, les personnes atteintes de maladies chroniques ou nécessitant un
suivi de long durée, ne sont pas obligées de séjourner à l’hôpital ou dans un centre médical.
Ces personnes peuvent être domiciliées selon leurs choix et poursuivre leurs activités journa-
lières. Les nœuds vont transmettre régulièrement leurs états de santé vers le centre médical.
La télésurveillance permet ainsi de réduire les frais de santé qui ne cessent d’augmenter, en
particulier le coût d’hospitalisation. Cette hausse des frais médicaux va atteindre les 20 %
en 2020.
Le WBAN apporte aussi une solution face aux problèmes engendrés par le vieillissement
de la population notamment dans les pays développés. Les prévisions faites aux États-Unis
ont montré que d’ici 2025 le nombre de personnes âgées, de 65 à 84 ans, va doubler de
35 à 70 millions. Il n’y aura pas assez de foyers ou maisons de retraite pour accueillir ces
personnes. Grâce à la télésurveillance du WBAN, les personnes âgées ne sont pas obligées
d’habiter dans des foyers ou dans des maisons de retraite. Elles peuvent se loger en toute
tranquillité chez elles. Les nœuds munis de modules de géolocalisation vont transmettre
leurs états de santé et leurs positions vers un centre surveillance. En cas d’anomalie, une
application qui tourne dans ce centre de surveillance va alerter les secours.
Le WBAN est utilisé par les sportifs de haut niveau, aussi bien que les amateurs, pour le
suivi et l’amélioration de leurs performances. Des enregistrements journaliers de leurs para-
mètres physiologiques, comme le battement du cœur, la tension artérielle ou bien la posture,
vont permettre d’adapter correctement les exercices physiques et de rendre les entraînements
plus eﬃcaces. Ces enregistrements vont aussi faciliter la détection et la prévention des bles-
sures. Le WBAN est utilisé dans d’autres domaines à part ceux cités précédemment, par
exemple dans l’armée et dans les milieux hostiles comme les centrales nucléaires, etc.
1.3 Architecture d’un réseau de capteurs sans fil sur le
corps humain
L’architecture typique d’un WBAN est illustrée à la Figure 1.1 [KYBH12]. Le système
est divisé en trois parties en fonction de leurs rôles, à savoir :
a) Les nœuds proprement dits.
b) Le nœud central ou le coordinateur.
c) L’ordinateur de surveillance dans le centre de contrôle.
La transmission des données mesurées par les diﬀérents capteurs intégrés dans les nœuds
s’eﬀectue en deux étapes. Tout d’abord, elles sont transmises vers le nœud central ou le
coordinateur via une liaison sans ﬁl à courte distance. Le fait de transmettre les données à
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EMG
Tension
Arterielle ECG
EEG
Coordinateur
Ordinateur de surveillance
Liaison sans fil courte distance
Liaison sans fil
Re´seau de te´le´phonie mobile (GSM, UMTS)
Internet
Centre me´dical
. . .
Signaux physiologiques
(ECG, EEG, EMG, ...)
Nœuds
(Capteurs)
Wireless (Courte distance)
(ZigBee, Bluetooth, ...)
Coordinateur
(PDA, Smartphone)
Wireless
(Wifi, ...)
GSM
UMTS
Centre de controˆle
Figure 1.1 – Architecture typique d’un réseau de capteurs sans fil sur le corps humain.
courte distance permet d’économiser l’énergie des nœuds. Ensuite, le nœud central retrans-
met les données vers le centre de contrôle. En supposant que le nœud central possède les
ressources nécessaires, notamment en termes d’énergie, pour transmettre les données vers
le centre de contrôle.
À partir du nœud central, l’acheminement des données peut se faire de deux manières
diﬀérentes. Elles peuvent être transmises via une liaison sans ﬁl à longue ou moyenne dis-
tance vers un ordinateur de surveillance local. Puis ce dernier les transmet vers le centre
de contrôle via Internet ou une ligne privée. Ou bien, les données sont transmises directe-
ment vers le centre de contrôle via un réseau mobile comme le « global system for mobile
communications (GSM) », le « general packet radio service (GPRS) », « l’universal mo-
bile telecommunications system (UMTS) » ou le « worldwide interoperability for microwave
access (WiMAX) ».
1.3.1 Les nœuds
i) Différents types de signaux
Les nœuds intègrent un ou plusieurs capteurs qui vont collecter les données utiles à
la surveillance du corps humain. Les capteurs peuvent être groupés en trois catégories
dépendant de la nature du signal à mesurer [HPB+09] :
a) Capteurs physiologiques : ils mesurent les données relatives aux fonctionnements des
organes, des tissus et des cellules du corps humain, comme l’ECG, l’EEG, la température
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Tableau 1.1 – Description de quelques signaux traités dans un réseau de capteurs sans fil sur le
corps humain [PB10].
Signal Description
ECG
Activité électrique générée par le cœur (signal montrant les phases
de contraction et de relaxation des cycles cardiaques)
EEG Activité électrique du cerveau
EMG Courants électriques qui accompagnent l’activité musculaire
Tension artérielle Force exercée par le sang sur la paroi des artères
Glycémie Concentration de glucose dans le sang
Battement du
cœur
Fréquence du cycle cardiaque
du corps, etc. Le Tableau 1.1 donne la description de quelques signaux physiologiques
traités dans un WBAN.
b) Capteurs biocinétiques : ils mesurent les informations en relation avec le mouvement du
corps humain, comme l’accélération, l’angle de rotation des membres, etc.
c) Capteurs ambiants : ils mesurent les informations en rapport avec l’environnement qui
entoure le corps humain, par exemple la lumière, l’humidité, la température, etc.
ii) Architecture d’un nœud
L’architecture des nœuds est semblable à celle d’un système d’acquisition de données
classique. Ces nœuds possèdent en particulier des modules RF qui vont leur permettre de
recevoir des consignes et de transmettre les données provenant de leurs capteurs. Pour être
autonomes, chaque nœud est doté de sa propre batterie. Il est également de plus en plus
courant d’intégrer des circuits de captation d’énergie dans ces nœuds.
Capteurs AFE CAN
Batterie
Gestionnaire
d’e´nergie
µC RF
Figure 1.2 – Architecture typique d’un nœud du réseau.
L’architecture d’un nœud est illustrée à la Figure 1.2 [KY10]. Les signaux bruts prove-
nant des capteurs ont généralement une amplitude faible (voir Tableau 1.2) et sont bruités.
Le module « analog front end (AFE) » eﬀectue l’ampliﬁcation, le ﬁltrage des bruits et le
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Tableau 1.2 – Plage de valeurs et bande de fréquences de quelques signaux physiologiques [KY10].
Signal Plage de valeurs Bande de fréquences [Hz]
ECG 0.5 - 4 mV 0.01 - 250
EEG 3 - 300 µV 0.5 - 60
EMG 10 µV - 15 mV 10 - 5000
Conductance cutanée
ou « galvanic skin
response (GSR) »
30 µS - 3 S 0.03 - 20
Taux de respiration 2 - 50 respirations / min 0.1 - 10
Tension artérielle 10 - 400 mmHg 0 - 50
Température du corps 32 - 40 ◦C 0 - 0.1
multiplexage des signaux bruts issus des capteurs. Ce module joue un rôle important dans
la chaîne car la qualité de l’information, en termes de rapport signal sur bruit, dépend de
lui. Le CAN numérise les signaux pré-conditionnés par l’AFE. Le gestionnaire d’énergie
gère l’énergie du nœud. Le microcontrôleur (µC) coordonne toutes les opérations du nœud.
Il gère le gain de l’ampliﬁcateur et sélectionne les entrées du multiplexeur. C’est le micro-
contrôleur qui cadence la fréquence de conversion du CAN et qui conﬁgure sa résolution.
Il peut aussi eﬀectuer un pré-traitement des signaux numérisés. Il empaquette les données
et les transmet vers le module RF. Pour économiser de l’énergie, le microcontrôleur peut
ordonner le gestionnaire d’énergie de couper l’alimentation de certains modules pendant le
mode veille.
iii) Fréquence d’acquisition et résolution du convertisseur analogique numé-
rique
La fréquence d’acquisition et la résolution du CAN dépendent de la nature du signal
à mesurer. Le Tableau 1.2 rapporte les paramètres de quelques signaux physiologiques
traités dans un WBAN. C’est la bande de fréquence du signal qui ﬁxe la fréquence d’ac-
quisition. En eﬀet, d’après le théorème de Shannon-Nyquist, la fréquence d’acquisition doit
être supérieure ou égale à deux fois la fréquence maximale du signal. En ce qui concerne la
résolution du CAN, c’est la largeur de la plage de valeurs du signal qui la détermine. Pour
minimiser les erreurs introduites durant la phase de quantiﬁcation, plus la plage de valeurs
est large, plus la résolution minimale du CAN doit être grande. Le Tableau 1.3 donne la
résolution ainsi que la fréquence d’acquisition du CAN utilisé pour numériser les signaux
physiologiques présentés précédemment au Tableau 1.2. La fréquence d’acquisition a été
ﬁxée à la fréquence de Nyquist qui est égale à deux fois la fréquence maximale du signal.
La dernière colonne du tableau donne le débit minimal brut pour transmettre les données
numérisées. Il est calculé à partir du nombre de bits de la résolution du CAN et de la
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Tableau 1.3 – Résolution du convertisseur analogique numérique et fréquence d’acquisition de
quelques signaux physiologiques [LBM+11].
Signal
Résolution du
CAN [bit]
Fréquence
d’acquisition
[Hz]
Débit minimal
brut [kbps]
ECG 12 500 6
EEG 12 120 1.44
EMG 16 10000 160
GSR 16 40 0.64
Taux de respiration 8 20 0.16
Tension artérielle 8 100 0.8
Température du corps 8 0.2 0.0016
fréquence d’acquisition.
iv) Emplacement des nœuds et topologie du réseau
Dans un WBAN, pour que les données physiologiques soient correctement mesurées, les
nœuds doivent être placés à des endroits spéciﬁques du corps humain. En eﬀet, un mauvais
emplacement des nœuds peut engendrer une dégradation de la qualité des signaux mesurés.
Pour minimiser les perturbations engendrées par cet emplacement inapproprié, des mesures
doivent être prises tout au début de la conception jusqu’au déploiement des nœuds. La
technologie utilisée pour les mettre en boîte et le type d’électrodes ou de sondes de mesure
doivent être choisis convenablement.
La topologie du réseau régit l’organisation logique de la communication entre les diﬀé-
rents nœuds du réseau. Le choix de la topologie utilisée est important puisque les perfor-
mances globales du réseau, notamment en termes de ﬁabilité et de consommation d’énergie,
en dépendent [UHB+12]. Les topologies point-à-point, en étoile, maillée, en arbre et étoile-
maillée sont les plus utilisées. La Figure 1.3 illustre l’organisation logique des diﬀérentes
topologies.
La topologie point-à-point est la plus simple. Elle peut être mise en place lorsque le
réseau est composé seulement de deux nœuds qui se communiquent directement, comme
illustré à la Figure1.3(a). L’un d’entre eux joue le rôle de passerelle vers l’ordinateur de
contrôle ou le centre de surveillance.
La topologie en étoile est illustrée à la Figure1.3(b). Dans cette topologie, tous les
nœuds communiquent directement avec un nœud central ou coordinateur. Le coordinateur
est la passerelle vers l’ordinateur de contrôle ou le centre de surveillance. Cette topologie
simpliﬁe le routage des paquets qui circulent dans le réseau et permet d’avoir une bande pas-
sante élevée. Cependant le fait d’avoir une seule passerelle crée un seul point de défaillance,
11
Chapitre 1. Réseau de capteurs sans fil sur le corps humain
NœudA NœudB
(a) Topologie point-à-point.
NœudA NœudC NœudB
NœudD NœudE
NœudF NœudG
(b) Topologie en étoile. Le NœudC est le nœud cen-
tral.
NœudA
NœudB NœudC
NœudD
NœudF NœudE
(c) Topologie maillée.
NœudA
NœudB NœudC
NœudDNœudE NœudF NœudG
(d) Topologie en arbre.
Figure 1.3 – Différentes topologies des nœuds.
diminuant ainsi la ﬁabilité du réseau.
Dans une topologie maillée, tous les nœuds se communiquent pair à pair sans hiérarchie
centrale. Les nœuds se présentent comme une structure en forme de ﬁlet et il peut y avoir
plusieurs passerelles vers le réseau extérieur, comme illustré à la Figure1.3(c). En cas de
défaillance, les nœuds peuvent se réorganiser entre eux, augmentant ainsi la ﬁabilité du
réseau. Par contre dans cette topologie, les nœuds doivent implémenter un protocole de
routage avancé, augmentant ainsi leur charge et leur consommation.
La Figure1.3(d) illustre la topologie en arbre. Elle comporte un nœud principal à la
racine de l’arbre. C’est la passerelle vers le réseau extérieur, généralement vers l’ordinateur
de surveillance ou le centre de contrôle. Ce nœud principal est connecté aux nœuds secon-
daires qui se trouvent dans le premier niveau de l’arbre. Chacun de ces nœuds secondaires
est connecté avec certains nœuds du niveau suivant, et ainsi de suite jusqu’au dernier ni-
veau de l’arbre. La transmission des messages se fait par sauts en parcourant l’arbre d’un
niveau à un autre. L’inconvénient majeur de cette topologie est que si un nœud d’un niveau
quelconque est défaillant, les nœuds qui en dépendent sont automatiquement déconnectés
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du réseau. La topologie en étoile-maillée utilise à la fois bien évidemment la structure de la
topologie en étoile et celle de la topologie maillée [BTG+11].
Les fréquences utilisées par les nœuds pour la communication radiofréquence se trouvent
notamment dans les bandes suivantes [CMR+14] :
a) Industriel, scientiﬁque et médical (ISM) : de 2454 à 2483.5 MHz, 100 mW en intérieur
et 10 mW (10 dBm) en extérieur. Cette bande sans licence peut être utilisée pour des
applications industrielles, scientiﬁques, médicales et domestiques.
b) «Medical implant communications service (MICS) » : de 402 à 405 MHz avec une puis-
sance maximale de transmission de 25 µW. Cette bande est spécialement dédiée pour la
communication avec les implants [SSW+05].
c) « Wireless medical telemetry services (WMTS) » : 608 - 614 MHz, 1.395 - 1.4 GHz et
1.427-1.432 GHz. Ces bandes de fréquences sont allouées spéciﬁquement aux États-Unis
pour la transmission de données personnelles relatives à la santé des patients.
Tableau 1.4 – Quelques normes utilisées pour la communication radiofréquence [PB10].
Norme Distance
Débit
maximal
Consomma-
tion
Bande de
fréquence
ZigBee 10 - 75 m
20 kpbs
40 kpbs
250 kbps
30 mW
868 MHz
915 MHz
2.4 GHz
Bluetooth 10 - 100 m 1 - 3 Mpbs 2.5 - 100 mW 2.4 GHz
Wiﬁ 200 m 54 Mpbs 1 W 2.4 GHz
Les normes radiofréquences couramment utilisées dans un WBAN sont le Bluetooth
(IEEE 802.15.1), le ZigBee (IEEE 802.15.4) et le Wiﬁ (IEEE 802.11g). Le Tableau 1.4
donne quelques caractéristiques de ces normes. La colonne consommation du tableau se
réfère à la puissance maximale consommée lorsque de la transmission ou de la réception de
messages. Parmi ces normes, le ZigBee a le plus faible débit. Par conséquent, il a une faible
consommation d’énergie. Le Bluetooth permet d’avoir un bon rapport débit-consommation.
Le Wiﬁ consomme le plus, mais il oﬀre un très haut débit.
Le ZigBee [Zig] permet d’avoir un réseau ayant une topologie en étoile, arbre ou bien
maillée. Il est conçu pour fonctionner dans trois bandes de fréquences diﬀérentes dépendant
de l’emplacement géographique :
a) 915 Mhz aux États-Unis, avec 10 canaux de 40 kbps chacun.
b) 868 Mhz en Europe, avec un seul canal de 20 kbps.
c) 2.4 GHz indépendamment de l’emplacement géographique, avec 16 canaux de 250 kbps
chacun.
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Pour authentiﬁer les messages et garantir ainsi leur intégrité et leur conﬁdentialité, le Zig-
Bee utilise un algorithme standard de chiﬀrement avancé (« advanced encryption standard
(AES) » ) avec une clé de 128-bit.
Le Bluetooth [Blu] fonctionne dans la bande de fréquence de 2.4 GHz (ISM). Il utilise
une technique de saut de fréquence sur 76 canaux avec un débit maximal pouvant atteindre
3 Mbps. Cette technique lui permet de lutter contre les interférences et lui donne une
forte immunité au bruit. Pour assurer la sécurité du réseau et garder la conﬁdentialité des
messages transmis, le Bluetooth utilise aussi un algorithme AES avec une clé de 128-bit. Les
dispositifs qui partagent le même canal forment un groupe appelé « piconet ». Il peut y avoir
autant de « piconets » que de canaux. Mais un « piconet » peut contenir au maximum huit
dispositifs avec un seul maître et sept esclaves formant une topologie en étoile [SBTL05].
Le débit maximal est un paramètre important parce qu’il limite le nombre de nœuds du
réseau. Par exemple, dans le cas d’un réseau en étoile composé d’un coordinateur et de deux
nœuds munis de capteurs EMG nécessitant chacun un débit minimal de 160 kbps, il faut
que le réseau ait un débit minimal de 320 kbps, pour que les nœuds puissent transmettre
leurs données. Même si le ZigBee permet d’économiser de l’énergie, il n’est pas adapté pour
ce type de réseau parce que son débit maximal est en dessous de la valeur minimale requise.
Alors, il faut utiliser soit le Bluetooth, soit le Wiﬁ, soit une autre norme qui permet d’avoir
un débit supérieur à 320 kbps.
v) Consommation d’énergie dans un nœud
Pour assurer le confort et éviter tout encombrement de la personne, les nœuds devraient
avoir une dimension assez petite et un poids négligeable. Les avancées technologiques ac-
tuelles, en particulier dans le domaine de la microélectronique, ont permis de faire face à ces
exigences. Mais l’inconvénient majeur de la miniaturisation est la diminution de la taille de
la batterie. En eﬀet, elle est directement proportionnelle à la dimension des nœuds [PB10].
L’autonomie ou la durée de vie d’un nœud est déﬁnie comme la durée entre l’instant où
il est mis sous tension jusqu’à ce qu’il s’éteigne automatiquement sans interruption, à cause
d’un manque d’énergie dû à l’épuisement de sa batterie. Les nœuds devraient être conçus
pour avoir une autonomie allant de plusieurs semaines à quelques années, comme le cas des
implants. Par exemple, un nœud qui surveille le taux de glycémie d’une personne nécessite
une autonomie d’au moins cinq ans [LBM+11]. Le facteur principal qui limite l’autonomie
des nœuds est la consommation d’énergie des diﬀérents modules qui les composent.
La consommation d’énergie dans un nœud se répartit sur les trois principales parties
suivantes :
a) Mesure et instrumentation qui regroupe les capteurs et le module AFE.
b) Traitement de données incluant le CAN et le microcontrôleur.
c) Transmission radiofréquence.
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Tableau 1.5 – Distribution de la consommation typique d’énergie dans un nœud [GAD+14].
Mesure et ins-
trumentation
Traitement de
données
Transmission
radiofréquence
Consommation d’énergie [%] 2 25 73
Le Tableau 1.5 rapporte la distribution de la consommation typique d’énergie dans
un nœud [GAD+14]. Celle de la partie mesure et instrumentation est presque négligeable.
La partie traitement de données consomme à peu près le quart de l’énergie disponible. Ce
tableau montre que c’est la partie transmission radio qui consomme le plus d’énergie dans
un nœud.
Bien que le Tableau 1.5 donne la consommation typique d’énergie dans un nœud,
en réalité elle dépend du débit des données à traiter, des composants utilisés et de la
norme radiofréquence mise en œuvre. La Figure 1.4 rapporte la consommation d’énergie
moyenne de quelques microcontrôleurs et modules radiofréquences couramment utilisés dans
un WBAN en fonction du débit des données [HPB+09].
Figure 1.4 – Consommation d’énergie moyenne de quelques microcontrôleurs et modules radio-
fréquences en fonction du débit des données [HPB+09].
Cette ﬁgure montre que, pour un débit donné, les modules radiofréquences consomment
toujours en moyenne beaucoup plus d’énergie que les microcontrôleurs. Elle montre aussi
que, dans tous les cas, la consommation d’énergie moyenne augmente en fonction du débit
des données. Réduire le débit en compressant les données diminue la consommation moyenne
du module radiofréquence mais peut éventuellement augmenter celle du microcontrôleur.
En eﬀet, implémenter un algorithme de compression dans le microcontrôleur augmente à
la fois sa charge et sa consommation d’énergie. Le choix du microcontrôleur dépend de la
complexité de l’algorithme de compression mis en œuvre.
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1.3.2 Le nœud central ou coordinateur
Le coordinateur rassemble les données provenant des diﬀérents nœuds et les transmet
vers un centre de surveillance local ou distant. En plus de son rôle de passerelle vers les
infrastructures de haut niveau, le coordinateur peut aussi avoir ses propres capteurs. Du
point de vue des patients, le coordinateur permet de recevoir les informations provenant du
centre de surveillance concernant leurs états de santé.
Le coordinateur n’est pas soumis aux mêmes contraintes que les nœuds en termes d’éner-
gie disponible et de puissance de calcul. En eﬀet, le coordinateur peut avoir une dimension
beaucoup plus grande par rapport aux nœuds. Il a assez d’espace pour embarquer une bat-
terie de plus grande capacité, suﬃsante pour faire tourner un microcontrôleur ayant une
puissance de calcul élevée. Le coordinateur peut être un dispositif dédié, un PDA ou bien
un smartphone [BWTJ11, WKC+12].
1.4 Discussion
Les sections précédentes ont permis d’identiﬁer les exigences et les conditions à remplir
pour qu’un WBAN puisse être utilisé dans la télémédecine et la télésurveillance. Elles
incluent principalement l’autonomie et la capacité du réseau (le nombre maximal de nœuds),
la sécurité et la conﬁdentialité des données, et la ﬁabilité des nœuds et du système global.
Il est essentiel d’assurer la sécurité et la conﬁdentialité des données des patients puis-
qu’elles sont accessibles et partagées par plusieurs entités à savoir les personnels soignants,
les chercheurs et les administrateurs du réseau. Li et al. [LLR10] et Al Ameen et al. [AALK12]
ont fait une étude sur les diﬀérents problèmes rencontrés dans un WBAN en termes de sé-
curité et de conﬁdentialité. Les solutions proposées pour faire face à ces problèmes ont été
présentées. Les aspects pratiques des solutions ont été aussi analysés.
Remplacer ou charger régulièrement la batterie des nœuds peut entrainer une gêne vis-
à-vis des utilisateurs ou des patients. Particulièrement pour les nœuds implantés dans le
corps humain, le remplacement de la batterie est très diﬃcile. Pour résoudre le problème
d’autonomie du réseau, deux solutions complémentaires peuvent être utilisées.
La première solution consiste à diminuer la consommation d’énergie des nœuds.
La deuxième solution est le captage d’énergie pour recharger la batterie des nœuds.
Diﬀérentes sources d’énergie peuvent être utilisées à savoir la lumière, la vibration, le son,
l’onde électromagnétique et la chaleur. Xu et al. [XSG+14] ont fait une étude généralisée
sur le captage d’énergie dans un WBAN. Les avantages et les inconvénients des diﬀérentes
sources ainsi que la quantité d’énergie moyenne qu’elles peuvent fournir ont été évalués.
Hoang et al. [HTCP09] ont utilisé un générateur thermoélectrique (« thermoelectric genera-
tor (TEG) ») pour transformer la chaleur du corps humain en signal électrique. La méthode
proposée a été utilisée pour augmenter l’autonomie d’un nœud qui détecte les chutes à base
d’accéléromètre. Leurs expérimentations ont montré que pour un gradient de température
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de 15 ◦C, le générateur thermoélectrique a pu fournir une énergie de 520 µW. Liberale et
al. [LDB14] ont proposé une solution à base de cellules photovoltaïques de façon à trans-
former la lumière en signal électrique pour alimenter les nœuds d’un WBAN. Le système
proposé est totalement autonome parce qu’aucune batterie n’est nécessaire au démarrage.
Il est opérationnel même dans un environnement intérieur où l’intensité lumineuse est assez
faible, aux alentours de 500 lx.
Pour diminuer la consommation des nœuds, la solution la plus évidente consiste à uti-
liser seulement des composants électroniques optimisés pour consommer des courants très
faibles. Il faut aussi bien étudier et concevoir le fonctionnement du nœud pour que les com-
posants inactifs soient mis hors tension ou bien mis en mode veille, en particulier le module
radiofréquence. En eﬀet, la partie communication radiofréquence est la plus énergivore. À
peu près 73 % de l’énergie disponible est utilisée par le nœud pour transmettre ou bien rece-
voir des données. La couche contrôle d’accès radio ou contrôle d’accès au support (« media
access control (MAC) ») du protocole de communication est un facteur important à tenir
en compte pour gérer la consommation du module radiofréquence. La couche MAC assure
deux fonctions principales :
a) Éviter les collisions pendant l’accès au support de communication partagé.
b) Empêcher les transmissions simultanées tout en préservant un débit maximal avec un
délai d’attente court et une communication ﬁable.
Gopalan et al. [GP11] ont présenté une étude généralisée sur les diﬀérents protocoles MAC
à haute eﬃcacité énergétique dans un WBAN. Les principaux critères qu’un bon proto-
cole MAC devrait satisfaire ont été identiﬁés suivi d’une étude comparative des diﬀérentes
solutions proposées. Récemment, Jing et al. [JMBW15] ont suggéré un protocole MAC à
eﬃcacité énergétique appelé «Quasi-Sleep-Preempt-Supported (QS-PS) ». Le protocole pro-
posé est basé sur une technique d’accès multiple à répartition dans le temps (« time division
multiple access (TDMA) »).
Pour augmenter la capacité du réseau, il faut compresser les données recueillies par
les capteurs avant de les transmettre vers le centre de contrôle. Le fait de compresser les
données sollicite moins le module radiofréquence et permet de diminuer en même temps sa
consommation. La méthode de compression mise en œuvre doit être facile à implémenter
puisque dans un nœud les ressources disponibles en termes de calcul et de mémoire sont
très limitées.
Typiquement, les signaux provenant des capteurs sont échantillonnés et numérisés à
la fréquence de Nyquist par un CAN. Puis, le microcontrôleur applique un algorithme de
compression sur les données numérisées. Finalement, le module radiofréquence transmet les
données compressées vers le centre de contrôle. Cette approche n’est pas adaptée pour un
WBAN parce qu’elle nécessite un calcul assez intense et entraîne une augmentation de la
consommation d’énergie des nœuds [FW14]. Récemment, une solution alternative consiste à
utiliser la technique d’AC (« compressed sensing »). Elle a été introduite dans le traitement
17
Chapitre 1. Réseau de capteurs sans fil sur le corps humain
du signal par Donoho [Don06] et Candès et al. [CRT06]. L’AC est adaptée pour compresser
et reconstruire des signaux dits compressibles, c’est-à-dire ceux qui ont des représentations
parcimonieuses par rapport à certaines bases ou domaines. Au lieu d’échantillonner et nu-
mériser les signaux compressibles à la fréquence de Nyquist puis d’appliquer un algorithme
de compression, l’AC les capture directement à une fréquence en dessous de celle de Ny-
quist sous forme compressée. En revanche, contrairement à la phase de mesure, la phase
de reconstruction de l’AC nécessite un calcul assez intense. La complexité de la phase de
mesure est déportée vers la phase de reconstruction [CCS10].
L’AC a été largement utilisée pour optimiser la phase de mesure de nombreuses applica-
tions. Surtout dans des applications soumises à de fortes contraintes en termes d’énergie et
de calcul, comme le cas du WBAN. En eﬀet, la plupart des signaux physiologiques traités
dans un WBAN sont compressibles. C’est-à-dire qu’ils ont des représentations parcimo-
nieuses par rapport à certaines bases [BRK12]. La phase de mesure de l’AC va en même
temps faciliter l’acquisition des données et diminuer la consommation d’énergie des nœuds.
Même si la phase de reconstruction de l’AC est complexe, elle va être exécutée soit sur le
coordinateur, soit sur l’ordinateur de surveillance. C’est avantageux puisque, par rapport
aux nœuds, ils sont soumis à des contraintes moins fortes en termes d’énergie et de calcul.
Dans la compression de signaux ECG, Mamaghanian et al. [MKAV11] ont comparé les
performances de l’AC en termes de compression et de consommation d’énergie par rapport
à une méthode à base d’ondelettes. Leurs résultats ont montré que, malgré le fait que l’AC
est moins performante en termes de qualité de reconstruction, elle est plus facile à mettre
en œuvre et est beaucoup plus eﬃcace du point de vue de la consommation d’énergie. En
eﬀet, l’AC a augmenté l’autonomie des nœuds de 37.1 % par rapport à la méthode à base
d’ondelettes.
De plus, la simplicité de l’AC leur a permis de faire une acquisition en temps réel des
signaux ECG. De même, une étude faite par Fauvel et al. [FW14] dans la compression de
signaux EEG a montré que, pour un même facteur de compression, l’AC a diminué de cinq
à huit fois la consommation d’énergie des nœuds par rapport à une méthode classique à
base d’ondelettes (JPEG2000). Par contre, en termes de qualité de reconstruction, la mé-
thode à base d’ondelettes est plus eﬃcace. En particulier, lorsque le facteur de compression
est élevé. Pour mettre en évidence la simplicité de l’AC et son eﬃcacité énergétique, Liu
et al. [LZX+14] ont implémenté dans un « field-programmable gate array (FPGA) » une
méthode à base de l’AC et une autre à base d’ondelettes. L’utilisation des ressources du
FPGA a montré que la méthode à base de l’AC est plus simple. De plus, elle consomme
seulement 23.7 % de l’énergie totale consommée par la méthode à base d’ondelettes.
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1.5 Conclusion
Le suivi en temps réel des paramètres physiologiques d’une personne par le biais du
WBAN a facilité la mise en place de la télémédecine. Le WBAN va aussi permettre l’assis-
tance à domicile des personnes âgées ou à mobilité réduite, grâce à la télésurveillance, et
apporte une solution aux problèmes engendrés par le vieillissement de la population. Les ap-
plications du WBAN ne se limitent pas seulement à la télémédecine et la télésurveillance. Il
peut apporter des solutions pour promouvoir le bon fonctionnement de nombreux domaines,
à savoir la défense, le sport, etc.
Ce chapitre a présenté l’architecture et le principe de fonctionnement du WBAN, ainsi
que les technologies mises en œuvre. Malgré le fait que le WBAN est une solution promet-
teuse, des problèmes restent encore à résoudre, principalement l’autonomie des nœuds. Trois
solutions complémentaires ont été proposées pour faire face à ce problème : (i) le captage
d’énergie, (ii) l’utilisation de protocole radio basse consommation et (iii) la compression de
données. En eﬀet, c’est la partie transmission radio qui consomme le plus d’énergie. Les
études faites ont montré que les méthodes classiques de compression ne sont pas adaptées
pour le WBAN parce qu’elles nécessitent un calcul assez complexe entraînant une aug-
mentation de la consommation d’énergie des nœuds. Récemment, une solution alternative
consiste à utiliser l’acquisition comprimée (AC). L’AC facilite l’acquisition et la compression
de données au niveau des nœuds en déportant la complexité vers la phase de reconstruction.
Contrairement aux nœuds, le centre de contrôle est moins contraignant et a les ressources
nécessaires pour eﬀectuer cette phase de reconstruction.
Le chapitre suivant va présenter le principe de base de l’AC. Les phases d’acquisition et
de reconstruction d’un signal avec l’AC seront détaillées.
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2.1 Introduction
Pour numériser un signal analogique à bande limitée, l’approche conventionnelle consiste
à utiliser le théorème de Shannon-Nyquist : pour éviter toute perte d’information, le signal
devrait être échantillonné à une fréquence supérieure ou égale au double de la fréquence
maximale présente dans le signal. Si cette fréquence maximale est égale à fmax, alors la
fréquence d’échantillonnage fe devrait être supérieure ou égale à 2 fmax, c’est-à-dire fe ≥
2 fmax. Cette fréquence minimale d’échantillonnage est appelée fréquence de Nyquist (fN),
fN = 2 fmax. Ce théorème est utilisé dans les systèmes d’acquisition numérique comme les
appareils photos et les caméscopes.
Pour certaines applications, comme le radar et les communications à large bande, l’appli-
cation de ce théorème aboutit à des fréquences d’échantillonnage qui sont presque au-delà
de la limite des capacités physiques des convertisseurs analogique-numérique [LKD+07].
Pour d’autres applications, comme le cas du WBAN, même si elles ne sont pas directement
confrontées à ce problème puisque la fréquence de Nyquist des signaux à mesurer n’est pas
aussi élevée, les données numérisées devraient être compressées pour économiser l’énergie,
la bande passante du support de transmission et la mémoire de stockage.
Pour contourner ce problème, Donoho [Don06] et Candès et al. [CRT06] ont introduit
l’AC dans le traitement du signal. En plus de l’hypothèse que le signal est à bande limitée,
dans la plupart des cas, le signal à mesurer peut avoir une représentation parcimonieuse
dans un domaine particulier. L’AC exploite cette information additionnelle pour capturer
le signal à une fréquence en dessous de celle de Nyquist directement sous forme compressée
et sans perte d’information. Pour rendre cela possible, l’AC s’appuie sur deux principes :
la parcimonie et l’incohérence [CW08].
La suite de ce chapitre est organisée en deux parties. La première présentera l’aspect
théorique de l’AC où le principe de base de l’AC sera détaillé. La seconde partie se focali-
sera sur le côté pratique. La chaîne d’acquisition de données avec l’AC sera étudiée et les
diﬀérents encodeurs proposés dans la littérature seront présentés.
2.2 Parcimonie
Un signal est dit parcimonieux ou creux s’il contient seulement quelques éléments signi-
ﬁcatifs ou non nuls. Dans le cas d’un signal représenté par un vecteur à dimension ﬁnie et à
valeurs discrètes x ∈ RN , il est dit parcimonieux si sa norme l0 (1) est égale à K, ‖x‖0 = K,
et K ≪ N .
Un signal qui n’est pas parcimonieux dans le domaine temporel peut avoir une repré-
sentation parcimonieuse par rapport à un autre domaine Ψ ∈ RN×N . Un signal x a une
(1). La norme l0 d’un vecteur est définie par : ‖x‖0 = #{i : xi 6= 0}. Le symbole # représente le cardinal
d’un ensemble quelconque. Ce n’est pas vraiment une norme puisque ‖k x‖0 6= k ‖x‖0, pour tout k ∈ R.
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représentation parcimonieuse par rapport à un domaine Ψ ∈ RN×N si sa transformée
α ∈ RN = Ψx est parcimonieuse, c’est-à-dire ‖α‖0 = K et K ≪ N . Le degré de parcimonie
ρ d’un signal x par est déﬁni comme suit :
ρ =
K
N (2.1)
où K et N représentent respectivement le nombre d’éléments non nuls et la dimension
de x. Il permet de mesurer le degré de compressibilité : plus ρ est faible, plus le signal est
compressible. Dépendant de la nature du signal, plusieurs domaines peuvent être utilisés
comme le Fourier, la transformée en cosinus discrète (DCT), ou bien les transformées en
ondelettes discrètes (discrete wavelet transform (DWT)).
La parcimonie n’est pas seulement une propriété exploitée par l’AC, elle est utilisée
par plusieurs algorithmes de compression notamment par les codages par transforma-
tion [BDE09].
2.3 Acquisition et reconstruction d’un signal avec l’ac-
quisition comprimée
La Figure 2.1 illustre les phases d’acquisition et de reconstruction de l’AC. Le signal
d’entrée x ∈ RN est supposé parcimonieux dans un domaine ou une base Ψ, c’est-à-dire,
x = Ψα, ‖α‖0 = K et K ≪ N . Le vecteur y ∈ RM représente le résultat de la phase
d’acquisition, avec K <M < N . La première étape de la phase de reconstruction donne le
vecteur α˜ ∈ RN . C’est une approximation de la transformée du signal dans le domaine Ψ. Le
vecteur x˜ ∈ RN , résultant de la deuxième étape de la phase de reconstruction, représente
une approximation du signal x. En particulier, lorsque le signal est parcimonieux dans
le domaine temporel où Ψ = I, la première étape de la phase de reconstruction donne
directement une approximation x˜ du signal parcimonieux x.
y
1
•
•
•
yM
Φ
M×N
x1
•
•
•
xN
Acquisitionx y
Trouver la solution
la plus parcimonieuse
min
α˜
‖α˜‖0
tel que ΦΨα˜ = y
α˜ Reconstruction
x˜1
•
•
•
x˜N
Ψ
N ×N
α1
•
•
•
αN
x˜
Figure 2.1 – Acquisition et reconstruction d’un signal avec l’acquisition comprimée.
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2.3.1 Phase d’acquisition
Le signal parcimonieux x est directement capturé sous un format compressé à une
fréquence en dessous de celle de Nyquist, durant une phase appelée phase de mesure ou
d’acquisition. Le signal est multiplié par une matrice rectangulaire Φ ∈ RM×N , avecM <
N :
y = Φx (2.2)
Le vecteur résultant y est appelé vecteur de mesure. La matrice Φ ∈ RM×N est appelée
matrice de mesure. Puisque le signal a une représentation parcimonieuse dans un domaine
ou une base Ψ ∈ RN×N , l’équation (2.2) devient :
y = Aα (2.3)
où A = ΦΨ ∈ RM×N et α ∈ RN est la transformée de x dans le domaine Ψ, avec
‖α‖0 = K et K ≪ N .
Tout au long de ce manuscrit, le signal sera supposé non parcimonieux dans le domaine
temporel mais a une représentation parcimonieuse dans un domaine Ψ particulier. Dans le
cas contraire, Ψ est une matrice identité, Ψ = I.
En tenant compte de la présence de bruit additif pendant la phase d’acquisition, l’équa-
tion (2.3) devient :
y = Aα + ε (2.4)
où ε ∈ RM est un vecteur représentant le bruit. Dans la plupart des cas, il est considéré
comme étant un bruit blanc gaussien avec une moyenne nulle et une variance σ2, N (0,σ2),
et que son amplitude est bornée ‖ε‖2 ≤ b (2) [CW11].
2.3.2 Phase de reconstruction
Le signal original est reconstruit à partir du vecteur de mesure y, la matrice de mesure
Φ et celle du domaine Ψ durant une phase appelée phase de reconstruction. Elle se fait en
deux étapes :
a) La première étape consiste à trouver le vecteur α˜ correspondant à la solution de l’équa-
tion (2.3) ou (2.4).
b) Une fois α˜ obtenu, la dernière étape reconstruit le signal x˜ = Ψα˜.
Puisque la matrice A ∈ RM×N est rectangulaire, M < N , il existe une inﬁnité de
vecteurs α satisfaisant l’équation (2.3) ou (2.4). Mais en tenant compte de l’hypothèse que
(2). La norme l2 d’un vecteur x ∈ RN est définie par : ‖x‖2 =
√
N∑
i=1
x2
i
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α est parcimonieux dans le domaine Ψ, le problème consiste à résoudre la minimisation
suivante :
min
α˜
‖α˜‖0 tel que Aα˜ = y (2.5)
En prenant compte du bruit additif, l’équation (2.5) devient :
min
α˜
‖α˜‖0 tel que ‖y –Aα˜‖2 ≤ b (2.6)
où b = ‖ε‖2 est l’amplitude du bruit.
2.3.3 Discussion
Deux questions fondamentales se posent ainsi avec l’AC :
a) Est-ce que n’importe quelle matrice peut être utilisée pendant la phase de mesure ?
Autrement dit, quelles sont les critères que la matrice de mesure Φ devrait satisfaire ?
b) Comment reconstruire eﬃcacement le signal original à partir de y, Φ et Ψ ? Quel est
le nombre minimal de mesures M nécessaires pour reconstruire correctement le signal
original ?
2.4 Matrices de mesure
La matrice de mesure doit être conçue pour que la phase d’acquisition de l’AC n’altère
pas l’information contenue dans le signal [Bar07]. D’une part, elle doit permettre d’identiﬁer
l’unique signal x à partir du vecteur de mesure y [DE11]. D’autre part, elle doit être conçue
pour assurer la reconstruction du signal parcimonieux. Pour répondre à ces exigences, la
matrice de mesure doit remplir certaines conditions [MMT14]. Les paragraphes suivantes
présenteront les critères couramment utilisés dans la littérature.
2.4.1 Propriétés
i) Condition d’unicité
Pour garantir que deux signaux distincts α1 et α2 (α1 6= α2) engendrent deux vecteurs
de mesure diﬀérents y1 = Aα1 et y2 = Aα2 (y1 6= y2), Donoho et al. [DE03] ont établi le
théorème suivant :
Théorème 1 (Condition d’unicité [DE03]). Lorsque
K < 1
2
spark(A) (2.7)
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, alors pour chaque vecteur de mesure y ∈ RN il existe au plus un signal parcimonieux
α, avec ‖α‖0 = K, tel que y = Aα.
Par déﬁnition, le spark(A) d’une matrice A est égal au plus petit nombre de colonnes
de A qui sont linéairement dépendantes. Puisque la valeur de spark(A) varie entre 2 et
(M+1), alors il faut queM > 2K. Bien que ce théorème soit important puisqu’il garantit
l’unicité de la représentation d’un vecteur parcimonieux, il est diﬃcile à évaluer pour une
matrice A donnée.
ii) Restricted isometry property
Une matrice A satisfait le « restricted isometry property (RIP) » d’ordre K si la plus
petite constante δK, 0 < δK < 1 appelée « restricted isometry constant (RIC) » , vériﬁant
la condition suivante existe [CT05] :
(1 – δK)‖α‖22 ≤ ‖Aα‖22 ≤ (1 + δK)‖α‖22 (2.8)
pour tout vecteur parcimonieux α, tel que ‖α‖0 = K. Le RIP permet de vériﬁer si la
matrice de mesure A est proche d’une isométrie, c’est-à-dire si elle préserve la distance
entre deux vecteurs de mesure. Autrement dit, si la matrice de mesure satisfait le RIP,
alors la distance entre deux vecteurs de mesure y1 = Aα1 et y2 = Aα2 est proportionnelle
à la distance entre α1 et α2. Le RIP est une propriété importante qui permet de garantir
la reconstruction du signal. Cependant, il est diﬃcile de vériﬁer si une matrice satisfait ou
non le RIP [BDMS13].
iii) Cohérence
Une autre propriété utilisée dans la littérature est la cohérence. Elle est plus facile à
évaluer par rapport aux deux propriétés présentées précédemment. C’est l’avantage majeur
de la cohérence. La cohérence µ(A) d’une matrice A est égale à la plus grande valeur
absolue du produit scalaire entre deux vecteurs colonnes distincts de A [BHEE10] :
µ(A) = max
i6=j
∣∣〈ai, aj〉∣∣
‖ai‖2‖aj‖2
(2.9)
où ai et aj sont les colonnes de la matrice A
(3). La cohérence permet de mesurer la corré-
lation maximale entre les diﬀérents vecteurs colonnes d’une matrice. Welch a démontré que
pour une matrice A donnée [Wel74, LZB13] :
√
N –M
M(N – 1) ≤ µ(A) ≤ 1 (2.10)
(3). Le produit scalaire de deux vecteurs x1 ∈ RN et x2 ∈ RN est noté par 〈x1,x2〉 : 〈x1,x2〉 =
N∑
i=1
x1ix2i
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La borne inférieure de µ est appelée la limite de Welch. Lorsque M≪ N , cette borne
inférieure tend vers 1√M . Une matrice A est dite incohérente lorsque la valeur de µ(A) tend
vers cette limite de Welch.
Condition d’unicité en fonction de la cohérence
La borne inférieure du spark(A) d’une matrice A peut être exprimée en fonction de
µ(A) [Tro04] :
spark(A) ≥ 1 + 1
µ(A)
(2.11)
La condition d’unicité peut être exprimée en fonction de la cohérence. En combinant les
équations (2.7) et (2.11), lorsque la relation suivante est satisfaite :
K < 1
2
(
1 +
1
µ(A)
)
(2.12)
alors pour un vecteur de mesure y ∈ RN , il existe au plus un signal α tel que y =
Aα [DE11].
Ces équations montrent que la matrice de mesure A doit avoir une faible cohérence.
En eﬀet, une faible valeur de la cohérence µ augmente la borne supérieure de K. Pour
minimiser la valeur de µ, il faut que les vecteurs colonnes de A soient les plus orthogonaux
possibles [ZMRE11].
Restricted isometry property en fonction de la cohérence
Cai et al. [CXZ09] ont démontré que la borne supérieure du RIP peut être exprimée en
fonction de la cohérence. Si une matrice A a une cohérence µ(A) alors elle satisfait le RIP
avec une constante δK telle que :
δK ≤ (K – 1)µ(A) (2.13)
Cette équation montre que lorsqu’une matrice a une faible cohérence, cela implique
qu’elle satisfait le RIP [CW11]. Puisque le RIP est diﬃcile à évaluer, dans la pratique il est
remplacé par la cohérence [MKAV11].
La cohérence mutuelle
La notion de cohérence peut être étendue pour une paire de bases. La cohérence mutuelle
entre Φ et Ψ est déﬁnie comme suit [CR07] :
µ(Φ,Ψ) =
√
N max
i,j
∣∣∣〈φi,ψj〉∣∣∣
‖φi‖2‖ψj‖2
(2.14)
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où φi et ψj représentent respectivement les vecteurs lignes de Φ et les vecteurs colonnes
de Ψ. Elle mesure la corrélation maximale entre les vecteurs lignes de Φ et les vecteurs
colonnes de Ψ. La plage de valeurs de la cohérence mutuelle est [CW08] :
1 ≤ µ(Φ,Ψ) ≤
√
N (2.15)
2.4.2 Exemples de matrices de mesure
Au début, les études faites ont démontré que lorsque les matrices de mesure sont
construites aléatoirement, ces conditions peuvent être remplies avec une forte probabi-
lité [CT06]. En particulier, lorsque les éléments de la matrice de mesure A ∈ RM×N sont
générés à partir :
a) d’un processus gaussien identique et indépendamment distribué (i.i.d) avec une moyenne
nulle et une variance 1/M : N (0, 1/M) ;
b) d’un processus aléatoire équiprobable prenant des valeurs ±1/√M ;
Récemment, des matrices déterministes ont été proposées pour faciliter l’implémenta-
tion. Elles ont été conçues spécialement pour avoir une faible cohérence [LZB13, MMT14,
LG14].
2.5 Algorithmes de reconstruction
La résolution des équations (2.5) et (2.6) nécessite une recherche exhaustive de la so-
lution la plus parcimonieuse α˜ et est très complexe à mettre en œuvre [CT05]. Plusieurs
méthodes ont été proposées dans la littérature pour contourner ce problème. Principale-
ment, elles peuvent être catégorisées en trois groupes [SW12] :
a) Relaxation convexe, par exemple la poursuite de base ou « basis pursuit (BP) » [CDS98].
b) Poursuite gloutonne, par exemple la poursuite adaptative ou «matching pursuit (MP) »
[MZ93] et son extension appelée poursuite adaptative orthogonale ou OMP [PRK93].
c) Inférence bayésienne (« bayesian inference »), comme le « sparse bayesian learning » [WR04].
2.5.1 Relaxation convexe
Pour contourner la complexité liée à la norme l0 , les méthodes basées sur la relaxation
convexe, comme le BP, relaxent le problème en remplaçant la norme l0 par une norme l1 (4)
et utilisent des solveurs convexes pour le résoudre [CDS98] :
min
α˜
‖α˜‖1 tel que Aα˜ = y (2.16)
(4). La norme l1 d’un vecteur x ∈ RN est définie par : ‖x‖1 =
N∑
i=1
|xi|
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Lorsque la matrice A remplit certains critères, BP peut trouver l’unique solution la plus
parcimonieuse α˜ avec une forte probabilité. En tenant compte du bruit additif, le problème
formulé par l’équation (2.16) devient [DET06] :
min
α˜
‖α˜‖1 tel que ‖y –Aα˜‖2 ≤ b (2.17)
Dans la littérature, cette méthode est appelée « basis pursuit with inequality constraints
(BPIC) ». Une autre variante de cette méthode, appelée « basis pursuit denoising (BPDN) »,
consiste à reformuler le problème comme suit [BHEE10] :
min
α˜
1
2
‖y –Aα˜‖22 + λ‖α˜‖1 (2.18)
2.5.2 Poursuite gloutonne
Ce sont des méthodes itératives et généralement faciles à mettre en œuvre. A chaque
itération, elles sélectionnent une ou plusieurs colonnes de la matrice A en fonction de sa
corrélation avec le vecteur de mesure y. Puis, elles calculent une approximation du signal
et mettent à jour le résiduel qui sera utilisé dans la prochaine itération.
Les algorithmes gloutons se distinguent notamment par la méthode de sélection des
colonnes de la matrice A et sur la façon dont le résiduel est mis à jour [SC12, BD07, DB08].
2.5.3 Relaxation convexe vs. poursuite gloutonne
D’après la littérature, les algorithmes gloutons sont faciles à implémenter et potentiel-
lement rapides par rapport à ceux basés sur la relaxation convexe [KR08, TG07, CC13].
Par contre, ces derniers nécessitent moins d’échantillons pour pouvoir reconstruire le signal
original [DGNT08].
2.5.4 Quelques algorithmes gloutons
Lorsque la matrice de mesure A est une base orthogonale, il est possible de reconstruire
une approximation du signal en sélectionnant une par une les colonnes de A ayant une
corrélation maximale avec le résiduel. La poursuite adaptative (MP) [MZ93] est la version
la plus simple des algorithmes gloutons.
i) Poursuite adaptative
La MP commence par initialiser le résiduel r avec le vecteur de mesure y. Elle initialise
aussi l’approximation du signal α˜ par un vecteur nul, comme suit [Tro04] :
r0 ← y et α˜ ← 0 (2.19)
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A chaque itération k, la MP sélectionne une colonne de la matrice A ayant une corré-
lation maximale avec le résiduel :
λk = argmax |〈rk–1, ai〉| (2.20)
où :
• λk est l’indice de la colonne sélectionnée.
• rk–1 est le résiduel de l’itération précédente.
• ai∈{1,N} représente les colonnes de la matrice A.
Ensuite, la MP calcule une nouvelle approximation du signal et met à jour le résiduel :
α˜k = α˜k–1 +
〈
rk–1, aλk
〉
aλk (2.21)
rk = rk–1 –
〈
rk–1, aλk
〉
aλk (2.22)
où :
• α˜k–1 représente l’approximation du signal obtenue durant l’itération précédente.
• aλk est la colonne de la matrice A sélectionnée.
Le résiduel peut aussi être exprimé en fonction de l’approximation du signal α˜k et du
vecteur de mesure y :
rk = y – α˜k (2.23)
L’itération s’arrête lorsqu’une certaine condition est remplie. Dans la littérature, plu-
sieurs conditions d’arrêt ont été proposées, notamment [TW10] :
a) Arrêt après un nombre ﬁni d’itérations.
b) Arrêt lorsque l’amplitude du résiduel est inférieure à un seuil prédéﬁni : ‖r‖2 ≤ b.
L’inconvénient de cette méthode est que la matrice de mesure A n’est pas toujours ortho-
gonale. Dans ce cas, une colonne de la matrice A peut être sélectionnée à plusieurs reprises
pendant la phase de sélection. La MP converge exponentiellement [Tro04].
ii) Poursuite adaptative orthogonale
Pour améliorer la convergence, l’OMP rend toujours le résiduel orthogonal avec les
colonnes de la matrice A qui sont déjà sélectionnées [PRK93]. Ainsi, une colonne de la
matrice A est choisie au maximum une seule fois pendant la phase de sélection. L’OMP
exécute au maximum M itérations puisque le vecteur de mesure y a M éléments [GV06].
La description de l’OMP est illustrée à l’Algorithme (1). Les phases d’initialisation
et de sélection de l’OMP sont les mêmes que celles de la MP.
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Algorithme 1 Orthogonal Matching Pursuit.
Prérequis: Matrice A, vecteur de mesure y, niveaux de parcimonie K
1: Ω0 ← ∅
2: r0 ← y
3: α˜ ← 0
4: t← 1
5: tant que t =M ou t = K ou ‖r‖2 ≤ b fait
6: λt ← argmax |〈rt–1, ai〉|
7: Ωt ← Ωt–1 ∪ {λt}
8: α˜Ωt ← A†Ωt y où A
†
Ωt
= (ATΩt AΩt)
–1 ATΩt
9: rt ← P⊥t y où P⊥t = I –AΩt A†Ωt
10: t← t + 1
11: fin tant que
12: Retourne α˜
En termes de complexité, c’est la phase de sélection (décrite à l’étape 6 de l’algorithme)
qui nécessite le plus de calculs [TG07]. Bien que la phase d’estimation ne soit pas couteuse
par rapport à la section, sa complexité peut être réduite en utilisant des techniques de
décomposition de matrice, comme le QR ou le Cholesky. Sturm et al. [SC12] ont fait une
étude comparative sur la complexité des diﬀérentes implémentations de l’algorithme OMP
utilisant ces techniques.
iii) Autres algorithmes
D’autres algorithmes gloutons ont été proposés dans la littérature. Ils visent notamment
à apporter des améliorations sur la performance de l’algorithme de base sous certaines
conditions, par exemple le « stagewise orthogonal matching pursuit (StOMP) » [DTDS12],
le « compressive sampling matching pursuit (CoSaMP) » [NT09] ou bien le « iterative hard
thresholding (IHT) » [BD09].
2.6 Critères de solvabilité
Comme énoncé précédemment, la matrice A doit être aussi conçue pour garantir la
reconstruction du signal. Les sous-sections suivantes vont énumérer quelques critères de
solvabilité.
2.6.1 Critère de solvabilité en fonction de la cohérence
En l’absence de bruit, Tropp [Tro04] a démontré que l’OMP et le BP reconstruisent le
signal lorsque la condition décrite par l’équation (2.12) est respectée. C’est-à dire lorsque
[FWL+12] :
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µ(A) <
1
2K – 1 (2.24)
2.6.2 Critère de solvabilité en fonction du restricted isomtry pro-
perty
En l’absence de bruit, Davenport et al. [DW10] ont fait l’étude de la garantie de la
reconstruction d’un signal parcimonieux avec l’algorithme OMP en fonction du RIP. Ils ont
démontré que lorsque la matrice A satisfait le RIP d’ordre K + 1 avec une RIC δ < 1
3
√K ,
alors un algorithme OMP peut reconstruire avec exactitude un signal parcimonieux α tel
que ‖α‖0 = K après K itérations.
Théorème 2 (Uniform uncertainty principle [CRT05]). Soit K un nombre positif tel que
δ3K + 3δ4K < 2, alors pour tout signal parcimonieux α, avec ‖α‖0 ≤ K, la solution α˜ du
problème formulé par l’équation (2.17) vérifie la condition suivante :
‖α˜ – α‖2 ≤ CKb (2.25)
où la constante CK peut dépendre seulement de δ4K. Par exemple, CK ≈ 8.82 lorsque
δ4K = 1/5 et CK ≈ 10.47 lorsque δ4K = 1/4.
2.6.3 Critère de solvabilité en fonction de la cohérence mutuelle
Lorsque le nombre de mesures M vériﬁe la condition suivante :
M > Cµ2(Φ,Ψ)K log(N ) (2.26)
où C est une constante positive arbitraire et K = ‖α‖0, alors BP reconstruit avec
exactitude le signal avec une forte probabilité [CR07].
Cette condition montre que lorsque la cohérence mutuelle µ(Φ,Ψ) est faible, seule-
ment quelques échantillons seront nécessaires pour reconstruire α. En particulier, lorsque
µ(Φ,Ψ) = 1, seulement K log(N ) échantillons seront nécessaires pour reconstruire α au lieu
de N .
2.7 Domaine de parcimonie
Le degré de parcimonie ρ = K/N du signal à mesurer est un paramètre important. Plus
ρ est faible, plus le signal est compressible. Dans ce cas, l’algorithme de reconstruction a
besoin de moins d’échantillons pour reconstruire le signal.
Cependant, le signal à mesurer n’est pas toujours directement compressible. Dans la plu-
part des cas, un domaine de parcimonie est utilisé pour le rendre compressible. Le domaine
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de parcimonie Ψ doit être choisi convenablement pour réduire ρ aussi faible que possible.
L’approche conventionnelle consiste à utiliser des domaines de transformée temps-fréquence
tels que les ondelettes, le Gabor ou bien la transformée en cosinus discrète. Une approche
alternative consiste à générer la matrice Ψ à partir d’un algorithme d’apprentissage qui
s’adapte en fonction des caractéristiques du signal à mesurer, comme celui proposé par
Zhang et al. [ZSM+14].
2.7.1 Transformée en cosinus discrète
La transformée en cosinus discrète ou DCT est largement utilisée dans la compression
d’images ou de vidéos [SSB98]. Elle est aussi utilisée pour compresser les signaux physiolo-
giques, comme l’EEG [AT97] ou bien l’ECG [LB99]. Il existe quelques versions de la DCT,
par exemple, DCT-I, DCT-II, DCT-III ou DCT-IV. Cependant, les versions II et IV sont
les plus utilisées dans la compression de données [Rez13]. La DCT peut être aussi exprimée
en plusieurs dimensions : une dimension (1-D), deux dimensions (2-D) et trois dimensions
(3-D). La matrice DCT-II 1-D est construite comme suit :
DCT-II (N ×N ) =
[
ψij = C cos
(
i(1 + 2j)
pi
2N
)]
(2.27)
où i et j représentent respectivement les numéros de ligne et de colonne de la matrice. Ils
varient entre 0 et N – 1. C est une constante déﬁnie comme suit :
C =


√
1
N lorsque i = 0√
2
N lorsque i 6= 0
(2.28)
Puisque la matrice DCT-II est orthogonale, sa matrice inverse ou « inverse discrete
cosine transform (IDCT) » est obtenue en transposant seulement la matrice DCT-II,
IDCT-II = DCT-II–1 = DCT-IIT.
La version II de la DCT est utilisée tout au long de ce manuscrit. La DCT rend un signal
parcimonieux en concentrant la plupart de ces informations dans quelques composantes
basses fréquences. Les composantes hautes fréquences restantes tendent à avoir de faibles
valeurs et deviennent moins importantes. Elles peuvent être ainsi supprimées sans pertes
visuelles.
La Figure 2.2(a) illustre une partie d’un signal ECG provenant de la base de données
MIT-BIH Arrhythmia du site Physionet [Phy], l’enregistrement numéro 100. Cette ﬁgure
montre que le signal ECG n’est pas parcimonieux dans le domaine temporel. Cependant,
comme illustré à la Figure 2.2(b), la DCT l’a rendu parcimonieux en concentrant son
énergie dans seulement quelques composantes basses fréquences.
La Figure 2.3(a) illustre une partie d’un signal EMG provenant de la base de données
Electromyograms du site Physionet [Phy]. La DCT a concentré l’énergie du signal EMG
dans la plupart des composantes basses fréquences comme illustré à la Figure 2.3(b).
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(a) Signal ECG (enregistrement numéro 100).
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(b) DCT du signal ECG.
Figure 2.2 – Signal ECG et sa transformée DCT.
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(a) Signal EMG (enregistrement emg _healthy).
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(b) DCT du signal EMG.
Figure 2.3 – Signal EMG et sa transformée DCT.
2.7.2 Transformée en ondelettes
La transformée en ondelettes utilise des décompositions à plusieurs niveaux. Comme
montré à la Figure 2.4, les coeﬃcients sont générés hiérarchiquement à travers une série de
ﬁltres passe-bas h et passe-haut g, suivis de sous-échantillonnages. Les coeﬃcients résultants
sont respectivement appelés approximations et détails [RR11]. Les réponses impulsionnelles
des ﬁltres varient en fonction du type d’ondelettes, par exemple Haar (HWT) ou bien
Daubechies (DWT).
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x(n) h(n) ↓ 2
Coef
Niveau 1
(Approximation)
↓ 2g(n) h(n) ↓ 2
Coef
Niveau 2
(Approximation)
g(n) ↓ 2 h(n) ↓ 2 (Approximation)
Coef
Niveau 3
g(n) ↓ 2 (De´tail)
Figure 2.4 – Transformée en ondelettes.
2.7.3 Seuillage
Pour diminuer le degré de parcimonie ρ du signal à mesurer dans le domaine temporel,
où Ψ = IN×N , une technique de seuillage peut être appliquée avant de le compresser. Cela
permet de diminuer le nombre d’échantillons M nécessaires pour reconstruire le signal.
Le seuillage diminue le nombre d’éléments non nuls K en mettant à zéro ceux ayant des
amplitudes inférieures à un seuil prédéﬁni.
Pour contrôler la parcimonie des signaux ECG et EMG, Dixon et al. [DAGA12] ont
proposé un seuillage dynamique avant d’entamer la phase d’acquisition de l’AC.
Bien que le seuillage temporel soit eﬃcace, il introduit un traitement additionnel dans
la phase d’acquisition/compression de l’AC. De la même manière, le seuillage peut être
appliqué dans le domaine fréquentiel. Pour le cas de la DCT, le seuillage peut se faire en
gardant seulement quelques composantes basses fréquences de la transformée. Lorsque la
plupart des informations sont contenues dans ces composantes basses fréquences sélection-
nées, le signal est reconstruit avec une faible distorsion. La diﬀérence par rapport au signal
original est diﬃcilement remarquable. La sélection est faite pendant la phase de reconstruc-
tion de l’AC. Contrairement au seuillage dans le domaine temporel, il ne nécessite aucun
pré-traitement pendant la phase d’acquisition de l’AC.
2.8 Métriques d’évaluation de la qualité de reconstruc-
tion
La qualité du signal reconstruit est évaluée en mesurant la distorsion entre le signal
original x et celui reconstruit x˜. Nous utilisons le « percentage root-mean-square deviation
(PRD) » et le « signal to noise ratio (SNR) » :
PRD[%] =
‖x – x˜‖2
‖x‖2
× 100 (2.29)
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SNR[dB] = 20 log10
‖x‖2
‖x – x˜‖2
= –20 log10 (0.01× PRD) (2.30)
où x et x˜ représentent le signal original et celui reconstruit.
Tableau 2.1 – Qualité de reconstruction en fonction du PRD [ZCK00].
PRD [%] Qualité
0 - 2 Très bonne
2 - 9 Bonne
9 - 19 Assez bonne
19 - 60 Mauvaise
La valeur du PRD permet de déﬁnir la qualité du signal reconstruit. Le Tableau 2.1
rapporte la qualité du signal reconstruit en fonction du PRD [ZCK00].
Nous déﬁnissons le taux et compression (« compression ratio (CR) ») et le facteur de
compression (« compression factor (CF) ») comme suit :
CR[%] =
N –M
N × 100 (2.31)
CF =
N
M (2.32)
où, M et N sont respectivement les nombres de lignes et de colonnes de la matrice de
mesure Φ.
2.9 Chaîne d’acquisition comprimée
La structure d’une chaîne d’acquisition de données classique est rapportée à la Fi-
gure 2.5. A l’entrée de la chaîne se trouve la grandeur physique à mesurer comme la
température, la lumière, le son, etc. Le capteur convertit les variations de la grandeur phy-
sique d’entrée en signal électrique qui sera ensuite pré-conditionné par le module AFE.
Généralement, le signal provenant du capteur a une amplitude faible et est bruité. La phase
de pré-conditionnement ampliﬁe le signal électrique et ﬁltre les bruits éventuels. Ensuite,
le signal pré-conditionné est numérisé par le CAN à la fréquence de Nyquist. Finalement,
dépendant de l’application les échantillons numérisés seront traités par le microprocesseur,
stockés dans une mémoire locale ou bien transmis vers un site distant.
L’architecture et la complexité de l’encodeur dépendent de la matrice de mesure Φ.
Plus Φ est complexe, plus il est diﬃcile de réaliser l’encodeur correspondant. L’encodeur
peut être implémenté soit dans le domaine analogique, soit dans le domaine numérique,
dépendant de sa place par rapport au CAN [CCS12].
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Grandeur
Physique
Capteur AFE CAN µP
fACQ = fN
Figure 2.5 – Chaîne d’acquisition de données classique. µP : microprocesseur [Ere05]. fACQ :
fréquence d’acquisition. fN : fréquence de Nyquist.
2.9.1 Encodeur analogique
Lorsque l’encodeur est placé en amont du CAN dans une chaîne d’acquisition de données,
il est appelé d’encodeur analogique. En eﬀet, l’encodeur eﬀectue un pré-traitement du signal
lorsque ce dernier est encore dans le domaine analogique. La Figure 2.6 montre la place
d’un encodeur analogique dans une chaîne d’acquisition de données.
Grandeur
Physique
Capteur AFE
Encodeur
Analogique
CAN µP
fACQ < fN
Figure 2.6 – Place d’un encodeur analogique dans une chaîne d’acquisition de données.
Grâce à ce pré-traitement eﬀectué par l’encodeur analogique, le CAN peut numériser le
signal en dessous de la fréquence de Nyquist. Le CAN numérise seulement les informations
utiles à la reconstruction. C’est pourquoi dans la littérature l’ensemble {encodeur analo-
gique, CAN} est aussi appelé « analog to information converter (AIC) ». En eﬀet, l’AIC
récupère directement les informations utiles du signal. Le nombre d’échantillons que l’AIC
doit capturer dépend de la quantité d’information contenue dans le signal. Plus le signal est
parcimonieux ou a une représentation parcimonieuse dans un domaine Ψ particulier, plus
l’AIC a besoin de moins d’échantillons.
i) Random demodulator
Le « random demodulator (RD) » fut initialement proposé par Kirolos et al. [KLW+06]
en 2006. C’est un encodeur analogique conçu pour capturer des signaux ayant des repré-
sentations parcimonieuses dans le domaine fréquentiel (Fourier).
La Figure 2.7 illustre l’architecture du RD. Un mélangeur démodule le signal d’entrée
x(t) en le multipliant par une séquence pseudo aléatoire pc(t) prenant des valeurs dans
l’ensemble {–1,+1}. La séquence pseudo aléatoire est cadencé à une fréquence supérieure ou
égale à celle de Nyquist. L’objectif de cette phase de démodulation est d’étaler le spectre du
signal d’entrée pour que celui-ci ne soit pas endommagé par l’étage suivant de la chaîne, un
ﬁltre passe bas avec une réponse impulsionnelle h(t). Un convertisseur analogique numérique
classique numérise la sortie du ﬁltre à une fréquence fM inférieure à la celle de Nyquist.
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x(t) Filtre h(t) CAN y[m]
GNP {–1,+1}
fM
Figure 2.7 – Architecture du random demodulator. GNP : générateur de nombre pseudo aléatoire.
En 2007, une implémentation au niveau transistor d’un prototype du RD a été proposée
par Laska et al. [LKD+07]. La séquence pseudo aléatoire était générée à partir d’un registre
à décalage à rétroaction linéaire. Pour le ﬁltre passe bas, un intégrateur RC à entrées et
sorties diﬀérentielles était utilisé. Le prototype a été validé en capturant un signal modulé en
amplitude. Leurs résultats ont montré qu’avec une fréquence d’acquisition 6 fois inférieure à
celle de Nyquist, le signal modulé en amplitude était reconstruit avec une faible distorsion.
Ragheb et al. [RLN+08] ont proposé un autre prototype du RD. Un intégrateur dif-
férentiel à base de Gm-C a été utilisé comme ﬁltre passe bas. Le prototype a été validé
en capturant un signal modulé en amplitude. Leurs résultats ont montré qu’avec une fré-
quence d’acquisition 8 fois inférieure à celle de Nyquist, le signal modulé en amplitude était
reconstruit avec une faible distorsion.
La matrice de mesure ΦRD ∈ RM×N correspondante a une structure diagonale par
bloc. Chaque bloc est un vecteur de taille ﬁxe égale à N /M. Ses éléments sont formés à
partir de la séquence pseudo aléatoire {–1,+1} [TLD+10] :
ΦRD =


[–1 . . .+ 1]
[+1 . . .+ 1]
. . .
[–1 . . . – 1]


(2.33)
ii) Random modulation pre-integrator
Le « random modulation pre-integrator (RMPI) » est une variante du RD comportant
plusieurs canaux en parallèle partageant le même signal d’entrée [YBM+12]. La Figure 2.8
illustre un exemple d’architecture du RMPI comportant 4 canaux.
Chaque canal est commandé par un générateur de séquence pseudo aléatoire {–1,+1}
indépendant. Un mélangeur module le signal d’entrée avec la séquence puis un ﬁltre passe
bas intègre la sortie du mélangeur pendant une durée Tint. Un convertisseur numérise la
sortie du ﬁltre à une fréquence fCAN = 1/Tint largement inférieure à celle de Nyquist
fCAN ≪ fNyq. Dans leur implémentation, la durée Tint est égale à 52 fois la période de
Nyquist TNyq, Tint = 52 TNyq avec fNyq = 1/TNyq = 5 GHz. Ce qui donne une fréquence
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Figure 2.8 – Architecture du random modulation pre-integrator comportant 4 canaux [YBM+12].
de numérisation égale à fCAN = 1/(52 × TNyq) = 96.154 MHz. Puisque l’encodeur a 4
canaux en parallèle, la fréquence d’acquisition totale fS est égale à fS = fCAN × 4 =
384.616 MHz. Le facteur de compression correspondant est égal à :
FC =
fNyq
fS
= 13 (2.34)
Le nombre de lignes de la matrice de mesure ΦRMPI correspondante est 13 fois inférieur
au nombre de colonnes, autrement dit N = 13×M. C’est une matrice diagonale par bloc.
Chaque bloc est une sous-matrice B ∈ {–1,+1}4×52 formée par une partie des éléments
des 4 séquences aléatoires :
a) Les 4 lignes correspondent aux 4 canaux en parallèle.
b) Les 52 colonnes correspondent aux 52 échantillons consécutifs traités par les intégrateurs.
Par exemple, pour une valeur de N = 1040, la matrice de mesure ΦRMPI a M = 80
lignes et 20 blocs de 4× 52 :
ΦRMPI =



 B
4× 52



 B
4× 52


. . . 
 B
4× 52




80×1040
(2.35)
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Un prototype du RMPI a été développé sur une puce de 4 × 4.4 mm2 en utilisant un
procédé propriétaire « Northrop Grumman (NG) 450 nm InP HBT bipolar ».
iii) Échantillonneur non uniforme
Un CAN classique numérise un signal quelconque x à la fréquence de Nyquist fN, c’est-à-
dire à des intervalles régulièrement espacés dans le temps t1, t2, . . . où ti+1 – ti = ∆t = 1/fN.
Dans une fenêtre de temps T = N∆t pouvant contenir N échantillons, le signal x peut être
considéré comme un vecteur x ∈ RN . Idéalement, l’opération eﬀectuée par le CAN peut
être exprimée comme suit :
y = I x (2.36)
où y ∈ RN et I ∈ RN×N est une matrice identité :
I =


1 0 0 . . . 0
0 1 0 . . . 0
0 0 1 . . . 0
...
. . .
...
0 0 0 . . . 1


(2.37)
Conceptuellement, l’échantillonnage non uniforme consiste à numériser le signal d’entrée
à des intervalles irréguliers dans le temps [WBN+12]. Il prend seulement M échantillons
parmi les N , avec M < N . Le choix de ces M échantillons se fait aléatoirement. La
Figure 2.9 illustre un exemple du principe de l’échantillonneur non uniforme ou « non-
uniform sampler (NUS) ». Dans la première ligne, le CAN numérise le signal x à des
intervalles réguliers et génère N = 10 échantillons numérisés xi∈{1,10}. Le NUS numérise
le signal à des intervalles irréguliers et choisit aléatoirement M = 4 échantillons parmi les
10, dans cet exemple le NUS a choisi aléatoirement les échantillons {x2,x5,x6,x10}.
CAN :
NUS :
x1 x2 x3 x4 x5 x6 x7 x8 x9 x10
x2 x5 x6 x10x1 x3 x4 x7 x8 x9
Figure 2.9 – Principe de l’échantillonneur non uniforme.
La matrice de mesure Φ ∈ RM×N du NUS est construite en choisissant aléatoirement
M lignes de la matrice identité I. L’opération eﬀectuée par le NUS est exprimé comme
suit :
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y = ΦNUS x (2.38)
où y ∈ RM et ΦNUS ∈ RM×N est construite comme suit :
I ∈ RN×N =


1 0 0 . . . 0
0 1 0 . . . 0
0 0 1 . . . 0
...
. . .
...
0 0 0 . . . 1


↓
M lignes aléatoires
↓
ΦNUS ∈ RM×N =


0 1 0 . . . 0
...
0 0 0 . . . 1


Chaque ligne de la matrice ΦNUS contient exactement un seul « 1 ». Cela facilite l’im-
plémentation en éliminant à la fois les opérations d’addition et de multiplication. Wang et
al. [WBB10] ont appliqué cette matrice de mesure dans la compression d’image et ont pro-
posé une implémentation sur FPGA. Le PSNR (« peak signal to noise ratio ») de l’image
compressée avec la matrice de mesure ΦNUS est inférieur par rapport à une matrice de
mesure gaussienne. La diﬀérence maximale est de 2.64 dB. Cependant, cette matrice de
mesure est plus facile à implémenter qu’une gaussienne.
iv) Compressed sensing analog front-end
Gangopadhyay et al. [GAD+14] ont proposé un encodeur analogique appelé « compressed
sensing analog front-end (CS-AFE) ». Un prototype du circuit a été développé en utilisant
un procédé CMOS 0.13 µm, dans une surface de 2 × 3 mm2. Le CS-AFE eﬀectue une
multiplication de matrice à la fréquence de Nyquist et une numérisation en dessous de la
fréquence de Nyquist. Il peut générer une matrice de mesure Φ construite à partir d’un
processus indépendant et identiquement distribué gaussien ou bernoullien {0, 1}.
L’architecture du CS-AFE est illustrée à la Figure 2.10. Le signal x est d’abord am-
pliﬁé par un ampliﬁcateur à faible bruit, Bio-LNA (« low noise amplifier »). Le CS-AFE
fonctionne en mode pipeline et comporte M canaux pour calculer les éléments yi∈{1,M}.
Chaque canal utilise un convertisseur numérique-analogique multiplicateur/intégrateur ou
«multiplying digital-to-analog converter/integrator (MDAC/I) », suivi d’un CAN pour cal-
culer un élément yi. Le MDAC/I est implémenté avec une technique de capacité commutée.
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Figure 2.10 – Architecture du Compressed Sensing Analog Front-End [GAD+14].
Chaque MDAC/I fonctionne à la fréquence de Nyquist (fs = fN ) et chaque CAN numérise
en dessous de la fréquence de Nyquist. La matrice de mesure Φ est générée à partir d’un
registre à décalage à rétroaction linéaire hybride (« hybrid linear feedback shift register »)
(HLFSR).
Le circuit fonctionne comme suit :
• Le signal d’entrée x est divisé en trames. Chaque trame est formée par N échantillons
successifs.
• À l’instant t1 = Ts = 1/fs, le MDAC multiplie le premier échantillon X1 = x(t1) par
la première colonne de la matrice de mesure Φi1, résultant un premier produit partiel
P1 = {Φ11X1,Φ21X1, ...,ΦM1X1}.
• À l’instant t2 = 2Ts, le MDAC multiplie le second échantillon X2 = x(t2) par la
deuxième colonne de la matrice de mesure Φi2, résultant un deuxième produit partiel
P2 = {Φ12X2,Φ22X2, ...,ΦM2X2}.
• Et ainsi de suite, jusqu’à l’instant tN = NTs où le MDAC multiplie le dernier échantillon
XN = x(tN) par la dernière colonne de la matrice de mesure ΦiN, résultant le dernier
produit partiel PN = {Φ1NXN,Φ2NXN, ...,ΦMNXN}.
• Entre temps, dans chacun desM canaux, les produits partiels sont accumulés par chaque
intégrateur.
• À la ﬁn d’une trame, les CANs numérisent les sorties des MDAC/I :
Y = P1 + P2 + ... + PN =


Y1 = Φ11X1 + Φ12X2 + ... + Φ1NXN
Y2 = Φ21X1 + Φ22X2 + ... + Φ2NXN
. . .
YM = ΦM1X1 + ΦM2X2 + ... + ΦMNXN
(2.39)
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• Avant de traiter la prochaine trame, les MDAC/I sont réinitialisés.
2.9.2 Encodeur numérique
Grandeur
Physique
Capteur AFE CAN
Encodeur
Numrique
µP
fACQ = fN
Figure 2.11 – Place d’un encodeur numérique dans une chaîne d’acquisition de données.
L’encodeur numérique, quant-à lui, est placé en aval du CAN. La Figure 2.11 montre
la place d’un encodeur numérique dans une chaîne d’acquisition de données. Le signal est
toujours numérisé à la fréquence de Nyquist. La phase d’acquisition de l’AC est appliquée
sur les échantillons numérisés. L’encodeur numérique eﬀectue généralement la multiplication
de la matrice de mesure Φ avec le signal. Cette multiplication peut se faire aussi bien au
niveau matériel que logiciel par le microprocesseur. D’ailleurs, la plupart des systèmes
d’acquisition embarquent des microprocesseurs. Bien que cette approche soit plus facile à
mettre en œuvre, elle exploite seulement l’aspect compression de l’AC vue que le signal est
numérisé à la fréquence de Nyquist.
Mamaghanian et al. [MKAV11] ont implémenté un encodeur numérique sur le micro-
contrôleur MSP430F1611 d’une carte Shimmer. Pour faciliter l’implémentation et accélérer
la phase de mesure, une matrice de mesure creuse aléatoire Φ = [Φ1|Φ2|Φ3| . . . |ΦN ] a été
proposée. Chaque vecteur colonne Φi∈{1,...,N} de la matrice contient exactement d = 12
éléments non nuls placés aléatoirement. La valeur de chaque élément non nul est égale à
1/
√
d = 1/
√
12. Des signaux ECG provenant de la base de données Physiobank ont été
utilisés pour valider l’encodeur. Leurs expérimentations ont montré que la performance en
termes de qualité de reconstruction de la matrice de mesure creuse Φ[0, 1/
√
12] est compa-
rable à celle d’une gaussienne.
Imtiaz et al. [ICRV14] ont aussi implémenté un encodeur numérique sur un microcon-
trôleur MSP430. Pour faciliter davantage l’implémentation de l’encodeur et minimiser la
consommation d’énergie, une matrice de mesure aléatoire dont les éléments sont générés à
partir d’un processus de Bernoulli a été proposée. Les éléments prennent des valeurs 0 ou
1 avec une probabilité de 0.4 et 0.6. Les éléments de la matrice de mesure sont générés à
l’avance sous MATLAB avec la fonction randn() puis sauvegardés dans la mémoire FLASH
du microcontrôleur. Des signaux EEG ont été utilisés pour valider l’encodeur.
Dans un système de télésurveillance, pour diminuer la consommation des nœuds et aug-
menter leur autonomie, Liu et al. [LZX+14] ont proposé un algorithme de reconstruction
rapide basé sur le « block sparse Bayesian learning ». Des signaux ECG et EEG ont été
utilisés pour tester la méthode proposée. Dans la partie acquisition un encodeur numérique,
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implémentant une matrice de mesure creuse binaire Φ = [Φ1|Φ2|Φ3| . . . |ΦN ], a été utilisé.
Les éléments de la matrice prennent aléatoirement des valeurs 0 ou 1. Chaque colonne Φi
de la matrice de mesure a exactement deux éléments non nuls disposés aléatoirement. La
méthode proposée a été comparée avec une autre à base d’une transformée en ondelettes.
Les deux méthodes ont été implémentées sur un FPGA. La consommation d’énergie et l’uti-
lisation de ressources du FPGA ont été évaluées pour montrer la simplicité de la méthode
à base de l’AC par rapport à une autre à base d’une transformée en ondelettes.
Chen et al. [CCS12] ont proposé un encodeur numérique dont l’architecture est illustrée
à la Figure 2.12. L’encodeur eﬀectue un produit matriciel entre la matrice de mesure
Bernoulli prenant des valeurs {–1,+1} Φ = [Φ1|Φ2|Φ3| . . . |ΦN ] et le vecteur représentant
le signal d’entrée :
y = Φ1 x1 + Φ2 x2 + Φ3 x3 + . . .+ ΦN xN (2.40)
où Φi∈{1,...,N} (M× 1) est le ième vecteur colonne de la matrice de mesure et xi est le
ième élément du signal. Le signal d’entrée est d’abord ampliﬁé puis numérisé par un conver-
tisseur à la fréquence de Nyquist. La sortie du convertisseur passe par M accumulateurs
en parallèles. En fonction de la valeur courante de Φi[n], l’accumulateur accumule (lorsque
Φi[n] = +1) ou décumule (lorsque Φi[n] = –1) l’échantillon. Le produit matriciel est terminé
au bout de N échantillons consécutifs.
Figure 2.12 – Bloc diagramme et implémentation de l’encodeur numérique proposé par Chen et
al. [CCS12].
Un prototype de l’encodeur a été fabriqué sur une puce de 1 × 2 mm2 en utilisant
un procédé CMOS 90 nm. Le prototype a été validé en capturant un signal EEG. Leurs
résultats ont montré qu’avec un facteur de compression de 10, le signal EEG capturé avec
l’encodeur est reconstruit avec une faible distorsion.
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Le Tableau 2.2 récapitule les diﬀérents encodeurs proposés dans la littérature. Ce ta-
bleau renseigne la matrice de mesure Φ que l’encodeur implémente, le type, la complexité
d’encodage, ainsi que le domaine d’application. Le champ type déﬁnit la façon dont l’enco-
deur est implémenté, analogique ou bien numérique. Ce champ informe aussi la technologie
mise en œuvre durant l’implémentation : circuit intégré spécialisé (« application specific
integrated circuit (ASIC) »), circuit logique programmable (FPGA) ou bien microcontrô-
leur. La complexité d’encodage donne le nombre d’opérations arithmétiques et la fréquence
d’acquisition.
2.10 Conclusion
Ce chapitre a détaillé le principe de base de l’AC. Les propriétés que la matrice de me-
sure devrait satisfaire ont été citées, ainsi que quelques algorithmes de reconstruction cou-
ramment utilisés. Les diﬀérentes implémentations d’encodeurs analogiques et numériques
existants ont été présentées.
Bien que l’AC soit une solution eﬃcace, il reste encore des points à améliorer :
• La construction de la matrice de mesure Φ facilitant la réalisation pratique de l’enco-
deur. En eﬀet, la complexité de l’encodeur dépend du choix de la matrice de mesure.
Pour faciliter l’implémentation, au lieu d’utiliser des matrices aléatoires, des matrices
déterministes ont été proposées récemment.
• Le développement d’algorithmes de reconstruction à faible complexité et eﬃcaces, c’est-
à-dire des algorithmes pouvant reconstruire le signal seulement avec peu d’échantillons.
Par rapport au point cité précédemment, ce deuxième a été bien étudié puisque plusieurs
algorithmes de reconstruction ont été proposés.
• La recherche de domaine ou de base Ψ permettant d’avoir un degré de parcimonie
ρ = K/N très faible. Eﬀectivement, plus ρ est faible, plus le signal est compressible.
Seulement quelques échantillons seront nécessaires pour le reconstruire correctement.
Généralement, les domaines de transformée temps-fréquence sont les plus utilisés. Ré-
cemment, une solution alternative consiste à adapter la matrice Ψ en fonction des carac-
téristiques du signal à mesurer.
Notre objectif principal est de simpliﬁer davantage l’implémentation de l’encodeur en
utilisant une matrice de mesure déterministe. Le chapitre suivant va présenter la construc-
tion de la matrice de mesure déterministe proposée. Ses performances seront évaluées et
les résultats obtenus vont être comparés avec ceux d’autres matrices de mesure. Nous ver-
rons aussi que la reconstruction du signal sera rendue simple grâce à la matrice de mesure
déterministe proposée.
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Approche déterministe de l’acqui-
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3.1 Introduction
Les matrices pleines aléatoires, où les éléments sont générés à partir d’un processus in-
dépendant et uniformément distribué gaussien ou bernoullien {±1}, sont couramment utili-
sées parce qu’elles satisfont le RIP et la faible cohérence avec une forte probabilité [Bar07].
Cependant, elles présentent quelques limitations en pratique.
Premièrement, les matrices pleines aléatoires ralentissent la phase de mesure puisque
l’encodeur doit traiter tous les éléments non nuls. De plus, la plupart des microcontrôleurs
utilisés dans le WBAN ne possèdent pas suﬃsamment de puissance de calcul en raison de
la nécessité de réduire la consommation d’énergie. Deuxièmement, l’encodeur eﬀectuant la
phase de mesure de l’AC a besoin d’un générateur de nombres aléatoires ou bien d’une
mémoire assez large pour pouvoir sauvegarder localement les éléments.
Pour surmonter ces limitations, les matrices creuses ou parcimonieuses aléatoires ont été
utilisées [BT13]. Contrairement aux matrices pleines, la plupart de leurs éléments sont nuls.
En particulier, la matrice creuse aléatoire proposée par Mamaghanian et al. [MKAV11].
Leurs résultats ont montré que la matrice creuse aléatoire proposée a une performance
comparable à celle d’une matrice pleine en termes de qualité de reconstruction. Cependant,
elle est moins complexe et plus facile à mettre en œuvre en pratique. En plus, la matrice
creuse aléatoire a accéléré la phase de mesure de l’AC. Grâce à cette matrice, l’acquisition
en temps réel d’un signal ECG était faisable.
Plusieurs travaux se portaient aussi sur l’étude de la performance des matrices ayant
une structure particulière comme Toeplitz, circulaire ou bien diagonale par bloc. Wang et
al. [WTF+12] ont étudié la performance des matrices aléatoires ayant une structure généra-
lisée diagonale par bloc. Une étude comparative sur les performances des matrices aléatoires
diagonales par bloc et pleines a été faite. Leurs résultats ont montré que les matrices dia-
gonales par bloc nécessitent un peu plus d’échantillons pour reconstruire correctement les
signaux parcimonieux. Par contre, elles sont plus faciles à réaliser en pratique que les ma-
trices pleines aléatoires. En particulier, He et al. [HOH10] ont proposé une matrice diagonale
par bloc où leurs colonnes ont été permutées aléatoirement.
Récemment, les recherches se sont focalisées sur la construction de matrices de mesure
déterministes [AM11, LLXJ12, YL13, LG14]. En eﬀet, elles sont beaucoup plus faciles à
réaliser et à mettre en œuvre.
Pour faciliter l’implémentation de l’encodeur, nous proposons une matrice de mesure
binaire déterministe. La première partie de ce chapitre présentera la construction de cette
matrice. Ses performances seront évaluées et comparées avec celles d’autres matrices de
mesure. Nous découvrirons dans la deuxième partie que cette matrice de mesure va aussi
faciliter la reconstruction du signal. Le principe de l’algorithme de reconstruction proposé
sera détaillé. Dans la troisième et dernière partie de ce chapitre, les performances de la mé-
thode proposée, la combinaison de la matrice de mesure et de l’algorithme de reconstruction,
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seront comparées avec celles d’un codage par transformation.
3.2 Matrice de mesure proposée
Les matrices de mesure peuvent être catégorisées selon leurs propriétés ou structures
internes, à savoir :
• Aléatoire : les éléments de la matrice sont générés à partir d’un processus aléatoire, par
exemple gaussien ou de Bernoulli.
• Déterministe : les éléments de la matrice sont générés à partir d’un processus déterministe.
• Ternaire : les éléments de la matrice prennent seulement trois valeurs possibles, par
exemple des valeurs dans l’ensemble {–1, 0,+1}.
• Binaire : les éléments de la matrice prennent seulement deux valeurs possibles, par
exemple des valeurs dans l’ensemble {–1,+1} ou {0, 1} .
• Toeplitz : les éléments de la matrice sur une diagonale descendant de gauche à droite
sont les mêmes.
• Bloc-diagonale : une matrice possédant des blocs sur la diagonale principale, tels que les
blocs non-diagonaux soient des matrices nulles.
Les matrices binaires {0, 1} sont extrêmement étudiées parce qu’elles sont moins com-
plexes et faciles à réaliser en circuits électroniques. Grâce à cette propriété binaire de la
matrice de mesure, l’encodeur correspondant eﬀectue seulement une opération d’addition.
Des études ont été aussi faites sur l’impact de la structure de la matrice de mesure
sur les performances de l’encodeur en termes de surface et de consommation. Les résultats
obtenus ont montré que les matrices de mesure ayant une structure Toeplitz présentent des
avantages majeurs [ACD+10]. Rappelons qu’une matrice Toeplitz est une matrice dont les
éléments sur une diagonale descendante de gauche à droite sont les mêmes.
ΦT =


φn φn–1 . . . φ1
φn+1 φn . . . φ2
...
...
. . .
...
φ2n–1 φ2n–2 . . . φn


(3.1)
L’équation (3.1) donne un exemple de matrice ayant une structure Toeplitz où les élé-
ments de la diagonale sont tous φn.
3.2.1 Construction de la matrice de mesure proposée
Pour faciliter l’implémentation de l’encodeur, nous proposons une matrice de mesure
déterministe binaire bloc-diagonale (DBBD), que nous notons ΦDBBD, construite comme
suit :
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ΦDBBD =


B 0 . . . 0
0 B . . . 0
...
...
. . .
...
0 . . . 0 B


(3.2)
ΦDBBD est binaire puisque ses éléments prennent seulement des valeurs {0, 1}. Elle a les
mêmes propriétés qu’une Toeplitz puisque les blocs B formant sa diagonale sont identiques.
ΦDBBD est déterministe puisque B est un vecteur ne contenant que des « 1 » et a une
longueur ﬁxe m = NM . Rappelons que M et N représentent respectivement le nombre de
lignes et le nombre de colonnes de la matrice. Par exemple pour m = 2, alors B = [1 1] ;
pareillement pour m = 3, alors B = [1 1 1]. D’après la description de la matrice de mesure,
l’encodeur correspondant accumule seulement « m = NM » échantillons successifs du signal
pour le compresser.
He et al. [HOH10] ont proposé une matrice de mesure binaire bloc-diaginale permutée
(BBDP) que nous notons ΦBBDP. Cette matrice peut être construite à partir de celle que
nous proposons en permutant aléatoirement ses colonnes (voir l’équation 3.3).
ΦDBBD 7→ permutation aléatoire des colonnes 7→ ΦBBDP (3.3)
Ils ont utilisé cette matrice pour compresser des images. Ils ont démontré que la matrice
ΦBBDP est incohérente avec les domaines de parcimonie couramment utilisés comme les
ondelettes ou la DCT.
La matrice de mesure ΦRD du RD est ternaire bloc-diagonale. Ses éléments prennent
des valeurs dans {–1, 0,+1}. ΦRD et ΦDBBD ont la même structure [TLD
+10] :
ΦRD =


D 0 . . . 0
0 D . . . 0
...
...
. . .
...
0 . . . 0 D


(3.4)
Les blocs D formant la diagonale de ΦRD ont une longueur ﬁxe m =
N
M . À la diﬀérence
de ΦDBBD, les éléments de D prennent aléatoirement des valeurs dans {–1,+1}.
La Figure 3.1 rapporte la cohérence entre la matrice ΨIDCT et quelques matrices de
mesure à savoir :
a) ΦG : matrice dont les éléments sont générés à partir d’un processus aléatoire gaussienne
avec une moyenne nulle et une variance 1/M.
b) ΦB[0,1] : matrice dont les éléments sont générés à partir d’un processus aléatoire ber-
noullien et prennent des valeurs dans {0, 1}.
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Figure 3.1 – Cohérence µ entre la matrice ΨIDCT et quelques matrices de mesure, pour N = 500
et M variant de 25 à 475.
c) ΦB[–1,+1] : matrice dont les éléments sont générés à partir d’un processus aléatoire
bernoullien et prennent des valeurs dans {–1,+1}.
d) ΦBPBD : matrice de mesure proposée par He et al. [HOH10].
e) ΦRD : matrice de mesure du random demodulator [TLD
+10].
f) ΦNUS : matrice de mesure du non uniform sampler.
g) ΦDBBD : la matrice de mesure proposée.
Ces résultats ont été obtenus pour N = 500 et M variant de 25 à 475. Les cohérences
entre la matrice ΨIDCT et les matrices aléatoires gaussienne et bernoullienne restent qua-
siment constantes indépendamment de la valeur de M. Elles varient aux alentours de 4.5.
Les cohérences entre la matrice ΨIDCT et les matrices ΦBBDP, ΦRD et ΦDBBD décroissent
et tendent vers 2 lorsque de la valeur de M augmente. Rappelons que la borne inférieure
de la cohérence est 1. Les trois courbes convergent à partir de M = 100. Ces résultats
montrent que le fait d’éliminer :
(i) la permutation aléatoire des colonnes.
(ii) la génération des valeurs aléatoires des blocs formant la diagonale.
n’aﬀecte pas la cohérence entre la matrice de mesure et ΨIDCT.
De même, la Figure 3.2 rapporte la cohérence entre la matrice inverse de la transformée
en ondelette de Haar ou « inverse Haar wavelet transform (IHWT) » ΨIHWT et les matrices
de mesure utilisées précédemment avec la matrice ΨIDCT. Ces résultats ont été obtenus pour
N = 500 et M variant de 25 à 475. Cette ﬁgure montre que les matrices ΦG et ΦB[–1,+1]
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Figure 3.2 – Cohérence µ entre la matrice ΨIHWT et quelques matrices de mesure, pour N = 500
et M variant de 25 à 475.
sont incohérentes avec la matrice ΨIHWT. Par contre les matrices ΦBBDP, ΦRD et ΦDBBD
sont cohérentes avec ΨIHWT puisque les valeurs de µ sont élevées. Elles se rapprochent de
la borne supérieure,
√N , lorsque M augmente.
3.2.2 Complexité en termes de calcul et allocation mémoire
Tableau 3.1 – Complexité en termes de calcul et d’allocation mémoire dans le cas d’un encodeur
numérique.
Φ Multiplication Addition Allocation
mémoire
ΦG M×N M× (N – 1) M×N
ΦB[–1,+1] 0 M× (N – 1) M×N
ΦBBDP 0 M× (m – 1) = N –M M×N
ΦRD 0 M× (m – 1) = N –M N
ΦDBBD 0 M× (m – 1) = N –M 0
Le Tableau 3.1 rapporte la complexité en termes de calcul et d’allocation mémoire de
quelques matrices de mesure dans le cas d’un encodeur numérique. La matrice gaussienne
ΦG est la plus complexe puisque l’encodeur correspondant doit eﬀectuer à la fois des opé-
rations d’addition et de multiplication sur des nombres réels. De plus, tous les éléments
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de la matrice doivent être sauvegardés en mémoire. Le nombre de bits pour coder les élé-
ments de la matrice dépend de l’implémentation. Pour réduire la complexité de l’encodeur,
Gangopadhyay et al. [GAD+14] ont proposé une implémentation où chaque élément de la
matrice est codé avec seulement 6 bits.
La matrice bernoullienne {±1} ΦB[–1,+1] simpliﬁe davantage l’implémentation de l’en-
codeur en éliminant les opérations de multiplication. De plus, les éléments de la matrice
peuvent être codés chacun sur 1 bit. Cependant ils doivent être aussi tous sauvegardés dans
la mémoire interne de l’encodeur.
Les matrices ΦBBDP, ΦRD et ΦDBBD diminuent le nombre d’additions à (N –M) au lieu
deM×(N –1). Cependant la matrice que nous proposons ΦDBBD facilite l’implémentation
parce qu’elle n’a pas besoin d’emplacement mémoire. En eﬀet pour ΦBBDP et ΦRD, les
éléments de la matrice doivent être sauvegardés en mémoires. Dans le cas d’un encodeur
analogique, les éléments pseudo-aléatoires de la matrice peuvent être générés à partir de
registres à décalage à rétroaction linéaire ou LFSR, au lieu de les sauvegarder dans une
mémoire interne.
3.2.3 Performances de la matrice de mesure
L’objectif de ce paragraphe est de comparer les performances de la matrice de mesure
proposée ΦDBBD en termes de qualité de reconstruction par rapport aux matrices suivantes :
a) Une matrice gaussienne ΦG : φi,j ∈ N (0, 1/M).
b) La matrice ΦBPBD proposée par [HOH10].
c) La matrice de mesure du random demodulator ΦRD [TLD
+10].
d) Une matrice binaire Bernoulli ΦB[0,1].
e) Une matrice Bernoulli ΦB[–1,+1].
f) La matrice de mesure de l’échantillonneur non uniforme ΦNUS.
Les simulations ont été faites sous MATLAB. Des algorithmes de reconstruction de
l’outil SparseLab [Spa] ont été utilisés. Pour une valeur de K donnée, les K premiers co-
eﬃcients de la transformée DCT α ont été générés aléatoirement à partir d’un processus
uniformément distribué dans l’intervalle [–10, 10]. Les coeﬃcients restants ont été mis à
zéro.
Nous avons eﬀectué une série de tests durant lesquels nous avons appliqué la phase de
mesure de l’AC en multipliant la transformée DCT α par les matrices de mesure suivantes :
a) A1 = ΦGΨIDCT
b) A2 = ΦBPBDΨIDCT
c) A3 = ΦDBBDΨIDCT
d) A4 = ΦRDΨIDCT
55
Chapitre 3. Approche déterministe de l’acquisition comprimée
e) A5 = ΦB[0,1]ΨIDCT
f) A6 = ΦB[–1,+1]ΨIDCT
g) A7 = ΦNUSΨIDCT
α A = ΦΨ y OMP
Ψ
α˜
Figure 3.3 – Compression et reconstruction de la transformée DCT α générée aléatoirement.
Comme illustré à la Figure 3.3, nous avons reconstruit la transformée DCT α˜ avec
l’algorithme OMP. Nous avons ﬁxé la valeur de N à 500 et nous avons pris trois valeurs de
M∈ {25, 35, 45}.
Nous avons répété les tests 100 fois pour chaque K ∈ {1, . . . , 50}, puis nous avons évalué
le taux de succès. Nous avons supposé que la transformée DCT était reconstruite avec succès
lorsque l’erreur ε = ‖α – α˜‖2 est inférieure ou égale à 10–6 :
succès⇔ ε = ‖α – α˜‖2 ≤ 10–6 (3.5)
Nous avons déﬁni le taux de succès comme suit :
taux de succès =
Nombre de tests avec succès
Nombre total de tests
(3.6)
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Figure 3.4 – Taux de succès pour M = 25.
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Figure 3.5 – Taux de succès pour M = 35.
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Figure 3.6 – Taux de succès pour M = 45.
Les Figure 3.4, Figure 3.5 et Figure 3.6 illustrent les résultats obtenus pour les trois
valeurs de M égales à 25, 35 et 45. La valeur de N est ﬁxée à 500. Indépendamment de la
valeur de M nous avons obtenu presque les mêmes taux de succès avec les matrices aléa-
toires. En eﬀet, les études faites par Tropp et al. [TG07] ont montré que lorsque la matrice
de mesure est générée à partir d’un processus aléatoire, l’algorithme OMP reconstruit un
signal parcimonieux avec une forte probabilité lorsque la condition suivante est satisfaite :
K ≤ M
1.5 lnN (3.7)
57
Chapitre 3. Approche déterministe de l’acquisition comprimée
où, K est le nombre d’éléments non nuls du signal,M est le nombre de mesures prises lors de
la phase de mesure de l’AC et N est la dimension du signal. En appliquant l’équation (3.7),
le Tableau 3.2 donne la borne supérieure de K pour N = 500 et M∈ {25, 35, 45}.
Tableau 3.2 – Borne supérieure de K avec l’OMP dans le cas d’une matrice de mesure aléatoire
pour N = 500.
N = 500
M K
25 2.6 ≈ 2
35 3.7 ≈ 3
45 4.8 ≈ 4
Ces ﬁgures montrent que les résultats obtenus lors de l’expérimentation se concordent
avec le Tableau 3.2 pour les matrices aléatoires. Par contre, l’algorithme OMP est plus
eﬃcace en termes de taux de succès avec la matrice déterministe proposée par rapport aux
matrices aléatoires. En eﬀet, d’après ces ﬁgures, l’OMP peut reconstruire la transformée
DCT avec un taux de succès supérieur à 0.6 lorsque K strictement inférieur à M :
K <M (3.8)
L’OMP devient plus performant avec la matrice déterministe proposée puisque avec elle
la borne supérieure de K est multipliée d’environ 1.5 lnN fois.
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Figure 3.7 – Nombre de mesures M nécessaires pour reconstruire la transformée DCT avec une
erreur ε ≤ 10–6, pour une valeur constante de N égale à 500.
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Nous avons aussi évalué le nombre de mesuresM nécessaires pour reconstruire la trans-
formée DCT avec une erreur ε < 10–6 pour chaque K ∈ {1, . . . , 50}, N étant ﬁxé à 500.
La Figure 3.7 rapporte les résultats obtenus. Ils conﬁrment les résultats obtenus lors de
l’expérimentation précédente. L’OMP a une meilleure performance avec la matrice déter-
ministe proposée par rapport aux matrices aléatoires. La pente de la droite M = f(K) est
largement réduite avec la matrice déterministe proposée comparée aux matrices aléatoires.
Pour une même valeur de K, avec elle l’OMP a toujours besoin de moins de mesures pour
reconstruire la transformée DCT avec une erreur très faible.
Pour évaluer davantage les performances de la matrice déterministe proposée sur des
signaux réels, nous avons pris des signaux ECG et EMG. En pratique, nous appliquons la
phase de mesure de l’AC sur le signal x mais pas sur sa transformée DCT α. Nous utilisons
directement la matrice Φ à la place de A = ΦΨ. Par rapport aux expérimentations précé-
dentes, cela facilite la phase de mesure de l’AC mais ajoute un traitement supplémentaire
lors de la reconstruction.
i) Application à des signaux électrocardiogrammes
Les signaux ECG proviennent de la base de données MIT-BIH Arrhythmia (mitdb) du
site Physionet [Phy]. Les 19 premiers enregistrements ont été choisis.
Comme illustré à la Figure 3.8, nous avons divisé le signal ECG en blocs contenant
chacun N échantillons consécutifs. Chaque bloc étant considéré comme un vecteur x ∈ RN .
Nous avons compressé chaque bloc du signal avec les matrices de mesure citées précédem-
ment. Nous avons utilisé l’algorithme OMP pour reconstruire les blocs. Lorsque le signal
ECG est entièrement reconstruit, nous avons évalué leur PRD et leur SNR.
xi
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Ψ
Figure 3.8 – Compression et reconstruction du signal ECG provenant de la base de donnée MIT-
BIH Arrhythmia du site Physionet [Phy].
Pour chaque enregistrement, nous avons eﬀectué une série de tests durant lesquels nous
avons ﬁxé N à 500 et nous avons varié la valeur du taux de compression CR. Puis, nous
avons calculé la valeur moyenne des PRD et celle des SNR.
Les Figure 3.9 et Figure 3.10 rapportent les résultats obtenus. Comme attendu, la
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qualité des signaux ECG reconstruits décroit avec CR. Les résultats obtenus sont conformes
aux expérimentations précédentes. En eﬀet, quelque soit la valeur de CR, les signaux ECG
reconstruits avec la matrice de mesure déterministe proposée ont une meilleure qualité en
termes de PRD et de SNR. Nous avons obtenu presque les mêmes PRD et SNR avec les
matrices aléatoires.
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Figure 3.9 – SNR en fonction du taux de compression.
0
10
20
30
40
50
60
70
80
90
50 55 60 65 70 75 80 85 90
P
R
D
[%
]
CR [%]
ΦG
ΦBPBD
ΦDBBD(Propose´e)
ΦRD
ΦB[0,1]
ΦB[–1,+1]
ΦNUS
Figure 3.10 – PRD en fonction du taux de compression.
Ces résultats conﬁrment que la matrice de mesure déterministe proposée a une meilleure
performance en termes de qualité de reconstruction que les matrices aléatoires. Dépendant
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de la valeur du taux de compression CR, la matrice déterministe améliore le SNR des
signaux ECG reconstruits de 6 à 20 dB et le PRD de 11 à 30 %.
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(a) Signaux ECG (enregistrement numéro 100).
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(b) DCT des signaux ECG.
Figure 3.11 – Signal ECG original (noir) et celui reconstruit (rouge) avec un taux de compression
de 80 % (M = 100 et N = 500). Le signal était compressé avec la matrice de mesure déterministe
proposée.
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(a) Signaux ECG (enregistrement numéro 100).
−8
−6
−4
−2
0
2
0 50 100 150 200 250 300 350 400 450
A
m
p
li
tu
d
e
N
DCT ECG original
DCT ECG reconstruit (CR 90 %)
(b) DCT des signaux ECG.
Figure 3.12 – Signal ECG original (noir) et celui reconstruit (rouge) avec un taux de compression
de 90 % (M = 50 et N = 500). Le signal était compressé avec la matrice de mesure déterministe
proposée.
Les Figure 3.11 et Figure 3.12 illustrent une partie des signaux ECG originaux et ceux
reconstruits avec des taux de compression de 80 % et de 90 %, pour l’enregistrement numéro
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100. Dans les deux cas, le signal ECG était compressé avec la matrice de mesure déterministe
proposée. La valeur de N était ﬁxée à 500. Avec le CR de 80 % (lorsqueM = 100), le signal
ECG est reconstruit avec une faible distorsion. La diﬀérence entre le signal original et celui
reconstruit est diﬃcilement perceptible. Par contre, pour un très fort taux de compression,
CR de 90 %, le signal reconstruit présente de faibles ondulations qui pourraient nuire à
l’interprétation médicale du signal. Le signal ECG reconstruit est distordu. Cependant, les
piques R sont toujours visibles et l’intervalle R-R est encore respecté.
Les Figure 3.11(b) et Figure 3.12(b) montrent que le signal ECG est parcimonieux
dans le domaine de la DCT. L’énergie du signal est concentrée dans les basses fréquences, à
peu près dans les K = 150 premières composantes. Pour le CR de 80 % (lorsqueM = 100),
l’OMP a pu récupérer les 99 composantes basses fréquences de la DCT du signal. Le signal
ECG est reconstruit avec une faible distorsion puisque les composantes restantes ont des
valeurs presque nulles. Pour le CR de 90 % (lorsqueM = 50), l’OMP a pu récupérer les 49
composantes basses fréquences de la DCT du signal. Le signal ECG reconstruit est distordu
puisque la plupart des composantes restantes ont des valeurs non négligeables.
ii) Application à des signaux électromyogrammes
Parmi les signaux physiologiques traités dans un WBSN, le signal EMG est principale-
ment celui qui occupe plus de mémoire et nécessite une bande passante élevée. En eﬀet, un
signal EMG est typiquement échantillonné à une fréquence comprise entre 1 kHz et 4 kHz,
et est numérisé avec 2 octets par échantillon. Le signal EMG nécessite un débit brut de
l’ordre de 8 [Ko/s]. De ce fait, il est bénéﬁque de compresser le signal EMG pour économiser
à la fois la mémoire et la bande passante.
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Figure 3.13 – Compression et reconstruction du signal EMG provenant de la base de donnée
Physionet [Phy].
Le signal EMG provient de la base de données Electromyograms (emgdb) du site Phy-
sionet [Phy]. L’enregistrement emg_healthy a été choisi.
La Figure 3.13 illustre les phases de compression et de reconstruction du signal EMG.
Nous avons divisé le signal EMG en blocs de N échantillons consécutifs. Nous avons com-
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pressé chaque bloc du signal avec les matrices de mesure citées précédemment. Nous avons
utilisé l’algorithme OMP pour reconstruire les blocs. Lorsque le signal EMG est entièrement
reconstruit, nous avons évalué leur PRD et leur SNR.
Nous avons eﬀectué une série de tests durant lesquels nous avons ﬁxé N à 500 et nous
avons varié la valeur du taux de compression CR. Les Figure 3.14 et Figure 3.15 rap-
portent les résultats obtenus.
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Figure 3.14 – SNR en fonction du taux de compression.
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Figure 3.15 – PRD en fonction du taux de compression.
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La qualité du signal EMG reconstruit décroit avec CR. Le signal EMG est reconstruit
avec une meilleure qualité avec la matrice de mesure déterministe proposée. Dépendant de la
valeur de CR, le SNR est amélioré de 10 dB et le PRD de 50 %. En comparant ces résultats
avec ceux obtenus précédemment avec le signal ECG, l’EMG est moins compressible parce
qu’il est moins parcimonieux dans le domaine de la DCT.
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(a) Signaux EMG (emg_healthy).
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(b) DCT des signaux EMG.
Figure 3.16 – Signal EMG original (noir) et celui reconstruit (rouge) avec un taux de compression
de 70 % (M = 150 et N = 500). Le signal était compressé avec la matrice de mesure déterministe
proposée.
La Figure 3.16(a) illustre une partie du signal EMG original (en noir) et celui recons-
truit (en rouge) avec un taux de compression de 70 %, pourM = 150 et N = 500. Le signal
EMG était compressé avec la matrice de mesure déterministe proposée. Le signal EMG re-
construit est un peu distordu par rapport à l’original (SNR = 10 dB et PRD = 30 %). Cette
distorsion est due au fait que seulement les 149 premiers coeﬃcients de sa transformée DCT
ont été retenus. Alors que d’après la Figure 3.16(b), les coeﬃcients restants ne sont pas
négligeables.
3.3 Algorithme de reconstruction proposé
3.3.1 Description de l’algorithme
Les algorithmes gloutons, comme l’OMP, se ﬁent à l’incohérence entre la matrice de
mesure Φ et celle du domaine de parcimonie Ψ. L’OMP est un algorithme itératif et facile à
mettre en œuvre. Il commence par initialiser le résiduel, l’ensemble de colonnes sélectionnées
et l’approximation de la transformée comme suit : r = y, Ω0 = ∅ et α˜ = 0.
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À chaque itération, l’OMP sélectionne une colonne de la matrice A = ΦΨ qui a une
corrélation maximale avec le résiduel courant. Puis, il met à jour le résiduel et calcule une
nouvelle approximation de la transformée. Cette phase de sélection de l’OMP est importante
car les étapes suivantes ainsi que le résultat ﬁnal en dépendent. Lorsque les matrices Φ et
Ψ sont incohérentes, l’OMP n’a pas d’ambiguïté pour trouver la bonne colonne à chaque
itération.
Plusieurs algorithmes à base de l’OMP qui fonctionnent mieux en pratique ont été pro-
posés. Ces algorithmes apportent des améliorations en sélectionnant plusieurs colonnes par
itération, en réduisant l’ensemble des colonnes actives à chaque itération, ou bien en résol-
vant le problème de manière itérative. Par exemple, le stagewise OMP (StOMP) sélectionne
plusieurs colonnes à chaque itération pour accélérer la phase de reconstruction [TG07].
Le fait de multiplier la matrice déterministe ΦDBBD par la matrice ΨIDCT accumule
m = NM lignes consécutives de ΨIDCT. La matrice A résultante a la même structure que la
matrice ΨIDCT. La première colonne a1 de A correspond à la composante DC. La deuxième
colonne a2 correspond à la première composante AC ayant la plus basse fréquence. Les
colonnes restantes ai∈{3,...,N} correspondent aux composantes AC ayant des fréquences
progressivement élevées. La Figure 3.17 illustre les 8 premières colonnes de la matrice
ΨIDCT et celles de A = ΦDBBDΨIDCT pour M = 16 et N = 64, respectivement notées
par ψi∈{1,...,8} et ai∈{1,...,8}. Elle montre bien que les deux matrices ont la même structure.
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Figure 3.17 – Les 8 premières colonnes de la matrice ΨIDCT (en bleu) et celles de A =
ΦDBBDΨIDCT (en rouge) pour M = 16 et N = 64, respectivement notées par ψi∈{1,...,8} et
ai∈{1,...,8}.
Grâce à la matrice déterministe proposée, nous n’avons pas besoin de faire la phase
de sélection de l’OMP puisque nous connaissons à l’avance l’emplacement des colonnes
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signiﬁcatives de A. Nous proposons une méthode simple et rapide.
Au lieu de choisir une colonne de A qui a une corrélation maximale avec le résiduel
courant à chaque itération, l’algorithme que nous proposons sélectionne directement lesM
premières colonnes de A. Les colonnes sélectionnées forment une sous matrice de A notée
AΩM ∈ RM×M = [a1|a2| . . . |aM]. Le fait de sélectionner les M premières colonnes de A
revient à eﬀectuer un seuillage dans le domaine de la DCT en gardant uniquement les M
composantes basses fréquences de la transformée. C’est un gain de temps puisque la phase
de sélection domine le temps d’exécution de l’OMP [TG07].
L’algorithme que nous proposons n’est pas itératif. Il s’exécute une seule fois et calcule
directement une approximation de la transformée DCT α˜. Au début, α˜ est initialisée à 0.
Ensuite, ses M premiers éléments, notés α˜ΩM , sont mis à jour en résolvant l’équation :
y = AΩMα˜ΩM (3.9)
Algorithme 2 Algorithme de reconstruction proposé.
Prérequis: y ∈ RM {Vecteur de mesure.}
Prérequis: A ∈ RM×N = ΦDBBDΨIDCT
α˜ ∈ RN ← 0 {Initialiser la transformée du signal reconstruit.}
AΩM ∈ RM×M ← [a1|a2| . . . |aM] {Sélectionner les M premières colonnes de A.}
y = AΩMα˜ΩM {Résoudre l’équation.}
Retourne α˜ ← [α˜ΩM |0 . . . 0]
L’Algorithme (2) résume les étapes de l’algorithme proposé. Une fois que la transfor-
mée α˜ est obtenue, le signal reconstruit est généré comme suit :
x˜ = Ψα˜ (3.10)
3.3.2 Performances de l’algorithme
L’objectif de l’expérimentation qui suit est de comparer les performances de l’algorithme
proposé avec celles de l’OMP et du StOMP. Nous avons utilisé la matrice de mesure déter-
ministe proposée pour compresser la transformée DCT α tout au long de l’expérimentation.
Pour le StOMP, nous avons ﬁxé le nombre d’itérations à 10. Pour évaluer leur taux de suc-
cès, nous avons eﬀectué 100 tests pour chaque valeur de K ∈ {1, . . . , 50}. Nous avons estimé
que la transformée DCT est reconstruite avec succès si l’erreur ε = ‖α – α˜‖2 était inférieure
ou égale à 10–6 (ε ≤ 10–6).
Les Figure 3.18, Figure 3.19 et Figure 3.20 rapportent les taux de succès des trois
algorithmes en fonction de K pourM∈ {25, 35, 45} et N ﬁxé à 500. Indépendamment de la
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Figure 3.18 – Taux de succès pour M = 25.
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Figure 3.19 – Taux de succès pour M = 35.
valeur deM, ces résultats montrent que l’algorithme proposé a une performance meilleure
par rapport à l’OMP en termes de taux de succès. L’algorithme proposé peut reconstruire
la transformée DCT avec succès lorsque le nombre d’éléments non nuls K est inférieur ou
égal au nombre de mesures M (K ≤ M). Par contre l’OMP reconstruit la transformée
DCT avec un taux de succès supérieur à 0.6 seulement lorsque K est strictement inférieur
àM (K <M). Comparé à l’OMP et l’algorithme proposé, le StOMP est moins eﬃcace en
termes de taux de succès .
La Figure 3.21 conﬁrme les résultats obtenus. Elle illustre le nombre de mesures néces-
sairesM pour reconstruire la transformée DCT avec une erreur ε ≤ 10–6. Pour le StOMP, la
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Figure 3.20 – Taux de succès pour M = 45.
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Figure 3.21 – Nombre de mesures M nécessaires pour reconstruire la transformée DCT avec une
erreur ε ≤ 10–6. Les régressions linéaires ont respectivement les équations suivantes : RLProposé :
M = K, RLOMP :M = K + 0.8 et RLStOMP :M = 1.2K + 0.067.
pente de régression linéaire est légèrement supérieure à celle de l’OMP et celle l’algorithme
proposé.
i) Application à des signaux électrocardiogrammes et électromyogrammes
Comme exemples concrets, nous avons aussi pris des signaux ECG et EMG provenant
de la base de données Physionet. Nous avons divisé les signaux en blocs de N échantillons
consécutifs. Nous avons compressé chaque bloc avec la matrice de mesure déterministe
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proposée, puis nous avons reconstruit respectivement chaque bloc avec les trois algorithmes
de reconstruction. Lorsque les signaux sont entièrement reconstruits, nous avons évalué leur
PRD et leur SNR.
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Figure 3.22 – SNR en fonction du taux de compression pour les signaux ECG.
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Figure 3.23 – PRD en fonction du taux de compression pour les signaux ECG.
Nous avons eﬀectué une série de tests durant lesquels nous avons ﬁxé la valeur de N à
500 et nous avons varié la valeur du taux de compression. Les Figure 3.22, Figure 3.23,
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Figure 3.24 – PRD en fonction du taux de compression pour le signal EMG.
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Figure 3.25 – SNR en fonction du taux de compression pour le signal EMG.
Figure 3.24 et Figure 3.25 rapportent le PRD et le SNR en fonction du taux de compres-
sion. Plus le taux de compression augmente, plus la qualité du signal reconstruit se dégrade.
Le signal ECG est plus compressible que l’EMG. En eﬀet, avec une même valeur du taux
de compression, nous avons obtenu un SNR plus élevé et un PRD plus faible. Cela est dû
au fait que le signal ECG est plus parcimonieux dans le domaine de la DCT. Les résul-
tats obtenus conﬁrment ceux obtenus lors des expérimentations précédentes. Par rapport
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à l’OMP et le StOMP, nous avons obtenu un SNR plus élevé lorsque les blocs compressés
étaient reconstruits avec l’algorithme proposé.
Pour qu’une application puisse faire l’acquisition et la reconstruction de signaux en
temps réel, les durées des temps d’encodage TE et de reconstruction TR devraient être assez
courtes. Elles dépendent respectivement de la matrice de mesure Φ et de la complexité de
l’algorithme de reconstruction.
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Figure 3.26 – Temps de reconstruction.
La Figure 3.26 rapporte la durée du temps de reconstruction TR des trois algorithmes
en fonction du taux de compression. Nous pouvons observer que plus CR augmente, plus
TR diminue. En plus de la complexité de l’algorithme, elle varie aussi en fonction de la
dimension [M×N ] de la matrice A. Puisque N était ﬁxé à 500, le fait d’augmenter CR
entrainait la diminution de la valeur de M, raccourcissant ainsi la durée de TR. Comme
énoncé précédemment, la phase de sélection de l’OMP domine son temps de reconstruction.
En sélectionnant plusieurs colonnes à chaque itération, le StOMP a réduit la durée de TR
d’environ 5 fois par rapport à l’OMP. Par contre, l’algorithme proposé est le plus eﬃcace
en termes de durée de reconstruction puisqu’il est 23 fois plus rapide que l’OMP. Cette
eﬃcacité est due au fait que l’algorithme proposé supprime totalement la phase de sélection
de l’OMP.
La méthode proposée est eﬃcace pour les signaux ayant des représentations parcimo-
nieuses dans le domaine de la DCT, où les K coeﬃcients non nuls sont concentrés dans les
basses fréquences. Si les K coeﬃcients sont répartis sur tout le domaine, alors la méthode
proposée n’est pas adaptée et est ineﬃcace. Dans ce cas, nous devons utiliser l’OMP ou
bien d’autres algorithmes de reconstruction pour les localiser.
Cependant, la DCT concentre l’énergie de la plupart des signaux dans les basses fré-
quences, en particulier les signaux physiologiques comme l’ECG [AMH75] et l’EMG [GM97].
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Les composantes hautes fréquences restantes ont tendance à avoir de faibles valeurs. Elles
peuvent être ignorées sans perte visuelle dans le domaine temporel. Pour ces types de si-
gnaux, la méthode proposée est avantageuse parce qu’elle réduit à la fois la complexité
de la phase de mesure et celle de la reconstruction. Premièrement, l’encodeur AC a besoin
d’eﬀectuer seulement (N –M) opérations d’addition sans utiliser d’espace mémoire puisque
la matrice est déterministe. Deuxièmement, l’algorithme de reconstruction proposé élimine
la phase de sélection de l’OMP qui prend le plus de temps.
Les résultats obtenus ont montré que l’OMP est plus eﬃcace en termes de taux de succès
avec la matrice de mesure déterministe proposée ΦDBBD. En eﬀet, l’OMP reconstruit un
signal parcimonieux, où les K composantes non nulles sont concentrées dans les basses
fréquences, lorsque K < M. Alors qu’avec les matrices aléatoires, l’OMP reconstruit le
même signal parcimonieux seulement lorsque K ≤ M1.5 lnN .
Si nous utilisons des matrices aléatoires, les colonnes signiﬁcatives de la matrice A sont
réparties sur tout le domaine, même si la DCT concentre l’énergie du signal dans les basses
fréquences. Pour les localiser, nous devons utiliser l’OMP ou d’autres algorithmes. Cepen-
dant grâce à la matrice de mesure proposée ΦDBBD, les colonnes signiﬁcatives de A restent
concentrées dans les basses fréquences. Puisque nous connaissons à l’avance leurs positions,
nous pouvons réduire la complexité de l’OMP avec l’algorithme proposé en éliminant la
phase de sélection qui prend le plus de temps. De plus, les résultats obtenus ont montré que
le SNR des signaux reconstruits est légèrement supérieur avec l’algorithme proposé. C’est
une version simpliﬁée de l’OMP qui peut être utilisé seulement avec la matrice de mesure
proposée ΦDBBD.
3.4 Comparaison entre la méthode proposée et le codage
par transformation
x DCT α y← α[1 : M] y α˜← [y|0] α˜ DCT–1 x˜
Encodage Reconstruction
(a) Codage par transformation.
x Φ y
AMαM = y
α˜← [αM|0]
α˜ Ψ x˜
Encodage Reconstruction
(b) Méthode proposée.
Figure 3.27 – Comparaison entre la méthode proposée et le codage par transformation.
La méthode que nous proposons, la combinaison de la matrice de mesure et de l’algo-
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rithme de reconstruction, est comparable à un codage par transformation dans le domaine
de la DCT où seulement les M coeﬃcients basses fréquences de la transformée DCT sont
conservés. Comme indiqué à la Figure 3.27(a), l’encodage du signal avec le codage par
transformation consiste à :
1. Calculer la DCT du signal d’entrée x. Le vecteur α résultant contient N éléments.
2. Puisque la DCT concentre la plupart de l’information dans les basses fréquences,
garder seulement les M premiers coeﬃcients de α, où M < N . Le vecteur encodé y
contient M éléments.
La reconstruction du signal s’eﬀectue aussi en deux étapes :
1. Restituer la transformée DCT α˜ à partir du vecteur y en remplissant de zéros les
coeﬃcients manquants :
α˜ ← [y|0] (3.11)
2. Reconstruire le signal en calculant la DCT inverse de α˜.
La méthode que nous proposons à base de l’AC simpliﬁe l’encodage du signal. En eﬀet,
comme illustré à la Figure 3.27(b), le vecteur encodé y est obtenu directement en multi-
pliant x par la matrice de mesure Φ qui est une matrice binaire M×N . Elle a déplacé la
complexité vers la partie reconstruction. En eﬀet, il faut résoudre le système d’équations
AMαM = y pour pouvoir reconstruire la transformée DCT α˜ du signal, où AM est une
matrice M×M formée par les premières colonnes de A = ΦΨ.
3.4.1 Complexité de l’encodage
Nous nous intéressons particulièrement à la complexité de la partie encodage puisque la
capacité en termes de calcul des nœuds dans un réseau de capteurs est très limitée. Pour
ce genre d’application, la phase de reconstruction est moins contraignante puisqu’elle est
généralement faite sur une plateforme ayant les ressources nécessaires en termes de calcul
et d’énergie.
Nous avons évalué la complexité en énumérant les opérations arithmétiques mises en
œuvre pour pouvoir encoder le signal. Le Tableau 3.3 donne la complexité de l’encodage
avec les deux méthodes.
Tableau 3.3 – Complexité de l’encodage.
Multiplication Addition
Codage par transformation M×N M× (N – 1)
Méthode proposée 0 M× (m – 1) = N –M
Ce tableau montre la simplicité de l’encodage avec la méthode proposée puisqu’elle
nécessite seulement (N –M) additions au lieu de (M×(N –1)). En plus de cela, l’encodage
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avec la méthode proposée n’a pas besoin de multiplication.
3.4.2 Qualité de reconstruction
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Figure 3.28 – PRD en fonction du taux de compression pour le signal ECG.
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Figure 3.29 – SNR en fonction du taux de compression pour le signal ECG.
Nous avons aussi évalué la qualité du signal reconstruit avec les deux méthodes. Pour
cela, nous avons pris des signaux ECG et EMG provenant de la base de données Physionet.
Nous avons eﬀectué une série de tests sous Matlab durant lesquels nous avons ﬁxé la valeur
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Figure 3.30 – PRD en fonction du taux de compression pour le signal EMG.
4
5
6
7
8
9
10
11
12
13
14
50 55 60 65 70 75 80 85 90
S
N
R
[d
B
]
CR [%]
Codage par transformation
Me´thode propose´e
Figure 3.31 – SNR en fonction du taux de compression pour le signal EMG.
de N à 500 et nous avons varié la valeur du taux de compression. À la ﬁn de chaque test,
nous avons évalué les PRD et les SNR des signaux reconstruits.
Les Figure 3.28, Figure 3.29, Figure 3.30 et Figure 3.31 rapportent les PRD et
les SNR des signaux ECG et EMG reconstruits avec les deux méthodes. Ces résultats
montrent que le codage par transformation est plus eﬃcace que la méthode proposée en
termes de qualité de reconstruction. Avec le même taux de compression, les PRD des signaux
reconstruits sont plus faibles et leurs SNR sont plus élevés.
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Cette diﬀérence est due au fait que les coeﬃcients de la transformée DCT α˜ reconstruite
avec la méthode proposée sont diﬀérents de ceux obtenus avec le codage par transformation.
Cependant cette erreur est acceptable puisque les diﬀérences maximales en termes de PRD
et de SNR sont respectivement 4.7 % et 2.2 dB pour les signaux ECG et EMG.
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(a) Signal ECG original (en noir) et ceux reconstruits avec le codage par trans-
formation (en bleu) et la méthode proposée (en rouge), pour un taux de com-
pression de 85 % (enregistrement numéro 100).
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(b) Signal EMG original (en noir) et ceux reconstruits avec le codage par trans-
formation (en bleu) et la méthode proposée (en rouge), pour un taux de com-
pression de 75 % (emg_helthy).
Figure 3.32 – Comparaison entre la méthode proposée et le codage par transformation.
Les Figure 3.32(a) et Figure 3.32(b) illustrent une partie des signaux originaux et
reconstruits. Pour le signal ECG, le taux de compression est conﬁguré à 85 %, pourM = 75
et N = 500. La diﬀérence entre le signal ECG reconstruit avec le codage par transformation
(en bleu) et celui reconstruit avec la méthode proposée (en rouge) n’est pas remarquable.
Pour le signal EMG, le taux de compression est conﬁguré à 75 %, pourM = 125 etN = 500.
De même, la diﬀérence entre le signal EMG reconstruit avec le codage par transformation
et celui reconstruit avec la méthode proposée est diﬃcilement perceptible.
3.5 Conclusion
La matrice de mesure déterministe proposée est adaptée pour compresser des signaux
ayant des représentations parcimonieuses dans le domaine de la DCT puisqu’elle a une faible
cohérence avec la matrice IDCT. Par rapport aux autres matrices de mesure, elle est plus
facile à implémenter côté matériel parce que, premièrement, elle nécessite seulement (N –M)
opérations d’addition pour encoder un bloc de N échantillons. Deuxièmement, elle n’a pas
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besoin de générateur de nombres aléatoires, ou bien d’espace mémoire pour sauvegarder ses
éléments, puisqu’elle est déterministe. Les expérimentations faites au niveau algorithmique
sur des signaux ECG et EMG ont montré que la matrice de mesure proposée surpasse les
matrices aléatoires en termes de qualité de reconstruction.
La matrice de mesure déterministe proposée a simpliﬁé la reconstruction du signal en
éliminant la phase de sélection de l’OMP. Ce qui a permis de réduire en même temps sa
complexité et son temps d’exécution. L’algorithme de reconstruction proposé eﬀectue un
seuillage en sélectionnant seulement lesM composantes basses fréquences de la transformée
DCT. Une étude comparative entre l’OMP et l’algorithme de reconstruction proposé a
montré que ce dernier a une meilleure performance en termes de qualité de reconstruction.
La méthode proposée, la combinaison de la matrice de mesure et de l’algorithme, est
similaire à une technique de seuillage classique dans le domaine de la DCT. Une étude
comparative en termes de qualité de reconstruction et de complexité d’encodage entre les
deux méthodes a été faite. Même si la méthode classique est plus eﬃcace en termes de
qualité de reconstruction, l’encodage avec celle proposée est moins complexe et est plus
adapté pour le WBAN.
Le chapitre suivant va présenter une évaluation au niveau système cette méthode pro-
posée dans le cadre d’un WBAN. Un exemple d’architecture de l’encodeur implémentant
la matrice de mesure proposée sera étudié et évalué.
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4.1 Introduction
Les phases d’acquisition et de reconstruction de signaux avec l’AC sont fortement liées.
Un modèle exécutable au niveau système d’une chaîne d’acquisition complète est nécessaire.
Ce modèle exécutable va inclure à la fois les parties logicielles et matérielles de la chaîne
et va permettre de vériﬁer ses fonctionnalités en amont de la phase de développement.
Par rapport aux autres langages de description de matériel ou « HDLs » , par exemple le
« VHSIC HDL (VHDL) » ou le Verilog, le SystemC est plus adapté pour décrire et simuler
des modèles au niveau système puisqu’il permet de modéliser à la fois parties logicielles et
matérielles [BDM+05].
Le SystemC [SC] est à la fois une bibliothèque de classes C++ et un HDL destiné à la
modélisation et à la simulation de systèmes numériques. Il ajoute des fonctionnalités au-
dessus du C++ standard en introduisant la notion du temps (séquencement d’événements)
et de la concurrence, et en ajoutant de nouveaux types de données permettant de décrire une
architecture matérielle. Le SystemC permet de décrire des modèles d’algorithmes logiciels
et d’architectures matérielles sur plusieurs niveaux d’abstraction, depuis le niveau système
jusqu’au transfert entre registres ou « register transfer level (RTL) ». De plus, le modèle
transactionnel ou « transaction level modeling (TLM) » [TLM] lui permet de dissimuler, à
un niveau d’abstraction élevé, les détails de communication entre les diﬀérents modules qui
composent le système.
Le noyau natif du SystemC ne permet pas de décrire et de simuler le modèle d’un
système analogique à temps continu. C’est pourquoi l’extension SystemC-AMS [SCA] a
été introduite pour permettre de modéliser des systèmes comportant à la fois des parties
analogiques, numériques et mixtes. L’architecture du langage SystemC-AMS 1.0 comprend
trois modèles de calcul normalisés, notamment, le ﬂot de donnés temporalisé ou « timed
dataflow (TDF) », le ﬂot de signal linéaire ou « linear signal flow (LSF) » et le réseau
électrique linéaire ou « electrical linear network (ELN) » [Bar10, BEG+11].
Ce chapitre est structuré en deux parties. La première partie va décrire au niveau sys-
tème le modèle d’un WBAN utilisant l’AC. La matrice de mesure et l’algorithme de recons-
truction que nous avons proposés dans le chapitre précédent seront utilisés pour compresser
et reconstruire les signaux mesurés. Un exemple d’encodeur implémentant la matrice de
mesure sera proposé. La seconde et dernière partie présentera les résultats de simulation.
4.2 Modélisation du réseau de capteurs utilisant l’acqui-
sition comprimée
La Figure 4.1 illustre l’architecture du réseau. Il peut comporter plusieurs nœuds et
décodeurs. Le routeur permet de router les données provenant des nœuds vers un décodeur
spéciﬁque. Des travaux ont été déjà faits sur la modélisation au niveau système et la simula-
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tion des réseaux de capteurs sans ﬁls ou WSN avec le langage SystemC, par exemple IDEA1
[DMNC11]. Cependant pour valider le concept, nous avons utilisé le TLM version 2.0 pour
modéliser la communication entre les nœuds et les décodeurs. Les sections suivantes vont
décrire les modèles des diﬀérents éléments qui composent le réseau.
Nœud1
Nœudm
De´codeur1
De´codeurn
Routeur
Figure 4.1 – Architecture du réseau. En bleu simple_initiator_socket, en rouge
simple_target_socket.
4.2.1 Modèle du nœud
Capteur Ampli CAN µC RF
Figure 4.2 – Modèle d’un nœud sans encodeur AC.
Capteur Ampli Encodeur CAN µC RF
Figure 4.3 – Modèle d’un nœud avec encodeur AC.
Les Figure 4.2 et Figure 4.3 illustrent respectivement les modèles d’un nœud avec et
sans encodeur AC. Un nœud comporte un capteur, un ampliﬁcateur à faible bruit, éventuel-
lement un encodeur AC, un CAN, un microcontrôleur et un transmetteur RF. Le modèle
du nœud est décrit de façon structurelle. C’est un module SystemC qui instancie les diﬀé-
rents sous-modules qui le composent et les relie avec des signaux internes. Les sous-sections
suivantes vont présenter plus en détail les diﬀérents sous-modules qui forment le nœud.
i) Capteur
Le modèle du capteur est illustré à la Figure 4.4. Le capteur utilise des enregistrements
sauvegardés dans des ﬁchiers locaux pour générer les signaux physiologiques. En plus de
son nom, le constructeur du module prend trois paramètres supplémentaires, le nom du
ﬁchier contenant les enregistrements, la fréquence à laquelle les données enregistrées étaient
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capturées et l’unité en V. Le format du ﬁchier est simple, chaque ligne doit contenir un
échantillon.
Capteur (sc module)
sc out 〈bool〉
sc out 〈double〉
endAcq
out
Fichier
Figure 4.4 – Modèle du capteur.
Le constructeur ouvre un ﬂux de données à partir du ﬁchier passé en paramètre. Puis, il
démarre une horloge interne cadencée à la fréquence d’acquisition des données enregistrées.
Le module a un processus de type SC_METHOD qui est sensible au front montant de
l’horloge interne. Ce processus lit une donnée à partir du ﬂux et l’écrit sur le port de sortie
out. Lorsque la ﬁn du ﬁchier est atteinte, le processus arrête l’horloge interne et met la sortie
endAcq à l’état haut pour informer le microcontrôleur que l’enregistrement est terminé. Le
destructeur du module ferme le ﬂux de données ouvert par le constructeur.
ii) Amplificateur
Le modèle de l’ampliﬁcateur est illustré à la Figure 4.5. C’est un module TDF com-
portant un port d’entrée de type sca_de :: sca_in qui va lui permettre de lire des données
provenant d’un module SystemC à évènements discrets, plus précisément du capteur.
Amplificateur (sca module)
sca out 〈double〉insca de :: sca in 〈double〉 out
Figure 4.5 – Modèle de l’amplificateur.
Le constructeur du module prend en paramètres le gain et l’oﬀset. Le module redéﬁnit
la méthode processing() de sa classe de base sca_module. Dans cette méthode, le module
lit la valeur de son port d’entrée in. Puis, il multiplie la valeur lue par le gain et ajoute
l’oﬀset. Il écrit le résultat sur son port de sortie out.
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iii) Encodeur
Modèle haut niveau
D’après la description de la matrice de mesure ΦBDDB que nous proposons, l’encodeur
doit accumuler « m = NM » échantillons successifs. Pour simpliﬁer la mise en œuvre et
valider le concept, un modèle haut niveau de l’encodeur est illustré à la Figure 4.6.
Σ
si+1
si
T1
C1
ctrl (fN)
vout
yCAN
E (fM < fN)
T2
C2
ctrl (fN)
T3
init (fM < fN)
x
Encodeur
Figure 4.6 – Modèle haut niveau de l’encodeur.
L’encodeur comporte deux échantillonneurs bloqueurs (EBs). Le premier, noté par EB1,
est formé par l’interrupteur T1 commandé par le signal ctrl et le condensateur C1. Le second,
noté par EB2, est formé par le deuxième interrupteur T2 commandé par le signal ctrl et
le condensateur C2. Les signaux de commandes ctrl et ctrl sont cadencés à la fréquence
de Nyquist fN. Alors que le signal init et celui qui commande la conversion du CAN E
sont cadencés à une fréquence fM en dessous de celle de Nyquist (fM < fN). L’encodeur
accumule le signal à la fréquence de Nyquist mais diminue celle de la conversion numérique
en dessous de la fréquence de Nyquist. C’est avantageux puisque l’accumulation est plus
simple que la numérisation.
Lorsque le signal ctrl est au niveau haut, EB1 est dans la phase d’échantillonnage. La
tension si+1 est restituée à la sortie vout de l’encodeur. vout varie instantanément avec la
tension d’entrée x puisque si est constante. En eﬀet pendant cette période, EB2 est dans la
phase de maintien.
Lorsque le signal ctrl est au niveau bas, EB1 est dans la phase de maintien, la tension
échantillonnée est sauvegardée dans le condensateur C1 et la tension de sortie vout est
maintenue à ce niveau. Pendent ce temps, EB2 est dans la phase d’échantillonnage. La
tension de sortie vout est sauvegardée dans le condensateur C2. La tension si est mise à
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jour à ce niveau (si = vout).
Lorsque le signal init est au niveau haut, l’interrupteur T3 est fermé. La tension si est
mise à zéro.
La Figure 4.7 illustre les chronogrammes des signaux de l’encodeur. Les échantillons
sont accumulés par paquets de m = NM . Pour démarrer l’encodage, le signal init est mis à
l’état haut pour initialiser la tension si à zéro. À chaque phase d’échantillonnage de EB1,
les échantillons xi de la tension d’entrée sont accumulés sur la sortie vout de l’encodeur. Au
bout de m = NM échantillons consécutifs, la tension de sortie vout est égale à (x1+ . . .+xm).
Le signal E est activé pour démarrer la conversion numérique de vout, résultant le premier
élément y1 du vecteur de mesure y. Le signal init est de nouveau activé pour démarrer
l’encodage des prochains échantillons, et ainsi de suite.
x x1 x2 x3
... xm xm+1 ...
ctrl
... ...
ctrl
... ...
init
Si 0
x1 x1 + x2 x1 + x2 + x3 ... ... + xm 0 xm+1 ...
vout
x1 x1 + x2 x1 + x2 + x3 ... x1 + ... + xm xm+1 ...
E
y y1 = x1 + ... + xm
Figure 4.7 – Chronogrammes des signaux de l’encodeur.
La précision de l’encodeur dépend de la durée TS de la phase d’échantillonnage de EB1
et du courant de fuite des condensateurs.
Puisque la tension de sortie vout varie instantanément avec l’entrée pendant la phase
d’échantillonnage de EB1, TS doit être la plus courte possible. Cependant, elle doit être
assez longue pour pouvoir charger correctement le condensateur C1. Le temps de charge
de C1 dépend de sa valeur et celle de la résistance ON de T1. Pour diminuer le temps de
charge de C1 et minimiser ainsi TS, il serait préférable de choisir un condensateur de faible
valeur.
Le courant de fuite décharge le condensateur et corrompe la valeur de la tension mémo-
risée. Plus la valeur du condensateur est grande, plus le courant de fuite est faible. Il faut
trouver un compromis sur le choix de la valeur de C1 et la durée TS.
Modèle au niveau circuit
La Figure 4.8 illustre le raﬃnement du modèle de l’encodeur au niveau circuit.
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in
R1
R2
–
+
R4
R3
ctrl
C1
out
init
– +
C2
ctrl
–
+
Encodeur (sc module)
sca terminal
sc in 〈bool〉
sc in 〈bool〉
sc in 〈bool〉
sca terminal
out
init
ctrl
ctrl
in
Figure 4.8 – Exemple de raffinement du modèle de l’encodeur.
Le modèle de l’encodeur est décrit en instanciant des modules ELN prédéﬁnis et en les
interconnectant par des nœuds pour former un réseau électrique. Les résistances Ri sont
modélisées par des modules ELN sca_eln :: sca_r. Les condensateurs Ci sont modélisés
par des modules ELN sca_eln :: sca_c. Les interrupteurs sont modélisés par des modules
ELN sca_enl :: sca_de_rswitch, des interrupteurs commandés par des signaux à évène-
ments discrets. Les ampliﬁcateurs opérationnels (AOP) sont modélisés par des modules
ELN sca_eln :: sca_nullor, des AOP idéaux.
Les AOPs colorés en bleu fonctionnent en suiveur tandis que celui coloré en rouge
fonctionne en sommateur non inverseur. Les résistances Ri ont la même valeur pour avoir
un gain de « 1 » à la sortie.
Pour tester le fonctionnement de l’encodeur, nous avons branché une source de tension
constante de 0.3 V de type sca_vsource sur son entrée in. Nous avons généré les signaux
de commandes ctrl et ctrl à une fréquence de 4 kHz. Nous avons conﬁguré le signal init
pour que la valeur de m = NM soit égale à 4. Nous avons ﬁxé la valeur des résistances Ri
à 10 kΩ et celle des condensateurs Ci à 0.1 µF. Nous avons conﬁguré les résistances ON
et OFF des interrupteurs à 10 Ω et 10 MΩ respectivement. Nous avons conﬁguré la durée
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Figure 4.9 – Chronogramme des signaux de l’encodeur pour une tension d’entrée constante.
TS de la phase d’échantillonnage de EB1 à 20 µs. La Figure 4.9 illustre le chronogramme
des signaux de commandes ainsi que les tensions d’entrée et de sortie de l’encodeur. Elle
montre que l’encodeur accumule la tension d’entrée in sur sa sortie out.
iv) Convertisseur analogique numérique
La Figure 4.10 illustre le modèle du CAN. Les entrées vn et vp correspondent aux
tensions de références positive et négative. La résolution du CAN est conﬁgurable. Elle peut
prendre une des valeurs suivantes : 8-bit, 10-bit, 12-bit ou 16-bit. Le module sauvegarde les
résultats de la conversion dans une mémoire FIFO (« first in first out ») sous un format
sc_lv 〈16〉.
Le module implémente un processus de type SC_METHOD sensible au front montant
du signal convert et qui eﬀectue la conversion numérique de la tension d’entrée in. Le
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CAN (sc module)
sc fifo 〈sc lv 〈R〉〉
sc in 〈bool〉
sc in 〈double〉
sc in 〈double〉
sca in 〈double〉
out
convert
vp
vn
in
Figure 4.10 – Modèle du convertisseur analogique numérique.
processus eﬀectue une approximation successive de la tension d’entrée.
v) Microcontrôleur
Le modèle du microcontrôleur est illustré à la Figure 4.11. Il prend en entrées la
mémoire FIFO du CAN et le signal endAcq provenant du module capteur marquant la ﬁn
de l’enregistrement.
µC (sc module)
sc fifo in 〈sc lv 〈R〉〉 in
sc in 〈bool〉 endAcq
sc out 〈bool〉 (txRq) sc out 〈Packet〉 (out)
convert sc out 〈bool〉
init sc out 〈bool〉
ctrl sc out 〈bool〉
ctrl sc out 〈bool〉
Figure 4.11 – Modèle du microcontrôleur.
C’est le module qui gère le fonctionnement du nœud. Il assure les trois fonctions prin-
cipales suivantes :
Génération les signaux de commandes
Le microcontrôleur génère les signaux de commandes init, ctrl et ctrl de l’encodeur,
ainsi que le signal convert permettant de démarrer la conversion du CAN.
Pour cela, le constructeur du module prend en paramètres la fréquence du signal ctrl,
la valeur de m = NM et la durée TS. Rappelons que la fréquence du signal ctrl est égale à
la celle de Nyquist. Le module génère une horloge interne cadencée à la fréquence de ctrl.
Il génère ces quatre signaux dans un processus de type SC_THREAD sensible au front
montant de cette horloge interne.
Lorsque le nœud n’a pas d’encodeur analogique, le microcontrôleur ne génère pas les
signaux de commandes init, ctrl et ctrl de l’encodeur. Le processus responsable de la gestion
des signaux de commandes génère seulement le signal convert pour démarrer la conversion
numérique des échantillons à la fréquence de Nyquist.
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Empaquetage des échantillons numérisés
Le microcontrôleur met en paquets les échantillons numérisés avant de les transmettre
vers le module transmetteur RF.
Nous avons créé un nouveau type de données pour représenter un paquet RF que nous
avons appelé Packet. C’est une structure ayant les quatre champs suivants :
a) num : entier représentant le numéro du paquet. Il doit être incrémenté automatiquement
par le nœud pour permettre au décodeur de détecter une éventuelle perte de paquet.
b) id : entier unique représentant le nœud qui a transmis le paquet. Il va permettre au
décodeur d’identiﬁer un nœud particulier lors du décodage des données.
c) type : énumération représentant le type de paquet. Dans la version actuelle, il peut
prendre l’une des deux valeurs suivantes : DATA, STOP.
d) payload : un tableau de 32 éléments de type sc_lv 〈8〉 représentant les données utiles.
Pour gérer l’empaquetage des données, le module a un processus de type SC_METHOD
qui est sensible à la fois à l’évènement data_written de la FIFO et au signal d’entrée endAcq.
Lorsqu’un échantillon numérisé est écrit dans la FIFO par le CAN, ce processus l’ajoute
progressivement dans le payload d’un paquet de type DATA. Lorsque le payload est plein, le
processus écrit le paquet sur le port de sortie out du module. Puis il notiﬁe le transmetteur
RF qu’un paquet est prêt à être transmis vers le décodeur en basculant le niveau du port
de sortie txRq.
Lorsque le module reçoit un signal de ﬁn d’enregistrement provenant du capteur, le
processus informe le décodeur en envoyant un paquet de type STOP.
Encodage des échantillons numérisés
Dans le cas d’un encodeur numérique, c’est le microcontrôleur qui encode les échantillons
numérisés provenant du CAN. Au lieu de les sauvegarder directement dans le payload du
paquet, le microcontrôleur encode les m = NM échantillons successifs en les accumulant
dans une variable locale initialement mise à zéro. Après avoir encodé les m échantillons,
le microcontrôleur sauvegarde le résultat de l’encodage dans le payload. Puis, il remet la
variable locale à zéro avant d’entamer l’encodage des prochains échantillons, et ainsi de
suite.
Par rapport à l’encodeur analogique, le numérique est beaucoup plus facile à mettre en
œuvre. Par contre, le signal est toujours numérisé à la fréquence de Nyquist.
vi) Transmetteur radiofréquence
La Figure 4.12 illustre le modèle du transmetteur RF. Il prend en entrées le paquet et le
signal txRq provenant du module microcontrôleur. Il a un socket de type simple_initiator_socket
pour pouvoir démarrer une nouvelle transaction.
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Transmetteur (sc module)
sc in 〈Packet〉 in
sc in 〈bool〉 txRq
socket simple initiator socket
Figure 4.12 – Modèle du transmetteur radiofréquence.
Pour transmettre les paquets provenant du microcontrôleur vers le décodeur, le module
a un precessus de type SC_THREAD qui est sensible au signal d’entrée txRq. Lorsqu’un
paquet est disponible, le precessus le lit et le sauvegarde dans une variable locale. Puis, il
crée une transaction de type tlm_generic_payload. Ensuite, il initialise la transaction en
mettant à jour les attributs suivants :
a) cmd : TLM_WRITE_COMMAND.
b) data_ptr : pointeur vers la variable locale stockant le paquet.
c) data_length : la taille d’un paquet.
d) response_status : TLM_INCOMPLETE_RESPONSE.
Après, il transmet la transaction au socket en appelant sa méthode b_transport(). Et enﬁn,
il vériﬁe la réponse et envoie un message en cas d’erreur.
vii) Configuration des nœuds
Nous avons créé une structure permettant de regrouper les paramètres de conﬁguration
d’un nœud que nous avons appelé NodeCfg. Le constructeur du module prend en paramètre
cette structure qui sera utilisée pour initialiser les diﬀérents sous-modules qui le composent.
Cette structure a les champs suivants :
a) id : entier représentant l’identité unique du nœud.
b) db_file : le ﬁchier contenant les données que le capteur va utiliser.
c) acq_f : la fréquence à laquelle les données du ﬁchier étaient capturées. Nous avons ﬁxé
la valeur de N à cette fréquence.
d) unit : l’unité des données en [V].
e) gain : le gain de l’ampliﬁcateur.
f) offset : l’oﬀset de l’ampliﬁcateur en [V].
g) adc_res : résolution du CAN : 10-bit, 12-bit ou bien 16-bit.
h) v_ref_p : tension de référence positive du CAN en [V].
i) v_ref_n : tension de référence négative du CAN en [V].
j) type_enc : une énumération permettant de connaitre le type d’encodeur utilisé. Elle
peut prendre une des valeurs suivantes : ANALOG (encodeur analogique), DIGITAL
(encodeur numérique) ou bien NONE (sans encodeur).
89
Chapitre 4. Évaluation système - Réseau de capteurs à base de l’acquisition comprimée
k) m : le rapport NM de l’encodeur.
l) t_s : durée de la phase d’échantillonnage de EB1 en [s].
m) C1 : la valeur du condensateur C1 en [F] (encodeur analogique seulement).
n) C2 : la valeur du condensateur C2 en [F] (encodeur analogique seulement).
o) RON : la valeur de la résistance ON des interrupteurs en [Ω] (encodeur analogique
seulement).
p) ROFF : la valeur de la résistance OFF des interrupteurs en [Ω] (encodeur analogique
seulement).
4.2.2 Modèle SPICE de l’encodeur
i) Description du modèle
Nous avons créé un modèle SPICE de l’encodeur analogique avec l’outil LTSpice [LTS].
C’est un simulateur SPICE basé sur SPICE III qui possède un module schématique pour
éditer des schémas électroniques ainsi qu’un module permettant de visualiser les résultats
de simulation. LTSpice contient des modèles d’ampliﬁcateurs opérationnels, de transistors,
de portes logiques etc. LTSpice ne permet pas de modéliser un nœud complet. Nous l’avons
utilisé seulement pour modéliser l’encodeur analogique.
Figure 4.13 – Schéma du modèle SPICE de l’encodeur analogique.
Le schéma du modèle SPICE de l’encodeur analogique est illustré à la Figure 4.13. Ce
schéma est identique à celui du SystemC-AMS (voir Figure 4.8). Mais au lieu d’utiliser
des composants ELN de la bibliothèque SystemC-AMS, nous avons utilisé ceux de LTSpice.
Nous avons utilisé des ampliﬁcateurs opérationnels de type LT1001. Nous avons conﬁguré
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les composants du modèle SPICE avec les mêmes paramètres que ceux du modèle SystemC-
AMS :
a) Valeur des résistances R1 à R4 : 10 kΩ.
b) Valeur des condensateurs C1 et C2 : 0.1 µF.
c) Valeurs des résistances ON et OFF des interrupteurs T1 et T2 : 10 Ω et 1 MΩ.
Pour valider le fonctionnement de l’encodeur, nous avons appliqué une tension constante
de 0.3 V sur son entrée. Nous avons conﬁguré la valeur de m = NM à 4 et la fréquence des
signaux ctrl et ctrl à 4 kHz, ce qui correspond à une période de 0.25 ms. Nous avons ﬁxé la
durée de la phase d’échantillonnage de EB1, formé par T1 et C1, à 20 µs.
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Figure 4.14 – Tensions d’entrée (bleu) et de sortie (rouge) de l’encodeur pour une tension d’entrée
constante de 0.3 V.
La Figure 4.14 illustre le chronogramme des tensions d’entrée et de sortie de l’encodeur.
Elle montre que l’encodeur accumule successivement les échantillons de la tension d’entrée.
Au bout de m = 4 périodes, la tension de sortie est égale à 1.2 V (0.3 × 4 = 1.2). Les
Figure 4.14 et Figure 4.9 montrent que nous avons obtenu les mêmes résultats avec les
modèles SystemC-AMS et SPICE.
ii) Intégration du modèle SPICE de l’encodeur dans le réseau
Pour pouvoir intégrer le modèle SPICE de l’encodeur dans le réseau, nous avons créé
un nœud qui comporte les éléments suivants : une interface LTSpice, un CAN, un micro-
contrôleur et un module RF. Nous avons sauvegardé les résultats du modèle SPICE dans
un ﬁchier. L’interface LTSpice est un module SystemC-AMS qui va lire le ﬁchier exporté et
va générer un signal TDF à partir des données lues. La Figure 4.15 illustre l’architecture
du nœud intégrant le modèle SPICE de l’encodeur.
4.2.3 Routeur
Le routeur est un module SystemC qui comporte un tableau dynamique de sockets
(simple_target_socket) pour recevoir les transactions provenant des nœuds et un autre
tableau dynamique de sockets (simple_initiator_socket) pour transférer les transactions
vers les décodeurs. Pour router correctement les paquets vers les décodeurs, il utilise une
91
Chapitre 4. Évaluation système - Réseau de capteurs à base de l’acquisition comprimée
Encodeur
SPICE
Fichier Fichier
Interface
SPICE CAN
µC RF
Nœud (SystemC-AMS)
Figure 4.15 – Architecture d’un nœud intégrant le modèle SPICE de l’encodeur.
table de routage comportant deux colonnes. La première colonne de la table indique le
champ Id du paquet et la deuxième colonne spéciﬁe le numéro du simple_initiator_socket
correspondant.
4.2.4 Décodeur
Le décodeur a un socket de type simple_target_socket pour recevoir les transactions
provenant des nœuds. Le constructeur du module prend aussi en paramètres une liste des
conﬁgurations des nœuds. Le module se sert de ces informations pour décoder et sauvegarder
les données provenant des nœuds.
Pour traiter les transactions provenant des nœuds, le décodeur implémente la méthode
b_transport(). Dans cette méthode, le décodeur récupère le paquet à partir de la transaction
tlm_generic_payload passée en paramètre. Puis, il crée un processus dynamique qui va trai-
ter le paquet avec la méthode sc_spawn(). Et enﬁn, il met à jour l’attribut response_status
de la transaction en TLM_OK_RESPONSE.
Le processus créé dynamiquement par la méthode b_transport() pour traiter le paquet
reçu le désassemble. Le champ id du paquet lui permet d’identiﬁer le nœud et de récupérer
les conﬁgurations correspondantes à partir de la liste de NodeCfg passée en paramètre au
constructeur. Le champ type lui permet de savoir s’il s’agit d’un paquet transportant des
données dans le payload ou bien d’un paquet informant la ﬁn de l’enregistrement.
a) Dans le cas d’un paquet de données, si le nœud correspondant n’a pas d’encodeur,
le payload contient des données brutes. Le processus extrait les données du payload,
puis il les sauvegarde directement dans un ﬁchier. Si le nœud qui a transmis le paquet
implémente un encodeur numérique ou analogique, alors le payload contient des données
encodées. Le processus les sauvegarde localement jusqu’à ce qu’il ait reçuM échantillons
encodés. Après avoir reçu les M échantillons encodés, le processus reconstruit le signal
original avec l’algorithme de reconstruction proposé, puis il sauvegarde le résultat dans
un ﬁchier.
b) Dans le cas d’un paquet de type STOP, le processus supprime la conﬁguration du nœud
de la liste des NodeCfg. Une fois la liste vide, le processus arrête la simulation en appelant
la méthode sc_stop().
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4.3 Résultats de simulation
4.3.1 Évaluation de la qualité de reconstruction
i) Description du banc de test
Pour valider le modèle, nous avons pris des signaux EMG, ECG et EEG provenant de la
base de données Physionet [Phy]. Le Tableau 4.1 résume les caractéristiques des signaux
où fS est la fréquence d’acquisition.
Tableau 4.1 – Signaux de tests utilisés lors de la validation du modèle SystemC-AMS.
Signal Base de données fS
EMG Electromyogram (emgdb) 4 kHz
ECG MIT-BIH Arrhythmia (mitdb) 360 Hz
EEG EEG Motor Movement/Imagery Dataset (eegmmidb) 160 Hz
Nous avons conﬁguré la résolution du CAN à 16-bit. Les tensions de références du CAN
ont été ﬁxées à 3.3 et 0 V. Le pas de quantiﬁcation correspondant est :
∆V =
Vp – Vn
216 – 1
= 50.355 µV (4.1)
Tableau 4.2 – Caractéristiques des nœuds utilisés pour évaluer la qualité de reconstruction.
Nœud Type d’encodeur m = NM
Nœud1 Aucun -
Nœud2 Numérique 2
Nœud3 Numérique 4
Nœud4 Numérique 6
Nœud5 Numérique 8
Nœud6 Numérique 10
Nœud7 Numérique 12
Nœud8 Analogique (SystemC-AMS) 2
Nœud9 Analogique (SystemC-AMS) 4
Nœud10 Analogique (SystemC-AMS) 6
Nœud11 Analogique (SystemC-AMS) 8
Nœud12 Analogique (SystemC-AMS) 10
Nœud13 Analogique (SystemC-AMS) 12
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Puisque les amplitudes des signaux sont de l’ordre de millivolts et microvolts, nous avons
conﬁguré le gain de l’ampliﬁcateur à 2 × 102. Nous avons ajouté un oﬀset de 0.2 V pour
que la dynamique du signal ampliﬁé soit comprise entre 0 et 3.3 V. Pour les encodeurs
analogiques, nous avons ﬁxé la valeur des résistances Ri à 10 kΩ et celle des condensateurs
Ci à 0.1 µF. Les résistances ON et OFF des interrupteurs ont été conﬁgurées à 10 Ω et
10 MΩ respectivement. Nous avons ﬁxé la durée TS de la phase d’échantillonnage de EB1
à 20 µs.
Nous avons créé un réseau composé de 13 nœuds et d’un décodeur. Le Tableau 4.2
donne les caractéristiques des diﬀérents nœuds utilisés pendant la simulation. Le premier
nœud n’est pas muni d’encodeur. Le signal capturé par ce nœud est utilisé comme référence
pour évaluer la qualité des signaux capturés avec les nœuds restants qui implémentent
soit des encodeurs numériques, soit des encodeurs analogiques. Le facteur de compression
m = NM des nœuds implémentant des encodeurs augmente progressivement de 2 à 12 avec
un pas de 2. Nous avons ﬁxé la valeur de M à 32, c’est-à-dire que le décodeur démarre la
phase de reconstruction après avoir reçu 32 échantillons encodés et génère (N = 32 × m)
échantillons.
Tableau 4.3 – PRD et SNR en fonction du taux de compression pour le signal EMG.
CR [%]
MATLAB
SystemC-AMS
Numérique Analogique
PRD [%] SNR [dB] PRD [%] SNR [dB] PRD [%] SNR [dB]
50.00 20.57 16.13 20.69 16.11 20.70 16.10
75.00 32.86 10.83 33.16 10.87 33.17 10.86
83.33 46.30 7.31 47.32 7.14 47.32 7.14
87.50 56.27 5.23 55.93 5.34 55.93 5.34
90.00 61.16 4.49 60.93 4.53 60.93 4.53
91.67 63.54 4.10 63.85 4.07 63.85 4.07
ii) Résultats
Les Tableau 4.3, Tableau 4.4 et Tableau 4.5 rapportent les PRD et SNR des si-
gnaux reconstruits en fonction du taux de compression CR pour les trois signaux. Ces
tableaux rapportent aussi les résultats obtenus pendant la simulation MATLAB. Ces résul-
tats montrent que :
a) L’encodeur numérique est plus performant que l’analogique même s’il n’y a pas de grande
diﬀérence en termes de PRD et de SNR. Les diﬀérences maximales sont respectivement
2.7 % et 0.4 dB. L’avantage de l’encodeur analogique est que ce dernier numérise le
signal en dessous de la fréquence de Nyquist.
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Tableau 4.4 – PRD et SNR en fonction du taux de compression pour le signal ECG.
CR [%]
MATLAB
SystemC-AMS
Numérique Analogique
PRD [%] SNR [dB] PRD [%] SNR [dB] PRD [%] SNR [dB]
50.00 1.27 38.00 1.30 37.83 1.34 37.60
75.00 4.84 27.58 4.86 27.70 4.89 27.62
83.33 12.41 20.10 12.15 20.23 12.18 20.18
87.50 24.22 12.37 24.17 12.38 24.20 12.37
90.00 30.74 10.29 31.32 10.13 31.35 10.12
91.67 35.40 9.12 34.85 9.23 34.87 9.23
Tableau 4.5 – PRD et SNR en fonction du taux de compression pour le signal EEG.
CR [%]
MATLAB
SystemC-AMS
Numérique Analogique
PRD [%] SNR [dB] PRD [%] SNR [dB] PRD [%] SNR [dB]
50.00 22.52 13.22 23.15 12.96 25.01 12.26
75.00 34.00 9.47 33.38 9.61 36.07 8.92
83.33 43.31 7.37 43.77 7.28 46.28 6.78
87.50 50.04 6.07 50.01 6.06 52.43 5.65
90.00 54.62 5.26 54.84 5.23 57.12 4.87
91.67 57.93 4.77 58.71 4.66 60.92 4.33
b) Par rapport à l’EMG et l’EEG, l’ECG est plus compressible parce qu’il a une représen-
tation plus parcimonieuse dans le domaine de la DCT. En eﬀet, avec les même taux de
compression, nous avons obtenu des meilleurs résultats en termes de PRD et de SNR
avec le signal ECG.
La Figure 4.16(a) illustre une partie du signal EMG original et celui reconstruit avec
l’encodeur analogique pour un taux de compression de 75.0 %, pour des valeurs de M et
de N égales à 32 et 128. Elle montre que le signal EMG reconstruit (en rouge) est un peu
distordu par rapport à l’original (en noir). Les PRD et SNR sont respectivement 36.07 %
et 8.92 dB. En se référant à la Figure 4.16(b), les coeﬃcients signiﬁcatifs de la DCT du
signal EMG original sont presque répartis sur tout le domaine. Alors que l’algorithme de
reconstruction récupère seulement les 32 premiers coeﬃcients de la DCT. Le fait d’ignorer
les 96 restants génère une distorsion dans le domaine temporel.
La Figure 4.17(a) illustre une partie du signal ECG original et celui reconstruit avec
l’encodeur analogique pour un taux de compression de 83.3 %, pour des valeurs deM et de
N égales à 32 et 192. La diﬀérence entre le signal ECG original (en noir) et celui reconstruit
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(a) Signaux EMG (emg_healthy).
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(b) DCT des signaux EMG.
Figure 4.16 – Signal EMG original (noir) et celui reconstruit (rouge) avec un taux de compression
de 75.0 %.
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(a) Signaux ECG (enregistrement numéro 100).
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(b) DCT des signaux ECG.
Figure 4.17 – Signal ECG original (noir) et celui reconstruit (rouge) avec un taux de compression
de 83.3 %.
(en rouge) est diﬃcilement perceptible. Les PRD et SNR sont respectivement 12.18 % et
20.18 dB. La Figure 4.17(b) montre que les coeﬃcients signiﬁcatifs de la DCT du signal
ECG sont concentrés dans les 70 premiers éléments. L’algorithme de reconstruction récupère
seulement les 32 premiers coeﬃcients de la DCT et ignore les 160 restants. Le fait de les
ignorer n’aﬀecte pas la qualité du signal ECG reconstruit puisque leurs valeurs sont presque
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(b) DCT des signaux EEG.
Figure 4.18 – Signal EEG original (noir) et celui reconstruit (rouge) avec un taux de compression
de 75.5 %.
La Figure 4.18(a) illustre une partie du signal EEG original et celui reconstruit avec
l’encodeur analogique pour un taux de compression de 75.0 %, pour des valeurs deM et N
égales à 32 et 128. Le signal EEG reconstruit (en rouge) est distordu par rapport au signal
original (en noir). Cette distorsion est due au fait que les coeﬃcients de la DCT du signal
EEG sont répartis sur presque tout le domaine (voir Figure 4.18(b)).
4.3.2 Validation du modèle SPICE de l’encodeur
i) Description du banc de test
Pour évaluer les performances du modèle SPICE de l’encodeur en termes de qualité de
reconstruction, nous avons créé un réseau composé de 13 nœuds et un décodeur :
a) Un nœud qui n’implémente pas d’encodeur. Le signal capturé par ce nœud est utilisé
comme référence pour évaluer les qualités des signaux capturés avec ceux qui implé-
mentent des encodeurs.
b) 6 nœuds qui comportent des interfaces SPICE.
c) 6 nœuds qui implémentent des encodeurs analogiques.
Nous avons utilisé un signal EMG provenant de base de données Physionet. Nous avons
varié de 2 à 12 avec un pas de 2 les facteurs de compression m = N /M des nœuds
implémentant des encodeurs. Nous avons conﬁguré la résolution des CAN à 16-bit et nous
avons ﬁxé les tensions de référence positive et négative à 0 et 3 V. Le décodeur reconstruit
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les signaux après avoir reçuM = 32 échantillons encodés. À la ﬁn de l’enregistrement, nous
avons évalué les PRD et SNR des signaux reconstruits.
Tableau 4.6 – PRD et SNR en fonction du taux de compression pour le signal EMG.
CR [%]
LTSpice SystemC-AMS
PRD [%] SNR [dB] PRD [%] SNR [dB]
50.00 20.54 16.33 20.70 16.10
75.00 34.02 10.56 33.17 10.86
83.33 46.13 7.33 47.32 7.14
87.50 56.27 5.21 55.93 5.34
90.00 56.66 5.33 60.93 4.53
91.67 64.12 4.01 63.85 4.07
ii) Résultats
Le Tableau 4.6 rapporte les PRD et SNR des signaux reconstruits en fonction du taux
de compression. Nous avons obtenu presque les mêmes PRD et SNR avec les deux modèles.
Les diﬀérences maximales sont respectivement 1.26 % et 0.19 dB.
L’avantage du modèle SPICE par rapport au modèle SystemC-AMS est qu’il est plus
proche du circuit réel. Cependant, le modèle SystemC-AMS est beaucoup plus rapide. En
eﬀet, une simulation de 10 secondes avec le modèle SPICE durent en moyenne 4 minutes.
Alors qu’avec le modèle SystemC-AMS, la simulation dure moins d’une minute.
4.3.3 Influence de la valeur de M sur la qualité et le temps de
reconstruction
Durant les expérimentations précédentes, nous avons ﬁxé la valeur de M à 32. C’est-
à-dire que le décodeur démarre la phase de reconstruction après avoir reçu 32 échantillons
encodés. Il est intéressant d’évaluer la qualité du signal reconstruit en fonction de la valeur
de M. Sachant que le temps de reconstruction TR varie en fonction de M. Plus la valeur
de M est grande, plus le temps de reconstruction TR est long.
Nous avons créé un réseau composé de 2 nœuds et 4 décodeurs. L’un des nœuds im-
plémente un encodeur numérique et l’autre n’implémente pas. Nous avons conﬁguré les
décodeurs avec 4 diﬀérentes valeurs de M : 16, 32, 64 et 128. Nous avons conﬁguré la
table de routage du routeur pour que les paquets provenant du nœud implémentant l’en-
codeur soient transmis vers les 4 décodeurs en même temps. Le signal provenant du nœud
qui n’implémente pas d’encodeur est utilisé comme référence pour évaluer la qualité des
signaux reconstruits par les décodeurs.
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Nous avons conﬁguré les deux nœuds pour qu’ils capturent un signal ECG provenant
de base de données Physionet. Nous avons eﬀectué une série des tests où nous avons varié
le taux de compression du nœud.
Tableau 4.7 – Impact de la valeur de M sur la qualité de reconstruction et le temps de recons-
truction.
CR [%] M (N ) PRD [%] SNR [dB] TR [ms]
50.00
16 (32) 1.34 37.75 0.04
32 (64) 1.30 37.83 0.24
64 (128) 1.27 37.96 1.06
128 (256) 1.27 37.96 7.63
75.00
16 (64) 3.93 29.62 0.04
32 (128) 4.86 27.70 0.24
64 (256) 5.61 25.42 1.06
128 (512) 5.64 25.14 7.63
83.33
16 (96) 9.67 25.27 0.04
32 (192) 12.15 20.23 0.24
64 (384) 13.80 17.20 1.06
128 (768) 14.19 16.96 7.63
87.50
16 (128) 18.60 20.37 0.04
32 (256) 24.17 12.38 0.24
64 (512) 24.36 12.29 1.06
128 (1024) 24.29 12.29 7.63
90.00
16 (160) 25.59 15.69 0.04
32 (320) 31.32 10.13 0.24
64 (640) 28.88 10.79 1.06
128 (1280) 28.56 10.68 7.63
91.67
16 (192) 30.96 13.93 0.04
32 (384) 34.85 9.23 0.24
64 (768) 35.92 8.89 1.06
128 (1536) 36.04 8.41 7.63
Le Tableau 4.7 rapporte les résultats obtenus au cours de 6 tests où le taux de com-
pression prend une des valeurs suivantes : 50 %, 75 %, 83.33 %, 87.5 %, 90 % et 91.67 %.
Ces résultats montrent que, pour un CR donné, à l’exception de CR = 50 %, la qualité
du signal reconstruit se dégrade lorsque la valeur de M augmente. Le signal reconstruit
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se dégrade dans le sens où le PRD augmente et le SNR diminue. La dernière colonne du
tableau rapporte la durée maximale du temps de reconstruction TR. Ces résultats montrent
que TR augmente avec M. La durée de TR dépend seulement de la valeur de M mais pas
celle de N puisque l’algorithme de reconstruction proposé cherche la solution du système
d’équations :
AΩMαΩM = y (4.2)
où AΩM est une matriceM×M formée par lesM colonnes de A ∈ RM×N . Il serait avan-
tageux de prendre une faible valeur deM pour avoir une meilleure qualité de reconstruction
et un court temps de reconstruction.
4.3.4 Impact de la résolution du convertisseur analogique numé-
rique sur la qualité de reconstruction
i) Description du banc de test
Durant les expérimentations précédentes, nous avons ﬁxé la résolution du CAN à 16-bit
avec des tensions de références positive et négative de 0 et 3.3 V. Dans cette expérimenta-
tion, nous avons évalué l’impact de la résolution du CAN sur la qualité de reconstruction.
Nous avons créé un réseau composé de 5 nœuds et un décodeur. Nous avons conﬁguré les
résolutions des CAN à 16-bit, 12-bit, 10-bit et 8-bit. Les tensions de références positive et
négative ont été ﬁxées à 0 et 3.3V. Le Tableau 4.8 rapporte les caractéristiques des nœuds
utilisés.
Tableau 4.8 – Caractéristiques des nœuds utilisés pour évaluer l’impact de la résolution du CAN.
Nœud Encodeur Résolution du CAN [bit]
Nœud1 Aucun 16
Nœud2 Analogique 16
Nœud3 Analogique 12
Nœud4 Analogique 10
Nœud5 Analogique 8
Les nœuds capturent un signal EMG provenant de la base de données Physionet. Nous
avons conﬁguré le décodeur pour qu’il démarre la phase de reconstruction après avoir reçu
M = 16 échantillons encodés. Nous avons eﬀectué une série de tests où nous avons varié
le taux de compression des nœuds implémentant des encodeurs. Le signal EMG prove-
nant Nœud1 est utilisé comme référence pour évaluer la qualité de reconstruction de ceux
provenant des nœuds restants.
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Tableau 4.9 – Impact de la valeur de la résolution du CAN sur la qualité de reconstruction.
CR [%] R [bit] PRD [%] SNR [dB] SNR [dB] / R[bit]
50.00
16 17.28 18.02 1.12
12 17.87 17.47 1.45
10 24.95 13.48 1.34
8 62.06 5.77 0.72
75.00
16 28.93 13.32 0.83
12 28.95 13.30 1.10
10 30.05 12.48 1.24
8 40.39 8.81 1.10
83.33
16 43.90 8.63 0.53
12 43.88 8.63 0.71
10 44.09 8.51 0.85
8 47.45 7.32 0.91
87.50
16 51.96 6.54 0.40
12 51.97 6.54 0.54
10 52.06 6.51 0.65
8 53.23 6.21 0.77
ii) Résultats
Le Tableau 4.9 rapporte les résultats obtenus pour 4 valeurs du taux de compression
CR. La dernière colonne du tableau calcule le rapport (SNR / R). Elle permet de trouver
le bon compromis entre la résolution du CAN et la qualité du signal reconstruit. Lorsque la
valeur de CR est assez élevée (83.33 % et 87.50 %), la résolution du CAN n’a pas beaucoup
d’eﬀet sur la qualité du signal reconstruit. Dans ces cas, il est avantageux d’utiliser un CAN
8-bit. Pour un taux de compression de 75 %, la résolution du CAN commence à aﬀecter
la qualité du signal reconstruit. Cependant la dernière colonne du tableau montre qu’il est
intéressant d’utiliser un CAN 10-bit. De même pour un taux de compression de 50 %, la
dernière colonne du tableau montre qu’il est bénéﬁque d’utiliser un CAN 12-bit.
4.3.5 Évaluation de la bande passante et de la consommation
La version actuelle du modèle ne permet pas de mesurer la consommation globale
d’un nœud mais seulement celle du module radiofréquence. Nous avons pris le module RF
NRF24L01 comme exemple. La Figure 4.19 illustre sa consommation en courant pendant
la transmission d’un paquet d’après son datasheet [RF2]. Lorsque le module est en mode
veille (Standby), il consomme un courant très faible de l’ordre de 22 µA pour une tension
101
Chapitre 4. Évaluation système - Réseau de capteurs à base de l’acquisition comprimée
d’alimentation VDD égale à 3 V. Avant de passer en mode transmission, le module passe par
une étape intermédiaire de conﬁguration (PLL lock) pendant une durée TS où il consomme
un courant IS de l’ordre de 8 mA pour une VDD de 3 V. Après l’étape intermédiaire, il
passe en mode transmission (TX) pendant une durée TOA où il consomme un courant de
11.3 mA pour une VDD de 3 V. Une fois le paquet transmis, le module retourne en mode
veille pour économiser de l’énergie.
Standby PLL lock TX Standby
TS TOA
i [mA]
temps [µs]
IS
IOA
Figure 4.19 – Consommation en courant du module NRF24L01 en mode transmission.
La durée de TOA dépendent à la fois de la taille du paquet et du débit de transmission.
TOA =
taille d’un paquet [bit]
débit de transmission [bit / s]
(4.3)
Préambule Adresse Contrôle Payload CRC
1 octet 3-5 octets 9 bits 32 octets 1-2 octets
329 bits
Figure 4.20 – Format d’un paquet du module NRF24L01.
La Figure 4.20 illustre le format d’un paquet du module NRF24L01. La taille de
l’adresse est conﬁgurable sur 3 ou 5 octets, de même celle du contrôle de redondance cyclique
ou « cyclic redundancy check (CRC) » est conﬁgurable sur 1 ou 2 octets. La taille maximale
d’un paquet est égale à 329 bits.
Pour un débit de 1 Mbps et un paquet de 329 bits, TOA dure 329 µs. La durée TS de
la phase de conﬁguration ne dépend pas de la taille du paquet et a une valeur ﬁxe égale à
130 µs.
L’énergie consommée pour transmettre un paquet est exprimée comme suit :
Ep = VDD(IS TS + IOA TOA) (4.4)
où VDD est la tension d’alimentation. Pour les valeurs suivantes :
a) VDD = 3 V
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b) IS = 8 mA
c) IOA = 11.3 mA
d) TS = 130 µs
e) TOA = 329 µs
Le module radiofréquence consomme une énergie Ep de 14 µJ pour transmettre un paquet.
Nous avons utilisé cette valeur dans le modèle.
Pour évaluer le débit de la voie montante du réseau (nœuds vers décodeur), le routeur
compte le nombre de paquets reçus en provenance des nœuds. À chaque fois que le routeur
en reçoit un, il incrémente une variable locale. Un processus de type SC_THREAD, conﬁ-
guré pour se déclencher à chaque seconde, calcule le débit du réseau en kilo octet par seconde
[Ko/s] à partir du nombre de paquets reçus, en tenant compte du fait que la taille d’un
paquet est égale à 329 bits. Après avoir calculé le débit, le processus sauvegarde le résultat
dans une variable locale et réinitialise à zéro le nombre de paquets reçus. Le routeur implé-
mente une méthode permettant de récupérer la valeur du débit. Cette méthode peut être
appelée après avoir lancé la simulation, c’est-à-dire après la méthode sc_core :: sc_start().
i) Description du banc de test
Nous avons construit un réseau composé de 2 nœuds et d’un décodeur : un nœud muni
d’un capteur ECG et un autre avec un EMG. Dans un premier temps, nous avons évalué
la consommation des modules RF et le débit du réseau avec des nœuds sans encodeur AC.
Puis nous avons conﬁguré les nœuds avec des encodeurs numériques. Nous avons ﬁxé les
facteurs de compression à 8 pour l’ECG et à 4 pour l’EMG. La résolution des CAN a été
conﬁgurée à 16-bit.
ii) Résultats
Tableau 4.10 – Débit du réseau avec et sans les encodeurs AC.
Débit [Kops]
Sans encodeur AC 10.9238
Avec encodeur AC 2.61047
Tableau 4.11 – Consommation des modules RF.
Nœuds ECG EMG
Consommation [µJ] (sans encodeur AC) 952 10486
Consommation [µJ] (avec encodeur AC) 126 2618
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Les Tableau 4.10 et Tableau 4.11 rapportent les résultats de simulation. Le nœud
EMG a monopolisé le réseau puisqu’il a une fréquence d’échantillonnage plus élevée (4 kHz)
que le nœud ECG (360 Hz). Les encodeurs AC ont baissé de 4.2 fois le débit du réseau.
La consommation des modules RF est propositionnelle au facteur de compression. Pour
le nœud ECG, sans l’encodeur AC, il a fallu 68 paquets pour transmettre les échantillons
numérisés. L’encodeur AC a diminué le nombre de paquets à 9. Pour le nœud EMG, le fait
d’implémenter l’encodeur AC a réduit le nombre de paquets à 187 au lieu de 749.
4.4 Conclusion
Un modèle exécutable au niveau système d’un WBAN implémentant la méthode pro-
posée avec SystemC-AMS a été présenté. Ce modèle a permis de vériﬁer et de valider
les fonctionnalités de la méthode proposée en amont de la phase de développement. Pour
simpliﬁer la mise en œuvre et valider le concept, un modèle haut niveau de l’encodeur implé-
mentant la matrice de mesure a été proposé. Un raﬃnement de ce modèle au niveau circuit
en utilisant des composants ELN a été validé. Un modèle SPICE de la partie analogique
de l’encodeur a été aussi développé avec l’outil LTSpice. Des signaux ECG, EEG et EMG
provenant de la base de données Physionet ont été utilisés pour alimenter le modèle.
La version actuelle de ce modèle nous a principalement permis d’évaluer la qualité du
signal reconstruit en fonction du taux de compression. Il nous a aussi donné l’opportunité
d’explorer et de mesurer d’autres paramètres à savoir, (i) l’impact de la valeur de M
(respectivement de N ) sur la qualité et le temps de reconstruction, (ii) l’inﬂuence de la
résolution du CAN sur la qualité de reconstruction, et (iii) l’évaluation de la bande passante
et la consommation du module RF.
Ce modèle peut être enrichi ultérieurement pour pouvoir étudier d’autres paramètres,
notamment la consommation totale d’un nœud et l’inﬂuence de la perte de paquets sur la
qualité du signal reconstruit.
Dans le chapitre suivant, nous utiliserons ce modèle pour trouver le bon compromis entre
le taux de compression et la qualité du signal reconstruit avant de valider expérimentalement
la méthode proposée dans un WBAN. Des signaux préalablement capturés par les nœuds
seront utilisés pour alimenter le modèle.
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5.1 Introduction
Le modèle exécutable au niveau système présenté dans le chapitre précédent permet de
valider la méthode proposée en amont de la phase de développement. Dans ce chapitre, nous
allons évaluer expérimentalement cette méthode. Une collaboration avec l’entreprise TEA
nous a donné l’opportunité de tester et mesurer les performances de la méthode proposée
sur un système opérationnel. TEA [TEA] est spécialisée dans le développement, la vente et
la mise en œuvre de capteurs et solutions de mesure et d’analyse complètes pour l’activité
physique, le mouvement et le suivi du regard.
Ce chapitre est structuré en deux parties. Dans la première, nous allons valider l’enco-
deur numérique en l’implémentant dans un WBAN développé et commercialisé par l’en-
treprise TEA. Dans la deuxième et dernière partie, un prototype de l’encodeur analogique
construit à partir de composants standards sera étudié et évalué.
5.2 Encodeur numérique
EMG
ECG
nœud
Ordinateur de surveillance
Coordinateur
Figure 5.1 – Architecture du réseau de capteurs utilisé pendant la validation expérimentale.
Nous avons appliqué la méthode proposée, la matrice de mesure et l’algorithme de
reconstruction, dans un réseau de capteurs sans ﬁls sur le corps humain développés et com-
mercialisés par l’entreprise TEA. Comme illustré à la Figure 5.1, le réseau est composé de
nœuds comportant chacun diﬀérents types de capteurs permettant de mesurer des signaux
physiologiques comme l’ECG, l’EMG, la respiration, etc. Un nœud central (coordinateur)
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coordonne et récupère les données provenant des diﬀérents nœuds via une liaison radio-
fréquence. Le coordinateur et les nœuds forment un réseau en étoile. Le coordinateur est
connecté sur un ordinateur de surveillance via une liaison « universal serial bus (USB) ».
Un logiciel qui tourne sur l’ordinateur de surveillance permet de visualiser en temps réel et
de sauvegarder les données provenant des diﬀérents nœuds.
L’encodeur numérique est adapté pour ce type de réseau puisque les nœuds comportent
déjà des microcontrôleurs qui peuvent l’implémenter sous forme d’algorithme. La méthode
proposée va permettre d’économiser la bande passante du réseau et de diminuer la consom-
mation d’énergie des nœuds, augmentant ainsi l’autonomie de leurs batteries. Le gain en
autonomie dépend de la répartition de la consommation d’énergie des diﬀérents modules
présents dans les nœuds. La compression des données permet d’augmenter ce gain seulement
si le module RF consomme le plus d’énergie pendant la transmission des données.
5.2.1 Implémentation de l’encodeur
Ampli CAN µC RF
Figure 5.2 – Architecture d’un nœud utilisé pendant la validation expérimentale.
L’architecture d’un nœud du réseau est illustrée à la Figure 5.2. Le signal est d’abord
ampliﬁé par un ampliﬁcateur à faible bruit. Puis, il est numérisé par un CAN 16-bit. Un
microcontrôleur PIC24H de Microchip coordonne le fonctionnement du nœud. Les données
sont transmises vers le coordinateur par un composant NRF24L01 [RF2]. Il est conçu pour
opérer sur la bande de fréquence ISM, 2.400 - 2.4835 GHz, avec un débit de transfert
conﬁgurable jusqu’à 2 Mb/s. Le nœud est alimenté par une batterie. C’est le microcontrôleur
qui ﬁxe la fréquence d’acquisition du CAN et empaquète les échantillons numérisés avant
de les transmettre vers le module RF.
Nous avons implémenté l’encodeur numérique dans des nœuds munis de capteurs ECG
et EMG. Mais avant de passer à l’implémentation, nous avons utilisé le modèle SystemC-
AMS décrit dans le chapitre précédent pour trouver le bon compromis entre le taux de
compression (CR) et la qualité du signal reconstruit (PRD et SNR). Des signaux ECG et
EMG préalablement capturés par les nœuds ont été utilisés comme signaux de test pour
alimenter le modèle. Nous avons créé un réseau composé de sept nœuds (un nœud sans
encodeur AC et six autres avec encodeur AC) et d’un décodeur. Nous avons conﬁguré le
modèle avec les paramètres réels du réseau :
a) Gain de l’ampliﬁcateur : 200.
b) Résolution du CAN : 16-bit.
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c) Tensions de références positive et négative du CAN : 0 et 3.3 V.
d) Fréquence d’acquisition : 512 Hz pour l’ECG et 2048 Hz pour l’EMG.
e) Type d’encodeur : numérique.
f) Facteurs de compression des six nœuds : 2, 4, 6, 8, 10, 12.
g) Valeur de M pour le décodeur : 16, c’est-à-dire qu’il va démarrer la phase de recons-
truction après avoir reçu 16 échantillons encodés.
Tableau 5.1 – PRD et SNR en fonction du taux de compression pour le signal ECG.
CR [%] PRD [%] SNR [dB]
50.0 25.0 17.0
75.0 27.5 14.6
83.3 30.2 13.1
87.5 33.9 11.3
90.0 42.1 9.4
91.6 52.4 7.6
Tableau 5.2 – PRD et SNR en fonction du taux de compression pour le signal EMG.
CR [%] PRD [%] SNR [dB]
50.0 13.3 17.7
75.0 27.1 11.6
83.3 36.1 9.2
87.5 44.1 7.6
90.0 50.9 6.5
91.6 56.1 5.8
Les Tableau 5.1 et Tableau 5.2 rapportent les PRD et SNR des signaux recons-
truits en fonction du taux de compression. Ces résultats montrent que les signaux ECG et
EMG sont reconstruits avec de faible distorsion respectivement lorsque CR ≤ 87.5 % et
CR ≤ 75 %. Le signal ECG est plus compressible que l’EMG parce qu’il est plus parcimo-
nieux dans le domaine de la DCT. Ces valeurs de CR ont été retenues pendant l’implémen-
tation de l’encodeur numérique dans les nœuds. Le Tableau 5.3 résume les caractéristiques
des nœuds utilisés pendant la validation expérimentale, où fS représente la fréquence d’ac-
quisition des signaux en Hz.
La Figure 5.3 montre comment les deux nœuds ont été placés sur le corps humain.
Les électrodes du nœud qui capture le signal ECG ont été placées sur la poitrine. Le nœud
EMG mesurait les activités électriques générés par le muscle de l’avant-bras.
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Tableau 5.3 – Caractéristiques des nœuds utilisés pendant la validation expérimentale.
Nœud Type fS [Hz] CR [%] (m)
Nœud1 ECG 512 87.5 (8)
Nœud2 EMG 2048 75 (4)
Électrodes
Nœud1(ECG)
Batterie
Électrodes
Nœud2(EMG)
Batterie
Figure 5.3 – Nœuds capturant les signaux ECG et EMG.
D’après la description de la matrice de mesure proposée, le microcontrôleur accumule
m = NM échantillons consécutifs, 8 pour le Nœud1 (ECG) et 4 pour le Nœud2 (EMG). Pour
pouvoir évaluer la qualité des signaux reconstruits, nous avons transmis en même temps les
échantillons numérisés et les données encodées vers l’ordinateur de surveillance.
Nous avons vériﬁé l’occupation mémoire des microcontrôleurs avant et après avoir im-
plémenté l’encodeur numérique. Le Tableau 5.4 rapporte l’occupation mémoire des micro-
contrôleurs. Ce tableau montre la simplicité de l’encodeur numérique puisqu’il a augmenté
la mémoire programme du microcontrôleur seulement de 66 octets pour le nœud ECG et de
48 octets pour le nœud EMG. Ces augmentations représentent moins de 1 % de la mémoire
programme totale disponible. L’encodeur numérique a augmenté de 4 octets (moins de 1 %)
la mémoire de données du nœud EMG et n’a pas modiﬁé celle du nœud ECG.
Tableau 5.4 – Occupation mémoire des microcontrôleurs.
Nœud Programme [octet] Données [octet]
Nœud1 (ECG) sans l’encodeur AC 24645 ≈ 53 % 796 ≈ 9 %
Nœud1 (ECG) avec l’encodeur AC 24711 ≈ 53 % 796 ≈ 9 %
Nœud2 (EMG) sans l’encodeur AC 26193 ≈ 56 % 670 ≈ 8 %
Nœud2 (EMG) avec l’encodeur AC 26241 ≈ 56 % 674 ≈ 8 %
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5.2.2 Implémentation de l’algorithme proposé
L’entreprise TEA a déjà conçu une application pour pouvoir aﬃcher en temps réel,
sauvegarder et analyser les données provenant des nœuds. L’application a été développée
avec le « Framework DOTNET » de Microsoft. Nous avons mis à jour l’application pour
qu’elle puisse décoder et aﬃcher en temps réel les données encodées issues des nœuds
implémentant des encodeurs AC.
Figure 5.4 – Interface de contrôle des nœuds.
La Figure 5.4 illustre la fenêtre principale de l’application. La procédure d’enregis-
trement commence toujours par une phase de détection qui va scruter tous les nœuds se
trouvant dans le même canal que le coordinateur connecté sur l’ordinateur de contrôle.
L’application donne la possibilité de changer le canal du coordinateur (à partir du menu
déroulant « Channel »). Le module NRF24L01 partage la bande de fréquence ISM en 125
canaux dont la largeur varie en fonction du débit de transmission [RF2]. Le coordinateur et
les nœuds peuvent dialoguer seulement s’ils se trouvent dans le même canal de transmission.
Les informations sur les nœuds détectés lors de la phase de scrutation sont aﬃchées dans le
tableau central. Ces informations incluent le nom, le niveau de la batterie et la fréquence
d’acquisition de chaque nœud. Dans cet exemple, deux nœuds ont été détectés sur le canal
23 :
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a) Un nœud ECG qui implémente un encodeur AC (ECG_CS) avec une fréquence d’ac-
quisition de 512 Hz.
b) Un nœud ECG classique avec une fréquence d’acquisition de 512 Hz.
Une fois les nœuds détectés, l’utilisateur peut entamer l’enregistrement. Les données
provenant des nœuds sont aﬃchées en temps réel et sauvegardées dans des ﬁchiers.
Nous avons implémenté en langage C# l’algorithme de reconstruction proposé. Au lieu
d’aﬃcher directement les données encodées provenant des nœuds implémentant l’AC, nous
les avons sauvegardées dans une mémoire temporaire. Au bout deM échantillons encodés,
nous avons reconstruit les signaux originaux avec l’algorithme proposé et avons aﬃché en
temps réel les résultats sur l’interface.
Pour économiser l’espace disque, nous avons sauvegardé les données provenant des
nœuds implémentant l’encodeur AC dans des ﬁchiers sous forme compressée. Nous avons
créé une application indépendante permettant de décoder ultérieurement les ﬁchiers encodés
et d’évaluer la qualité de reconstruction.
5.2.3 Résultats
i) Qualité de reconstruction
Nous avons conﬁguré la valeur de M à 16 pendant la phase de reconstruction. Pour le
nœud ECG, le facteur de compression m = NM était ﬁxé à 8. La phase de reconstruction
produit N = 128 échantillons à partir des M = 16 échantillons encodés. Alors que pour
le nœud EMG, le facteur de compression était conﬁguré à 4, la phase de reconstruction
génère N = 64 échantillons à partir des M = 16. Nous avons eﬀectué plusieurs tests
durant lesquels nous avons calculé les PRD et SNR moyens des signaux ECG et EMG
reconstruits. Le Tableau 5.5 rapporte les résultats obtenus pendant l’expérimentation en
comparaison avec ceux de la simulation.
Tableau 5.5 – Qualité de reconstruction.
Nœud
Expérimentation Simulation
PRD [%] SNR [dB] PRD [%] SNR [dB]
Nœud1 (ECG) 30.15 11.98 33.9 11.3
Nœud2 (EMG) 29.77 11.12 27.1 11.6
Ce tableau montre que les résultats obtenus pendant la simulation et la validation
expérimentale sont presque les mêmes. La diﬀérence est due au fait que les signaux utilisés
dans les deux cas sont diﬀérents.
La Figure 5.5(a) illustre une partie du signal ECG original et celui reconstruit pour
M = 16 et N = 128. Elle montre qu’il n’y a pas de grande diﬀérence entre les deux si-
gnaux. La Figure 5.5(b) illustre leurs transformées DCT. Le signal ECG est parcimonieux
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(b) DCT des signaux ECG.
Figure 5.5 – Signal ECG original (noir) et celui reconstruit (rouge) avec un taux de compression
de 87.5 %, pour M = 16 et N = 128.
dans le domaine de la DCT. Elle a concentré l’énergie du signal dans les coeﬃcients basses
fréquences. La méthode proposée garde seulement lesM = 16 coeﬃcients basses fréquences
parmi les N = 128. Le fait de supprimer les composantes hautes fréquences n’a pas beau-
coup d’impact sur l’apparence visuelle du signal dans le domaine temporel. La méthode
proposée a éliminé le bruit haute fréquence et a lissé le signal ECG reconstruit.
La Figure 5.6(a) illustre une partie du signal EMG original et celui reconstruit pour
M = 16 et N = 64. Elle montre qu’il y a une petite diﬀérence entre les deux signaux.
Cette distorsion est due au fait que le signal EMG n’est pas tout à fait parcimonieux dans
le domaine de la DCT. Comme illustré à la Figure 5.6(b), la DCT a concentré l’énergie
du signal EMG sur la moitié du domaine, dans les 32 premiers coeﬃcients. La méthode
proposée garde seulement les M = 16 coeﬃcients basses fréquences parmi les N = 64. Le
fait de supprimer les coeﬃcients restants a introduit cette faible distorsion.
ii) Consommation et bande passante
Puisqu’un paquet peut contenir un payload de 32 octets et que chaque échantillon est
numérisé sur 16-bit (2 octets), le module RF peut transmettre au maximum 16 échantillons
numérisés par paquet. Le Tableau 5.6 rapporte l’énergie consommée par les modules
radiofréquences pendant un enregistrement de 1 seconde, en considérant qu’ils consomment
14 µJ par paquet (voir section 4.3.5 du chapitre précédent).
Pour transmettre les 512 échantillons, lorsque le Nœud1 (ECG) n’implémente pas d’en-
codeur AC, le module radiofréquence a besoin de 32 paquets puisqu’un paquet peut contenir
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Figure 5.6 – Signal EMG original (noir) et celui reconstruit (rouge) avec un taux de compression
de 75 %, pour M = 16 et N = 64.
Tableau 5.6 – Consommation du module RF pendant un enregistrement de 1 seconde.
Parameter
Sans l’encodeur AC Avec l’encodeur AC
Nœud1
(ECG)
Nœud2
(EMG)
Nœud1
(ECG)
Nœud2
(EMG)
Échantillons à transmettre 512 2048 64 512
Nombre de paquets 32 128 4 32
Énergie [µJ] 448 1792 56 448
au maximum 16 échantillons. Pendant l’enregistrement de 1 seconde, le module radiofré-
quence consomme une énergie de 448 µJ. Pareillement, pour le Nœud2 (EMG) , le module
radiofréquence consomme une énergie de 1792 µJ.
Le fait d’implémenter un encodeur AC a diminué le nombre d’échantillons à transmettre,
64 au lieu de 512 pour le Nœud1 (ECG) et 512 au lien de 2048 pour le Nœud2 (EMG).
La consommation d’énergie du module radiofréquence est directement proportionnelle au
taux de compression. L’encodeur AC a baissé la consommation du module radiofréquence
de 87.5 % pour le Nœud1 (ECG) et de 75 % pour le Nœud2 (EMG).
Comme énoncé précédemment, le fait de compresser les données avant de les transmettre
diminue la consommation globale d’un nœud surtout lorsque c’est le module radiofréquence
qui consomme le plus. Ce n’est pas le cas avec les nœuds utilisés puisque la consommation
d’énergie est répartie dans tous les composants présents. Le fait d’implémenter l’encodeur
AC a augmenté l’autonomie des nœuds de 7 % pour le Nœud1 (ECG) et de 5 % pour le
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Nœud2 (EMG).
Par contre en termes de bande passante, le gain est directement proportionnel au taux
de compression. Le fait d’implémenter l’encodeur AC a économisé 87.5 % de la bande pour
le Nœud1 (ECG) et 75 % pour le Nœud2 (EMG).
iii) Retard introduit par l’encodeur AC
Tableau 5.7 – Temps d’attente ∆t.
Nœud fS [Hz] m ∆t [ms]
Nœud1 (ECG) 512 8 250
Nœud2 (EMG) 2048 4 31.25
Le décodeur qui tourne sur l’ordinateur de surveillance ne peut pas tout de suite démar-
rer la phase de reconstruction sans avoir reçu tous les M échantillons encodés. Ce temps
d’attente ∆t varie en fonction de la valeur de M et celle de la fréquence d’acquisition du
signal. Puisque l’encodeur AC génère les M échantillons encodés à partir de N = m×M
échantillons, le temps d’attente ∆t est exprimé comme suit :
∆t = N × 1
fS
= (m×M)× 1
fS
(5.1)
où fS est la fréquence d’acquisition du signal. Puisque fS est ﬁxée pour un signal donnée,
nous pouvons agir seulement sur la valeur de M pour diminuer ce temps d’attente ∆t. Le
Tableau 5.7 rapporte la valeur de ∆t pour le deux nœuds. Plus la fréquence d’acquisition
est élevée, plus la valeur de ∆t est faible. C’est pourquoi la valeur de ∆t est plus faible pour
le Nœud2 (EMG) par rapport au Nœud1 (ECG).
En plus de ∆t, l’algorithme de reconstruction ajoute aussi une attente TR qui est égal au
temps nécessaire pour reconstruire les N échantillons à partir desM encodés. Les résultats
du modèle SystemC-AMS ont montré que TR augmente en fonction de la valeur de M.
Plus M est grand, plus TR est long. Pour reconstruire N échantillons du signal à partir
des M = 16 encodés, l’ordinateur de surveillance a pris en moyenne un temps TR égal
à 110 ms. Le Tableau 5.8 rapporte le retard introduit par l’encodeur AC pour les deux
nœuds.
Tableau 5.8 – Retard introduit par l’encodeur AC.
Paramètre Nœud1 (ECG) Nœud2 (EMG)
∆t [ms] 250 31.25
TR [ms] 110 110
Retard total [ms] 360 141.25
114
5.3. Encodeur analogique
Figure 5.7 – Affichage en temps réel des signaux ECG. En rouge le signal ECG provenant du
nœud qui n’implémente pas d’encodeur AC. En vert celui provenant du nœud qui implémente un
encodeur AC.
Pour mettre en évidence le retard introduit par l’encodeur AC, nous avons relié les
électrodes de deux nœuds ECG pour qu’ils puissent capter le même signal. L’un des deux
nœuds implémente un encodeur AC et l’autre non. La Figure 5.7 illustre une partie de
l’aﬃchage des signaux. En rouge le signal ECG provenant du nœud qui n’implémente pas
d’encodeur AC. En vert celui provenant du nœud qui implémente un encodeur AC. Cette
ﬁgure montre que le signal provenant du nœud implémentant un encodeur AC en vert est
légèrement en retard par rapport au rouge.
5.3 Encodeur analogique
Nous avons réalisé un prototype de l’encodeur analogique avec des composants stan-
dards. La Figure 5.8 illustre le prototype de l’encodeur analogique. Nous avons utilisé
une carte MBED LPC1768 [MBE] pour commander l’encodeur analogique. Elle comporte
un microcontrôleur NXP LPC1768 avec un cœur ARM Cortex-M3 fonctionnant à une fré-
quence de 96 MHz. Le microcontrôleur a une mémoire FLASH de 512 Ko et une RAM
de 32 Ko. Le microcontrôleur comporte plusieurs périphériques tels qu’une interface série
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MBED
Encodeur analogique
LT1002
MAX313
Figure 5.8 – Prototype de l’encodeur analogique.
UART (« universal asynchronous receiver/transmitter »), des contrôleurs SPI et I2C, des
convertisseurs analogique/numérique et numérique/analogique, etc.
5.3.1 Implémentation de l’encodeur
Le schéma de l’encodeur analogique est le même que celui du modèle SPICE (voir
Figure 4.13). Nous avons utilisé le composant LT1002 [LT1] qui comporte deux ampli-
ﬁcateurs opérationnels (AOP) de précision de type LT1001. Pour les commutateurs, nous
avons utilisé le composant MAX313 [MAX] qui comporte quatre commutateurs analogiques
CMOS. La valeur maximale de leur résistance ON est égale à 10 Ω. Les temps de commu-
tation TON et TOFF sont respectivement 70 ns et 65 ns. Nous avons ﬁxé la valeur des
résistances Ri à 10 kΩ et nous avons choisi des condensateurs de 0.1 µF pour C1 et C2.
5.3.2 Signaux de contrôle
Nous avons utilisé les ports d’entrée/sortie du microcontrôleur pour commander les
signaux de contrôle qui vont piloter l’encodeur analogique :
a) ctrl : nous avons utilisé le pin p21 de la carte MBED qui est connecté au port P2[5] du
microcontrôleur.
b) ctrl : nous avons utilisé le pin p23 de la carte MBED qui est connecté au port P2[3] du
microcontrôleur.
c) init : nous avons utilisé le pin p25 de la carte MBED qui est connecté au port P2[1] du
microcontrôleur.
Nous avons implémenté le code du modèle SystemC-AMS dans la routine d’interruption
d’une temporisation pour générer les signaux de contrôle. C’est cette routine d’interruption
qui commande aussi la conversion de la sortie de l’encodeur analogique.
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5.3.3 Convertisseur analogique numérique
Nous avons utilisé le convertisseur analogique numérique interne du microcontrôleur
pour numériser la sortie de l’encodeur analogique qui est reliée au pin p15 de la carte MBED.
Ce pin est connecté au port P0[23] du microcontrôleur conﬁguré en entrée analogique. C’est
un convertisseur 12-bit à approximation successive pouvant atteindre une fréquence de
conversion de 200 kHz. Cette fréquence est largement suﬃsante pour numériser les signaux
physiologiques. Les tensions de références positive Vp et négative Vn sont respectivement
3.3 V et 0 V. Le pas de quantiﬁcation est égal à :
∆V =
Vp – Vn
212 – 1
= 0.805 mV (5.2)
5.3.4 Reconstruction des signaux
Nous avons utilisé l’interface série UART du microcontrôleur pour transmettre les don-
nées encodées vers un ordinateur. Nous avons créé une interface graphique avec le framework
Qt5. La Figure 5.9 illustre la fenêtre principale de l’interface graphique.
Figure 5.9 – Fenêtre principale de l’encodeur.
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La fenêtre principale comporte deux onglets principaux : « Encodeur » et « Visualisa-
tion » .
i) Onglet Encodeur
Le premier onglet « Encodeur » permet de conﬁgurer les paramètres de l’encodeur.
Principalement, la communication UART entre le microcontrôleur et l’ordinateur :
a) Le terminal UART de l’ordinateur connecté au microcontrôleur.
b) Les paramètres de la communication à savoir la vitesse de transmission (baud rate), le
type de parité (aucune, paire ou impaire), le nombre de bit de donnée (7 ou 8) et le
nombre de bit stop (1, 1.5 ou 2).
Cet onglet oﬀre aussi la possibilité à l’utilisateur de conﬁgurer les paramètres de l’enco-
deur et du décodeur :
a) La fréquence FACQ à laquelle le microcontrôleur synchronise les signaux de contrôle ctrl
et ctrl. Sa valeur est égale à la fréquence de Nyquist.
b) Le facteur de compression m qui est égal à N /M. Le microcontrôleur synchronise le
CAN pour que ce dernier numérise le signal encodé à une fréquence égale à FACQ / m.
Le signal d’entrée de l’encodeur est accumulé à la fréquence de Nyquist. La sortie de
l’encodeur est numérisé en dessous de la fréquence de Nyquist. C’est avantageux parce
que l’accumulation est plus facile à mettre en œuvre que la numérisation.
c) La durée de phase d’échantillonnage de EB1 en µs. Le microcontrôleur garde le signal
ctrl à l’état haut pendant cette période.
d) La valeur de M. L’interface démarre la phase de reconstruction après avoir reçu M
échantillons encodés provenant du microcontrôleur. La phase de reconstruction utilise
l’algorithme proposé pour décoder les données. Nous avons repris le code du modèle
SystemC-AMS présenté dans le chapitre précédent.
Comme illustré à la Figure 5.10, le sous-onglet « Acquisition » permet d’envoyer des
commandes au microcontrôleur pour démarrer ou arrêter l’acquisition. Il permet aussi de
choisir l’emplacement du ﬁchier décodé.
ii) Onglet Visualisation
L’onglet « Visualisation » permet de visualiser en temps réel le signal décodé. Le graphe
est mis à jour au fur et à mesure où les échantillons encodés provenant du microcontrôleur
sont décodés. La Figure 5.11 illustre l’aﬃchage en temps réel d’un signal ECG décodé.
5.3.5 Résultats
Nous avons validé l’encodeur analogique en capturant un signal ECG généré à partir
d’un générateur de fonction. Nous avons eﬀectué une série de tests durant lesquels nous
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Figure 5.10 – Le sous-onglet acquisition de l’interface.
avons varié la valeur du facteur de compression m = NM . À la ﬁn de chaque test, nous avons
évalué la qualité du signal reconstruit. Pendant la phase de reconstruction, nous avons
conﬁguré la valeur de M à 16.
Nous avons comparé les résultats obtenus avec ceux du modèle SystemC-AMS. Nous
avons créé un réseau composé de 6 nœuds avec diﬀérents taux de compression et un nœud
central. Le premier nœud n’implémente pas d’encodeur et est utilisé comme référence pour
évaluer la qualité des signaux reconstruits avec les cinq restants. Nous avons conﬁguré les
nœuds du modèle qui implémentent des encodeurs analogiques avec les paramètres réels du
prototype :
a) Fréquence d’acquisition : 512 Hz.
b) Gain de l’ampliﬁcateur : 1.
c) Type d’encodeur : analogique.
d) RON et ROFF des commutateurs : 10 Ω et 1 MΩ.
e) Valeur de condensateurs C1 et C2 : 0.1 µF.
f) Durée de la phase d’échantillonnage de EB1 : 20 µs.
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Figure 5.11 – L’onglet visualisation de l’interface. Affichage en temps réel d’un signal ECG décodé.
g) Résolution du CAN : 12-bit.
h) Tension de références positive et négative : 3.3 V et 0 V.
Tableau 5.9 – Qualité du signal reconstruit en fonction du taux de compression.
CR [%]
SystemC-AMS Prototype
PRD [%] SNR [dB] PRD [%] SNR [dB]
50.00 0.82 45.21 1.01 40.34
75.00 1.27 38.73 1.36 37.96
83.33 1.93 36.59 2.01 35.93
87.50 2.20 35.04 2.90 33.43
90.00 2.93 33.45 5.41 30.91
Le Tableau 5.9 rapporte les résultats obtenus pendant la validation expérimentale en
comparaison avec ceux du modèle SystemC-AMS. Il n’y a pas de grande diﬀérence entre les
résultats obtenus. Les diﬀérences maximales en termes de PRD et SNR sont respectivement
2.48 % et 4.87 dB. Le signal ECG issu du générateur de fonction est plus compressible par
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Figure 5.12 – Signal ECG original (noir) et celui reconstruit (rouge) avec un taux de compression
de 87.5 %, pour M = 16 et N = 128.
rapport aux autres signaux d’avant parce qu’il est plus parcimonieux dans le domaine de la
DCT. Avec le même taux de compression, nous avons obtenu un faible PRD et un meilleur
SNR.
La Figure 5.12(a) illustre une partie du signal ECG original provenant du générateur
de fonction et celui reconstruit avec un taux de compression de 87.5 %, c’est-à-dire pour
M = 16 et N = 128. La diﬀérence entre les deux signaux n’est pas visible. Le signal
ECG est parcimonieux dans le domaine de la DCT puisque son énergie est concentrée dans
seulement quelques composantes basses fréquences, comme illustré à la Figure 5.12(b).
Le fait de supprimer les composantes hautes fréquences n’a pas d’impact sur la qualité du
signal dans le domaine temporel.
5.4 Conclusion
Une validation expérimentale de la méthode proposée a été présentée. Une version nu-
mérique de l’encodeur a été implémentée sous forme d’algorithme dans des nœuds capturant
des signaux ECG et EMG. L’occupation mémoire des microcontrôleurs et le temps qu’ils
ont pris pour encoder les échantillons numérisés ont montré que la matrice de mesure pro-
posée a bien facilité l’implémentation de l’encodeur. En eﬀet, l’encodeur a augmenté moins
de 1 % la taille des mémoires programmes et données des nœuds. Les résultats des tests
ont montré que le fait d’implémenter l’encodeur AC a augmenté l’autonomie des nœuds de
7 % pour l’ECG et de 5 % pour l’EMG. Puisque le gain en bande passante est directement
proportionnel au taux de compression, l’encodeur a économisé 87.5 % de la bande pour
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l’ECG et 75 % pour l’EMG.
Un prototype de l’encodeur analogique avec des composants standards a été réalisé.
Le prototype a été validé en capturant un signal ECG généré à partir d’un générateur de
fonction. Les résultats expérimentaux ont montré que nous avons pu reconstruire le signal
ECG sans distorsion avec un taux de compression de 90 %.
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Le « wireless body area network (WBAN) » est utilisé dans de nombreux domaines, sur-
tout dans la télémédecine et la télésurveillance. Ces applications vont diminuer le coût de
traitement des maladies chroniques qui nécessitent un suivi de longue durée. Elles rendent
également possible l’assistance à domicile des personnes âgées ou à mobilité réduite, et
apportent une solution aux problèmes engendrés par le vieillissement de la population. Le
WBAN peut assurer le suivi des sportifs et des professionnels travaillant dans les milieux
hostiles comme les centrales nucléaires, les laboratoires de chimie, etc. Bien que le WBAN
soit une solution prometteuse, des problèmes restent encore à résoudre, concernant prin-
cipalement l’autonomie des nœuds en matière d’énergie. Trois solutions complémentaires
ont été proposées pour faire face à ce problème : (i) le captage d’énergie, (ii) l’utilisation
de protocole radio basse consommation et (iii) la compression de données. En eﬀet, notons
que c’est la partie transmission radio qui consomme le plus d’énergie.
Les études faites ont montré que les méthodes classiques de compression ne sont pas
adaptées pour le WBAN parce qu’elles nécessitent un calcul assez complexe entrainant
une augmentation de la consommation d’énergie des nœuds. Récemment, une solution al-
ternative consiste à utiliser l’acquisition comprimée (AC). Elle facilite l’acquisition et la
compression de données au niveau des nœuds en déportant la complexité vers la phase de
reconstruction. Contrairement aux nœuds, le centre de contrôle est moins contraignant et
a les ressources nécessaires pour eﬀectuer cette phase de reconstruction. L’AC repose prin-
cipalement sur deux principes : la parcimonie et l’incohérence. Bien que l’AC demeure une
solution eﬃcace, certains points sont encore à améliorer, tels que :
• La construction de la matrice de mesure Φ facilitant la réalisation pratique de l’enco-
deur. En eﬀet, la complexité de l’encodeur dépend du choix de la matrice de mesure.
Pour faciliter l’implémentation, au lieu d’utiliser des matrices aléatoires, des matrices
déterministes ont été proposées récemment.
• Le développement d’algorithmes de reconstruction à faible complexité et eﬃcaces, c’est-à-
dire des algorithmes pouvant reconstruire le signal seulement avec peu d’échantillons. Par
rapport au point cité précédemment, ce deuxième a été mis en exergue puisque plusieurs
solutions ont été proposées.
• La recherche de domaine ou de base Ψ permettant d’avoir un degré de parcimonie
ρ = K/N très faible. Eﬀectivement, plus ρ est faible, plus le signal est compressible.
Seulement quelques échantillons seront nécessaires pour le reconstruire correctement.
Généralement, les domaines de transformée temps-fréquence sont les plus utilisés. Ré-
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cemment, une solution alternative consiste à adapter la matrice Ψ en fonction des carac-
téristiques du signal à mesurer.
Rappelons que notre objectif principal est d’apporter une solution au premier point cité
ci-dessus, c’est-à-dire simpliﬁer davantage l’implémentation de l’encodeur. Pour cela, nous
avons proposé une matrice de mesure binaire déterministe. Elle est adaptée pour compresser
des signaux ayant des représentations parcimonieuses dans le domaine de la « discrete cosine
transform (DCT) » puisqu’elle a une faible cohérence avec la matrice « inverse discrete
cosine transform (IDCT) ». Par rapport aux autres matrices de mesure, elle est plus facile
à implémenter du côté matériel parce que, premièrement, elle ne nécessite que (N –M)
opérations d’addition pour encoder un bloc de N échantillons. Deuxièmement, elle n’a pas
besoin de générateur de nombres aléatoires, ou bien d’espace mémoire pour sauvegarder ses
éléments, puisqu’elle est déterministe. Les expérimentations faites au niveau algorithmique
sur des signaux électrocardiogramme (ECG) et électrocardiogramme (EMG) ont montré
que la matrice de mesure proposée surpasse les matrices aléatoires en termes de qualité de
reconstruction.
Nous introduisons aussi une nouvelle méthode originale pour résoudre le deuxième point
grâce à cette matrice de mesure déterministe. En eﬀet, elle a simpliﬁé la reconstruction du
signal en éliminant la phase de sélection de « l’orthogonal matching pursuit (OMP) ». Cette
stratégie nous a permis de réduire en même temps sa complexité et son temps d’exécution.
L’algorithme de reconstruction proposé eﬀectue un seuillage en sélectionnant seulement les
M composantes basses fréquences de la transformée DCT. Une étude comparative entre
l’OMP et l’algorithme de reconstruction proposé a montré que ce dernier présente une
meilleure performance en termes de qualité de reconstruction.
La méthode proposée, reposant sur la combinaison de la matrice de mesure et l’algo-
rithme de reconstruction, est similaire à une technique de seuillage classique dans le domaine
de la DCT. Une étude comparative en termes de qualité de reconstruction et de complexité
d’encodage entre les deux méthodes a été faite. Même si la méthode classique est plus
eﬃcace en termes de qualité de reconstruction, l’encodage avec celle proposée est moins
complexe et est plus adapté pour le WBAN.
Avant de passer à la validation expérimentalement, nous avons conçu un modèle exécu-
table au niveau système d’un WBAN implémentant la méthode proposée avec le langage
SystemC-AMS. Ce modèle nous a permis de vériﬁer et de valider les fonctionnalités de
notre méthode en amont de la phase de développement. Pour simpliﬁer la mise en œuvre et
valider le concept, un modèle haut niveau de l’encodeur implémentant la matrice de mesure
a été proposé. Un raﬃnement de ce modèle au niveau circuit en utilisant des composants
« electrical linear network (ELN) » a été validé. Un modèle SPICE de la partie analogique
de l’encodeur a été aussi développé avec l’outil LTSpice. Des signaux ECG, électroencépha-
logramme (EEG) et EMG provenant de la base de données Physionet ont été utilisés pour
alimenter le modèle.
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La version actuelle de ce modèle nous a principalement permis d’évaluer la qualité du
signal reconstruit en fonction du taux de compression. Il nous a aussi donné l’opportunité
d’explorer et de mesurer d’autres paramètres à savoir, (i) l’impact de la valeur de M
(respectivement de N ) sur la qualité et le temps de reconstruction, (ii) l’inﬂuence de la
résolution du convertisseur analogique-numérique (CAN) sur la qualité de reconstruction,
et (iii) l’évaluation de la bande passante et la consommation du module radiofréquence
(RF).
Une version numérique de l’encodeur a été implémentée sous forme d’algorithme dans
des nœuds capturant des signaux ECG et EMG. L’occupation mémoire des microcontrôleurs
et le temps qu’ils ont pris pour encoder les échantillons numérisés ont montré que la matrice
de mesure proposée a bien facilité l’implémentation de l’encodeur. En eﬀet, l’encodeur a
augmenté seulement de moins de 1 % la taille des mémoires programmes et données des
nœuds. Les résultats des tests ont montré que le fait d’implémenter l’encodeur AC augmente
l’autonomie des nœuds de 7 % pour l’ECG et de 5 % pour l’EMG. Puisque le gain en bande
passante est directement proportionnel au taux de compression, l’encodeur a pu économiser
87.5 % de la bande pour l’ECG et 75 % pour l’EMG. Un prototype de l’encodeur analogique
avec des composants standards a été aussi réalisé. Le prototype a été validé en capturant
un signal ECG généré à partir d’un générateur de fonction. Les résultats expérimentaux
ont montré que nous avons pu reconstruire le signal ECG sans distorsion avec un taux de
compression de 90 %.
Une continuité de ces travaux consistera à traiter le dernier point cité précédemment :
reconstruire les signaux capturés avec la matrice de mesure proposée en utilisant d’autres
domaines de parcimonie à part la DCT, comme les ondelettes ou bien des domaines conçus
pour être adaptés aux caractéristiques des signaux à mesurer. Le modèle exécutable proposé
peut être aussi enrichi pour pouvoir étudier d’autres paramètres, notamment la consom-
mation totale d’un nœud et l’inﬂuence de la perte de paquets sur la qualité du signal
reconstruit. Il serait intéressant d’explorer d’autres architectures d’encodeur implémentant
la matrice de mesure proposée qui vont simpliﬁer davantage l’implémentation. Il serait aussi
avantageux de comparer et vériﬁer expérimentalement l’apport des deux types d’encodeur,
analogique et numérique, sur la diminution de la consommation d’énergie des nœuds : un
nœud muni d’un encodeur analogique et d’un CAN fonctionnant en dessous de la fréquence
de Nyquist. Un autre nœud muni d’un CAN fonctionnant à la fréquence de Nyquist et d’un
microcontrôleur implémentant l’encodeur numérique.
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Annexe A
Modèle SystemC-AMS
Nous avons utilisé la version 2.0 du langage SystemC-AMS et la version 2.3 de SystemC.
Les sections suivantes donnent les descriptions des diﬀérents modules qui composent le
réseau.
A.1 Modèle SystemC-AMS du capteur
Code A.1 – Description du module capteur
1 #ifndef SENSOR_H
2 #define SENSOR_H
3
4 #include <systemc -ams >
5 #include <fstream >
6 #include <string >
7 #include <Clock.h>
8
9 /**
10 * @brief The Sensor class
11 * @author aravelomanantsoa@gmail.cm
12 */
13 class Sensor : sc_core :: sc_module {
14 public:
15 //!< output port
16 sc_core ::sc_out <double > out;
17 //!< assert the end of the database file
18 sc_core ::sc_out <bool > endAcq;
19
20 SC_HAS_PROCESS(Sensor);
21
22 /**
23 * @brief Sensor
24 * @param name Name of the module
25 * @param dbFileName Database file name
26 * @param ACQ_F Frequency at which the data have been sampled
27 */
28 Sensor(sc_core :: sc_module_name name ,
29 const std:: string& dbFileName ,
30 double ACQ_F ,
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31 double unit);
32
33 ~Sensor ();
34
35 /**
36 * @brief processing
37 */
38 void processing ();
39
40 private:
41 //!< internal clock
42 Clock _clk;
43 std:: ifstream _inStream;
44 sc_core ::sc_signal <bool > _clkOut;
45 double _unit;
46 };
47
48 #endif // SENSOR_H
Code A.2 – Implémentation du module capteur
1 #include <Sensor.h>
2 #include <exception >
3
4 Sensor :: Sensor(sc_core :: sc_module_name name ,
5 const std:: string& dbFileName ,
6 double ACQ_F ,
7 double unit)
8 : sc_core :: sc_module(name), _clk("CLK", ACQ_F), _unit(unit) {
9
10 _inStream.open(dbFileName , std:: ifstream ::in);
11 if (_inStream.fail()) {
12 throw std:: invalid_argument("Data␣source␣file␣not␣found!"
);
13 }
14
15 _clk.out(_clkOut);
16
17 SC_METHOD(processing);
18 sensitive_pos << _clkOut;
19 // dont_initialize ();
20 endAcq.initialize(false);
21 }
22
23 Sensor ::~ Sensor () { _inStream.close(); }
24
25 void Sensor :: processing () {
26 double data = 0.0;
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27 // read data
28 _inStream >> data;
29 if (_inStream.fail()) {
30 endAcq.write(true);
31 _clk.stop();
32 SC_REPORT_INFO("Data␣Source", "END␣OF␣FILE");
33 } else {
34 out.write(data * _unit);
35 }
36 }
A.2 Modèle SystemC-AMS de l’amplificateur
Code A.3 – Description du module amplificateur
1 #ifndef AMPLIFIER_H
2 #define AMPLIFIER_H
3
4 #include <systemc -ams >
5
6 /**
7 * @brief The Amplifier class
8 * @author aravelomanantsoa@gmail.com
9 */
10 class Amplifier : public sca_tdf :: sca_module {
11 public:
12 // ----------- input ports
13 sca_tdf :: sca_de ::sca_in <double > in;
14 // ___________ output ports
15 sca_tdf ::sca_out <double > out;
16
17 /**
18 * @brief Amplifier
19 * @param name Name of the module
20 * @param gain Amplifier ’s gain
21 * @param offset Offset
22 */
23 Amplifier(sc_core :: sc_module_name name , double gain , double
offset);
24
25 void processing ();
26
27 void set_attributes ();
28
29 private:
30 double _gain;
31 double _offset;
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32 };
33
34 #endif /* AMPLIFIER_H */
Code A.4 – Implémentation du module amplificateur
1 #include <Amplifier.h>
2
3 Amplifier :: Amplifier(sc_core :: sc_module_name name , double gain , double
offset)
4 : sca_tdf :: sca_module(name), _gain(gain), _offset(offset) {}
5
6 void Amplifier :: processing () {
7 double value = in.read();
8 out.write(value * _gain + _offset);
9 }
10
11 void Amplifier :: set_attributes () {}
A.3 Modèle SystemC-AMS du convertisseur analogique
numérique
Code A.5 – Description du module CAN
1 #ifndef ADC_H
2 #define ADC_H
3
4 #include <systemc -ams >
5 #include <Tdf2de.h>
6 #include <iomanip >
7 #include <cmath >
8
9 /**
10 * @brief The ADC class
11 * @author aravelomanantsoa@gmail.com
12 */
13 class ADC : public sc_core :: sc_module {
14 public:
15 //!< ADC resolution
16 enum RESOLUTION {
17 R8 = 8,
18 R10 = 10,
19 R12 = 12,
20 R16 = 16
21 };
22
23 //!< Input port
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24 sca_tdf ::sca_in <double > in;
25 //!< Start ADC conversion
26 sc_core ::sc_in <bool > convert;
27 //!< Positive reference voltage
28 sc_core ::sc_in <double > vp;
29 //!< Negative reference voltage
30 sc_core ::sc_in <double > vn;
31 //!< FIFO holding the conversion results
32 sc_core ::sc_fifo <sc_dt::sc_lv <16> > fifo;
33
34 SC_HAS_PROCESS(ADC);
35
36 /**
37 * @brief ADC
38 * @param name Module ’s name
39 * @param res ADC resolution
40 */
41 ADC(sc_core :: sc_module_name name , ADC:: RESOLUTION res =
RESOLUTION ::R8);
42
43 /**
44 * @brief SC_METHOD sensitive to the convert signal which
45 * performs the digital convestion.
46 */
47 void processing ();
48
49 /**
50 * @brief DAC
51 * @param value
52 * @return
53 */
54 double DAC(sc_dt::sc_lv <16> value);
55
56 private:
57 Tdf2de _t2d;
58 sc_core ::sc_signal <double > _deOut;
59 RESOLUTION _res;
60 };
61
62 #endif // ADC_H
Code A.6 – Implémentation du module CAN
1
2 #include <ADC.h>
3
4 ADC::ADC(sc_core :: sc_module_name name , RESOLUTION res)
5 : sc_core :: sc_module(name), _t2d("T2D"), _res(res) {
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6 _t2d.in(in);
7 _t2d.out(_deOut);
8
9 SC_METHOD(processing);
10 sensitive << convert.pos();
11 dont_initialize ();
12 }
13
14 double ADC::DAC(sc_dt::sc_lv <16> value) {
15 int intVal = value.to_uint ();
16 double step = (vp.read() - vn.read()) / (std::pow(2, (int)_res) -
1);
17 return intVal * step + vn.read();
18 }
19
20 void ADC:: processing () {
21 double data = _deOut.read();
22 sc_dt::sc_lv <16> convResult(sc_dt:: SC_LOGIC_0);
23
24 for (int i = 1; i <= _res; ++i) {
25 convResult[_res - i] = sc_dt :: SC_LOGIC_1;
26 double value = DAC(convResult);
27 if (data < value) {
28 convResult[_res - i] = sc_dt :: SC_LOGIC_0;
29 }
30 }
31
32 // save result in FIFO
33 fifo.nb_write(convResult);
34 }
A.4 Modèle SystemC-AMS de l’encodeur analogique
A.4.1 Modèle du sommateur non inverseur
Code A.7 – Description du module sommateur
1 #ifndef ELNADDER_H
2 #define ELNADDER_H
3
4 #include <systemc -ams >
5
6 /**
7 * @brief The ElnAdder class
8 * @author aravelomanantsoa@gmail.com
9 */
10 class ElnAdder : public sc_core :: sc_module {
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11 public:
12 //!< ELN terminals
13 sca_eln :: sca_terminal in1;
14 sca_eln :: sca_terminal in2;
15 sca_eln :: sca_terminal out;
16 //!< ELN reference node
17 sca_eln :: sca_node_ref gnd;
18 //!< ELN nodes
19 sca_eln :: sca_node n1 , n2;
20
21 sca_eln ::sca_r* R1;
22 sca_eln ::sca_r* R2;
23 sca_eln ::sca_r* R3;
24 sca_eln ::sca_r* R4;
25 sca_eln :: sca_nullor* oamp;
26
27 /**
28 * @brief ElnAdder
29 * @param name
30 */
31 ElnAdder(sc_core :: sc_module_name name);
32
33 ~ElnAdder ();
34 };
35
36 #endif // ELNADDER_H
Code A.8 – Implémentation du module sommateur
1 #include <ElnAdder.h>
2
3 ElnAdder :: ElnAdder(sc_core :: sc_module_name name) : sc_core :: sc_module(
name) {
4 // port map
5 R1 = new sca_eln ::sca_r("R1", 1e4);
6 R1 ->p(in1);
7 R1 ->n(n1);
8 R2 = new sca_eln ::sca_r("R2", 1e4);
9 R2 ->p(in2);
10 R2 ->n(n1);
11 R3 = new sca_eln ::sca_r("R3", 1e4);
12 R3 ->p(n2);
13 R3 ->n(gnd);
14 R4 = new sca_eln ::sca_r("R4", 1e4);
15 R4 ->p(n2);
16 R4 ->n(out);
17 oamp = new sca_eln :: sca_nullor("OAMP");
18 oamp ->nip(n1);
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19 oamp ->nin(n2);
20 oamp ->nop(out);
21 oamp ->non(gnd);
22 }
23
24 ElnAdder ::~ ElnAdder () {
25 delete R1;
26 delete R2;
27 delete R3;
28 delete R4;
29 delete oamp;
30 }
A.4.2 Modèle du suiveur
Code A.9 – Description du module suiveur
1 #ifndef VFOLLOWER_H
2 #define VFOLLOWER_H
3
4 #include <systemc -ams >
5
6 /**
7 * @brief The VFollower class
8 * @author aravelomanantsoa@gmail.com
9 */
10 class VFollower : public sc_core :: sc_module {
11 public:
12 //!< ELN terminals
13 sca_eln :: sca_terminal in, out;
14 //!< ELN reference node
15 sca_eln :: sca_node_ref gnd;
16
17 sca_eln :: sca_nullor* oamp;
18
19 /**
20 * @brief VFollower
21 * @param name Name of the module
22 */
23 VFollower(sc_core :: sc_module_name name);
24
25 ~VFollower ();
26 };
27
28 #endif // VFOLLOWER_H
Code A.10 – Implémenation du module suiveur
1 #include <VFollower.h>
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2
3 VFollower :: VFollower(sc_core :: sc_module_name name) : sc_core :: sc_module(
name) {
4 oamp = new sca_eln :: sca_nullor("OAMP");
5 oamp ->nip(in);
6 oamp ->nin(out);
7 oamp ->nop(out);
8 oamp ->non(gnd);
9 }
10
11 VFollower ::~ VFollower () { delete oamp; }
A.4.3 Modèle ELN de l’encodeur
Code A.11 – Description ENL du module encodeur
1 #ifndef ELNENCODER_H
2 #define ELNENCODER_H
3
4 #include <systemc -ams >
5 #include <ElnAdder.h>
6 #include <VFollower.h>
7
8 /**
9 * @brief The ElnEncoder class
10 * @author aravelomanantsoa@gmail.com
11 */
12 class ElnEncoder : public sc_core :: sc_module {
13 public:
14 //!< ELN terminals
15 sca_eln :: sca_terminal in, out;
16 //!< ELN reference node
17 sca_eln :: sca_node_ref gnd;
18 //!< ELN nodes
19 sca_eln :: sca_node n1 , n2, n3, n4 , n5;
20 //!< input controls
21 sc_core ::sc_in <bool > ctrl;
22 sc_core ::sc_in <bool > b_ctrl;
23 sc_core ::sc_in <bool > init;
24
25 // internal components
26 ElnAdder* ADD;
27 VFollower* VF1;
28 VFollower* VF2;
29 VFollower* VF3;
30
31 sca_eln :: sca_de_rswitch* T1;
32 sca_eln :: sca_de_rswitch* T2;
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33 sca_eln :: sca_de_rswitch* T3;
34 sca_eln ::sca_c* c1;
35 sca_eln ::sca_c* c2;
36
37 ElnEncoder(sc_core :: sc_module_name name ,
38 double C1,
39 double C2,
40 double R_ON ,
41 double R_OFF);
42
43 ~ElnEncoder ();
44 };
45
46 #endif // ELNENCODER_H
Code A.12 – Implémentation ELN du module encodeur
1 #include <ElnEncoder.h>
2
3 ElnEncoder :: ElnEncoder(sc_core :: sc_module_name name ,
4 double C1,
5 double C2,
6 double R_ON ,
7 double R_OFF)
8 : sc_core :: sc_module(name) {
9 // module instantiation and port map
10 ADD = new ElnAdder("ADD");
11 ADD ->in1(in);
12 ADD ->in2(n5);
13 ADD ->out(n1);
14
15 T1 = new sca_eln :: sca_de_rswitch("T1", R_ON , R_OFF);
16 T1 ->p(n1);
17 T1 ->n(n2);
18 T1 ->ctrl(ctrl);
19
20 c1 = new sca_eln ::sca_c("C1", C1);
21 c1 ->p(n2);
22 c1 ->n(gnd);
23
24 VF1 = new VFollower("VF1");
25 VF1 ->in(n2);
26 VF1 ->out(out);
27
28 VF2 = new VFollower("VF2");
29 VF2 ->in(n2);
30 VF2 ->out(n3);
31
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32 T2 = new sca_eln :: sca_de_rswitch("T2", R_ON , R_OFF);
33 T2 ->p(n3);
34 T2 ->n(n4);
35 T2 ->ctrl(b_ctrl);
36
37 c2 = new sca_eln ::sca_c("C2", C2);
38 c2 ->p(n4);
39 c2 ->n(gnd);
40
41 T3 = new sca_eln :: sca_de_rswitch("T3", R_ON , R_OFF);
42 T3 ->p(n4);
43 T3 ->n(gnd);
44 T3 ->ctrl(init);
45
46 VF3 = new VFollower("VF3");
47 VF3 ->in(n4);
48 VF3 ->out(n5);
49 }
50
51 ElnEncoder ::~ ElnEncoder () {
52 delete ADD;
53 delete VF1;
54 delete VF2;
55 delete VF3;
56 delete T1;
57 delete T2;
58 delete T3;
59 delete c1;
60 delete c2;
61 }
A.4.4 Modèle TDF de l’encodeur
Code A.13 – Description TDF du module encodeur
1 #ifndef CSENCODER_H
2 #define CSENCODER_H
3
4 #include <systemc -ams >
5 #include <ElnEncoder.h>
6
7 /**
8 * @brief The CSEncoder class
9 * @author aravelomanantsoa@gmail.com
10 */
11 class CSEncoder : sc_core :: sc_module {
12 public:
13 //!< input controls
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14 sca_tdf ::sca_in <double > in;
15 sca_tdf ::sca_out <double > out;
16
17 sc_core ::sc_in <bool > ctrl;
18 sc_core ::sc_in <bool > b_ctrl;
19 sc_core ::sc_in <bool > init;
20
21 sca_eln :: sca_tdf :: sca_vsource source;
22 sca_eln :: sca_tdf :: sca_vsink sink;
23 //!< ELN encodeur
24 ElnEncoder* encoder;
25
26 sca_eln :: sca_node_ref gnd;
27 //!< ELN node
28 sca_eln :: sca_node n1 , n2;
29
30 CSEncoder(sc_core :: sc_module_name name ,
31 double C1,
32 double C2,
33 double R_ON ,
34 double R_OFF);
35
36 ~CSEncoder ();
37 };
38
39 #endif // CSENCODER_H
Code A.14 – Implémentation TDF du module encodeur
1 #include <CSEncoder.h>
2
3 CSEncoder :: CSEncoder(sc_core :: sc_module_name name ,
4 double C1,
5 double C2,
6 double R_ON ,
7 double R_OFF)
8 : sc_core :: sc_module(name), source("SRC"), sink("SINK") {
9 source.inp(in);
10 source.p(n1);
11 source.n(gnd);
12
13 sink.outp(out);
14 sink.p(n2);
15 sink.n(gnd);
16
17 encoder = new ElnEncoder("ENC", C1 , C2, R_ON , R_OFF);
18 encoder ->in(n1);
19 encoder ->out(n2);
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20 encoder ->ctrl(ctrl);
21 encoder ->b_ctrl(b_ctrl);
22 encoder ->init(init);
23 }
24
25 CSEncoder ::~ CSEncoder () { delete encoder; }
A.5 Modèle SystemC-AMS du microcontrôleur
A.5.1 Type de données représentant un paquet
Code A.15 – Descritpion d’un paquet
1 #ifndef PACKET_H
2 #define PACKET_H
3
4 #include <systemc -ams >
5
6 /**
7 * @brief The Packet custom data type class
8 * @author aravelomanantsoa@gmail.com
9 */
10 class Packet {
11 public:
12 //!< Type of packet
13 enum TYPE {
14 DATA ,
15 STOP
16 };
17 //!< Packet payload length
18 static const int PAYLOAD = 32;
19
20 /**
21 * @brief No argument constructor
22 */
23 Packet ();
24
25 /**
26 * @brief Constructor
27 * @param id
28 * @param type
29 */
30 Packet(int id , Packet ::TYPE type);
31
32 /**
33 * @brief Copy constructor
34 * @param p
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35 */
36 Packet(const Packet& p);
37
38 ~Packet ();
39
40 /**
41 * @brief = operator
42 * @param p
43 */
44 Packet& operator= (const Packet& p);
45
46 /**
47 * @brief () operator
48 * @param pos
49 */
50 sc_dt::sc_lv <8>& operator () (int pos);
51
52 /**
53 * @brief == operator
54 * @param a
55 * @param b
56 */
57 friend bool operator == (const Packet& a, const Packet& b);
58
59 /**
60 * @brief << operator
61 * @param os
62 * @param p
63 */
64 friend std:: ostream& operator << (std:: ostream& os , const Packet&
p);
65
66 inline Packet ::TYPE getType () { return _type; }
67
68 inline void setType(Packet ::TYPE type) { _type = type; }
69
70 inline int getId() { return _id; }
71
72 inline void setId(int id) { _id = id; }
73
74 inline int getNum () { return _num; }
75
76 inline void setNum(int num) { _num = num; }
77
78 inline friend void sc_trace(sc_core :: sc_trace_file* tf ,
79 const Packet& v,
80 const std:: string& NAME) {
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81 sc_trace(tf , v._id , NAME + ".info");
82 sc_trace(tf , v._type , NAME + ".flag");
83 }
84
85 private:
86 int _num;
87 int _id;
88 TYPE _type;
89 sc_dt::sc_lv <8> _dataArray[PAYLOAD ];
90 };
91
92 #endif // PACKET_H
Code A.16 – Implémenation d’un paquet
1 #include <Packet.h>
2
3 const int Packet :: PAYLOAD;
4
5 Packet :: Packet(int id, Packet ::TYPE type) : _id(id), _type(type) {}
6
7 Packet :: Packet () : _id (0), _type(Packet ::TYPE::DATA) {}
8
9 Packet :: Packet(const Packet& p) {
10 this ->_id = p._id;
11 this ->_num = p._num;
12 this ->_type = p._type;
13 for (int i = 0; i < PAYLOAD; ++i) {
14 this ->_dataArray[i] = p._dataArray[i];
15 }
16 }
17
18 Packet ::~ Packet () {}
19
20 Packet& Packet :: operator =(const Packet& p) {
21 this ->_id = p._id;
22 this ->_num = p._num;
23 this ->_type = p._type;
24 for (int i = 0; i < PAYLOAD; ++i) {
25 this ->_dataArray[i] = p._dataArray[i];
26 }
27 return *this;
28 }
29
30 bool operator == const Packet& a, const Packet& b) { return false; }
31
32 std:: ostream& operator << (std:: ostream& os , const Packet& p) {
33 os << "Id:␣" << p._id << std::endl;
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34 os << "Num:␣" << p._num << std::endl;
35 os << "Type:␣" << p._type << std::endl;
36 if (p._type == Packet ::DATA) {
37 for (int i = 0; i < Packet :: PAYLOAD; i = i + 2) {
38 os << "[" << p._dataArray[i] << p._dataArray[i +
1] << "]" << std::endl;
39 }
40 }
41
42 return os;
43 }
44
45 sc_dt::sc_lv <8>& Packet :: operator ()(int pos) { return _dataArray[pos]; }
A.5.2 Modèle du générateur de signaux de contrôle
Code A.17 – Description du module générateur de signaux de contrôle
1 #ifndef SIGNALGENERATOR_H
2 #define SIGNALGENERATOR_H
3
4 #include <systemc -ams >
5 #include <Clock.h>
6 #include <NodeCfg.h>
7
8 /**
9 * @brief The ElnEncoder class
10 * @author aravelomanantsoa@gmail.com
11 */
12 class SignalGenerator : public sc_core :: sc_module {
13 public:
14 //!< output ports
15 sc_core ::sc_out <bool > ctrl;
16 sc_core ::sc_out <bool > b_ctrl;
17 sc_core ::sc_out <bool > init;
18 sc_core ::sc_out <bool > convert;
19 //!< clock
20 Clock clk;
21
22 SC_HAS_PROCESS(SignalGenerator);
23
24 /**
25 * @brief SignalGenerator
26 * @param name
27 * @param ACQ_F
28 * @param ratio N / M
29 * @param tetaUs
30 */
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31 SignalGenerator(sc_core :: sc_module_name name ,
32 double ACQ_F ,
33 int ratio ,
34 NodeCfg :: TYPE_ENC type ,
35 double tetaS);
36
37 void process ();
38
39 protected:
40 int _ratio;
41 int _counter;
42 double _tetaS;
43 NodeCfg :: TYPE_ENC _type;
44 sc_core ::sc_signal <bool > _clkOut;
45 };
46
47 #endif // SIGNALGENERATOR_H
Code A.18 – Implémenation du module générateur de signaux de contrôle
1 #include <SignalGenerator.h>
2
3 SignalGenerator :: SignalGenerator(sc_core :: sc_module_name name ,
4 double ACQ_F ,
5 int ratio ,
6 NodeCfg :: TYPE_ENC type ,
7 double tetaS)
8 : sc_core :: sc_module(name),
9 clk("CLK", ACQ_F),
10 _ratio(ratio),
11 _counter (0),
12 _tetaS(tetaS),
13 _type(type) {
14
15 clk.out(_clkOut);
16
17 SC_THREAD(process);
18 sensitive_pos << _clkOut;
19 dont_initialize ();
20
21 ctrl.initialize(false);
22 b_ctrl.initialize(true);
23 init.initialize(false);
24 convert.initialize(false);
25 }
26
27 void SignalGenerator :: process () {
28 bool discard_first_simple = true;
143
Annexe A. Modèle SystemC-AMS
29 while (true) {
30
31 if (_type == NodeCfg :: TYPE_ENC :: DIGITAL ||
32 _type == NodeCfg :: TYPE_ENC ::NONE) { //
generete only the convert signal
33 if (discard_first_simple) {
34 discard_first_simple = false;
35 } else {
36 convert.write(true);
37 wait(_tetaS , sc_core :: SC_SEC);
38 convert.write(false);
39 }
40 } else {
41 ctrl.write(true);
42 b_ctrl.write(false);
43
44 if (_counter == 0) {
45 init.write(true);
46 }
47
48 wait(_tetaS , sc_core :: SC_SEC);
49
50 ctrl.write(false);
51 b_ctrl.write(true);
52 init.write(false);
53
54 // start ADC convertion before triggering the
init signal
55 if (_counter == (_ratio - 1)) {
56 wait(_tetaS , sc_core :: SC_SEC);
57 convert.write(true);
58 wait(_tetaS , sc_core :: SC_SEC);
59 convert.write(false);
60 }
61
62 ++ _counter;
63 if (_counter == _ratio) {
64 _counter = 0;
65 }
66 }
67
68 wait();
69 }
70 }
A.5.3 Modèle du microcontrôleur
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Code A.19 – Description du module microcontrôleur
1 #ifndef MICROCONTROLLER_H
2 #define MICROCONTROLLER_H
3
4 #include <systemc -ams >
5 #include <SignalGenerator.h>
6 #include <Packet.h>
7 #include <NodeCfg.h>
8
9 class Microcontroller : public sc_core :: sc_module {
10 public:
11 //!< input port
12 sc_core ::sc_fifo_in <sc_dt::sc_lv <16> > in;
13 sc_core ::sc_in <bool > endAcq;
14 sc_core ::sc_in <double > vp;
15 sc_core ::sc_in <double > vn;
16 sc_core ::sc_out <Packet > out;
17 sc_core ::sc_out <bool > txRq;
18
19 SignalGenerator* signalGenerator;
20
21 SC_HAS_PROCESS(Microcontroller);
22
23 Microcontroller(sc_core :: sc_module_name name ,
24 int id,
25 double F_ACQ ,
26 int ratio ,
27 double tetaUs ,
28 NodeCfg :: TYPE_ENC type);
29
30 ~Microcontroller ();
31
32 void processSample ();
33
34 void processEndAcq ();
35
36 void packUpData(sc_dt::sc_lv <16>& data);
37
38 private:
39 int _id;
40 Packet* _packet;
41 int _dataIdx;
42 int _packetNum;
43 NodeCfg :: TYPE_ENC _type;
44 int _ratio;
45 int _counterEncoder;
46 sc_dt::sc_lv <16> _encodedData;
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47 };
48
49 #endif // MICROCONTROLLER_H
Code A.20 – Implémenation du module microcontrôleur
1 #include <Microcontroller.h>
2
3 Microcontroller :: Microcontroller(sc_core :: sc_module_name name ,
4 int id,
5 double ACQ_F ,
6 int ratio ,
7 double tetaUs ,
8 NodeCfg :: TYPE_ENC type)
9 : sc_core :: sc_module(name),
10 _id(id),
11 _dataIdx (0),
12 _packetNum (0),
13 _type(type),
14 _ratio(ratio),
15 _counterEncoder (0),
16 _encodedData(sc_dt::sc_lv <16>( sc_dt :: SC_LOGIC_0)) {
17
18 signalGenerator = new SignalGenerator("SIG_GEN", ACQ_F , ratio ,
type , tetaUs);
19
20 SC_METHOD(processSample);
21 sensitive << in.data_written ();
22 dont_initialize ();
23
24 SC_METHOD(processEndAcq);
25 sensitive << endAcq;
26 dont_initialize ();
27
28 _packet = new Packet;
29 }
30
31 Microcontroller ::~ Microcontroller () {
32 delete signalGenerator;
33 delete _packet;
34 }
35
36 void Microcontroller :: packUpData(sc_dt::sc_lv <16>& data) {
37 sc_dt::sc_lv <8> highByte = data.range (15, 8);
38 sc_dt::sc_lv <8> lowByte = data.range(7, 0);
39 (* _packet)(_dataIdx) = highByte;
40 ++ _dataIdx;
41 (* _packet)(_dataIdx) = lowByte;
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42 ++ _dataIdx;
43 if (_dataIdx == Packet :: PAYLOAD) {
44 // reset data index
45 _dataIdx = 0;
46
47 // fill up packet header
48 _packet ->setId(_id);
49 _packet ->setNum(_packetNum);
50 ++ _packetNum;
51 _packet ->setType(Packet ::DATA);
52 // send packet to the transmitter
53 out.write (* _packet);
54 txRq.write (!txRq.read());
55 }
56 }
57
58 void Microcontroller :: processEndAcq () {
59 // fill up packet header
60 _packet ->setId(_id);
61 _packet ->setNum(_packetNum);
62 _packet ->setType(Packet ::STOP);
63 // send packet to the transmitter
64 out.write (* _packet);
65 txRq.write (!txRq.read());
66
67 signalGenerator ->clk.stop();
68 }
69
70 void Microcontroller :: processSample () {
71 sc_dt::sc_lv <16> sample;
72 in.nb_read(sample);
73
74 if (_type == NodeCfg :: TYPE_ENC :: DIGITAL) {
75 // encode data
76 _encodedData = _encodedData.to_uint () + sample.to_uint ();
77 ++ _counterEncoder;
78
79 if (_counterEncoder == _ratio) {
80 // reset counter
81 _counterEncoder = 0;
82 packUpData(_encodedData);
83 // reinitialize encoded data
84 _encodedData = sc_dt ::sc_lv <16>( sc_dt:: SC_LOGIC_0
);
85 }
86 } else {
87 packUpData(sample);
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88 }
89 }
A.6 Modèle SystemC-AMS du module RF
Code A.21 – Description du module RF
1 #ifndef TRANSMITTER_H
2 #define TRANSMITTER_H
3
4 #include <systemc -ams >
5 #include <tlm >
6 #include <tlm_utils/simple_initiator_socket.h>
7 #include <Packet.h>
8
9 class Transmitter : sc_core :: sc_module {
10 public:
11 static const double STB_CURRENT;
12 static const double S_CURRENT;
13 static const double OA_CURRENT;
14
15 static const double TOA;
16 static const double TS;
17
18 //!< TLM -2 socket , defaults to 32-bits wide , base protocol
19 tlm_utils :: simple_initiator_socket <Transmitter > initiatorSocket;
20
21 sc_core ::sc_in <Packet > inp;
22 sc_core ::sc_in <bool > txRq;
23 sc_core ::sc_out <double > current;
24
25 SC_HAS_PROCESS(Transmitter);
26
27 Transmitter(sc_core :: sc_module_name name);
28
29 ~Transmitter ();
30
31 void processing ();
32
33 void currentConsumption ();
34
35 double getEnergyComsumption ();
36 private:
37 const double ENERGY_PER_PACKET = 14;
38 double _energy;
39 };
40
148
A.6. Modèle SystemC-AMS du module RF
41 #endif // TRANSMITTER_H
Code A.22 – Implémentation du module RF
1 #include <Transmitter.h>
2
3 const double Transmitter :: STB_CURRENT = 0.022;
4 const double Transmitter :: S_CURRENT = 8;
5 const double Transmitter :: OA_CURRENT = 11.3;
6
7 const double Transmitter ::TOA = 321;
8 const double Transmitter ::TS = 130;
9
10 Transmitter :: Transmitter(sc_core :: sc_module_name name)
11 : sc_core :: sc_module(name), _energy (0.0) {
12
13 SC_THREAD(processing);
14 sensitive << txRq;
15 dont_initialize ();
16
17 SC_THREAD(currentConsumption);
18 sensitive << txRq;
19 dont_initialize ();
20
21 current.initialize(STB_CURRENT);
22 }
23
24 Transmitter ::~ Transmitter () {}
25
26 void Transmitter :: currentConsumption () {
27 while (true) {
28 current.write(S_CURRENT);
29 wait(TS, sc_core :: SC_US);
30 current.write(OA_CURRENT);
31 wait(TOA , sc_core :: SC_US);
32 current.write(STB_CURRENT);
33
34 _energy += ENERGY_PER_PACKET;
35
36 wait();
37 }
38 }
39
40 double Transmitter :: getEnergyComsumption () {
41 return _energy;
42 }
43
44 void Transmitter :: processing () {
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45 while (true) {
46 Packet data = inp.read();
47 int dataSize = sizeof(Packet);
48
49 // TLM -2 generic payload transaction , reused across calls
to b_transport
50 tlm:: tlm_generic_payload* trans = new tlm::
tlm_generic_payload;
51 sc_core :: sc_time delay = sc_core :: sc_time (10, sc_core ::
SC_NS);
52 tlm:: tlm_command cmd = tlm:: TLM_WRITE_COMMAND;
53
54 // Initialize the transaction attributes
55 trans ->set_command(cmd);
56 trans ->set_data_ptr (( unsigned char*)&data);
57 trans ->set_data_length(dataSize);
58 trans ->set_response_status(
59 tlm:: TLM_INCOMPLETE_RESPONSE);
// Mandatory initial value
60
61 initiatorSocket ->b_transport (*trans , delay); // Blocking
transport call
62
63 // Initiator obliged to check response status and delay
64 if (trans ->is_response_error ()) {
65 std::cerr << "FATAL␣ERROR!" << std::endl;
66 }
67
68 wait();
69 }
70 }
A.7 Modèle SystemC-AMS d’un nœud
Code A.23 – Configuration d’un nœud
1 #ifndef ACSNODECFG_H
2 #define ACSNODECFG_H
3
4 #include <string >
5 #include <ADC.h>
6
7 /**
8 * @brief The NodeCfg struct
9 * @author aravelomanantsoa@gmail.com
10 */
11 struct NodeCfg {
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12 enum TYPE_ENC {
13 ANALOG ,
14 DIGITAL ,
15 NONE
16 };
17 int _id; // Node ID
18 std:: string _db_file; // database file name path.
19 double _acq_f; // Frequency at which the data contained in the
given file
20 // were sampled.
21 double _unit;
22 double _gain; // Gain of the amplifier.
23 double _offset; // Gain of the amplifier.
24 ADC:: RESOLUTION _adc_res; // resolution of the ADC
25 double _v_ref_p;
26 double _v_ref_n;
27 TYPE_ENC _type_enc;
28 int _ratio; // N / M, the encoder is disabled if RATIO is equal
to 1
29 // ------ SPECIFIC FOR LTSPICE -----------
30 std:: string _spice_file; // database file name path.
31 double _spice_acq_f; // Frequency at which the data contained in
the given
32 // file were sampled.
33 double _spice_unit;
34 // ---------------------------------------
35 double _t_s; // sample time
36 double _c1; // Capacitor 1 value
37 double _c2; // Capacitor 2 value
38 double _r_on; // On resistance of the switches
39 double _r_off; // Off resistance of the switches
40 double _time_step_us; // Simulation Time step.
41 NodeCfg () {}
42
43 NodeCfg(int id , std:: string db_file , double acq_f , double unit ,
44 double gain = 1.0, double offset = 0.0,
45 ADC:: RESOLUTION res = ADC::R16 , double v_ref_p = 2.5,
46 double v_ref_n = -2.5, TYPE_ENC type_enc = NONE , int
ratio = 1,
47 std:: string spice_file = "", double spice_acq_f = 1e6 ,
48 double spice_unit = 1.0, double t_s = 20e-6, double c1 =
0.1e-6,
49 double c2 = 0.1e-6, double r_on = 10, double r_off = 10e6
,
50 double time_step_us = 2)
51 : _id(id),
52 _db_file(db_file),
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53 _acq_f(acq_f),
54 _unit(unit),
55 _gain(gain),
56 _offset(offset),
57 _adc_res(res),
58 _v_ref_p(v_ref_p),
59 _v_ref_n(v_ref_n),
60 _type_enc(type_enc),
61 _ratio(ratio),
62 _spice_file(spice_file),
63 _spice_acq_f(spice_acq_f),
64 _spice_unit(spice_unit),
65 _t_s(t_s),
66 _c1(c1),
67 _c2(c2),
68 _r_on(r_on),
69 _r_off(r_off),
70 _time_step_us(time_step_us) {}
71 };
72
73 #endif // ACSNODECFG_H
Code A.24 – Description du module nœud
1 #ifndef NODE_H
2 #define NODE_H
3
4 #include <systemc -ams >
5
6 #include <Sensor.h>
7 #include <Amplifier.h>
8 #include <CSEncoder.h>
9 #include <ADC.h>
10 #include <Microcontroller.h>
11 #include <Transmitter.h>
12 #include <NodeCfg.h>
13
14 /**
15 * @brief The Node class
16 * @author aravelomanantsoa@gmail.com
17 */
18 class Node : sc_core :: sc_module {
19 public:
20 // internal modules
21 Sensor* sens;
22 Amplifier* lna;
23 CSEncoder* encoder;
24 ADC* adc;
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25 Microcontroller* micro;
26 Transmitter* tx;
27
28 // internal signals
29 sc_core ::sc_signal <double > signal;
30 sc_core ::sc_signal <bool > endAcq;
31 sca_tdf ::sca_signal <double > condSignal;
32 sca_tdf ::sca_signal <double > encodedSignal;
33
34 sc_core ::sc_signal <double > vp;
35 sc_core ::sc_signal <double > vn;
36
37 sc_core ::sc_signal <bool > ctrl;
38 sc_core ::sc_signal <bool > b_ctrl;
39 sc_core ::sc_signal <bool > init;
40 sc_core ::sc_signal <bool > convert;
41
42 sc_core ::sc_signal <Packet > txPacket;
43 sc_core ::sc_signal <bool > txRq;
44 sc_core ::sc_signal <double > current;
45
46 /**
47 * @brief Node constructor
48 * @param name Name of the module
49 * @param cfg Configuration of the node
50 */
51 Node(sc_core :: sc_module_name name , NodeCfg& cfg);
52
53 ~Node();
54
55 sca_util :: sca_trace_file* _trace;
56 };
57
58 #endif // NODE_H
Code A.25 – Implémentation du module nœud
1 #include <Node.h>
2
3 Node::Node(sc_core :: sc_module_name name , NodeCfg& cfg)
4 : sc_core :: sc_module(name), vp("vp", cfg._v_ref_p), vn("vn", cfg.
_v_ref_n) {
5 char tmp [60];
6 int id = cfg._id;
7 std:: sprintf(tmp , "SENS_%d", id);
8
9 sens = new Sensor(tmp , cfg._db_file , cfg._acq_f , cfg._unit);
10 sens ->endAcq(endAcq);
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11 sens ->out(signal);
12
13 std:: sprintf(tmp , "LNA_%d", id);
14 lna = new Amplifier(tmp , cfg._gain , cfg._offset);
15 lna ->in(signal);
16 lna ->out(condSignal);
17 lna ->set_timestep(cfg._time_step_us , sc_core ::SC_US);
18
19 if (cfg._type_enc == NodeCfg :: ANALOG) {
20 std:: sprintf(tmp , "ENCODER_%d", id);
21 encoder = new CSEncoder(tmp , cfg._c1 , cfg._c2 , cfg._r_on ,
cfg._r_off);
22 encoder ->in(condSignal);
23 encoder ->init(init);
24 encoder ->ctrl(ctrl);
25 encoder ->b_ctrl(b_ctrl);
26 encoder ->out(encodedSignal);
27 } else { // bypass the encoder
28 encoder = NULL;
29 }
30
31 std:: sprintf(tmp , "ADC_%d", id);
32 adc = new ADC(tmp , cfg._adc_res);
33
34 if (cfg._type_enc == NodeCfg :: ANALOG) {
35 adc ->in(encodedSignal);
36 } else {
37 adc ->in(condSignal);
38 }
39
40 adc ->convert(convert);
41 adc ->vp(vp);
42 adc ->vn(vn);
43
44 std:: sprintf(tmp , "MICRO_%d", id);
45 micro = new Microcontroller(
46 tmp , cfg._id , cfg._acq_f , cfg._ratio , cfg._t_s ,
cfg._type_enc);
47 micro ->in(adc ->fifo);
48 micro ->endAcq(endAcq);
49 micro ->vp(vp);
50 micro ->vn(vn);
51 micro ->signalGenerator ->convert(convert);
52 micro ->signalGenerator ->ctrl(ctrl);
53 micro ->signalGenerator ->b_ctrl(b_ctrl);
54 micro ->signalGenerator ->init(init);
55 micro ->out(txPacket);
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56 micro ->txRq(txRq);
57
58 std:: sprintf(tmp , "TX_%d", id);
59 tx = new Transmitter(tmp);
60 tx ->inp(txPacket);
61 tx ->txRq(txRq);
62 tx ->current(current);
63
64 #ifdef TRACE_ENABLE
65 std:: sprintf(tmp , "trace_systemc_%d.dat", id);
66 _trace = sca_util :: sca_create_tabular_trace_file(tmp);
67 if (cfg._type_enc == NodeCfg :: ANALOG) {
68 sca_util :: sca_trace(_trace , encodedSignal , "v_out");
69 } else {
70 sca_util :: sca_trace(_trace , condSignal , "v_out");
71 }
72 sca_util :: sca_trace(_trace , convert , "convert");
73 sca_util :: sca_trace(_trace , current , "I");
74 #endif
75 }
76
77 Node ::~ Node() {
78 delete sens;
79 delete lna;
80 if (encoder != NULL) {
81 delete encoder;
82 }
83 delete adc;
84 delete micro;
85 delete tx;
86 #ifdef TRACE_ENABLE
87 sca_util :: sca_close_vcd_trace_file(_trace);
88 #endif
89 }
A.8 Modèle SystemC-AMS du routeur
Code A.26 – Description du routeur
1 #define SC_INCLUDE_DYNAMIC_PROCESSES
2
3 #ifndef ROUTER_H
4 #define ROUTER_H
5
6 #include <systemc -ams >
7 #include <tlm >
8 #include <tlm_utils/simple_target_socket.h>
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9 #include <tlm_utils/simple_initiator_socket.h>
10 #include <Clock.h>
11 #include <Packet.h>
12 #include <map >
13
14 /**
15 * @brief The Router class
16 * @author aravelomanantsoa@gmail.com
17 */
18 class Router : sc_core :: sc_module {
19 public:
20 // TLM -2 socket , defaults to 32-bits wide , base protocol
21 tlm_utils :: simple_target_socket <Router >* targetSocketArray;
22 tlm_utils :: simple_initiator_socket <Router >* initiatorSocketArray;
23
24 SC_HAS_PROCESS(Router);
25
26 Router(sc_core :: sc_module_name name , int targetCount , int
initiatorCount ,
27 std::map <int , std::vector <int > > & routingTable);
28
29 ~Router ();
30
31 void b_transport(tlm:: tlm_generic_payload& trans , sc_core ::
sc_time& delay);
32
33 void dataRateProcess ();
34
35 double getDataRate ();
36
37 int getTotalPacketNumber ();
38
39 private:
40 int _targetCount;
41 int _initiatorCount;
42 std::map <int , std::vector <int > > _routingTable;
43 int _totalPacketNumber;
44 int _packetPerSecond;
45 double _dataRate;
46 };
47
48 #endif // ROUTER_H
Code A.27 – Implémentation du routeur
1 #include <Router.h>
2
3 Router :: Router(sc_core :: sc_module_name name , int targetCount ,
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4 int initiatorCount , std::map <int , std::vector <int > > &
routingTable)
5 : sc_core :: sc_module(name),
6 _targetCount(targetCount),
7 _initiatorCount(initiatorCount),
8 _routingTable(routingTable),
9 _totalPacketNumber (0),
10 _packetPerSecond (0) {
11
12 targetSocketArray = new tlm_utils :: simple_target_socket <Router >[
_targetCount ];
13 // register socket
14 for (int i = 0; i < _targetCount; ++i) {
15 targetSocketArray[i]. register_b_transport(this , &Router ::
b_transport);
16 }
17
18 initiatorSocketArray =
19 new tlm_utils :: simple_initiator_socket <Router >[
_initiatorCount ];
20
21 // register processes
22 SC_THREAD(dataRateProcess);
23 }
24
25 void Router :: b_transport(tlm:: tlm_generic_payload& trans ,
26 sc_core :: sc_time& delay) {
27 Packet* packet = (Packet *)trans.get_data_ptr ();
28 // count only data packet
29 if (packet ->getType () == Packet ::TYPE::DATA) {
30 ++ _totalPacketNumber;
31 ++ _packetPerSecond;
32 }
33 // route packet
34 int id = packet ->getId ();
35 std::vector <int > dest = _routingTable[id];
36 for(std::vector <int >:: iterator it = dest.begin (); it != dest.end
(); it++) {
37 initiatorSocketArray [*it]->b_transport(trans , delay);
38 }
39
40 }
41
42 Router ::~ Router () {
43 delete [] targetSocketArray;
44 delete [] initiatorSocketArray;
45 }
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46
47 void Router :: dataRateProcess () {
48 while (true) {
49 wait(1, sc_core :: SC_SEC);
50 double tmp = _packetPerSecond * Packet :: PAYLOAD;
51 if (tmp > _dataRate) {
52 _dataRate = tmp;
53 }
54 _packetPerSecond = 0;
55 }
56 }
57
58 double Router :: getDataRate () { return _dataRate / 1024; }
59
60 int Router :: getTotalPacketNumber () { return _totalPacketNumber; }
A.9 Modèle SystemC-AMS décodeur
Code A.28 – Description du décodeur
1 #ifndef RECEIVER_H
2 #define RECEIVER_H
3
4 #define SC_INCLUDE_DYNAMIC_PROCESSES
5
6 #include <systemc -ams >
7 #include <tlm >
8 #include <tlm_utils/simple_target_socket.h>
9 #include <Packet.h>
10 #include <map >
11 #include <NodeCfg.h>
12 #include <Clock.h>
13
14 /**
15 * @brief The Receiver class
16 * @author aravelomanantsoa@gmail.com
17 */
18 class Receiver : sc_core :: sc_module {
19 public:
20 // TLM -2 socket , defaults to 32-bits wide , base protocol
21 tlm_utils :: simple_target_socket <Receiver > targetSocket;
22
23 SC_HAS_PROCESS(Receiver);
24
25 /**
26 * @brief Receiver
27 * @param name
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28 * @param id
29 * @param cfgMap
30 * @param M
31 */
32 Receiver(sc_core :: sc_module_name name , int id , std::map <int ,
NodeCfg >& cfgMap ,
33 int M);
34
35 ~Receiver ();
36
37 void b_transport(tlm:: tlm_generic_payload& trans , sc_core ::
sc_time& delay);
38
39 void processThead(Packet& packet);
40
41 double convertData(NodeCfg& cfg , sc_dt::sc_lv <8>& highByte ,
42 sc_dt::sc_lv <8>& lowByte);
43
44 sc_core ::sc_out <bool > end;
45
46 double getRecTime ();
47
48 private:
49 std::map <int , std:: ofstream*> _outStreamPacketMap;
50 std::map <int , std:: ofstream*> _outStreamDataMap;
51 std::map <int , std::vector <double >*> _tmpDataMap;
52 int _id;
53 std::map <int , NodeCfg > _nodeCfgMap;
54 int _M;
55 double _recTime;
56 };
57
58 #endif // RECEIVER_H
Code A.29 – Implémentation du décodeur
1 #include <Receiver.h>
2 #include <Recovery.h>
3
4 Receiver :: Receiver(sc_core :: sc_module_name name , int id,
5 std::map <int , NodeCfg >& cfgMap , int M)
6 : sc_core :: sc_module(name),
7 _id(id),
8 _nodeCfgMap(cfgMap),
9 _M(M),
10 _recTime (0.0) {
11
12 // register socket
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13 targetSocket.register_b_transport(this , &Receiver :: b_transport);
14
15 // create output stream
16 for (std::map <int , NodeCfg >:: iterator itNode = _nodeCfgMap.begin
();
17 itNode != _nodeCfgMap.end(); ++ itNode) {
18 int nodeId = itNode ->first;
19 NodeCfg cfg = itNode ->second;
20
21 char fileNamePacket [40];
22 char fileNameData [40];
23
24 sprintf(fileNamePacket , "%d_node_packet_%d.txt", _id ,
nodeId);
25 sprintf(fileNameData , "%d_node_data_%d.txt", _id , nodeId)
;
26
27 _outStreamPacketMap[nodeId] = new std:: ofstream(
fileNamePacket);
28 _outStreamDataMap[nodeId] = new std:: ofstream(
fileNameData);
29
30 // available only for compressed data
31 if (cfg._type_enc != NodeCfg :: TYPE_ENC ::NONE) {
32 _tmpDataMap[nodeId] = new std::vector <double >;
33 }
34 }
35
36 end.initialize(false);
37 }
38
39 Receiver ::~ Receiver () {}
40
41 void Receiver :: b_transport(tlm:: tlm_generic_payload& trans ,
42 sc_core :: sc_time& delay) {
43 Packet* packet = (Packet *)trans.get_data_ptr ();
44
45 // Create a new process
46 sc_core :: sc_spawn(sc_bind (& Receiver :: processThead , this , *packet)
);
47
48 // Obliged to set response status to indicate successful
completion
49 trans.set_response_status(tlm:: TLM_OK_RESPONSE);
50 }
51
52 double Receiver :: convertData(NodeCfg& cfg , sc_dt ::sc_lv <8>& highByte ,
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53 sc_dt::sc_lv <8>& lowByte) {
54 // concatenate bytes
55 sc_dt::sc_lv <16> data;
56 data.range (15, 8) = highByte;
57 data.range(7, 0) = lowByte;
58 // start data conversion
59 int rawData = data.to_uint ();
60 double step =
61 (cfg._v_ref_p - cfg._v_ref_n) / (std::pow(2, (int
)cfg._adc_res) - 1);
62 return rawData * step + cfg._v_ref_n;
63 }
64
65 void Receiver :: processThead(Packet& packet) {
66 char msg [60];
67
68 const int id = packet.getId ();
69 Packet ::TYPE type = packet.getType ();
70
71 std::map <int , NodeCfg >:: iterator itNodeCfg = _nodeCfgMap.find(id)
;
72 if (itNodeCfg == _nodeCfgMap.end()) {
73 std:: sprintf(msg , "INVALID␣NODE␣ID␣%d", id);
74 SC_REPORT_INFO("Decoder", msg);
75 return;
76 }
77
78 switch (type) {
79
80 case Packet ::TYPE::DATA: {
81 std:: sprintf(msg , "%s␣RECEIVE␣DATA␣PACKET␣FROM␣%d", this
->name(), id);
82 SC_REPORT_INFO("Decoder", msg);
83
84 // output packet
85 std::map <int , std:: ofstream *>:: iterator itStreamPacket =
86 _outStreamPacketMap.find(id);
87 if (itStreamPacket == _outStreamPacketMap.end()) {
88 std:: sprintf(msg , "STREAM␣NOT␣FOUND␣FROM␣%d", id)
;
89 SC_REPORT_FATAL("Decoder", msg);
90 return;
91 }
92
93 *( itStreamPacket ->second) << packet << std::endl;
94
95 // retrive output stream corresponding to the node id
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96 std::map <int , std:: ofstream *>:: iterator itStreamData =
97 _outStreamDataMap.find(id);
98 if (itStreamData == _outStreamPacketMap.end()) {
99 std:: sprintf(msg , "STREAM␣NOT␣FOUND␣FROM␣%d", id)
;
100 SC_REPORT_FATAL("Decoder", msg);
101 return;
102 }
103
104 NodeCfg cfg = itNodeCfg ->second;
105
106 if (cfg._type_enc == NodeCfg :: TYPE_ENC ::NONE) {
107 // directly save data into file
108 for (int i = 0; i < Packet :: PAYLOAD; i = i + 2) {
109 // convert data
110 double data = convertData(cfg , packet(i),
packet(i + 1));
111 data = data - cfg._offset;
112 // remove offset and save converted data
into file
113 *( itStreamData ->second) << data << std::
endl;
114 }
115 } else {
116 // the received packet contains encoded data
117 std::map <int , std::vector <double >*>:: iterator
itTmpData =
118 _tmpDataMap.find(id);
119 if (itTmpData == _tmpDataMap.end()) {
120 std:: sprintf(msg , "DATA␣NOT␣FOUND␣FROM␣%d
", id);
121 SC_REPORT_FATAL("Decoder", msg);
122 return;
123 }
124
125 std::vector <double >* tmpEncodedSignal = itTmpData
->second;
126
127 for (int i = 0; i < Packet :: PAYLOAD; i = i + 2) {
128 // convert data
129 double data = convertData(cfg , packet(i),
packet(i + 1));
130 // save encoded data in temporary memory
131 tmpEncodedSignal ->push_back(data);
132 // wait until M encoded data have been
received before starting the
133 // recovery process
162
A.9. Modèle SystemC-AMS décodeur
134 if (tmpEncodedSignal ->size() == (unsigned
)_M) {
135 std:: sprintf(msg , "%s␣START␣
RECOVERY␣FROM␣%d", this ->name
(), id);
136 SC_REPORT_INFO("Decoder", msg);
137
138 int N = cfg._ratio * _M;
139
140 cs:: Matrix Phi(_M , N);
141 cs:: Matrix Psi(N, N);
142 cs:: Matrix A(_M , N);
143
144 // generate sparsifying matrix
145 cs:: Recovery :: buildIDctMatrix(Psi
);
146 // generate measurement matrix
147 cs:: Recovery :: buildSensingMatrix(
Phi);
148
149 A = Phi * Psi;
150
151 double recoveredSignal[N];
152 double recoveredTransform[N];
153 double y[_M];
154 for (int i = 0; i < _M; ++i) {
155 y[i] = (* tmpEncodedSignal
)[i];
156 }
157
158 // start recovery
159 double rec = cs:: Recovery ::
findSparseSolution(A, y,
recoveredTransform);
160 if (rec > _recTime) {
161 _recTime = rec;
162 }
163
164 // reconstruct signal
165 for (int i = 0; i < N; i++) {
166 double tmpProd = 0.0;
167 for (int k = 0; k < N; k
++) {
168 tmpProd += Psi(i,
k) *
recoveredTransform
[k];
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169 }
170 recoveredSignal[i] =
tmpProd;
171 }
172
173 // remove offset and save
recovered data into file
174 for (int i = 0; i < N; ++i) {
175 *( itStreamData ->second)
<< (recoveredSignal[i]
- cfg._offset)
176 <<
std
::
endl
;
177 }
178
179 // clear temporary memory
180 tmpEncodedSignal ->clear ();
181 }
182 }
183 }
184
185 break;
186 }
187
188 case Packet ::TYPE::STOP: {
189 std:: sprintf(msg , "%s␣RECEIVE␣STOP␣PACKET␣FROM␣ID␣%d",
this ->name(), id);
190 SC_REPORT_INFO("Decoder", msg);
191 // remove the configuration data from the map
192 _nodeCfgMap.erase(itNodeCfg);
193 if (_nodeCfgMap.size() == 0) {
194 end.write(true);
195 }
196
197 break;
198 }
199
200 default:
201 break;
202 }
203 }
204
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205 double Receiver :: getRecTime () { return _recTime; }
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Résumé
Le réseau sans fil sur le corps humain ou « wireless body area network (WBAN) » est une
nouvelle technologie de réseau sans fil dédié à la surveillance des paramètres physiologiques d’une
personne. Le réseau est composé de dispositifs électroniques miniatures, appelés nœuds, disposés
aux alentours ou à l’intérieur du corps humain. Chaque nœud est doté d’un ou plusieurs capteurs
mesurant les paramètres physiologiques de la personne, comme l’électrocardiogramme ou bien la
température du corps, et les caractéristiques de l’environnement qui l’entoure. Ces nœuds sont
surtout soumis à une contrainte énergétique importante puisque la miniaturisation a réduit les
dimensions de leurs batteries. Puisque les nœuds consomment la majorité de l’énergie pour trans-
mettre les données, une solution pour diminuer leur consommation consisterait à compresser les
données avant la transmission.
Les méthodes classiques de compression ne sont pas adaptées pour le WBAN particulièrement
à cause de la puissance de calcul requise et la consommation qui en résulterait. Dans cette thèse,
pour contourner ces problèmes, nous utilisons une méthode à base de l’acquisition comprimée pour
compresser et reconstruire les données provenant des nœuds. Nous proposons un encodeur simple
et facile à mettre en œuvre pour compresser les signaux. Nous présentons aussi un algorithme per-
mettant de réduire la complexité de la phase de reconstruction des signaux. Un travail collaboratif
avec l’entreprise TEA (Technologie Ergonomie Appliquées) nous a permis de valider expérimen-
talement une version numérique de l’encodeur et l’algorithme de reconstruction. Nous avons aussi
développé et validé une version analogique de l’encodeur en utilisant des composants standards.
Mots-clés: WBAN, acquisition comprimée, encodeur, algorithme de reconstruction, SystemC-
AMS, ECG, EMG, EEG.
Abstract
A wireless body area network (WBAN) is a new class of wireless networks dedicated to
monitor human physiological parameters. It consists of small electronic devices, also called nodes,
attached to or implanted in the human body. Each node comprises one or many sensors which
measure physiological signals, such as electrocardiogram or body heat, and the characteristics of
the surrounding environment. These nodes are mainly subject to a significant energy constraint due
to the fact that the miniaturization has reduced the size of their batteries. A solution to minimize
the energy consumption would be to compress the sensed data before wirelessly transmitting
them. Indeed, research has shown that most of the available energy are consumed by the wireless
transmitter.
Conventional compression methods are not suitable for WBANs because they involve a high
computational power and increase the energy consumption. To overcome these limitations, we
use compressed sensing (CS) to compress and recover the sensed data. We propose a simple and
efficient encoder to compress the data. We also introduce a new algorithm to reduce the complexity
of the recovery process. A partnership with TEA (Technologie Ergonomie Appliquées) company
allowed us to experimentally evaluate the performance of the proposed method during which a
numeric version of the encoder has been used. We also developed and validated an analog version
of the encoder.
Keywords:WBAN, compressed sensing, encoder, recovery algorithm, SystemC-AMS, ECG, EMG,
EEG.
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