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a b s t r a c t
Given a directed graph E we describe a method for constructing a Leavitt path algebra
LR(E) whose coefficients are in a commutative unital ring R. We prove versions of the
Graded Uniqueness Theorem and Cuntz–Krieger Uniqueness Theorem for these Leavitt
path algebras, giving proofs that both generalize and simplify the classical results for Leavitt
path algebras over fields. We also analyze the ideal structure of LR(E), and we prove that if
K is a field, then LK (E) ∼= K ⊗Z LZ(E).
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1. Introduction
In [1] the authors introduced a class of algebras over fields,which they constructed fromdirected graphs and called Leavitt
path algebras. (The definition in [1] was given for row-finite directed graphs, but the authors later extended the definition in
[2] to all directed graphs.) These Leavitt path algebras generalize the Leavitt algebras L(1, n) of [21], and also contain many
other interesting classes of algebras over fields. In addition, Leavitt path algebras are intimately related to graph C∗-algebras
(see [23]), and for any graph E the Leavitt path algebra LC(E) is ∗-isomorphic to a dense ∗-subalgebra of the graph C∗-algebra
C∗(E) [26, Theorem 7.3].
In this paper we generalize the construction of Leavitt path algebras by replacing the field K with a commutative unital
ring R. We use the notation LR(E) for our Leavitt path algebra, and prove that it is a Z-graded R-algebra with characteristic
equal to the characteristic ofR.We also prove versions of theGradedUniqueness Theoremand theCuntz–KriegerUniqueness
Theorem, which are fundamental to the study of Leavitt path algebras.
The Graded Uniqueness Theorem for Leavitt path algebras over a field says that a graded homomorphism φ : LK (E)→ A
is injective if φ(v) ≠ 0 for all v ∈ E0. For Leavitt path algebras over rings we need slightly different hypotheses: We prove
that a graded homomorphism φ : LR(E) → A is injective if φ(rv) ≠ 0 for all v ∈ E0 and for all r ∈ R \ {0}. Similarly,
the Cuntz–Krieger Uniqueness Theorem for Leavitt path algebras over a field says that if every cycle in E has an exit, then a
homomorphism φ : LK (E) → A is injective if φ(v) ≠ 0 for all v ∈ E0. Again, our hypotheses for Leavitt path algebras over
rings are slightly different: We prove that if every cycle in E has an exit, then a homomorphism φ : LK (E)→ A is injective
if φ(rv) ≠ 0 for all v ∈ E0 and for all r ∈ R \ {0}.
Our proofs of the Uniqueness Theorems use techniques that are different from those that have been used in the proofs
for Leavitt path algebras over fields. Consequently, this paper gives new proofs of each of the Uniqueness Theorems in the
case that R = K is a field. One of the main points of this article is that our proofs of the Uniqueness Theorems are shorter
than those in existing literature.
After proving our Uniqueness Theorems we continue by analyzing the ideal structure of LR(E). For ease and clarity as we
analyze ideals, we restrict our attention to the case when the graph E is row-finite. Because of the hypothesis φ(rv) ≠ 0
for all v ∈ E0 and for all r ∈ R \ {0}, the Uniqueness Theorems only allow us to analyze what we call basic ideals: an ideal
I of LR(E) is basic if rv ∈ I for r ∈ R \ {0} implies that v ∈ I . In analogy with Leavitt path algebras over fields, we prove in
Theorem 7.9 that the map H → IH is a lattice isomorphism from the saturated hereditary subsets of E onto the graded basic
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ideals of LR(E). We also prove in Theorem 7.17 that all basic ideals in LR(E) are graded if and only if E satisfies Condition (K).
Finally, in Theorem 7.20 and Proposition 7.22 we derive conditions for LR(E) to have no nontrivial proper basic ideals. These
results are similar to the classification of gauge-invariant ideals of graph C∗-algebras and Cuntz–Krieger C∗-algebras, and
we use similar techniques in this paper. We refer the reader to Remark 7.23 for references to the corresponding results for
Cuntz–Krieger algebras, graph C∗-algebras, and Leavitt path algebras over fields.
In the final section, we discuss extending the coefficients of a Leavitt path algebra by tensoring with a commutative
unital ring. In particular, we show that if K is a field, then LK (E) ∼= K ⊗Z LZ(E); and if K is a field of characteristic p, then
LK (E) ∼= K ⊗Zp LZp(E). This allows us to relate properties of LZ(E) and LZp(E) to properties of LK (E).
This paper is organized as follows: After some preliminaries in Section 2, we continue in Section 3 by constructing the
Leavitt path algebra over a commutative until ring, and prove that LR(E) exists and has the appropriate universal property. In
Section 4 we establish some basic properties of LR(E). In Section 5 we prove the Graded Uniqueness Theorem for LR(E), and
in Section 6 we prove the Cuntz–Krieger Uniqueness Theorem for LR(E). In Section 7 we analyze the ideal structure of LR(E).
Finally, in Section 8 we discuss extending the coefficients of a Leavitt path algebra by taking tensor products. We conclude
with a discussion of the significance of the rings LZ(E) and LZn(E).
2. Preliminaries
Whenwe refer to a graph in this paper, we shall alwaysmean a directed graph E := (E0, E1, r, s) consisting of a countable
set of vertices E0, a countable set of edges E1, and maps r : E1 → E0 and s : E1 → E0 identifying the range and source of
each edge.
Definition 2.1. Let E := (E0, E1, r, s) be a graph.We say that a vertex v ∈ E0 is a sink if s−1(v) = ∅, andwe say that a vertex
v ∈ E0 is an infinite emitter if |s−1(v)| = ∞. A singular vertex is a vertex that is either a sink or an infinite emitter, and we
denote the set of singular vertices by E0sing. We also let E
0
reg := E0 \ E0sing, and refer to the elements of E0reg as regular vertices;
i.e., a vertex v ∈ E0 is a regular vertex if and only if 0 < |s−1(v)| <∞.
Definition 2.2. If E is a graph, a path is a sequence α := e1e2 . . . en of edges with r(ei) = s(ei+1) for 1 ≤ i ≤ n− 1. We say
the path α has length |α| := n, and we let En denote the set of paths of length n. We consider the vertices in E0 to be paths
of length zero. We also let E∗ :=∞n=0 En denote the paths of finite length, and we extend the maps r and s to E∗ as follows:
For α := e1e2 . . . en ∈ En, we set r(α) = r(en) and s(α) = s(e1). A cycle in E is a path α ∈ E∗ \ E0 with s(α) = r(α). If
α := e1 . . . en, then an exit for α is an edge f ∈ E1 such that s(f ) = s(ei) but f ≠ ei for some 1 ≤ i ≤ n. We say that a graph
E satisfies Condition (L) if every cycle in E contains an exit.
Definition 2.3. We let (E1)∗ denote the set of formal symbols {e∗ : e ∈ E1}, and for α = e1 . . . en ∈ En we define
α∗ := e∗ne∗n−1 . . . e∗1 . We also define v∗ = v for all v ∈ E0. We call the elements of E1 real edges and the elements of
(E1)∗ ghost edges.
Definition 2.4. Let E be a directed graph and let R be a ring. A collection {v, e, e∗ : v ∈ E0, e ∈ E1} ⊆ R is a Leavitt E-family
in R if {v : v ∈ E0} consists of pairwise orthogonal idempotents and the following conditions are satisfied:
(1) s(e)e = er(e) = e for all e ∈ E1
(2) r(e)e∗ = e∗s(e) = e∗ for all e ∈ E1
(3) e∗f = δe,f r(e) for all e, f ∈ E1
(4) v =∑{e∈E1:s(e)=v} ee∗ whenever v ∈ E0reg.
Definition 2.5. Let E be a directed graph, and let K be a field. The Leavitt path algebra of E with coefficients in K , denoted
LK (E), is the universal K -algebra generated by a Leavitt E-family (see Definition 2.4).
Note that LK (E) is universal for Leavitt E-families in K -algebras; i.e., if A is a K -algebra and {av, be, ce∗ : v ∈ E0, e ∈ E1}
is a Leavitt E-family in A, then there exists a K -algebra homomorphism φ : LK (E)→ A such that φ(v) = av , φ(e) = be, and
φ(e∗) = ce∗ for all v ∈ E0 and e ∈ E1. It is shown in [1, Section 1] and [2, Section 1] that for any graph E the generators
{v, e, e∗ : v ∈ E0, e ∈ E1} of LK (E) are all nonzero.
In any algebra generated by a Leavitt E-family {v, e, e∗ : v ∈ E0, e ∈ E1}, we see that
(αβ∗)(γ δ∗) =

αγ ′δ∗ if γ = βγ ′
αδ∗ if β = γ
αβ ′∗δ∗ if β = γ β ′
0 otherwise.
(2.1)
2.1. Algebras over commutative rings
If R is a commutative ring with unit 1, then an R-algebra is an abelian group A that has the structure of both a ring and a
(left) R-module in such a way that
(1) r · (xy) = (r · x)y = x(r · y) for all r ∈ R and x, y ∈ A; and
(2) 1 · x = x for all x ∈ A.
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Note that as a ring, A is not necessarily commutative and A does not necessarily contain a unit. By a homomorphism between
R-algebras we mean an R-linear ring homomorphism. If A and B are R-algebras, we let HomR(A, B) denote the collection of
R-linear ring homomorphisms from A to B. We observe that for any R-algebra A, the endomorphism ring HomR(A, A) is an
R-algebra in the obvious way.
If R is a commutative ring, the characteristic of R, denoted char(R), is defined to be the smallest positive integer n such
that nr = 0 for all r ∈ R, if such an n exists, and 0 otherwise. It is a fact that if K is a field, then char K is either equal to 0 or
a prime p.
Any ring Rmay be viewed as a Z-algebra in the natural way, and if R has characteristic n, then Rmay also be viewed as a
Zn-algebra. Furthermore, if A is an R-algebra and X ⊆ A, then we define
spanR X :=

n−
i=1
rixi : ri ∈ R and xi ∈ X for all 1 ≤ i ≤ n

to be the R-submodule of A generated by the set X .
3. Constructing Leavitt path algebras with coefficients in a commutative ring with unit
In this section we wish to extend the definition of a Leavitt path algebra to allow for coefficients in an arbitrary
commutative ring with unit.
Definition 3.1. Let E be a directed graph, and let R be a commutative ring with unit. The Leavitt path algebra with coefficients
in R, denoted LR(E), is the universal R-algebra generated by a Leavitt E-family (see Definition 2.4).
Note that LR(E) is universal for Leavitt E-families in R-algebras; i.e., if A is a R-algebra and {av, be, ce∗ : v ∈ E0, e ∈ E1}
is a Leavitt E-family in A, then there exists a R-algebra homomorphism φ : LR(E)→ A such that φ(v) = av , φ(e) = be, and
φ(e∗) = ce∗ for all v ∈ E0 and e ∈ E1.
Recall that any ring is aZ-algebra and any ring of characteristic n is aZn-algebra. Thismotivates the following definitions.
Definition 3.2. If E is a graph, the Leavitt path ring of characteristic 0 is the ring LZ(E), and for each n ∈ N the Leavitt path
ring of characteristic n is the ring LZn(E).
Remark 3.3. In the next proposition we show that the elements of {v, e, e∗ : v ∈ E0, e ∈ E1} are all nonzero, and that
rv ≠ 0 for all v ∈ E0 and all r ∈ R \ {0}. In Proposition 4.9, we are able to prove a stronger result: The set of paths E∗ in
LR(E) is linearly independent over R, and the set of ghost paths {α∗ : α ∈ E∗} in LR(E) is linearly independent over R.
The construction in the next proposition is an R-algebra version of a similar construction that has been done for graph
C∗-algebras (see [19, Theorem 1.2]) and for Leavitt path algebras over fields (see [14, Lemma 1.5]).
Proposition 3.4. If E is a graph and R is a commutative ring with unit, then the Leavitt path algebra LR(E) has the property that
the elements of the set {v, e, e∗ : v ∈ E0, e ∈ E1} are all nonzero. Moreover,
LR(E) = spanR{αβ∗ : α, β ∈ E∗ and r(α) = r(β)}
and rv ≠ 0 for all v ∈ E0 and all r ∈ R \ {0}.
Proof. The fact that e∗f = δe,f r(e) allows us to write any word in the generators {v, e, e∗ : v ∈ E0, e ∈ E1} as αβ∗ with
α, β ∈ E∗. It follows that LR(E) = spanR{αβ∗ : α, β ∈ E∗ and r(α) = r(β)}.
To see that the elements of the set {v, e, e∗ : v ∈ E0, e ∈ E1} ⊆ LR(E) are all nonzero, it suffices (due to the universal
property) to construct anR-algebra generated bynonzero elements satisfying the relations described inDefinition 3.1. Define
Z := R⊕ R⊕ · · · to be the direct sum of countably many copies of R. For each e ∈ E1 let Ae := Z , and for each v ∈ E0 let
Av :=


s(e)=v
Ae if 0 < |s−1(v)| <∞
Z ⊕ 
s(e)=v
Ae if |s−1(v)| = ∞
Z if |s−1(v)| = 0.
Note that the Av ’s and Ae’s are all mutually isomorphic since each is the direct sum of countably many copies of R. Let
A := v∈E0 Av . For each v ∈ E0 define Tv : Av → Av to be the identity map, and extend to a homomorphism Tv : A → A
by defining Tv to be zero on A ⊖ Av . Also, for each e ∈ E1 choose an isomorphism Te : Ar(e) → Ae ⊆ As(e) and extend to a
homomorphism Te : A → A by defining Te to be zero on A⊖ Ae. Finally, we define Te∗ : A → A by taking the isomorphism
T−1e : Ae ⊆ As(e) → Ar(e) and extending to obtain a homomorphism Te∗ : A → A by defining Te∗ to be zero on A⊖ Ae. Let A
be the subalgebra of HomR(A, A) generated by {Tv, Te, Te∗ : v ∈ E0, e ∈ E1}. One can check that {Tv, Te, Te∗ : v ∈ E0, e ∈ E1}
is a collection of nonzero elements satisfying the relations described in Definition 3.1. Thus the subalgebra of HomR(A, A)
generated by {Tv, Te, Te∗ : v ∈ E0, e ∈ E1} is the desired R-algebra.
Finally, we note that for any v we have Av = R⊕M for some R-moduleM . Thus for any r ∈ R \ {0}, using the fact that R
is unital we have rTv(1, 0) = Tv(r, 0) = (r, 0) ≠ 0. Hence rTv ≠ 0. The universal property of LR(E) then implies that rv ≠ 0
for any v ∈ E0 and any r ∈ R \ {0}. 
474 M. Tomforde / Journal of Pure and Applied Algebra 215 (2011) 471–484
Corollary 3.5. Let E be a graph and let R be a commutative ring with unit. Then char LR(E) = char R.
Remark 3.6 (A Realization of LR(E)). Suppose E is a graph and R is a commutative ring with unit. The path algebra of E with
coefficients in R is the R-algebra generated by paths with the operation of path concatenation. (Here vertices are considered
as paths of length zero.) In other words, AR(E) is the free R-algebra generated by the paths E∗ =∞n=0 En with the following
relations:
(i) vw = δv,wv for all v,w ∈ E0
(ii) e = er(e) = s(e)e for all e ∈ E1.
If E = (E0, E1, r, s) is a graph, we let Eˆ be the graph with vertex set Eˆ0 := E0, edge set Eˆ1 := {e, e∗ : e ∈ E1}, and maps r and
s extended to Eˆ1 by r(e∗) := s(e) and s(e∗) = r(e) for all e ∈ E1. We see that LR(E)may be realized as the quotient AR(Eˆ)/I ,
where AR(Eˆ) is the path algebra of Eˆ with coefficients in R, and I is the ideal of AR(Eˆ) generated by the elements
e∗f − δe,f r(e) : e, f ∈ E1
 ∪ v − −
s(e)=v
ee∗ : v ∈ E0reg

. (3.1)
4. Properties of Leavitt path algebras
4.1. Involution and selfadjoint ideals
As we have seen, any element x ∈ LR(E) may be written x = ∑Nk=1 rkαkβ∗k where αk, βk ∈ E∗ with r(αk) = r(βk) and
rk ∈ R for 1 ≤ k ≤ N .
Remark 4.1. If E is a graph, R is a commutative ringwith unit, and LR(E) is the associated Leavitt path algebra, wemay define
an R-linear involution x → x∗ on LR(E) as follows: If x =∑Nk=1 rkαkβ∗k , then x∗ =∑Nk=1 rkβkα∗k . Note that this operation is
R-linear, involutive ((x∗)∗ = x), and antimultiplicative ((xy)∗ = y∗x∗).
Definition 4.2. If LR(E) is the Leavitt path algebra of a graph E with coefficients in R, an ideal I of LR(E) is selfadjoint if I∗ = I .
4.2. Enough idempotents and local units
A ring R has enough idempotents if there exists a collection of pairwise orthogonal idempotents {eα}α∈Λ such that
R = α∈Λ eαR = α∈Λ Reα . A set of local units for a ring R is a set Λ ⊆ R of commuting idempotents with the property
that for any x ∈ R there exists t ∈ Λ such that tx = xt = x.
If E is a graph, R is a commutative ring with unit, and LR(E) is the associated Leavitt path algebra, then
LR(E) =

v∈E0
vLR(E) =

v∈E0
LR(E)v
so LR(E) is a ring with enough idempotents. Furthermore, if E0 is finite, then 1 =∑v∈E0 v is a unit for LR(E). If E0 is infinite,
then LR(E) does not have a unit, but if we list the vertices of E as E0 = {v1, v2, . . .} and set tn :=∑nk=1 vk, then {tn}n∈N is a
set of local units for LR(E).
Definition 4.3. A ring R is idempotent if R2 = R; that is, if every x ∈ R can be written as x = ∑nk=1 akbk for
a1, . . . an, b1, . . . , bn ∈ R.
Remark 4.4. We see that if R is a ringwith a set of local units, then R is idempotent: If x ∈ R, then there exists an idempotent
t ∈ Rwith x = tx. Consequently, the Leavitt path algebra LR(E) is an idempotent ring.
4.3. Z-graded rings
We show that all Leavitt path algebras have a natural Z-grading.
Definition 4.5. If R is a ring, we say R is Z-graded if there is a collection of additive subgroups {Rk}k∈Z of Rwith the following
two properties:
(1) R =k∈Z Rk
(2) RjRj ⊆ Rj+k for all j, k ∈ Z.
The subgroup Rk is called the homogeneous component of R of degree k.
Definition 4.6. If R is a graded ring, then an ideal I of R is a Z-graded ideal if I = k∈Z(I ∩ Rk). If φ : R → S is a ring
homomorphism between Z-graded rings, then φ is a graded ring homomorphism if φ(Rk) ⊆ Sk for all n ∈ Z.
Note that the kernel of a Z-graded homomorphism is a Z-graded ideal. Also, if I is a Z-graded ideal in a Z-graded ring
R, then the quotient R/I admits a natural Z-grading and the quotient map R → R/I is a Z-graded homomorphism. In this
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paper wewill be concerned only withZ-gradings, and hencewewill often omit the prefix Z and simply refer to rings, ideals,
homomorphisms, etc. as graded.
Proposition 4.7. If E is a graph and R is a commutative ring with unit, then we may define a Z-grading on the associated Leavitt
path algebra LR(E) by setting
LR(E)k :=

N−
i=1
riαiβ∗i : αi, βi ∈ E∗, ri ∈ R, and |αi| − |βi| = k for all i

.
Proof. Let A be the free R-algebra generated by E0 ∪ E1 ∪ (E1)∗. Then A has a unique Z-grading for which the elements of
E0, E1, and (E1)∗ have degrees 0, 1, and−1, respectively. Let I be the ideal in A generated by elements of the following type:
• vw − δv,wv for v,w ∈ E0
• e− er(e) for e ∈ E1
• e− s(e)e for e ∈ E1
• e∗f − δe,f r(e) for e, f ∈ E1
• v −∑s(e)=v ee∗ for v ∈ E0reg.
Since the elements generating I are all homogeneous of degree zero, it follows that I is a graded ideal. Furthermore, we see
thatA/I ∼= LR(E), so that LR(E) is gradedwith thehomogeneous elements of degree k equal to the set ofR-linear combinations
of elements of the form αβ∗ with |α| − |β| = k. 
Definition 4.8. If x ∈ LR(E), we say that x is a polynomial in real edges if x = ∑ni=1 riαi for ri ∈ R \ {0} and αi ∈ E∗. In this
case we also define the degree of x to be
deg x = max{|αi| : 1 ≤ i ≤ n}.
Note that deg x is independent of how x is written.
Proposition 4.9. Let E be a graph and let R be a commutative ring with unit. The set of paths E∗ in LR(E) is linearly independent
over R. Likewise, the set of ghost paths {α∗ : α ∈ E∗} in LR(E) is linearly independent over R.
Proof. Suppose that α1, . . . , αn ∈ E∗, and ∑ni=1 riαi = 0 for some r1, . . . , rn ∈ R. Using the Z-grading on LR(E) we
may, without loss of generality, assume that all the αi’s have the same length. Then for any 1 ≤ j ≤ n we have
rj(αj) = α∗j αj = α∗j (
∑n
i=1 riαi) = 0. Proposition 3.4 implies that ri = 0. It follows that {α1, . . . , αn} is linearly independent
over R. A similar argument works for ghost paths. 
4.4. Morita equivalence
Throughout this paper we will need to discuss Morita equivalence for rings that do not necessarily have an identity
element. We recall the necessary definitions and results here.
Definition 4.10. If R is a ring, we say that a left R-module M is unital if RM = M . We also say that M is nondegenerate if
for all m ∈ M we have that Rm = 0 implies that m = 0. We let R-MOD denote the full subcategory of the category of
all R-modules whose objects are unital nondegenerate R-modules. (Note that if R is unital, R-MOD is the usual category of
R-modules.) When R and S are rings, and RMS is a bimodule, we sayM is unital if RM = M andMS = M .
Definition 4.11. Let R and S be idempotent rings. A (surjective) Morita context (R, S,M,N, ψ, φ) between R and S consists
of unital bimodules RMS and SNR, a surjective R-module homomorphism ψ : M ⊗S N → R, and a surjective S-module
homomorphism φ : N ⊗R M → S satisfying
φ(n⊗m)n′ = nψ(m⊗ n′) and m′φ(n⊗m) = ψ(m′ ⊗ n)m
for everym,m′ ∈ M and n, n′ ∈ N . We say that R and S areMorita equivalent in the case that there exists a Morita context.
It is proven in [13, Proposition 2.5] and [13, Proposition 2.7] that R-MOD and S-MOD are equivalent categories if and only
if there exists a Morita context (R, S,M,N, ψ, φ). In addition, the following result is obtained in [13].
Proposition 4.12 ([13, Proposition 3.5]). Let R and S be Morita equivalent idempotent rings, and let (R, S,M,N, ψ, φ) be a
Morita context. If
LR := {I ⊆ R : I is an ideal and RIR = I}
and
LS := {I ⊆ S : I is an ideal and SIS = I},
then there is a lattice isomorphism fromLR ontoLS given by I → φ(NI,M) with an inverse given by I → ψ(MI,N).
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Remark 4.13. Note that when R is a ring with a set of local units, LR is the lattice of ideals of R. Thus if each of R and S is a
ring with a set of local units, and if R and S are Morita equivalent, then the lattice of ideals of R is isomorphic to the lattice
of ideals of S.
Recall that in rings the property of being a ring ideal is not transitive; i.e., if R is a ring, I is an ideal of R, and J is an ideal
of I , then it is not necessarily true that J is an ideal of R. Despite this fact, there is a special case when the implication does
hold, and this will be of use to us.
Lemma 4.14. Let R be a ring and let I be an ideal of R with the property that I has a set of local units. If J is an ideal of I, then J is
an ideal of R.
Proof. Let r ∈ R and x ∈ J . Since I has a set of local units, there exists t ∈ I with tx = x. Because I is an ideal, we have that
rt ∈ I . Hence rx = r(tx) = (rt)x ∈ J . A similar argument shows that xr ∈ I . 
5. The graded uniqueness theorem
Lemma 5.1. Let I be a graded ideal of LR(E). Then I is generated as an ideal by the set I0 := I ∩ LR(E)0.
Proof. Let k > 0. Given x ∈ Ik := I ∩ LR(E)k, we may write x =∑ni=1 αixi, where xi ∈ LR(E)0 and αi ∈ Ek for all 1 ≤ i ≤ n,
and αi ≠ αj for i ≠ j. Then for any 1 ≤ j ≤ nwe have
xj = α∗j

n−
i=1
αixi

= α∗j x ∈ I.
Thus xj ∈ I0 and Ik = LR(E)kI0. Similarly, I−k = I0LR(E)−k. Since I is a graded ideal, I =k∈Z Ik, and I is generated as an ideal
by I0. 
Lemma 5.2. Let E be a graph, and let R be a commutative ring with unit. If x ∈ LR(E)0 and x ≠ 0, then there exists α, β ∈ E∗
such that α∗xβ = rv for some v ∈ E0 and some r ∈ R \ {0}.
Proof. Define GN := spanR{αβ∗ : α, β ∈ Em for 1 ≤ m ≤ N}. Then LR(E)0 =
∞
N=0 GN . We will prove by induction on N
that if x ∈ GN and x ≠ 0, then there exists α, β ∈ E∗ such that α∗xβ = rv for some v ∈ E0 and some r ∈ R \ {0}. In the base
case we have N = 0, and x = ∑ni=1 rivi for vi ∈ E0 and nonzero ri ∈ R with vi ≠ vj for i ≠ j. If we let α = β = v1, then
α∗xβ = r1v1.
In the inductive step, we assume that for all nonzero y ∈ GN−1 there exists α′, β ′ ∈ E∗ such that (α′)∗yβ ′ = rv for some
v ∈ E0 and some r ∈ R \ {0}. Suppose that x ∈ GN and x ≠ 0. Then we can write
x =
M−
i=1
riαiβ∗i +
P−
j=1
sjvj,
for α, β ∈ E∗ with |αi| = |βi| ≥ 1, vj ∈ E0 with vj ≠ vj′ for j ≠ j′, and ri, sj ∈ R \ {0}. If any vj is a sink, we may let
α = β = vj, and then α∗xβ = sjvj. If any vj is an infinite emitter, then we may choose an edge e ∈ E1 with s(e) = vj and e
not equal to any edge appearing in any of the αi’s. If we let α = β = e, then α∗xβ = e∗sjvje = sjr(e). The only other case to
consider is when every vj is a regular vertex (i.e., neither a sink nor an infinite emitter). In this case we may use the relation
vj =∑s(e)=vj ee∗ to write x as a linear combination of elements γ δ∗ where γ , δ ∈ E∗ with |γ | = |δ| ≥ 1. By regrouping the
elements in this linear combination, we may write
x =
P−
i=1
Q−
j=1
eixi,jf ∗j
where ei, fi ∈ E1 with ei ≠ ei′ for i ≠ i′ and fj ≠ fj′ for j ≠ j′; and xi,j ∈ GN−1 with eixi,jf ∗j ≠ 0 for all i, j. Since e1x1,1f ∗1 ≠ 0, it
follows that r(e1)x1,1r(f1) ≠ 0. Because r(e1)x1,1r(f1) ≠ 0 and r(e1)x1,1r(f1) ∈ GN−1, the inductive hypothesis implies that
there exists α′, β ′ ∈ E∗ such that (α′)∗r(e1)x1,1r(f1)β ′ = rv for some v ∈ E0 and some r ∈ R \ {0}. If we let α := e1α′ and
β := f1β ′, then
α∗xβ = (α′)∗e∗1xf1β ′ = (α′)∗e∗1e1x1,1f ∗1 f1β ′ = (α′)∗r(e1)x1,1r(f1)β ′ = rv.
The Principle of Mathematical Induction shows that the claim holds for all N , and hence the lemma holds for all nonzero x
in LR(E)0. 
Theorem 5.3 (Graded Uniqueness Theorem). Let E be a graph, and let R be a commutative ring with unit. If S is a graded ring
and φ : LR(E)→ S is a graded ring homomorphism with the property that φ(rv) ≠ 0 for all v ∈ E0 and for all r ∈ R \ {0}, then
φ is injective.
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Proof. Suppose that x ∈ LR(E)0 ∩ kerφ. If x is nonzero, then by Lemma 5.2 there exists α, β ∈ E∗ such that α∗xβ = rv for
some v ∈ E0 and some r ∈ R \ {0}. But then φ(rv) = φ(α∗xβ) = φ(α∗)φ(x)φ(β) = 0, which is a contradiction. Hence
x = 0, and LR(E)0 ∩ kerφ = {0}.
Sinceφ is a graded ring homomorphism, kerφ is a graded ideal of LR(E). It follows from Lemma 5.1 that kerφ is generated
as an ideal by LR(E)0 ∩ kerφ = {0}. Thus kerφ = {0}, and φ is injective. 
Corollary 5.4. Let E be a graph, and let K be a field. If S is a graded ring and φ : LK (E)→ S is a graded ring homomorphism with
the property that φ(v) ≠ 0 for all v ∈ E0, then φ is injective.
Remark 5.5. The Graded Uniqueness Theorem for Leavitt path algebras may be thought of as an analogue of the Gauge-
Invariant Uniqueness Theorem for graph C∗-algebras, with the grading playing the role of the gauge action.
In [8] Cuntz and Krieger showed that if A is a finite {0, 1}-matrix satisfying Condition (I), then there is a unique C∗-
algebra generated by a nonzero Cuntz–Krieger A-family, which they denote by OA. Universal Cuntz–Krieger algebras of
finite {0, 1}-matrices were introduced in [15], and a Gauge-Invariant Uniqueness Theorem for these algebras was proven
in [15, Theorem 2.3]. A Gauge-Invariant Uniqueness Theorem for C∗-algebras of row-finite graphs was obtained in [6,
Theorem 2.1], and this was extended to C∗-algebras of non-row-finite graphs in [5, Theorem 2.1]. Furthermore, the Gauge-
Invariant Uniqueness Theorem was generalized to Cuntz–Krieger algebras of infinite matrices in [24, Theorem 2.7] and to
Cuntz-Pimnser algebras in [11, Theorem 4.1] and [17, Theorem 6.4].
In the Leavitt path algebra setting, the gauge action is replaced by a Z-grading — in fact, if one views the Leavitt path
algebra LC(E) as a dense ∗-subalgebra of the graph C∗-algebra C∗(E), then the gauge action on C∗(E) induces a Z-grading on
LC(E) (see the proof of [26, Theorem 7.3] for details). In [3, Theorem 5.1], Ara et al. proved the Graded Uniqueness Theorem
for LK (E), where K is a field and E is a row-finite graph. A proof of the Graded Uniqueness Theorem for LK (E), where K is
a field and E is an arbitrary graph, was given by the author in [26, Theorem 4.8]. The proof in Theorem 5.3 uses different
techniques than [3] or [26].
6. The Cuntz–Krieger Uniqueness Theorem
Recall that a graph E is said to satisfy Condition (L) if every cycle in E has an exit. (See Definition 2.2 for more details.)
Lemma 6.1. Suppose E is a graph satisfying Condition (L). If F is a finite subset of E∗ \ E0 and v ∈ E0, then there exists a path
α ∈ E∗ such that s(α) = v and for every µ ∈ F we have α∗µα = 0.
Proof. Given v ∈ E0 and a finite subset F ⊆ E∗, consider two cases.
Case I: There is a path from v to a sink in E. In this case, let α be a path with s(α) = v and r(α) a sink. For any µ ∈ F , we
see that α∗µα is nonzero if and only if there exists ν ∈ E∗ \ E0 such that µα = αν, which is impossible since r(α) is a sink.
Thus α∗µα = 0.
Case II: There is no path from v to a sink in E.
LetM = max{|µ| : µ ∈ F} + 1. If there is a path α = α1 . . . αM ∈ EM with s(α) = v and no repeated vertices, then for
any µ ∈ F we see that α∗µα is nonzero if and only if there exists ν ∈ E∗ \ E0 such that µα = αν, which is impossible since
this would imply that s(α1) = s(αj) for some j ≥ 2 contradicting that α has no repeated vertices. Thus α∗µα = 0.
Otherwise, every path EM with s(λ) = v has repeated vertices, and there exists a path from v to the base point of a cycle
in E. Choose a path τ of minimal length such that s(τ ) = v and r(τ ) is the base point of a cycle. Choose a cycle β of minimal
length based at r(τ ). Let f be an exit for β , and let β ′ be the segment of β from r(τ ) to s(f ). By the minimality of τ , the
edge f is not equal to any of the edges in the path τ . Likewise, by the minimality of β , the edge f is not equal to any of the
edges on the cycle β or the path β ′. Thus the path α := τββ . . . ββ ′f has the property that f is not equal to any edge αi for
1 ≤ i ≤ |α| − 1. By choosing sufficiently many repetitions of the cycle β we can ensure that α has length greater than or
equal to M (to avoid the possibility that α ∈ F ). Then we have that α∗µα is nonzero if and only if there exists ν ∈ E∗ \ E0
such that µα = αν, which is impossible since this would imply that f = αj for some 1 ≤ j ≤ |α| − 1. Thus α∗µα = 0. 
Lemma 6.2. Let E be a graph satisfying Condition (L), and let R be a commutative ring with unit. If x ∈ LR(E) is a polynomial in
only real edges and x ≠ 0, then there exist paths α, β ∈ E∗ such that α∗xβ = rv for some v ∈ E0 and some r ∈ R \ {0}.
Proof. We will prove by induction on N that if x ∈ LR(E) is a nonzero polynomial in only real edges with deg x = N , then
there exist paths α, β ∈ E∗ such that α∗xβ = rv for some v ∈ E0 and some r ∈ R \ {0}. In the base case we have deg x = 0,
so that x =∑Mi=1 rivi for vi ∈ E0 and nonzero ri ∈ Rwith vi ≠ vj for i ≠ j. If we let α = β = v1, then α∗xβ = r1v1.
In the inductive step, we assume that our claim holds for all nonzero polynomials in real edges with degree N−1 or less.
Suppose x ∈ LR(E) is a nonzero polynomial in real edges with deg x = N . If x has no terms of degree 0, then we may write
x =
M−
i=1
eixi
with each xi a nonzero polynomial in real edges of degree N − 1 or less, and ei ∈ E1 with ei ≠ ej for i ≠ j. Then e∗1x = x1 is a
nonzero polynomial of degree N − 1 or less, so by the inductive hypothesis there exists α′, β ∈ E∗ such that (α′)∗x1β = rv
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for some v ∈ E0 and r ∈ R \ {0}. If we let α := e1α′, then α∗xβ = (α′)∗e∗1xβ = (α′)∗x1β = rv and the claim holds. On the
other hand, if x does have a term of degree 0, then we may write
x =
M−
i=1
riαi +
K−
j=1
sjvj
where the αi’s are paths of length 1 or greater, each ri, sj ∈ R \ {0}, and the vj’s are vertices with vj ≠ vj′ for j ≠ j′. Let
F := {αi : 1 ≤ i ≤ M}. By Lemma 6.1 there exists α ∈ E∗ such that s(α) = v1, and for every αi we have α∗αiα = 0. If we let
β = α, then we have
α∗xβ =
M−
i=1
riα∗αiα +
K−
j=1
sjα∗vjα = s1α∗v1α = s1r(α).
By the Principle of Mathematical Induction, we may conclude that the claim holds for all N , and hence the lemma holds for
all nonzero polynomials in only real edges. 
Lemma 6.3. Let E be a graph and let R be a commutative ring with unit. Let x ∈ LR(E) and suppose that x is a polynomial in real
edges with x ≠ 0. If there exists v ∈ E0 with xv = x, then for any e ∈ E1 with s(e) = v we have xe ≠ 0.
Proof. Since LR(E) is graded with LR(E) =k∈Z LR(E)k, it suffices to prove the claimwhen x is homogeneous of degree k for
some k ≥ 0. In this case we may write x =∑Mi=1 riαi with each ri ∈ R \ {0} and each αi ∈ Ek with αi ≠ αi′ for i ≠ i′. Since
xv = x, we may also assume that r(αi) = v for all i. For any e ∈ E1 with s(e) = v we see that αie ∈ Ek+1. If xe = 0, then
r1r(e) = e∗α∗1(r1α1e) = e∗α∗1

M−
i=1
riαi

e = e∗α∗1(xe) = 0,
which contradicts Proposition 3.4. Hence xe ≠ 0. 
Lemma 6.4. Let E be a graph and let R be a commutative ring with unit. If x ∈ LR(E) and x ≠ 0 then there exists γ ∈ E∗ such
that xγ ≠ 0 and xγ is a polynomial in only real edges.
Proof. Define
AN :=

M−
i=1
riαiβ∗i : ri ∈ R, αi, βi ∈ E∗, and |βi| ≤ N for 1 ≤ i ≤ M

.
Then LR(E) = ∞N=0AN . We will prove by induction on N that if x ∈ AN and x ≠ 0, then there exists γ ∈ E∗ such that
xγ ≠ 0 and xγ is a polynomial in only real edges. In the base casewe haveN = 0, and x =∑Mi=1 riαi so that x is a polynomial
in real edges. Choose v ∈ E0 such that xv ≠ 0. Then xv is a polynomial in only real edges, and the claim holds.
In the inductive step, we assume that for all nonzero x′ ∈ AN−1, there exists γ ∈ E∗ such that x′γ ≠ 0 and x′γ is a
polynomial in only real edges. Given an element x = ∑Mi=1 riαiβ∗i ∈ AN , we may choose v ∈ E0 such that xv ≠ 0. By
regrouping terms, we may write
xv =
P−
j=1
xje∗j + y
where the xj’s are polynomials in which each term has N − 1 ghost edges or fewer (so that xj ∈ AN−1), each ej ∈ E1 with
s(ej) = v and ej ≠ ej′ for j ≠ j′, and y is a polynomial in only real edges with yv = y. If y = 0, then xve1 = x1 ≠ 0 and
by the inductive hypothesis there exists γ ′ such that x1γ ′ is a nonzero polynomial in only real edges. If γ := e1γ ′, then
xγ = xve1γ ′ = x1γ ′ is a nonzero polynomial in only real edges.
If y ≠ 0, then we consider three possibilities for v. If v is a regular vertex, then v = ∑s(e)=v ee∗ and xv = ∑Pj=1 xje∗j +∑
s(e)=v yee∗ and by regrouping we are as in the situation described in the previous paragraph, so we may argue as done
there. If v is a sink, then there are no edges whose source is v, so xv = y and we may choose γ := v, and the claim holds.
If v is an infinite emitter, then we may choose e ∈ E1 with s(e) = v and e ≠ ej for all 1 ≤ j ≤ P . If we let γ := e, then
xγ = xe = xve = ∑Pj=1 xje∗j e + ye = ye. Since y is a nonzero polynomial in only real edges with yv = y, it follows from
Lemma 6.3 that ye is a nonzero polynomial in only real edges. By the Principle of Mathematical Induction, we may conclude
that the claim holds for all N , and hence the lemma holds for all nonzero x ∈ LR(E). 
Theorem 6.5 (Cuntz–Krieger Uniqueness Theorem). Let E be a graph satisfying Condition (L), and let R be a commutative ring
with unit. If S is a ring and φ : LR(E) → S is a ring homomorphism with the property that φ(rv) ≠ 0 for all v ∈ E0 and for all
r ∈ R \ {0}, then φ is injective.
Proof. Suppose x ∈ kerφ and x ≠ 0. By Lemma 6.4 there exists γ ∈ E∗ such that xγ is a nonzero polynomial in all real
edges. Consequently, Lemma 6.2 implies that there exists α, β ∈ E∗ such that α∗xγ β = rv for some v ∈ E0 and some
r ∈ R \ {0}. Then φ(rv) = φ(α∗)φ(x)φ(γ β) = 0, which is a contradiction. Hence kerφ = {0}, and φ is injective. 
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Corollary 6.6. Let E be a graph satisfying Condition (L), and let K be a field. If S is a ring and φ : LK (E) → S is a ring
homomorphism with the property that φ(v) ≠ 0 for all v ∈ E0, then φ is injective.
Remark 6.7. The Cuntz–Krieger Uniqueness Theorem has a long history in the C∗-algebra setting, and the Cuntz–Krieger
Uniqueness Theorem for graph C∗-algebras may be viewed as a vast generalization of Coburn’s Theorem [22, Theo-
rem 3.5.18].
The first Cuntz–Krieger Uniqueness Theoremwas proven by Cuntz and Krieger in [8, Theorem 2.13], where they showed
that if A is a finite {0, 1}-matrix satisfying Condition (L) then any two Cuntz–Krieger A-families composed of nonzero partial
isometries generate isomorphic C∗-algebras. This was generalized to C∗-algebras of locally finite graphs in [19, Theorem 3.7]
using groupoid techniques, and [19] is alsowhere Condition (L)was first introduced. In [6, Theorem3.1] a Cuntz–Krieger The-
oremwas proven for C∗-algebras of row-finite graphs, and the proof avoided groupoid methods in favor of a direct analysis
of the AF-core. A Cuntz–Krieger Uniqueness Theorem for C∗-algebras of non-row-finite graphs was obtained in [24, Theo-
rem 1.5] by realizing the graph C∗-algebra as an increasing union of C∗-algebras of finite graphs. When Cuntz and Krieger’s
original theorem [8, Theorem 2.13] is translated into a theorem about graphs, one obtains the Cuntz–Krieger Uniqueness
Theorem for C∗-algebras of finite graphs with no sinks and, moreover, Condition (I) is equivalent to Condition (L) for these
graphs. Additionally, the Cuntz–Krieger Uniqueness Theorem was extended to Cuntz–Krieger algebras of infinite matrices
[10, Theorem 13.1].
Although there is a Cuntz–Krieger Uniqueness Theorem for Leavitt path algebras, this result is independent of the graph
C∗-algebra result — neither the Cuntz–Krieger Uniqueness Theorem for Leavitt path algebras nor the Cuntz–Krieger Unique-
ness Theorem for graph C∗-algebras may be used to obtain the other. In [1, Corollary 3.3], Abrams and Aranda-Pino first
proved a weak version of the Cuntz–Krieger Uniqueness Theorem for LK (E), where K is a field and E is a row-finite graph.
Later, the author proved a lemma (see [26, Lemma 6.5]) that, with [1, Corollary 3.3], gives a full Cuntz–Krieger Unique-
ness Theorem for LK (E) when E is a row-finite graph. A proof of the Cuntz–Krieger Uniqueness Theorem for LK (E), where
K is a field and E is an arbitrary graph, was given by the author in [26, Theorem 6.8]. The proof in [26] uses the process of
desingularization [26, Lemma 6.7] to show that the Cuntz–Krieger Uniqueness Theorem in the row-finite case implies the
Cuntz–Krieger Uniqueness Theorem for arbitrary graphs. The proof in Theorem 6.5 uses different techniques than [1] or
[26], and does not require one to consider the row-finite case first.
7. Ideals in Leavitt path algebras
In this section we analyze ideals in LR(E). We will see that for ideals of LR(E) we will not only be concerned with which
vertices are in the ideal, but also which multiples of the vertices are in the ideal. To motivate the results in this section, we
start with an example.
Example 7.1. Let E be the graphwith two vertices and no edges, and let R = Z. Then LZ(E) ∼= Z⊕Z. If we consider the ideals
of LZ(E), we see that they are of the form nZ⊕mZ for n,m ∈ {0, 1, 2, . . . ,∞}. We would like to consider the ideals that are
reflected in the structure of the graph — in particular, those ideals that are generated by vertices of the graph. However, if
we list the vertices of E as E0 = {v,w}, then there are four subsets of vertices, ∅, {v}, {w}, {v,w}, and the ideals generated
by these sets are 0,Z⊕ 0, 0⊕Z,Z⊕Z. These are the only ideals generated by subsets of vertices, and each of them has the
property that if a nonzero multiple of a vertex in in the ideal, then that vertex is in the ideal. Consequently, it is only these
kind of ideals that will be determined by subsets of vertices in the graph. This motivates the following definition.
Definition 7.2. Let R be a commutative ring with unit, and let E be a graph. If I is an ideal in LR(E), we say that I is basic if
whenever r ∈ R \ {0} and v ∈ E0, we have rv ∈ I implies v ∈ I .
Remark 7.3. Observe that if K is a field, then every ideal in LK (E) is basic.
In this section we show that saturated hereditary subsets of vertices correspond to graded basic ideals. Throughout this
section we restrict our attention to the case of row-finite graphs in order to avoid many of the complications that arise
in the non-row-finite case. Our hope is that this will make our investigations easier for the reader to follow. Despite this,
most of the results in this section do generalize to the non-row-finite setting, provided one uses admissible pairs in place of
saturated hereditary subsets.
Definition 7.4. Let E be a graph. A subsetH ⊆ E0 is hereditary if for all e ∈ E0 and s(e) ∈ H imply that r(e) ∈ H . A hereditary
subset H is saturated if whenever v ∈ E0reg then r(s−1(v)) ⊆ H implies that v ∈ H . For any hereditary set X , we define the
saturation X to be the smallest saturated hereditary subset of E0 containing X .
Observe that intersections of saturated hereditary subsets are saturated hereditary. Also, unions of saturated hereditary
subsets are hereditary, but not necessarily saturated.
In any R-algebra A, the ideals of A are partially ordered by inclusion and form a lattice under the operations I ∧ J := I ∩ J
and I∨ J := I+ J . (Note that I+ J is the smallest ideal containing I∪ J .) This lattice has amaximum element A and aminimum
element {0}.
Likewise, for any graph E = (E0, E1, r, s), the saturated hereditary subsets of E0 are partially ordered by inclusion and
form a lattice under the operations H1 ∧ H2 := H1 ∩ H2 and H1 ∨ H2 := H1 ∪ H2. This lattice has a maximum element E0
and a minimum element ∅.
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Definition 7.5. Let E = (E0, E1, r, s) be a graph and H ⊆ E0 be a saturated hereditary subset. We define (E \ H) to be the
graph with (E \ H)0 := E0 \ H , (E \ H)1 := E1 \ r−1(H), and r(E\H) and s(E\H) are obtained by restricting r and s to (E \ H)1.
We also define EH to be the graph with E0H := H , E1H := s−1(H), and rEH and sEH are obtained by restricting r and s to E1H .
Lemma 7.6. Let E be a graph, and let R be a commutative ring with unit. If I is an ideal of LR(E), then the set HI := {v : v ∈ I} is
a saturated hereditary subset.
Proof. If e ∈ E1 and s(e) ∈ H , then s(e) ∈ I so r(e) = e∗e = e∗s(e)e ∈ I and r(e) ∈ H . Thus H is hereditary.
If v ∈ E0reg and r(s−1(v)) ⊆ H , then for each e ∈ s−1(v) we have r(e) ∈ H and r(e) ∈ I so ee∗ = er(e)e∗ ∈ I . Thus
v =∑s(e)=v ee∗ ∈ I , and v ∈ H . Hence H is saturated. 
Proposition 7.7. Let E be a graph, and let R be a commutative ring with unit. If H is a saturated hereditary subset of E0, and IH
is the two-sided ideal in LR(E) generated by {v : v ∈ H}, then
IH = spanR{αβ∗ : α, β ∈ E∗ and r(α) = r(β) ∈ H},
IH is a graded basic ideal, and {v ∈ E0 : v ∈ IH} = H. Moreover, IH is a selfadjoint ideal that is also an idempotent ring.
Proof. We first observe that the multiplication rules of (2.1) imply that spanR{αβ∗ : α, β ∈ E∗ and r(α) = r(β) ∈ H}
is a two-sided ideal containing H . It follows that IH ⊆ spanR{αβ∗ : α, β ∈ E∗ and r(α) = r(β) ∈ H}. Furthermore, if
v ∈ H , then for any α, β ∈ E∗ with r(α) = r(β) = v, the element αvβ∗ = αβ∗ is in any ideal containing v. Hence
IH = spanR{αβ∗ : α, β ∈ E∗ and r(α) = r(β) ∈ H}.
To see that IH is graded it suffices to notice thatαβ∗ is homogeneous of degree |α|−|β|. In addition,we see IH is selfadjoint
because (αβ∗) = βα∗. Next we show that IH is a basic ideal. Let v ∈ E0 and suppose that rv ∈ IH for some r ∈ R \ {0}.
Let E \ H be the graph of Definition 7.5. Then the vertices, edges, and ghost edges of E \ H , which generate LR(E \ H), may
be extended to a Leavitt E-family by simply defining elements to be zero if v ∈ H or r(e) ∈ H . By the universal property of
LR(E), we obtain an R-algebra homomorphism φ : LR(E)→ LR(E \ H)with
φ(v) =

v if v ∈ E0 \ H
0 if v ∈ H φ(e) =

e if r(e) ∈ E0 \ H
0 if r(e) ∈ H and φ(e
∗) =

e∗ if r(e) ∈ E0 \ H
0 if r(e) ∈ H .
Thus kerφ is a two-sided ideal of LR(E) containing H , and it follows that IH ⊆ kerφ. Hence rφ(v) = φ(rv) = 0, and since v
is a vertex in E0, eitherφ(v) = v orφ(v) = 0. But Proposition 3.4 implies that in LR(E\H)we have rv ≠ 0 for all v ∈ (E\H)0
and all r ∈ R \ {0}. Thus φ(v) = 0 and v ∈ H . Hence v ∈ IH , and IH is a basic ideal.
We next show that the set {v ∈ E0 : v ∈ IH} is precisely H . To begin, we trivially have H ⊆ {v ∈ E0 : v ∈ IH}. For the
reverse inclusion we use the fact that IH ⊆ kerφ to conclude that v /∈ H implies that φ(v) ≠ 0 so that v /∈ kerφ and v /∈ IH .
Hence {v ∈ E0 : v ∈ IH} = H .
Finally we show that IH is an idempotent ring. Any x ∈ IH has the form x =∑Ni=1 riαiβ∗i with r(αi) = r(βi) ∈ H . For each
i, define vi := r(αi) = r(βi). Then riαiβ∗i = (riαivi)(viβ∗i ), and since riαivi ∈ IH and viβ∗i ∈ IH , we see that any x ∈ IH may
be written as x = a1b1 + · · · + aNbN for a1, . . . , aN , b1, . . . , bN ∈ IH . Thus IH is an idempotent ring. 
Lemma 7.8. Let E be a graph, and let R be a commutative ring with unit. If X is a hereditary subset of E0, and IX is the two-sided
ideal in LR(E) generated by {v : v ∈ X}, then
IX = IX .
In particular, IX is a graded basic ideal that is also an idempotent ring.
Proof. Since X ⊆ X , we have IX ⊆ IX . Conversely, if we let H := {v ∈ E0 : v ∈ IX }, then it follows from Lemma 7.6 that H is
a saturated hereditary subset containing X . Thus X ⊆ H , and v ∈ X implies v ∈ IX . Hence IX ⊆ IX . 
Theorem 7.9. Let E be a graph, and let R be a commutative ringwith unit. Using the notation of Definition 7.5 and Proposition 7.7,
we have the following:
(1) The map H → IH is a lattice isomorphism from the lattice of saturated hereditary subsets of E0 onto the lattice of graded basic
ideals of LR(E). In particular, the graded basic ideals of LR(E) form a lattice with
IH1 ∧ IH2 = IH1∩H2 and IH1 ∨ IH2 = IH1∪H2
for any saturated hereditary subsets H1 and H2.
(2) For any saturated hereditary subset H we have that LR(E)/IH is canonically isomorphic to LR(E \ H).
(3) For any hereditary subset X the ideal IX and the Leavitt path algebra LR(EX ) are Morita equivalent as rings.
Proof. We shall first prove (2), then (1), and then (3).
Proof of (2): We shall show that LR(E)/IH ∼= LR(E \ H). Let {v : v ∈ E0} ∪ {e, e∗ :∈ E1} be the generators for LR(E). Then
{v+ IH : v ∈ E \H}∪ e+ IH , e∗+ IH : r(e) /∈ H} is a collection of elements satisfying the Leavitt path algebra relations for EH
and generating LR(E)/IH . Hence there exists a surjective R-algebra homomorphism φ : LR(EH)→ LR(E)/IH . Proposition 7.7
shows that IH is a graded ideal, and henceφ is a graded homomorphism. Furthermore, if v ∈ E0H , then v /∈ H and the previous
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paragraph implies that v /∈ IH . Since Proposition 7.7 shows that IH is a basic ideal, for all v ∈ E0H and all r ∈ R \ {0}, we have
φ(rv) = rv+ IH ≠ 0. It follows from the Graded Uniqueness Theorem 5.3 that φ is injective. Thus φ is an isomorphism and
LR(E)/IH ∼= LR(E \ H).
Proof of (1): We shall show that H → IH is a lattice isomorphism. To see that this map is surjective, let I be a graded basic
ideal in LR(E), and set H := {v ∈ E0 : v ∈ I}. Since IH ⊆ I , we see that IH and I contain the same v’s. Therefore, just as in
the proof of Part (2), we see that LR(E)/IH and LR(E)/I are generated by nonzero elements satisfying the Leavitt path algebra
relations for E \ H . Since both IH and I are graded, both quotients are graded, and the quotient map π : LR(E)/IH → LR(E)/I
is a graded homomorphism. Furthermore, since I and IH contain the same v’s, and since I is a basic ideal, it follows that if
v ∈ E0 \ H , then v /∈ IH and rv /∈ I for all r ∈ R \ {0}. Thus the Graded Uniqueness Theorem implies that the quotient map
π : LR(E \ H) ∼= LR(E)/IH → LR(E)/I is injective. Hence I = IH .
The fact that H → IH is injective follows immediately from the fact that {v ∈ E0 : v ∈ IH} is precisely H , which
was obtained in Proposition 7.7. Thus the correspondence H → IH is bijective. Since H → IH is a bijection that preserves
inclusions, the map H → IH is a poset isomorphism and hence automatically a lattice isomorphism.
Proof of (3):
To see that IX is Morita equivalent to LR(EX ), list the elements of X = {v1, v2, . . .}, let
Λ :=
{1, 2, . . . , |X |} if X is finite
{1, 2, . . .} if X is infinite,
and let en :=∑ni=1 vi for n ∈ Λ.
If we consider the elements {v : v ∈ H} and {e, e∗ : e ∈ E1 and s(e) ∈ H} in LR(E), we see that they are a Leavitt EX -family
and thus there exists a homomorphism π : LR(EX ) → LR(E) taking the generators of LR(EX ) to these elements. Since this
homomorphism is graded, Theorem 5.3 shows that π is injective. Hence we may identify LR(EX )with the subalgebra
spanR{αβ∗ : α, β ∈ E∗X and r(α) = r(β) ∈ X}
of LR(E). With this identification, we see that LR(EX ) =∑∞n=1 enLR(E)en. Moreover, Lemma 7.7 shows that
IX =
∞−
n=1
LR(E)enLR(E).
In addition,−
n∈Λ
enLR(E)en,
−
n∈Λ
LR(E)enLR(E),
−
n∈Λ
LR(E)en,
−
n∈Λ
enLR(E), ψ, φ

with ψ(m ⊗ n) = mn and φ(n ⊗ m) = nm is a (surjective) Morita context for the idempotent rings LR(EX ) and IX . It then
follows from [13, Proposition 2.5] and [13, Proposition 2.7] that LR(EX ) and IX are Morita equivalent. 
Corollary 7.10. Let E be a graph, and let R be a commutative ring with unit. Then every graded basic ideal of LR(E) is selfadjoint.
Using the Cuntz–Krieger Uniqueness Theorem we can characterize those graphs whose associated Leavitt path algebras
have the property that every basic ideal is a graded ideal.
Definition 7.11. We say that a closed path α = e1 . . . en ∈ En is simple if s(ei) ≠ s(e1) for i = 2, 3, . . . , n.
Definition 7.12. A graph E satisfies Condition (K) if every vertex in E0 is either the base of no closed path or the base of at
least two simple closed paths.
The following proposition is well known. It has been proven in [25, Proposition 1.17] and [4, Theorem 4.5(2), (3)].
Proposition 7.13. If E is a row-finite graph, then E satisfies Condition (K) if and only if for every saturated hereditary subset H,
the graph E \ H of Definition 7.5 satisfies Condition (L).
Lemma 7.14. If E is the graph consisting of a single simple closed path of length n; i.e.,
E0 = {v1, . . . , vn} E1 = {e1, . . . en}
s(ei) = vi for 1 ≤ i ≤ n
r(ei) = vi+1 for 1 ≤ i < n and r(en) = v1,
an d R is a commutative ring with unit, then LR(E) ∼= Mn(R[x, x−1]).
The proof of Lemma 7.14 is the same as the proof of [26, Lemma 6.12].
Lemma 7.15. Let R be a commutative ring with unit, let E be a row-finite graph, and let H be a saturated hereditary subset of E.
Then the ideal IH in LR(E) is a ring with a set of local units.
The proof of Lemma 7.15 is the same as the proof of [26, Lemma 6.14].
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Lemma 7.16. Let R be a commutative ring with unit, and let E be a row-finite graph that contains a simple closed path with no
exit. Then LR(E) contains an ideal that is basic but not graded.
Proof. Let α := e1 . . . en be a simple closed path with no exits in E. If we let X := {s(ei)}ni=1, then since α has no exits,
X is a hereditary subset of E0. By Theorem 7.9(3) LR(EX ) is Morita equivalent to the ideal IX in LR(E). However, EX is the
graph which consists of a single closed path, and thus LR(EX ) ∼= Mn(R[x, x−1]) by Lemma 7.14. Theorem 7.9(1) implies that
LR(E) ∼= Mn(R[x, x−1]) has no proper nontrivial graded ideals. Let I := ⟨x+ 1⟩ be the ideal in R[x, x−1] generated by x+ 1.
Then any element of I has the form p(x)(x+1) for some p(x) ∈ R[x, x−1] and hence has−1 as a root. It follows that for every
r ∈ R\{0}wehave that r1 /∈ I . Since v = 1 in R[x, x−1], it follows that rv /∈ I for all r ∈ R\{0}. Thus I is a basic ideal. It follows
thatMn(I) is a proper nontrivial ideal ofMn(R[x, x−1]), which is basic but not graded. Because the Morita context described
in the proof of Theorem 7.9(3) gives a lattice isomorphism from ideals of LR(EX ) to ideals of IX that preserves the grading, we
may conclude that IX contains an ideal that is basic but not graded. Since IX has a set of local units by Lemma 7.15, it follows
from Lemma 4.14 that ideals of IX are ideals of LR(E). Hence LR(E) contains an ideal that is basic but not graded. 
These results together with the Cuntz–Krieger Uniqueness Theorem give us the following theorem.
Theorem 7.17. Let R be a commutative ring with unit. If E is a row-finite graph, then E satisfies Condition (K) if and only if every
basic ideal in LR(E) is graded.
Proof. Suppose that E satisfies Condition (K). If I is a basic ideal of LR(E), let H := {v : v ∈ I}. Then IH ⊆ I , and we have
a canonical surjection q : LR(E)/IH → LR(E)/I . By Theorem 7.9(2) there exists a canonical isomorphism φ : LR(E \ H) →
LR(E)/IH . Since I is basic, the composition q ◦ φ : LR(E \ H)→ LR(E)/I has the property that (q ◦ φ)(rv) ≠ 0 for all v ∈ E0
and r ∈ R \ {0}. Since E satisfies Condition (K), it follows from Proposition 7.13 that E \ H satisfies Condition (L). Hence we
may apply Theorem 6.5 to conclude that q ◦ φ is injective. Since φ is an isomorphism, this implies that q is injective and
I = IH . It then follows from Lemma 7.7 that I is graded.
Conversely, suppose that E does not satisfy Condition (K). Then Proposition 7.13 implies that there exists a saturated
hereditary subset H such that E \ H does not satisfy Condition (L). Thus there exists a closed simple path with no exit in
E \ H , and by Lemma 7.16 the algebra LR(E \ H) ∼= LR(E)/IH contains an ideal I that is basic and not graded. If we let
q : LR(E)→ LR(E)/IH be the quotient map, then q is graded and q−1(I) is an ideal of LR(E) that is basic but not graded. 
Corollary 7.18. If E is a row-finite graph that satisfies Condition (K), then the map H → IH is a lattice isomorphism from the
lattice of saturated hereditary subsets of E onto the lattice of basic ideals of LR(E).
Definition 7.19. The Leavitt path algebra LR(E) is basically simple if the only basic ideals of LR(E) are {0} and LR(E). (Note
that if R = K is a field, then LK (E) is basically simple if and only if LK (E) is simple.)
Theorem 7.20. Let R be a commutative ring with unit, and let E be a row-finite graph. The Leavitt path algebra LR(E) is basically
simple if and only if E satisfies both of the following conditions:
(i) The only saturated hereditary subsets of E are ∅ and E0, and
(ii) The graph E satisfies Condition (L).
Proof. Suppose that LR(E) is basically simple. Then the only basic ideals of LR(E) are {0} and LR(E), both of which are graded.
By Theorem7.17wehave that E satisfies Condition (K). It then follows fromTheorem7.9(1) and the fact that LR(E) is basically
simple, that the only saturated hereditary subsets of E are ∅ and E0. Hence (i) holds. In addition, since Condition (K) implies
Condition (L) (cf. Proposition 7.13) we have that (ii) holds.
Conversely, suppose that (i) and (ii) hold. We shall show that E satisfies Condition (K). Let v be a vertex and let
α = e1 . . . en be a closed simple path based at v. By (ii) we know that α has an exit f ; i.e., there exists f ∈ E1 with s(f ) = s(ei)
and f ≠ ei for some i. If we letH be the set of vertices in E0 such that there is no path from that vertex to v, thenH is saturated
hereditary. By (i) we must have either H = ∅ or H = E0. Since v /∈ H , we have H = ∅. Hence for every vertex in E0, there
is a path from that vertex to v. Choose a path β ∈ E∗ from r(f ) to v of minimal length. Then e1 . . . ei−1f β is a simple closed
path based at v that is distinct from α. Hence E satisfies Condition (K). It then follows from Theorem 7.9(1) and (i) that LR(E)
is basically simple. 
Condition (i) and (ii) in the above theorem can be reformulated in a number of equivalent ways. The equivalence of the
statements (2)–(5) in Proposition 7.22 are elementary facts about directed graphs (cf. [25, Theorem 1.23] and [2, Proposi-
tion 3.2]).
Definition 7.21. A graph E is cofinal if whenever e1e2e3 . . . is an infinite path in E and v ∈ E0, then there exists a finite path
from v to s(ei) for some i ∈ N.
Proposition 7.22. Let E be a row-finite graph, let R be a commutative ring with unit, and let LR(E) be the associated Leavitt path
algebra. Then the following are equivalent.
(1) LR(E) is basically simple.
(2) E satisfies Condition (L), and the only saturated hereditary subsets of E0 are ∅ and E0.
(3) E satisfies Condition (K), and the only saturated hereditary subsets of E0 are ∅ and E0.
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(4) E satisfies Condition (L), E is cofinal, and whenever v is a sink in E andw ∈ E0 there is a path fromw to v.
(5) E satisfies Condition (K), E is cofinal, and whenever v is a sink in E andw ∈ E0 there is a path fromw to v.
Remark 7.23. The techniques used in this section are similar to those used to analyze ideals of graph C∗-algebras, which
were inspired by the work of Cuntz and Krieger. In [8] Cuntz and Krieger showed that the Cuntz–Krieger algebra of an
irreducible matrix satisfying Condition (I) is simple. In [7, Theorem 2.5] Cuntz showed that for the Cuntz–Krieger algebra of
a matrix satisfying Condition (II) there is a bijective correspondence between the ideals of the Cuntz–Krieger algebra and
the hereditary subsets of a certain finite partially ordered set associated with the matrix. Subsequently, it was shown in
[15, Theorem 3.5] that the hereditary subsets of this partially ordered set correspond to the gauge-invariant ideals in any
universal Cuntz–Krieger algebra of a finite {0, 1}-matrix.
In [20, Theorem 6.6], the authors introduced Condition (K) for graphs, and showed that for a locally finite graph satisfying
Condition (K) there is a bijective correspondence between ideals in the graph C∗-algebra and saturated hereditary subsets of
the graph. Their proof used groupoid techniques and relied on realizing the graph C∗-algebra as the C∗-algebra of a groupoid.
In [6, Theorem4.1] itwas shown that for C∗-algebras of row-finite graphs there is a bijective correspondence between gauge-
invariant ideals in the graph C∗-algebra and saturated hereditary subsets of the graph, and in [6, Theorem 4.4] it is proven
that when a graph satisfies Condition (K) all the ideals of the associated C∗-algebra are gauge invariant. The techniques used
in [6] avoided the use of groupoids, and instead used methods similar to those used by Cuntz in [7]. In [5, Theorem 3.6] and
[9, Theorem 3.5] the analysis of ideals was extended to non-row-finite graphs, where new phenomena had to be accounted
for, and it was shown that gauge-invariant ideals of the graph C∗-algebra are in bijective correspondence with admissible
pairs; i.e., pairs consisting of a saturated hereditary set and a subset of breaking vertices for this saturated hereditary subset.
Furthermore, these results have been generalized to Cuntz–Pimsner algebras, and it has been shown that the gauge-invariant
ideals in a Cuntz–Pimsner algebra correspond to admissible pairs of ideals in the coefficient algebra of the Hilbert bimodule
[18, Theorem 8.6].
In the past five years, methods similar to those in [8,7,15,6,5,9] have been used to analyze the ideal structure of Leavitt
path algebras over fields. It has been shown in [1, Theorem 3.11] that LK (E) is simple if and only if E satisfies Condition (L)
and the only saturated hereditary subsets of E are ∅ and E0. In [3, Theorem 5.3] it was shown that if E is a row-finite graph,
then the graded ideals of LK (E) are in bijective correspondence with the saturated hereditary subsets of E. Furthermore, in
[26, Theorem 5.7] it was shown that for a non-row-finite graph E the graded ideals of LK (E) are in bijective correspondence
with the admissible pairs of E. Moreover, it was proven in [26, Theorem 6.16] that a graph E satisfies Condition (K) if and
only if every ideal in the Leavitt path algebra LK (E) is graded.
8. Tensor products and changing coefficients
If R is a commutative ring with unit and if A and B are R-algebras, then the tensor product A ⊗R B is an R-module that
may also be given the structure of an R-algebra with a multiplication satisfying (a1 ⊗ b1)(a2 ⊗ b2) = a1a2 ⊗ b1b2. (See
[16, Ch.IV, Theorem 7.4] for details on how this multiplication is obtained.) Furthermore, if R is a commutative ring with
unit that contains a unital subring S, then we may view R as an S-algebra. If, in addition, A is an S-algebra, then R⊗S A is an
R-algebra with r1(r2 ⊗ a) = r1r2 ⊗ a.
Theorem 8.1. Let R be an algebra over the commutative unital ring S, and let E be a graph. Then
LR(E) ∼= R⊗S LS(E)
as R-algebras.
Proof. One can verify that
{1⊗ v : v ∈ E0} ∪ {1⊗ e, 1⊗ e∗ : e ∈ E1}
is a Leavitt E-family in the R-algebra R⊗S LS(E), and hence there exists an R-algebra homomorphism φ : LR(E)→ R⊗S LS(E)
with φ(v) = 1⊗ v, φ(e) = 1⊗ e, and φ(e∗) = 1⊗ e∗. Furthermore, LR(E) is an S-algebra that contains a Leavitt E-family
{v : v ∈ E0} ∪ {e, e∗ : e ∈ E1}. Thus there exists an S-algebra homomorphism φ : LS(E) → LR(E) with φ(v) = v,
φ(e) = e, and φ(e∗) = e∗. Furthermore, using the universal property of the tensor product, one can verify that there exists
an R-module morphism ψ : R ⊗S LS(E) → LR(E) with ψ(r ⊗ x) = rφ(x). Finally, one can verify that ψ is an inverse for φ
(simply check on generators), and hence φ is an R-algebra isomorphism. 
Corollary 8.2. Let E be a graph, and let K be a field. If we view K as a Z-module, then
LK (E) ∼= K ⊗Z LZ(E).
Furthermore, if K has characteristic p > 0, then we may view K as a Zp-module and
LK (E) ∼= K ⊗Zp LZp(E).
(Here LZ(E) denotes the Leavitt path ring of characteristic 0 associated to E, and LZp(E) denotes the Leavitt path ring of
characteristic p associated to E, as described in Definition 3.2.)
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Let R be a commutative ring with unit that contains a unital subring S, and let E be a row-finite graph. For a saturated
hereditary subset H of E, let ISH denote the ideal in LS(E) generated by {v : v ∈ H} and let IRH denote the ideal in LR(E)
generated by {v : v ∈ H}. Theorem 7.9 shows that any graded basic ideal of LS(E) has the form ISH , and any graded basic
ideal of LR(E) has the form IRH . Thus the map I
S
H → IRH is a lattice isomorphism from the lattice of graded basic ideals of LS(E)
onto the lattice of graded basic ideals of LR(E). If we use Theorem 8.1 to identify LR(E)with R⊗S LR(E) via the isomorphism
described in the proof, then IRH = R ⊗ ISH , and we see that I → R ⊗ I is a map from ideals of LS(E) onto ideals of LR(E) that
restricts to an isomorphism from graded basic ideals of LS(E) onto graded basic ideal of LR(E). In the special case that S = Z
and R = K is a field (respectively, a field of characteristic p), we see that all ideals of LK (E) are basic, and hence the map
I → K ⊗ I is a lattice isomorphism from the lattice of graded basic ideals of LZ(E) (respectively, LZp(E)) onto the lattice of
graded ideals of LK (E). This suggests that properties of graded ideals of LK (E)may derived from properties of graded basic
ideals of LZ(E) and LZn(E).
In the study of Leavitt path algebras over fields, it has frequently been found that properties of LK (E) depend only on
properties of the graph E and are independent of the particular field K that is chosen. The fact that LK (E) ∼= K ⊗Z LZ(E) (and
LK (E) ∼= K⊗Zp LZp(E) if char K = p), suggests that properties of LK (E)may be consequences of properties of the Leavitt path
rings LZ(E) and LZp(E). One may speculate that this is the reason many properties of LK (E) are independent of K .
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