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Abstract 
Let a 1 , ... , am be independent random points in IRn that are independent and iden-
tically distributed spherically symmetrical in IR n. Moreover, let X be the random 
polytope generated as the convex hull of a1, ... , am and let Lk be an arbitrary k-
dimensional subspace of IR n with 2 -::::; k -::::; n -1. Let X k be the orthogonal projection 
image of X in Lk. We call those vertices of X, whose projection images in Lk are 
vertices of Xk as weil shadow vertices of X with respect to the subspace Lk . We 
derive a distribution independent sharp upper bound for the expected number of 
shadow vertices of X in Lk. 
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1 Introduction and main results 
We consider m independent random points a; that are identically distributed spherically 
symmetric in IRn. Tobe more formal, let 
a; = r; w; (1) 
be the polar representation of a; with r; in J.Rt and w; E sn-l, where r; and w; are 
stochastically independent. r; has the distribution function F, i.e. F(r) = Pr(r; ::::; r) for 
r E [O, 00 ), while w; is uniformly distributed Oll the unit sphere sn-l in IRn. Without loss 
of generality we assume F continuous from the right. In addition, we assume that the 
distribution of the a; has no mass in the origin, i.e. F(O) = 0. Moreover, let 
X:= conv(a1, ... , am) (2) 
be the random polytope generated as the convex hull of ai, ... , am· 
For any k-dimensional subspace Lk C IRn, k E {2, ... , n - 1}, let PLk be the ortho-
projector onto Lk and let 
be X's shadow polytope in Lk. We call those vertices of X, whose images under PLk are 
vertices of Xk as well, shadow vertices of X with respect to Lk. We denote the number 
of shadow vertices of X with respect to Lk with vk(X). The number of vertices of Xk is 
denoted by v(Xk)· By definition, vk(X) = v(Xk)· 
The question we deal with is: How many vertices of X are shadow vertices with respect to 
Lk? In a deterministic framework, the answer is easy: Let a; be pairwise different points 
in IRn. Then, for any p E { 1, ... m} and any subspace Lk there is an arrangement of the 
a; such that vk(X) = p. Thus, worst- case analysis gives no information. 
In this paper, we study the expected number E( vk) of X's shadow vertices with respect 
to Lk in the stochastic model described above. 
We will prove the following upper bound of E( vk) that holds independent from the par-
ticular choice of the distribution in our stochastic model: 
Theorem 1: For any 2 ~ k ~ ln/2J and m ~ n + 1 holds: 
E(vk) ~ Ck(n) k(n-k)/(n-l) (m + l)(k-1)/(n-1) (4) 
with 2 1 n-k 
Ck(n) := -- (27r n)2(n-1). 
n-kB(n-k ~) 
2 ' 2 
(5) 
Discussion: 
1. The upper bound ( 4) is sharp as one can prove for the particular case of uni-
formly Oll the unit sphere 5n-l distributed a; that for fixed n and k the expectation 
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E( vk) satisfies the asymptotic equation lim (k~f~t(LiJ = k(n-k)/(n-l)Ck( n ), where 
m-+<x:> m 
_ ( 1 ) (n-k)/(n-1) Ck(n) = Ck(n) (::~1 • Here, µn is the (n - !)-dimensional Lebesgue-
measure of sn- 1 • That means in particular that the bound delivers the smallest 
possible order of growth in m for fixed n and k. On the other hand, Ck( n) consid-
ered as a function in n has the smallest possi ble order of growth in n for fixed k as 
limn-+oo (\(n)/Ck(n) = 1. 
2. lt is possible to estimate E(vk) for k ~ ln/2J as well. This case 1s covered by 
Theorem 2 in Section 2, which gives a more general upper bound. 
3. The emphasis of the bound in Theorem 1 is on the minimal order of growth in m. 
lt is immediate that the given bound is much better than the trivial upper bound 
m for fixed n and k and Zarge m. 
But what about moderatem? lt is not hard to prove that the bound in Theorem 1 
is better than the trivial upper bound m if m ~ k Ck( n )(n-l)/(n-k) + 1. In particular, 
for k = 2 m must be at least n + 1, for k = 3 must hold m ~ 6n. This means, the 
bound is meaningful even for relatively small values of m if k is small. In general, 
Ck(n) satisfies the inequality Ck(n) ~ 4yl7r(n/2)(k-l)/2 /I'(k/2). Thus, m must have 
at least the order of magnitude (n/2)(k-l)(n-l)/2(n-k) in order to compete with the 
trivial upper bound. Thus, if k ,....., n{ for n -t oo and an E E (0, 1], m must be 
exponentially large. 
The analysis shows that in case of moderate n and not too small k there is some 
need for estimates between the bound of Theorem 1 and the trivial upper bound. 
Theorem 3 delivers a scale of upper bounds depending on a parameter that can 
be chosen in an optimal way with respect to the particular triple ( m, n, k) under 
consideration. 
The question for the number of shadow vertices of X can be discussed in the framework 
of vertex processes in rn,k. As the points a; are identically and spherically symmetrically 
distributed in rn,n we may assume without loss of generality that Lk = lin(e1, ... , ek), 
which we identify with rn,k. lt is a basic observation that we can interpret the points 
b; = PLka;, i = 1, ... , m, as independent and identically distributed points spherically 
symmetrical in rn,k with the radial distribution function 
(6) 
Thus, the sequence (vk)mEN with Vk = v(Xk) is a vertex process in IR,k. lt is much 
known about the asymptotical properties of such vertex processes. For instance, Hueter 
[5] analyzed the limiting distribution of the normalized vertex process under classes of 
distributions in rn,k generalizing results of Groeneboom [4]. We state the corresponding 
result for our particular process (vk) and for uniformly distributed a; on the sphere. The 
limiting distribution of the normalized process 
(7) 
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converges in distribution to the standard normal distribution N(O, 1). This result is es-
sentially due to the fact that the tail of the radial distribution function Fk, cf. (6), is 
regularly varying at 1 with exponent ( n - k) /2 if the a; are uniform on the sphere, as one 
can easily derive from Lemma 1 given below. 
But the emphasis of our work is on proper estimates of E( vk) and not on its asymptotical 
properties, which we could have easily obtained as consequences of Hueter's results. 
In order to avoid misleading interpretations, we remark that the question we discuss .here 
is no generalization of Borgwardt's analysis of the expected number of shadow vertices 
of polyheda with respect to a plane in [1,2], as the underlying probabilistic models are 
different. 
2 The estimate of the expectation 
Our first result is a formula that relates the tail Fk = 1 - Fk of the radial distribution 
function of the projected process to the tail F = 1 - F of the original radial distribution 
function: 
Lemma 1: For any radial distribution function F and n > k 2 2 holds: 
1 
Fk(h) = 1 J F( h )(1 - x)(k-2 ll 2 x(n-k-2 )!2 dx h E rn+. (8) B(~, n;k) yT-=x , il'1J 
0 
Proof: Let F be the radial distribution function of the points a;, i = 1, ... , m. For the 
sake of simplicity let us assume for a while that F has a density, i.e. there exists a non-
negative function f: IRn--+ IRt with F(h) = J J(a)da for all r E IR+. Here, ßn denotes 
hßn 
the unit ball in_ IRn. f is the density function of the spherically symmetrical distribution 
associated with the radial distribution function F. Moreover, let J: IRt --+ IRt be defined 
by }(r) = f(rw) for r E ffici and w E 5n-1 . We denote µd for the (d - 1)- dimensional 
Lebesgue-measure of 5d-1 . F and J are related by the formula 
(9) 
Thus, r--+ µnrn-l f(r), r E R+ is the radial density function. 
For any point a = a;, i = 1, ... , m, let b = PLka and b = a - b. Then, by. the definition of 
Fk we have 
Fk(h) = j j x(JJbJJ 2 > h)J(b + b) dbdb. (10) 
Rn-k Rk 
We represent b and b in polar Coordinates. Let b = sw with s E IRt' w E 5k-l, and b = tw 
with t E ffici and w E 5n-k-1 • Then, we get after integration on the spheres 
00 00 
Fk(h) =µkµn-k j j }(Js2 +t2 )sk- 1dstn-k- 1 dt. 
0 h 
(11) 
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lt is wellknown that µd = 27rd/2 /r( d/2) for d 2 1. Thus, 
(12) 
We substitute s2 = u2 - t2 in (11) and obtain by use of (9) and (12) 
00 ,,/u.2-h2 
_ _ 
2 J J ( -~)(k-2)/2(!.-)n-k-l dF(u) 
Fk(h) - B(k n-k) 1 2 dt . 2, -2- u u u 
h 0 
(13) 
Now, we substitute t = uJy and u = h/~ in (13) and get 
Finally, we integrate (14) by parts and obtain the desired formula (8). As any radial dis-
tribution function F is a pointwise limit of an appropriate sequence of radial distributions 
with densities, we conclude from Lebesgue's theorem that (8) holds true for all radial 
distribution functions. 
D 
lt is our next goal to derive a representation for E( vk) that is appropriate for estimates. 
Let the points b;, i = 1, ... , m, be independent and identically spherically symmetrically 
distributed in IRk with the radial distribution function Fk, whose tail Fk is given in Lemma 
1. We call an elementary event { b1 , ... , bm} non- degenerate, if every subset consisting of 
k points is linearly independent and if every subset consisting of k + 1 points is in general 
position. In our model, almost all elementary events are non- degenerate. So, we are 
allowed to concentrate on this case. lf { b1 , ... , bm} is non-degenerate the number of 
vertices v(Xk) is given by 
m 
v(Xk) = L x(b; ~ conv(bj 1 j #- i)). (15) 
i=l 
Thus, by the identical distribution of the b;, the expectation E( vk) = E( v) satisfies Efron's 
identity 
E(vk) = m (1 - Pr(b E conv(b1, .. . , bm-1))) (16) 
with b = bm. 
Now, we evaluate a representation for Pr(b E conv(b1, ... , bm-1)) in the framework of 
facet - additive polytope functionals - a concept introduced by the author [6]. In order to 
do that, we need some more notation. For any non- degenerate event { bi, . .. , bm} let 
X':= conv(b1 , ... , bm-1) (17) 
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be the polytope generated as convex hull of b1 , ... , bm-l · For any set I = { i1 , ... , ik} 
of pairwise different indices drawn from 1, ... , m - 1 let S 1 : = conv( bi 1 i E I) be the 
(k - !)-dimensional simplex generated by bi with i E I and fh := conv(S1 U {O}) be the 
associated k-dimensional simplex with additional vertex at the origin. Analogously, let 
X' := conv( {O} U X'). Each 51 is a candidate for being a boundary simplex of X' .. We 
differentiate between two kinds of boundary simplices: 51 is called a boundary simplex 
of the first kind if 51 is a boundary simplex of X' and of X' simultaneously. If S1 is a 
boundary simplex of X' but not of X', we call 51 a boundary simplex of the second kind. 
We represent the functional Pr(b E X') for fixed b1 , ... , bm-l as a sum of functionals of 
boundary simplices. In order to do that, we define a sign-functional a = a(X', I) for the 
boundary simplex candidates Sr that is non-zero if and only if Sr is a boundary simplex 
of X'. If Sr is a boundary simplex of the first kind a(X', J) = 1 and if Sr is a boundary 
simplex of the second kind O"(X', I) = -1. Elementary geometry delivers that for any 
non- degenerate X'= conv(bi, ... , bm-i) holds 
Pr(b EX')= L O"(X',I) Pr(b E Sr). (18) 
r 
This means, the mass of 51 is added if 51 is a boundary simplex of the first kind and 
is subtracted if Sr is a boundary simplex of the second kind. Observing the identical 
distribution of the bi, we average on the choice of the bi and on the choice of b and get 
(19) 
for any fixed set of indices J. 
The representation in (18) is a decomposition of Pr( b E X') in functionals of the poytope 
Xk 's boundary simplices. We call such a functional !-additive, which refers to facet-
additive. Almost all interesting polytope functionals have such a decorriposition property, 
which is very useful for the calculation of expectations and variances of these functionals 
under spherically symmetrical distributions. For a survey the interested reader is referred 
to [6). 
With exactly the same technique used above for Pr( b E X') we can evaluate a representa-
tion of the functional Pr(cone(X') = IR.k)=Pr(O E int(X')). lt holds: 
Pr(cone(X') = IR.k) = (m; 1)E(O"(X',J)Pr(b E cone(51)) . (20) 
Hence, if we write (16) in the form 
E(vk) = m {Pr(cone(X') #- IR.k) + Pr(cone(X') = IR.k) - Pr(b EX')} (21) 
and use (19) and (20), we obtain 
E(vk) = m { Pr(cone(X') #- IR.k) + (m; 1)E(O"(X', I) Pr(b E cone(S1) \ S1))}. (22) 
By geometrical insight, the left summand on the right of (21) is independent from the 
specific underlying distribution and was independently calculated by Schlaefli and later 
K.-H.Küfer 7 
on by Wendel: 
Lemma 2: (Wendel [11]) For any spherically symmetrical distribution in IRk and m > 
k :::: 2 holds: 
Pr( cone(X') -1- IRk) = rm+ 2 L m-:-- 2 . k-1 ( ) 
1=0 J 
(23) 
lnserting (23) into (22), we have proven the following representation of E( vk): 
Lemma 3: For any m > k :::: 2, any spherically symmetrical distribution in IRn and any 
set of indices I holds: 
Next, we try to simplify the expectation on the right of (24). Obviously, the probability 
, Pr(b E cone(S1) \ S1) depends on b;, i E J, and b, only. Thus, preparing the evaluation of 
the expectation in (24) we calculate E(cr(X', !)) for fixed b;, i E J, taking the average on 
bi, j rf. I. 
Let 1-l1 be the hyperplane supporting S1, let 1-l}2) be the closed halfspace lying beyond 
1-l1 and 1-l}1) be the closed complement of H}2) in IRk. The probability that a spherically 
symmetrically distributed vector b with radial distribution function Fk lies in 1-l}i) depends 
exclusively on the distance h1 of the hyperplane 1-l1 from the origin. We define 
(25) 
By spherical symmetry, the probability on the right hand side of (25) is independent from 
the specific choice of the hyperplane. So, we take 1-l1 := he1 + lin( e2 , •.. , ek) and obtain 
(26) 
where b(l) is the coordinate of b in the direction of e1 . Ouc next observation is that Gk 
does not depend on k. We remember that b E IRk can be considered the projection of a 
random point a E IRn that is spherically symmetrically distributed with radial distribution 
function F. Obviously, for b = PLka holds 
Gk(h) = Pr(b(i) :::: h) = Pr(a(i):::: h) =: G(h), (27) 
as the first k :::: 2 coordinates of a remain unchanged under the projection. As the b; are 
independent and identically distributed for i rf. I, we have 
E(cr(X', I)lh1 = h) = (1 - G(h)r-l-k - G(hr-1-k. (28) 
The function G is wellknown and was introduced by Renyi and Sulanke [10] for particu-
lar distributions. Lemma 4 gives a useful integral representation of G that holds for all 
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spherically symmetrical distri butions in IRn: 
Lemma 4: (Borgwardt [1,2]) For any radial distribution function F in IRn, n 2: 2, holds: 
00 1 
G(h) = µ::1 J J (1- x 2 )(n-3 )l2 dx dF(r), h E JRt. (29) 
h h/r 
From the spherical symmetry of the underlying distribution we conclude that G( h) E 
[O, 1/2] and hence, the expectation E(O"(X', !)), cf. (28), is non- negative. 
lt is a hard job to calculate Pr( b E cone( S 1) \ S 1) exactly as the geometry is rat her 
complicated. So, we estimate it moderately from above. Before, we introduce a notation 
for the spherical angle generated by S 1: let 
V(S) ·= .Xk-1(cone(S1) n sk-1 ) 
I . Ak-1 (Sk-l) ' (30) 
where Ak-l denotes the Lebesgue-measure of dimension k - 1. 
Lemma 5: For any spherically symmetrical distribution in IRk with radial distribution 
function Fk holds: 
(31) 
Proof: For each b E cone(S1) \ fh holds llbll 2 > h1. Hence 
- k 
cone( S 1) \ S 1 C cone( S 1) \ h 1 B . (32) 
Let b have the polar representation b = sw with s E JRt and w E Sk-l. Then, by 
independence of w and s we obtain 
Pr(b E cone(S1) \ hrBk) = Pr(w E cone(S1) n sk-l )Pr(r > h1 ). (33) 
As w is uniformly distributed on 5k-1 we have 
Pr(w E cone(SI) n sk-l) = V(S1 ). (34) 
By definition, we know that F(h1) = Pr(r > h1) and (31) follows. 0 
The probability function P(h) := Pr(h1 ~ h) is wellknown tobe absolutely continuous for 
any radial distribution function H in IRk, cf. [9]. Henceforth, it has a density function p 
h 
with P(h) = J p(h')dh'. So, if we insert the estimate of Lemma 5 and (28) into (24) we 
0 
can introduce h = h1 as an independent variable. The law of total probability gives 
00 
E(O"(X',I)Pr(b E cone(S1)\S1)) ~ f ((1-G(h)r- 1-k-G(hr-1-k)Av(h)Fk(h)dh (35) 
0 
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with 
Av(h) := E(V(SI)lh1 = h)p(h) . (36) 
The function A has a surprisingly simple representation in terms of Gk = Gas was proved 
by the author. We state it in a form that is reduced to our needs: 
Lemma 6: (Küfer [7],[8]) For any spherically symmetrical distribution in IR.k with radial 
distribution function Fk, k 2:: 2, holds: 
Av(h) = -kG(h)k-i :h G(h), h E JRt. (37) 
Now, we substitute t = G(h) in (35) and denote G for the inverse function of G, 1.e. 
h = G(t) and G(G(t)) = t fort E [O, 1/2]. We obtain: 
1/2 
E( u(X', I)Pr(b E cone(S1) \ S1)) :::; k j ( (1 - tr-i-k - tm-I-k)tk-1 _h( G(t) )dt. (38) 
0 
We define 
Hk(t) := flHG(t)) (39) 
for t E [O, 1/2]. Hk is a distribution function on [O, 1/2] as we know that 
( 40) 
where a and b are independent with radial distributions F in IR.n and Fk in IR.k respec-
tively. In (40), the inner probability is calculated with random a and fixed b, whereas the 
outer probability depends on random b. Using (38) and (39), we obtain immediately from 
Lemma 3: 
Lemma 7: For any spherically symmetrical distribution in IR.n and m > n > k 2:: 2 holds: 
If we replace Hk(t) by its trivial bound 1 in Lemma 7, the right hand side of (41) equals 
m. This means that the estimate of Lemma 7 is not too rough. 
Now, the only matter left is to estimate the function Hk independent from the underlying 
distribution. 
Lemma 8: For any spherically symmetrical distribution in IR.n and 2 :S k :S n - 1 holds 
Hk(t) :S Ck(n) t(n-k)/(n-i), t E [O, 1/2] , ( 42) 
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with Ck(n) as in (4). 
Proof: We take Fk in its representation (14). The kernel 9f this integral is a reduced beta 
function with upper bound 
X 1 Y(n-k-2)/2(l _ y)(k-2)/2dy:::; n: k X(n-k)/2, XE [O, 1]. ( 43) 
0 
We insert this upper bound into (14), substitute x = 1 - h2 /r2 and obtain 
- 2 1 loo ( h2)(n-k)/2 
Fk(h) :::; n _ k B(n;k' ~) 1 - ;"2 dF(r). 
h 
(44) 
Now, we estimate the integral on the right of (44) from above with Jensen's inequality 
and get 
1
00 ( h2) (n-k)/2 (loo ( h2) (n-1)/2 ) (n-k)/(n-l) 




On the other hand, we obtain easily from Lemma 4 that 
1
00 
( h 2) (n-1)/2 
G(h) ~ ~n-l ) 1 - 2 dF(r). 
µn n -1 r (46) 
h 




( h2) (n-1)/2 
1 - r 2 dF(r):::; ~ G(h). ( 47) 
h 
Finally, we replace the integral on the right hand side of ( 46) by the upper bound given 
in (47). By the definition of Ck(n) in (4), this yields 
( 48) 
if we insert the estimate (45) into (44). The claim of Lemma 8 follows, if we substitute 
h=G(t)in(48). D 
Now, we are ready to give a distribution independent upper bound for E(vk): 
Theorem 2: For any spherically symmetrical distribution of the ai in !Rn and m > n > 
k ~ 2 holds: 
( 49) 
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with Ck(n) as in (5) and 
fü(m, n) = m rm+> { ~ (m; 2) - m,: 1 (7.::-n C,(n) r<•-•li<•-1l} (50) 
Proof: We estimate the integral of the upper bound in Lemma 7 from above, if we replace 
Hk(t) by its upper bound given by Lemma 8. With 
1/2 
h(m,n) := j((1-tr-1-k _tm-1-k)tk-1+:=~dt (51) 
0 
we have 
1/2 j ((1 - t)m-l-k - tm-l-k) tk-l Hk(t)dt:::; Ck(n) h(m, n). (52) 
0 
lt is easily checked that h(m, n) satisfies 
1/2 
h(m, n) = B(m - k, k + ~=~) - J tm-l-k[(l - t)k-i+:=~ + tk-i+:=~]dt (53) 
0 
< B(m - k k + n-k) - 2-m+2-~=~ /m 
- ' n-1 ' 
as 1 - t 2: t fort E (0, 1/2]. Hence, we have 
(
m - 1) r(k + n-k )f(m + 1) (m - 2) n-k 
mk I (m n) < n-l - (m - 1) 2-m+2--;;-::-r_ 
k k ) - r(k)f(m+~=~) k-1 (54) 
As r(x + a):::; xa f(x) for X> 0 and a E [O, 1], we obtain 
mk(m; 1) h(m,n):::; k(n-k)/(n-l) (m + 1) 1 -~=~ - (m -1)(7 ~ :) 2-m+ 2-~=~ (55) 
from which claim ( 49) follows. D 
Corollary 1: If k:::; Ln/2J in addition to the assumptions of Theorem 2, we have 
(56) 
and Theorem 1 is completely proven. 
Proof: We prove (56) only for k 2: 4. The particular cases k = 2 and k = 3 are easier and 
can be proved with standard methods. 
For the rest of the proof let m > n 2: 2k 2: 8. As (mj 2 ) :::; (';:~n for j = 0, ... , k - 1, we 
conclude from (50) 
Rk(m, n):::; km 2-m+2 (7 ~ :) ( 1 - mk: l Ck(n)2-(n-k)/(n-l)). (57) 
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We introduce 
2 1 · n-k n (7rn)2(n-1) 
Sk(n) := n + 1 (n - k)k B(n;k, ~) 2 (58) 
and obtain (m-2) Rk(m, n) ::; km 2-m+2 k _ l (1 - Sk(n)), (59) 
as ( m - 1) / m increases for m > n. lt will be sufficient to prove that S k ( n) 2 1 for n 2 2k. 
For Ln/2J 2 k 2 4 we know that 
2 1 1 1 n-2 
------- > - --(n - k)k B(n;k, ~) - 2(n - 4) B(n;4, 2) - 8 · (60) 
Thus, we obtain from (59) by use of monotonicity arguments: 
k(k-1) k 2 Sk(n) > (7r k)2c2k-1) > -(47r)1/4 > 1 
-2(2k+l) -3 (61) 
and the proof is complete. 0 
As we mentioned in the discussion after Theorem 1 the emphasis of our estimate was on 
optimality of the order of growth in m and we saw that m has to be very large for a 
competition with the trivial bound m if k is not small enough. 
How can we find better estimates for moderatem and bigger k? One method is to weaken 
the order of growth in m. That means, we seek for bounds of the type 
(62) 
with a E [O, 1], where we choose Ck0 )(n) as small as possible. Obviously, for a = 1 we may 
choose Ck1)(n) = Ck(n) with Ck(n) from Theorem 1, whereas we can choose Ck0)(n) = 1 
for a = 0. These choices are asymptotically optimal for n --+ oo. Hence, Ck1)(n) corre-
sponds to the minimal rate of growth in m while Ck0 )(n) corresponds to the trivial bound 
m with the maximal possible order of growth in m. The following result gives an upper 
bound for E( vk) minimizing on the choice of a: 
Theorem 3: For any spherically symmetrical distribution of the a; E IRn and m > n > 




for a E [ü, 1) and Ck1)(n) = Ck(n) with Ck(n) as in Theorem 1. R~0)(m,n) is given by 
; 
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Proof: We prove the Theorem for a E [O, 1) only, as the particular case a = 1 is already 
clone. The starting point for the proof is the upper bound from Lemma 7. We split off the 
argumentation in two stages. First, we establish a scale of upper bounds for the function 
Hk, cf. (39), second, we imitate essentially the proof of Theorem 2 for those upper bounds. 
Stage 1: In order to estimate Hk from above, we start with an upper bound for reduced 
beta functions, cf. (43). lt holds for p E [O,n - k): 
X J y(n-k-2)/2(l -y)(k-2)/2dy:::; xpf2B(n-;-p, ~). (66) 
0 




( h2) ~ P (h) < 2 ' 2 1 - - dF(r). k - B(n-k !!.) 2 
2 '2 r 
h 
(67) 
lt is well known, that 
B(n-k-p !!.) 
2 ' 2 < 
B(n-k !!.) -




We estimate the integral on the right of (67) with Jensen's inequality from above following 
lines ( 45 )-( 4 7) and get 
k 
Fk(h):::;( n-k )2(~G(h))P/(n-l). 
n-k-p 
Finally, we substitute h = G(t) and p = a(n - k) and obtain for a E [O, 1) 
Hk(t) :::; (1 - a)-kf2 ( ~ t)":=~, t E [O, 1/2]. 
(69) 
(70) 
Stage 2: We insert the upper bound (70) for Hk into the upper bound of E(vk) from 
Lemma 7 and imitate the proof of Theorem 2 replacing all terms ( n - k) / ( n - 1) in lines 
(51)-(55) by a(n - k)/(n - 1) and the proof is complete. D 
In order to arrive at estimates of type (62) we try to get rid of the cumbersome terms 
R~a)(m, n). Unfortunately, this is not possible for all triples (m, n, k) and all a, cf. Corol-
lary 1. We have: 
Corollary 2: In addition to the assumptions of Theorem 3 let n 2 2k and a E [o:rnin1 l] 
with 
(71) 
Then, it holds: 
(72) 
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Proof: Like in the proof of Corollary 1 it is enough to show that R~cr)(m, n) ::; 0. We will 
prove daim (72) for k 2: 4, only. The particular cases k = 2 and k = 3 are omitted here, 
as they are easily obtained from the definition of R~a). 
We have for m > n 2: 2k 2: 8: 
(73) 
where sicr)(n) is defined by 
(74) 
We have to prove that Ska)(n) 2: 1. Using monotonicities we get immediately 
5(cr)(n) > 2k (7rk)O'min/4. 
k - 2k + 1 (75) 
On the other hand, for k 2: 4 holds 
( k) a . ; 4 ( k)~ (lnk) 2k + 1 1r mm > 1r 4k > exp - > ---
- - 2k - 2k (76) 
and we are clone. 0 
Discussion: The starting point for our refined upper bound for E( vk) in Theorem 3 was 
the observation that the bound given in Theorem 1 with the minimal order of growth in 
m is not meaningful unless m 2: C (n/2)(k-l)/2 for a certain constant C depending on k. 
lt is not hard to prove that the bound in Theorem 3 is meaningful if m 2: 1 + e~k. 
That means for any m 2: 1 + e~k that there exists an a > 0 such that the bound of 
Theorem 3 is better than the trivial one. If k is not too big and m is not too small, it is a 
good choice to take a = 1/2. Here, we can derive from Corollary 2 that (72) is meaningful 
~ kn-1 if m 2: 1 + V L/rrnk2 n-k. Here, for fixed k, m grows like Vn for fixed k. 
Concluding remarks: In this work we have considered expectations of Vk exdusively. lt 
is a natural question to ask whether the expectation E( vk) is reliable or - more formally 
spoken - whether Pr(\vk - E(vk)\ 2: tE(vk)) is small for some t > 0. For fixed n and k and 
large m the answer is affirmative for particular distributions within the dass of spherically 
symmetrical distributions. For instance, if the distribution is concentrated in the unit 
ball and if the radial distribution function Fis regularly varying near 1, Var(vk)/E2 (vk) 
tends to zero as m tends to infinity. This can be shown using methods introduced by 
Groeneboom [4] and Hueter [5] . Hence, by Chebychev's inequality the expectation E( vk) 
is reliable as the probability of a relative deviation tends to zero for m -t oo. 
For moderate m there is no satisfying answer. The only fact known so far is due to 
Devroye [3], who proved for a dass of convex hull variables covering our variables vk that 
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the quotient E(vD/EP(vk) is bounded from above for any p E IN, where the bound only 
depends on p. Unfortunately, these bounds are to big for showing reliability in the above 
described sense. So, the question for good tail bounds for the distribution of E(vk) is 
open. 
Another interesting open question is the following: The distribution independent upper 
bound of Theorem 1 is sharp for the uniform distribution on the sphere, cf. the discus-
sion following Theorem 1. We conjecture that the expectation E( vk) for any fixed k, n, m 
attains its maximum value if and only if the ai are uniformly distributed on a sphere. 
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