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1. INTRODUCTION 
In this paper we consider the second order ordinary differential equation 
s”+a(t).f(x)=O (1.1) 
under the following conditions: a(t) is continuous on [to. -L); and f(x) is 
continuously differentiable on R - (0) and satisfies 
xf(x) > 0 and f’(i) 3 0 for XER- {O). (1.2) 
The generalized Emden-Fowler equation 
x”“+a(t) 1.~1~ sgn.u=O (Y>O) (1.3) 
is an important special case of (1.1). Our interest here is the problem of 
finding necessary and/or sufftcient conditions for Eq. ( 1.1) to have solutions 
x which behave like nontrivial linear functions c, + c2 t as t + x. Then it 
is natural to discuss solutions x of the forms 
x(t)=c+o(l) as t+,x, 
x(t)=ct+o(t) as t-+m. 
(1.4) 
(1.5) 
Furthermore, it is easily seen that special attention should be paid to 
solutions x such that 
x(t) = c + o( 1). x’(t)=o(tr’) as t 4 x, (1.6) 
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and 
X(t)=Ct+O(t), .u’(t)=c+0(1) as t-+x’. (1.7) 
Here the number c in (1.4)-( 1.7) is supposed to be real and nonzero. 
In the paper [S] the author considered the above problem under the 
hypothesis that 
lim [’ a(s) ds exists and is fnite 
I-x I (1.8) 
and obtained necessary conditions and sufftcient conditions for the 
existence of solutions s of (1.1) satisfying (1.4) (1.5), (1.6), and (1.7). 
respectively. Under the hypothesis (1.8) we may define the function A(t) by 
A(t) = jrx u(s) ds, tat,. (1.9) 
The necessary conditions and the sufficient conditions in [8] are for- 
mulated in terms of A(t). It is observed that there is a slight difference 
between restricting and not restricting the asymptotic behavior of the 
derivatives of solutions .Y. 
The main purpose of this paper is to show that if we are concerned with 
solutions x of (1.1) satisfying (1.4) and (1.5~)~ then the hypothesis (1.8) can 
be relaxed to the rather weak hypothesis 
u(r) dr ds > +xz. (1.10) 
It is shown that, under the hypothesis (l.lO), if Eq. (1.1) has a solution s 
which satisfies either (1.4) or (1.5), then 
a(r) dr ds exists and is finite. 
Therefore, we may introduce the function B(t) by 
a( r ) dr ds, t> t,. 
(1.11) 
(1.12) 
The role of A(t) in [S] is taken by the function B(t). It can be shown that 
if A(t) is replaced by B(t) in the results in [S], then the corresponding 
results which are expressed in terms of B(t) remain valid. Condition (1.8) 
implies condition (l.lO), and the function B(t) defined by (1.12) is equal to 
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the function A(t) defined by (1.9). Thus the results in this paper generalize 
the results in the earlier paper [S]. 
A partial motivation of this paper comes from the oscillation theory for 
(1.1) and (1.3), which has been studied by a large number of authors by 
various techniques. In the oscillation theory the integral average of the 
function a(r) plays an important role. It is also possible to consider more 
general averages such as “weighted” averages and “iterated” averages. For 
averaging techniques in the oscillation theory, we refer to the papers [2-5, 
12, 131 (the linear case), and [ 1, 6, 7, 9911, 15, 161 (the nonlinear case). 
Accounts of the classical and important results for (1.3) can be found in the 
survey article of Wong [ 141. 
2. ASYMPTOTICALLY LINEAR SOLUTIONS 
Let us begin this section with a note on the existence of solutions .Y 
satisfying the asymptotic conditions (1.6) and (1.7). 
THEOREM 2.1. Zf Eq. ( 1.1) has a solution s safi.sJving either ( 1.6) or ( 1.7 ) 
for some c # 0, then ( 1.8) holds. 
Proof. Suppose that (1.1) has a solution x satisfying either (1.6) or (1.7) 
for some c # 0. There is a number T (3 to) such that .x(t) # 0 for t 2 T. 
Dividing both sides of ( 1.1) by f(?c( t)) and integrating over [T, r], we find 
that 
.Y’( 2) x’(T) + 
s 
’ ~-~ 
ft.u(t)) ft.u(T)) 
f’(-a)) .~‘?S) ds + f 
.f Yap i 
a(s) ds = o 
(2.1) T T 
for t 2 T. TO complete the proof, it is enough to show that 
x’(t) 
,@I .f(x( l)) exists and is finite, 
and 
l 
zc f’@(s)) x’*(s) 
T  f*( x(s)) ds < x’. 
(2.2) 
(2.3 ) 
First consider the case where x satisfies (1.6) with c # 0. In this case we 
have 
X’(f) -=o(trl) 
f(-4t)) 
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and 
f’(x( t)) P(t) 
f2(x(t)) = Ott -‘I 
as r -+ zo, and hence we easily see that (2.2) and (2.3) are satisfied. 
Next consider the case where .Y satisfies (1.7) with c #O. We have 
?c(t) -+ +x or - CC (t --* ,X ), so that, by the standing assumption (1.2), the 
limit of f(x(r)) as t + z, exists in the extended real line fi. Then we see that 
(2.2) is clearly satisfied. Note the equality 
*’ 
J 
f’(.u(s)) x’(s) 
r f’bb)) 
(2.4) 
Since the right-hand side of (2.4) has a finite limit as t + LX, so does the 
left-hand side of (2.4). Therefore, in view of the fact that Y(t) + c #O as 
f + SC), we conclude that (2.3) is satisfied. This completes the proof of 
Theorem 2.1. 
Theorem 2.1 implies that, for the case where (1.8) does not hold, 
Eq. (1.1) does not have any asymptotically linear solutions x of the forms 
(1.6) and ( 1.7). Therefore, we may restrict our attention to the case where 
(1.8) holds in discussing the existence of such solutions. However, the 
discussion for the case where (1.8) holds is already made in [S], and is 
unnecessary in the present paper. 
We now turn to the problem of the existence of solutions .Y satisfying the 
asymptotic conditions (1.4) and (1.5). Note that the asymptotic behavior of 
the derivatives of solutions s is not restricted in (1.4) and (1.5). 
THEOREM 2.2. Assume rhat ( 1.10) is satisfied. If ( 1.1) has a solution s 
which satisfies either (1.4) or (1.5) f or some c # 0, then ( 1.11) holds, and 
further, the equalit? 
(2.5) 
holds for all large t, where 13 is a nonnegative number and B( t ) is gitien b?- 
(1.12). 
Proof Let x be a solution of (1.1) which satisfies either (1.4) or (1.5) 
for some c # 0, and let T (2 to) be a number such that .\r( t) # 0 for t 2 T. 
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Then, as in the proof of Theorem 2.1, we see that (2.1) is satisfied for t 3 T. 
Integrating (2.1) over [T, r] and dividing by t, we obtain 
a(r)drds=O (2.6) 
for t > T. The first term of the left-hand side of (2.6) has a finite limit as 
r + x. In fact, for the case where s satisfies (1.4) with c # 0, it is clear that 
the term tends to 0 as t + my_‘. For the case where s satisfies (1.5) with c # 0, 
it is shown without difftculty that 
and consequently, the same term in (2.6) tends to c/f( f ‘x)), where 
f( + #cc ) = lim f(x) as I + f K,. (The plus signs and minus signs 
correspond to the case of c > 0 and the case of c < 0, respectively.) Denote 
by /3 the nonnegative limit of the first term of the left-hand side of (2.6). 
The limit as t + ,x of the third term of the left-hand side of (2.6) is 
i 
X .f”(x(r)) x’?(r) nr 
-T .f2Mr)) ’ 
(2.7) 
which is finite or x. Taking the upper limit as t -+ ;r3 in (2.6), we have 
x’(T) 
B-- 
.0-~(T)) + J 
- x f’(x(r)) x”(r) dr 
T .f”(.dr)) 
1 *, .\ 
+ lim sup - 
! J 
a(r) dr ds = 0. 
,-7I t TT 
From this equality and condition (1.10) it follows that the integral (2.7) is 
finite. Then, in the limit as t -+ x in (2.6), we see that (1.11) holds, and 
moreover, we have 
x’(T) 
B-- 
f(4T)) + s 
% f’(x(r)) x”(r) 
T f ‘(.dr)) 
dr+B(T)=O, (2.8) 
where B is given by (1.12). Since equality (2.8) is true as long as the num- 
ber T is chosen such that x(t) # 0 for t B T, we may regard T as arbitrary 
if T is chosen sufficiently large. Thus we see that (2.5) is satisfied for all 
sufficiently large t. The proof of Theorem 2.2 is complete. 
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It is known [ 1, Theorem 23 that there is a class @ of f(.u), which con- 
tains the function J’(s) = (-~yll sgn I (0 -CY < l), such that if Eq. (1.1) with 
,fe CD has a nonoscillatory solution, then either (1.11) holds or 
lim A j’ j’ 
r-r1 - 
a(r)drds= -x, 
holds. This result means that. for the case where f(s) belongs to @ and a(r) 
satisfies ( 1.10) if Eq. ( 1.1) has a nonoscillatory solution, then ( 1.11) holds. 
Note however that no condition on f is needed in Theorem 2.2 except for 
the underlying hypothesis (1.2). Instead, the asymptotic condition as t -+ x 
of the nonoscillatory solution is requested. 
It is also known [ 1, Theorem 1 ] that there is a class Y of f’(~), which 
contains the function .f(.u) = 1.~1~ sgn I (7 3 I), such that if Eq. (1.1) with 
,fe Y has a nonoscillatory solution, then either (1.11) holds or 
lim inf ! ’ 
IS 
’ 
r-r t 
u(r)drds= -x8 
holds. Thus it is clear that, for the special case, where f(.x) belongs to Y 
and a(r) satisfies 
li,m ‘,“f f jr j’ u(r) dr ds > -a, 0.9) 
if Eq. (1.1) has a nonoscillatory solution, then (1.11) holds. In our 
Theorem 2.2, however, no condition on .f is needed except for (1.2), and 
(1.10) is weaker than (2.9). 
By Theorem 2.2 it is reasonable to restrict our attention to the case 
where (1.11) holds in discussing the existence of asymptotically linear 
solutions .K of the forms (1.4) and (1.5). Then it is worthwhile to note the 
next lemma. 
LEMMA 2.1. If condition ( 1.11) holds, then the function B( t ) defined h? 
(1.12) is continuously differentiable on [t,, ,x8 ) and satisfies B’(t) = -u(t) 
,for t 2 t, and 
lim ! j’ B(s)ds=O. 
I-T t .fO 
(2.10) 
Conoersel): if there exists u C E C ’ [ t,, ‘xl) sutkfying C’(t) = -a(t) for 
t3 t, and 
lim A j’ C(s)ds=O, (2.11) 
r-x t 10 
then (1.11) holds and B(t)=C(t) for tat,. 
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Proqf: Suppose that ( 1. I 1) holds. An elementary calculation yields 
1 .r ..! 
i i 
a(r)drds=l 
-r (’ 
J c 
r-to I - a(r)drds-p a(s) ds 
T -, “I T 4 - fl1 T c - m 
a(r) dr ds (f, tbf,). 
Letting r --i ‘xi in the above equality, we have 
B(tl=B(t,)J-j’ a(s)ds (t3 to). (2.12) 
l” 
Therefore, BE C’[t,, x) and B’(t)= -u(t) for t3 t,. It follows from 
(2.12) that 
1 .l 
f r” J B(s) ds = y B(r,)-f j’ J-& u(r)drds (fb to), 4 41 
which implies (2.10). 
Conversely suppose that there is a CE C’ [to, ,x ) satisfying C’(t) = 
-u(t) (tat01 and (2.11). We have 
1 T - 
f  
C(s)ds=s-f (t, t 2 to). 
T I T 
C(t)--: [’ 1’ u(r)drds 
I I 
Then, taking the limit as t + ‘x, we see that (1.11) holds and that 
C(t) = B(t) for t > t,. This completes the proof of Lemma 2.1. 
In what follows, the theorems are stated without the proofs. They can be 
proved by the same arguments as in the proofs of the corresponding 
theorems in [8]. 
THEOREM 2.3. Suppose that (1.11) holds. Zj 
and 
. % 
J IB(t)l dt< ot 
% 
tB2(t) dt < x,, 
then, for any c # 0, Eq. ( 1.1) has a solution .Y such that 
J(t)=c+O(j,~ ((B(s)/+~,~ B’(r)dr]ds) (t+a) 
(2.13) 
(2.14) 
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and 
x’(t)= 0 \B(t)l + IT B’(s) ds 
( ‘I > 
(t --, x.). 
The proof of Theorem 2.3 is quite similar to [8, Proof of Theorem 2.11. 
Actually, if the function A(t) in [8, Proof of Theorem 2.11 is replaced by 
the function B(t), then the proof is still valid. 
If B(t) is nonnegative for all large t, then we can prove the converse of 
Theorem 2.3. More precisely, we have the next theorem. 
THEOREM 2.4. Suppose that f’(x) > 0 for s E R - (0 }. Further s14ppose 
that ( 1.11 ) is satisjied and that B(t) > 0 .for all large t. Then the follon,ing 
statements are equivalent: 
(i ) .for an)’ c # 0, Eq. ( 1.1) has a solution .Y satisjjing ( 1.4); 
(ii) for some c # 0, Eq. ( 1.1) has a solution x sati.$ving ( 1.4); 
(iii ) the integral conditions (2.13 ) and (2.14) are satisfied. 
To complete the proof of Theorem 2.4, it is sufficient to show that (ii) 
implies (iii). Let .Y be a solution of ( 1.1) for which (1.4 j holds for some 
c # 0. By Theorem 2.2, equality (2.5 ) with p nonnegative is satisfied for all 
large t. Then, by the same argument as in [8, Proof of Theorem 2.41, we 
can show that (ii) implies (iii). 
In the following theorems we need one of the additional conditions on .f: 
f’(.u) is nondecreasing for .Y > 0 and nonincreasing for .Y < 0; (2.15) 
j”(s) is nonincreasing for .Y > 0 and nondecreasing for s < 0. (2.16) 
THEOREM 2.5. Let either (2.15 ) or (2.16) be satisfied. Suppose in addition 
to (1.11) that 
1 
I’ 
f 1 I.f(k,s)l IB(s)l ds + 0 
(t-+ ‘33) .for ever)? k, # 0, (2.17) 
I 
x 
f’(k:s) 1 B(s)1 ds < 8x: .for every k, # 0, (2.18) 
s 
x 
If(k,s)l f’(k,s) B’(s) ds < ;c for every k,, k, #O. (2.19) 
Then, for any c # 0, Eq. ( 1.1) has a solution .Y such that 
j.’ (If(C)\ IB(s)l + B;(s)} ds 
> 
378 
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S'(t)=C+O(J.f(Ct)l IB(f)l +B,*(t)) 
as t -+ ‘x, where 
BT( t) = max 
{J, 
-I .f’(Ci) IB(s)l ds, jx If(&) I.f’(Es) B’(s) ds 
I 
andF=3c/2, i;=3c/2 (if(2.15) holds), ?=c,‘2 ([f(2. 16) holds). 
THEOREM 2.6. Let either (2.15) or (2.16) he satisfied. Suppose that 
f’(s)>Ofor XER- (0) and that 
lim sup i J’ (If(k,s)l/f’(k~s)) ds<-x. for ever). k, , k, # 0. I-.X 
Also suppose that (1.11) is satisfied and that B(t) 3 0 jar all large t. [f 
Eq. ( 1.1) has a solution x of the .form ( 1.5 ) with c # 0, then 
1 
; 1’ If@,s)l 14~11 ds+O (t 4 1x1) for some k, #O, (2.20) 
.i x f’(k,s) IB(s)j ds< ;c, for some kl # 0, (2.21) 
s 
r 
I f(k,s)l f ‘(k,.~) B’(s) ds < x for some k,, kz #O. (2.22 ) 
The proofs of Theorems 2.5 and 2.6 are analogous with [S, Proofs of 
Theorems 3.1 and 3.41, respectively. 
Let us consider the case of f(.u) = 1.~1~ sgn I (7 > 0). In this case, all the 
hypotheses on f in Theorems 2.5 and 2.6 are satisfied. Further, if B(t) 2 0 
for all large t, then conditions (2.17) and (2.20) become the same condition 
1 J 
f s 
s’B(s) ds + 0 
Likewise, if B(t) 3 0 for all large t, then 
(2.22) become the same conditions 
and 
(t-+x). (2.23 ) 
(2.18) and (2.21), and (2.19) and 
rzr 
J S’ “-‘B(s) ds< ~1, (2.24) 
s % s2; ‘B’(s) ds < x8, (2.25 ) 
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respectively. Since (2.24) implies (2.23), three conditions (2.23). (2.24), and 
(2.25) are satisfied if and only if two conditions (2.24) and (2.25) are 
satisfied. Thus we have the next theorem. 
THEOREM 2.7. III Eq. ( 1.3), suppose that ( 1.11) is satisfied and that 
B( t ) 3 0 .for all large t. Then the ,following statements are equicalent: 
(i) .for arzj’ c # 0, Eq. (1.3) has a soitrrioiz s satkfjing ( 1.5); 
(ii) .for some c # 0, Eq. (1.3) has a solution s sati?jjing (1.5); 
(iii) the two integral conditions (2.24) and (2.25) are satisfied. 
EXAMPLE. We illustrate our theorems with an example. Consider 
Eq. (1.3) for the case of 
a(t) = 
i 
12” sin(n”(t - 2~n)), 
0, 
where 0 > 0 is a constant and 
I,,= (t:(2n-n-“)7r<td(2n+n 
Here a(t) is regarded as a function on the 
1 + cos(nU( t - 2n7c)), 
tgI,,, n= 1,2 ,...) 
otherwise, 
(2.26) 
-“,lr)., n = 1. 2, . . . 
interval [0, ,r,). Let 
t E I,, ) I1 = 1, 2, . . . . 
otherwise. 
(2.27 ) 
Then, CE C’[O, ‘x8) and C’(t) = -a(t) for t > 0. Since C(t) has not a limit 
as t + JC’, Theorem 2.1 implies that Eq. (1.3) with (2.26) has no solutions 
s of the forms (1.6) and (1.7). Noting that 06 C(t)<2 for tel,? 
(n = 1, 2, . ..). we see that if t E I, for some n = 1, 2, . . . . then 
o,! jr 2 
f 0 C(s)dsG(2n-n-“)n ,=, i !*,< ds 
=2n:n-” ;, f. 
Thus we find that 
1 ’ - 
s t 0 
C(s)ds-+O as t+ x, 
and so, by Lemma 2.1, (1.11) is satisfied and the function B(t) in this case 
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is equal to C(r) given by (2.27). Noting that B(t) (= C(t)) satisfies B(t) d 2 
for t E z,,, n = 1, 2, . . . . and B(t)2 1 for ~EJ,, n= 1,2 ,..., where 
.I,,=jt:(Zn-2-‘n ~“)ndtd(2n+Z~‘n~“)7[}, 
we can show without difficulty that integral conditions (2.13), (2.14), 
(2.24), and (2.25) are satisfied if and only if g > 1, r~ > 2, 0 > ;I, and 0 > 27, 
respectively. Therefore, we can conclude by Theorem 2.4 that (1.3) with 
(2.26) has a solution .Y of the form (1.4) (c # 0) if and only if r~ > 2. 
Similarly we can conclude by Theorem 2.7 that (1.3) with (2.26) has a 
solution x of the form (1.5) (c ~0) if and only if CJ > 2;~. 
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