The aim of this paper is to establish the principle of limiting absorption for uniformly propagative systems A(x, D x ) = Eix)'
We often write R n instead of Rl or R n ξ without subscript x or ξ. We denote by x-ξ the scalar product between x and ζ x ξ -T^^Xjξj, and by \x\ the length of x. (2) C n denotes the n-dimensional unitary space with the usual scalar product (, ). (3) For a multi-index a = (a u , a n ), a 3 being a non-negative integer, we denote by \a\ the length of a; \a\ = ΣU \etj\. We write d an for a = (a u ---, a n ). We occasionally use the symbol a: to denote real numbers but there will be no fear of confusions.
1.2. Assumptions. We shall formulate the problem to be discussed here with several assumptions. The operators to be considered are given in the following form: where E Q is the identity matrix of size N X N. We make the following assumptions:
(A.I) A j9 j = 1, , n, is a symmetric constant matrix of size N X N; (A.2) The unperturbed system A o is uniformly propagative in the sense of Wilcox ([10] ).
We do not give the definition of uniformly propagative system here but some important properties which are necessary to the later argument will be summarized in § 2. When m = 0, we write H$ = U% In the future argument, the spaces of N summands are most frequently used, so we simply write | \ m>a instead of | \^a for the norms in these spaces.
1.4. Results. We shall state the main results obtained in this paper. As is easily shown, the operator A defined by (1.1) has a natural selfadjoint realization (denoted by the same symbol A) in Lffl with the energy scalar product
((Φ, Ψ))o = ί (Φ, E(x)ψ)dx
and the domain 2{A) is given by 3f(A) = {u; ueLffl, AueLffl}.
Similarly we denote by the same symbol A o a self-adjoint realization of A o defined by (1.2) 
with domain @(A 0 ).
With the above notations, we are now able to state the first result. We always assume that (A.I) ~ (A.3) are satisfied. Remark. We can show that the convergence in (ii) is uniform in λ when λ ranges over a compact interval, not containing the origin and eigenvalues of A. Hence, we can prove that R(λ ± iθ)f is locally continuous in λ under the norm in L ( 2 We prove Theorem 1.2 only for the " + " case; the proof for the " -" case is done without any essential changes.
1.5. Remarks, (i) The assumption that E o is the identity matrix loses no generality. The general case in which E o is symmetric and positive definite can be reduced to this case by a simple transformation, (ii) The assumption in (A.3) seems to be rather restrictive. However, our results cover the case in which E(x) is of the following form: E(x) = E^x) + E 2 (x) , where E^x) satisfies (A.3) and E 2 (x) = O(|*|-(1+δ) ) as |*| -> oo. Hence, by use of mollifier technique, E(x) for which (1.4) with \β\ = 1 only is valid can be decomposed into the above form.
Finally we note the following fact: We use the symbols C, C u to denote positive constants which are not necessarily the same. In particular, when we specify the dependence of such a constant on a parameter, say ε, we denote it by C β . § 2. Preliminaries 2.1. Systems in homogeneous media. We summarize the results derived from assumption (A.2) which are necessary to the later argument. The proof of these results can be found in [10] . Let A Q (ξ) be defined by ( 
2.1)
Λ 0 (ξ) = ± Ajξj .
Then, by the definition of uniformly propagative system, Λ 0 (ξ) has r distinct real eigenvalues with constant multiplicity. PROPOSITION 
(i) One of the following alternative holds for a system of the above eigenvalues: (a) when r
with the same relation as above, (ii) Each λj(ξ) is smooth in R n -{0} and positively homogeneous of degree one; λj(μξ) = μλj(ξ), μ > 0. Hence, when j ^ 1, there exists a constant C 3 such that λ ό {ξ) ^ C, |£|.
We now define the bounded surface Ξ jy j = 1, , p, as For brevity, we restrict our attention to the case (a) in Proposition 2.1 throughout the entire discussion.
Let d j9 j = 0, ±1, , ±ρ, be the multiplicity of λj(ξ), d. j = d 3 , and hence N = Σ$-" dj. Let Γj(ξ) = projection on the eigenspace corresponding to (2 ' 5) 
t(ξ)j o±i
Then, it is easy to see that Γj(ξ) is smooth in R n -{0} and homogeneous of degree zero. Moreover, Γ 3 (ξ) has the following properties:
We denote by I ά the d ό X dj identity matrix and define ^± } (f) as follows:
I-} -IJ
We further define 9 0 (ξ) as
For brevity, we assume that there exists a JV X N unitary matrix ί7 0 (f) such that U 0 (ξ) is smooth globally in R" -{0} and that 
We say that a family of P(x, ξ; ε) with parameter ε belongs to A^l{£) uniformly in ε, if the above constants C γ and C βtr are independent of ε.
We now define the pseudo-differential operator P = P(x, D x ) with symbol P(x, ξ) e Affi(£) as follows: Proof We obtain from equation (2.8) that
This completes the proof. -oo < γ < oo, such that ueLffl.
Then, the following estimates hold:
Proof, (i) is obvious. For the proof of (ii), we set v = χ(D x )(p(x)u) with ρ(x) = (1 + |x| 2 ) r/2 and hence veLffi by assumption. Then, v obeys the equation We can write
As We further assume that (3.2) /eLft, α>i,
We use the following notations throughout this section: (a) We work exclusively in the spaces of ί summands, so we drop the superscript ί to denote the norm in U%; \ \ 0>a = \ \^a; (b) We denote by < , > and || || the scalar product and norm, respectively, in the space 
Now, we prove a series of propositions which will be applied to derive a priori estimates in § 6. Proof. We first introduce a smooth function φ(t) with the following properties: (a) φ(t) ^0; (6) φ'(t) ^0; (c) 0(£) = 0 for t ^ 1; (d) 0(£) = (1 + ί z ) μμ for £ <^ 0. We take the scalar product < , > between equation (3.1) and ψ(t)v, ψ(t) -φ(t) 2 9 and integrate the resulting equality with respect to t over (-co, oo), noting the fact that liminf^± 0O 
Furthermore, taking the real part and making use of (ii) in Lemma 3.1, we obtain
We estimate each term on the right side. Since feL for any ε > 0 small enough and hence the first term is absorbed in the left side of (3.6). Similarly we have |/ 8 | £ C*(|g|j!,, + |ι;|2, 0 ) since geL$ and μ < θ. To estimate I l9 we use (i) in Lemma 3.1 and obtain
which, together with Proposition 3.2, implies that
Thus, we have only to combine all the above estimates to conclude the proof. Next, we consider the equation (3.1) with K = 0;
The next proposition plays an important role in the proof of the main theorems. PROPOSITION 
Assume that (H.I) and (3.2) are satisfied. Moreover, assume that v = v(t, y) is a solution to equation (3.7) such that (1 + t
2 )~° \\v{t)\f is ίntegrable for any σ, a > f, and that (3.8) Then,
Proof. We fix ε arbitrarily so that 0 < ε < min
for t^ 1, so that φ(t) ^ 0 and -φ'{t) ^ C.(l + * 2 )" (1+e)/2 . As before, we take the scalar product < , > between equation (3.7) and φ(t)v, and integrate the obtained equality with respect to t over (s, oo), s > 1. Then, making use of Lemma 3.1 and (3.8), we havê Since ε < θ, we can choose s so large that the first term on the right side is absorbed in the left side and we therefore obtain
with C independent of s, s being large enough. Next, we multiply both sides of (3.9) by s 2r , γ = a -1 -ε/2 > -1/2, and integrate with respect to s over (T, S);
Letting S-> oo yields that We may assume that ^ < 1. We denote by E(x; ε) the matrix with components e jk (x; ε) defined above. From now on, we fix the constants 6 and σ, σ -1 + θ, with the meaning ascribed here throughout the later argument.
4.2. Diagonalization. We now consider the equation
with /e LίfJ, α > 1/2. It is evident that for K > 0, there exists a unique solution w = Q(λ + iκ; e)f = (Λ o -(λ + iκ)E(x; ε))" 1 / such that u e L^ and therefore u 6 L^? by Lemma 2.1. Let ψ(ξ) be a smooth function with compact support such that ψ(ξ) -0 in a neighborhood of the origin. Then, we have 
, r_ p (ε)) all terms satisfying an estimate of the following type:
with C independent of K, 0 ^ tc ^ 1 and ε (small enough).
Remark. In the later argument, such an r(ε) always appears in a form of r(ε)
The transformation is made with the aid of the following lemmas. 9 e-XfJUlie) and belong to the corresponding symbol classes uniformly in ε.
Here U(ε), &(e) = 2£(x, ξ λ, ε) and 3Γ(e) = 2£(x, ξ λ, ε) have the following properties', (a) ψ(ξ)&(ε) belongs to A σ , σ (N); (b) &(ε) is of the following form:
A result similar to this lemma has been already verified in Appendix of [9] , so we omit the proof. The next result follows from Lemma 4.1 at once. LEMMA 
Let ψ(ξ), U(ε), #(e) and 3T(e) be as in Lemma
where
Moreover, ε~ιψ(ξ)^{e) belongs to A θ^σ {N) uniformly in ε.
Let χ(ξ) be a smooth function with compact support such that χ(ξ) = 1 in a small neighborhood of the support of ψ(ξ) (not containing the origin), ψ(ξ) being the function introduced at the beginning of this subsection, so that χ(f)ψ(f) = ψ(f). We define U(x,ξ;λ,ε) as U(x, ξ; λ, ε) = χ(ξ)U(x, ξ λ, ε) for U(x,ξ;λ,ε) introduced in Lemma 4.1. Similarly we define Xj(x, ζ λ, ε) and ^(x, ξ λ, ε). Furthermore, we set
for the solution u of equation (4.1 
For the proof, we give only a sketch. Equation (4.7) is derived by using Lemma 4.2 and by making a simple calculation based on Proposition 2.3. Indeed, using the relation χ($)ψ(ξ) = ψ(?)
an( i taking account of (d) in Lemma 4.1 and of the property of J"(x, D x λ, ε), we see that all remainder terms appearing in commutator calculations can be written as r(ε). (4.7) This theorem will be proved in § 6. From now on, we always fix a so that I < a < %(1 + θ) and assume that λ > 0. These assumptions loses no generality; the case of λ < 0 is dealt with similarly. The existence of such a partition of unity with properties mentioned above is guaranteed by the geometrical property of Ξ ό (λ).
We use the localization theory in the f-space to derive a priori estimates, which are divided into the following two types: (I) estimate in an outside of Ξj(λ); (II) estimate in a neighborhood of Ξj(X).
Estimate of type (I)
. The estimates of type (I) are rather easy to derive. The supports of φ k (ξ), k = 0,1, , K, do not intersect with Ξj(X), so that if e is taken small enough, then the matrix Λ 0 (ξ) -(λ + iίc)E(x; ε) is invertible uniformly in K, 0 <I K < 1, and ε for ξ e supp φ k . We define P k (x,ξ;λ 9 ιc,ε) as
with some r(ε). Thus, we have the following result. In this section we consider the equation (5.6) with j == p;
and derive a priori estimates of type (II) by applying the results obtained in § 3. To do this, we have to transform (6.1) into an equation of the form like (3.1). The transformation is made through two steps. As in the preceding section, we drop the subscripts p and q to denote ψ pq (ξ) and χ pq (ξ).
6.1. Preparation. Let Φ be a small neighborhood of the support of χ(f) (not containing the origin) and let Ξ = Ξ p (λ) Π (P. Let τ be a vector transversal to Ξ. We denote by Σ the m-dimensional linear space (hyperplane), m = n -1, orthogonal to τ and by η -{η u , η m ) a system of orthogonal bases generating Σ. We take ζ = (τ, η) as an orthogonal coordinate system in R n ξ and therefore ζ = Πξ for some unitary matrix Π.
We denote by z = (t, y), y = (y l9
, y m ) the orthogonal coordinate system dual to ζ; z -Π*x. The unitary matrix Π induces naturally the one to one transformation denoted by the same symbol Π; (Πφ)(z, ζ) = φ(Πz, i7*ζ). For notational convenience, we denote a representation in terms of the (z, ζ)-coordinates by the same symbol as an original function which is represented in terms of the (x, ^-coordinates; φ(z, ζ) = (Πφ)(z, ζ) = φ(Πz, Π*ζ) for φ = φ(x 9 ξ). Here we note that this transformation is unitary in D 2 % and that the Fourier transformation is invariant with respect to this transformation. 
Now we define the symbol a(η X) as (6.4) a( v ;X) = ω( v )a 1 ( v ;X)
with αi(57, #^) 
introduced in (6.2). We further define s(ζ; X) as (6.5) s(ζ; λ) = χ(ζ) Sί (ζ; X)
with s^ζ X) given in (6.3). We set Let ω(η) be the function introduced at the beginning of this subsection. We define the symbol A(t, y,η; λ, ε) as (6.17)
A(t, y,η\λ,ε) = ω(η){-a(η λ) + N p (t, y,η;λ, ε)} ,
where a(η;λ) is given by (6.4) 
(ε) .
Equation (6.18) is derived from (6.7) by use of Lemma 6.1 and the derivation is similar to that of (4.7) in Lemma 4.3, so we omit the proof. This is the desired equation and the second step is completed. Proof of Theorem 5.1. We first recall the definitions of υ p9 y n and w p given by (5.5), (6.6) and (6.14), respectively. And we note that all the symbols of pseudo-differential operators in these definitions are invertible in a small neighborhood of the support of ψ(ξ). Thus, taking account of this fact, we see from (6.14) and (6. This estimate holds for any pair (p, q). Hence, combining this estimate with Lemma 5.1, we obtain the desired result and the proof is completed. § 7. Discreteness of eigenvalues
In this section, we shall prove Theorem 1.1 stated in § 1.
Proof of Theorem 1.1. Let IC R + = (0, oo) be a compact interval fixed arbitrarily. To prove this theorem, it is sufficient to show that there is a finite number of eigenvalues with finite multiplicity in I. We assume the contrary; there is an infinite sequence of eigenvalues with repetition according to multiplicity; {α n }~β l , a n e I (a n > 0). Let u {n) be the eigenfunction corresponding to a n ; A o u {n) = a n E(x)u (n) , \u w \ OiO -1. We assert that {u {n) }ζ =ι forms a precompact set in Lffi. If this assertion is verified, the proof is completed. In fact, {w (w) }~= 1 is an orthogonal system with respect to the energy scalar product (( )) 0 defined in subsection 1.4, which contradicts the assumption made above. To prove this assertion, we write
for ε fixed small enough, where f {n) = a n {E(x) -E(x; ε)}u (n \ Throughout the proof of this theorem, we fix ε small enough and positive constants C e appearing below depend on ε but are independent of n.
We first recall the definition of partition of unity introduced by(5.1). Since f (n) is of compact support and since \f {n) \ 0 , a ^ C e , it follows from Lemma 5.1 that , , v^\ , υ™) and w™ the functions defined through transformations (5.5) and (6.14) with λ -a n9 respectively. Similarly, for f {n \ we denote by F^n ) the function defined through a series of transformations (5.7), (6.9) and (6.15). If j ^ p, it then follows from Lemma 5.2 that
obeys the equation (6.18) with We shall make K = 0 and λ = 
Since f in)
is of compact support, we see easily that F^n ) e U 2 % A = d p , for any β and that its norm in this space is bounded uniformly in n. Furthermore, according to (4.3), r p (ε)eU 2 % by u w eL^ and |r p (e)|$ ^ C. Thus, the terms on the right side of (7.4) belong to Li% uniformly in n. We now want to apply Proposition 3.4 to equation (7.4) . Since u (n) e L^}, all the assumptions in this proposition are satisfied. Thus, for v, 0 < v < θ, we have (7.5) Γ (1 + ty \\w^(t)f dt ^ C, .
J -00
As was noted in the proof of Theorem 5.1, the symbols of pseudodifferential operators in (6.6) and (6.14) are invertible in a small neighborhood of the support of ψ(ζ). Therefore, by the same argument as in the proof of Theorem 5.1, we see that v$°(t 9 y), which is the representation of vf\x) in terms of the ^-coordinates (z = (t, y)), also satisfies (7.5). An estimate similar to (7.5) is still valid for another transversal vector τ in subsection 6.1. Thus, taking n linearly independent transversal vectors (n being the dimension of the basic space R n ), we may conclude that vf\x)eU% for v above, ί, = d p , and that K } |$ £ C β . We may assume that v < a. Then, we obtain from (7.3) that \v (n) \ Q)V ^ C e and hence \ψ(D T )u (n \ v <: C e with another C e . This, together with (7.2), yields that
The norm in the Sobolev space Hffi is estimated by ,use of Lemma 2.4. We set χ Q (ξ) = 1 -φ Q (ξ), where φ o (ξ) is a member of the partition of unity introduced by (5.1) such that φ o (ξ) = 1 in a neighborhood of the origin. Let Γ 0 (ξ) be the projection on the eigenspace corresponding to the zero eigenvalue (defined by (2.5)) and let Γ(ξ) = E Q -Γ 0 (ξ). We write u 
{n \ This shows that {ύ (n) }n=i forms a precompact set and the proof is completed. § 8. The principle of limiting absorption
In this section we shall prove Theorem 1.2.
Proof of Theorem 1.2. First we make the following simple reduction.
To prove statement (i), it is sufficient to show that there exists a constant C independent of tt such that
We prove this by contradiction. Assume that there exist sequences {/ (w) }~= 1 and {*"}£.!, 0 < κ n <£ 1, such that f (n) converges to 0 strongly in Lg> and that \u in \. a = \Q(λ + itc n )f in \. a = 1. We may assume that κ n ->0 as n -> oo. We write
for ε small enough, where
is of compact support and \g w \ 0 , a ^ C s |w (n) | 0> _ α . Throughout the proof of this theorem, we regard ε as a parameter and denote by C positive constants independent of ε, K and n. (C δ denotes positive constants depending only on ε.)
As the first step toward the proof, we shall show that {w (n) }" =1 forms a precompact set in &*l a . To see this, we write u {n) in the form of (7.7); u w _ S (») + ^(«) β Λ («> sa ti s fies the equation
Applying Theorem 5.1 to equation (8.2) and using Lemma 2.4, we may conclude that {w (n) }^= 1 forms a precompact set in L£l a . Therefore, we can choose a subsequence denoted by the same symbol {u in) }% ml such that u (n) converges to some u weakly in Li^2 a and ύ {n) converges strongly in L ( 2 *2 a . The strong limit of {S (B) } n M βl is given by w = φ o (D x 
is a bounded operator from D£2 a to itself. Hence, u = ύ + ύ and ύ (n) converges to ύ weakly in Z^f2 α . Furthermore, u satisfies the equation
and hence ύ satisfies
We combine equations (8.3) and (8.5) to obtain
Here we note that the terms on the right side converge to 0 strongly in converges to ύ strongly in L^2 a . To prove this, we put p(x) = (1 + |x| 2 )~α /2 and denote by ( , ) the usual scalar product in L$ } . We write
and
Making use of equation (8.6), we see that /j = I^ή) converges to 0 as 7i -> oo. For the second term J 2 = I 2 (n), we note that the pseudo-differential
which implies that it is a compact operator in L { 2 *2 a and hence I 2 (n) also converges to 0. Thus, we can prove that ύ {n) converges to ύ strongly and this shows that {u in) }n=ι forms a precompact set.
The second step is to prove that the limit u (u ^ 0) belongs to L$ } . If this is verified, it then follows that u must be equal to 0 since by assumption λ is not an eigenvalue. This contradicts the assumption made above and statement (i) is proved.
To use the results obtained in sections 3 -6 for the proof of the above statement, we rewrite (8.4) as
We recall the definition of partition of unity introduced by (5.1). First, applying Lemma 5.1 to equation (8.7), we see that
, K. Next, to estimate ψ jk (D x )u, we fix, as usual, one pair (p, q) and use ψ(ξ) and χ(ξ) with the same meaning as before. We denote by v the function defined through transformation (5.5) for u above; The proof of this lemma will be given after the completion of the proof of this theorem. If we admit the validity of Lemma 8.1, we see that all the assumptions in Proposition 3.4 are satisfied. Indeed, the fact that (1 + f)~v \\w p (t; ε)|| 2 is integrable for any v, v > j, follows from Lemma 6.4 by a limit procedure (n -> oo). Hence, this proposition enables us to obtain that (1 + f) β \\w p (t; ε)|| 2 is integrable for β = a -1 -μ, 0 < μ < θ. If β < 0, this implies that v p e L$ with β above (and hence u e L^) since Hence, to show that Q(λ + iO) is well-defined, we have only to prove that the above limit is independent of the choice of a subsequence. To see this, assume that there exist two limits w (1) and u (2) and put u = u (ί) -u (2) . Then, by an argument similar to the proof of statement (i), we may conclude that u -0. Thus, statement (ii) is proved and the proof of this theorem is completed.
Finally we must prove Lemma 8.1. The proof is rather long and is divided into several steps. Thus, to complete the proof of Lemma 8. 
Proof. First, recall the expression (4.4) for U(x, ξ λ, ε) and the definition (8.8) of f(e) and note that e^xffiUax, ξ λ, ε) belongs to A β9 ,(N) uniformly in ε. Then, it follows from the relation
. Making use of this fact and the relation (6.13), we obtain
Since s(ζ; X)c(ζ; X) = χ(ζ) 2 by definition, the desired result follows at once. We combine Lemmas 8.3 and 8.4 to obtain
We assert that
To prove this, we shall prepare two lemmas. 
j=l k=l
Proof. By the definition (8.8) of /(ε), Im (/(ε), u) = 0 and 
ί-co
On the other hand, Lemma 8.8 shows that I(w p (ε) -wf) = 0 and hence I(w p 0) ) = I(w p (ε)) = O(ε). Since I(wf) does not depend on ε, we may conclude that I{w^) = 0 and the desired result follows at once.
Appendix; Proof of Lemma 6.1
We shall prove Lemma 6.1. Before proving this, we introduce two symbol classes and state one proposition from which the statement of Lemma 6.1 follows immediately. DEFINITION A.I. We say that A(z, ζ) = {a jk (z, ζ)} Jffc=M , z = (t,y), ζ = (r, η), belongs to sί v , μ {fi), μ I> v Ξ> 0, when the following conditions are satisfied:
The class *$/ v , μ (£) is different from A Viμ (£) in Definition 2.1 in one respect that the decay for |ζ| -> co is not assumed and it is easily seen that A Vtμ (£) C <stf Vφ (£). We introduce another symbol class, which is a subclass of <stf v , μ (£). DEFINITION 
A.2. We say that A(z, ζ) e J* VΦ {£) belongs to a Vtμ (£), if A(z, ζ) does not depend on τ A(z, ζ) = A(t, y> η).
We say that a family of symbols with parameter ε belongs to sf y , μ (£) uniformly in ε, if the above constants C r and C βjr are independent of ε. Since Lj e sί 9iβ {£) is symmetric, it follows from the expression (A.2) for M 2 that M 2 is also symmetric and belongs to ^2 θ ,X-β). We can determine K 2 and N 2 in the same way as L x and i VΊ are constructed. Then, we see that K 2 is symmetric and belongs to s^ϊ 9yβ (t!) and hence it follows that L 2 also has the same property as K 2 . Therefore, we can determine L 2 and N 2 with (a) and (b) for j = 2. Thus, Lj and Nj can be determined to satisfy (A.I) with the required properties (a) and (b) inductively. Remark after it, so we omit the proof.
