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Abstract 
 
 
In any multimedia presentation, the trend for attendees taking pictures of slides that 
interest them during the presentation using capturing devices is gaining popularity. 
To enhance the image usefulness, the images captured could be linked to image or 
video database. The database can be used for the purpose of file archiving, teaching 
and learning, research and knowledge management, which concern image search. 
However, the above-mentioned devices include cameras or mobiles phones have low 
resolution resulted from poor lighting and noise. Content-Based Image Retrieval 
(CBIR) is considered among the most interesting and promising fields as far as 
image search is concerned. Image search is related with finding images that are 
similar for the known query image found in a given image database. This thesis 
concerns with the methods used for the purpose of identifying documents that are 
captured using image capturing devices. In addition, the thesis also concerns with a 
technique that can be used to retrieve images from an indexed image database. Both 
concerns above apply digital image processing technique. To build an indexed 
structure for fast and high quality content-based retrieval of an image, some existing 
representative signatures and the key indexes used have been revised. The retrieval 
performance is very much relying on how the indexing is done. The retrieval 
approaches that are currently in existence including making use of shape, colour and 
texture features. Putting into consideration these features relative to individual 
databases, the majority of retrievals approaches have poor results on low resolution 
documents, consuming a lot of time and in the some cases, for the given query image, 
irrelevant images are obtained. The proposed identification and indexing method in 
the thesis uses a Visual Signature (VS). VS consists of the captures slides textual 
layout’s graphical information, shape’s moment and spatial distribution of colour. 
This approach, which is signature-based are considered for fast and efficient 
matching to fulfil the needs of real-time applications. The approach also has the 
capability to overcome the problem low resolution document such as noisy image, 
the environment’s varying lighting conditions and complex backgrounds. We present 
hierarchy indexing techniques, whose foundation are tree and clustering. K-means 
clustering are used for visual features like colour since their spatial distribution give 
viii 
 
 
a good image’s global information. Tree indexing for extracted layout and shape 
features are structured hierarchically and Euclidean distance is used to get similarity 
image for CBIR. The assessment of the proposed indexing scheme is conducted 
based on recall and precision, a standard CBIR retrieval performance evaluation. We 
develop CBIR system and conduct various retrieval experiments with the 
fundamental aim of comparing the accuracy during image retrieval. A new algorithm 
that can be used with integrated visual signatures, especially in late fusion query was 
introduced. The algorithm has the capability of reducing any shortcoming associated 
with normalisation in initial fusion technique. Slides from conferences, lectures and 
meetings presentation are used for comparing the proposed technique’s performances 
with that of the existing approaches with the help of real data. This finding of the 
thesis presents exciting possibilities as the CBIR systems is able to produce high 
quality result even for a query, which uses low resolution documents. In the future, 
the utilization of multimodal signatures, relevance feedback and artificial intelligence 
technique are recommended to be used in CBIR system to further enhance the 
performance. 
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CHAPTER 1 
 
 
Introduction 
 
 
“The greatest enemy of knowledge is not ignorance, it is the illusion of knowledge.” 
– Stephen Hawking 
 
 
Content : 
1.1  Research Motivation ........................................................................................ 1 
1.2 Problem Definition .......................................................................................... 3 
1.3 Scope ................................................................................................................ 5 
1.4 Thesis Outline .................................................................................................. 5 
 
Abstract 
 
Chapter 1 presents the overall research picture. In particular, it details the current 
problems related to low resolution document and some proposals to address them. In 
addition, the chapter also highlights the outcomes that have been achieved 
throughout the research. 
 
1.1  Research Motivation 
 
Recently, focus is being given to Content-Based Image Retrieval (CBIR) due to the 
remarkable growth in terms of the number and size of video collections and digital 
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image found on web. Consequently, it has made it necessary for developers to 
develop powerful tools that can be used for retrieving this imagery that is 
unconstrained. In addition, CBIR has also become the key technology in relation to 
improving the interface between computers and users. 
 
The majority of conventional image databases are text annotated. Because of this, 
image retrieval is based on keyword searching. Text-annotated images are easy and 
simple to manipulate. Nevertheless, this image retrieval method has two main 
problems. The first problem is that, creating keywords for a large number of images 
takes a lot of time. In addition, the keywords are not unique and inherently subjective. 
Because of these disadvantages, automatic indexing and retrieval, which is based on 
image content has become more desirable for developing large-volume image 
retrieval applications. 
 
Research on multimedia systems and CBIR has been given tremendous importance 
over the last decades. This is because multimedia databases are concerned with 
image, video, audio and text data that offers large amount of information. This has 
influence our lifestyle positively. The bottleneck as far as the access of multimedia 
databases is concerned in CBIR. This is attributed to the fact that a significant 
difference does exist between human capacity perception and that of a computer. 
 
The investigation of document analysis, recognition, retrieval and integration with 
other media is motivated by the cutting-edge applications associated with multimedia. 
Today, a good number of documents along with visual and audio information are 
captured, archived, delivered and managed in digital forms. The numerous uses of 
such documents and digital media files provokes many new challenges in multimodal 
mobile information acquisition and large multimedia database management. Some of 
the most prominent areas are: 
 
a) automatic meeting/lecture segmentation and indexing: creates a structured, 
searchable view of archives of the multimodal meeting/lecture content 
(Behera, Lalanne, & Ingold, 2007)(Chiu, Foote, Girgensohn, & Boreczky, 
2000);  
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b) library digitization: digitises journals, magazines, newspapers and various 
videos using advanced imaging for digital libraries (DLs) (Akram & Dar, 
2010)(Deselaers, Keysers, & Ney, 2007);  
c) mobile translation: extracts and translates textual content as well as visual 
signs for tourist use. For example, English documents could be translated to 
French, German or Asian languages using a handheld translator. Text could 
be translated to speech for the visually impaired, or vice-versa for the hearing 
impaired (Zhang & Yang, 2012)(Tsai, 2012);  
d) automatic indexing of broadcasts: indexes broadcast content for content-
based retrieval (Munesawang & Ling, 2005)(Poullot, Cnam, & Crucianu, 
2009).  
e) digital media asset management: archives digital media files for efficient 
media management (Shao, 2008)(Chan, Lin, Ho, Fann, & Wang, 2012) 
(Chang et al., 2012); and 
f) document cataloguing: document database catalogues on the basis of content 
relevance (Bhute, 2012); (Matusiak, 2006).  
 
The fundamental techniques that address the above-mentioned challenges are 
content-based multimedia annotations and retrieval. The annotation should be 
structured in order to speed up real-time processing using computers. One 
fundamental aspect of annotation is that the process should be automated and the 
content relevant, which would make browsing and retrieval comfortable for users. In 
order to obtain this, content-based indexing and retrieval tasks require that 
descriptive features, which are significant to the subject materials like video, audio, 
documents should be extracted. This research therefore also addresses the use of 
documents for browsing and retrieval of other related multimedia information. 
 
 
1.2 Problem Definition 
 
Resolution is the assessment of pixels in a display, often expressed in measurements 
of height and width. Consequently, image resolution denotes the number of a 
picture's pixels that can fit within every inch of a document when printed. The Low 
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Resolution Documents (LRD) normally referring to noise in image display due to 
quality of camera and light exposure. Hence it creates many issues, for example to 
Optical Colour Recognition (OCR) since it is almost impossible to carry out 
recognition independently from character segmentation. As the development and 
network of multimedia inventions become more popular, the conventional 
information retrieval techniques do not satisfy users. The most recent decade 
witnessed considerable interest in studies on CBIR. Consequently, this endeavour 
paved the way for numerous novel systems and techniques, and a great interest for 
related fields to support these systems (Datta, Jia, & James, 2005). Similarly, there 
was a great expansion of the digital imagery, bringing about an explosion in the 
quantity of image data that require organization.  
 
Currently, the indexing of CBIR is a source of fast and exact retrieval. This thesis 
considers the layout and graphic of an image along with its colour to improve 
efficiency. Colour, layout and shape features are combined in our retrieval system to 
retrieve images that are similar for the given query image obtained from the database. 
However, the fact that the device identifies notes using colour alone does not 
guarantee good results. It should be noted that the device can only be used for 
identifying Canadian and USA dollar notes. This thesis considers the layout and 
graphic of an image along with its colour to improve efficiency. Colour, layout and 
shape features are combined in our retrieval system to compute images that are 
similar for the given query image that was obtained from the database. 
 
Trends to take pictures of the images of slides that interest attendees during a 
presentation is growing significantly. The images that the attendees capture will be of 
much use for knowledge management, academics and research only if they can be 
linked to the presentation videos that were recorded during a presentation. Apart 
from the problems related to indexing, there are other main issues that were 
necessary to address in order to ensure better feature representation, these issues 
include noise, feature extraction of poor resolution, the capture environment’s 
varying lighting conditions and complex backgrounds problems. Yet another way is 
to provide feature vectors for low-resolution images, which come from textual 
information. 
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The objectives of this research are: 
 
1. to examine and to analyse different CBIR techniques for finding the best 
low-level features  tools that can be used with low-resolution CBIR; 
2. to enhance the extraction of layout and spatial feature through making use of 
new techniques, which utilise a simple matching process that can be indexed 
and searched; 
3. to create a fusion technique that is multi-technique in nature that makes use of 
simple techniques in order to ensure enhanced performance as compared to 
that of the techniques that are already in existence; 
4. to present a proposal on an indexing scheme that can be used for low-level 
visual signatures of low-resolution images; 
5. to introduce a new algorithm for large-scale similarity searching for fast 
retrieval and scalability; and 
6. to evaluate the CBIR system performance using precision and recall 
techniques. 
 
1.3 Scope 
 
This research is confined to CBIR system using three features of an image, which 
include layout, shape and colour in order to improve the efficiency of CBIR systems. 
The image features, which are described in Chapters 4 and 5, are computed on 
natural databases that are mixed in nature and are implemented using the layout, 
shape and colour feature approach. Through making use of the three image features, 
we perform image retrieval using the databases in existence for the specified query 
image. 
 
1.4 Thesis Outline 
 
This particular thesis has six distinct chapters as follows,  
 
a) Chapter 1: Introduction 
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Chapter 1 offers the research’s overall picture. It presents the solutions that are 
currently in existence to the identified problem and offers some proposals on how 
they can be improved. In addition, it generally highlights the things that were 
achieved in the process of conducting the project. 
 
b) Chapter 2: State of The Art: Content-based Image Indexing 
Chapter 2 gives an overview of image indexing based on content and its existing 
issues. In addition, it presents a comprehensive review of the problems generally 
experienced and offers some understanding into the problems whose solutions were 
found. It offers a comprehensive coverage as far as all the solutions that have been 
researched for a given problem are concerned. Moreover, it presents the reasons why 
a specific solution was selected over the others. 
 
c) Chapter 3: Low-Resolution Document Identification and Segmentation 
Chapter 3 tells a comprehensive discussion on the implementation of the solutions 
that were suggested. Because this was primarily a software-based project, a good 
number of the implementations were also software based. 
 
d) Chapter 4: Extraction of Low-Level Features 
Chapter 4 details the implementation of the process to extract low-level features 
including enhancement of existing techniques. 
 
e) Chapter 5: Proposed Scheme for Content-based Indexing 
Chapter 5 details the proposed scheme for content-based indexing that was executed 
for the system. It surveys the existing methods of bridging the semantic gap using 
advanced search settings and iterative searching. It also reviews the existing 
proposals for content-based indexing and introduces a new scheme. Performance 
evaluation was the most vital part of the system. The main evaluation was performed 
on the precision and recall of the system.  
 
f) Chapter 6: Conclusion and Future Research 
Chapter 6 summarizes the entire project and offers a comprehensive discussion of the 
objectives that were realized in the project as well as those that were not realized. In 
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addition, for future implementations and further improvements of content-based 
indexing of low-resolution documents were suggested. 
 
g) Appendix 
The appendix includes the table and information for running the project. 
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CHAPTER 2 
 
 
 
 State of The Art: Content-based Image Indexing 
 
 
“If you think you are worth what you know, you are very wrong.  Your knowledge 
today does not have much value beyond a couple of years.  Your value is what you 
can learn and how easily you can adapt to the changes this profession brings so often.”  
– Jose M. Aguilar 
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Abstract: 
 
Chapter 2 gives an overview of content-based image indexing and its current issues. 
Generally, it also defines the problems that have occurred and gives some 
understanding to the problems that have already been solved. On the other hand, this 
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chapter presents a comprehensive coverage on literature review regarding the 
solutions that have been addressed to solve a specific problem. This chapter also 
explains why a given solution has been selected over other solutions. 
 
 
2.1 Introduction 
 
In the literature, the term Content-Based Image Retrieval (CBIR) was used by Kato 
(1992) when describing his experiments on automatic retrieval of images stored in a 
database by use of colour and shape features. The use of CBIR differs from any 
classical information retrieval in the sense that image repositories are normally 
unstructured. This is because digital images consist of arrays of pixel intensities that 
have no inherent meaning (Eakins & Graham, 1999). Fundamentally, image 
databases differ from text databases, since the raw material for text databases are 
application words (stored in form of ASCII character strings) that are already 
logically structured (Santini & Jain, 1997). CBIR, which is also referred to as 
Content-based Visual Information Retrieval (CBVIR) and Query by Image Content 
(QBIC) is an (computer vision application) that is primarily used to offer solutions 
towards problem associate with image retrieval. In particular, the problem relates to 
searching for digital images found in large databases. ‘Content-based’ simply means 
that during a search, the actual image contents are analysed. In this context, the term 
‘content’ is used to refer to the shapes (Kekre et al., 2011), colours (Wang & Wu, 
2008); (Kekre, Mukherjee, Kakaiya, & Singh, 2010); textures (Shi Dong Cheng, Xu 
Lan, 2007); (Tamer Mehyar, 2012), (Zhang Dengsheng & Lu, 2004), or any 
information (Danzhou, Hua, & Vu, 2008), (Singh, 2012) which can be obtained from 
a given digital image itself. Without examining image content, it would be necessary 
for searches to depend on metadata such as keywords and captions, which can 
expensive or laborious to produce. 
 
In CBIR systems, the visual contents the database’s images are extracted and 
described by multi-dimensional feature vectors. The feature vectors of  the 
database’s images form a feature database. One widely-used model for a CBIR 
system is the vector space model as shown in Figure 2.1. In image retrieval vector 
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space model, both the user queries and database images are mapped into points that 
are found in the vector (feature) space. The point’s proximity in the vector space is 
considered to be an indication of similarity in the image. 
 
Most CBIR systems either fit to this model as a whole or employ significant parts of 
it. The idea behind the vector space model is to represent each image as a point or 
more generally, a collection of points, in a vector space. When a distance metric is 
defined for the vector space, the similarity scoring problem reduces to a geometric 
problem, e.g. finding points closest to the point that is the representation of a given 
example image. When the retrieval problem is reduced into vector space formulation, 
it becomes largely similar to the general CBIR problem, and conceptually same 
techniques can be applied as for example in text retrieval (Moens, 2001)(Sembok, 
2005). It is just the challenge to perform the reduction properly that makes image 
retrieval different from general information retrieval. 
 
The vector space model is, once again, a simplification of the CBIR problem. Still, 
there seems to be a large enough body of issues to be examined even within this 
framework. The following sections will mostly be based on the vector space model, 
but sometimes issues not fitting to the model will be also discussed. 
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Figure 2.1: Model for a CBIR system is the vector space model 
 
In order to be able to retrieve the required images, the users have to present the 
system with necessary sample figures (sketched) or images. The image retrieval 
system would then alter these samples into its feature vector’s internal representation. 
The distances or similarities that exist between the images found in the database and 
the sketch’s or query example’s feature vectors are then calculated and the retrieval 
process is carried out with the help of an indexing scheme. In particular, the indexing 
scheme plays an essential role of providing an efficient way through the image on the 
database can be searched. 
 
CBIR is gaining popularity simply because there is a rising need to search image 
databases, which are ever-growing size. Since precision and speed are imperative, it 
is important for us to come up with a system that would be used for image retrieval 
in effective and efficient manner. The arrival of multimedia technology and the fact 
that image and video collections are expanding rapidly on the Internet have attached 
research efforts significantly with an aim of providing tools that would be effective 
Query processing 
Distance comparison 
Image representation 
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for retrieving and managing of visual data. It is vital to bear in mind that the 
foundation of CBIR is the existence of an image content representation scheme. Thus, 
one can make use of CBIR in order for images to be retrieved from the database only 
by using visual cues. The descriptors of an image may be visual features like, shape, 
colour, texture or any other type of feature that describes the context of the image 
context. This study aims at designing and implementing an effective and reliable 
framework as far as image retrieval techniques are concerned for documents with 
low-resolution, using various visual features like shape and colour. When a query 
image is made available to the CBIR system, the image features are usually obtained 
from it and then compared to those that are found in the database using similarity 
measure as the foundation. 
 
2.2 Overview of CBIR 
 
The amount of digital images produced by educational, industrial, medical, scientific,  
and other applications that are made available to users increased significantly in the 
early 1990s because of advances in the new digital image sensor and the technologies. 
The challenges that were being experienced by text-based image retrieval started to 
become more serious. This made the fast expanding visual information efficiency 
management to be an urgent problem, which made it necessary for CBIR techniques 
to be established. In the year 1992, the National Science Foundation (NSF) of the US 
organised for a workshop (Jain, 1993) that focused on systems used for visual 
information management in order to identify new directions as far as image database 
management systems are re concerned. It was recognized widely that a more intuitive 
and efficient way of representing and indexing visual information would be based on 
properties, which are inherent in nature in the images themselves. Researchers from 
the human-computer interface, the communities of computer vision, information 
retrieval and database management were attracted to this particular field. Ever since, 
CBIR research has developed significantly. Since the year 1997, the volume of 
research publications relative to organisation, indexing, database management, user 
query and interaction and the techniques of visual information extraction, has 
increased enormously. On the same note, various commercial and academic retrieval 
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systems have been developed by hospitals, universities, companies and government 
organisations.  
 
The need for CBIR is to retrieve more appropriate images, together with many 
features that would ensure a better image retrieval accuracy. Image Conference and 
Labs of the Evaluation Forum (CLEF), International Conference on Document 
Analysis and Recognition (ICDAR) and Moving Picture Experts Group (MPEG) are 
among the organisations actively promoting CBIR through journals and conferences. 
 
 
 
Figure 2.2a: General CBIR System. 
 
‘Content-based’ in CBIR infers that during a search, the search uses image’s contents, 
instead of depending on human-inputted metadata like keywords or captions. In 
particular context, the term ‘Content’ is used to refer to texture, shapes and colours. 
Searches have depended on that the user provides, without the capacity to examine 
video content (Patel, 2012)(Chang et al., 2008). The similarities that exist between 
the visual features representation and the visual measurement are two vital concerns 
in CBIR. With a query image provided that has a single multiple object found in its 
this work’s mission would be to retrieve the same type of images found on the 
database based on the query features of the image. Figure 2.2 depicts (a) the CBIR 
system and (b) the multimedia archival and retrieval architecture. 
 
Extract 
Features 
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Similarity 
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Figure 2.2b: Multimedia archival and retrieval architecture  (Abdel-Mottaleb & 
Manor, 1998) 
 
2.3 Related Work 
 
On the issue of organizing images, humans have conventionally outperformed 
machines for many tasks. However, people made ambitious attempts over the past 
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decade to make machines learn to comprehend, annotate, and index images depicting 
various concepts, with much progress. Likewise, because of the rising demand for 
accurate and fast information retrieval access, the literature proposes many CBIR 
systems (R. Zhang & Zhang, 2003b). In spite of the fact that CBIR is most preferred 
in numerous applications, it experiences a few issues including matching the images, 
extracting features from the images, which capture the semantic and perceptual as 
well as semantic meanings and image segmentation in a database that has a query 
image that is based on the features that have been extracted. The issue of extensive 
scale image databases that have effective searching and indexing, is still unsolved for 
CBIR (Balafar, 2012); (Datta et al., 2008). 
 
Existing CBIR systems used for general purposes can be basically classified into 
three categories. They are categorized based on the approach used to extract the 
features of an image: histogram, the region-based search and colour layout (Behera et 
al., 2005)(Huiskes et al., 2005). These approaches have a common characteristic: the 
image objects are often represented as vectors of d numeric features and access them 
via the feature vectors and similarity measure. The feature vector dimensions of 
typical vector based descriptors are quite large. The high dimensionality of the 
feature vectors leads to high computational complexity in distance calculation for 
similarity retrieval, and inefficiency in indexing and search. However, colour 
histograms result in large feature vectors that suffer from high index and retrieval 
cost (Pabboju & Reddy, 2009). The number of bins in a typical colour histogram 
ranges from few tens to a few hundreds. To make the CBIR truly scalable to large 
size image databases, efficient multidimensional indexing techniques need to be 
explored (Lai, Visani, Boucher, & Ogier, 2012). 
 
Recently, various methods have been suggested to provide solutions to these 
problems. The techniques are basically categorised into three classes (1) the 
multidimensional indexing approach, (2) the filter-based approach, and (3) the 
dimensionality reduction (DR) approach (Snoek & Worring, 2005).  
 
Presentations recording technologies are currently becoming very much available. 
The trend as far as attendees to capturing pictures of slides that interest then during a 
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presentation is also gaining popularity. The images that the attendees capture will 
become more useful in knowledge management, research and academics if it can be 
linked to the presentation videos recorder during a presentation. Relative to this, 
there exists a system (Lai et al., 2012)(Behera et al 2008)(Erol, Hull, & Lee, 2002) 
that makes it possible for users to submit their presentation slide images that have 
been taken using consumer devices in the form of queries to various presentation 
videos that have been recorded, and retrieve the presenter’s audiovisual recording 
that talks about those presentation slides. Other issues apart from indexing issues also 
do exist, which include noisy, feature extraction of poor resolution, capture 
environment’s varying lighting conditions and complex backgrounds. These issues 
also need to be addressed in order to ensure better representation of image features. 
 
In a good number of areas of the government facilities, hospitals, academia and 
commerce, various digital images are being established. The majority of these 
collections are the product of diagrams, prints, paintings, drawings and digitising 
existing collections of analogue photographs. In most cases, the only way that was 
used for searching these collections was through browsing the digital image database 
or using keyword indexing. However, digital imaging database creates a way for 
content-based searching.  
 
In content-based searching, an image content is provided and similar images whose 
content matches with the provided content are retrieved. There are various ways of 
specifying the images to retrieve from a given database that contain images. One way 
is to browse database of one image after another until you find the image that you 
want to retrieve. Specifying the image based on image features like colour histogram 
or keywords extracted from the image is another way of specifying the image to be 
retrieved. In addition, providing a sketch or an image where features are of the same 
kind have to be extracted can be also used for specifying the image to retrieve.  
 
Various classes of features do exist that are used for the purpose of specifying 
queries. These features include, texture, spatial layout, faces, colour and shape. It is 
very easy to obtain colour features directly from the intensities of the pixel, e.g. 
colour histogram over a fixed subimage, over a segmented or over the whole image. 
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Despite the fact that it is not possible to trace a precise definition of texture, the 
notion of texture refers to the existence of a spatial pattern in general, which has 
some homogeneity properties. In specific, the homogeneity cannot exist because of 
the existence of one colour in the regions, but needs the interaction of different 
colours. A universal definition of what shape is either does not exist. Impressions of 
shape can be presented using intensity or colour patterns or colour by colour or 
intensity patterns, or texture, from which a geometrical representation can be derived. 
 
2.4 CBIR Systems 
 
Several CBIR systems have been suggested in recent years by researchers and the 
community for CBIR: 
 
a) Chabot by University of California, Berkeley, USA (Ogle & 
Stonebraker, 1995) 
b) Query by Image Content (QBIC) by IBM Almaden Research Center, 
San Jose, CA, USA (Flickher et al., 1995) 
c) Photobook by Vision and Modeling Group, MIT Media Laboratory, 
Cambridge, MA, USA  (Pentland & Picard, 1996) 
d) WebSEEk by Image and Advanced Television Lab, Columbia 
University, New York (Chang, 1997) 
e) Image Rover by Department of Computer Science, Boston University, 
MA (Sclaroff, Taycher, & Cascia, 1997)  
VIR Image Engine by VirageInc (Gupta, 1996)   
f) WebSeer by Department of Computer Science, University of Chicago, 
Illinois, USA (Swain & Frankel, 1996). 
g) VisualSEEk by Image and Advanced Television Lab, Columbia 
University, NY, USA (Smith, 1997)  
h) NETRA by Department of Electrical and Computer Engineering, 
University of California, Santa Barbara, USA (Manjunath & Ma, 
1997) 
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Chabot (Ogle & Stonebraker, 1995)(Antani, Kasturi, & Jain, 2002) is considered to 
be among the early systems. The system aimed at utilizing both image analysis and 
text based descriptions in the process of retrieving images from a large volume of 
photographs belonging to the California Department of Water Resources. The 
utilized an existing database’s text description of the collection, adding other kinds of 
textual information for querying like the picture location, the perspective of the photo 
and shooting date. For every image a colour histogram that has only a total 20 bins is 
usually computed. For the purpose of querying, the user is usually offered a list of 
search criteria like photographer, film format, location, shooting date, colours, 
Keywords and perspective). The images and their associated data are normally stored 
in the database known as POSTGRES, created at the University of California, 
Berkley. 
 
Image Rover (Sclaroff et al., 1997)(Chadha & Carolina, 2012), which is one of the 
image search engines used with the WWW. For querying purposes, the features used 
include text orientation and colour. Image colour histograms are normally computed 
in the CIE Luv colour space and every histogram quantises the colour space into 64 
bins. The calculation of texture direction distribution using is normally done using 
steerable pyramids. At each level of the pyramid, texture strength and direction for 
every pixel is calculated resulting in an orientation histogram, quantised to 16 bins. 
The user can begin a query session through specifying a collection of keywords that 
are related to the preferred images. From the collection of images displayed, the user 
can identify and mark more than images that are the same to what she/he is searching 
for. Apart from choosing relevant images, the user can choose not to select one or 
more query images before actually reiterating a new query. It should be noted that 
there is no limitation to the number of iterations required in providing the relevant 
feedback, nor in the quantity of the example images. For search algorithm and 
indexing purposes, an optimised kD tree is normally used in this structure, which 
makes use of approximation factor. The user can choose through the search accuracy 
button one of the three values for this approximation factor. 
 
The NETRA system (Manjunath & Ma, 1997) is made up of 2,500 images from the 
Corel photo gallery. The images were arranged in 25 images categories, with each 
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image category made up of 100 images. A user can select any of them and use it as 
the query image. It is imperative to note that all the database’s images have been  
segmented into regions that are homogeneous in nature. Of those regions, the 
features extracted include texture, spatial location, shape and colour. A user can click 
on any of the regions and choose one image attribute from the four image 
features/attribute. Rather than making use of an image example, it is also possible for 
one to directly specify the spatial location and colour. Based on training a collection 
of images, the RGB colour space is usually quantised, and represented using a colour 
codebook of 256 colours, the centroids of the quantisation cells. On the other side, 
the representation of texture is done using a feature vector that has the standard 
deviation and the normalised mean of a collection of Gabor wavelet transforms of the 
image. The foundation of the shape feature is curvature function of the contour 
centroid distance function, complex coordinate function. 
 
The Photobook system (Pentland & Picard, 1996) is simply a collection of interactive 
tools that are used searching and browsing digital images. The main idea behind 
these tools is semantics that are responsible for preserving images. The main reason 
for preserving the images is in order to see into it that an image is reduced to a 
relatively smaller collection of perceptually important coefficients. Photobook is 
made up of three main sub-books, which include texture, shape and appearance 
photobook that are responsible for extracting texture, shape and face respectively 
when making use of then system, a user can create a query that queries an image 
based on the corresponding feature of every sub-book. On the same note, a user can 
query an image using a combination of various mechanisms that have text-based 
descriptions. It would be noted that other CBIR systems enable users to query an 
image based on global shape, colour, texture, semantic content spatial relationship 
and colour layout of the regions of the image. Despite the fact that the systems offer 
various image querying features, none of them has the capabilities to combine 
qualitative spatial relation, colour region, global colour, shape, and colour sensation 
features . 
 
Query By Image Content (Flickher et al., 1995) was the first commercial system to 
be developed by Flickner. With this system, the colour features computed include a 
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256 dimensional RBG and the Munsell colour space histogram, the 3D average 
colour vector of the whole image in RBG or an object. The texture features made use 
of in this system are simply the modified versions of contrast, directional and 
coarseness features that were proposed by Tamura (H. Tamura, S. Mori, T. 
Yamawaki, 1978) . The shape features are made up of a collection of algebraic 
moment invariants, major axis orientation, circularity and shape area. The system 
makes it possible for users to query an image based on an existing image example, 
texture patterns and sketches constructed by the user. For texture patterns, a user may 
select textures or colours from a sampler. An image’s desired colour percentage is 
normally adjusted through moving the sliders. The system was among the first CBIR 
systems that made use of multidimensional indexing to in order to see into it that the 
system’s speed performance is enhanced.  
 
VIR Image Engine system (Gupta, 1996) is basically extensible framework as far as 
building CBIR systems is concerned. It offers a collection of general primitives like 
shape, texture, local and global colour. Beside these general primitives, it is possible 
to create primitives that are domain specific in nature, in the process of developing 
the system. In the process of defining the primitives that are domain specific in 
nature, the developer simply supplies functions that are used for computing the 
feature data of the primitives, from the raw image. The system offers a collection of 
Graphical User Interface (GUI) tools that are needed when developing a user 
interface. These tools include facilities to support various common image file 
formats, inclusion of keywords, weight adjustment for the purpose or re-querying, 
image query and insertion. It is vital to note that these GUI facilities were integrated 
into the CBIR system Sybase. The Illustra’s Visual Intelligence system and the 
AltaVista Photofinder are two Virage technology applications.  
 
VisualSEEk CBIR system (Smith, 1997) has the capabilities to support spatial 
location and colour features. During the process of populating the database, every 
image is normally decomposed automatically into regions that have equal dominant 
colours. The spatial and feature properties are retained for the preceding queries in 
every region. It should be noted that a query is responsible for finding those images 
that have the same organizations of the same regions. In order to initiate a query, a 
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user has to sketch various regions and then position and dimension them the existing 
grid. The user then selects a colour for every region. In addition, in the process of 
initiating a query, it is possible for a user to indicate the spatial relationships that 
exist between the regions, and/or the boundaries for size and location. After the 
system has returned the best matches’ thumbnail images, the user would then be 
allowed to search by examples with the help of the returned images.  It should be 
beared in mind that R-tree is used for the purpose of indexing the maximum 
bounding rectangles.  
 
The Excalibur Visual Retrieval Ware SDK (Software Developers Kit) (Excalibur 
Technologies, 1997) is one of the open CBIR systems. Excalibur Corp is responsible 
for distributing the system’s development environment. The SDK is toolkit that is 
usually used by a developer, which offers a collection of development tools that are 
used for building content-based image software. The development tools found in 
SDK includes reference documentation, sources code, sample programs, Tk/Tcl 
interpreter, Java, C++, C and three API’s. The toolkit is made up of various examples, 
whose primary purposes is to demonstrate what a developer can be able to build with 
the help of the SDK. Among other sample programs, one of the sample programs 
found in the SDK is the CST (colour, shape, texture) demo. This particular sample 
program makes it possible for queries by example that based on curvature and 
contrast in the image, texture attributes that measure the roughness and flow in the 
image, relative orientation and HSV (hue-saturation-value) colour histograms to be 
used. During the initial step, the user begins by defining the desired visual similarity 
through specifying the relative importance of the above attributes of the image. The 
user then selects one displayed images as an image query. The system has been made 
use of in the Image Surfer system that was used by search engines such as the 
Infoseek and Yahoo!. 
 
WebSEEk (Smith, 1997) is a CBIR system that was developed at Image and 
Advanced Television Lab, Columbia University, New York. The system makes 
colour and text-based queries with the help of videos and a catalogue of images 
obtained from the Internet. In order to initiate a query, a user has to enter a topic or 
select one from the available catalogue. The results that would be obtained from the 
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query may be used for organizing the result list through decreasing colour similarity 
to the selected item or for a colour query in the whole catalogue. When using the 
system, it is possible for a user to select negative and positive examples from the 
query’s result in order to be able to reformulate the query. 
 
Finally, WebSeer (Swain & Frankel, 1996) as one of the CBIR systems is a system 
developed at the Department of Computer Science, University of Chicago, Illinois 
(Yang, 2004). When making use of this system, the images obtained from the 
Internet are usually submitted to various colour tests in order for the photographs to 
be separated from the drawings. Some simple tests measure the ratio of the image 
dimensions,  the fraction of pixels which have one of the N most frequent colours for 
a given threshold N, the number of different colours in the image, the fraction of 
pixels with transition value greater than a threshold T and  the fraction of pixels with 
saturation level greater than a threshold T. for a test that is more elaborate, the test 
first creates the graphics’ average colour histogram, Hg, and one for photographs, Hp, 
using two large images sets. The user then gives some keywords that describe the 
desired images’ content, and specifies (optional) some image characteristics like file 
size, dimensions. The keywords also describe what the user is looking for drawings 
or photographs. In cases where a user is looking for people, the user will have to 
indicate the number of faces and the size of the portrait. In order to classify an image 
as graphics or photograph, the colour tests are usually combined with the help of 
various decision trees that have been constructed with the help of a training set of 
images that are hand-classified. 
 
 
2.5 Content-based Indexing: Previous Works 
 
This section presents a literature review of most of the significant works that address 
the issues related to meeting/lecture analysis and retrieval. 
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2.5.1  Meeting and Lectures Analysis and Retrieval 
 
Several research groups have studied the problem of analysing and indexing the 
multimodal information captured during meetings presentation/lectures (e.g. video, 
voice, whiteboard), which would allow searching and browsing at a later time point 
once the recording is completed. Analysis of the recorded multimodal meetings 
presentation/lectures materials takes place either during or after recording. The goal 
of the analysis for the captured multimedia streams is to add the structural 
information to the captured unstructured data. The structural information provides 
indices to access the captured multimodal information in a random manner. The 
robustness of user access to the captured data is highly dependent on the granularity 
and meaningfulness of the indexing during the analysis. 
 
Most of the multimodal meeting/lecture capturing, indexing, annotation and retrieval 
systems can be conceptually described by the framework illustrated in Figure 2.3. 
The existing research projects, which capture and analyse meetings 
presentation/lectures, can be classified into application-specific groups and are based 
on the target areas. Furthermore, the analysis and indexing approach of each 
application is carried out using the captured media streams, which could be further 
categorised as sensor-specific indexing. 
 
2.5.2  Classification Based on Application 
 
There are two categories into which the existing research projects for the analysis 
and recording of meetings can be classified based on their application. These include 
industrial and academic classification. 
 
This research examines the exclusive use of the retrieved visual content in the 
academic and industrial arena. In this setting, the information recording and analysis 
during meetings and lectures presentations is done on a visual display.  
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Figure 2.3: A simple model of a multimodal meeting/lecture capturing, indexing and 
annotation system. (R. Zhang & Zhang, 2003a) 
 
2.5.2.1  Academic Applications 
 
A cursory look at the academic application that has now transformed into e-learning 
platform indicates that many schools and teachers have adopted the use of computers 
(soft-copy material) for lectures as a new way of teaching in classrooms (Baptista-
nunes, Court, & Mcpherson, 2002)(Brotherton & Abowd, 2004), There is modern e-
library emerging in the academic setting, with examples such as, Georgia Technical 
that has adopted E-classes and projector presenter in University of Washington 
classes among others. Students capture the audio-visual lesson content flow from the 
instructor based on their course. It is this data from the subject and lecture obtained 
and stored in the repository, and in case need to refer arises, students go through 
captured audio and visual presentation slides material. One of the notable aspects of 
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