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Preámbulo
Este doumento es la segunda parte de los apuntes del urso de dotorado "Métodos
analítios y análisis de señal"del Máster Universitario en Tenologías y Sistemas de
Comuniaiones de la ETSIT-UPM.
El objetivo del urso es reforzar los reursos matemátios de los ingenieros de teleomu-
niaión para failitar la realizaión de la tesis dotoral.
En esta segunda parte se abordan algunos problemas que se formulan en espaios ve-
toriales de dimensión innita. Por ello se omienza llamando la atenión sobre las dife-
renias entre estos espaios y los de dimensión nita y proporionando una introduión
a los espaios de Hilbert separables, que son los espaios de dimensión innita on pro-
piedades más similares a las de los espaios de dimensión nita.
Después se aborde el análisis de señales mediante ondíulas, prinipalmente a través
del onepto de análisis multirresoluión, pero on referenia también a la transformada
ondiular ontinua.
Finalmente se proporiona una introduión al método de elementos nitos para la
resoluión numéria de euaiones en derivadas pariales.
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Capítulo 1
Introduión a los espaios de
dimensión innita
1.1. Estruturas importantes
En esta seión repasamos algunas estruturas matemátias onoidas.
Espaio métrio: (E, d), donde d : E × E → R+ veria
(a) d(u, u) = 0⇔ u = 0
(b) d(u, v) = d(v, u)
() d(u, w) ≤ d(u, v) + d(v, w) (desigualdad triangular)
Una isometría es una apliaión entre espaios métrios que preserva la distania.
Las isometrías son siempre inyetivas.
Si entre dos espaios métrios existe una isometría biyetiva, se die que son isométrios.
Conviene que la métria se omporte bien respeto de las operaiones de espaio veto-
rial. Por eso se preere que la métria derive de una norma.
Espaio normado: (V, ‖ · ‖), donde V es un espaio vetorial y se veria
1) ‖u+ v‖ ≤ ‖u‖+ ‖v‖
2) ‖αu‖ = |α|‖u‖
3) ‖x‖ = 0⇔ x = 0
Deniendo d(u, v) = ‖u− v‖ tenemos un espaio métrio.
Se veria
xn → x, yn → y ⇒ αxn + βyn → αx+ βy.
Dos normas ‖ · ‖1, ‖ · ‖2 son equivalentes si existen onstantes c1, c2 tales que para todo
vetor x
c1‖x‖1 ≤ ‖x‖2 ≤ c2‖x‖1.
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Es fáil demostrar que una norma p y la norma ∞ son equivalentes en Cn:
‖x‖pp =
n∑
k=1
|xk|p ≤ n ‖x‖p∞ ,
‖x‖p∞ ≤
n∑
k=1
|xk|p = ‖x‖p ,
luego
‖x‖∞ ≤ ‖x‖p ≤ n1/p ‖x‖∞ .
De heho se puede demostrar que en un espaio de dimensión nita dos normas uales-
quiera son equivalentes.
Espaio on produto interno: (V, 〈·, ·〉) tal que
1) 〈u, v〉 = 〈u, v〉
2) 〈αu+ βv, w〉 = α 〈u, w〉+ β 〈v, w〉
3) 〈u, u〉 = 0⇔ u = 0
Deniendo ‖u‖ =√〈u, u〉 tenemos un espaio normado.
Verian la desigualdad de Shwartz:
| 〈u, v〉 | ≤ ‖u‖ ‖v‖ ,
(on igualdad si y sólo si u y v son proporionales) y la igualdad del paralelogramo:
2
(‖x‖2 + ‖y‖2) = ‖x+ y‖2 + ‖x− y‖2 .
De heho, si un espaio normado veria esta igualdad, es un espaio on produto
interno on el produto esalar
〈x, y〉 = 1
4
(‖x+ y‖2 − ‖x− y‖2 + i ‖x+ iy‖2 − i ‖x− iy‖2) .
Esta fórmula se denomina identidad de polarizaión.
Una onseuenia es que las isometrías son las apliaiones que preservan el produto
esalar.
En un espaio on produto esalar se dene el onepto geométrio de ortogonalidad:
u ⊥ v ≡ 〈u, v〉 = 0,
u ⊥ S ≡ 〈u, v〉 = 0 ∀v ∈ S.
Si x ⊥ y, es inmediato omprobar el teorema de Pitágoras:
‖x+ y‖2 = ‖x‖2 + ‖y‖2 .
Dado un subonjunto S se dene su subespaio ortogonal S⊥ omo el subespaio vetorial
formado por los vetores ortogonales a todos los elementos de S.
1.2. Espaios normados importantes
Espaios lp (1 ≤ p <∞): Son los espaios de seuenias x = (xn)n∈N on
∑∞
n=1 |xn|p <
∞. En ellos se dene
‖x‖p =
( ∞∑
n=1
|xn|p
)1/p
Verian la desigualdad de Hölder:
x ∈ lp, y ∈ lq, 1
p
+
1
q
= 1⇒ ‖xy‖1 ≤ ‖x‖p ‖y‖q .
La desigualdad triangular también reibe en este aso el nombre de desigualdad de
Minkowski.
Espaio l2: La norma proede en este aso del produto esalar
〈x, y〉 =
∞∑
n=1
xny¯n.
Espaio l∞: Conjunto de las seuenias aotadas. En él se dene
‖x‖∞ = sup{|xn| : n ∈ N}
Espaios Lp(R) (1 ≤ p <∞): Funiones omplejas de variable real medibles tales que∫ ∞
−∞
|x(t)|p dt <∞,
onsiderando iguales dos funiones x e y que dieran en un onjunto de medida nula o,
lo que es lo mismo, tales que ∫ ∞
−∞
|x(t)− y(t)|p dt = 0.
Por tanto son lases de equivalenia de funiones, aunque se notan habitualmente omo
funiones.
Una lase de equivalenia no puede ontener dos funiones ontinuas.
Si f ∈ Lp(R), la expresión f(0) no tiene sentido salvo que la lase f ontenga una
funión ontinua y se interprete omo el valor de esta funión en este punto.
En este espaio se dene la norma
‖x‖p =
(∫ ∞
−∞
|x(t)|p dt
)1/p
.
Veria la desigualdad de Hölder:
x ∈ Lp(R), y ∈ Lq(R), 1
p
+
1
q
= 1⇒ ‖xy‖1 ≤ ‖x‖p ‖y‖q .
La desigualdad triangular también reibe en este aso el nombre de desigualdad de
Minkowski.
Espaio L2(R): La norma proede en este aso del produto esalar
〈x, y〉 =
∫ ∞
−∞
x(t)y¯(t) dt.
La transformaión de Fourier es una isometría de L2(R) en L2(R).
Espaio L∞(R): Funiones esenialmente aotadas, es deir, tales que
sup esen|x| <∞.
donde sup esenf es el ínmo de los α tales que f−1((α,∞]) tiene medida mayor que ero.
Se dene
‖x‖∞ = sup esen|x|.
Espaio Lp(T): Funiones omplejas de variable real de periodo 2π on la norma
‖x‖p =
(∫ 2π
0
|x(t)|p dt
)1/p
onsiderando iguales funiones que dieran en una funión de norma ero.
Espaio C[a, b]: Funiones ontinuas denidas en el intervalo [a, b]. Con la norma
‖x‖∞ = sup{|x(t)| : t ∈ [a, b]}.
1.3. Ejemplos de diultades que apareen en los es-
paios de dimensión innita
1.3.1. Convergenia de seuenias
Como hemos indiado anteriormente, en los espaios de dimensión nita todas las normas
son equivalentes, y de ahí se desprende que si una suesión de vetpres onverge a
un ierto vetor en una norma, también lo hae en ualquier otra, y no tenemos que
preouparnos de indiar en qué norma se veria la onvergenia.
Sin embargo, si onsideramos el espaio RN de las señales disretas x(n), n = 0, 1, ...,
las seuenias onvergentes dependen de la norma utilizada. Por ejemplo, la seuenia
xk(n) =
{
1/k 0 ≤ n < k
0 n ≥ k
onverge a ero en la norma ‖·‖∞ o en la norma ‖·‖2 , pero no en la norma ‖·‖1.
1.3.2. Bases
Podría pareer que las señales de la forma δk(n) = δ(n−k) forman una base del espaio
de las señales disretas, pero no es así: Cuando haemos on ellas ombinaiones lineales
sólo obtenemos el onjunto las seuenias que son ero a partir de ierta muestra (espaio
c00).
Para que sea base tenemos que redenir el onepto de base admitiendo sumas innitas:
∞∑
k=0
x(k)δk(n) = x(n),
Pero hay que denir qué entendemos por suma innita. Si en nuestro espaio de señales
tenemos denido el onepto de límite, la igualdad anterior se interpreta omo
N∑
k=0
x(k)δk(n)
N→∞−→ x(n).
1.3.3. Proyeiones ortogonales
En Rn dados un vetor v y un subespaio S, sabemos que existe un únio vetor de S
que es el más erano a v (proyeión ortogonal de v sobre S).
Para ver la diultad en dimensión innita, es aonsejable intentar haer lo mismo on
la seuenia v(n) = 1
n
y el subespaio S de las seuenias que son ero salvo en un
número nito de muestras.
1.4. Topología de espaios normados
1.4.1. Coneptos básios
- Bola abierta B(x, r): Puntos que distan de x menos que r.
- Un onjunto es abierto si ada punto es entro de una bola ontenida en el onjunto.
- Un punto del espaio es punto de aumulaión de un onjunto A si es límite de una
seuenia de elementos de A.
- Un onjunto C es errado si ontiene los límites de sus seuenias, es deir, sus puntos
de aumulaión o, equivalentemente, si su omplementario es abierto.
- Se dene la adherenia (losure) de un onjunto A, lA, omo el onjunto de los
puntos de aumulaión de A.
Dos asos importantes de onjuntos errados:
- En un espaio normado, los subespaios vetoriales de dimensión nita.
- En un espaio on produto interno, el subespaio vetorial S⊥ formado por los vetores
ortogonales a un onjunto ualquiera S (espaio ortogonal a S).
1.4.2. Continuidad
Una apliaión T entre espaios métrios es ontinua si
xn → x⇒ T (xn)→ T (x).
En un espaio normado la norma, la suma (x 7→ x + x0) y el produto por esalar
(x 7→ αx) son operaiones ontinuas.
En espaios onretos se denen riterios de onvergenia adiionales, omo la onver-
genia puntual (onvergenia de ada omponente) en lp, onvergenia en asi todo
punto en Lp(·).
La onvergenia en la norma ‖ · ‖∞ se denomina onvergenia uniforme.
1.4.3. Espaios separables
Un onjunto A ⊂ B es denso en B si ada bola de B ontiene algún elemento de A.
Equivale a que la adherenia de A sea B.
También equivale a que ada elemento de B se pueda aproximar arbitrariamente bien
por elementos de A.
Las funiones ontinuas y las funiones onstantes a trozos onstituyen onjuntos densos
en L2(R).
Los polinomios trigonométrios son densos en Lp(T), p > 1.
Un onjunto es separable si ontiene un subonjunto numerable denso.
1.4.4. Completitud
Una seuenia es de Cauhy si jado un ǫ > 0 arbitrario existe un m tal que dos
elementos posteriores a m ualesquiera distan entre sí menos que ǫ. Toda seuenia
onvergente es de Cauhy.
Si en un espaio métrio se da el reíproo, es deir, si toda seuenia de Cauhy es
onvergente, se die que el espaio es ompleto.
Intuitivamente: Un espaio ompleto es un espaio sin agujeros en el sentido de que
uando paree que nos aeramos a algo (mediante una seuenia de Cauhy) ese algo
(el límite de la seuenia) existe y es un punto del espaio.
Un espaio de Banah es un espaio normado ompleto.
Un espaio de Hilbert es un espaio on produto interno ompleto.
Los espaios lp, Lp(R) y Lp(T) son ompletos, luego son espaios de Banah.
Para p = 2 son espaios de Hilbert.
Los subonjuntos errados de un espaio ompleto son ompletos.
Dado un espaio métrio no ompleto E se dene su ompletaión F omo un espaio
métrio ompleto que inluye a E omo subonjunto denso.
Informalmente, se obtiene añadiendo a E los límites de sus seuenias de Cauhy (es
deir rellenando sus agujeros).
Todas las ompletaiones de un espaio métrio son esenialmente iguales (isométrias).
Ejemplos:
- R es la ompletaión de Q.
- Lp(R) es la ompletaión del onjunto de las funiones ontinuas on norma ‖·‖p nita.
Los subonjuntos errados de espaios métrios ompletos son ompletos.
1.4.5. Continuidad uniforme
Una apliaión T : (S, d) → (S ′, d′) es uniformemente ontinua si para ada ǫ > 0
existe un δ > 0 tal que para todo s1, s2 ∈ S
d(s1, s2) < δ ⇒ d(T (s1), T (s2)) < ǫ.
Las funiones omplejas de variable real ontinuas en un intervalo errado son unifor-
memente ontinuas.
Las apliaiones lineales ontinuas entre espaios normados son uniformemente onti-
nuas.
1.4.6. Conjuntos ompatos
Un subonjunto K de un espaio métrio es ompato si toda seuenia de elementos
de K ontiene una subseuenia onvergente a un elemento de K.
En el aso partiular de Rn los ompatos oiniden on los onjuntos errados y ao-
tados.
En un espaio métrio genério los ompatos oiniden on los onjuntos ompletos y
totalmente aotados, es deir, ubiertos, para ualquier ǫ, por un onjunto nito de bolas
de radio ǫ.
1.4.7. Apliaiones lineales entre espaios normados
Reordamos que una apliaión lineal entre dos espaios vetoriales es la que veria
f(αu + βv) = αf(u) + βf(v). En espaios de dimensión nita todas las apliaiones
lineales son ontinuas. En espaios normados de dimensión nita una apliaión lineal
f es ontinua si y sólo si es aotada, es deir, si toma valores aotados sobre la esfera
unidad {x : ‖x‖ = 1}.
Las apliaiones lineales ontinuas entre dos espaios normados onstituyen otro espaio
normado on la norma induida denida omo
‖L‖ = sup
{x:‖x‖=1}
‖Lx‖ .
1.5. Problemas
1.1. Demostrar que la equivalenia entre normas es una relaión de equivalenia (es deir,
que veria las propiedades reexiva, simétria y transitiva).
1.2. En RN (espaio de las seuenias disretas) onsideramos las normas
‖x‖p =
( ∞∑
n=1
|x(n)|p
)1/p
p ≥ 1,
‖x‖∞ = sup
n∈N
|x(n)|.
Además del riterio de onvergenia en norma, onsideramos también el riterio de
onvergenia puntual. Indiar para qué tipos de onvergenia se veria (xk)→ x en los
asos siguientes:
(a) xk(n) = δ(n− k), x(n) = 0 (δ(n) es la delta de Dira disreta).
(b) xk(n) =
1
k
χ{1,...,k}, x(n) = 0.
(χA(n) es la funión indiatriz del onjunto A, que toma el valor 1 si n ∈ A y 0 en aso
ontrario.)
1.3. Reordando que el subespaio generado por un onjunto de vetores {vi}i∈I es el
menor subespaio vetorial que los ontiene y está formado por todas las ombinaiones
lineales de la forma
α1vi1 + . . .+ αnvin , ik ∈ I, n ∈ N,
desribir uál es el subespaio de RN generado por las seuenias
δi(n) = δ(n− i), i ∈ N.
1.4. En RN onsideramos la seuenia x(n) = 1
n
y el subespaio c00 de las seuenias
que sólo toman valores no nulos en un onjunto nito de puntos. Hallar el elemento de
c00 más erano a x en la norma ‖·‖2 o demostrar que tal elemento no existe.
1.5. (a) Demostrar que la norma que hemos denido a partir del produto esalar efe-
tivamente lo es.
(b) Demostrar la desigualdad de Shwartz. Indiaión: Utilizar que 〈u+ tv, u+ tv〉 > 0
para todo u, v ∈ X , t ∈ C.
() Demostrar el teorema de Pitágoras y la igualdad del paralelogramo.
1.6. Indiar a qué espaios Lp(R), p ∈ [1,∞], perteneen las siguientes funiones de CR:
(a) x(t) = 1
t
χ[1,∞).
(b) x(t) = 1√
t
χ(0,1].
() x(t) = ma´x{−1,mı´n{1, 1/t}}.
1.7. Indiar para qué tipos de onvergenia se veria (xk)→ x en los asos siguientes:
(a) En R[0,1]: xk(t) = t
k
, x(t) = χ{1}(t).
(b) En RR: xk(t) =
1
k
χ[1,k](t), x(t) = 0.
1.8. Dada la suesión de funiones xk(t) = k
2/3χ[0,1/k](t)
(a) Obtener el límite en L1(R).
(b) Demostrar que no tiene límite en L2(R).
1.9. (a) ¾Qué relaión de inlusión existe entre l1 y l2?
(b) ¾Qué relaión de inlusión existe entre L1([a, b]) y L2([a, b])?
() Demostrar que no existe relaión de inlusión entre L1(R) y L2(R).
1.10. (a) Demostrar que en lp, p ∈ [1,∞] la onvergenia en la norma implia onver-
genia puntual.
(b) Poner un ejemplo de seuenia en l1 que onverja puntualmente a ero pero que no
lo haga en la norma.
1.11. Consideramos el espaio l2.
(a) Demostrar que el onjunto c00 de las seuenias on un número nito de valores no
nulos no es abierto ni errado.
(b) Demostrar que los onjuntos cN = {x(n) : x(n) = 0 si n > N} son errados pero no
son abiertos.
() Demostrar que si x ∈ l2, x = l´ımN→∞
∑N
n=1 x(n)δk, donde δk(n) = δ(n− k).
1.12. Demostrar que en L2(R) la onvergenia en norma no implia onvergenia pun-
tual.
1.13. Demostrar que en L2(R) el subespaio L2(R) ∩ C(R) no es errado.
1.14. (a) Demostrar que para ualquier subonjunto S del EPI X , su onjunto ortogonal
S⊥ es un subespaio vetorial errado.
(b) Demostrar que
(b.1) A ⊂ B ⇒ B⊥ ⊂ A⊥.
(b.2) A ⊂ A⊥⊥.
(b.3) A⊥ = A⊥⊥⊥.
1.15. Demostrar que si f = g en L2(R) (es deir, si ‖f − g‖2 = 0) y f y g son ontinuas,
entones f = g en sentido estrito.
1.16. (a) Demostrar que en la desigualdad de Shwartz sólo se alanza la igualdad si los
dos vetores son proporionales.
(b) Utilizar la desigualdad de Shwartz para justiar el onoido resultado de teoría de
la señal onoido omo ltro adaptado.
1.17. (a) Demostrar que la norma de la apliaión lineal entre los espaios (Rn, ‖·‖2) y
(Rm, ‖·‖2) dada por la matriz A es el mayor de los valores singulares de A. Indiaión:
Utilizar la desomposiión en valores singulares de A y el heho de que las matries
ortogonales preservan la norma eulídea.
(b) Dar una expresión de la norma de la misma apliaión si en ambos espaios onsi-
deramos la norma ‖·‖∞ en lugar de la norma eulídea.
1.18. Demostrar que, dado x0 ∈ l2, la apliaión lineal de l2 en l2
x 7→ 〈x0, x〉
es ontinua y alular su norma.
1.19. (La onvoluión omo apliaión lineal)
Dada h ∈ l1 (onjunto de seuenias x(n), n = 0, 1, ... tales que ∑∞n=0 |x(n)| < ∞,
onsiderar la apliaión lineal de l∞ (onjunto de seuenias x(n), n = 0, 1, ... aotadas)
en l∞ dada por
x 7→ x ∗ h : (x ∗ h)(n) =
n∑
m=0
x(m)h(n−m).
(a) Demostrar que esta apliaión está bien denida (es deir, la imagen de ualquier
seuenia aotada es una seuenia aotada) y es ontinua. Calular su norma.
Indiaión: Tomando x aotada, obtener una ota de ‖x ∗ h‖∞.
(b) Demostrar que si
∑
n |h(n)| = ∞ la apliaión no es aotada (es deir, no está
aotada sobre la esfera unidad).
Indiaión: Calular (x ∗ h)(n0) para la entrada x(n) = h¯(n0−n)h(n0−n)χ{0,....,n0}(n).
() Comprobar que la misma apliaión, on ‖h‖1 <∞, está bien denida y es ontinua
omo apliaión entre los espaios lp. Obtener una ota superior de su norma.
1.20. Desonvoluión
(a) Demostrar que si H es una apliaión lineal entre espaios normados el onjunto
de soluiones de la euaión Hx = f es un onjunto afín y es un subespaio vetorial
si f = 0 (que se denomina núleo de H y se nota kerH). Espeiar el onjunto de
soluiones en términos de una soluión onreta x0 y de kerH .
(b) Dada la seuenia de duraión nita h ∈ c00 ⊂ RZ , que sólo toma valores no nulos
en n = −M + 1, ..., 0, onsideramos la apliaión H denida sobre CZ que asoia a la
seuenia x la seuenia y = Hx, denida por
y(n) =
∞∑
m=−∞
h(m)x(n−m) =
∞∑
m=−∞
x(m)h(n−m), n = 0, 1, . . .
Hallar kerH para h = δ(n) + αδ(n+ 1).
Indiaión: Suponer para x ∈ kerH un valor arbitrario de x(0) y despejar suesivamen-
te en funión de éste valor x(1), x(2), . . ., x(−1), x(−2), . . .. ¾Cuál es la dimensión de
kerH?
() Hallar kerH y su dimensión si h = δ(n)+αδ(n−1)+βδ(n−2). ¾Cuál es la dimensión
de kerH si h(n) es distinta de ero exatamente en n = 0, ...,M − 1?
(d) ¾Tiene siempre soluión la euaión Hx = f para h = δ(n) + αδ(n− 1)?
Indiaión: Utilizando la transformada Z, hallar una ondiión que debe umplir f nee-
sariamente para que exista soluión (tiene forma de suma innita). ¾Cuántas ondiiones
de este tipo tendremos, de forma genéria, si h(n) es distinta de ero exatamente en
n = 0, 1, . . . ,M − 1?
Capítulo 2
Introduión a los espaios de Hilbert
2.1. Introduión
En este apítulo presentamos los espaios vetoriales on produto interno (EPI) de di-
mensión innita on los que vamos a trabajar, que son los espaios de Hilbert separables.
Para ampliar detalles se puede onsultar [7℄.
Como vemos a ontinuaión algunas propiedades de los EPIs de dimensión innita di-
eren muho de las de los de dimensión nita. Sin embargo otras se mantienen puesto
que en sus demostraiones no se hizo uso de la dimensionalidad del espaio:
(1) Desigualdad triangular: ‖x+ y‖ ≤ ‖x‖ + ‖y‖.
(2) Desigualdad de auhy-Shwartz: | 〈x, y〉 | ≤ ‖x‖ ‖y‖.
(3) Teorema de Pitagoras.
(4) Identidad del paralelogramo.
(5) Identidad de polarizaión.
2.2. El espaio l2
Nuestro modelo del tipo de EPI de dimensión innita que nos interesa es el espaio de
las seuenias de energía nita
l2 = {x : N→ C :
∞∑
n=1
|x(n)|2 <∞}
en el que las operaiones suma, produto por esalar y produto esalar se denen omo
abe esperar, y es fáil omprobar que quedan así bien denidas (ejeriio). Claramente
es un espaio vetorial de dimensión innita.
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Podría pensarse que la familia de seuenias (δk)k∈N denidas por
δk(n) =
{
1 si k = n
0 en los demás asos
onstituye una base de l2. Sin embargo, mediante ombinaiones lineales de estas se-
uenias sólo podemos generar el subonjunto de l2 orrespondiente a las seuenias que
a partir de ierto punto toman el valor ero (espaio c00). Pero el onjunto de las (δk)k∈N
sí disfruta de una propiedad que lo aera muho a ser base. Se trata de que toda x ∈ l2
se puede esribir omo
x =
∞∑
k=1
x(k)δk,
es deir,
l´ım
N→∞
∥∥∥∥∥x−
N∑
k=1
x(k)δk
∥∥∥∥∥ = 0.
Obsérvese que las (δk)k∈N son un sistema ortonormal y que
x(k) = 〈x, δk〉 .
Un sistema ortonormal numerable on esta propiedad se denomina base de Hilbert nu-
merable.
2.3. Espaios de Hilbert separables
Para dar la deniión de espaio de Hilbert neesitamos reordar un par de oneptos
de topología de espaios métrios.
Una seuenia (xn)n∈N de elementos de un espaio métrio es onvergente si tiene límite,
es deir, si existe un elemento a del espaio tal que para todo ǫ > 0 existe un N tal que
todos los elementos de (xn) posteriores a N distan de a menos que ǫ.
Una seuenia de elementos de un espaio métrio es una seuenia de Cauhy si para
todo ǫ > 0 existe un N tal que dos elementos posteriores a N ualesquiera distan entre
sí menos que ǫ. Toda seuenia onvergente es de Cauhy, pero el reíproo no es ierto
en general.
Un espaio métrio es ompleto si toda seuenia de Cauhy es onvergente.
Un espaio de Hilbert es un EPI en el que la métria asoiada al produto esalar lo hae
un espaio métrio ompleto. Un onepto más general es el de espaio de Banah, que
es un espaio on una norma que lo dota de una métria ompleta. Un espaio de Banah
es por tanto un espaio de Hilbert si su norma veria la identidad del paralelogramo.
Ejemplos típios son:
(a) El espaio l2 es espaio de Hilbert (ver (A.0.1)).
(b) El espaio de las funiones ontinuas de R en C tales que
∫∞
−∞ |f |2 < ∞ on el
produto esalar 〈f, g〉 = ∫∞−∞ f g¯ no es ompleto.
A nosotros nos interesarán exlusivamente los espaios de Hilbert que tengan bases de
Hilbert numerables, es deir, onjuntos ortonormales numerables (fk)k∈N tales que para
todo vetor x
l´ım
N→∞
∥∥∥∥∥x−
N∑
k=1
〈x, fk〉 fk
∥∥∥∥∥ = 0.
Los EPIs on bases de Hilbert numerables se pueden araterizar mediante una pro-
piedad topológia más básia. Los EPIs que tienen bases de Hilbert numerables son
exatamente los separables, es deir, los que ontienen un onjunto numerable denso (tal
que ualquier bola ontiene algún elemento del onjunto) (ver (A.0.2)). Por ello los es-
paios de Hilbert on base numerable se suelen denominar espaios de Hilbert separables
(EHS).
La demostraión de la equivalenia entre ser separable y tener una base de Hilbert
numerable se basa en que, por una parte, si un EPI ontiene un onjunto numerable
denso {fn}, podemos onstruir una base de Hilbert numerable a partir de este onjunto
mediante ortogonalizaión de Gram-Shmidt. Reíproamente, si un EPI tiene una base
de Hilbert numerable las ombinaiones lineales nitas on oeientes raionales de
elementos de la base onstituyen un onjunto numerable denso.
Todos los EHSs de dimensión innita son isomorfos a l2. En efeto, si E es un espaio
de Hilbert y (fk)k∈N una base numerable de E, la apliaión φ denida por
x 7→ φ(x) = (xk)k∈N, xk = 〈x, fk〉
es un isomorsmo entre E y l2 (ver (A.0.3)).
Una onseuenia prátia es que podemos haer uentas en oordenadas de forma
similar a omo las haemos en dimensión nita. Conretamente,
x =
∞∑
k=1
αkxk, y =
∞∑
k=1
βkxk ⇒ 〈x, y〉 =
∞∑
k=1
αkβk.
2.4. Caraterizaión de bases de Hilbert
Un sistema ortonormal (fk)k∈N hemos diho que es base si para todo x del espaio
l´ım
N→∞
∥∥∥∥∥x−
N∑
k=1
〈x, fk〉 fk
∥∥∥∥∥ = 0.
Pero usando el teorema de Pitágoras tenemos que
‖x‖2 =
∥∥∥∥∥x−
N∑
k=1
〈x, fk〉 fk +
N∑
k=1
〈x, fk〉 fk
∥∥∥∥∥
2
=
∥∥∥∥∥x−
N∑
k=1
〈x, fk〉 fk
∥∥∥∥∥
2
+
∥∥∥∥∥
N∑
k=1
〈x, fk〉 fk
∥∥∥∥∥
2
.
Por tanto (fk)k∈N será base si y sólo si
l´ım
N→∞
∥∥∥∥∥
N∑
k=1
〈x, fk〉 fk
∥∥∥∥∥
2
=
∞∑
k=1
| 〈x, fk〉 |2 = ‖x‖2 .
De aquí se desprende también que (fk)k∈N es base si y sólo si el únio vetor ortogonal
a todos los fk es el ero. En efeto, si (fk)k∈N es base y | 〈x, fk〉 | es ero para todo k, la
igualdad anterior nos india que ‖x‖ = 0. Y si (fk)k∈N no es base habrá algún x para el
que
∑∞
k=1 | 〈x, fk〉 |2 < ‖x‖2. Entones x−
∑∞
k=1 〈x, fk〉 fk es ortogonal a todos los fk y
su norma al uadrado es ‖x‖2 −∑∞k=1 | 〈x, fk〉 |2 > 0.
2.5. Subespaios errados y proyeiones ortogonales
2.5.1. Subespaios de espaios de Hilbert
Un subespaio ualquiera de un espaio de Hilbert no es neesariamente un espaio de
Hilbert porque no es neesariamente ompleto (p. ej., el onjunto c00 de las seuenias
que son ero a partir de un ierto n son un subespaio de l2 que no es ompleto).
Sin embargo un subespaio errado de un espaio de Hilbert sí es un espaio de Hilbert.
Reordamos que un onjunto errado en un espaio métrio es un onjunto que ontiene
los límites de sus seuenias onvergentes. Un subonjunto errado de un espaio métrio
ompleto es ompleto (ver (A.0.5)).
Por otra parte no es difíil demostrar que los subonjuntos de un espaio métrio sepa-
rable son también separables (ver (A.0.6)). En onseuenia, los subespaios errados
de un EHS son también EHSs. Pueden ser de dimensión nita o de dimensión innita.
Si V es un subespaio errado de dimensión innita y (bn) es una base de Hilbert de V ,
los elementos de V serán los vetores de la forma
∞∑
n=1
xnbn, donde
∞∑
n=1
|xn|2 <∞.
En un EPI hay que distinguir entre el subespaio generado por un onjunto de vetores y
el subespaio errado generado por un onjunto de vetores, que es el menor subespaio
errado que los ontiene. En el aso de dimensión nita ambos oneptos oiniden, pero
no en dimensión innita. En partiular, si (fn) es un onjunto ortonormal numerable
de un espaio de Hilbert, el subespaio generado por él es el onjunto de ombinaiones
lineales (nitas) de sus elementos, mientras que el subespaio errado generado por él es
el onjunto de las ombinaiones lineales innitas on oeientes uya suma de módulos
al uadrado sea nita.
2.5.2. Proyeiones ortogonales
El Teorema de la Proyeión Ortogonal que onoemos para EPIs de dimensión nita
también es ierto para EHSs si onsideramos subespaios errados, es deir, si S es un
subespaio errado del EHS E, dado x ∈ E existe un únio y = PS(x) ∈ C que minimiza
la distania ‖x − y‖ y que es también el únio elemento de S que para el que x − y es
ortogonal a todos los elementos de S.
Ahora la fórmula de la proyeión ortogonal sobre un subespaio errado S on base de
Hilbert (yn) es
PS(x) =
∞∑
n=1
〈x, yn〉 yn.
Sin embargo el resultado no es ierto para subespaios que no sean errados (ejeriio).
2.5.3. Complementos ortogonales
Reordamos que el onjunto ortogonal de un subonjunto F de un EPI E es el onjunto
F⊥ de los vetores que son ortogonales a todos los de F . Tienen las siguientes propie-
dades, de las uales las dos primeras son inmediatas:
(1) F ⊂ G⇒ G⊥ ⊂ F⊥,
(2) F ⊂ F⊥⊥,
(3) El ortogonal de ualquier onjunto es un subespaio errado (ver (A.0.7)).
(4) Si F es espaio de Hilbert, F⊥⊥ = F¯ , donde F¯ es la adherenia de F , es deir, la
interseión de todos los errados que ontienen a F (ver (A.0.8)).
SiM es un errado de un espaio de Hilbert, omoM⊥ es también errado, existirán las
proyeiones ortogonales sobre los dos onjuntos. Estas proyeiones están relaionadas
por
PM⊥(x) = x− PMx. (2.1)
En efeto, x− (x− PM(x)) = PM(x) está en M = M⊥⊥.
2.6. Algunos espaios de Hilbert importantes
2.6.1. Señales periódias
El onjunto L2(T) es el de las señales omplejas de variable real periódias de periodo
2π integrables en un periodo y tales que
‖f‖2 =
∫ 2π
0
|f(t)|2dt
es nita. Consideramos iguales dos señales si la norma de su diferenia es ero. En él se
onsidera el produto interno
〈f, g〉 =
∫ 2π
0
f(t)g¯(t)dt.
Un resultado fundamental de Análisis de Fourier es que una base ortonormal de L2(T)
viene dada por el onjunto
ψn(t) =
1√
2π
ejnt, n ∈ Z. (2.2)
Por tanto ualquier x de L2(T) y, en partiular, ualquier funión ontinua periódia de
periodo 2π, se puede poner omo
x =
∑
n∈Z
anψn, an = 〈x, ψn〉
donde la igualdad se debe interpretar en el sentido de la norma que estamos onsideran-
do, es deir, la parte dereha onverge en energía a algún elemento de L2(T) equivalente
a x. Esta es la fórmula del desarrollo en serie de Fourier (DSF) de una señal periódia.
Pero esto no signia que, dado un t ualquiera,
N∑
n=−N
〈x, ψn〉ψn(t)
onverja a x(t) uando N tiende a innito. De heho existen funiones ontinuas para las
que la serie no onverge en iertos puntos. Sin embargo, ualquier funión ontinua perió-
dia f se puede aproximar mediante un polinomio trigonométrio p(t) =
∑N
n=−N cne
jnt
on un error
‖f − p‖∞ = sup
t∈[0,2π)
|f(t)− p(t)|
tan pequeño omo se desee. En otras palabras, el onjunto de los polinomios trigono-
métrios es denso en el onjunto de las funiones ontinuas periódias on la norma
‖·‖∞.
El DSF es una isometría biyetiva entre L2(T) y el espaio de Hilbert
l2(Z) =
{
x : Z→ C :
∑
n∈Z
|x(n)|2 <∞
}
,
totalmente análogo a l2. Dada una seuenia x(n) de l2(Z), la señal periódia uyo DSF
es x(−n) es la transformada de Fourier de la seuenia (TFS).
Aunque en este urso nos movemos básiamente en espaios de Hilbert omo L2(T) y
l2(Z), el análisis de Fourier se esapa de estos espaios. De heho el DSF de señales
periódias está denido para señales de L1(T), es deir, el espaio análogo a L2(T) pero
en el que se onsidera la norma denida por ‖f‖1 =
∫ 2π
0
|f |.
El espaio L1(T) es más amplio que L2(T), al que engloba. Las seuenias de los oe-
ientes del DSF de las funiones de L1(T) forman un subespaio dentro del espaio
c0(Z), que es el espaio de las biseuenias uyos valores tienden a ero para n→ ∞ y
n→ −∞. La TFS está por tanto denida para todas las seuenias de este subespaio
de c0(Z), más amplio que l2(Z).
Dadas dos seuenias x(n) e y(n) de l2(Z) su onvoluión z(n) = x(n) ∗ y(n) no tiene
por qué perteneer a l2(Z). Sin embargo [3, p. 265℄, z(n) tiene TFS y ésta es igual al
produto de las TFS de x(n) y de y(n).
2.6.2. Señales de energía nita
Aunque muhos fenómenos de la físia y la ingeniería se pueden desribir mediante
funiones ontinuas, el onjunto C(R) de las funiones ontinuas de R en C on módulo
al uadrado de integral nita no es satisfatorio omo espaio de trabajo porque, omo
es fáil omprobar, no es ompleto.
El espaio ompleto más pequeño que lo ontiene es el onjunto L2(R). Este onjunto se
obtiene partiendo del onjunto de todas las funiones integrables (es deir, on integral
de Lebesgue (ver apéndie B)) on módulo al uadrado de integral nita (funiones de
uadrado integrable), pero onsiderando iguales dos funiones si su diferenia es una
funión de norma nula (para que se verique la propiedad del produto esalar 〈x, x〉 =
0⇔ x = 0). Además, el espaio L2(R) así obtenido admite bases de Hilbert numerables.
En efeto, el onjunto
ψn,m(t) = e
jntχ[2πm,2π(m+1))
es base numerable omo onseuenia de que {ejnt} lo es de L2(T).
Más adelante veremos ómo obtener bases de Hilbert numerables de L2(R) a base de
ondíulas.
L2(R) es formalmente un onjunto de lases de equivalenia de funiones, y en general no
tiene sentido hablar del valor de un elemento x de L2(R) en un t0 dado (esta disusión
sirve igualmente para L2(T)). Sin embargo, es fáil omprobar que si una lase de
equivalenia ontiene una funión ontinua, ésta es únia, y entones sí tiene sentido
x(t0) omo el valor en t0 de la únia representante ontinua de la lase representada
por x.
Es fáil omprobar que el onjunto de las funiones de L2(R) on soporte ompato (es
deir, que se anulan fuera de ierto intervalo aotado) es denso en L2(R). También se
demuestra es que el subespaio C2(R) de las funiones ontinuas on módulo al uadrado
integrable es denso en L2(R). Como el subonjunto C2,c(R) de C2(R) formado por las
funiones ontinuas on soporte ompato es denso en C2(R), resulta que C2,c(R) es
también denso en L2(R).
También nos resultará de interés el heho de que la transformaión de Fourier f 7→ fˆ ,
denida omo
fˆ(ω) =
1√
2π
∫ ∞
−∞
f(t)e−jωtdt
uando la integral existe, es una biyeión de L2(R) en L2(R) que preserva el produto
esalar.
2.6.3. Señales limitadas en banda
Las funiones de L2(R) uya transformada de Fourier es nula fuera del intervalo [−B,B]
son ontinuas (vistas omo lases de equivalenia: tienen una representante ontinua,
únia), luego podemos hablar de sus valores en instantes determinados.
Sus transformadas de Fourier, al estar limitadas a un intervalo, se pueden identiar
on elementos de L2(T), y por tanto tiene omo base los polinomios trigonométrios.
Como la transformaión de Fourier es una isometría de L2(R), podemos apliar la trans-
formaión inversa a los polinomios trigonométrios, on lo que obtenemos funiones sin.
El resultado es el teorema de muestreo (Cauhy, 1841):
x =
∑
n
x(nT ) sinc
(
t− nT
T
)
.
En este aso se demuestra además que hay onvergenia puntual [3, pág. 372℄.
2.7. Problemas
2.1. Demostrar que en un espaio métrio ompleto los onjuntos errados son ompletos.
Indiaión: Tomar una suesión de Cauhy de elementos del errado C y justiar por
qué tiene límite y por qué el límite está en C.
2.2. (a) Demostrar que el omplemento ortogonal del onjunto de las señales de L2(R)
que se anulan fuera del onjunto medible A ⊂ R son las que se anulan en A.
(b) Utilizando que la transformada de Fourier es una isometría de L2(R), obtener el
omplemento ortogonal del onjunto de señales uya transformada de Fourier se anula
fuera del onjunto medible B ⊂ R.
2.3. Demostrar que la interseión de dos onjuntos anes es un onjunto afín y que la
interseión de dos onjuntos onvexos es un onjunto onvexo.
2.4. Extender el Teorema de las proyeiones alternadas a onjunto anes. Indiaión:
Comprobar que (v +M1) ∩ (v +M2) = v + (M1 ∩M2). Demostrar que si V = v +M ,
on v ∈ V arbitrario, PV (x) = PM(x) + v − PM(v) y luego onsiderar los onjuntos
V1 = v+M1, V2 = v+M2, v ∈ V1∩V2, omprobando que (PV2PV1)n(x) = (PM2PM1)n(x)+
v − (PM2PM1)n(v).
2.5. Apliaión del Teorema de las proyeiones alternadas para onjuntos anes a la
interpolaión de señales limitadas en banda. En la transmisión de la señal x ∈ L2(R)
se ha perdido la informaión sobre los valores que toma la señal en el intervalo [t0, t1].
Se sabe que la señal es limitada en banda, de forma que su transformada de Fourier
X(ω) es nula para |ω| > B. En este problema se pretende justiar un algoritmo para
reuperaión aproximada de la informaión perdida hallando la señal de menor norma
(es deir, más erana a ero) de entre las andidatas a señal transmitida.
(a) Demostrar que el onjunto C1 de las señales que fuera del intervalo [t0, t1] toman los
mismos valores que la señal reibida x0 forman un onjunto afín errado.
(b) Demostrar que el onjunto C2 de las señales de banda limitada al intervalo de
freuenias [−B,B] son un subespaio vetorial errado.
() Desribir la proyeión ortogonal de una señal x(t) sobre el subespaio afín C1.
(d) Desribir la proyeión ortogonal de una señal x(t) sobre el subespaio vetorial C2
(indiaión: la transformaión de Fourier es una transformaión lineal que preserva la
energía salvo por un fator onstante, luego es equivalente minimizar una distania en
el dominio original o en el dominio transformado).
(e) Justiar la existenia de una únia señal de norma mínima en C1 ∩ C2.
(f) Espeiar un algoritmo para la obtenión de esta señal.
2.6. Utilizando que en un espaio de Hilbert separable ualquier onjunto ortonormal
se puede extender a una base ortonormal numerable, demostrar que los subespaios
de dimensión nita son errados. (Indiaión: Utilizar la propiedad que arateriza los
errados en términos del omplemento ortogonal de su omplemento ortogonal).
2.7. (a) Obtener una base ortonormal numerable del subespaio V0 de L
2(R) formado
por las señales que toman valores onstantes dentro de ada intervalo [n, n+ 1), n ∈ Z.
La base debe ser de la forma {φ0(t− n)}∞n=−∞, luego basta denir la funión φ0.
(b) Dar una fórmula de la proyeión ortogonal de una señal ualquiera x sobre V0.
() Generalizar el resultado del apartado (a) para obtener bases ortonormales numerables
de los espaios Vk de L
2(R), k ∈ Z, formados por las funiones onstantes en ada
intervalo de la forma [n2−k, (n + 1)2−k), n ∈ Z. ¾Qué relaión de inlusión existe entre
estos subespaios? Obtener la relaión entre las funiones φk que denen ada base y la
funión φ0.
(d) Dar una fórmula de la proyeión ortogonal de una señal de V1 sobre el espaio V0.
(e) Demostrar que si f ∈ L2(R) está en todos los Vk entones f = 0. Indiaión: Utilizar
que f está en un V−k, k > 0, para demostrar que
‖f‖2 ≥ (sup |f |)22k.
2.8. Consideramos las señales φ = χ[0,1), ψ = χ[0,1/2)−χ[1/2,1). Demostrar que φ se puede
poner omo
φ(t) =
∞∑
k=1
αk2
−k/2ψ(2−kt),
en el sentido de la onvergenia en L2(R), alulando los oeientes αk. Deduir
que la onvergenia en L2(R)
f(t) =
∞∑
k=1
fk(t)
no implia que ∫ ∞
−∞
f =
∞∑
k=1
∫ ∞
−∞
fk(t).
Indiaión: Desomponer φ(t) en ombinaión lineal de 2−1/2φ(t/2) y 2−1/2ψ(t/2), luego
desomponer de forma análoga 2−1/2φ(t/2) y así suesivamente. Observar ómo evoluio-
na la energía de las omponentes proporionales a 2−k/2φ(2−kt) que nos van quedando.
Un dibujo del proeso ayudará muho.
2.9. Demostraión del Teorema de las proyeiones iteradas. Consideramos dos subes-
paios ompletos M1, M2 en un EPI X .
(a) Demostrar que la proyeión ortogonal P sobre un subespaio ompleto M es un
operador autoadjunto, es deir
〈x, Py〉 = 〈Px, y〉 para todo x, y ∈ X.
(Indiaión: Demostrar que 〈x, Py〉 = 〈Px, Py〉 esribiendo x = Px+ (x− Px).)
(b) Demostrar que ualquier operador de proyeión veria ‖P‖ ≤ 1.
() Dados los subespaios ompletosM1,M2, notamos P1 = PM1 y denimos la seuenia
x0 = x, x1 = P1(x), x2 = P2(x1),
x2n+1 = P1(x2n), x2n+2 = P2(x2n+1), n = 1, 2, ...
Deduir de () que la seuenia de normas ‖xn‖ es onvergente.
() Demostrar utilizando (a) que
〈x2n, x2m〉 = 〈x2n−1, x2m+1〉
〈x2n+1, x2m+1〉 = 〈x2n, x2m+2〉
De aquí se dedue que
〈x2n, x2m〉 = 〈x2n−k, x2m+k〉
y, haiendo k = n−m, que
〈x2n, x2m〉 = ‖xn+m‖2 .
(d) Deduir de los resultados anteriores que (x2n) es una seuenia de Cauhy y que
tiene límite y.
(e) Demostrar que
‖x2n − x2n−1‖2 → 0,
‖x2n−1 − y‖ → 0.
Por tanto xn → y. Expliar por qué y ∈M1 ∩M2.
(f) Demostrar que y = PM1∩M2(x). Sabemos que ello es equivalente a que 〈x− y, z〉 = 0
para todo z ∈M1 ∩M2. Para demostrar esto, utilizar, demostrándolo previamente, que
〈x2n, z〉 = 〈x2n+1, z〉 y que 〈x2n+1, z〉 = 〈x2n+2, z〉 y deduir que 〈x, z〉 = 〈xn, z〉 para
todo n.
2.10. Demostrar que si (xi) es una seuenia ortonormal, para todo x se veria 〈x, xi〉 →
0.
Capítulo 3
Bases de ondíulas
3.1. Motivaión
En este apítulo estudiaremos métodos para obtener bases ortogonales de espaios de
señales ontinuas y disretas. El interés de disponer de distintas bases on distintas
propiedades surge de la multipliidad de apliaiones que tenemos que onsiderar:
1. Compresión Si queremos obtener una representaión eiente de una señal nos
interesará que la energía de ésta se onentre en unos poos oeientes, de forma
que en lugar de transmitir o almaenar todas las muestras de la señal nos limitemos
a haerlo on unos poos de los oeientes de la representaión.
2. Restauraión: Si tenemos una señal distorsinada por la adiión de ruido nos
interesará ontar on bases en las que algunos de sus elementos orrespondan
básiamente a la informaión mientras que otros orrespondan fundamentalmente
al ruido. De esta forma quedándonos on las primeras mejoramos la alidad de la
señal.
3. Análisis: En oasiones estamos interesados en extraer ierta informaión onreta
de la señal, omo por ejemplo los instantes de disontinuidad o la loalizaión de
pios de amplitud. En estos asos nos interesarán bases on señales bien loalizadas
en el espaio y adaptadas a los fenómenos que se desea detetar.
Las bases de óndíulas son bases (ortogonales o no) del espaio de las señales de energía
nita generadas a partir de una únia señal ψ mediante traslaiones y esalados, es deir,
de la forma
{2k/2ψ(2kt− n)}k,n∈Z.
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El interés de este tipo de bases se pone de maniesto uando las omparamos on la
base que nos proporiona el análisis de Fourier,{
1√
T
ej2πnt/TχkT,(k+1)T (t)
}
k,n∈Z
,
que son básiamente sinusoides enventanadas on una duraión ja T . La eleión de este
parámetro nos limita la apliaión de la base, porque un valor de T elevado proporiona
mala loalizaión de los fenómenos de alta freuenia mientras que un valor pequeño
diulta la deteión de los de baja freuenia. En el aso de las ondíulas esta alternativa
no se presenta, porque la base proporiona señales de larga duraión y freuenia baja
y señales de orta duraión y alta freuenia.
Otra ventaja de las ondíulas es que proporionan representaiones jerárquias de la
informaión: Dada la señal
x(t) =
∑
k,n∈Z
xk,nψ(2
kt− n),
si nos quedamos on las ondíulas on índie de esalado k ≤M tenemos una represen-
taión aproximada de la señal dada por
xM(t) =
∑
k≤M,n∈Z
xk,nψ(2
kt− n)
a la que podemos dar un tratamiento espeial (por ejemplo, transmitirla on mayor
proteión o haerlo en primer lugar). Además tenemos la relaión
xM+1(t) = xM(t) +
∑
n∈Z
xM,nψ(2
k+1t− n),
que nos india que mejorar la aproximaión a la señal es tan fáil omo añadir las
omponentes del nivel siguiente.
Finalmente, las bases de ondíulas proporionan indiretamente bases de espaios de
señales de tiempo disreto y que además se pueden implementar eientemente mediante
banos de ltros. El esquema más popular de este tipo es el que da lugar a la transformada
ondiular disreta (disrete wavelet transform (DWT)).
3.2. Análisis multirresoluión
3.2.1. Deniión
Un análisis multirresoluión (AMR) de L2(R) es una familia de subespaios errados
(Vk)k∈Z y una funión de esalado φ tales que para todo k:
1. Vk ⊂ Vk+1 (monotonía)
2.
⋃
k∈Z
Vk = L
2(R) (densidad)
3.
⋂
k∈Z
Vk = {0} (separaión)
4. f(t) ∈ Vk ⇔ f(2t) ∈ Vk+1 (esalado)
5. (φ(t− n))n∈Z es base ortonormal de V0. (base)
La propiedad 2 equivale, por la deniión de adherenia de un onjunto, a que ada
elemento de L2(R) se puede aproximar en norma tanto omo se quiera por un elemento
de alguno de los Vk. Esto es equivalente a que el únio vetor ortogonal a todos los Vk
es el vetor nulo (ver A.0.9).
3.2.2. Observaiones
1. Todo el análisis multirresoluión está determinado por la funión φ(t), puesto que Vk
es el subespaio errado generado por la familia ortonormal {2k/2φ(2kt− n)}n∈Z.
2. Como Vk ⊂ Vk+1, L2(R) = ∪j≥nVj y {0} = ∩j≤nVj para ualquier n.
3. La apliaión Vk → Vk+1 que asoia a f(t) la funión
√
2f(2t) es una isometría
biyetiva.
Por tanto {√2φ(2t− n)} es base ortonormal (b.o.) de V1 y, en general,
{2k/2φ(2kt− n)} es b.o. de Vk.
4. Como V0 ⊂ V1,
φ(t) =
∑
k
ck
√
2φ(2t− k), (3.1)
ck =
〈
φ(t),
√
2φ(2t− k)
〉
. (3.2)
5. Los ck verian
δ(n) = 〈φ(t), φ(t− n)〉 =
∑
m
cm+2nc¯m =
∑
m
cmc¯m+2n
y en partiular ∑
m
|cm|2 = 1.
3.2.3. Ejemplo: Análisis multirresoluión de Haar
Corresponde a φ = χ[0,1). Los espaios Vk son por tanto los de las señales de energía nita
que son onstantes en ada intervalo de la forma [2−kn, 2−k(n + 1)). Las propiedades
1, 4 y 5 son asi inmediatas. Para omprobar la propiedad 3 onsideramos la funión
f ∈ ∩n∈ZVn. Para ver que f = 0 partimos de que f ∈ Vk para esribir
‖f‖2 =
∑
i∈Z
|fi|22−k ≥ 2−k sup
i∈Z
|fi|2
donde fi es el valor de f en [2
−ki, 2−k(i + 1)). Despejando supi∈Z |fi|2 de la euaión
anterior y haiendo tender k a −∞ vemos que supi∈Z |fi|2 = 0, luego f = 0.
Para demostrar la propiedad 2 (densidad) vamos a omprobar primero que toda funión
ontinua f que se anule fuera de algún intervalo [a, b] se puede aproximar on un error
tan pequeño omo queramos por una señal de alguno de los Vk. Para ello nos basamos en
que toda funión ontinua en un intervalo errado es uniformemente ontinua, es deir,
dado ǫ > 0 existe δ > 0 tal que |x − x′| < δ ⇒ |f(x) − f(x′)| < ǫ. Por tanto, jado ǫ
siempre habrá un k tal que 2−k < δ tal que f toma en ada intervalo [2−ki, 2−k(i+ 1))
valores que dieren entre sí menos que ǫ, luego podemos aproximarla por una funión
g ∈ Vk que en ada intervalo tome un valor de los que toma f , y que por tanto diste de
f en ualquier punto omo máximo ǫ. Entones tendremos
‖f − g‖2 ≤ (b− a)ǫ2,
antidad que, en efeto, puede haerse tan pequeña omo deseemos. Uniendo este re-
sultado al heho de que ualquier funión de L2(R) se puede aproximar tanto omo se
quiera por una funión ontinua de energía nita, y a que ualquiera de estas funiones
se puede aproximar tanto omo se quiera por una funión ontinua que se anule fuera
de algún intervalo [a, b], tenemos que ualquier funión de L2(R) se puede aproximar
tanto omo se quiera por una funión de algún Vk.
3.3. Espaios Wn
Denimos W0 omo el omplemento ortogonal de V0 en V1 (existe por ser V0 errado).
V1 = ⊕
V0
W0
Si denimos los espaios Wk por las relaiones de esalado
g(t) ∈ Wk ⇔ g(2t) ∈ Wk+1,
ada Wk es el omplemento ortogonal de Vk en Vk+1. Es inmediato que los Wk son
subespaios ortogonales dos a dos.
Tenemos que
V0 =
∞⊕
n=1
W−n,
es deir, ada x ∈ V0 se puede esribir omo suma de elementos de los W−n (omo
estos espaios se ortan en el ero, la desomposiión además es únia). En efeto, dado
x ∈ V0, esribimos x = (PW−1(x) + PW−2(x) + . . .) + y. Entones y ⊥W−n, n = 1, 2, . . .,
luego y ∈ V−n y por tanto y ∈
⋂∞
n=1 V−n = {0} (por la propiedad de separaión).
V0 =
=
=
⊕
V−1
W−1
= · · ·
⊕
V−2 ⊕
W−3
W−2
V−3
Por otra parte
L2(R) = V0 ⊕
( ∞⊕
n=0
Wn
)
=
=
⊕
V2
W2
⊕
V1 ⊕
W0
V0
W1
· · ·
En efeto, dada x ∈ L2(R), esribimos x = (PV0(x) + PW0(x) + PW1(x) + . . .) + y.
Entones y ⊥ V0, y ⊥ Wn, n = 0, 1, . . ., luego y ⊥ Vn, y por tanto y ⊥
⋃∞
n=1 Vn, luego
y = 0 (propiedad de densidad).
Uniendo estos dos resultados tenemos que
L2(R) =
∞⊕
n=−∞
Wn.
3.4. Ondíula madre
Es una funión ψ tal que {ψ(t− n)}n∈Z es b.o. de W0.
Como onseuenia del resultado anterior y de las relaiones de esalado entre los Wk,
{2k/2ψ(2kt− n)}k,n∈Z es b.o. de L2(R).
Apliaión del análisis de Fourier
A la señal
g(t) =
∑
k
bk
√
2φ(2t− k) ∈ V1
podemos asoiarle su transformada de Fourier (TF)
gˆ(ω) =
1
2π
∫ ∞
−∞
g(t)e−jωt dt ∈ L2(R).
Esta orrespondenia es una isometría salvo por un fator onstante:〈
fˆ , gˆ
〉
= 2π 〈f, g〉 .
También podemos asoiarle la señal
mg(ω) =
∑
k
bk
1√
2
e−jkω ∈ L2(T),
que se paree muho a transformada de Fourier de seuenia (TFS) de sus oeientes
bk,
B(ω) =
∑
k
bke
−jkω =
√
2mg(ω),
orrespondenias ambas que también son isometrías salvo por un fator onstante.
Como onseuenia de la transformada de Fourier siguiente:
φ(2t− k) 7→ 1
2
e−jωk/2φˆ(ω/2),
y, de la ontinuidad de la transformaión de Fourier, tenemos la relaión
gˆ(ω) =
∑
k
bk
√
2
1
2
e−jωk/2φˆ(ω/2) = mg(ω/2)φˆ(ω/2), (3.3)
y, partiularizando para φ,
φˆ(ω) = mφ(ω/2)φˆ(ω/2). (3.4)
De aquí se desprende, en partiular, que si φˆ(0) 6= 0, mφ(0) = 1.
Propiedad fundamental de los oeientes ck
Como a φ(t) orresponden los oeientes (ck), a φ(t− n) orresponden los oeientes
(ck−2n). Por tanto la ortogonalidad entre estas señales para n ∈ Z \ {0} se tradue en la
de las seuenias orrespondientes, luego (ejeriio)
|C(ω)|2 + |C(ω + π)|2 = 1. (3.5)
Obtenión de ψ a partir de φ
Primero obtendremos las seuenias (dk) orrespondientes a señales deW0 ∈ V1, es deir,
señales de la forma ∑
k
dk
√
2φ(2t− k) ∈ V1
que además sean ortogonales a las φ(t− n).
Las seuenias (dk) que busamos son exatamente las que son ortogonales a todas la
seuenia (ck), orrespondiente a φ(t), y a las seuenias (ck−2n), que orresponden a las
señales φ(t− n).
Por tanto la TFS de (dk), D(ω), debe veriar
D(ω)C¯(ω) +D(ω + π)C¯(ω + π) = 0.
Viendo esta euaión omo la ortogonalidad de dos vetores de dimensión dos (para
ada ω) tenemos en asi todo punto
(D(ω), D(ω + π)) = α(ω)
(
C¯(ω + π),−C¯(ω))
es deir
D(ω) = α(ω)C¯(ω + π)
D(ω + π) = −α(ω)C¯(ω).
Veamos que α(ω) veria
α(ω + π) = −α(ω). (3.6)
En efeto, ombinando las euaiones anteriores tenemos
D(ω + π) = −α(ω)C¯(ω) = α(ω + π)C¯(ω),
D(ω) = α(ω + π)C¯(ω + π) = −α(ω)C¯(ω + π),
y omo C(ω) y C(ω + π) no pueden ser simultáneamente nulos, deduimos, de una
euaión o de la otra, la propiedad (3.6).
Por omodidad (o estétia) resultará preferible trabajar on una funión periódia, y de
periodo 2π. Para ello, primero denimos β˜(ω) = ei(ω+π)α(ω), que veria
β˜(ω + π) = ei(ω+π+π)α(ω + π) = β˜(ω)
(podíamos haber tomado igualmente β˜(ω) = eiωα(ω), pero de esta fórmula la fórmula
nal tendrá una forma algo más prátia.)
Por tanto
D(ω) = β˜(ω)e−i(ω+π)C¯(ω + π)
y deniendo
β(ω) = β˜(ω/2),
tenemos la funión periódia de periodo 2π en funión de la ual podemos esribir el
resultado.
D(ω) = β(2ω)e−i(ω+π)C¯(ω + π). (3.7)
Ahora la obtenión de
ψ(t) =
∑
k
dk
√
2φ(2t− n) (3.8)
depende exlusivamente de la eleión de la β adeuada. Pero es fáil omprobar que
una buena eleión es β(ω) = 1, es deir,
D(ω) = e−i(ω+π)C¯(ω + π), (3.9)
o, equivalentemente,
mψ(ω) = e
−i(ω+π)m¯φ(ω + π). (3.10)
En efeto,
La seuenia (dk) denida es ortogonal a sus versiones desplazadas un número par
de unidades, puesto que veria
|D(ω)|2 + |D(ω + π)|2 = |C(ω + π)|2 + |C(ω)|2 = 1.
Todas las funiones de W0 se pueden expresar omo ombinaión lineal de ver-
siones desplazadas de la señal resultante, tomando para ada una la funión β
orrespondiente. En efeto, dada x(t) ∈ W0,
x(t) =
∑
k
yk
√
2φ(2t− n), Y (ω) = β(2ω)D(ω).
Apliando la TFS inversa,
β(ω) =
∑
k
βke
−jωk,
Y (ω) =
(∑
k
βke
−jω2k
)
D(ω) =
∑
k
βk
(
e−jω2kD(ω)
)
⇒ yn =
∑
k
βkdn−2k.
Las oordenadas de x(t), (yn)n∈Z, son por tanto ombinaión lineal de las oorde-
nadas de las ψ(t− k), (dn−2k)n∈Z. En términos de las señales,
x(t) =
∑
k
βkψ(t− k).
La ondíula tiene por tanto transformada de Fourier
ψˆ(ω) = e−i(ω/2+π)m¯φ(ω/2 + π)φˆ(ω/2). (3.11)
Calulando la TFS inversa de D(ω) (3.9) en funión de la de C(ω) obtenemos
dk = c¯1−k(−1)k, (3.12)
luego
ψ(t) =
∑
k
c¯1−k(−1)k
√
2φ(2t− k). (3.13)
3.5. Obtenión de φ a partir de mφ
Veamos ómo los oeientes ck determinan la funión de esalado. Utilizando reitera-
damente la euaión (3.4),
φˆ(ω) = mφ(ω/2)φˆ(ω/2)
= mφ(ω/2)mφ(ω/4)φˆ(ω/4)
= φˆ(ω/2n)
n∏
k=1
mφ(ω/2
k)
Si φˆ es ontinua en 0 (lo que ourre por ejemplo, si φ es de soporte ompato, puesto
que entones φ es integrable, y las transformadas de Fourier de funiones integrables son
ontinuas [3, p. 290℄), tomando límites
φˆ(ω) = φˆ(0)
∞∏
k=1
mφ(ω/2
k). (3.14)
Una primera onseuenia de esta fórmula es que φˆ(0) es distinto de ero, luego mφ(0) =
1, y de (3.5) resultamφ(π) = 0, on lo que, por (3.11), ψˆ(0) = 0. Como fˆ(0) es la integral
de f , tenemos que la integral de la funión de esalado es no nula, mientras que la de la
ondíula es nula.
La fórmula (3.14) nos permite obtener φ por aproximaiones suesivas aluladas on
ordenador. Para ello, on el objetivo de no tener expresiones que dependan de φ observa-
mos que on ualquier fˆ ontinua en 0 tal que fˆ(0) = φˆ(0) también tenemos onvergenia
(el límite es el mismo):
gˆn(ω) ≡ fˆ(ω/2n)
n∏
k=1
mφ(ω/2
k)→ φˆ(ω).
Ahora, para que la expresión tenga la forma de produto de una TFS (funión de periodo
2π) por una TF, ambiamos ω/2n por ω:
gˆn(2
nω) = fˆ(ω)
n∏
k=1
mφ(2
n−kω)
︸ ︷︷ ︸
Hn(ω)
Apliando la TF inversa, tenemos
2−ngn(t/2n) =
∑
m
hn(k)f(t−mT ), (3.15)
donde hn(k) es la TFS inversa de Hn(ω). En la prátia, si tenemos mφ(ω) omo un
polinomio trigonométrio p(z)|z=ejω ,mφ(2ω) es el polinomio trigonométrio p(z2)|z=ejω , y
así suesivamente, así que el álulo de Hn se implementa omo el produto de suesivos
polinomios que vamos obteniendo de esta manera, y los hn(k) son simplemente los
oeientes del polinomio resultante.
3.6. Transformada ondiular disreta y banos de l-
tros
Dado un análisis multirresoluión, a una seuenia de energía nita x(n) podemos haer
orresponder la señal
xc(t) =
∑
n
x(n)
√
2φ(2t− n) ∈ V1.
Ésta puede desomponerse en sus proyeiones sobre W0, W−1, ..., W−N , V−N . Los
oeientes de estas proyeiones respeto de las bases estándar que tenemos para estos
subespaios onstituyen la transformada ondiular disreta (disrete wavelet transform
(DWT)) de la señal x(n).
La DWT transforma de una seuenia disreta es una familia de seuenias disretas
que, onjuntamente, orresponden a la misma tasa total de muestras por unidad de
tiempo.
La implementaión de esta transformaión se hae mediante la apliaión de suesivas
proyeiones: Primero se proyeta x(n) sobreW−1 y V−1, después se proyeta esta última
señal sobre W−2 y V−2, y así suesivamente.
Por tanto, las operaiones básias para la implementaión de la transformada direta y
la inversa son las operaiones de análisis y síntesis que desribimos a ontinuaión.
Consideramos un análisis multirresoluión on funión de esalado y ondíula que veri-
an
φ(t) =
∑
n
cn
√
2φ(2t− n),
ψ(t) =
∑
n
dn
√
2φ(2t− n).
Filtro de análisis
Vamos a proyetar x ∈ V1 ortogonalmente sobre V0 y W0.
Observamos que
φ(t) =
∑
n
cn
√
2φ(2t− n)⇒ φ(t−m) =
∑
n
cnφ(2t− 2m− n) =
∑
n
cn−2mφ(2t− n).
(3.16)
Denimos c˜n = c¯−n, d˜n = d¯−n.
La proyeión y = PV0(x) se esribe omo
y(t) =
∑
m
ymφ(t−m)
ym = 〈x(t), φ(t−m)〉 = 〈xn, cn−2m〉 = 〈xn, c˜2m−n〉 = ((xn) ∗ (c˜n)) (2m).
donde hemos usado la identidad
((an) ∗ (bn)) (k) =
∑
n
anbk−n =
∑
n
anb−(n−k) =
〈
an, b˜n−k
〉
.
Análogamente para W0: Si z = PW0(x),
z(t) =
∑
n
zmψ(t−m)
zm = 〈x(t), ψ(t−m)〉 = 〈xn, dn−2m〉 =
〈
xn, d˜2m−n
〉
=
(
(xn) ∗ (d˜n)
)
(2m).
(ver gura 3.6.)
Filtro de síntesis
Dada y ∈ V0
y(t) =
∑
m
ymφ(t−m) =
∑
n
xn
√
2φ(2t− n) (3.17)
queremos reuperar los xm a partir de los yn.
Sustituyendo (3.16) en (3.17),
y(t) =
∑
m
ym
∑
n
cn−2m
√
2φ(2t− n) =
∑
n
(∑
m
ymcn−2m
)√
2φ(2t− n)
luego
xn =
∑
m
yncn−2m.
Denimos yˆn = 0 si n es impar y yˆn = yn/2 si n es par. Tenemos
xn =
∑
m
yˆ2mcn−2m =
∑
k
yˆkcn−k = ((yˆn) ∗ (cn)) (n).
Haiendo lo mismo para una señal z de W0 onluimos que si yn y zn son, respetiva-
mente, los oeientes de las proyeiones de x sobre V0 y W0, los oeientes xn de x
se reuperan omo
xn = (yˆn) ∗ (cn) + (zˆn) ∗ (dn).
(ver gura 3.6.)
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Figura 3.1: Arriba: Banos de ltros de análisis y síntesis. Abajo: Bano de ltros de
síntesis para la implementaión de la transformaión ondiular disreta (DWT) de tres
niveles.
3.7. Construión de funiones de esalado on sopor-
te ompato
Es inmediato que si φ tiene soporte ompato, mφ es un polinomio trigonométrio. El
reíproo también es ierto [3, ejeriio 7.5.1, p. 445℄.
Por tanto enontrar una funión de esalado on soporte ompato es equivalente a
enontrar su polinomio trigonométrio asoiado mφ, del que podemos reuperar φ me-
diante (3.14).
Claramente, el polinomio andidato m debe veriar las ondiiones neesarias que o-
noemos:
|m(ω)|2 + |m(ω + π)|2 = 1 (3.18)
m(0) = 1. (3.19)
Se puede demostrar que basta añadir la ondiión adiional
m(ω) 6= 0 para todo ω ∈ [−π/2, π/2] (3.20)
para que m genere una funión de esalado que dé lugar a un análisis multirresoluión [3,
p. 444℄.
Los polinomios enontrados por Daubehies [2, ap. 6℄[10, p. 256℄[4, ap. 6℄ verian
estas ondiiones y además tienen N momentos nulos, es deir,∫ ∞
−∞
tkψ(t) dt = 0 para k = 0, ..., N − 1.
Esta propiedad se onsidera lave en la efetividad de estas ondíulas en muhas aplia-
iones (ompresión, eliminaión de ruido, deteión de singularidades). De heho, esta
propiedad asegura [2, p. 233℄ que si se anulan momentos de orden menor que M , los
oeientes orrespondientes a niveles altos (de muho detalle) del análisis multirreso-
luión se haen nulos exepto en los puntos en que la derivada de orden M de la señal
presente una disontinuidad.
Para imponer la propiedad de momentos nulos mediante el polinomio m utilizamos la
propiedad de la TF ∫ ∞
−∞
tkψ(t) dt = ikψˆ(k(0)
y la fórmula (3.11), que repetimos,
ψˆ(ω) = e−i(ω/2+π)m¯(ω/2 + π)φˆ(ω/2). (3.21)
Por tanto, si exigimos que el polinomio m(ω) tenga un ero de orden N en ω = π, φ
veriará la ondiión de momentos nulos. Esto es equivalente a que m fatorie omo
m(ω) =
(
1 + e−iω
2
)N
L(ω).
Para obtener m(ω) alulamos primero su módulo, para lo ual denimos
M(ω) ≡ |m(ω)|2 =
∣∣∣∣1 + e−iω2
∣∣∣∣2N︸ ︷︷ ︸
cos2N (ω/2)
|L(ω)|2︸ ︷︷ ︸
L(ω)
e imponemos (3.18). Antes observamos que omo L(ω) es el módulo al uadrado de un
polinomio trigonométrio on oeientes reales, se puede esribir omo polinomio en
cosω, y usando sen2(ω/2) = (1− cosω)/2 podemos esribir
L(ω) = P (sen2(ω/2))
para ierto polinomio P que vamos a determinar. Esribiendo y = sen2(ω/2), la ondi-
ión (3.18) queda
(1− y)NP (y) + yNP (1− y) = 1.
Se puede demostrar que P debe tener omo mínimo grado N − 1 y que existe un únio
polinomio P de este grado que veria esta ondiión y vale
P (y) ≡ PN(y) =
N−1∑
k=0
(
N − 1 + k
k
)
yk.
Sin embargo, los polinomios trigonométrios L(ω) que dan lugar a ada PN no son
únios, pero siempre existen y son únios si exigimos que tengan los eros dentro de la
irunferenia unidad.
Los polinomios m(ω) resultantes son polinomios de grado 2N − 1. Estos polinomios
verian también la ondiión (3.20), luego dan lugar a análisis multirresoluión. Para
N = 1 obtenemos el polinomio del AMR de Haar y para N = 2 tenemos un polinomio
de grado tres que da lugar a una ondíula ψ(t) onoida omo D2, tal que∫ ∞
−∞
ψ(t) dt = 0,
∫ ∞
−∞
t ψ(t) dt = 0.
Sus oeientes ck (3.12) asoiados son
c0 =
√
2
1 +
√
3
8
, c1 =
√
2
3 +
√
3
8
, c2 =
√
2
3−√3
8
, c3 =
√
2
1−√3
8
. (3.22)
Los polinomos suesivos dan lugar a funiones de esalado y ondíulas que van ganando
en regularidad: para el primero (Haar) estas funiones no son ontinuas, pero para el
segundo sí lo son y para el terero son además derivables.
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Figura 3.2: Funión de esalado para la ondíula de Daubehies.
3.8. Análisis multirresoluión de Riesz
Este onepto es una generalizaión del AMR que hemos estudiado en el que relajamos
la ondiión de que las {φ(t − n)} sean base ortonormal de V0. Las demostraiones se
pueden enontrar en [3, 7.7℄.
Una base de Shauder de un espaio de Banah es una familia numerable de vetores
(xn) on la propiedad de que para ada vetor x existe una seuenia únia de esalares
(an) tal que la suma
∞∑
n=1
anxn
onverge a x.
En la siguiente deniión haemos uso de la deniión de apliaión lineal entre espa-
ios normados aotada. Por tal entendemos una apliaión lineal aotada sobre la bola
unidad, es deir, tal que la imagen de la bola unidad está ontenida en una versión
esalada de la bola unidad del espaio de llegada. Esta ondiión es equivalente a la de
ontinuidad, por lo que se habla igualmente de apliaiones lineales ontinuas.
Dos bases de Shauder (xn) e (yn) se die que son equivalentes si verian las siguientes
ondiiones (equivalentes entre si):
(1) Para toda seuenia de esalares (an),
∑∞
n=1 anxn onverge si y sólo si
∑∞
n=1 anyn
onverge.
(2) Existe una apliaión lineal aotada T tal que Txn = yn para todo n.
Una base de Riesz de un espaio de Hilbert separable es una base de Shauder equivalente
a una base ortonormal. También adliten la siguiente araterizaión: (xn) es una base
de Riesz si es una base de Shauder y si existen dos esalares A y B tales que si
x =
∑∞
n=1 anxn,
A
∞∑
n=1
|an|2 ≤ ‖x‖2 ≤ B
∞∑
n=1
|an|2.
Un análisis multirresoluión de Riesz está denido por las propiedades (1)-(4) de 3.2 y
por (5') h(t− n) es base de Riesz de V0.
Para onvertir un AMR de Riesz en un AMR ordinario basta enontrar una base orto-
normal de V0 de la forma (φ(t− n)). La funión φ está dada (en el dominio de Fourier)
por
φˆ(ω) =
hˆ(ω)(∑∞
n=1 |hˆ(ω − n)|2
)1/2 .
Una indiaión intuitiva para obtener esta fórmula viene dada por la onoida propiedad
de que una señal φ es ortogonal a sus versiones desplazadas un número entero si y sólo
si
∑∞
n=1 |hˆ(ω − n)|2 es una onstante.
Un ejemplo de AMR de Riesz es el AMR de Franklin, dado por
h(t) = (1− |t− 1|)I[0,2].
donde IA(t) es la funión que vale 1 si t ∈ A y ero en los demás puntos [3, 7.8℄.
3.9. Frames
Una familia de vetores (xn) de un espaio de Hilbert es un frame si existen onstantes
A y B tales que
A ‖x‖2 ≤
∞∑
n=1
| 〈x, xn〉 |2 ≤ B ‖x‖2 .
Un frame es ajustado (tight) si A = B, y es exato (exat) si deja de ser un frame si se
le suprime un elemento.
Es evidente que una base ortonormal es un frame ajustado. Por otra parte, se demuestra
que los oneptos de base de Riesz y frame exato son equivalentes.
3.10. Problemas
3.1. Se onsideran los espaios Vk formados por las funiones de L
2(R) uya transformada
de Fourier se anula fuera del intervalo [−2kπ, 2kπ].
(a) Demostrar que veria las propiedades 1-4 de un análisis multirresoluión (AMR).
Indiaión para la propiedad 3: Basta observar que si x(t) está en todos los Vk, X(ω) es
ero para todo ω distinto de ero.
(b) Hallar una funión φ para la que se verique la propiedad 5 de un AMR.
Indiaión: Usar el teorema de muestreo.
() Hallar los oeientes del desarrollo de φ(t) en términos de los
√
2φ(2t− n).
Indiaión: Usar de nuevo el teorema de muestreo.
3.2. En este ejeriio utilizaremos ténias básias de la teoría de señales disretas para
demostrar resultados que neesitaremos.
(a) Demostrar los produtos esalares 〈x(n), y(n− 2k)〉 se orresponden on las muestras
pares de la onvoluión y(n) = x(n) ∗ y¯(−n).
(b) Obtener a partir de la transformada de Fourier V (ω) de la seuenia v(n), la de la
seuenia
z(n) =
{
v(n) si n es par
0 si n es impar.
Indiaión: Observar que esta operaión es equivalente a la multipliaión por la seuen-
ia
1
2
(1 + ejπn).
() Demostrar, utilizando los resultados de los apartados anteriores, que
(.1) x(n) es ortogonal a sus versiones desplazadas de la forma x(n− 2k), k ∈ Z \ {0},
si y sólo si |X(ω)|2 + |X(ω + π)|2 = te, y que
(.2) x(n) es ortogonal a y(n − 2k) para todo k ∈ Z si y sólo si X(ω)Y¯ (ω) + X(ω +
π)Y¯ (ω + π) = 0.
Nota: Las propiedades onoidas de la transformada de Fourier de seuenias se pueden
utilizar on rigor. Se pueden onsultar algunos detalles en 2.6.1.
3.3. Demostraión de la ompletitud del AMR de Haar.
(a) Sabiendo que toda funión ontinua nula fuera de un intervalo errado (es deir, on
soporte ompato) es uniformemente ontinua, demostrar que puede aproximarse por
una señal de la forma
N∑
r=−M
αr2
−k/2φ(2−kt− r). (3.23)
para ierto k ∈ Z (es deir, por una señal esalonada on ierto tipo de esalones).
(b) Sabiendo que ada señal de L2(R) se puede aproximar de forma arbitrariamente
exata por una funión ontinua nula fuera de un intervalo errado, demostrar que ada
señal de L2(R) se puede aproximar de forma arbitrariamente exata por una señal de
la forma (3.23).
(d) Conluir que las señales
2−k/2ψ(2−kt− r), k, r ∈ Z
on ψ denida omo en el problema 2.8 onstituyen una base ortonormal de L2(R).
3.4. Análisis de un bano de ltros.
Consideramos un bano de ltros de señales disretas, que será la herramienta para el
álulo de transformadas wavelet disretas. En la parte de análisis la señal se proesa
en paralelo por dos ltros on respuestas en freuenia A(ω) y B(ω) y las salidas se
submuestrean de forma que quedan solamente las muestras pares.
En la parte de síntesis las señales resultantes se interpolan on eros (es deir, se inserta
un ero entre ada par de muestras, de forma que las muestras impares de la señal
resultante son eros y las muestras pares proeden de las señales) y se proesan on
ltros on respuesta al impulso C(ω) y D(ω), sumándose el resultado.
Obtener las ondiiones que deben umplir los ltros A(ω), B(ω), C(ω), D(ω) para que
(a) La señal de salida esté libre de aliasing.
(b) La señal de salida sea además, proporional a la de entrada. Indiaión: Utilizar el
apartado (b) del ejeriio 3.2.
() Veriar si se umplen las ondiiones para el aso
A(ω) = C¯(ω), B(ω) = D¯(ω), D(ω) = e−i(ω+π)C¯(ω + π),
donde C(ω) veria |C(ω)|2 + |C(ω + π)|2 = 1.
3.5. (a) Demostrar la fórmula (3.3).
(b) Demostrar que todas las funiones de W0 se pueden poner omo suma de funiones
ψ(t−n). Indiaión: Obtener primero gˆ(ω) = β(ω)ψˆ(ω). Después desarrollar en serie de
Fourier β(ω), sustituir y alular la transformada inversa término a término.
3.6. Demostraión de la fórmula de la ondíula en el dominio del tiempo.
Demostrar que si C(ω) es la TFS de ck, entones D(ω) = e
−j(ω+π)C¯(ω + π) es la TFS
de dk = c¯1−k(−1)k.
3.7. (a) Apliar la fórmula general en el dominio del tiempo (3.13) para obtener la on-
díula de Haar a partir de la funión de esalado.
(b) Demostrar que la ondíula madre orrespondiente al AMR del problema 3.1 (ono-
ida omo ondíula de Shannon) es
ψˆ(ω) = e−jω/2
(
χ[−2π,−π](ω) + χ[π,2π](ω)
)
,
ψ(t) =
sin π(t− 1/2)− sin 2π(t− 1/2)
π(t− 1/2) .
Indiaión: Trabajar primero en el dominio de la freuenia, usando la fórmula (3.11).
3.8. Esribir un programa para dibujar aproximaiones suesivas a φ(t) a partir de los
oeientes ck utilizando la fórmula (3.15). Apliarla a la ondíula de Haar y a la de
Daubehies (3.22).
3.9. Implementar la DWT para imágenes orrespondiente a las ondíulas de Haar y de
Daubehies de uatro oeientes (3.22). Para ello se operará de forma separada en ada
dimensión, de forma que en ada etapa se obtengan uatro señales de menor resoluión,
y a una de ellas se aplique la misma operaión, y así suesivamente hasta uatro vees.
Resolver los problemas derivados del trabajo on señales de duraión nita.
Capítulo 4
Transformada ondiular ontinua
Sea ψ ∈ L1(R) ∩ L2(R) que veria la ondiión de admisibilidad siguiente:
cψ =
∫ ∞
−∞
|ψˆ(ω)|2
ω
dω <∞
que, en partiular, implia que ψˆ(0) = 0, es deir, que ψ es de media nula.
Dada f ∈ L2(R), denimos su transformada
Wf (u, s) =
∫ ∞
−∞
f(t)
1√
s
ψ
(
t− u
s
)
dt.
u ∈ R, s ∈ [0,∞)
Observamos que está bien denida por ser el produto esalar de dos funiones de L2(R).
Para s = 0, omprobar on ambio de variable.
Se puede ver omo una onvoluión (usando que ψ ∈ L1(R)). Deniendo ψs(t) =
s−1/2ψ(t/s), ψ˜(t) = ψ(−t),
Wf(u, s) = (f ∗ ψs)(u).
De aquí se desprende que Wf(·, s) está en L2(R), y en L1(R) si lo está f .
Apliando la TF en la variable u nos queda la siguiente expresión, que será útil:
Wˆf(ω, s) = fˆ(ω)ψˆs(ω),
donde ψˆs(ω) = s
1/2ψˆ(sω).
La transformaión es, salvo por un fator onstante, una isometría (no sobreyetiva)
entre L2(R) y el espaio de las funiones omplejas denidas en R× [0,∞] on la norma
eulídea
‖W‖2 =
∫ ∞
0
ds
s2
∫ ∞
−∞
|W (u, s)|2 du.
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Conretamente, ∫ ∞
0
ds
s2
∫ ∞
−∞
|Wf(u, s)|2 du = cψ‖f‖2.
Demostraión
Se alula la integral en u de Wf (u, s) en el dominio de la freuenia on el Teorema de
Planherel, esribiendo previamente Wf(u, s) omo onvoluión. 
La transformaión se invierte mediante la fórmula
f(t) =
1
cψ
∫ ∞
0
ds
s2
∫ ∞
−∞
Wf(u, s)ψs(t− u) du.
La integral está bien denida si f ∈ L1(R) (entones Wf ∈ L1(R) y se usa la ondiión
de admisibilidad para ver que la funión es absolutamente integrable).
Demostraión
Idea de la demostraión para f ∈ L1(R):
Esribimos Wf omo onvoluión, y lo mismo haemos on la integral en u de la trans-
formaión inversa.
Esribimos esta triple onvoluión omo la integral orrespondiente a la transformaión
inversa de Fourier de su transformada.
Comprobamos integrabilidad absoluta e invertimos el orden de integraión para integrar
primero en s. 
Capítulo 5
Introduión al método de elementos
nitos
5.1. Introduión
El método de elementos nitos es la herramienta numéria fundamental para la reso-
luión de euaiones en derivadas pariales (EDPs) en los asos más importantes en
ingeniería.
Respeto del método de diferenias nitas presenta la ventaja de una mayor exibilidad
en la disretizaión del dominio en el que se busa la soluión.
En este apítulo, para evitar posibles onfusiones representaremos mediante | · | las
normas de los elementos de Rn o Cn y de la forma habitual ‖ · ‖ la norma de las
funiones. Si Ω es un abierto de Rn, C(Ω) es el onjunto de las funiones ontinuas de
Ω en C y Ck(Ω) es el onjunto de las funiones de Ω en C on derivadas pariales de
hasta orden k ontinuas.
Ω¯ representa la adherenia de Ω. Normalmente Ω¯ es la unión del abierto Ω y su frontera,
que notamos ∂Ω.
El soporte de una funión ontinua es el onjunto de puntos en el que toma valores no
nulos. Notamos mediante C∞0 (Ω) el onjunto de las funiones de C
∞(Ω) on soporte
aotado.
Notaremos mediante ∂if la derivada parial de la funión f respeto de la variable
i-ésima. Para distinguir entre las distintas normas que utilizaremos, en oasiones pon-
dremos omo subíndie el nombre del espaio asoiado a la norma.
Para las integrales utilizaremos la notaión ompata siguiente:∫
Ω
f ≡
∫
. . .
∫
Ω
f(x1, . . . , xn)dx1 . . . dxn.
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Seguiremos básiamente la referenia [1, aps. 4 y 7℄. Una referenia estándar sobre
EDPs es [6℄, aunque no trata el método de elementos nitos para euiones elíptias.
5.2. Reformulaión del problema de la EDP elíptia
Consideramos la resoluión de una euaión en derivadas pariales elíptia on ondiión
de ontorno homogénea, que denimos a ontinuaión. Dado Ω, abierto aotado de Rn,
busamos u ∈ C2(Ω) que verique la euaión diferenial
−
n∑
i=1
∂i
(
n∑
j=1
aij ∂ju+ hi
)
+ bu+ f = 0 en Ω, (5.1)
on la ondiión de ontorno u|∂Ω = 0, (5.2)
on aij , hi ∈ C1(Ω), f, b ∈ C(Ω), b > 0, ∂Ω es la frontera de Ω y las funiones aij son
tales que existe c0 > 0 para el ual
n∑
i,j=1
aij(x)vivj ≥ c0|v|2 para todo x ∈ Ω, v = (v1, . . . , vn) ∈ Rn. (5.3)
(¾qué quiere deir esto en términos de los autovalores de las matries A(x) = (aij(x))
en el aso en sean simétrias?)
La euaión se llama elíptia porque la euaión
∑n
i,j=1 aij(x)vivj = c en las variables
v1, . . . , vn es la de una elipse.
Si la ondiión de ontorno fuera otra (ondiión de ontorno no homogénea), basta ono-
er una funión de C2(Ω)∩C(Ω) que verique la ondiión de ontorno para transformar
el problema en otro equivalente del mismo tipo on ondiión de ontorno homogénea
(ejeriio).
Vamos a redenir el problema de forma que la soluión u se pueda busar en un onjunto
más amplio que C2(Ω), en el que resulte más fáil la búsqueda (más adelante veremos
que no existe riesgo de enontrar una soluión distinta).
En primer lugar observamos que u ∈ C2(Ω) veriará (5.1) si y sólo si para toda ζ ∈
C∞0 (Ω) ∫
Ω
[
−
n∑
i=1
∂i
(
n∑
j=1
aij ∂ju+ hi
)
+ bu+ f
]
ζ = 0. (5.4)
Esto es debido a que si w es ontinua
w = 0 ⇔ Para toda ζ ∈ C∞0 (Ω),
∫
Ω
w ζ = 0.
La impliaión haia la dereha es trivial. Para ver la impliaión haia la izquierda
basta observar que si w fuera mayor que ero en un punto x ∈ Ω, omo por ser w
ontinua w−1((0,∞)) es abierto, habría un entorno U ⊂ Ω alrededor de x en el ual
w sería también positiva, y por tanto tomando una funión ζ ∈ C∞0 (Ω) positiva on
soporte ontenido en U tendríamos
∫
Ω
w ζ > 0.
Mediante integraión por partes la integral (5.4) se transforma en
∫
Ω
(∑
i
∂iζ
(∑
j
aij∂ju+ hi
)
+ ζ(bu+ f)
)
= 0. (5.5)
En efeto, si al menos una de las funiones w o z se anula en ∂Ω,∫
Ω
∂iw z = −
∫
Ω
w ∂iz.
Para omprobarlo basta esribir la integral omo integral reiterada en las distinas va-
riables, integrando en primer lugar respeto de la variable i, y apliar en esta integral
la propiedad∫ b
a
f(x)g′(x)dx = f(x)g(x)|ba −
∫ b
a
f ′(x)g(x)dx = −
∫ b
a
f ′(x)g(x)dx.
Obsérvese que esta propiedad nos permite, bajo la ondiión de que una de las dos
funiones se anule en la frontera, pasar la derivaión parial de una funión a otra del
produto siempre que multipliquemos también el resultado por (−1).
Ahora vamos a expresar el problema modiado en términos de apliaiones lineales y
bilineales. Consideramos la forma bilineal
a(ζ, u) =
∑
i,j
∫
Ω
∂iζ aij ∂ju+
∫
Ω
ζ b u, u ∈ C2(Ω), ζ ∈ C∞0 (Ω) (5.6)
y la forma lineal
α(ζ) = −
∫
Ω
(∑
i
∂iζ hi + ζf
)
, ζ ∈ C∞0 . (5.7)
Podemos esribir la euaión (5.5) omo
a(ζ, u) = α(ζ) para todo ζ ∈ C∞0 (Ω). (5.8)
Para motivar los desarrollos que vienen a ontinuaión veamos ómo proederíamos ante
una euaión omo (5.8) si ζ y v perteneieran a Cn.
La observaión básia es que una forma lineal α sobre Cn se puede esribir, si ζ =
(z1, . . . , zn)
⊤
, omo
α(ζ) = α
(
n∑
i=1
ziei
)
=
n∑
i=1
ziα(ei) = 〈ζ, vα〉 .
donde
vα = (α(e1), . . . , α(en))
∗.
Por tanto existe una orrespondenia biyetiva entre formas lineales y vetores. De forma
análoga, si u = (u1, . . . , un), podemos esribir la forma bilineal a omo
α(ζ, u) =
∑
i,j
u¯izja(ej , ei) = 〈ζ, Aau〉 ,
donde Aa = (xij), xij = a¯(ei, ej). De la uniidad de vα tenemos
vα = Aau,
que nos proporiona la soluión
u = A−1a vα.
En espaios de dimensión innita no podemos en general representar formas lineales
y bilineales omo lo aabamos de haer en espaios de dimensión nita. Sin embargo,
hay algunos espaios de dimensión nita que se omportan de forma pareida en muhos
aspetos a los espaios de dimensión nita. Son los espaios de Hilbert, que introduimos
a ontinuaión para luego extender a espaios de este tipo nuestro espaio de soluiones
y nuestro espaio de funiones test, y de esta forma apliar la ténia que aabamos de
ver.
5.3. Espaios de funiones
5.3.1. Espaios de Banah
Un espaio de Banah es un espaio vetorial normado en el que la métria dada por
la norma es ompleta, es deir, toda suesión de Cauhy es onvergente. En dimensión
innita todos los espaios normados son espaios de Banah.
Un espaio normado no ompleto se puede ompletar, es deir, insertar omo subonjunto
en un espaio normado ompleto lo más pequeño posible denominado ompletaión del
espaio iniial. La ompletaión de un espaio es esenialmente únia.
El espaio de las funiones ontinuas del abierto Ω ⊂ Rn en R tales que ∫
Ω
|f |p < ∞,
para ierto p ≥ 1, on la norma ‖f‖ = (∫
Ω
|f |p)1/p, no es ompleto. Su ompletaión es
el espaio Lp(Ω), que es el que obtenemos si sustituimos el requisito de ontinuidad por
el de integrabilidad (según Lebesgue) y onsideramos iguales dos funiones si la norma
de su diferenia es ero. Por tanto los elementos de Lp(Ω) no son exatamente funiones,
sino lases de equivalenia de funiones dadas por la relaión
f ≡ g ⇔ ‖f − g‖p = 0⇔
∫
Ω
|f − g| = 0.
Esta equivalenia también se expresa diiendo que f y g dieren en un onjunto de
medida nula o que son iguales en asi todo punto. El término medida hae referenia a
la medida de Lebesgue, que es una generalizaión del onepto de área o volumen que
permite asignar tamaños a subonjuntos de Rn (aunque no a todos) y que está en la
base de la integral de Lebesgue. Ésta nos bastará verla omo una generalizaión de la
integral de Riemann que permite integrar funiones más raras y que presenta mejores
propiedades de paso al límite.
Se dene el espaio L∞(Ω) omo el de las funiones on supremo esenial nito. El
supremo esenial de la funión f es el ínmo de los valores a tales que el onjunto en el
que f(x) > a tiene medida no nula.
5.3.2. Espaios de Hilbert
Un espaio de Hilbert es un espaio vetorial on produto esalar que on la métria
dada por el produto es espaio de Banah.
El espaio L2(Ω) es un espaio de Hilbert, pues la norma deriva del produto esalar
〈f, g〉 = ∫
Ω
f g¯.
Los espaios de Hilbert son los espaios vetoriales de dimensión nita que presentan
propiedades más análogas a los de dimensión nita. En nuestro aso haremos uso de dos
ejemplos de estas propiedades (ver 5.4.1).
La teoría de espaios de Hilbert está en la base de la físia moderna. Dentro de la
teoría de la señal, resulta fundamental para desarrollar oneptos omo las ondíulas
(wavelets).
5.3.3. Derivada débil
Neesitamos primero extender el onepto de derivada de una funión. Deimos que ∂kf
es la derivada parial de f ∈ L2(Ω) en sentido distribuional (o derivada débil) si∫
Ω
∂kf ψ = −
∫
Ω
f ∂kψ para toda ψ ∈ C∞0 (Ω).
Si f tiene derivada parial respeto de la variable k en el sentido habitual, ya sabemos
que veria esta relaión.
La derivada débil es únia [6, p. 243℄. Las funiones denidas en un intervalo [a, b] de
Rn que tienen derivada débil no resultan sorprendentes: son exatamente las que son
iguales en asi todo punto a una funión absolutamente ontinua, es deir, que se puede
esribir omo
f(x) = f(a) +
∫ x
a
g(t)dt
para ierta funión g.
Sin embargo, en dimensiones superiores existen funiones on derivada débil que n siquie-
ra son ontinuas o, más sorprendentemente aún, ni siquiera están aotadas [6, p. 246℄.
5.3.4. Espaios de Sobolev
Denimos el espaio de Sobolev H1,2(Ω) omo el de las funiones de L2(Ω) on derivadas
primeras en sentido distribuional que también están en L2(Ω). En este espaio denimos
la norma
‖f‖2H1,2(Ω) = ‖f‖2L2(Ω) +
∑
k
‖∂kf‖2L2(Ω) <∞.
A vees se dene sin uadrados, on lo que se tiene una norma equivalente pero que no
deriva de un produto esalar. Para posterior referenia expresamos esta equivalenia
de norma dando nombres a las onstantes asoiadas:
c1
(
‖f‖2 +
∑
k
‖∂kf‖2
)
≤ ‖f‖H1,2(Ω) ≤ c2
(
‖f‖2 +
∑
k
‖∂kf‖2
)
. (5.9)
Como en la deniión de L2(Ω), onsideramos iguales dos funiones iguales si la norma
de su diferenia es nula. De forma análoga se dene el espaio Hm,2(Ω) param ≥ 1 omo
el de las funiones on derivadas pariales de hasta orden m en sentido generalizado en
los que la norma denida a ontinuaión es nita:
‖f‖2Hm,2(Ω) =
∑
|α|≤m
‖∂αf‖22 <∞,
donde α = (k1, ..., kn) es el vetor de los órdenes de derivaión respeto de ada variable
y |α| = k1 + ...+ kn.
Denimos también el espaio
◦
H 1,2(Ω) de las funiones de H1,2(Ω) que se anulan en
∂Ω. (Estritamente, son aquellas tales que existe una suesión (fk), fk ∈ C∞0 (Ω), que
onverge a f en la norma de H1,2(Ω)). Por tanto es la adherenia de C∞0 (Ω) en H
1,2(Ω),
que, al ser un subespaio errado, es también un espaio de Hilbert).
5.4. Soluión débil de la euaión
Consideramos ahora el problema de hallar
u ∈
◦
H1,2(Ω) tal que a(ζ, u) = α(ζ) para todo ζ ∈
◦
H1,2(Ω). (5.10)
Respeto de nuestro problema iniial dado por (5.8) estamos haiendo dos modiaio-
nes: extendemos el onjunto de ondiiones que debe umplir la funión y ampliamos el
espaio en el que la busamos. En 5.4.2 veremos que a pesar de estas modiaiones, el
problema sigue teniendo soluión únia y ésta oinide on la del problema iniial.
5.4.1. Estudio del problema general de la formulaión débil
Veremos un teorema nos proporiona ondiiones suientes para que un problema de la
forma (5.10) tenga soluión únia. Neesitamos dos resultados generales sobre espaios de
Hilbert, uno sobre ómo representar apliaiones lineales y otro sobre ómo representar
formas bilineales. En ambos asos se trata de generalizaiones a espaios de dimensión
innita de resultados que son elementales en el aso de dimensión nita.
Teorema de representaión de Riesz
Una apliaión lineal α entre espaios normados X e Y es aotada si
sup
x∈X
|α(x)|
|x| <∞.
El onjunto de las apliaiones lineales aotadas entre dos espaios normados es otro
espaio normado on la norma
‖α‖ = sup
x∈X
|α(x)|
|x| .
Notaremos omo X ′ el onjunto de las formas lineales aotadas de X en K.
El Teorema de representaión de Riesz india que si X es un espaio de Hilbert, existe
una isometría biyetiva J : X → X ′ tal que
J(x)(y) = 〈y, x〉 (5.11)
para todo y ∈ X . Además J es lineal onjugada, es deir, J(px+ qy) = p¯J(x) + q¯J(y).
Demostraión
Ver [1, p. 147℄.
Teorema de Lax-Milgram
Sea a una forma sesquilineal (es deir, aditiva y tal que a(p x, y) = p a(x, y), a(x, q y) =
q¯ a(x, y)) denida sobre un espaio de Hilbert X para la ual existen iertas onstantes
C0, c0 tales que para todo x, y:
(a) |a(y, x)| ≤ C0 ‖x‖ ‖y‖ (ontinuidad),
(b) Re a(x, x) ≥ c0 ‖x‖2 (oeritividad).
Entones existe una biyeión lineal ontinua A on inversa ontinua tal que
a(y, x) = 〈y, Ax〉 para todo x, y ∈ X,
‖A‖ ≤ C0,
∥∥A−1∥∥ ≤ c0.
Demostraión
[1, p. 149℄[6, p. 297℄.

El siguiente resultado se basa en los dos anteriores para estudiar problemas de la for-
ma (5.10).
Teorema
Dadas una forma sesquilineal a denida sobre un espaio de Hilbert X que veria las
ondiiones del teorema de Lax-Milgram y una forma lineal ontinua α sobre X , existe
un únio x ∈ X que veria
a(y, x) = α(y) para todo y ∈ X (5.12)
y es
x = A−1J−1(α)
donde A es la apliaión denida por
a(y, x) = 〈y, Ax〉 para todo x, y ∈ X.
y J está denida en (5.11). Además,
‖x‖ ≤ 1
c0
‖α‖ ,
y si a es hermítia denida positiva, x es el únio mínimo del funional
G(y) =
1
2
a(y, y)− Reα(y). (5.13)
Demostraión
Apliando el teorema de Lax-Milgram a la parte izquierda y el teorema de representaión
de Riesz a la dereha de la euaión que queremos resolver nos queda
〈y, Ax〉 = 〈y, J−1α〉 para todo x, y ∈ X
luego apliando de nuevo el teorema de representaión de Riesz
Ax = J−1α⇒ x = A−1J−1α⇒ ‖x‖ ≤ 1
c0
‖α‖
puesto que ‖J−1‖ = 1 y ‖A‖ ≤ 1
c0
. Además, dado y 6= x,
G(y)−G(x) = 1
2
(a(y, y)− a(x, x))− Reα(y − x)
=
1
2
(a(y, y)− a(x, x))− Re a(y − x, x)
=
1
2
(a(y, y)− a(x, x))− 1
2
(a(y, x) + a(x, y)) + a(x, x)
=
1
2
(a(y, y)− a(y, x) + a(x, y) + a(x, x))
=
1
2
a(y − x, y − x) ≥ c0
2
‖y − x‖2 > 0.

5.4.2. Partiularizaión a la EDP elíptia
Veamos que la forma bilineal de (5.10) umple las ondiiones del teorema de Lax-
Milgram. Consideramos el aso real y b ≥ 0.
Veamos primero la oeritividad. Por la ondiión (5.3) que hemos impuesto a las fun-
iones aij ,
a(u, u) =
∑
i,j
∫
Ω
∂iu aij ∂ju+
∫
Ω
u b u ≥ c0
∫
Ω
|∇u|2 = c0
∑
i
‖∂iu‖2L2
donde ∇u = (∂1u, . . . , ∂nu) es el gradiente de u.
Utilizando la desigualdad de Poinaré [1, p. 155℄∫
Ω
|u|2 ≤ C0
∫
Ω
|∇u|2 para toda u ∈
◦
H1,2(Ω)
donde la onstante C0 depende sólo de Ω, tenemos
‖u‖2H1,2 = ‖u‖2L2 +
∑
i
‖∂iu‖2L2 ≤ (C0 + 1)
∑
i
‖∂iu‖2L2 ≤
C0 + 1
c0
a(u, u).
Para omprobar la ontinuidad, utilizando la desigualdad de Cauhy-Shwartz,
a(u, v) =
∑
i,j
∫
Ω
∂iu aij ∂jv +
∫
Ω
u b v
⇒ |a(u, v)| ≤
∑
i,j
‖aij‖L∞ ‖∂iu‖L2 ‖∂jv‖L2 + ‖b‖∞ ‖u‖L2 ‖v‖L2
≤ ma´x{(‖aij‖L∞)i,j, ‖b‖L∞}
(∑
i,j
‖∂iu‖L2 ‖∂jv‖L2 + ‖u‖L2 ‖v‖L2
)
≤ ma´x{(‖aij‖L∞)i,j, ‖b‖L∞}
1
c21
‖u‖H1,2 ‖v‖H1,2
donde c1 es la onstante denida en (5.9).
Como la ontinuidad de α se demuestra fáilmente, el problema (5.10) tiene soluión
únia omo onseuenia del teorema anterior. Para omprobar que esta soluión oin-
ide on la del problema iniial, dado por (5.8) observamos que la ontinuidad de a y α
aseguran que si
a(v, u) = α(v) para todo v ∈ C∞0 (Ω)
entones
a(v, u) = α(v) para todo v ∈
◦
H1,2(Ω).
En efeto, si v es un elemento de
◦
H1,2(Ω), será el límite de una suesión (vn) de elementos
de C∞0 (Ω), y para ellos
a(vn, u) = α(vn),
y la ontinuidad de las funiones nos permite pasar al límite, de forma que
a(v, u) = α(v).
Así que la soluión lásia satisfae las ondiiones aparentemente más exigentes que
hemos impuesto a la soluión débil. Y además está ontenida en el nuevo espaio de
búsqueda
◦
H1,2(Ω). Como la soluión débil es únia, tiene que oinidir on la lásia.
Ejemplo
Consideramos la euaión de Laplae on ondiiones de ontorno de Dirihlet
∆u = 0 en Ω, u|∂Ω = f0. (5.14)
Si u0 satisfae u0|∂Ω = f0, u es soluión de (5.14) si y sólo si u˜ = u− u0 veria
−∆u˜ −∆u0 = 0 en Ω u˜|∂Ω = 0.
que es un aso partiular de (5.1),
aij = δij , h1 = 0, b = 0, f = −∆u0.
Los operadores asoiados son por tanto
a(v, u) =
∫
Ω
n∑
i=1
∂iu ∂iv =
∫
Ω
〈∇u,∇v〉
α(v) = −
∫
Ω
f v =
∫
Ω
∆u0 v,
y la soluión u˜ minimizará
2G(y) = a(y, y)− 2α(y) =
∫
Ω
|∇y|2 − 2
∫
Ω
∆u0 y.
que, apliando a la última integral integraión por partes, queda
2G(y) =
∫
Ω
|∇y|2 + 2
∫
Ω
〈∇u0,∇y〉 .
Minimizar esta expresión equivale a minimizar
2G(y) +
∫
Ω
|∇u0|2 =
∫
Ω
|∇(y + u0)|2.
Por tanto
u˜ = arg mı´n
y∈
◦
H 1,2
∫
Ω
|∇(y + u0)|2,
que equivale a que
u = u˜+ u0 = arg mı´n
z∈u0+
◦
H 1,2
∫
Ω
|∇z|2.
Por tanto, la soluión de la euaión de Laplae es la que minimiza la integral de la
norma al uadrado del gradiente, respetando las ondiiones de ontorno.
5.5. Método numério: Aproximaión de Ritz-Galerkin
5.5.1. Idea básia
Este método busa enontrar una soluión aproximada de la soluión débil en un es-
paio de dimensión nita XN . Para ello restringimos a XN tanto la inógnita omo las
funiones test, es deir, busamos uN que veria
a(v, uN) = α(v) para todo v ∈ XN . (5.15)
Los espaios XN deben elegirse de forma que aproximen arbitrariamente la soluión para
N suientemente grande. La soluión aproximada existe y es únia porque la matriz
del sistema lineal es denida positiva, de auerdo on la ondiión que hemos impuesto
a las funiones aij .
Obsérvese que si a es simétria denida positiva, la aproximaión se puede interpretar
omo la minimizaión del funional (5.13) sobre el espaio XN .
Para resolver el problema tomamos una base {φ1, ..., φM} de XN , on lo que podemos
esribir los vetores u y v de (5.15) omo
uN =
∑
i
uiφi, v =
∑
j
vjφj ,
y sustituyendo en (5.15) queda
a
(∑
i
uiφi,
∑
j
vjφj
)
= α
(∑
k
vkφk
)
,
⇔
∑
i
∑
j
uivja(φi, φj) =
∑
k
vkα(φk).
Esta euaión se puede expresar en términos de vetores y matries omo
u⊤Av = a⊤v, donde
u = (ui), v = (vi), a = (α(φi)), A = (a(φi, φj)).
Como esta igualdad debe veriarse para todo v, es equivalente a
u⊤A = a⊤,
luego las aproximaiones se obtienen resolviendo un sistema lineal de euaiones.
La gura 5.5.1 ilustra las funiones base φi de los espaios XN más omúnmente utili-
zados en dimensiones uno y dos.
5.5.2. Aproximaión a la soluión exata
Si los espaios XN aproximan arbitrariamente la soluión, podemos, mediante la ténia
de Ritz-Galerkin, enontrar aproximaiones arbitrariamente próximas a la soluión en
la norma de H1,2(Ω), omo india el siguiente teorema [1, p. 293℄.
Lema de Céa
Si u es la soluión del problema (5.12) y uN la soluión del problema (5.15), se veria
‖u− uN‖H1,2 ≤
C
c
ı´nf
w∈XN
‖u− w‖H1,2 =
C
c
d(u,XN),
donde d(u,XN) es la distania entre u y el subespaio XN .
Por tanto, si los subespaios XN son apaes de aproximar arbitrariamente bien la
soluión, es deir,
d(u,XN) −−−→
N→∞
0
entones las aproximaiones que obtenemos mediante el método de Ritz-Galerkin on-
vergen a la soluión.
Para demostrar el Lema de Céa partimos de las euaiones que denen la soluión y la
soluión aproximada:
a(v, u) = α(v) para todo v ∈ X
a(v, uN) = α(v) para todo v ∈ XN
Esribiendo v omo w − uN y restando las euaiones anteriores tenemos
a(w − uN , u− uN) = 0 para todo w ∈ XN .
Utilizando la oeritividad de a (ondiión (b) del T. de Lax-Milgram), después la igual-
dad que aabamos de obtener, y nalmente la ontinuidad de a, tenemos
c0 ‖u− uN‖2 ≤ |a(u− uN , u− uN)| = | a(w − uN , u− uN)︸ ︷︷ ︸
0
+a(u− w, u− uN)|
≤ C0 ‖u− w‖ ‖u− uN‖ ,
luego dividiendo entre ‖u− uN‖ y tomando ínmos
‖u− uN‖ ≤ ı´nf
w∈XN
C0
c0
‖u− w‖ = C0
c0
d(u,XN).
Existen teoremas (ver, por ejemplo, [9, págs. 139 y 144℄) que garantizan que los espa-
ios XN utilizados habitualmente son apaes de aproximar arbitrariamente la soluión.
Estos teoremas haen uso a su vez de onoimiento adiional que se dispone sobre la
soluión, omo el teorema que inluimos a ontinuaión.
5.5.3. Regularidad de la soluión
Teorema [6, p. 316℄
Si las funiones aij , hi, b y f de (5.4) son de lase C
∞(Ω), entones la soluión del
problema (5.10) es también de lase C∞(Ω).
5.6. Resumen
La tabla 5.6 resume lo más importante de este apítulo.
Busamos u ∈ C2(Ω) tal que −
n∑
i=1
∂i
(
n∑
j=1
aij ∂ju+ hi
)
+ bu+ f = 0,
u|∂Ω = 0.
Multipliando por ζ e integrando por partes
obtenemos la ondiión equivalente
a(u, ζ) = α(ζ) para todo ζ ∈ C∞0 ,
donde
a(u, v) =
∑
i,j
∫
Ω
∂iu aij ∂jv +
∫
Ω
ubv,
α(v) = −
∫
Ω
(∑
i
∂iv hi + vf
)
.
Haemos la ondiión más estrita,
pero sólo aparentemente.
a(u, v) = α(v) para todo v ∈
◦
H1,2(Ω).
Ampliamos el espaio de búsqueda.
El problema resultante tiene soluión únia
(T. de Lax-Milgram).
Busamos u ∈
◦
H1,2(Ω) tal que a(u, v) = α(v) para todo v ∈
◦
H1,2(Ω).
Resolvemos el problema restringiéndolo
a un subespaio de dimensión nita XN .
Si d(XN , u)→ 0, entones d(uN , u)→ 0
(lema de Céa).
Busamos uN ∈ XN tal que a(uN , v) = α(v) para todo v ∈ XN .
Esto equivale a un sistema lineal.
Busamos u ∈ Cn tal que u⊤A = a⊤,
u = (ui), v = (vi), a = (α(φi)), A = (a(φi, φj)),
uN =
∑
i uiφi, v =
∑
j vjφj .
Cuadro 5.1: Resumen del tema.
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Figura 5.1: Arriba: Funiones base para la aproximaión de un problema on ondiiones
de ontorno homogéneas en Ω = (0, 1). Centro: Algunas de las funiones base para un
problema análogo en dimensión dos. Abajo: Triangulaión de una región bidimensional.
Una triangulaión omo esta dene un onjunto de funiones base. Cada nodo orres-
ponde a la funión lineal a trozos on soporte en la región denida por los triángulos
inidentes que vale uno en el nodo y ero en ada uno de los nodos adyaentes.
Apéndie A
Introduión a los espaios de Hilbert.
Demostraiones
A.0.1. l2 es ompleto
Sea (xn) una suesión de Cauhy de elementos de l2. Veamos que tiene límite y que éste
es otro elemento de l2.
Para ada k la suesión (xn(k))n será una suesión de Cauhy elementos de C, luego, al
ser este espaio ompleto, tendrá un límite x(k).
Veamos que la seuenia x es el el límite de (xn) en la métria dada por el produto
esalar y que está en x ∈ l2.
Por ser (xn) de Cauhy, dado un ǫ arbitrario, para todo m,n posteriores a ierto N
tendremos ∞∑
k=1
|xm(k)− xn(k)|2 < ǫ2.
Para poder haer pasos al límite en el espaio en que sabemos haerlo (Cn), observamos
que para ualquier M
M∑
k=1
|xm(k)− xn(k)|2 < ǫ2.
Tomando límites uando n→∞
M∑
k=1
|xm(k)− x(k)|2 ≤ ǫ2,
y omo M es arbitrario
∞∑
k=1
|xm(k)− x(k)|2 ≤ ǫ2, (A.1)
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y on esto ya hemos demostrado que para ualquier ǫ, a partir de ierto m los elementos
de la suesión (xn) distan de x menos que ǫ, on lo que x es el límite de la suesión en
la métria del produto esalar.
Para ver que x está en l2 utilizamos (A.1) y la desigualdad triangular:
∞∑
k=1
|x(k)|2 ≤
∞∑
k=1
|xm(k)|2︸ ︷︷ ︸
<∞
+
∞∑
k=1
|xm(k)− x(k)|2︸ ︷︷ ︸
< ǫ2
<∞.
A.0.2. Todo EPI separable tiene una base de Hilbert
Sean E un EPI separable y (xn) una seuenia densa en E. Veamos que la seuenia
de vetores ortonormales (yn) obtenida a partir de la anterior mediante el algoritmo de
Gram-Shmidt es una base de Hilbert de E, es deir, que podemos aproximar ualquier
x ∈ E arbitrariamente bien mediante ombinaiones lineales de elementos de (yn).
Como (xn) es denso,
l´ım
N→∞
ı´nf
n≤N
‖x− xn‖ = 0.
Como x1, . . . , xN están en el subespaio generado por y1, . . . , yN ,
‖x− Pspan{y1,...,yN}(x)‖ ≤ ı´nf
n≤N
‖x− xn‖,
luego
l´ım
N→∞
‖x− Pspan{y1,...,yN}(x)‖ = 0.
A.0.3. Todo espaio de Hilbert separable es isomorfo a l2
Sea E es un espaio de Hilbert separable y (fk)k∈N una base numerable de E, la aplia-
ión φ denida por
x 7→ φ(x) = (xk)k∈N, xk = 〈x, fk〉
es un isomorsmo entre E y l2. Para omprobarlo tenemos que veriar que
(1) (xk)k∈N está en l2,
(2) φ preserva el produto esalar,
(3) φ es inyetiva,
(4) φ es sobreyetiva.
(1) Para todo N podemos esribir x omo la suma de vetores ortogonales
x =
N∑
n=1
〈x, fn〉 fn +
(
x−
N∑
n=1
〈x, fn〉 fn
)
luego por el Teorema de Pitágoras
‖x‖2 =
N∑
n=1
| 〈x, fn〉 |2 +
∥∥∥∥∥x−
N∑
n=1
〈x, fn〉 fn
∥∥∥∥∥
2
luego para todo N
N∑
n=1
| 〈x, fn〉 |2 < ‖x‖2 .
(2) Por la identidad de polarizaión basta omprobar que se preserva la norma, es deir,
que:
‖x‖2 =
∞∑
n=1
| 〈x, fn〉 |2.
Por el teorema de Pitágoras∥∥∥∥∥x−
N∑
n=1
〈x, fn〉 fn
∥∥∥∥∥
2
= ‖x‖2 −
N∑
n=1
| 〈x, fn〉 |2.
Como la expresión de la izquierda tiende a ero por la deniión de base de Hilbert,
∞∑
n=1
| 〈x, fn〉 |2 = ‖x‖2 .
(3) La inyetividad es onseuenia de la preservaión de la norma:
x 6= y → x− y 6= 0⇒ ‖x− y‖ > 0⇒ ‖φ(x− y)‖ > 0
⇒φ(x− y) = φ(x)− φ(y) 6= 0⇒ φ(x) 6= φ(y)
(4) La sobreyetividad es onseuenia de la ompletitud del espaio E. Dada una seuen-
ia (xn)n∈N ∈ l2 tenemos que ver si existe un elemento x en E tal que (xn)n∈N = φ(x),
es deir, 〈x, fn〉 = xn. Si x existe, será
x = l´ım
N→∞
N∑
n=1
xnfn,
así que lo que falta es omprobar que tal límite existe. Como E es ompleto, basta ver
que s = (sN)N∈N, sN =
∑N
n=1 xnfn, es de Cauhy. Sabemos que
∞∑
n=1
|xn|2
es onvergente, luego es de Cauhy, y ello equivale a que (sN ) sea de Cauhy.
A.0.4. La adherenia de un subespaio es un subespaio
Sea E un EPI y V ⊂ E un subespaio. Tenemos que ver que si x, y ∈ V , z = αx+βy ∈ V .
x e y serán, respetivamente, límites de las seuenias (xn) e (yn) ontenidas en V . La
seuenia (zn), zn = αxn + βyn estará ontenida en V y su límite será z, pues por la
desigualdad triangular
‖zn − z‖ ≤ |α| ‖xn − x‖+ |β| ‖yn − y‖ → 0.
A.0.5. Un subespaio errado de un espaio métrio ompleto
es ompleto
Sea E espaio métrio y C ⊂ E un subonjunto errado. Si (xn) es una suesión de
Cauhy de C, por ser E ompleto (xn) tendrá un límite x, y omo C es errado, este
x ∈ C.
A.0.6. Un subonjunto de un espaio métrio separable es sepa-
rable
Sean E un espaio métrio separable on métria dada por la funión de distania d,
S ⊂ E un subonjunto de E y (xn) una suesión densa en E. Vamos a onstruir una
suesión de elementos de S densa en este onjunto. Para ello onsideramos para ada
xn su distania a S
dn = ı´nf
y∈S
d(xn, y).
Dado un xn, para ada m ∈ N habrá un elemento de S a distania de xn menor que
dn +
1
m
. Notamos este elemento omo ynm.
El onjunto de todos los ynm es numerable. Veamos que es denso en S. Dados y ∈ S
y ǫ > 0 existirá un xn tal que d(y, xn) < ǫ/3. Por tanto dn < ǫ/3, luego d(xn, ynm) <
ǫ
3
+ 1
m
. Tomando m tal que 1
m
< ǫ
3
y apliando la desigualdad triangular tenemos que
d(y, ynm) < ǫ.
A.0.7. El onjunto ortogonal de un onjunto es un subespaio
errado
Sean E un EPI y S ⊂ E un subonjunto ualquiera. Es inmediato que S⊥ es un subes-
paio vetorial. Veamos que es errado. Si (xn) es una seuenia ontenida en S
⊥
y
xn → x, dado y ∈ S, usando la desigualdad de Cauhy-Shwartz,
| 〈x, y〉 | = | 〈x− xn, y〉+ 〈xn, y〉 | = | 〈x− xn, y〉 | ≤ ‖x− xn‖ ‖y‖ .
Como la expresión de la dereha es arbitramente pequeña, la de la izquierda es ero.
A.0.8. En un EHS el omplemento ortogonal del omplemento
ortogonal de un subespaio es su adherenia
Sea E un EHS y V ⊂ E un subespaio. Veamos que V ⊥⊥ = V¯ . Como V ⊥⊥ es un errado
que ontiene a V , V¯ ⊂ V ⊥⊥.
Para ver que esta inlusión es en realidad una igualdad tomamos x ∈ V ⊥⊥ y lo esribimos
utilizando la proyeión ortogonal sobre V¯ (existe por ser V¯ un errado de un espaio
de Hilbert) omo
x = x0︸︷︷︸
∈ V¯
+ x1︸︷︷︸
∈ V¯ ⊥
.
Como V ⊂ V¯ , V¯ ⊥ ⊂ V ⊥, x1 está en V ⊥ y en V ⊥⊥, luego es ero.
A.0.9. Caraterizaión de subespaios densos
En un EHS E un subespaio V es denso si y sólo si el únio vetor ortogonal a él es el
vetor nulo.
En efeto, por A.0.8, V = V ⊥⊥, luego hay que demostrar que V ⊥⊥ = E ⇔ V ⊥ = {0}.
La impliaión de dereha a izquierda es trivial. Para ver la impliaión de izquierda a
dereha, observamos que, omo V ⊥ es errado, su adherenia V ⊥⊥⊥ es él mismo, luego
V ⊥ = V ⊥⊥⊥ = (V ⊥⊥)⊥ = E⊥ = {0}.
También se puede demostrar diretamente que V = E ⇔ V ⊥ = {0}. Para ver la
impliaión de dereha a izquierda, tomamos x ∈ E y lo esribimos omo x = PV x+ y.
Entones y ∈ V ⊥ ⊂ V ⊥ = {0}, luego x = PV x ∈ V . Para ver la impliaión de izquierda
a dereha omprobamos su ontrarreíproo, es deir, que si existe un y no nulo ortogonal
a V , V no es denso. En efeto, este y no estará en la adherenia de V porque ualquier
vetor v de V estará de él a una distania al uadrado ‖y − v‖2 = ‖y‖2 + ‖v‖2 ≥ ‖y‖2.
Apéndie B
Resultados fundamentales sobre la
integral de Lebesgue
B.1. Deniiones y resultados básios
Se dene la medida exterior de A ⊂ R omo el ínmo de la suma de las longitudes
de intervalos de ualquier onjunto numerable de intervalos abiertos que reubra A, es
deir,
m∗(A) = ı´nf
E⊂∩Ii
∞∑
i=1
l(Ii)
donde los Ii son intervalos abiertos y l(Ii) su longitud.
Un onjunto A ∈ R es medible si parte bien a ualquier onjunto, es deir, si para todo
onjunto B ⊂ R
m∗(B) = m∗(B ∩ A) +m∗(B ∩Ac).
Entones se dene su medida (de Lebesgue) m(A) omo su medida exterior.
Los onjuntos medibles
- inluyen a todos los abiertos y los errados,
- integran una familia de onjuntos errada por omplementaión, unión numerable e
interseión numerable (es deir, onstituyen una σ-álgebra de onjuntos).
La medida de Lebesgue
- extiende la medida ordinaria de intervalos,
- es invariante por traslaión,
- es numerablemente aditiva.
Una funión real de variable real es medible si la preimagen de ualquier intervalo de la
forma [a,∞) es también medible.
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Son medibles, en partiular,
- las funiones ontinuas,
- el límite puntual de funiones medibles,
- la suma, produto, máximo, mínimo y valor absoluto de funiones medibles.
Una funión es simple si toma un número nito de valores.
La integral de una funión simple medible no negativa
f : E → R, f =
N∑
i=1
ciχEi, ci 6= cj ∀i 6= j
donde χEi es la funión araterístia del onjunto Ei, se dene omo∫
E
f =
N∑
i=1
cim(Ei).
La integral de una funión medible no negativa f se dene omo∫
E
f = sup
s≤f, s simple
∫
E
s
Si f = f+ − f− es una funión medible, f+ ≥ 0, f− ≥ 0, f es integrable si∫
E
f+ <∞,
∫
E
f− <∞
y se dene su integral omo ∫
E
f =
∫
E
f+ −
∫
E
f−.
Se die que dos funiones son iguales en asi todo punto si dieren en un onjunto de
medida nula. Entones sus integrales en ualquier intervalo oiniden.
B.2. Teoremas de paso al límite
Teorema de la onvergenia monótona
Si 0 ≤ f1 ≤ f2 ≤ ... son medibles y fn(t)→ f(t) para todo t, entones f es medible y∫
E
fn →
∫
E
f
Teorema de la onvergenia dominada
Si (fn) es una seuenia de funiones medibles tales que fn(t) → f(t) para todo t y
existe una funión integrable g tal que |fn| ≤ g, entones f es integrable y∫
E
fn →
∫
E
f.
Interambio de suma e integral
Si (fk) es una seuenia de funiones integrables y
∑
k |fk| es integrable, entones∑
k
∫
fk =
∫ ∑
k
fk.
Demostraión
Si denimos Sn =
∑n
k=1 fk, lo que tenemos que demostrar es que
l´ım
n→∞
∫
Sn =
∫
l´ım
n→∞
Sn.
Las funiones Sn están dominadas por
∑
k |fk|, luego es onseuenia del teorema de la
onvergenia dominada. 
Apéndie C
Análisis de Fourier
C.1. Transformaión de Fourier
Si f ∈ L2(R), denimos su transformada de Fourier omo
fˆ(ω) =
∫ ∞
−∞
f(t)ejωt dt.
Nótese que si f no está en L1(R) la integral no está denida. En ese aso debe inter-
pretarse omo el límite en el sentido de la norma ‖·‖2 de la seuenia de funiones (fˆN),
denidas por
fˆn(ω) =
∫ N
−N
f(t)ejωt dt.
que sí están denidas porque L2([−N,N ]) ⊂ L1([−N,N ]).
Se veria que
∥∥∥fˆ∥∥∥
2
= 2π ‖f‖2, luego fˆ ∈ L2(R). De heho la transformaión
f 7→ 1√
2π
fˆ
es una isometría de L2(R) en sí mismo y omo tal es invertible. La fórmula de la inversión
(transformaión inversa) es
f(t) =
1
2π
∫ ∞
−∞
fˆ(t)e−jωt dt.
que debe entenderse en el mismo sentido que la fórmula de la transformaión direta.
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C.2. Propiedades de la transformaión de Fourier
Transformaión y onvoluión
f, g ∈ L1(R) ⇒ f ∗ g ∈ L1(R), f̂ ∗ g = fˆ gˆ.
Desplazamiento y esalado
g(t) = f(at+ b) ⇒ gˆ(ω) = 1
a
ejωb/αφˆ
(
ω
|a|
)
C.3. Transformaión de Fourier de seuenias
Si x = (xn) ∈ L2(Z) denimos la transformada de Fourier de la seuenia omo
xˆ(ω) =
∑
n∈Z
xne
jωn
donde la onvergenia de la suma se entiende en el sentido de la norma ‖·‖2.
De heho la transformaión está bien denida y es (salvo por un fator de esala) una
isometría de L2(Z) en L2(T) porque las funiones
ψn(t) =
1√
2π
ejωnt
son una base ortonormal de L2(T).
Por tanto
‖xˆ‖22 = 2π ‖x‖22 ,
y la fórmula de inversión es
xn =
1
2π
∫ π
−π
xˆ(ω)e−jωn dω.
C.4. Transformaión de Fourier y muestreo
Veamos la relaión entre las transformadas de Fourier de f ∈ L2(R) y la de su seuenia
de muestras fd = (f(nT )). Suponemos que fˆ ∈ L1(R) (on soporte ompato omo aso
partiular), on lo que f es ontinua y tiene sentido hablar de sus muestras.
Por la fórmula de inversión de la transformaión de Fourier,
2πf(nT ) =
∫ ∞
−∞
fˆ(ω)ejωnT dω
=
∑
k
∫ π/T+2kπ/T
−π/T+2kπ/T
fˆ(ω)ejωnT dω
=
∑
k
∫ π/T
−π/T
fˆ
(
ω − 2kπ
T
)
ejωnT dω
(∗) =
∫ π/T
−π/T
∑
k
fˆ
(
ω − 2kπ
T
)
ejωnT dω
(ω′ = ωT ) =
∫ π
−π
1
T
∑
k
fˆ
(
ω − 2kπ
T
)
ejωn dω
Comparando on la fórmula de inversión de la transformada de Fourier de una seuenia
2πfd(n) =
1
2π
∫ π
−π
fˆd(ω)e
−jωn
dω
onluimos que
fˆd(ω) =
1
T
∑
k
fˆ
(
ω − 2kπ
T
)
.
El interambio (∗) entre suma e integral se justia por el teorema de interambio de
suma e integral de Lebesgue, pues∫ π/T
−π/T
∑
k
∣∣∣∣fˆ
(
ω − 2kπ
T
)
ejωn
∣∣∣∣ dω
=
∫ ∞
−∞
|fˆ(ω)| dω = ‖fˆ‖1 <∞.
Si fˆ es limitada en banda y no existe solapamiento de versiones desplazadas de este
espetro en la suma anterior, fˆ se puede reuperar a partir de fd mediante
f(ω) = Tfd(ωT )χ[−πT,πT ],
y por tanto f(t) omo
f(t) = T
∫ πT
−πT
fˆd(ω)e
jωt
dω = T
∫ πT
−πT
[∑
n
f(nT )e−jωnT
]
e−jωt dω
(∗∗) = T
∑
n
f(nT )F−1
[
e−jωnTχ[−πT,πT ]
]
=
∑
n
f(nT ) sinc
(
t− nT
T
)
donde (**) se justia por la ontinuidad del produto esalar.
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