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Abstract. We discuss an extension of our earlier work on the time-dependent Landauer–
Büttiker formalism for noninteracting electronic transport. The formalism can without
complication be extended to superconducting central regions since the Green’s functions in the
Nambu representation satisfy the same equations of motion which, in turn, leads to the same
closed expression for the equal-time lesser Green’s function, i.e., for the time-dependent reduced
one-particle density matrix. We further write the finite-temperature frequency integrals in terms
of known special functions thereby considerably speeding up the computation. Simulations in
simple normal metal – superconductor – normal metal junctions are also presented.
1. Introduction
The process of Andreev reflection[1] (AR) occurring at the interface between a normal metal (N)
and a superconductor (S) is of great importance with applications in spintronics and quantum
computing. An incoming electron from N to S produces a Cooper pair in S and a reflected hole in
N[2–4]. In an NSN junction normal metal electrodes are spatially separated by a superconducting
central region and an entangled electron–hole pair can be transported. This can be seen when
the junction separation is of the order of the superconducting coherence length for the studied
material, and when the incident electron energies are less than the superconducting gap for the
AR process to occur[5].
The quantum transport problems are typically time dependent; there is no guarantee that
the system would in an instant relax to a steady-state configuration once the junction is
“switched on” (as in connecting different devices or driving them out of equilibrium by an
external perturbation). In contrast, there are transient effects depending on, e.g., the system’s
geometry[6–9], its predisposition to external perturbations[10–13], the physical properties of the
transported quanta and their mutual interactions[14–19]. Even if the transport mechanisms
were discussed in an idealized noninteracting setting, it is therefore important to consider a fully
time-dependent description of the studied processes.
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The Landauer–Büttiker formalism is simple to understand as it relates to an intuitive physical
picture of charge transport in a multiterminal junction[20, 21]. Including the transient description
to the formalism by studying the nonequilibrium Green’s function approach does not complicate
the final result[22–27]; the physical picture is still clear and intuitive as different features of the
transport setup can be directly linked to the time-dependence[28–30]. In this paper, we present
an extension to earlier results for both superconducting junctions and arbitrary temperatures
(Sec. 2). We present a formula for the time-dependent one-particle reduced density matrix
(TD1RDM) as such since it is a closed, analytic expression which can readily be implemented for
numerical model systems. Further details of the derivation are to be found in another work[31].
In Sec. 4 we illustrate the features of the formula by studying transients in simple NSN junctions.
2. Background and Nambu representation
We consider a quantum transport setup similar to one studied in the previous volume of this
conference series[29]. In this setup, a noninteracting central region is connected between metallic
leads, and the Hamiltonian takes the form
Hˆ = Hˆleads + Hˆcentral + Hˆcoupling
=
∑
kασ
[kα + θ(t)Vα] cˆ
†
kασ cˆkασ +
∑
mnσ
Tmncˆ
†
mσ cˆnσ +
∑
mkασ
(
Tmkαcˆ
†
mσ cˆkασ + h.c.
)
. (1)
The operators cˆ(†) annihilate (create) electrons from (to) a region specified by the subscript
indices: kα is the k-th basis element of the α-th lead, m,n label the basis elements of the
central region, and σ ∈ {↑, ↓} is a spin-12 index. These operators moreover obey the fermionic
anticommutation relations {cˆxσ, cˆ†yσ′} = δxyδσσ′ . The Hamiltonian structure is determined by
the single-particle levels in the leads kα and the tunneling matrices T between the states of the
central region (Tmn) and between the states of the central region and the leads (Tmkα). The
system is driven out of equilibrium for times t > 0 by a sudden shift of the lead energy levels
by Vα. In addition to a sudden bias, it is also possible to include time-dependent bias profiles
without complicating the following derivations[32]. In order to describe a superconducting island,
we will now add a pairing field operator ∆ˆ to the Hamiltonian of the central region by[33, 34]
Hˆcentral →
∑
mnσ
Tmncˆ
†
mσ cˆnσ +
∑
m
∆mcˆ
†
m↑cˆ
†
m↓ +
∑
m
∆∗mcˆm↓cˆm↑. (2)
The one-electron Green’s function in the above setup can be defined via the Nambu spinor
Φˆm = (Φˆ
1
m, Φˆ
2
m)
T = (cˆm↑, cˆ
†
m↓)
T , which obeys the anticommutation relation in a tensor product
sense {Φˆµm, Φˆνn} = δmnδµν , as a contour-ordered product[34, 35]
Grs(z, z
′) = −i〈Tγ [Φˆr(z)⊗ Φˆ
†
s(z
′)]〉 (3)
where the contour-ordering operator Tγ is taken for the variables z, z′ on the Keldysh contour
γ[28]. When the product in Eq. (3) is expanded, the elements in the resulting 2 × 2 Nambu
matrix are the normal and the anomalous components of the Green’s function[36, 37]. As already
denoted above, we put an underline for quantities in the Nambu space. The matrix elements in
the Green’s function label the transport setup in the following block form [notice that the indices
r, s in Eq. (3) may belong to any block and that the number of leads is arbitrary]
h =

h11 0 · · · h1C
0 h22 · · · h2C
...
...
. . .
...
hC1 hC2 · · · hCC
 ; G =

G11 G12 · · · G1C
G21 G22 · · · G2C
...
...
. . .
...
GC1 GC2 · · · GCC
 (4)
with
(hαα′)kk′(t) =
(
[kα + θ(t)Vα]δαα′δkk′ 0
0 −[kα + θ(t)Vα]δαα′δkk′
)
, (5)
(hCC)mn =
(
Tmn ∆mδmn
∆∗mδmn −Tmn
)
, (6)
(hCα)mkα =
(
Tmkα 0
0 −Tmkα
)
, (hαC)kαm =
(
Tkαm 0
0 −Tkαm
)
(7)
for the leads, central region and couplings, respectively. It is important to notice that even
though only the central region is superconducting, all the blocks in the Hamiltonian are written
in the form of Bogoliubov–de Gennes[38, 39]. Including the pairing field in the Hamiltonian
of the central region adds no extra complication to the evolution of the Green’s function[31];
the only difference, compared to the earlier work in Refs. [28–30], is in the interpretation of the
matrices in Nambu space. It is also possible to include non-local pairing field ∆mn with arbitrary
spin-coupling leading to 4-component Nambu spinors which includes the possibility to study also
Majorana fermions[31, 40]. The Hamiltonian and the Green’s function are connected via the
equation of motion (with the boundary condition that the Green’s function is antiperiodic along
the contour, i.e., the Kubo–Martin–Schwinger boundary conditions[28, 41, 42])[
i
d
dz
1− h(z)
]
G(z, z′) = δ(z, z′)1 (8)
and the corresponding adjoint one. We describe the leads within the wide-band approximation
(WBA), where the electronic levels of the central region are in a narrow range compared to the
lead bandwidth which gives for the retarded embedding self-energy
ΣRα,mn(ω) =
∑
k
(hCα)mkα
1
ω − kα − V α + iη
(hαC)kαn ≈ −iΓα,mn/2, (9)
where the bandwidth matrices satisfy Γ =
∑
α Γα. For the lead Green’s function between the
coupling Hamiltonians in Eq. (9) the structure is similar to that of Eq. (5). Approximating the
embedding self-energy this way, as a purely imaginary constant, closes the equation of motion (8),
and it can then be solved analytically[28–30]. As the solution we get the lesser Green’s function
(in region CC) in the equal-time limit and the TD1RDM by
(ρ
CC
)mn(t) = −i(G<CC)mn(t, t) = −i
(
(G<CC,↑)mn(t, t) (−F>CC)nm(t, t)
(F¯<CC)mn(t, t) (−G>CC,↓)nm(t, t)
)
=
(
〈cˆ†n↑(t)cˆm↑(t)〉 〈cˆn↓(t)cˆm↑(t)〉
〈cˆ†n↑(t)cˆ†m↓(t)〉 〈cˆn↓(t)cˆ†m↓(t)〉
)
(10)
where the normal (G≶σ ) and anomalous (F≶) components[34] follow by expanding the product in
Eq. (3). It is also possible to solve the equations of motion analytically for the two-time Keldysh
components of the Green’s function; this offers the possibility to extract not only densities and
currents but other physical quantities such as noise from the solution[32].
Expressed in the left eigenbasis, 〈ΨL|heff = 〈ΨL| (the eigenvalues  are in general complex), of
the nonhermitian effective Hamiltonian heff = hCC − iΓ/2 the matrix elements of the TD1RDM
take the explicit form[30, 31]
〈ΨLj |ρCC(t)|ΨLk 〉
=
∑
α
{
Γα,jkΛα,jk + VαΓα,jk
[
Πα,jk(t) +Π
∗
α,kj(t)
]
+ V 2αΓα,jke
−i(j−∗k)tΩα,jk
}
, (11)
with
Γα,jk = 〈ΨLj |Γα|ΨLk 〉, (12)
Λα,jk =
i
∗k − j
{
1
eβ(
∗
k−µα) + 1
+
1
2pii
[
ψ
(
1
2
− β(
∗
k − µα)
2pii
)
− ψ
(
1
2
− β(j − µα)
2pii
)]}
,
(13)
Πα,jk(t) =
i
(∗k − j)(∗k − j − Vα)
{
e−i(j−∗k)t
eβ(
∗
k−µα) + 1
+ ie−pit/βe−i(j−µα)t×[
F(∗k − µα, t, β) +
∗k − j − Vα
Vα
F(j − µα, t, β)− 
∗
k − j
Vα
F(j − µ, t, β)
]}
, (14)
Ωα,jk =
i
e
β(∗
k
−µ)
+1
− 12pi
[
ψ
(
1
2 −
β(j−µα)
2pii
)
− ψ
(
1
2 −
β(∗k−µ)
2pii
)]
(∗k − j)(∗k − j + Vα)Vα
−
i
e
β(∗
k
−µα)+1
− 12pi
[
ψ
(
1
2 −
β(j−µ)
2pii
)
− ψ
(
1
2 −
β(∗k−µα)
2pii
)]
(∗k − j)(∗k − j − Vα)Vα
, (15)
where β is the inverse temperature, µ is the chemical potential and we also denoted the electro-
chemical potential as µα = µ+ Vα. In the above expressions ψ is the digamma function[43] and
we defined another special function by F(z, t, β) ≡ 1iβz+pi 2F1
(
1, 12 +
iβz
2pi ,
3
2 +
iβz
2pi , e
−2pit/β
)
with
2F1 being the hypergeometric function[44]. Studying the asymptotic behaviour of the digamma
and hypergeometric functions the results in Eqs. (13), (14) and (15) can be shown to reduce to
those in Ref. [30] in the zero-temperature limit (β →∞)[31].
3. An introductory example
Let us motivate the discussion for the NSN setup by means of a simple example. Consider a
single dot connected to two leads for which the Hamiltonian can be separated in parts for leads,
tunneling and dot, respectively as
Hˆ =
∑
kασ
kαcˆ
†
kασ cˆkασ +
∑
kασ
tkα0cˆ
†
kασ cˆ0σ +
∑
kασ
t∗kα0cˆ
†
0σ cˆkασ + 0
∑
σ
cˆ†0σ cˆ0σ
+ ∆0cˆ
†
0↑cˆ
†
0↓ +∆
∗
0cˆ0↓cˆ0↑ (16)
with kα giving the level structure of the leads α ∈ {L,R}, tkα0 corresponding to the tunneling
strength between the leads and the dot, and 0, ∆0 being the energy and the pairing strength in
the dot, respectively. Let us introduce a new set of operators ˆ˜cxσ = cˆ
†
xσ obeying the fermionic
anticommutation relation. The Hamiltonian can now be rewritten in terms of the new and old
operators as
Hˆ =
∑
kα
kαcˆ
†
kα↑cˆkα↑ +
∑
kα
(−kα)ˆ˜c†kα↓ˆ˜ckα↓ +
∑
kα
kα
+
∑
kα
(
tkα0cˆ
†
kα↑cˆ0↑ + t
∗
kα0cˆ
†
0↑cˆkα↑
)
+
∑
kα
[
(−tkα0)ˆ˜c†0↓ˆ˜ckα↓ + (−t∗kα0)ˆ˜c†kα↓ˆ˜c0↓
]
+ 0cˆ
†
0↑cˆ0↑ + (−0)ˆ˜c†0↓ˆ˜c0↓ + 0 +∆0cˆ†0↑ˆ˜c0↓ +∆∗0ˆ˜c†0↓cˆ0↑ (17)
where two constant shifts
∑
kα kα and 0 occur due to the anticommutation relations. Each
term in Eq. (17) has a similar structure, cˆ†cˆ, and we may model the dot part as in Fig. 1 where
Figure 1: The dot viewed as a two-
level system for different spins.
Figure 2: Couplings between the
lead and the dot in a transport
setup.
the matrix is of the form of Eq. (6) and the corresponding eigenvalues are ± = ±
√
20 + |∆0|2.
The transport setup corresponding to Eq. (17) can then be viewed through the energy diagram
in Fig. 2 where we notice the nature of the constant shifts in Eq. (17); they could be regarded
as a chemical potential. The energy levels for the lead sector are raised so that the energy
level continuum for the spin-up particles goes up from
∑
kα kα and the energy level continuum
for the spin-down particles goes down from
∑
kα kα. Similarly, for the dot sector we have the
energy levels raised by 0. The coupling terms tkα0 connect separately the spin-up and spin-down
particles between the leads and the dot, and the pairing strength term ∆0 acts as a hopping term
flipping the spins within the dot.
According to this picture for the NSN setup and the Nambu structure in Eq. (10) we will
evaluate the local bond currents for the more general structure in Eq. (6) by
Jmn(t) = −
∑
σ
[
Tmn(G
<
CC,σ)nm(t, t) + h.c.
]
(18)
and the Cooper pair density by
Pm(t) = i(F
>
CC)mm(t, t)e
2iTmmt (19)
satisfying the continuity equation[34]
d
dt
nm(t) =
∑
n
Jmn(t)− 4 Im[∆∗mPm(t)e−2iTmmt] (20)
where the site density is the expectation value nm = 〈nˆm〉 of nˆm =
∑
σ cˆ
†
mσ cˆmσ. In the Nambu
representation of the lesser Green’s function the diagonal blocks therefore give rise to the bond
current whereas the off-diagonal blocks correspond to the Cooper pair density. In the continuity
equation (20) the two different terms on the right-hand side can also be identified as the normal
current and the super current.
4. TD response of a superconducting junction
As a first study we show a numerical confirmation of the presented formula; in the limit when
the superconducting gap ∆ and the temperature 1/β vanish we should recover equal results
with the formula in Ref. [30]. For the sake of simple interpretation of the transients let us take,
as an example, a 2-site tight-binding dimer coupled to two semi-infinite one-dimensional leads.
Let the hopping parameter between the sites be equal everywhere: tα = tαC = tC =: 0 (for
α = L,R) leading to the tunneling rate Γα = 2t2αC/|tα| = 20. This parameter is the strength
of the bandwidth matrix elements in the form of Eq. (9). In fact, WBA is not a very good
approximation in this case, as the resonances are comparatively rather wide, but we are only
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Figure 3: (Color online) Transient current through a 2-site dimer; comparison between different
formulae and parameters. (a) Normal vs. superconducting central region at zero temperature;
(b) normal central region at varying temperatures.
comparing different formulae within the WBA, so the results should only be taken as comparative.
Let us also bias the leads symmetrically to VL = −VR = 0 with respect to the chemical potential
µ = 0. We calculate, from the TD1RDM, the local bond current between the two sites in the
dimer using Eq. (18). (Due to equal hopping parameters through the setup this is equal to the
current through the lead interfaces modulo a minor time delay.)
In Fig. 3(a) we compare normal central region to a superconducting one by evaluating the
TD1RDM from a normal Hamiltonian without the pairing field (non-Nambu), and from a Nambu
Hamiltonian with varying pairing field strength at zero temperature. We see how the N and S
(∆ = 0) cases are on top of each other, and increasing the value for ∆ decreases the absolute
value of the current through the central region as the energy levels of the central region get raised
by
√
∆2 + 20. In Fig. 3(b) we compare normal central regions at varying temperatures. In this
comparative benchmark of varying temperature, we do not consider superconducting central
regions as the temperature effects for the pairing field ∆(T ) should also be taken into account
according to the self-consistent gap equation[4]. (In further simulations, also these parameters
are considered in more detail.) The zero-temperature limit, β →∞, is evaluated from the results
in Ref. [30] which roughly agrees with an evaluation with β = 10/0. (Increasing β even more
would naturally bring the curves exactly on top of each other.) Because the level structure of
the studied system is symmetric around the chemical potential, increasing the temperature 1/β
decreases the current due to broadening of the distribution function close to the Fermi level. In
general, however, there is a possibility of enhancing the current by increasing the temperature
if, for instance, the electronic levels were all above the Fermi level. In that case, the lead-states
with energy higher than the energy of the levels get occupied, leading to an enhanced current.
After the comparisons presented above we can confidently conclude that the formulation of
the NSN transport setup and the implementation of the formula for the TD1RDM is working
properly. Now, we turn to a more concrete and physically relevant example, and we analyze
the transient features in more detail. We consider a superconducting island made of a benzene-
like molecule belonging to the class of quasi-one-dimensional polyacene chains[45]. Transport
in simple island setups has been studied, e.g., in Refs. [46–50], in a single-electron-tunneling
level, where Coulomb blockade region is explored, and it is shown how the superconducting gap
∆ strongly and non-trivially affects the tunneling process. In polyacene samples (and in other
carbon based materials, such as graphene) the superconductivity could be induced, e.g., by
charge injection, chemical doping or using the proximity effect leading to critical temperatures
ranging from 1 to 10 K[51–54]. Our setup is shown schematically in Fig. 4. We model the
benzene molecule in a single pi-orbital tight-binding framework with the hopping parameter
tC = −2.7 eV[55], and relate other energies to this scale. We also saturate the molecule’s edges
N S N
Figure 4: (Color online) Transport setup in an NSN junction. Normal metal leads of continuum
states undergo a level shift due to the bias voltage VL/R with respect to the chemical potential
µ = EF (Fermi level). The discrete level structure of the central region is determined by the
tight-binding and gap ∆ parameters, and it is also broadened due to the coupling (Γ ). Possible
transition mechanisms are shown as CT, AR and CAR; see text for description.
(longitudinally, in the transport direction) by hydrogen with modified tight-binding parameters
for hydrogen on-site energies and hydrogen–carbon hopping[56], respectively, so that there is no
band gap in equilibrium. This condition is set because we want to isolate the effects from the
superconducting gap ∆ without complicating the spectrum with the semiconducting gap. The
coupling strength between the molecule and the leads and the lead hopping are chosen so that
we are in weak coupling regime Γ = 0.2 eV.
Looking at the setup in Fig. 4 more closely suggests different transition mechanisms depending
on the parameters. The simplest case is when the bias voltage Vα is larger than the
superconducting gap ∆. In this case, all the levels inside the bias window act as transport
channels, and transitions through the superconducting states are disrupted since the energy for
the incoming electrons is high enough to break possible Cooper pairs (CP); this is referred to as
normal tunneling (NT). If the bias voltage is smaller than the superconducting gap, this opens a
possibility for the formation of a CP in the central region. In this case, it is possible to observe
Andreev reflection (AR) between an electron and a hole in the source (or drain) lead forming the
CP in the center, or to observe a crossed Andreev reflection (CAR) where an electron from the
source (drain) lead is coupled to a hole in the drain (source) lead through the CP in the center.
Also, direct tunneling of an electron via the CP, referred to as cotunneling (CT), is a possible
transmission channel. Next, we simulate these different processes by a suitable parameter choice.
We start with a familiar example by simulating NT: The condition is such that the bias
window is larger than the gap. We will, in addition, fix the temperature, β = 100/|tC |, well
below the critical temperature so that the gap can be approximated as the (constant) value at
zero temperature ∆(T = 0). The sample is a benzene molecule consisting of 8 atomic sites (6
carbon and 2 hydrogen), coupled to the leads from four sites overall, see Fig. 4. The bias voltage
is symmetrically set to VL = −VR = 3|tC |/2 and the gap ∆ is varied but kept smaller than or
equal to this value. The transient currents through the sample [calculated by summing the bond
currents from Eq. (18) transversally in the middle of the molecule], the corresponding Fourier
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Figure 5: (Color online) Transient currents
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panel) in the molecule when varying ∆.
The inset shows the absolute value of the
Fourier-transformed current.
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Figure 6: (Color online) Transient currents
(top panel) and pair densities (bottom
panel) in the molecule when varying V .
The inset shows the absolute value of the
Fourier-transformed current.
transforms and the pair densities [calculated by summing the pair densities within the molecule:
P (t) =
∑
m Pm(t) from Eq. (19)] can be seen in Fig. 5. Increasing the gap ∆ decreases the
overall current as the conducting states are being pushed away from the bias window. This also
leads to shifts in the transient frequencies seen in the Fourier spectrum. By looking also at the
spectral function A(ω) = − 1pi Im Tr[GR(ω)], where GR is the normal Nambu component of the
retarded Green’s function, plotted in Fig. 8 we can further identify the transitions.
In Fig. 5, when ∆ = 0, we see two intramolecular transitions at frequencies ω = |tC | and
ω = 2|tC | which move a little when the gap is increased to ∆ = |tC |/2 corresponding to the
shifted energy levels in the spectral function. We also observe two lead–molecule transitions at
ω = |tC |/2 and ω = 5|tC |/2 when ∆ = 0; these frequencies shift with the peaks in the spectral
function corresponding to the fixed bias window at V = 3|tC |/2. The reason why we do not see
a lead–molecule transition at ω = 3|tC |/2 when ∆ = 0, even though there is a zero-energy state
in the molecule, is due to the fact that this state corresponds to the wavefunction’s nodal planes
being located exactly at the lead interface, and therefore it is an inert state not taking part to the
transient dynamics[29, 30]. Also, as the conditions are for NT, we observe the pair density within
the molecule going to zero from its equilibrium value when ∆ < V ; this means that there are no
out-of-equilibrium CPs forming in the central region, and we see no AR or CAR processes. When
we set the gap equal to the bias window, we notice, first of all, that the steady-state current goes
to zero since there are no transport channels within the bias window. Some transient oscillations
are still present due to the states in the vicinity of the resonant window, which is seen as an
intramolecular transition at ω ∼ 7|tC |/2.
Next, we will adjust the transport conditions to visualize the AR and CAR processes. We
have the same benzene molecule as the central region at the same temperature, β = 100/|tC |.
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Figure 7: (Color online) Transient currents
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panel) in the molecule when varying V .
The inset shows the absolute value of the
Fourier-transformed current.
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Figure 8: (Color online) Spectral func-
tions of the coupled benzene molecule
when varying ∆.
In Fig. 6 we choose the gap as ∆ = |tC |/2, and in Fig. 7 we, on the other hand, choose the
gap as ∆ = 3|tC |/2. When V ≤ ∆ we observe, in both cases, the transient current oscillating
towards a zero steady-state current. The oscillation frequencies seen in the Fourier spectrum can
be interpreted from the spectral function in Fig. 8 mainly as intramolecular transitions (around
ω = |tC | and ω = 2|tC |). Interestingly, in Fig. 6 also, when we increase the bias voltage above the
superconducting gap V = |tC | there still are no other states within the bias window except the
inert state split by ∆. This resonant window does not add anything to the transient dynamics
(due to the inert state), but the static part of the density matrix is modified leading to nonzero
steady-state current. This is interpreted as CT where, in addition to AR and CAR, also an
electron is transferred from one lead to another via the CP. This is also confirmed by looking
at the pair density as it remains nonzero also for V = |tC |. With the larger gap in Fig. 7 and
for V ≤ ∆ we observe CP formation within the molecule but for V > ∆ the pair density goes
to zero. For the smaller voltages we mainly find the first intramolecular transition at around
ω = 7|tC |/2. For larger voltages we also see the lead–molecule transitions at lower frequencies,
and we recover again the NT regime as the bias voltage is high enough for breaking the CPs
within the molecule.
In this transport setup, it is not, in general, easy to distinguish between AR and CAR processes
as they involve multiple steps. One possible case is when an electron hops from the lead to
the central region (molecule–lead transition), then “transfers” from the spin-up sector in the
central region to the spin-down sector for which the probability is given by the pairing strength
(“intramolecular” transition between the two branches of states split by ∆), and then finally hops
back to the lead as a hole (molecule–lead transition). As all these transitions are visible in the
transient oscillations, we may only conclude whether AR and CAR processes are present or not.
5. Conclusions and outlook
We presented an extension to the time-dependent Landauer–Büttiker formalism, discussed
in Refs. [28–30], to include superconducting central region in the transport setup, and to
evaluate the TD1RDM at arbitrary temperatures. The derived formulae are analytic and closed
expressions involving known special functions, and they can readily be implemented to study
various quantum transport problems very efficiently and also at large temporal and spatial scales.
As an application of the presented formalism we simulated transport in a superconducting
benzene-like molecule attached to two-dimensional normal metal leads. Assigning a proper
parameter set for the transport window and the superconducting gap, we observed formation of
Cooper pairs within the central molecule leading to Andreev reflection processes.
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