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Abstract
Supercritical fluid has been applied widely as an effective working fluid
in engineering systems due to its unique features. In this study, the flow
physics of the abnormal laminarisation and re-transition that happen in
heated upward pipe flows of supercritical fluids are investigated using Di-
rect numerical simulations (DNS) with an in-house code CHAPSim. It
is important to clarify how different factors trigger and affect the reduc-
tion and the following regeneration of turbulence in such flows. DNS
of supercritical carbon dioxide with one or more effects artificially iso-
lated or eliminated are carried out so as to better understand the com-
plex phenomena. The axial flow development is found to be important
during the laminarisation. The effects of the variations of density and
viscosity, and buoyancy are found to be similar, in that all of them cause
an overall reduction of pressure gradient following a near-wall deficit of
downward force, leading by a response of a rising inertia. Based on these
findings, a unified approach has been proposed to describe the effect of
spatial acceleration, viscosity variation, buoyancy and inertia making use
of the concept of pseudo-body forces. With the apparent Reynolds num-
ber (ARN) theory applied, a heated upward flow with these effects can
be decomposed into an equivalent-pressure-gradient reference flow and a
perturbation flow. The turbulent shear stress and axial velocity predicted
using the ARN theory agree well with those produced in DNS, suggesting
the proposed unified approach and ARN theory successfully characterise
the upward heated flow. A new ’full’ laminarisation is identified referring
to a region where no new vortical structures are generated. This region is
found to be akin to the pre-transition region of a boundary layer bypass
transition. The structural (direct) effect of the buoyancy on turbulence
is initially weak during the laminarisation, but is dominant in the full
laminarisation and re-transition region.
Additionally, an assessment of a fluid-to-fluid scaling method proposed in
the literature has been carried out using DNS for the first time. Excel-
lent similarities are achieved between the different supercritical fluid flows
tested, suggesting the flow and heat transfer of the upward heated flow
can be generally characterised by the similarity parameters. The sensi-
tivities of similarity parameters and inlet conditions are also investigated.
The Stanton number is found to be better than the Nusselt number, in
terms of characterising the similarity for heat transfer.
Finally, the effect of conjugate heat transfer on supercritical fluid flows
is studied. For most numerical studies of such flows in the literature,
boundary conditions are normally idealised, with a uniform wall heat flux
imposed, while in experiments, the redistribution of heat flux and sta-
bilisation of near-wall enthalpy fluctuations exist due to the solid wall
conduction. A conjugate heat transfer solver is implemented in the DNS
code, and simulations with and without the solid wall are compared. Al-
though the bulk enthalpies are shifted due to the redistribution of wall
heat flux hence influencing the entrance effect, Nusselt number away from
this region is not largely affected. It is found that the stabilisation effect
is limited to a region close to the wall and diminished further away, but
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For a fluid at a pressure below its critical pressure, when heating is added while
the fluid is at the saturation temperature, rapid vaporization happens with phase
change from liquid to gas. As shown in the phase diagram Fig. 1.1, while for the
fluid above its critical pressure, there are no boundaries between the liquid and gas
phases. when temperature is lower than the critical point, the fluid behaves like a
liquid and when temperature is above the critical point, the fluid behaves like a gas,
with relatively lower density and dynamic viscosity. This is the so-called supercritical
fluid, in which thermophysical properties experience non-linear change when temper-
ature rises through its pseudo-critical value. Such special features make supercritical
fluids becoming efficient and popular working fluids and they are widely applied in
industry processes. Examples of such system include Supercritical-Water-Cooled Re-
actor (SCWR)—a type of advanced nuclear reactor, supercritical CO2 power cycles
for extracting geothermal energy or the solar energy, carbon capture and storage sys-
tem and the cooling system of aircraft engines. Therefore it is important to study
the fundamental flow and heat transfer features of supercritical fluids.
It is well known that heat transfer deterioration may happen in an upward heated
flow of supercritical fluids (buoyancy-aided), while heat transfer enhancement may
happen in a downward heated flow (buoyancy-opposed). Buoyancy is considered to be
the main reason for such abnormal heat transfer performances, and vast experimental
and numerical studies have been carried out to investigate the physics of these phe-
nomena. Empirical correlations have been developed to characterise the heat transfer
features for engineering calculations. However, the mechanisms of buoyancy and other
factors (e.g., viscosity and density variations) causing the laminarisation are still not
clear and fully explained yet. On the other hand, in terms of the fluid-to-fluid scaling
for the translation between experiments/flows of different supercritical fluids, and the
effect of including conjugate heat transfer on the simulations of flows, no DNS studies
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Figure 1.1: Phase diagram of a fluid.
have been conducted. With these motivations, the following objectives are proposed
for the present study:
• To investigate the effect of flow development especially under the effects of
buoyancy and strong variations of thermophysical properties.
• To develop a unified approach to explain the changes of flow and turbulence in
an upward heated flow, and to expand the apparent Reynolds number (ARN)
analysis developed in a previous study to such flows. Also to investigate the tur-
bulent structures during the laminarisations and re-transitions in heated flows.
• To test one of the fluid-to-fluid scaling correlations using DNS and carry out
sensitivity tests on some of the parameters and inlet conditions. To gain a
better understanding on the groups of parameters that characterise the heat
transfer and turbulence in upward heated flows of supercritical fluids.
• To study the effects brought by considering conjugate heat transfer in DNS of
supercritical fluid flows, that is, the re-distributions of wall heat flux and the
stabilization of near-wall enthalpy fluctuations.
1.1 Study overview
The turbulence and heat transfer characteristics of the upward pipe flows of super-
critical fluids are investigated in the current study. It is split into four sub-topics:
The first studied sub-topic is the mechanisms of buoyancy, viscosity and density vari-
ations affecting the flow development and the laminarisation and recovery in the
2
Figure 1.2: The vertical pipe flow of supercritical CO2 in the present study.
upward heated flows of supercritical carbon dioxide. DNS simulations are carried
out, in which one or more thermal properties are artificially frozen to discern the
various physical mechanisms from each other so as to better understand the complex
phenomena. The concerned flow is illustrated in Fig. 1.2: When a fluid at a pressure
above the critical pressure enters a vertical heated pipe, it experiences heat transfer
deterioration then recovery. Different from previous similar studies on this topic,
this study focuses on the axial flow development resulted from the large variations of
thermophysical properties. The processes of buoyancy and viscosity variation effects
causing the reduction of pressure gradient and turbulent shear stress are presented
and discussed in detail. The inertia terms in the momentum balance of the develop-
ing flows are quantified and found to significantly affect the laminarisation process.
Further understandings on the combined or individual effects on the laminarisation
and recovery are gained from the simulations and discussions on this sub-topic.
The second sub-topic is a further analysis of turbulent characteristics in an up-
ward heated flow using the pseudo-body force concept proposed in an earlier study
[13] based on an isothermal flow. The purpose of the research is to provide a new
understanding of the turbulence dynamics in a heated turbulent flow of fluid at su-
percritical pressure (Fig. 1.2). A unified approach has been proposed to explain the
laminarisation mechanisms due to the variations of thermophysical properties as well
as buoyancy. Spatial acceleration, which plays a significant role in such developing
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flows, is treated as a pseudo-body force and its effect on turbulence is explained in the
same framework. In the new understanding, the partially laminarising flow is repre-
sented by an equivalent-pressure-gradient (EPG) reference flow plus a perturbation
flow. The assessment of such correlation against DNS results of several flows with
combinations of different effects is presented. A new ’full’ laminarisation is identified
referring to a region where no new vortical structures are generated. This region is
akin to the pre-transition region of a boundary layer bypass transition, and in both
cases, the free-stream (or pipe core) turbulence decays exponentially, but elongated
streaks are formed in the boundary layer/wall region.
The third sub-topic is on fluid-to-fluid scaling between the upward flows of differ-
ent supercritical fluids. The purpose of such scaling is to determine groups of non-
dimensional parameters that characterise the heat transfer and turbulent behaviour
of a heated vertical pipe flow of supercritical fluid, and similarity is expected in two
flows with these parameters matched. The pipe flows studied here is akin to that il-
lustrated in Fig. 1.2, with different supercritical fluids, boundary conditions and pipe
lengths. With a well-validated scaling correlation developed, surrogate fluids (model
fluids) can be used in experiments for another supercritical fluid (prototype fluid), and
a similar result could be obtained with lower cost and less technical difficulties. Pre-
vious studies on this topic were mostly using empirical correlations or experimental
data to validate the scaling correlations. For numerical studies, Reynolds-averaged
Navier-Stokes (RANS) simulations were mostly used and none of the studies was
using DNS. In the current study, DNS are carried out to validate the fluid-to-fluid
scaling method proposed by Ambrosini et al. [14], and the sensitivities of some of the
parameters and the inlet conditions are further tested. The purpose of this study is
to provide a reliable assessment and sensitivity test for the scaling parameter group
that proposed by Ambrosini et al. and to gain further understanding of the reason
behind the achievement or failure of similarities between different fluid flows.
On the fourth sub-topic, the effect of including conjugate heat transfer in simula-
tions of supercritical fluid flows is studied. In most of the simulations of supercritical
flows, the solid walls were ignored and a uniform heat flux was imposed at the fluid
boundaries. Compared to the flows in reality (experiments or industry processes), the
enthalpy fluctuations close to the wall were significantly enlarged without considering
the solid wall conduction. It is known that the changes in enthalpy fluctuations affect
the turbulent heat flux, which affects the heat transfer. Furthermore, the changes in
density fluctuations are relevant to the structural effect of buoyancy, that is, changes
in buoyancy production, which might affect the turbulent kinetic energy. Such effect
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is quantified in the present study, by comparing simulations of vertical pipe flows with
and without solid wall considered. The considered flows are akin to that illustrated in
Fig. 1.2, with different boundary conditions and a different operating pressure, and a
different implementation of heating. Only one previous study on such effect of super-
critical flows was carried out [15] using Large eddy simulations (LES), DNS is used in
the current study for the first time to provide reliable references and understandings
on this topic.
In addition to the fundamental study on the physics of supercritical fluid flows, the
author has carried out two numerical studies on nuclear thermal hydraulics during the
PhD study. The first one is a numerical study on the effect of fuel channel eccentricity
of an Advanced Gas-cooled Reactor (AGR) [4], and the second one is a sensitivity
study of applying different irradiated graphite conductivity models [2]. In these two
studies, Reynolds-averaged Navier-Stokes (RANS) simulations of a concentric and
fully-eccentric fuel channel at different reactor life-time were carried out. The aim is
to investigate the effect of fuel channel distortion on the temperature distribution of
the main brick.
1.2 Thesis outline
This thesis contains eight chapters, an overview of each chapter is given below:
• Chapter 1
The general introduction of the thesis, including the explanation of the moti-
vation and purpose of the research, and the significance and necessity of the
present study.
• Chapter 2
In this chapter, early studies that are relevant to present research topic are
collected and reviewed, to present the progress of studies to date. Literature
on mixed convection flows, experimental and numerical studies on supercritical
fluid flows, developments of the fluid-to-fluid scaling methods for supercritical
fluid flows and conjugate heat transfer simulations of supercritical flows are
reviewed. A general picture of the studies in this field and the progress that has
been made so far are presented in the literature review, the development and
implementation of research plans of the current study were based on this.
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• Chapter 3
In this chapter, the methodology used to carry out the simulations and data
post-processing are introduced in detail. The numerical schemes, including the
time and spacial discretizations, the pressure-velocity coupling scheme in the
DNS code CHAPSim are presented. Also, the derivations of some important
equations used in the post-processing and discussions are also shown. The
processing of the raw instantaneous data from the solver, and the calculation
of the statistical data are introduced.
• Chapter 4
The study on the effects of buoyancy and thermophysical property variations on
the spacial development of the flow of supercritical carbon dioxide are presented
in this chapter, including the cases settings and result discussions. The general
flow and heat transfer features of the flows are presented, and the mechanisms
of buoyancy and viscosity variation causing the laminarisation are analysed
through the momentum balance of the corresponding cases.
• Chapter 5
The turbulent characteristics are further analysed using the pseudo-body force
concept in this chapter. A unified theory explaining the different property
variation and buoyancy effects is proposed. The turbulent structures during
the laminarisation and re-transitions are also presented.
• Chapter 6
DNS study of one of the fluid-to-fluid scaling correlations for supercritical fluid
flows is included in this chapter. Upward pipe flows of four fluids are scaled to
achieve similarity in turbulence and heat transfer. Sensitivity tests on matched
parameters and inlet conditions are also investigated.
• Chapter 7
DNS study on the effect of conjugate heat transfer on the flow of supercritical
carbon dioxide is presented in this chapter. The laminarisation and heat transfer
deterioration processes in the flow with and without solid wall conduction are
compared to investigate the effect of the re-distribution of wall heat flux and
stabilization of the enthalpy fluctuations.
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• Chapter 8
Conclusions drawn from the discussions of the four chapters are included here.




2.1 Mixed convection flows
The topic of interest in the present study is heat transfer and turbulent characteristic
in flows of fluids at supercritical pressure. It is always useful to firstly review studies
of mixed convection flows, followed by the review of the studies on supercritical fluid
flows, as the flows of supercritical fluids under heating is one of the scenarios of mixed
convection, with relatively strong buoyancy.
Forced and natural convections are important modes of heat transfer: the former
is driven by the pressure gradient, while the latter is purely driven by buoyancy.
Mixed convection is a combination of forced and natural convection, with significant
buoyancy effects, and a good discussion of the concept was provided in a review
article by Jackson et al. [16]. Mixed convection is a huge topic and there have been
numerous experimental and numerical studies on this topic. Here we will only review
a small number of studies to outline the key features of heat transfer and turbulence
characteristics in mixed convection. Such effects will be further discussed in the
context of flow at supercritical pressure.
Jackson et al. [16] has summarized several experimental studies of mixed con-
vection flows. It is clear from their results, and results of numerous studies that
for laminar upward flows, heat transfer is always enhanced, while for turbulent up-
ward flows, heat transfer deterioration happens when buoyancy is modest, and heat
transfer is enhanced when buoyancy is strong. Jackson et al. [16] recommended us-
ing low-Reynolds number turbulence models to simulate mixed convection flows in
numerical studies, as the significant variation of shear stress happens near the wall,
which leads to the failure of wall functions used for standard turbulence models. Since
then, many more experimental studies on mixed convection flows have been carried
out [17, 18, 19, 20] to obtain heat transfer correlations for such flows with different
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configurations, and also review work [21, 22] has been published to summarize dif-
ferent heat transfer correlations obtained in early experimental studies and propose
optimized correlations with more factors considered.
The rapid development of computing techniques promotes the use of computa-
tional fluid dynamic (CFD) simulation as an alternative and efficient method for
studies of physics of mixed convection flows. Numerical studies of mixed convection
laminar flows have been done to simulate practical flows and investigate the effect of
geometries and configurations [23, 24, 25, 26], the Navier-Stokes equations are closed
without the need of turbulence models (naturally). Cotton & Jackson [27] simulated
the mixed convection turbulent air flow in a vertical pipe (Re=9800), using the Laun-
der and Sharma low-Re k − ε turbulence model [28], with buoyancy modelled by the
Boussinesq approximation [29], and the turbulent Prandtl number is fixed at 0.9. Heat
transfer deterioration and enhancement could be observed in the simulation results
for moderate and very high buoyancy-influenced flows, respectively. The profiles of
Nusselt number and streamwise velocity agree well with those from the experiments
carried out by Carr et al. [30]. Direct numerical simulations (DNS) of mixed convec-
tion air flows in a vertical pipe were carried out by You et al. [31] to study the effect
of heat flux. You et al. [31] investigated the difference of buoyancy effect in laminar
and turbulent flows, which is often opposite: for example, heat transfer is hindered in
downward laminar flow but the opposite is true in a turbulent flow. They discussed
the concept of external effect (affects the mean velocity profile) and structural effect
(affects the velocity fluctuation) in turbulent flows. Another DNS study of mixed con-
vection flow of air in a vertical pipe with strong heating was carried out by Zhao et
al. [32]. Heat transfer deterioration was observed along with turbulence attenuation.
Their numerical result suggested that the laminarisation was due to the acceleration
close to the wall induced by the buoyancy (external effect) under the flow conditions
that they studied. The Fukagata, Iwamoto & Kasagi (FIK) identification of Nusselt
number [33, 34] showed that the laminar contribution remained largely unchanged
during the heat transfer deterioration. Turbulent and inhomogeneous contributions
are mostly responsible for the worsened heat transfer.
Overall, it can be summarised: in buoyancy-opposed flows, e.g., downward flows
with heating, heat transfer is always enhanced due to the enhanced turbulence, which
is in turn caused by the buoyancy-induced distortion of the mean velocity profile. In
buoyancy aiding flows, e.g., upward flows with heating, heat transfer deterioration
followed by enhancement could happen depending on the strength of buoyancy. A
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moderate buoyancy causes flow laminarisation and accordingly heat transfer deteri-
oration, whereas a very strong buoyancy leads to turbulence to be regenerated and
heat transfer recovers. Buoyancy effect is the key to changes of heat transfer in mixed
convection turbulent flows, and this effect has not been completely understood yet
as far as detailed turbulence behaviour is concerned despite extensive research over
many years.
2.2 Supercritical fluid flows
For fluids under the pseudocritical pressure, rapid vaporization (boiling) happens
when the enthalpy/temperature is rising through the boiling point, with phase change.
While for fluids above the pseudocritical pressure, there is no phase change when
enthalpy/temperature increases, but there are significant variations of thermophysical
properties when the enthalpy/temperature is close to the critical value.
Variations of density, dynamic viscosity, specific heat and thermal conductivity as
functions of temperatures of carbon dioxide (CO2) at 8.57MPa and water (H2O) at
25MPa are shown in Fig. 2.1 (data from the NIST database [35]), with pseudo-critical
temperature T ∗pc in each fluid is specified by a red dash line. The critical pressures
of the two fluids are 7.38MPa and 22.1MPa respectively. It can be seen that for
both fluids (in fact for all fluids at supercritical pressure), when the temperature
rises through the pseudo-critical value, density and dynamic viscosity rapidly reduce
non-linearly, then remain relatively stable at higher temperatures. Similarly, thermal
conductivities of both fluids linearly reduce below the pseudo-critical temperature,
then reduce more rapidly right above the critical temperatures, and for specific heat, a
peak is formed near the pseudo-critical temperatures. Such drastic non-linear changes
of thermophysical properties around the pseudo-critical temperature are the reasons
for the abnormal flow and heat transfer phenomena in flows of supercritical fluids.
Recently, supercritical fluids are widely applied in energy and aerospace industry,
as an efficient working fluid and coolant due to its special features. Flows of fluids
at supercritical pressure (SCP) is a special type of mixed convection flows, with
stronger buoyancy and effects of significant variations of thermophysical properties.
The changes of flow and heat transfer characteristics are more complicated than
”normal” mixed convection flows that introduced in the last section. The focus of
the present review is mainly the fundamental studies on the abnormal heat transfer
and turbulence in SCP fluid flows, and they were mainly carried out by experiments
and numerical simulations which are separately reviewed.
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(c) H2O at 25MPa, ρ




Figure 2.1: Variations of ρ∗, µ∗, c∗p and λ
∗ against temperature in supercritical CO2
(8.57MPa) and H2O (25MPa).
2.2.1 Experimental studies on supercritical fluid flows
In early experimental studies, flows of different supercritical fluids have been inves-
tigated. Bourke et al. [36] carried out a number of experiments on supercritical
CO2 for different conditions and found that in a heated upward flow, heat transfer
coefficient was reduced, and suggested that this was linked to the changes of den-
sity and viscosity and the effect of buoyancy. By analysing the experimental data,
Ackerman [37] suggested that this abnormal heat transfer behaviour is similar to the
well-known film boiling. It was found that such heat transfer deterioration is de-
pendent on the flow conditions, some further experiments [38, 9] were carried out to
investigate different factors that influence the heat transfer behaviour in vertical pipe
flows of supercritical fluids. In these experiments, temperatures were measured by
calibrated thermocouples. Shiralkar & Griffith [38] conducted the key experimental
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study on the conditions of heat transfer deterioration in pipe flows of supercritical
carbon dioxide. It was found that the heat transfer in such flows was characterised
by the Reynolds number, the free-convection parameter and a heat-flux parameter.
When the effect of buoyancy is relatively weak, i.e., differences between bulk and
wall densities are small, heat transfer deterioration is not obvious unless heat flux is
very high. Also, the variations in the heat transfer coefficient are found to be sensi-
tive to the variations of pipe diameter, which strongly influences the buoyancy effect





Shiralkar & Griffith clarified the reason for the absence of heat transfer deterioration
in previous experiments of supercritical carbon dioxide flows was that the inlet tem-
perature was not low enough, only when the bulk temperature was lower and the wall
temperature was higher than the pseudocritical temperature, significant heat transfer
deterioration could be observed.
Yamagata et al. [9] carried out experiments of vertical pipe flows of supercrit-
ical water at different operating pressures, inlet temperatures, mass flow rates and
ranges of wall heat flux. At low heat flux conditions, heat transfer coefficient was
enhanced and reached the maximum close to the pseudocritical region, the maximum
heat transfer coefficient progressively reduced at higher wall heat flux or operating
pressure. For flows with low heat fluxes, a Nusselt number correlation was obtained
and validated against experimental data. For flows of a given mass flux, heat trans-
fer deterioration was observed when the heat flux is higher than a critical value. A
correlation for such critical limits as a function between wall heat flux q∗w and mass
flow rate G∗ = ρ∗bu
∗
z,b were also clarified by summarising the experimental data in this
study and previous literature, shown in Fig. 2.2. The trend of q∗w and G
∗ condition
for heat transfer deterioration is of a power-law relationship. When G∗w is small, a
relatively small q∗w can cause heat transfer deterioration, and vice versa.
Kurganov & Kaptil’ny [40] conducted several experiments of vertical pipe flows
of supercritical CO2 at different Reynolds numbers, with local velocity measurements
using Pitot tubes inserted in the flow and local temperature measurements with ther-
mocouples. The results were compared with numerical predictions from the Popov
turbulence model [41] with the consideration of the variation of thermophysical prop-
erties. Compared to the experimental data, the numerical solutions could not reflect
the heat transfer deterioration, which the authors attributed to the failure of the mod-
elling of the turbulence Prandtl number. Jackson et al. [42] reported experiments
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Figure 2.2: The relationship between the critical wall heat flux and mass flow rate for
heat transfer deterioration for supercritical water (P ∗ = 22.6 ∼ 31.0), adapted from
Yamagata et al. [9].




= 0.88 ∼ 1.12). Similar to previous experimental studies,
the observed condition of local heat transfer deterioration was that wall heat flux
was sufficiently high to cause the wall temperature higher than the pseudocritical
temperature T ∗pc, while the temperature at the core flow is still lower than that. In
this circumstance, the near-wall fluid had a much lower density than the core flow,
and also significantly different thermophysical properties inside the thermal boundary
layer, which affected the turbulence and heat transfer characteristics. For the subcrit-
ical CO2, film boiling happened inside the thermal boundary layer, similar to that of
the supercritical CO2 flows, buoyancy effect is very strong, which caused differences
in the heat transfer behaviours in upward and downward flows.
Jackson [10] summarized some experimental work that had been done in his group
in the 1960s and 1970s, including those with upward and downward pipe flows of
supercritical CO2. With the previous experimental data summarised, two parameters
which they proposed before were discussed to characterise the buoyancy strength for
flows with wall temperatures lower and higher than the pseudocritical temperature













. With these parameters lower than
10−5, the effect of buoyancy on heat transfer was less than 5%. The correlation
of Nusselt number against Grb
Re2.7b
for flows with T ∗w > T
∗
pc in upward and downward
pipe flows of supercritical CO2 were also obtained from vast early experimental data,
shown in Fig. 2.3. Lower than the criterion ( Grb
Re2.7b
< 10−5), the effect of buoyancy
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for upward (a) and downward (b) pipe
flows of supercritical carbon dioxide, adapted from Jackson [10].
on heat transfer was relatively small, Nusselt numbers in upward and downward





increased, heat transfer was monotonously enhanced in downward flows,
while for upward flows, heat transfer deterioration happened first, followed by the
enhancement at stronger buoyancy. In the discussion, the different heat transfer
behaviours in upward and downward flows were attributed to the different directions
of gravity, which appear in the momentum equation. Hence buoyancy affects the
heat transfer behaviour through modifying the turbulence, and this was found to be
the dominant effect that is more important than the others, e.g., the variations of
thermophysical properties.
Literature surveys on early experimental studies were reported by Pioro et al.
and Duffey & Pioro [43, 44]. Pioro et al. [43] collected heat transfer correlations
from early studies and compared their predictions with experimental data. They
have found that only some of the correlations show similar results to the experimental
data. Duffey & Pioro [44] went through 450 papers on the experiments of supercritical
CO2. The majority of these experiments were for vertical pipes, and some were for
horizontal pipes. The authors re-iterated the classification of the heat transfer modes
of heated supercritical fluid flows as normal, deteriorated, and improved heat transfer.
Deteriorated heat transfer mode usually appears in higher wall heat flux and lower
mass flux flows.
Jiang and his co-workers have carried out vast experimental studies on supercrit-
ical fluids for many years. In particular, they studied flows in small and mini tubes
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using a variety of different supercritical fluids. Jiang et al. [45] experimentally inves-
tigated the effects of inlet temperature, wall heat flux and mass flow rate on turbulent
heat transfer of upward flows of supercritical carbon dioxide in mini-tubes and porous
mini-tubes. It was found that for flows in porous tubes, the heat transfer coefficients
of flows with inlet temperature T ∗0 much larger than T
∗
pc were much lower than those
of flows with T ∗0 much higher than T
∗
pc. The variations of Nusselt number in mini-tube
flows agree with the heat transfer correlation proposed by Krasnoshchekov [46]. The
experimental results also showed that for vertical mini-tube flows of supercritical CO2,
the inlet temperature, wall heat flux and mass flow rate significantly influence tur-
bulent heat transfer. The heat transfer correlation against the buoyancy strength for
flows with high heat flux generally agreed with the trend summarised by Jackson [10]
(Fig. 2.3a), i.e., turbulent heat transfer becomes worse when buoyancy is increased
initially, while a further increase of buoyancy strength results in rising turbulent heat
transfer performances. Experimental studies of mini-tube (D∗ = 0.27mm) flows of
supercritical CO2 at low Reynolds number (ReD,0 = 1900 ∼ 2900) were carried out by
Jiang et al. [47] to investigate the effect of inlet temperature, operating pressure, mass
flow rate and flow direction. In these experiments, flow direction has a limited effect
on heat transfer as buoyancy is relatively weak due to the small tube diameter. When
heat flux was small, wall temperature developments in upward and downward flows
were both continuous, while for flows with high heat fluxes, the wall temperatures
followed the increase-decrease-increase developments in both upward and downward
flows. Jiang et al. suggested turbulence and heat transfer are largely affected by
the acceleration effect due to the density reduction. Another experimental study of
an even smaller diameter tube (D∗ = 0.1mm) flows of supercritical CO2 carried out
by Jiang et al. [48] at various inlet Reynolds number(ReD,0 = 2600 ∼ 6700) also
showed that the buoyancy effect on turbulence and heat transfer is not as significant
as the acceleration effect. Comparisons of the upward and downward flows showed
that they both have similar non-linear developments of wall temperatures due to the
acceleration effect.
Experiments of heated pipe flows of supercritical CO2 at high Reynolds number
(ReD,0 = 3800 ∼ 20000) were carried out by Li et al. [49], at various boundary
conditions. Similar to those observed in early experiments, at high Reynolds number
(ReD,0 = 9000) but low heat flux, consistent heat transfer behaviours were observed
in upward and downward flows, indicating that buoyancy effect was not significant at
these flows. For flows with higher heat fluxes and stronger buoyancy, however, heat
transfer deterioration followed by recovery happened in upward flow. Li et al. also
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applied the Krasnoshchekov correlation [46] and Jackson correlation [50] for mixed
convection Nusselt number for the experiment flows with weak and strong buoyancy,
good agreements were shown between them. Liu et al. carried out experiments of
upward and downward pipe flow (D∗ = 0.95 ∼ 2.00mm) of supercritical n-decane
at various conditions. In n-decane flows with operating pressure p∗0 = 3MPa and
5MPa, with high inlet Reynolds number ReD,0 = 7000, even though wall heat flux
was relatively large, the effects of buoyancy and acceleration on heat transfer were
neglectable. While for flows at lower inlet Reynolds number (2700 and 4000), heat
transfer deterioration caused by the strong buoyancy was observed. Two new Nusselt
number correlations for forced and mixed convection situations were proposed based
on the experimental data in this study, to characterise the variations in heat transfer
behaviours of n-decane flows. Apart from studies of heated supercritical fluid flows
introduced above, experiments of cooling flow of supercritical CO2 were also con-
ducted by Jiang et al. [51], variation trends of heat transfer coefficient different from
heated flows were observed. For upward flows (buoyancy-opposed), heat transfer co-
efficient firstly increased then reduced, while for downward flows (buoyancy-aided),
heat transfer coefficient firstly decreased then increased. In both upward and down-
ward cooling flows, when bulk temperatures were close to the pseudocritical value,
heat transfer coefficient varied significantly.
Studies on other aspects of supercritical fluid flows were conducted by Yan et al.
[52] and Jiang et al. [53]. Yan et al. [52] carried out experiments mainly looked at
the instability of supercritical fluid flows, and found that the transition to turbulence
at the downstream is one of the reasons of the instability. The instability of the flow
is weaker at higher pressures, higher mass flow rates, and higher inlet temperatures.
Jiang et al. [53] studied the heat transfer features of supercritical n-decane in rotating
centrifugal channels, with varied rotating speed, mass flow rate, inlet temperature and
heat flux. Jiang et al. [53] found that heat transfer deterioration is weakened by the
strong centrifugal force and flow deceleration.
For vertical flows of supercritical fluids, the variations of heat transfer charac-
teristics were studied widely, the effects that cause these changes in turbulence and
heat transfer were investigated in detail by conducting experiments with different flow
and thermal boundary conditions and using different fluids. On the other hand, for
horizontal flows of supercritical fluids, more complicated variations could happen as
the flow is not homogeneous at spanwise direction, buoyancy could cause secondary
flows at this direction, with mass transfer between the top and bottom regions, which
could significantly affect the turbulence and heat transfer in such flows. Studies on
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horizontal flows were also conducted to investigate the fundamental physics in such
circumstances. Tian et al. [54] carried out experiments of supercritical R134 flows
with varying diameter, heat flux and mass flux. It was found that the buoyancy
criteria based on supercritical water is not applicable to organic fluids, thus a new
parameter was developed and validated against their own experimental data and those
from previous literature. A set of experiments of supercritical R134 flows in horizontal
pipes was obtained by Tian et al. [55] to provide heat transfer data and correlations
for further studies. A non-uniform circumferential wall temperature distribution was
observed in these results, which can be attributed to the effect of buoyancy. For the
bottom wall, the Dittus-Boelter type correlations [56] are acceptable, implying that
the flow behaves as forced convection. For the top surface of the horizontal pipe flows,
the authors developed a new correlation based on a buoyancy parameter.
2.2.2 Numerical studies on supercritical fluid flows
In the above discussed experimental studies, limited attempts have been made to gain
information on the flow and thermal fields through measurements due to technical
difficulties. Computational fluid dynamics (CFD) method provides an alternative,
efficient and powerful way for the studies of the abnormal heat transfer and turbulent
behaviour in such fluid flows despite that care has to be taken to interpret the sim-
ulation results. In CFD studies, more flow details can be accessed with a lower cost
compared to experiments. The numerical approach has become increasingly more
popular with the advancement of high-performance computers, which provide high-
speed computation capabilities. Bellmore & Reid [57] used an early numerical model
to predict the wall temperature of an upward pipe flow of para-hydrogen just below
the critical pressure. Density fluctuations were taken into consideration in the gov-
erning equations for compressible flows, and the turbulence viscosity was modelled
by the mixing length theory. The predicted wall and bulk temperatures agreed with
the experimental data, and the “M” shaped velocity profiles were reflected in the
simulations. Koshizuka et al. [58] carried out CFD simulations of cooled vertical
pipe flows of supercritical water using a steady-state solver with the standard k − ε
turbulence model. They also considered the variable thermophysical properties. The
correlations of mass flux and heat flux obtained from the CFD simulations agreed
well with those from the experiments [9]. In these numerical studies, when the heat
flux was significantly above the value of the deteriorated heat transfer mode, there
were spacial oscillations in the resolved temperature profiles, and the simulations were
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highly unstable. Two explanations were proposed to explain the heat transfer dete-
rioration of the heated supercritical flow: (i) low near-wall viscosity leads to lower
Prandtl numbers, which leads to thicker thermal boundary layers and smaller Nusselt
numbers, and hence heat transfer deteriorated; (ii) the near-wall flow is accelerated
due to the strong buoyancy, and then the streamwise velocity profile is flattened with
a low wall-normal gradient and thus lower turbulence production. This understanding
and explanation of the heat transfer deterioration provide an important reference for
further investigations on vertical flows of supercritical fluids. Lee & Howell [59] con-
ducted a similar numerical study using a modified mixing length turbulence model
to simulate the convective heat transfer of fluids near the critical point. The nu-
merical model could capture the general feature of supercritical flows and showed
good agreement with the experimental data. It was found that one of the effects of
property variations is to delay the flow developing process and the flow reaches the
fully-developed state in a longer distance.
He et al. [60] used a number of low-Reynolds number eddy-viscosity turbulence
models to simulate supercritical CO2 in a vertical pipe, in which governing equations
are the Reynolds-averaged Navier-Stokes (RANS) equations. The simulations repro-
duced most of the general features observed in previous experiments, and it was found
that in a pipe with a small diameter, the buoyancy effect is not significant, but there is
still heat transfer deterioration. This is because of the streamwise acceleration caused
by a significant reduction in density. In addition, He et al. [60] compared the ability
of a number of low Reynolds number turbulence models to predict the supercritical
fluid flows. Most of the turbulence models assessed can reproduce the general trend
of heat transfer deterioration caused by the buoyancy, but significant quantitative
differences between the predictions of these models were observed. The comparison
of RANS simulations using a number of low-Reynolds number turbulence models with
DNS to assess the ability of the former to predict the heat transfer and turbulence
of supercritical flow were carried out [61]. It was found that the V2F [62] model
produced the most reliable predictions, and most turbulence models could reproduce
the diminished turbulence kinetic energy, but not the recovery of heat transfer. This
could be attributed to the applied Simple Gradient Diffusion Hypothesis (SGDH)
when the turbulent heat flux is determined. In this method, the turbulent Prandtl
number is assumed constant (Prt = 0.9).
Kim et al. [63] compared the performances of several low-Reynolds number, two-
equation and four-equation turbulence models with that of DNS in terms of simulating
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vertical pipe flows of mixed convection flows, with buoyancy modelled by the Boussi-
nesq approximation and variations of thermophysical properties neglected. It was
found that the indirect effect in buoyancy influenced flows was the most important
in terms of causing the laminarization and deterioration of heat transfer, while the
direct effect was negligible at this stage. However, the buoyancy production (direct
effect) was noticeable during the recovery (re-transition) stage. Early turbulence
models (the Launder-Sharma model [28] & the Yang-Shih model [64]) had better
performance in reproducing the general trends buoyancy-influenced of flow features.
Pucciarelli et al. [65] also tested the performance of several two-equation turbulence
models, i.e., the AKN [66] model, the Deng [67] model, and the low-Reynolds k − ε
model in solving the heat transfer of supercritical fluids, and found that the three
models behaved similarly. All of them were sensitive to the crossing of the critical
temperature, and the recovery was not well predicted, because the turbulence pro-
duction due to buoyancy was not taken into account. Adding the Algebraic Heat
Flux Model (AHFM) would help these turbulence models to better predict the recov-
ery phase. The capabilities and limitations of such Algebraic Heat Flux Model were
further tested and discussed by Pucciarelli et al. [68], and compared with DNS data.
The model prediction agreed reasonably well with DNS, though Pucciarelli et al. [68]
pointed out that further improvement could be obtained by selecting a case-specific
AHFM parameter for different turbulence models. The recent study by Xu et al.
[69] supports the above conclusions drawn by He et al. [61] and Pucciarelli et al.
[65]. Recognizing that the inaccurate prediction of turbulence production and the
use of constant turbulent Prandtl number are major factors for the failure of RANS
turbulence models in solving supercritical fluid flows, Jiang et al. [70] developed a
new modified model, with an improved model for buoyancy production and a variable
turbulent Prandtl number. The new model was adopted in the AKN k−ε model [66],
and showed improved performance in terms of solving supercritical fluid flows with
strong heating.
The main concern of RANS simulations in terms of solving supercritical fluid flows
is the inaccurate modelling of the reduced turbulent heat flux affected by buoyancy,
which, to some extent, increases the uncertainties of the simulation result. The studies
based on RANS simulations suggest that low-Reynolds number models such as the
V2F model and the large eddy simulations (LES) are more capable in predicting
the features of heat transfer and turbulence of supercritical flows. While for high-
Reynolds number models, sufficiently accurate results for industry applications could
be obtained with some special treatments implemented. The problem concerned for
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RANS simulations is whether the increase in turbulence reflects in an enhancement
of heat transfer. This problem does not exist in direct numerical simulations (DNS),
as the turbulent heat flux is directly resolved in DNS. Compared to DNS, RANS
simulations and LES both have limitations in terms of simulating wall bounded flows.
In RANS simulations, the governing equation is closed with the turbulent shear stress
modelled, and in LES, only the large scale motions are simulated, while the small
scale activities are modelled. For wall bounded flows, the small scale activities are
important to the turbulent characteristics. In DNS, the large and small scale motions
are directly solved without modelling. A key DNS study on heated upward and
downward pipe flows of supercritical CO2 was carried out by Bae et al. [11]. Flows
with different buoyancy conditions were simulated and the heat transfer deterioration
and recovery were identified, accompanied by the laminarization and regeneration of
turbulence. The resolved streamwise velocity profiles in strong buoyancy cases were
similar to those resolved in the RANS simulations and observed in experiments, i.e.,
near-wall acceleration and core-flow deceleration happen and the velocity profiles were
firstly flattened, then turned into ”M” shape profiles at the later stage. When velocity
profiles were flattened, the flow is laminarised, heat transfer is significantly worsened
at this stage, and the ”M” shape profile corresponded to the stage that turbulence
was regenerated and heat transfer was enhanced. The response of the viscous and




r ) were found to be abnormal. To show this,
one of the case (case C) with strong buoyancy is taken as an example, the resolved
shear stress profiles at fully laminarised stage (with a flattened velocity profile) and
regeneration stage (with an ”M” shape velocity profile) are shown in Fig. 2.4. When
the flow is fully laminarised, turbulent shear stress is nearly zero at most part and heat
transfer is the worst. When velocity gradient rises again due to the M-shaped velocity
profile, turbulence was regenerated. Turbulent shear stress is negative at most part,
and only positive very close to the wall. While during this process, viscous shear
stress remained largely unchanged. Responses of the other turbulent quantities, e.g.,
turbulent kinetic energy and its production, buoyancy production and turbulent heat
flux were also discussed, which presented a detailed picture of the vertical pipe flows
of supercritical CO2. This provides a very useful reference for other studies in this
field.
DNS investigations to vertical annular flows with a heated inner wall were also
carried out by Bae et al. [71]. It was shown that near the hot wall, the normalised
streamwise velocity profiles are not logarithmic any more because the turbulent shear
stress near the wall is largely reduced. Another observation was that the high-speed
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Figure 2.4: Profiles of viscous and turbulent shear stress at fully laminarised
(z/D=12.52) and regeneration (z/D=27.52) stages of case C [11].
and low-speed fluctuating velocity streaks disappear at the locations of the heat trans-
fer deterioration, and turbulence activities such as sweep and ejection are largely
weakened at this stage of the flow. The DNS of pipe flows of strongly heated air
was also conducted by Bae et al. [72] to study the effect of thermophysical property
variations. Similar turbulence and heat transfer reduction were observed, and the
mean velocity and temperature profiles were found to be dissimilar with each other
at down-stream locations. It is of interest to note that low Mach number approxima-
tion was applied in the governing equations used by Bae et al. [11], following Accary
et al. [73]. This method is different from the incompressible approach where the com-
pressibility is completely ignored. Some other DNS studies of supercritical fluid flows
are done by Li et al. [74] and Chu & Laurien [75]. Li et al. [74] simulated channel
flows of supercritical carbon dioxide, with a heated and a cooled wall. The flow is
similar to that in an annular flow simulated by Bae et al. [71]. The distance between
the high- and low-speed streaks in the cooling region increases and turbulence is en-
hanced. It was found that the compressibility effect linked to the pressure fluctuation
and dilatation of velocity fluctuation could be ignored, while the buoyancy production
was significant, due to strong density fluctuations. Chu & Laurien [75] simulated a
horizontal pipe flow of supercritical carbon dioxide, which confirmed the observations
made by Tian et al. [55]. The wall temperature was again found to be higher at the
top due to the secondary flow caused by buoyancy. Interestingly, without the buoy-
ancy effect in the streamwise direction, a reduction in turbulence and heat transfer
coefficient still happen due to the variations of thermophysical properties. Nemati
et al. [76] carried a DNS on the effect of imposing different thermal wall bound-
ary conditions, i.e., with and without enthalpy fluctuations at the pipe wall. It was
shown that the heat transfer in supercritical fluids can be significantly influenced by
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the thermal boundary conditions. With/without enthalpy fluctuations at the wall,
and hence the density and viscosity fluctuations can influence the turbulent shear
stress and turbulent heat flux. The review of vast numerical (RANS & DNS) and
experimental studies on mixed convection flows of supercritical fluids were carried out
by Yoo [77], including various heat transfer correlations summarised in experimental
studies. Yoo found that most of the experimental studies focused on heat transfer
rather than turbulence, none of the correlations could characterise the heat transfer
deterioration and recovery in vertical flows. Yoo suggested further developments of
visualization and measurement technique for experimental studies on supercritical flu-
ids. RANS studies were also summarised, it was found that most turbulence models
could resolve the laminarization and recovery of turbulence, but unable to reproduce
the heat transfer recovery due to the failure of modelling the turbulent heat flux at
this stage. This problem can be solved by using DNS, in which more detailed flow
and heat transfer features could be resolved, but the time-consuming and expensive
required computing resource is another problem for DNS of flows at high Reynolds
number.
From the conclusions of previous experimental and numerical studies, the effects
that cause the abnormal heat transfer and turbulence behaviour in supercritical flu-
ids in vertical pipes are mainly: (i) buoyancy (non-uniform body force) effect, (ii)
acceleration due to density reduction and (iii) effect of other variable thermophysi-
cal properties. In the present study, these three effects are investigated using direct
numerical simulations (DNS) with artificially varied conditions to eliminate or iso-
late some effects. Similar research methodology has been seen in a numerical study
of heated and cooled annular channel flow of supercritical CO2 [78]. In that work,
simulations with constant thermophysical properties, or with only variable density, or
only variable viscosity, or variable thermophysical properties with and without grav-
ity, were carried out to study the effects. The simulations of their study were carried
out under the condition of fully developed flows, and hence any entrance effects are
excluded. Mean velocity and turbulent shear stress profiles were significantly affected
by the variations of density and viscosity. The change of velocity gradient increases
the production of turbulent kinetic energy near the cold wall but decreases it near
the hot wall. Another DNS study that is relevant to the present study was done by
He et al. [13], who studied non-uniform body force (i.e., the buoyancy) effect using
an artificially prescribed body force distributions simulating buoyancy. This enables
them to study the buoyancy force under an isothermal condition. A new interpre-
tation was proposed for flow laminarisation caused by non-uniform body forces such
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as buoyancy. It was found that the turbulent shear stress of a body force influenced
flow can be expressed as a summation of that of a flow of the same pressure gradient
(EPG) but without any body forces, and an additional shear stress attributed to the
body force. We will further discuss this idea together with the analysis of our results
in Chapter 4.
The current study aims at investigating the effects of various physical mecha-
nisms/processes on heat transfer and turbulence in an upward pipe flow of super-
critical CO2, it refers to the work conducted by Bae et al. [11]. In Bae et al.'s
work, the link between heat transfer deterioration/enhancement and the laminarisa-
tion/increase in turbulence is identified, and the behaviours of turbulent shear stress,
turbulent heat flux, turbulent kinetic energy and buoyancy production is presented
and discussed. However, the changes in turbulence is a result of the combination of
several effects, including the variations of viscosity and density, buoyancy and flow
development. Their mechanism and how they affect the changes in turbulence is not
covered in Bae et al.'s work. The techniques used in Peeters et al. [78] to eliminate or
isolate different effects is implemented in the current study. In Peeters's study on an
annular channel flow, the inner and outer walls were set to hot and cold respectively
and the net heat input to the flow was zero. Consequently, there was no flow devel-
opment in the axial direction, which significantly simplified the flow phenomena. In
this study, we apply a constant heat flux on the pipe wall and the flow development
along the pipe is a major characteristic of the flow as in many experiments. We ex-
pect significant differences between developing and fully-developed supercritical fluid
flows, which is one of the focuses of this study.
2.3 Studies on turbulence in heated flows
It is now well established that turbulence in a heated vertical flow in a pipe or chan-
nel is often significantly different from that in an unheated isothermal flow due to
the influence of buoyancy [77, 79]. In a heated downward (buoyancy-opposed) flow,
buoyancy destabilises the flow enhancing turbulence and heat transfer, whereas the
situation is significantly more complex in a heated upward (buoyancy aided) flow.
With moderate buoyancy and heat flux, turbulence is suppressed and heat transfer
is worsened. When the heat flux is sufficiently large resulting in a strong buoyancy,
the flow may be completely laminarised leading to the so-called heat transfer dete-
rioration. With a further increase in heat flux and buoyancy, however, turbulence
reappears leading to improved heat transfer. At this stage, the flow is dominated
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by natural convection. In addition to buoyancy, the flow in a heated pipe is also
complicated by the influences of the variations of thermophysical properties, includ-
ing viscosity and density (other than the buoyancy), which also contribute to the
’peculiar’ behaviours. It is useful to note that many of the flow physics discussed
herein in the context of supercritical fluid also occur in the sub-critical fluid systems,
although the fact that the system pressure is above the critical value often makes the
phenomena more complex and difficult to predict [80].
Bae et al. [11] carried out one of the first DNS of flow of fluid at supercritical
pressure in a vertical pipe for a range of conditions including up and downward flows
of variable buoyancy influences. The detailed information on the flow and thermal
fields enabled the authors to elaborate the physics on the turbulence reduction and
recovery in a greater depth than could have been done previously. In particular,
they focused on the external (indirect) and structural (direct) effects of buoyancy on
turbulence and turbulent heat flux following Petukhov & Polyakov [81]. The former
refers to the fact that buoyancy acting as a body force modifies the mean velocity
profile, which in turn results in a change in turbulence production. This is known to
be the dominating effect of the two and key for the primary understanding of such
flows as discussed in the opening paragraphs of this paper. The structural effect on
the other hand refers to the effect of the interactions between the fluctuating buoyancy
force and velocity, which lead to a direct generation/destruction of turbulence. This
is reflected in the budget of turbulence kinetic energy as the buoyancy production.
Bae et al’s [11] results confirmed that the leading indirect effect could in most cases
be used to explain the key features of flow laminarisation and recovery, supporting
previous semi-empirical theory. Their data on buoyancy production was however
proved to be not entirely expected. While the buoyancy production in a downward
flow is always a positive contribution to turbulence kinetic energy as expected since
such a flow is akin to an unstable flow so far as buoyancy is concerned, the production
in an upward flow is initially negative, but turns to be positive over the rest of the
pipe. This was then shown to be the leading factor for turbulence recovery, which
is perhaps the main reason that turbulence models are unable to accurately predict
turbulence recovery since the buoyancy production is very difficult to predict even
with the most sophisticated models [61, 77].
The theme of the structural effects of buoyancy on turbulence has been carried
over in some more recent studies. Peeters et al. [78] conducted DNS of supercritical
fluid flow in an annular channel with a heated outer wall and a cooled inner wall with
zero net heat flux to the flow, which enabled the authors to study buoyancy-aided
24
and buoyancy-opposed flows simultaneously under an axially fully developed condi-
tion. It was shown that the turbulence was significantly decreased near the hot wall
but increased near the colder wall, which was only partially attributed to the effect
of mean dynamic viscosity and density variations. By analysing the solution of the
transport equation for the evolution of the streamwise coherent streak flank strength,
the authors demonstrated that near the hot wall, both thermal expansion and buoy-
ancy reduce the streak coherence, while the viscosity gradient that exists across the
streaks may interact with the mean shear to either strengthen or weaken the streaks
dependent on the radial location. The formation of the streamwise vortices is not
directly strongly influenced by the density and viscosity fluctuations, but is hindered
by the torque resulted from the kinetic and density gradients. Overall, based on such
analyses of the near wall turbulence re-generation cycle, the authors concluded that
the instantaneous density and dynamic viscosity fluctuations are (partially) responsi-
ble for decreased turbulent motions in heated fluids at supercritical pressure, and the
increase on the cold wall. This is consistent with Bae et al’s [11] conclusion noting
that the buoyancy was moderate in the case of Peeters et al. [78] and the flow was
equivalent to the initial phase of Bae et al’s developing flow.
In a follow-up study [82], the authors further analysed the data on the annular flow
specifically focusing on the direct effects on heat transfer of the variations of thermal
properties. Based on the analyses of the budget of the turbulent heat transfer and
quadrant analyses, the authors concluded that both the fluctuations and the mean
gradients of the density and molecular Prandtl number had a significant influence on
the turbulent heat flux. That is, the direct and indirect effects were equally important
under the conditions studied. It was also demonstrated that the temperature fluc-
tuations diminished in the regions of high heat capacity close to the pseudo-critical
temperature, reducing the direct effect there, but the opposite was true when the
heat capacity was smaller.
Azih & Yaras [83] also investigated the structural effect of density variations con-
sidering a heated channel subject to either wall normal, or streamwise (opposed) or
zero buoyancy. The heated section was relatively short, just over 11 half channel
heights and hence the flows are typical of those close to the early entrance region of a
heated flow. By analysing the coherent turbulence structures, the authors found that
the reduction in density and viscosity in a forced convection promotes the generation
of small scale vortices interacting and breaking pre-existing large near-wall structures
and hence leading to a reduction in turbulent mixing. In a buoyancy-opposed flow,
the baroclinic vorticity generation due to the spanwise density gradient, which was
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introduced in an earlier study [84], was shown to promote larger-scale ejections and
sweeps leading to additional wall-normal thermal mixing, which is consistent with the
findings of previous work under similar conditions [11].
Another interesting recent development in the area of heated flows is the scaling
of the mean velocity, turbulence and temperature distributions. It is well tested
and documented that for isothermal compressible flows at moderate to high Mach




ρ/ρwd(u/uτ )) [85] enables the
transformed velocity uνD of a compressible flow (in which the viscous heating causes
non-uniform mean density distribution) to collapse with the law of the wall of an
incompressible flow with y+ used in both the compressible and incompressible flows.
The transformation adjusts the velocity gradient by a factor of
√
ρ/ρw based on
dimensional argument. This transformation works well for boundary layers above an
adiabatic wall [86, 87]. The success of the density-weighted scaling can be attributed
to the success of Morkovins hypothesis, which states that the relationships between
the relevant statistical properties of turbulence are unaffected by compressibility if
the r.m.s. density fluctuations are small (of order 1/10) compared to the absolute
density [86, 88].
For a heated flow where there is a wall-normal gradient of thermal properties, the
van Driest law fails. This has been attributed to the elongation and shortening of
the near-wall streaks on hot and cold walls, respectively [86, 89, 90]. These streak
modifications are quantified in terms of the wall-based viscous units. To overcome
the above shortcomings, Huang et al. [87] proposed to use the so-called semilocal
scaling, that is, (y∗ = ρ(τw/ρ)
1/2y/µ), which has been found to effectively account
for the changes in streak length in the buffer layer [91, 92]. The modified van Driest
law have then been successfully applied to various heated/cooled flow scenarios e.g,
Coleman et al. [86], even though it clearly does not provide a universal law.
Recently, Trettel & Larsson [93] attempted to develop a universal scaling to con-
sider the influences of variable properties. Their argument was based on the log-layer
scaling as well as the near-wall momentum conservation, and introducing velocity
and coordinate transformations separately. Their work has resulted in a new velocity




















which embodies previously proposed scaling, such as the van Driest and that used by
[87].
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Patel and colleagues have also studied the effect of variable properties on tur-
bulence structures and scaling about the same time. Patel et al. [92] introduced a
semilocal frictional Reynolds number, Re∗τ = Reτ
√
(ρ)/ρw/(µ/µw), which was used
to successfully rescale turbulence statistics and the van Driest transformed velocity
for variable-property flows. The basic expression can be reorganised to take a similar
form as that used in Trettel & Larsson [93] for most flows. Unlike constant property
flows, however, the turbulence statistics show a strong dependence on Re∗τ . For the
case when Re∗τ decreases away from the wall, the streamwise normal Reynolds stress
anisotropy increases, which was associated with the stretching of the large-scale low-
speed streaks in the buffer layer. The reverse is true for increasingRe∗τ cases. Later
Patel et al. [94] provided a more comprehensive discussion on the effects of the near-
wall property gradients on mean velocity scaling, near wall turbulence statistics and
turbulence structures. Again Re∗τ , and in particular, its radial profile, was shown to
characterise the modifications of turbulence structures. This was used to explain the
way turbulence anisotropy is affected by wall heating and cooling. Additionally, it was
found that the viscous shear stress is a universal function in the inner layer when ex-
pressed in the semi-local parameter,(h/Re∗τ )du
νD/dy. It was later showed in Patel et
al. [95] that the statistics of a scaler (such as temperature) can also be scaled using the
semi-local Reynolds number and a semi-local Pr* defined as Pr∗ = Prw(µ/µ)/(λ/λ).
The above idea was further used in Pecnik & Patel [96] to derive a so-called semi-local
scaled transport equation for turbulence kinetic energy, in which the viscous terms
are scaled with Re∗τ and the turbulence production is governed by the gradient of the
van Driest velocity. They then successfully used this equation in conjunction with a
turbulence model to simulate several fully developed turbulent flows, ranging from
volumetrically heated flows at low Mach (Ma) numbers to a fully compressible case
of Ma = 4 in a channel with isothermal walls.
The above scaling work has been based on ordinary fluid (that is fluids at sub-
critical pressure). More recently these scaling theories have been tested for flows
at trans-critical and super-critical pressures [97, 98, 99], though all of them only
considered forced convection neglecting the effect of buoyancy. Wan et al. [98] found
that the semi-local scaling (Re∗τ ) correlated both the mean velocity and temperature
field very well for a spatially fully developed channel flow with a heated and a cooled
wall. Liu et al. [99] considered a more challenging case where the flow is developing
spatially in a heated pipe under forced convection condition. It was found that
the mean velocity in the logarithmic region could be well scaled by the semi-local
scaling, but the temperature could be better scaled with the modified van Driest
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transformation. Ma et al. [97] considered a flow in a heated/cooled channel with a
very high temperature difference (200K) at a pressure just above the critical value.
This hence resulted in a density difference up to 18 times in the flow and therefore
even greater a challenge for scaling. It was shown that whereas the semi-local scaling
was suitable for one wall, but not the other where the density fluctuations are very
high, with STD(ρ′/ρ) > 40%, and hence the condition for the Morkovins hypothesis
is not satisfied.
Finally, we briefly discuss the recent work by He et al. [13] which provides much
of the foundation of the discussion presented herein. In that work, DNS were carried
out to study the effect of non-uniform body force (including for example buoyancy
force) on turbulence using a prescribed linear or step change body force near the wall.
The flow was isothermal. It was established that, in contrast to common perception,
the turbulence is not modified by such body forces when compared with that in an
equivalent pressure gradient (EPG) flow, which can be seen as a suitable reference for
corresponding body force-influenced flows. In this theory, the so-called laminarisation
represented as a reduction in the apparent Reynolds number which can be estimated
once the body force itself is known. The detail of the theory is further discussed
in the results session. More recently, the apparent Reynolds number concept was
used in Marensi et al. [100] to produce a Reynolds number-heating phase diagram,
showing if a flow is expected to be turbulent or laminar (or convection driven flow)
for a heated upward flow using the Boussinesq approximation for density effect. The
phrase diagram agrees well with DNS results and analysis based on the linear stability.
In the present study, we aim to establish a unified approach to explain the mech-
anisms of laminarisation due to the effects of buoyancy, and variations of density and
viscosity in a heated vertical flow at supercritical pressure. The unified theory also
explains the effect of inertia in such a spatially developing flow, which is treated as a
pseudo-body force and its effect is explained in a similar way for other effects. Ad-
ditionally, we study the region of ”full” laminarisation and show that in this region
turbulence in the core of the pipe decays in an exponential manner similar to that of
a grid generated turbulence. Near the wall however streaks are generated which leads
to an increase in streamwise turbulent fluctuations (and hence turbulence kinetic
energy) but new turbulence (the transverse fluctuating components and turbulence
spots) is generated only in a later re-transition region.
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2.4 Fluid-to-fluid scaling for supercritical fluids
For some experiments of supercritical fluids, the cost for increasing and maintaining
the pressure of the fluid of interest (prototype fluid), and heating up the fluid could
be high. Under such circumstances, surrogate fluids (model fluid) could be used
to save the cost and reduce technical difficulties. The heat transfer behaviour of
the prototype fluid can be obtained from converting the experiment result obtained
using the model fluid, with the support of fluid-to-fluid scaling correlations. Required
by the fluid-to-fluid scaling laws, the flow configurations of the model fluid need to
be carefully chosen, to scale some of the chosen non-dimensional parameters which
characterize the heat transfer and flow performance.
Early technique on fluid-to-fluid scaling was developed for the demand of study-
ing the heat transfer behaviour in boiling-water-cooled reactor (BWR) using modelled
fluid to save experimental cost. A generalized modelling technique was developed by
Ahmad [101] using non-dimensional analysis. The fluid-to-fluid scaling method for
boiling water was well tested by experiments for different boiling conditions and ge-
ometries. Fluid-to-fluid scaling technique was well applied in nuclear thermohydraulic
studies to model the complicated heat transfer in flows with phase change. A down-
scaled model was developed by Van et al. [102] to study the Dodewaard BWR using
freon-12 as the modelling fluid. The downscaled model only consumes 2% energy of
the original BWR reactor, with most of the system parameters fixed. Phase change
number and sub-cooling number were used to scale the heat flux and inlet enthalpy.
The main task to achieve similarity among supercritical fluids is to establish a
group of non-dimensional parameters to characterize the heat transfer and flow be-
haviour, then by scaling the boundary conditions of the model and prototype fluids,
to ensure these non-dimensional parameters be the same in the model and prototype
fluids. Several groups of non-dimensional numbers characterizing the heat transfer
behaviour and stability of supercritical fluid flows were proposed and discussed in
some recent studies [103, 104, 105]. A brief review on fluid-to-fluid scaling was car-
























Early fluid-to-fluid scaling law for supercritical fluids was developed by Jackson
& Hall[107]. They analysed the non-dimensional governing equation and identified
twelve non-dimensional parameters to achieve complete similarity in two systems that
are free of buoyancy effect. It is impossible to satisfy all the twelve parameters in
two systems, and 5 non-dimensional parameters were chosen to be scaled, to achieve











This scaling method is for forced convection systems with the same fluid. Based on
this scaling law, Zwolinski et al. [108] has developed a modified version of Jackson's
scaling law, to achieve similarity between supercritical CO2 and H2O. The five non-
















Also, this modified method is again only for forced convection flow systems.
Another scaling method for supercritical flows was proposed by Cheng et al. [109],





to achieve similar non-dimensional fluid
properties development trends in two different supercritical fluids. Rather than using
the Reynolds number to scale the mass flux, Cheng used an empirical expression
including the Reynolds and Prandtl number to achieve similarity of the developments
of Nusselt number. In Cheng's law, Nusselt number is determined by four non-












λ∗(T ∗pc−T ∗c )
). A less straight
forward method was used to validate the scaling method: the experimental data of the
model fluid was transferred to the equivalent condition of the prototype fluid using
the scaling correlation, then the heat transfer behaviour of the prototype fluid in this
equivalent condition was calculated using the empirical correlation obtained from
early studies. The results were accurately matched, which shows good reliability of
this scaling method. Cheng's scaling method was numerically tested for different fluids
by Tejaswini et al. [110], who used supercritical CO2 and R134a to downscale the
flow of supercritical H2O. The scaling law is tested by simulations using the standard
k − ε turbulence model. The comparison was not only based on the development of
Nusselt number, but also the temperature and density. It was found that the profiles
of CO2 agree better with those of H2O than those of the R134a.
To avoid the singularity when temperature reaches the critical point, Zahlan
et al. [111] used
T ∗b
T ∗pc
to achieve similarity in developing trends of fluid proper-
ties. Zahlan et al. has proposed two other scaling laws based on Cheng's simi-
larity correlation. Same as that of Cheng's, empirical expression RePr2/5 was used
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to achieve similarity of heat transfer coefficients in two fluids. The Nusselt num-



























et al. tested the two new correlations together of the two earlier correlations (modified
Jackson's correlations, Cheng's correlations) using experimental data of supercritical
CO2 and heat transfer empirical correlation of supercritical H2O, in a large range of
flow conditions. They mostly discussed the similarity in heat transfer coefficient. The
two early laws were found to overestimate the heat transfer coefficient, and the two
new laws have lower uncertainties.
Recently there were two new scaling proposed and tested by Yu et al. [112] and
Tian et al. [113]. Yu et al. proposed a new scaling method by introducing a new non-







En is to ensure the similarity in experimental condition and fluid type. In Yu's










, Reb, P rb, En). Supercritical R134a was used to downscale the flow
of supercritical H2O and CO2, experimental data and empirical correlations were
used to validate the new scaling method. Good agreement was shown in the scaling
result. Tian et al. [113] has developed a new scaling law for the similarity of mixed





used to scale the heat transfer coefficient. It was found from vast early experimental









∗ can be used to characterize the heat
transfer behaviour. The new scaling correlation was tested using RANS simulations
with k − ω turbulence model. R134a was used to model the flow of water and the
heat transfer behaviours agreed well between the model and prototype fluids. The
study extended fluid-to-fluid scaling of supercritical fluids to mixed convection.
Another group of non-dimensional parameters were introduced by Ambrosini [105]
to characterize the stability and heat transfer of the supercritical upward pipe flow
with uniform heating. These non-dimensional parameters were reconsidered by [14],
Reynolds averaged Navier-Stokes (RANS) simulation was used to test the perfor-
mance of the fluid-to-fluid scaling correlation. More simulations and detailed discus-
sion were carried out by Ambrosini [114]. In this scaling method, the non-dimensional









Table 2.1: Non-dimensional groups of different fluid-to-fluid scaling laws for super-
critical fluids.
Fluid-to-fluid scaling correlation Nusselt number determination
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Ambrosini et al. [14] Nub = f(
q∗β∗pc
ṁc∗p,pc
, (h∗pc − h∗0)
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Tian et al. [113] Nub = f(
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P ∗c



















This ensures that the starting points and change rates of the streamwise developments
of the non-dimensional bulk enthalpies in the two fluids are the same. The method
requires that the pressure of the model and prototype fluids to be tuned to achieve a
similarity between the non-dimensional fluid properties. The local Reynolds number
calculated by the local bulk properties should also be kept the same, ideally. Accord-
ing to the discussion in Ambrosini & De Rosa [14], it is impossible to achieve the
same bulk Prandtl number between two supercritical fluids, and the Peclect number
appears in the non-dimensional energy equation cannot be the same after scaling the
Reynolds number. The operating pressures of the model and prototype fluids are
tuned to achieve the same maximum Prandtl number at the critical point, suggested
by Rohde & Van [115]. Similarity of the heat transfer behaviour is given by RANS
simulation especially in data sets with lower inlet enthalpy. The non-dimensional pa-
rameters to determine the heat transfer in supercritical flow in different fluid-to-fluid
scaling methods are listed in table 2.1.
The study described in Chapter 6 will test the fluid-to-fluid scaling method pro-
posed by Ambrosini [14], among four different supercritical fluids, i.e., carbon diox-
ide, water, ammonia, and fluoroform using direct numerical simulations (DNS). Early
studies of fluid-to-fluid scaling for supercritical fluids are mainly based on experimen-
tal data, empirical correlations, and RANS simulations. DNS has not been used for
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such a purpose before. The result of DNS is able to provide good reference and fur-
ther understanding of the theory of fluid-to-fluid scaling for supercritical fluids. In
chapter 6, the comparisons of variations in turbulence in the different fluids are also
of interest, which is directly relevant to the change of the heat transfer.
2.5 Conjugate heat transfer of supercritical fluid
flows
Most numerical studies of supercritical fluids only carried out simulations of the fluid
domain, with thermal boundary conditions based on a constant heat flux or a constant
temperature on the wall. However, the thermal boundary conditions in experiments
are different, in most cases, the fluid is heated by the solid pipe, which is heated by
electric current. In such experiments, the heat flux through the fluid-solid interface
can rather non-uniform due to axial solid conduction. Such redistribution could be
intensified when there are strong axial or circumferential variations of heat transfer
characteristic.
As discussed in the previous sections, for vertical flows of supercritical fluids under
strong heating, when the pseudo-critical temperature is between the bulk and wall
temperatures, there are strong changes of heat transfer and turbulent characteristic
due to the effect of buoyancy and thermophysical property variations. For horizontal
flows, there may be horizontal thermal stratifications due to buoyancy. It can be
expected that, for vertical flows, heat flux through the fluid-solid interface maybe
redistributed in axial direction, and for horizontal flows, heat flux maybe redistributed
in both axial and circumferential directions. It is necessary to use conjugate heat
transfer in numerical studies of supercritical fluid flows to quantify the differences
brought by considering/neglecting solid conduction in simulations. Such a study was
carried out by Pucciarelli & Ambrosini [15] for the first time for channel flows of
water at supercritical pressure (25MPa) simulated by large eddy simulations (LES),
with and without the steel solid wall. In this study, the thickness of the steel wall
was taken to be the half channel height (1mm) and the inlet Reynolds number was
3868. According to the result, different types of thermal boundary conditions cause
significant difference in terms of heat transfer and turbulence. The fluctuations of
temperature were much smaller after considering conjugate heat transfer, which were
linked to the fluctuations of thermophysical properties, such fluctuations affect the
turbulence characteristics. When the flow was partly and fully laminarised, the near-
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wall peak of turbulent kinetic energy reduced by about 50% to 40%, and radial
turbulent heat flux reduces by about 30% after including the solid wall conduction.
By considering conjugate heat transfer, two effects are brought in, i.e., the stabi-
lization of temperature (enthalpy) fluctuation and redistribution of heat flux on the
fluid-solid interface. The first effect was investigated by Nemati et al. [76] in a DNS
study, by studying forced convection pipe flows of carbon dioxide (Reτ = 360) at su-
percritical pressure with two thermal boundary conditions, i.e., uniform wall heat flux
and fixed wall enthalpy. After eliminating the fluctuation of the wall enthalpy (the
latter thermal boundary condition), the magnitude of viscous diffusion, dissipation
and production of turbulent kinetic energy budget are all slightly smaller, especially
near the wall. Also, the FIK decompositions of Nusselt number [33, 34] show that
the laminar and inhomogeneous contributions largely remain the same when the wall
enthalpy fluctuations were eliminated, while the turbulent contribution was slightly
reduced, which was the main reason for the reduction of Nusselt number. Nemati et
al. [76] has quantified the contributions of wall enthalpy fluctuations to heat transfer
and turbulence in an example of forced convection, which helps to provide further
understanding of the effect of the wall enthalpy (temperature) fluctuations.
Some RANS numerical studies of supercritical fluid flows also considered conju-
gate heat transfer. Zhou & Krishnan [116] simulated the flows of supercritical sulfur
hexafluoride (Re = 650) in a T-shape channel with low-Reynolds number k−ε (Chien)
turbulence model [117], and validated the numerical result against experiments. Con-
jugate heat transfer was considered, and the heat flux across the fluid-solid interface
was achieved to couple the fluid and solid part. It is found that the wall temperature
from the experiment reached the peak value earlier than that resolved numerically.
The comparisons of the general trend of horizontal and upward flows were satisfac-
tory against experiments, with the wall temperature reasonable well predicted. Wang
et al. [118] carried out conjugate heat transfer simulations of supercritical cryogenic
methane flows in rectangular cooling channels using the standard k − ε model to
study the effects of solid thermal conductivity. It was found that the variation of
solid thermal conductivity significantly affected the redistribution of heat flux to the
fluid, and a new empirical Nusselt number correlation was established based on the
Jackson & Hall [119] correlation.
Zhao et al. [120, 121] carried out conjugate heat transfer simulations of vertical
annular channel flows of supercritical CO2, using the AKN [122, 66], V2F [62], YS
[123] turbulence models, and compared their results against experiments. The result
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shows the three models can largely reproduce the general trend of the wall tempera-
ture, and the wall temperature obtained by the AKN model has the best agreement
with the experimental result. Zhao et al. [124] investigated the conjugate heat trans-
fer of supercritical CO2 in a membrane helical coiled heat exchanger, which was more
complicated than channel or pipe flows. Abnormal heat transfer behaviour was found:
the wall temperature and heat transfer coefficient of the inner surface reduced and
increased periodically, but such phenomena disappeared when the Reynolds number
or the inlet temperature were increased. Sun et al. [125] studied the supercritical
aviation kerosene (RP-3) flows in a horizontal tube using conjugate heat transfer
simulation. They used the standard k − ε turbulence model with the modified wall
treatment to carried out simulations at different Reynolds number, heat fluxes and
tube diameters, and found that the buoyancy effect is stronger at lowered Reynolds
numbers, higher wall heat fluxes and larger diameters. By using conjugate heat trans-
fer, the heat flux at the top and bottom of the tube was redistributed, circumferential
stratification can also be observed. Xu et al. [126] carried out conjugate heat transfer
simulations of supercritical RP-3 flows in a ribbed tube to study the effect of ribs. It
was found that the heat transfer was effectively enhanced due to the presence of the
ribs, especially at the inlet region. The pyrolytic reaction was increased downstream
due to a much higher bulk temperature. Numerical simulations of developing laminar
flows of supercritical CO2 in multi micro-channel, with conjugate heat transfer, have
also been carried out [127, 128]. It was found that the friction factor and heat transfer
coefficient were significantly affected by the strong change of thermophysical proper-
ties, and such effect diminished when the temperature or pressure was further above
the pseudo-critical value. When the pressure was higher than the critical value, the
heat transfer deterioration was weakened, but the Nusselt number was not affected
by the Reynolds number in laminar regime.
To shorten simulation running time and reduce necessary computing resources,
modelling work has been done to develop simplified models for conjugate heat trans-
fer of supercritical fluids. Pizzarelli et al. [129] and Zima & Nowak-Oc loń [130]
developed similar 1/2-D models to predict the wall temperature of the supercritical
methane flows in a rocket engine cooling channel and the heating of the waterwall
tubes in steam boilers, respectively. These models both have a 1-D mesh for the
mass conservation and momentum balance, and a 2-D mesh for the energy balance,
coupled with the solid wall. The turbulent heat flux, skin friction and heat transfer
coefficient were calculated using empirical correlations. These models have been val-
idated against CFD solvers and experimental data and proved to be able to capture
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the general trend of wall temperatures, and provided useful estimation for industry
and other practical applications.
The literature survey on studies of conjugate heat transfer of supercritical fluids
indicates that there are few numerical studies on this topic. Most of the simulations
in these studies were carried out using the Reynolds-averaged Navier-Stokes (RANS)
approach, with the eddy viscosity modelled, and only one [15] used LES. None of
them used DNS, which is able to resolve the flow at small scales without modelling
to reflect the real physics and mechanisms. Two effects are brought by including
conjugate heat transfer in the simulations of supercritical fluid flows, i.e., significant
reductions of near-wall enthalpy (temperature) fluctuations and the redistribution of
the fluid wall heat flux due to conduction in the solid wall. In RANS simulations,
only the redistribution of the heat flux can be reflected. The effect of wall enthalpy
(temperature) fluctuations cannot be modelled, because the enthalpy (or tempera-
ture) in the energy equation is in Reynolds averaged form, and the fluctuations are
not resolved. In the DNS study done by Nemati et al. [76], the effect of elimination of
the enthalpy fluctuations was investigated, but the redistribution of heat flux and the
effect of buoyancy were not considered. It is necessary to carry out DNS of conjugate
heat transfer of supercritical flows to establish further understanding on two effects.




More and more studies of flow and/or heat transfer are carried out using numerical
methods. Compared to experiments, computational fluid dynamics (CFD) simula-
tions can predict the flow and thermal characteristic reasonably and accurately, with
lower costs. In experiments at high pressure and temperature, it is always a challenges
to measure velocities and temperatures. Both intrusive methods (pitot tubes) and op-
tical approaches (e.g., LDV or PIV) are difficult to be deployed for such flow/thermal
conditions. In comparison, it is more convenient to access the detailed flow and ther-
mal field, at any time and location of the flow domain with the help of CFD. A more
complete picture of the flow physics can be presented, and visualizations of turbulent
vortexes and activities, energy spectra at different scales become possible. Moreover,
CFD simulations can help reducing risks and costs for studies of flows at extreme
conditions, e.g., coolant flows at nuclear reactor cores, high temperature ejection
flows, etc. Popular CFD types include the Reynolds-averaged Navier-Stokes (RANS)
simulations, large eddy simulations (LES) and direct numerical simulations (DNS)
were widely applied in solving different problems. Simulations carried out in the cur-
rent study are direct numerical simulations (DNS), of which the numerical schemes
will be introduced in this chapter. Also, the concepts of Reynolds-averaged Navier-
Stokes (RANS) equations, Favre-averaged Navier-Stokes (FANS) equations that are
relevant to the result discussions in this study, and the post-processing algorithm will
be introduced in detail in this chapter.
In this chapter, numerical schemes of the direct numerical simulations in the
current study and some background theory are introduced.
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3.1 Navier-Stokes equations and DNS code CHAP-
Sim
3.1.1 Navier-Stokes equations
Navier-Stokes equations were derived by French physicists Claude-Louis Navier and
Geoge Gabriel Stokes in the 19th century, to describe the conservation of mass, mo-
mentum and energy in fluid motions. The conservative and non-dimensional form
of continuity (Eq. 3.1), momentum (Eq. 3.2) and energy (Eq. 3.3) equations that


























































Fluid flows in reality satisfy the Navier-Stokes at every instant and thus the instan-
taneous flow/thermal field can be obtained by solving the Navier-Stokes equations.
Direct numerical simulation (DNS) is a numerical method solving these equations
without introducing empirical modelling and is hence a popular tool for fundamental
studies of turbulent flows. DNS reproduces the turbulent structures and small scale
flow features, using fine meshes and small time steps. Simulations in the present
study are DNSs, carried out using CHAPSim [131, 132, 133], which is an in-house
solver for incompressible flows. In this section, the numerical schemes in CHAPSim
and a new implementation for conjugate heat transfer by the author are introduced.
3.1.2 Governing equations for pipe flows
Upward pipe flows of fluids at supercritical pressure are simulated in the current
study. The governing equations are the conservative Navier-Stokes equations and the














































































































































































































































































































In the above equations, velocities, temperature and thermophysical properties are

















and lengths are normalised by the radius, the pressure is normalised by ρ∗u∗0u
∗
0, the
























The enthalpy at T ∗0 + 350K is chosen here as h
∗
ref , so that the curve of ρh− h can be
smooth, to increase the numerical stability of the simulation.
The velocities of flows concerned in the present study are in the order of 1 m/s,
which is significantly lower than the sound speed of the order of 100 m/s. According
to this, a low-March number approximation is applied to the full-compressible Navier-
Stokes equations, with the acoustic interactions and compressibility effects eliminated.
This is to avoid the severe time step restriction when the full compressible Navier-
Stokes equations are solved. Such typical treatment was applied in some early DNS
studies on supercritical fluid flows [11, 12, 78]. For the concerned incompressible flow,
although density does not change with pressure, it varies with temperature, so that
the time evolution of density is kept in the continuity equation.
In the simulations, thermophysical properties are enthalpy dependent, the NIST
property database [35] is used to obtain these properties in the simulation. In CHAP-
Sim, the variable groups ρuz, ρur, ρuθ, ρh (rather the uz, ur, uθ and h) are solved.
When the thermophysical properties are obtained by looking up the NIST database,
the thermodynamic pressure is held constant (same as the operating pressure). With
the pressure assumed constant [11, 12, 78], the thermophysical properties only change
with enthalpy. The enthalpy is firstly obtained using a function h = f(ρh) obtained
from the property database. Then the thermophysical properties (ρ, µ, cp & λ) are
obtained by their functions with the enthalpy. These new thermophysical properties
will be used in the solution at the next time step.
The spacial and time discretizations will be introduced in the next two sections.
3.1.3 Spacial discretization scheme
In CHAPSim [131, 132, 133], finite difference scheme is used in spacial discretization,
with structured mesh used. A staggered mesh is used for variable storage. That is,
the velocities are defined at the cell faces that they are normal to, and the scalars such
as the pressure, temperature, enthalpy and thermophysical properties are defined at
the cell center. A simple diagram of the structured pipe mesh is shown in Fig. 3.1,
with 4 × 4 × 8 cells in streamwise, radial and spanwise direction, as an example to
present the mesh scheme for cylindrical coordinate. For simulations in the present
study, the mesh qualities are much finer than this.
A second order central difference scheme is used for the spacial discretization in
the solver. The numerical expressions of the second convection term and the second
diffusion term of the streamwise momentum equation (Eq. 3.6) are shown as examples
for the spacial discretization.
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Figure 3.1: Diagram of the example structured pipe mesh in CHAPSim (4× 4× 8).




at location with stream-








. As shown in the z − r cross
section view of the mesh (Fig 3.2), the mesh is uniform at streamwise direction, and
non-uniform at radial direction, as finer wall-normal mesh is needed near the wall.
The streamwise velocity uz and mass flux ρuz (arrows with dash lines) are defined at
the red faces that they are normal to, while the radial velocity ur and mass flux ρur
(arrows with solid lines) are defined at the blue faces that they are normal to. The



























































































Figure 3.2: Staggered mesh grids and mass flux vectors.
And streamwise velocities uz, i, j′+1 and uz, i, j′ can be obtained by interpolation:











































































The second example to show the spacial discretization is the numerical expression














at the location (i, j). This
is still based on the mesh of the z − r cross section in Fig. 3.2. The diffusion term











































































































ur, i′ , j′ − ur, i′−1, j′
∆z
(3.21)





















µi′ , j−1 + µi′−1, j−1
2
(3.22)
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The temporal discretization is introduced in the next section.
3.1.4 Time discretization scheme
To simplify the description, G is used to represent the convection (non-linear) and
diffusion (linear) terms at the right hand side of the momentum equations, and the







In the version of CHAPSim used in the present study, third order Runge-Kutta ex-
plicit scheme is used for the time discretization [134, 135]. For each time step, local
(ρu)i is updated in three stages. We assume the current time step is n, and the next


























For each stages, ρui is approaching the value at the next time step, and the updated














b1 = 0, b2 = −17
60
, b3 = − 5
12
(3.29)
The same time discretization is applied for the energy equation, to obtain ρh at
the next time step. For every location, the solution of the energy and momentum
equation is half a time step staggered with each other. The energy equation is solved
at time n, while the momentum equation is solved at time n+ 1
2
: at time n, the energy
equation is first solved using the flow and thermophysical property field at time n to
obtain (ρh)n,1. Then h and thermophysical properties are recalculated, and these new
properties are used when solving the momentum equation, then (ρui)
n,1 is obtained.
After these two steps, the resolved flow and thermal field satisfy the momentum and
energy equations. To also satisfy the continuity equation, the pressure and mass flux
corrections are obtained by solving the Poisson equation, which is introduced in the
next section.
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The time step ∆t is chosen according to the Courant–Friedrichs–Lewy (CFL)






For C = 1, ∆t represent the duration that the fluid with the maximum velocity travel
through the smallest mesh grid. The stability condition for explicit scheme is C < 1.
In the current study, we chose a time step with C ≈ 0.44, which is sufficient for the
stable condition of the explicit Runge-Kutta scheme.
3.1.5 Pressure-velocity coupling scheme
For each location of a 3-D pipe flow, five variables at the new time step are calcu-
lated, i.e., ρuz, ρur, ρuθ, ρh, and p, with five governing equations (Eq. 3.5-3.11).
There are transport equations for the first four variables, and their time evolutions
can be obtained numerically, however, there is no transport equation for the pres-
sure. To obtain the pressure at the next time step using the continuity equation,
pressure-velocity coupling scheme is needed. The pressure-velocity coupling scheme
in CHAPSim is similar to the SIMPLE scheme [137].
For each time step, the obtained instantaneous flow and thermal fields should
satisfy all the governing equations (Eq. 3.5-3.11). For each stage of the 3rd order
Runge-Kutta process, new ρh, thermophysical properties and ρui are obtained using
the ’old’ pressure to produce a prediction in equation 3.25-3.27. After each RK step,
the Poisson equation [138] is solved to correct the mass flux and pressure, so as
to satisfy the the mass conservation. The process of calculating the mass flux and
pressure corrections in 3rd order Runge-Kutta process for cylindrical coordinate is
shown below with the first stage of the Runge-Kutta process taken as an example.




t + ∆(ρui) p
n,1 = pn,1t + ∆p (3.31)
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These calculations are also done to the radial and spanwise momentum equations,





































We want the corrected values (ρuz)
n,1, (rρur)
n,1 and (ρuθ)
n,1 satisfy the continuity





















































The left hand side of Eq. 3.39 is the source term of the Poisson equation, and it can
be calculated using the predicted mass flux and the time derivative of density. The
right hand side of Eq. 3.39 is the Laplacian of the pressure correction. ∆p field can
be obtained using the Poisson equation solver, then with this, streamwise mass flux
correction ∆(ρuz) can be obtained using Eq. 3.34. Similar to this, corrections for
radial and spanwise mass fluxes, i.e., ∆(ρur), ∆(ρuθ) can be obtained. With the mass
flux and pressure field corrected, the solution satisfies all the governing equations.
3.1.6 Implement of conjugate heat transfer in CHAPSim
The above sections introduce the numerical scheme implemented in CHAPSim, to
calculate the time evolution of flow and thermal fields of the fluid domain, from a
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given initial field and boundary conditions. To consider thermal conduction of the
solid pipe, additional structured mesh for the solid domain is added for the wall of
the pipe. For the solid domain, the governing equation is simpler, the momentum
equations and the continuity equation are redundant and therefore eliminated, as
there is no motion in the solid. Only the energy equation is solved, as shown in Eq.















































Fig. 3.3a shows the sketch of a simple structured mesh of the fluid and solid domains,
and the fluid-solid interface is coloured by red. The number of cells at spanwise and
streamwise directions are the same in the fluid and solid mesh. The radial mesh for
fluid is non-uniform, while that for the solid is uniform.
In simulations without considering the solid wall, the fluid domain is heated by the
imposed thermal boundary condition at the wall (uniform heat flux). With conjugate
heat transfer considered, the solid is heated by a volumetric heating source, which is
conducted into the fluid via the solid-fluid interface. At each time step, local heat
flux through the fluid-solid interface is obtained using information in both the solid
and fluid domain from last time step as explained below. This heat flux will then be
imposed as the thermal boundary condition for both the fluid and solid domains, to
ensure the energy conservation between the two.
Figure 3.3b is the z − r cross section view of the solid and fluid meshes near
the interface, the temperature and thermal conductivity of both the solid and fluid
are defined at the cell center. The interface is specified by the red dash line. The
temperature and thermal conductivity at the first solid cell are Ts and λs, and those
for the first fluid cell are Tf and λf . The blue arrow denotes the heat flux that leaves
the first solid cell, the red arrow denotes the heat flux received by the first fluid cell,
and the green arrow denotes the heat flux through the fluid-solid interface. Assume
the temperature and thermal conductivity at the interface are Tw and λw. The three
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(a) a (b) b
Figure 3.3: Example structured mesh for fluid and solid domains, with fluid mesh
size of 7× 4× 16 (streamwise × radial × spanwise), and solid mesh size of 7× 4× 16
(a), and the z − r cross section view of the mesh near the fluid-solid interface.
To satisfy the energy conservation between the solid and fluid domain (assuming no
axial conduction in both domains and additionally the convection in the fluid domain
is also negligible), the three heat fluxes are the same:











The expression of λw can be obtained by rearranging Eq. 3.43:
λw =
(∆ys + ∆yf )λsλf
λf∆ys + λs∆yf
(3.44)
And qw can be written:
qw =
2λsλf (Ts − Tf )
λf∆ys + λs∆yf
(3.45)
Thus the local wall heat flux can be explicitly calculated using the temperatures
and thermal conductivities of the first cell next to the interface. For each time step,
qw is calculated using the information from last time step, then it is imposed to
both the fluid and solid domain as thermal boundary conditions. By doing this, the
continuity of heat flux and temperature through the fluid-solid interface, and the
energy conservation between the two domains can be ensured.
3.2 Validation of CHAPSim
To validate the capability of CHAPSim in solving the turbulent pipe flow, an isother-
mal turbulent pipe flow chosen from the simulations done by Khoury et al. [139]
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(a) Streamwise velocity (b) Streamwise fluctuating velocity
(c) Radial fluctuating velocity (d) Spanwise fluctuating velocity
Figure 3.4: Comparisons of streamwise velocities, root mean square of fluctuating
velocities at streamwise, radial, and spanwise directions of a isothermal pipe flow
(Reτ = 180), results obtained by code CHAPSim and Khoury et al.
for a DNS database, was reproduced by CHAPSim. It is a fully developed flow at
Reτ = 180 (ReD ≈ 5300), with constant thermophysical properties. For the mesh at
radial direction, ∆y+ range of the simulation done by Khoury et al is 0.14− 3.86, in
our simulation of CHAPSim, the mesh is slightly coarser, ∆y+ range is 0.17 − 7.42.
Comparisons between the two, including the time averaged streamwise velocity u+z ,
and the root mean square of fluctuating velocities u+rms components in three direc-
tions agree very well with those from the above reference (figure 3.4). For additional
validation, please see the study of Seddighi [131].
The validation of CHAPSim in terms of solving SCP fluid flows is shown next.
Two cases with strong heating and buoyancy from the simulations of Bae et al. [11]
(case B and D) have been chosen to be reproduced by CHAPSim. These two cases
have also been reproduced by Nemati et al. [12], using another DNS code, the results
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Figure 3.5: Comparison of wall temperature predictions obtained by CHAPSim
against results obtained by Bae et al. and Nemati et al.
of which are also presented here for code-to-code comparison. These two cases are
upward pipe flows of carbon dioxide at 8MPa with uniform wall heat fluxes, and with
ReD = 5400 and T
∗
0 = 301.15K (T
∗
pc = 307.85K). The pipe diameter of case B is
1mm, and that of case D is 3mm. The wall heat flux for case B is 61.74kW/m2, and
that for case D is 20.85kW/m2. For the simulations of cases B and D carried out by
Bae et al. [11], the mesh size was 769× 69× 129 in streamwise, radial and spanwise
direction, and the reproduction done by [12] had a mesh size of 768× 68× 128, while
the cases reproduced by CHAPSim has a the mesh of 768× 64× 128.
The comparison of the predictions of the wall temperature is shown in Fig. 3.5.
It can be seen that the results of the Nemati et al’s and ours agree very well for both
cases, whereas both are somewhat lower than those of Bae et al’s for case B. Fig. 3.6
show further comparison between the turbulent shear stresses predicted by Nemati et
al. and using our mesh at a number of streamwise locations. The agreement is again
good in both cases.
3.3 Favre-averaged transport equation for Reynolds
normal stresses
The transport equations for the Reynolds normal stresses will be used in the discussion
of the current study. The derivation of the transport equation of ũ′′zu
′′
z is shown herein
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a) b)
Figure 3.6: Turbulent shear stresses in Bae et al’s (a) case B and (b) case D - com-
parison between predictions of Nemati et al. [12] and those of CHAPSim.
as an example, which begins from the streamwise momentum equation, assume all





The transport equation of ũ′′zu
′′
z can be obtained by multiplying both sides of







Equation 3.47 can be expanded by substituting ũi + u
′′
i to ui and rearranging each


























































































































































As shown in Eq. 3.6, ηz contains three convection terms, three diffusion terms, a
pressure gradient term and a gravity term. To present the expansion of 2u′′zηz, the
expansions of the streamwise convection and streamwise diffusion terms are taken as
examples, shown in Eq. 3.49 & 3.50. The expansion of the streamwise convection
term contains the shear production, convection, turbulent transport terms of Reynolds
normal stress ũ′′zu
′′
z and an additional terms A2, the expansion of the radial viscous
diffusion term contains the viscous diffusion and dissipation terms of ũ′′zu
′′
z , and an
additional term. The expansion of other convection and viscous diffusion terms are






















































































































































The expansion of the pressure gradient term includes the buoyancy production,




















































The four additional terms in the expansions of the time evolution and three con-































































The transport equation for ũ′′zu
′′
z is obtained by expanding and rearranging Eq.























































































































































Additional terms due to velocity fluctuation
(3.58)
The derivation of the transport equation of Reynolds normal stress u′zu
′
z is similar
to that of ũ′′zu
′′
z , except the expansion of the pressure gradient and gravity term. The
expansions of the pressure gradient term and gravity term for the transport equation
of u′zu
′














































3.4.1 Time and spanwise average
After running the simulations, post-processing is carried out to visualise and present
the data for further discussions, which are based on two types of result data in the
current study, i.e., statistical and instantaneous data. During DNS simulations, in-
stantaneous flow and thermal fields are resolved at each time step, which are the
chaotic instantaneous data, e.g., uz(z, r, θ, t), ρ(z, r, θ, t), etc. Herein average can be
done in the homogeneous dimensions, e.g., spanwide direction of vertical pipe flows,
transverse direction of transversely periodic channel flows, time in the stationary
flows, etc, to filter out the oscillations and obtain the mean flow/thermal features
over a larger scale.
The flows of interest in the current study are vertical pipe flows after reaching
stationary state, therefore a mixed average at spanwise direction and time can be
implemented. The time average of variable φ at spacial coordinate ξ = (z1, r1, θ1)
between time index m and n is defined as:
φ
t
(z1, r1, θ1) =









in which ”m” is the time index after the flow reaching stationary state, (n−m) + 1
is the time step count from time index m to n. A sketch of time development of
example variable φ is shown in Fig. 3.7, with a transient stage (1 to m) at the begin,
and finally reaches stationary state (i > m). Time averaged φξ between time step m
and n is specified by the red line.
Similarly, spanwise average of variable φ (at location (z1, r1) and time t1) from
spanwise coordinate index l to k is defined as:
φ
θ
(z1, r1, t1) =
φ(z1, r1, θ(l), t1) + φ(z1, r1, θ(l + 1), t1) + ...+ φ(z1, r1, θ(k), t1)





(k − l) + 1
,
(3.62)
The flows in the current study are homogeneous at spanwise direction and time,
spanwise and time average is implemented to obtain statistically averaged flow/thermal
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Figure 3.7: Sketch of time development of variable φ at location ξ, and its time










φ(z, r, θ(j), t(i))
(m− n+ 1)(k − l + 1)
,
(3.63)
and the fluctuation of φ at location (z, r) and time t is defined as the difference
between the local instantaneous and averaged values:
φ
′
(z, r, t) = φ(z, r, θ, t)− φθ
t
(z, r) (3.64)
The root mean square of fluctuations of φ is normally used to characterise the level





φ′2(z, r, t(m)) + φ′2(z, r, t(m+ 1)) + ...+ φ′2(z, r, t(n))
n−m+ 1
(3.65)
The properties of Reynolds-average are also satisfied in the time and spanwise
average values, as they are both obtained by the summation of sampling points divided
by the counting number, the properties are listed in Eq. 3.66.
α′ = 0
α + β = α + β
αβ = (α + α′)(β + β ′)
(3.66)
In the current study, all average calculations are time and spanwise average, to sim-
plify the discussions, φ
θ
t
is named averaged φ in later discussions, and it is denoted






3.4.2 Calculation of key variables
The calculations of some key parameters/variables are presented herein as references.



























in which j is the index of radial mesh cells, n is the total number of radial mesh cells.
With hb obtained, the bulk temperatures, bulk thermophysical properties can be
obtained by looking up their functions against the enthalpy in the property database:
Tb = f1(hb), ρb = f2(hb), µb = f3(hb), etc (3.70)
With the bulk density, the bulk streamwise velocity can be calculated as follow (an-






















in which Gb is the bulk mass flux at different locations. With uz,b and the bulk
thermophysical properties obtained, the bulk Reynolds number and Prandtl number











In CHAPSim, various Reynolds averaged of the instantaneous quantities (e.g., ui,
p, ρ) are calculated and output. In post-processing, the statistics of the fluctuations








) are calculated using the CHAPSim output
statistics of the instantaneous quantities as explained below. In the derivations and
discussions of the transport equations (momentum, energy, turbulent kinetic energy,
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are obtained by substituting u
′′
i with uz − ũi then rearranging the equations. The
calculations of these terms using the output statistical (time and spanwise averaged)
data are presented below:
u
′′





j = uiuj − uiũj − ũiuj + ũiũj = uiuj − uiũj − ũiuj + ũiũj (3.74)
µu
′′





j = µuiuj − µujũi − µuiũj + µũiũj = µuiuj − µuiũj − µujũi + µũiũj (3.76)
ρu
′′















k = ρ(ui − ũi)(uj − ũj)(uk − ũk)











Effects of buoyancy and
thermophysical property variations
on the spatial development of the
flow of supercritical carbon dioxide
In this chapter, the flow and heat transfer behaviours of fluids at supercritical pressure
are studied using direct numerical simulations (DNS), in which one or more thermal
properties are artificially frozen to discern the various physical mechanisms from each
other so as to better understand the complex phenomena. The studied vertical pipe
flow is illustrated in Fig. 1.2 in Chapter 1. Further understandings of the mechanism
of laminarisation and recovery affected by the buoyancy and thermophysical property
variations are achieved. Comparisons between cases with different effects will be
presented, and it shows that buoyancy effect is the key effect in terms of forming
the flipped velocity and turbulent shear stress profiles. The mechanism of viscosity
variation and buoyancy effects causing the laminarization is presented through the
variations of momentum balance in these cases. Most part of this chapter is published
in He et al. [6].
4.1 Simulation case settings
According to the reviewed studies, the factors that influence the heat transfer be-
haviours and turbulence characteristics for a vertical flow of supercritical fluid are
mainly the buoyancy and the variations of thermophysical properties. The latter can
be split into: the acceleration caused by density reduction and the variations of vis-
cosity ( and other properties). The main purpose of the current study is to investigate
the contributions of these effects, both their individual and combined effects. The
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particular interest is the response of the momentum budgets and and its influences on
turbulence reduction and regeneration. The second purpose is to further understand
the variations of turbulent structures during this process, and the quantification of
the body force effect with the developed correlations. For this purpose, several sim-
ulations of upward pipe flows of supercritical carbon dioxide are designed and listed
in table 4.1, to isolate or eliminate some of the effects of interest for investigation.
Table 4.1: Simulation case setting
Case Flow condition Convection type
A Supercritical CO2 (base case) Mixed convection
B Supercritical CO2 (forced convection) Forced convection
C Supercritical CO2 (only density varies) Mixed convection
D Supercritical CO2 (only density constant) Forced convection
E Supercritical CO2 (Boussinesq approximation) Mixed convection
F Supercritical CO2 (isothermal) Forced convection
Case A is a reference case for an upward pipe flow of supercritical carbon dioxide,
with strong and non-linear variations of thermophysical properties under strong heat-
ing. Case B is the same as case A, except that the gravity (and hence the buoyancy)
is removed, that is, the flow is forced convection. In case C, all the thermophysical
properties except density, are constant. Consequently, in this case, only the effects
linked to density variations are included (buoyancy and acceleration effects). In case
D density is made constant but all other thermophysical properties are enthalpy de-
pendent as in case A. Case E is based on the Boussinesq assumption, that is, all
properties are constant except the density in the gravity which is dependent on the
enthalpy. Case F is another reference case with all the thermophysical properties set
constant.
The numerical implementation of the concerned upward pipe flows is illustrated in
Fig. 4.1. The mesh size for all cases is 1024×64×128 (streamwise×radial×spanwise),
the mesh resolutions are shown in table 4.2, those from Bae et al. [11] and Nemati et
al. [12] are also included as references. It is an empirical guideline to use the viscous
scale (y+, z+...) to measure the mesh size in numerical simulations. With the mesh
matching the guideline, turbulent motions at Kolmogorov scale are captured in the
simulation. They also ensure the streaks to be reasonably well resolved. Compared
with the two reference studies, the mesh resolutions in the current study are sufficient
to capture the small scale turbulent activities. A mesh sensitivity test is conducted to
assess the grid independence of the current mesh size. In the test, the results resolved
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Figure 4.1: Schematic diagram of the heated vertical pipe flow of supercritical CO2.
using the current mesh and a refined mesh is compared, and they agree well (shown
in the appendix).
A turbulence generator with a length of 5D is set to provide fully-developed tur-
bulent velocity profile for the heating section. The turbulence generator is axially
periodic, and it solves the isothermal flow with the set Reynolds number. It has the
same mesh resolution as the heating section, i.e., 128 × 64 × 128 in this case. The
turbulence generator (or a developing section in experiments) is a common approach
in the studies of supercritical fluid flows [11, 12, 78, 76] to avoid the influences of
the initial flow development. The turbulence generator is also included in the other
simulations in this thesis (those in Chapter 5, 6 & 7), to guarantee a fully-developed
velocity profile at the inlet of the heating section.
The same inlet and boundary conditions are imposed for all the cases. The inlet
pseudocritical pressure is 8.57MPa, and the inlet temperature is 301.15K, and for
comparison, the critical temperature at this pressure is 310.9 K. The inlet Reynolds
number is 2617 (or 5234 based on the diameter), and the inlet Prandtl number is
2.86. A uniform heat flux of 30870W/m2 is applied on the wall.
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Table 4.2: Mesh resolutions
Case ∆y+ ∆rθ+ ∆z+
A 0.17 ∼ 7.46 8.91 14.19
B 0.16 ∼ 7.42 7.56 12.04
C 0.16 ∼ 7.20 8.61 13.70
D 0.18 ∼ 7.90 9.44 15.04
E 0.17 ∼ 7.66 9.15 14.57
F 0.17 ∼ 7.44 8.89 14.15
Bae et al. 0.18 ∼ 5.34 9.14 14.55
Nemati et al. 0.55 ∼ 4.31 3.93 6.25
4.2 Results and discussions
The investigation and discussions of the changes caused by the buoyancy, acceleration
due to density reduction and viscosity variation effects are presented in this section.
Section 4.2.1 is the overview of the only physical case (case A), while section 4.2.2 is
the comparisons between cases with different effects. These two sections shows the
buoyancy is the key effect that causing the laminarization and recovery, the viscosity
variation effect also has certain contribution to the changes of turbulence and heat
transfer, while the acceleration effect is relatively minor. The mechanisms of the flow
modification due to viscosity variation and buoyancy effects are discussed in section
4.2.3 and 4.2.4 respectively.
4.2.1 Overview of flow and heat transfer behaviours in a su-
percritical CO2 flow (case A)
In this section, the flow and heat transfer feature of case A will be presented and
discussed. This is the only case in which a physical pipe flow of SCP CO2 under
heating is simulated. In all other cases, there are always some selected effects that are
eliminated or isolated artificially. Early experimental and numerical studies indicate
that in an upward pipe flow of SCP fluids, heat transfer deterioration often takes place,
which is then followed by recovery. Such heat transfer behaviour can be largely related
to flow laminarisation followed by turbulence regeneration. The result of case A
simulation exhibits such behaviours. Figure 4.2a shows the streamwise development of
wall and bulk temperatures. The pseudo-critical temperature is about 310.9K. After
a short distance from the inlet, the wall temperature is above the critical value, while
the bulk temperature is still below that. Right after the inlet, the Nusselt number
reduces rapidly in a short distance, while the wall temperature increases rapidly. This
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(a) (b)
Figure 4.2: Streamwise distributions of wall temperature, bulk temperature, and
Nusselt number in case A (a), pseudo-critical temperature is marked by a red solid
line. Radial profiles of Favre averaged normalised turbulent shear stress ρu′′zu
′′
r at
several streamwise locations in case A (b).
is due to the entrance effect, where a thermal boundary layer is formed, which grows
rapidly in this region. After the entrance region, the Nu continues reducing, and
Tw increases, all at a rate slower than before. Tw reaches the peak at about the
same streamwise location as Nu reaches the minimum value, at around z/D = 20.
After this location, Nu starts to increase and heat transfer improves, thus the wall
temperature reduces even as the bulk temperature is still growing linearly. These
trends agree with those observed from early experimental and numerical studies. The
radial profiles of Favre averaged turbulent shear stress at several streamwise locations
are plotted in figure 4.2b. Before z/D = 15, the turbulent shear stress reduces with
distance from the entrance. At around z/D = 15, turbulent shear stress is nearly zero
at most part, which suggests that the flow is fully laminarised at this location. This
is strongly linked to the heat transfer deterioration. After z/D = 15, the magnitude
of turbulent shear stress rises again, but in most part, the turbulent shear stress
is negative, different from that of the isothermal pipe flow. Under this condition,
turbulence is mostly produced in a region away from the wall where the velocity
gradient has changed sign due to the M-shape as shown below.
The radial profiles of streamwise velocity, temperature, density, and dynamic vis-
cosity at several streamwise locations are shown in figure 4.3. The development of
the streamwise velocity is key to the variations of turbulence and heat transfer. At
the inlet, the velocity profile is one of a typical fully-developed turbulent profile. Due
to a number of reasons to be discussed later, the near-wall fluid accelerates, and that
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(a) Streamwise velocity (b) Temperature
(c) Density (d) Dynamic viscosity
Figure 4.3: Radial profiles of streamwise velocity (a), temperature (b), density (c),
and dynamic viscosity (d) in case A
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in the core decelerates relatively. As a result, the velocity profiles become increas-
ingly flattened in the core of the flow. This continues until z/D = 15, where the
wall-normal velocity gradient is nearly zero everywhere in the flow, except for very
close to the wall. The near-wall acceleration and main stream deceleration continue,
further downstream, and the velocity profile flips from a flat profile into an ”M”
shaped one. Here a negative velocity gradient is shown in the central region of the
”M” shape profile. Such a flow behaviour is caused by the combination of a number
of reasons, including the buoyancy effect, the acceleration due to the density reduc-
tion (both local and bulk acceleration), and the rapid and non-uniform (in radial
direction) reduction of dynamic viscosity, which will be discussed in the next section.
Also shown in figure 4.3 are the temperature profiles which show that a thermal
boundary layer is rapidly developed after the inlet, causing strong variations of tem-
perature near the wall. In the core of the flow, the temperature gradually increases
axially, but the radial gradient does not change much. The wall temperature is above
the critical temperature, but in the core (y > 0.1), the temperature is lower than
the pseudo-critical value, which indicates there are significant variations of thermo-
physical properties between the near-wall and mainstream locations. The profiles of
averaged density (figure 4.3c) and dynamic viscosity (figure 4.3d) clearly support this
observation. The variations of density and dynamic viscosity profiles are very similar
to each other with strong changes in the near-wall region. The lowest density near
the wall has dropped to nearly 30% of that at the inlet and the dynamic viscosity has
dropped to nearly 35% of that at the inlet. For the properties at the center of the
pipe, the reduction is less severe. The density at the outlet is about 90% of the inlet
density, and the viscosity is about 85% of the inlet value. The large radial gradient
of density causes a strong radially non-uniform buoyancy. The large radial gradient
of the dynamic viscosity is another factor, which influences the shear stress especially
at the near-wall region.
With such significant changes of thermophysical properties in case A, the flow and
heat transfer behaviour is drastically different from that of the isothermal flow, or
even that of a heated flow below the pseudocritical pressure.
4.2.2 Comparison of cases with different effects
The overall influences of different thermo-properties and buoyancy on the flow and
turbulence are discussed in this section by studying the simulation cases, in which
various combinations of property changes are omitted to isolate certain physical phe-
nomenon. The streamwise velocity profiles of cases B to E are shown in figure 4.4,
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which can be compared with that in Case A in figure 4.3a. It can be clearly seen that
the behaviours of the mean velocity show two strikingly different responses. First,
the velocity profiles in Cases B and D are similar to each other but different from
those in other cases. In Case D (constant density), the profile becomes flatter in the
core of the flow within a short distance (∆z/D < 5) after the flow is heated and then
remains largely unchanged afterwards. This initial change is due to the reduction
of viscosity close to the wall as a result of the increase in fluid temperature there.
This will be further discussed in the next section. In Case B (forced convection), the
velocity profile also becomes flatter in a short distance from the start of the heating.
Following this, it increases continuously with distance downstream, though the shape
appears to be largely maintained. This increase in bulk velocity is clearly due to the
decrease in density as the bulk fluid temperature increases.
On the other hand, the developments of the velocity profiles in Cases C and E are
very similar in a qualitative way, to that in Case A, in which the profile first becomes
increasingly more flattened. Then at a later stage, it gradually switches to an M-
shaped profile, which becomes increasingly more prominent downstream. Noting that
these three flows are the only cases with buoyancy, this result implies that buoyancy
causes the strongest distortion in velocity distribution and is a necessary condition
for the switch of the profile to a M-shape (at least under the conditions studied).
Additionally, the switch of the shape of the profile occurs first in Case A (z/D ∼ 15),
then Case C (z/D ∼ 20) and then Case D (z/D ∼ 30), which suggests that other
effects (viscosity variation and flow acceleration due to the expansion of the fluid) all
contribute to the distortion of the velocity profile.
The streamwise developments of the turbulent shear stress for cases B, C, D,
and E are shown in figure 4.5. Considering the similarities of streamwise velocity,
it is now not surprising to note that the developments in cases B and D are similar
to each other but different from those of cases C and E. In Case B, ρu′′zu
′′
r reduces
gradually over the distance of z/D < 15, after which it appears to have reached some
equilibrium and remains largely unchanged afterwards. It is somewhat surprising
that ρu′′zu
′′
r in Case D also reduces significantly in the initial section (z/D < 15)
which is only slightly smaller than that in Case B, even though the velocity profile
in this case does not change following the initial adjustment (z/D < 5D). The
above result appears to suggest that the variation of viscosity has a stronger effect
on turbulence than that of flow acceleration. In cases C and E, ρu′′zu
′′
r undergoes the
full process of progressively reduction initially, followed by a near all zero distribution
over the whole cross-section (full laminarisation) and finally recovery, as in Case A.
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(a) Case B (b) Case C
(c) Case D (d) Case E
Figure 4.4: Radial profiles of Favre averaged streamwise velocities of case B (a), case
C (b), case D (c), and case E (d).
The location where the flow is fully laminarised approximately corresponds to the
location where the velocity profile switches to the M-shape. In addition, the negative
value of the ρu′′zu
′′
r at the final stage is highest in Case A, then C and then D, again
implies that the viscosity and flow acceleration all have an influence on the flow and
turbulence, even though the buoyancy is clearly dominating. These results imply that
the simulation using Boussineq approximate is able to capture the key phenomenon,
including turbulence reduction and heat transfer deterioration, but quantitatively the
predictions may suffer from significant uncertainties, predicting a late heat transfer
deterioration, for example, which may be undesirable in some applications.
The profiles of the root mean square of the three fluctuating velocity components
are shown in figures 4.6 to 4.8. Again the variations of these quantities in Cases B and
D are similar to each other, and those in Cases A, C and E are similar. The effects
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(a) Case B (b) Case C
(c) Case D (d) Case E
Figure 4.5: Radial profiles of Favre averaged turbulent shear stress of case B (a), case
C (b), case D (c), and case E (d).
of the buoyancy, variation of viscosity and flow acceleration (due to density change)
can be observed in a similar way as that in the ρu′′zu
′′
r while comparing the results in
the various cases, which are not repeated here. However, there are some additional
interesting observations which are worthwhile noting. Firstly, the peak value of u
′
z





θ largely remain unchanged or even with a slight increase in some
cases. It takes up to z/D = 20 before these quantities reach their final values. This is
a reflection of the turbulence structure changes. Secondly, the u
′
z in Case D remains
largely unchanged shortly after z/D = 5 whereas the peak of u
′
z in Case B gradually
recovers downstream to a value close to its inlet one. This is likely to be linked to the





all these turbulence quantities reduce initially, reaching a significant lower value at
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between z/D = 15 and 30 depending on the cases, and then start to recover. It is
however important to note that even at the location where ρu′′zu
′′
r is near zero, the
magnitudes of all the three fluctuating velocities are still very significant. In fact, the
peak of u
′





θ is much stronger, to about a third at the lowest point.






i ) in all cases are shown
in Fig. 4.9. The variation of TKE are largely similar to that of u
′
z,rms for each case.
For cases without buoyancy effect (B & D), significant reductions of the peak value
close to the wall happen before z/D = 20, and maintain after this, while for the main
stream, TKE largely remains. In these two cases, the near wall peak of TKE reduces
by about 1/2 and 1/3, suggests the acceleration (due to density reduction) has a
minor contribution to the laminarization. For cases with the buoyancy effect (A, C &
E), the variations of TKE is more complicated: both near-wall and main stream TKE
first reduce then increase, however, they reach the lowest value at different locations.
For case A, TKE close to the wall reduces to the lowest value at z/D = 10, then
it starts to increase, while for case C and E, near-wall TKE reach the lowest value
at z/D = 15 and z/D = 20 respectively. In these cases, the recoveries of the main
stream TKE happen slightly later (about ∆z/D ∼ 5 later) than those near the wall,
suggests the early increases of the near-wall peak of TKE are caused by the changes







θ. For cases without the buoyancy effect, TKE profiles at
late stage (z/D > 35) remain the same shape as the initial profiles (at z/D = 0),
with a lower peak near the wall, and lower values at the main stream, as the main
shear production of TKE is still near the wall. For cases with the buoyancy effect,
the shapes of TKE profiles at late stage are totally different from those at the initial
stage (z/D = 0): the near-wall peaks are lower (about 1/2 or slightly more) than
their initial profiles, and the values at the main stream is higher than those of the
initial profile, except case E, in which the recovery happens later than the other two
cases, it is still the begin of the recovery at z/D = 35.
Finally, the influences of the above changes of turbulent characteristics on heat
transfer are studied. The streamwise profiles of the wall temperatures and Nusselt
numbers in Cases A to E are plotted in figure 4.10. In all cases, the wall temperature
increases rapidly within about z/D = 2 reflecting the rapid establishment of the
thermal boundary layer at the start of the heating, and correspondingly the Nusselt
number reduces rapidly from a very high initial value. Note that the top of the Nusselt
number plot is clipped off for the benefit of more clearly showing the variations at
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(a) Case A (b) Case B
(c) Case C (d) Case D
(e) Case E (f) Case F
Figure 4.6: Radial profiles of the r.m.s of the streamwise fluctuating velocity in all
cases.
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(a) Case A (b) Case B
(c) Case C (d) Case D
(e) Case E (f) Case F
Figure 4.7: Radial profiles of the r.m.s of the radial fluctuating velocity in all cases.
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(a) Case A (b) Case B
(c) Case C (d) Case D
(e) Case E (f) Case F
Figure 4.8: Radial profiles of the r.m.s of the spanwise fluctuating velocity in all cases.
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(a) Case A (b) Case B
(c) Case C (d) Case D
(e) Case E (f) Case F
Figure 4.9: Radial profiles of TKE in all cases.
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(a) (b)
Figure 4.10: Streamwise distributions of wall temperature (a), pseudo-critical tem-
perature is specified by a red solid line, and Nusselt numbers (b) for case A to E.
later stages. From the wall temperature and Nusselt number profiles, it is clear that
cases A, C, and E all experience heat transfer deterioration and recovery, and that
case A has the strongest and earliest reduction, followed by case C, then case E. This
again suggests that both the variation of thermal property and flow acceleration have
some influence on heat transfer although the strongest effect comes from buoyancy.
The result of case D indicates that the variation of thermal properties with constant
density causes a small reduction in Nusselt number. It is surprising that even though
the turbulence is generally speaking much stronger in case B than in Case E, but
the variation of the Nusselt number is very similar in the two cases. The variation
of thermal conductivity can contribute towards the observation. In case B, when the
temperature reaches the pseudo-critical value, there is a significant local reduction in
thermal conductivity near the wall, which worsens the heat transfer, while in case E,
the thermal conductivity is constant everywhere.
Early RANS studies of supercritical flows [60, 61, 65] indicate the uncertainties in
the modelling of turbulent heat flux were attributed to the failure of using a constant
turbulent Prandtl number (Prt). Turbulent Prandtl number is the ratio between
the momentum and thermal turbulent eddy diffusivities, which is required in closing
the energy equation. In the Reynolds analogy [140], Prt is assumed constant (=1)
everywhere. In other studies with experiments carried out or reviewed [141, 142, 143],
the range of Prt is found to be 0.7 to 0.9 dependent mostly on the flow (turbulence),
with an average value of 0.85. In most RANS simulations, constant Prt of 1 or
0.85 were used. To show the reliability of these assumptions, the Prt (for the radial
turbulent heat flux) in case A and E resolved in DNS are discussed herein. The
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(a) Case A (b) Case E
Figure 4.11: Profiles of the turbulent Prandtl number in case A & E.
turbulent heat flux can be modelled using the eddy viscosity and standard gradient

























The changes in turbulent Prandtl number during the laminarising stage are shown in
Fig. 4.11. It is worth noting that when the velocity profile is flattened, ∂u∗z/∂r
∗ will
approach zero, ν∗t will not be physical. As shown in Fig. 4.11, at z/D = 2 of both
cases, Prt is around 1 at most locations, which largely satisfies the assumption of the
Reynolds analogy. At later locations, Prt close to the wall gradually reduce, with a
stronger reduction in case A. In the near-wall region of case A, from about z/D = 12,
Prt is below the lower bound that concluded in some experimental studies (0.7).
Similar situation happens in case E, that the near-wall Prt significantly reduces, and
the assumption of constant Prt is not applicable in these two cases. Such observation
indicates that in most of the RANS models with Prt set to be 1, the changes in
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Figure 4.12: Profiles of root mean square of density fluctuation at chosen locations
of case A, B and C, and root mean square of dynamic viscosity fluctuation at chosen
locations of case A, B and D.
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In the cases with variations of thermophysical properties, the fluctuating proper-
ties are important factors that influence the turbulent characteristics, e.g., through
the buoyancy production of the turbulent kinetic energy. The root mean square of
density ρ
′
rms and dynamic viscosity fluctuations µ
′
rms near the wall (y < 0.2) at chosen
locations in the three cases with density variation (case A, B and C) and viscosity
variation (case A, B and D) are shown in Fig. 4.12. For all cases, the fluctuations of
density and viscosity are mostly zero at the inlet, and rapidly rise everywhere before
z/D = 5. In every case, the largest fluctuating density/viscosity locates close to the
wall, and the peak location slightly vary during the laminarising or recovery stage.
Fig. 4.12 shows that the fluctuations of density and viscosity are rather significant,
i.e., the peak fluctuations are about 15% of their inlet values.
4.2.3 Turbulence modification due to the viscosity variation
(case D)
From the above discussion, it is clear that the buoyancy has the largest effect in
the flows with strong thermophysical property variations studied herein, though the
changes in other thermal properties can also cause partial laminarisation. The mech-
anisms of the laminarisation caused by the viscosity variation and buoyancy effects
will be investigated in section 4.3 and 4.4. The question we ask is that for a given
thermal field (and hence variations of properties and buoyancy), how will the flow
and turbulence respond? To answer this question, we study the balances of the terms
in the streamwise momentum equation in Cases D, and A & E to understand the
evolution of the various terms along the flow. Case D is only affected by the viscosity
variation, which causes the flow to be partially laminarised; whereas in cases A (base
case) and E (Boussinesq), turbulence is affected by strong buoyancy effect (and other
effects in Case A), and the flow undergoes full laminarisation followed by recovery
with regeneration of turbulence.
We first focus on Case D to study the effect of viscosity. The axial developments
of the radial profiles of the temperature and viscosity are shown in figure 4.13. The
wall temperature rises above the critical value (310.9K) at an early stage (z/D < 2),
and the thermal boundary layer is quickly established. After this initial rapid devel-
opment, the thermal boundary layer appears to largely maintain its shape while the
temperature increases very much at the same rate across the radius of the pipe. This
implies that the thermal field has achieved some kind of fully-developed state. Due
to the strong variation of viscosity with temperature especially around the pseudo-
critical point, the viscosity experiences drastic variations close to the wall, in a way
77
(a) (b)
Figure 4.13: Radial profiles of temperature (pseudo-critical temperature is specified
by a red solid line) and normalised dynamic viscosity at several streamwise locations
of case D
that mimics the thermal boundary layer. The viscosity at the wall reduces to about
35% of that at the inlet. It is useful to note that even though the viscosity in the core
of the flow reduces progressively downstream, the value close to the wall appears to
maintain largely unchanged after z/D = 5. This is because the viscosity of the fluid
passing the pseudocritical point (i.e., the gas-like fluid) does not change significantly
with temperature any more as shown in figure 2.1.
We consider the flow to have reached a stationary state and note that the flow is
























































can be averaged azimuthally and over time. To find the momentum balance over
the fluid from the pipe centre to a radius r, we multiply r over both sides of the
equation, then integrate every term from the pipe centreline (r = 0) to the location
(r), then dividing the resultant equation by r. For case D (constant density) and case



































































r(ρ− ρc)gdr︸ ︷︷ ︸
Bo
(4.5)





+ρcg) is the modified pressure gradient. From left to right, the equation
includes, two inertial terms (IN1 and IN2), two turbulent shear stress terms (TS1
and TS2), the viscous shear stresses (V S1 and V S2), and finally the (modified)
pressure gradient term (PG) and the buoyancy term (Bo). The terms TS1 and
V S1 have been found to be always negligibly small and are therefore omitted in the
following figures and discussion for clarity.
Now let r = R to consider the momentum balance for the entire cross section,
in which case the turbulence terms and IN2 will disappear. However, unlike a fully
developed flow, IN1 may not necessarily be zero as will be seen later. Hence:



























r(ρ− ρc)gdr︸ ︷︷ ︸
Bo
(4.6)
The momentum balance (Eq 4.5) for Case D at a number of axial locations are
shown in Figure 4.14, in which y = 0 is represented by eq. 4.6. The balance for the
non-heating section is also shown (in red) for comparison. For such isothermal flows,
the only non-zero terms are the viscous (V S2) and the turbulent shear stress (TS2),
and the pressure gradient (PG) and the gravity (Bo). In Case D in which the density
is unchanged, Bo is zero.
Let us consider a location soon after the start of the heating (e.g. at z/D = 5).
The viscosity of the fluid at the wall reduces sharply as shown in figure 4.14, which
causes a reduction in frictional resistance on the wall. This directly causes the driving
force, pressure gradient, to reduce, which in turn causes the fluid in the core of the flow
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(a) z/D = 5 (b) z/D = 10
(c) z/D = 15 (d) z/D = 30
Figure 4.14: Radial profiles of the streamwise momentum equation balance at z/D=5
(a), 10 (b), 15 (c), 30 (d), in case D (black lines), in comparison with the budget
profiles before the heating section (red lines).
to decelerate since nothing else (i.e., the viscous or turbulent stresses) has changed at
this early stage. In fact, the deceleration directly balances the reduction in pressure
gradient. In the region adjacent to the wall however, the reduction in viscous force
due to the reduced viscosity prevails the reduction in pressure force and the fluid
accelerates. This explains the large values and the distribution of the inertia term
IN1. The dis-synchronized acceleration/deceleration in the core and wall regions
naturally necessitates a net radial flow to maintain continuity, resulting in the second
non-zero inertial term (IN2). It is useful to note at this point that the large reduction
in viscosity on the wall is not completely accommodated by the reduction in pressure
gradient. As a result of the non-uniform flow acceleration/deceleration across the
radius, the velocity gradient on the wall is significantly increased which compensates
the reduction in viscosity to some extent. Hence the actual change in both the wall
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shear and the pressure gradient at this location (z/D = 5) is less than 30%. It is
also interesting to note that the inertial term IN1 is non-zero at the wall due to
the redistribution of the velocity profile despite the bulk velocity remains unchanged
streamwise.
A consequence of the velocity redistribution is that the velocity profile becomes
flatter than in an isothermal flow (see fig 4.4c). This can also be understood knowing
that the viscosity is much lower closer to the wall and a large velocity gradient is
required to compensate for the reduction in viscosity for the same shear stress. It
is well known that a flattened velocity profile will cause a reduction in turbulence
production ([11]), which explains the partial flow relaminarisation caused by variable
viscosity such as that in Case D. This contrasts the scenario when the viscosity is
reduced across the entire pipe, which will lead to an increase in Reynolds number and
turbulence.
Next, we recall the fact that much of the reduction in viscosity near the wall
occurs within z/D < 5, with only small changes later. The velocity, however, takes
much longer to adjust due to inertia which is significant over a distance up to around
z/D = 10. The response of turbulence appears occurs between z/D = 5 and z/D =
15. This, therefore, suggests that the entrance development is largely governed by
the flow characteristics rather than the thermal field, despite the initial cause is the
change in viscosity due to temperature variations. The absence of the changes in
viscosity downstream explains the significant observation that the flow can reach a
fully developed state over most part of the pipe (e.g. z/D > 15). This is expected
to be a common phenomenon for flows where the wall temperature is above the
pseudocritical value. For the flows where the wall temperature is below the T ∗pc, the
viscosity may vary significantly as the flow and thermal fields develop, which may, in
turn, lead to a continuing developing flow.
4.2.4 Laminarisation due to buoyancy and other effects com-
bined (case A, C and E)
We begin with Case E, the momentum balance of which is shown in figure 4.15.
Under Boussinesq assumption, all properties are constant except for the density in the
gravitational term which varies with temperature. Hence the only effect considered
in this case is buoyancy. In figure 4.15, both the modified pressure gradient (PG)
and the total body force (PG+Bo) are shown to facilitate discussion.
First, again, consider a location at the start of the heating (z/D = 5 as an exam-
ple). Strong buoyancy effects are present near the wall due to the rapid development
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(a) z/D = 5 (b) z/D = 10
(c) z/D = 15 (d) z/D = 20
(e) z/D = 30 (f) z/D = 38
Figure 4.15: Balance of the streamwise momentum equation at several streamwise
locations in comparison with the profiles before the heating (red), in case E (black).
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of the thermal boundary layer, which accelerates the flow close to the wall. This
directly results in a reduction in the pressure gradient under the condition of con-
stant mass flux. Like in Case D, this reduced pressure gradient causes a deceleration
in the core region (e.g., y > 0.5) since both the viscous and turbulence stresses are
still unchanged at this stage. Different from the effect of variable viscosity though,
buoyancy-induced flow acceleration near the wall results in an increase in the velocity
gradient adjacent to the wall leading to an increase in the wall shear stress.
Further downstream, the buoyancy progressively increases and the modified pres-
sure gradient reduces. In fact, it becomes negative somewhere between z/D = 15
and 20. The flow becomes effectively a buoyancy-driven flow and the velocity profile
switches to M-shape for z/D > 20.
It is useful to note the important role the inertial terms play in this flow. The buoy-
ancy together with the associated change in pressure gradient along the pipe tends
to distort the velocity, but this is achieved through flow acceleration/deceleration.
Figure 4.15 shows that such effect (IN1 and IN2) makes a big contribution to the
momentum balance at the early stage of the heating section. Unlike in Case D, the
effect continues playing a significant role throughout the pipe length. This suggests
that any analysis based on ‘equilibrium’ concept, assuming the flow is fully developed
in the flow direction (e.g., [78] & [13]) cannot be directly applied to the spatially
developing flow in practice, even though the fundamental understanding can well be
used to assist in the analysis. This also explains that the use of the dimensional
parameters such as Bo∗ based on the local bulk properties may not represent the flow
behaviour accurately.
We can, therefore, conclude that in an upwards heated pipe with buoyancy influence-
only, the buoyancy effect comes into play through several routes: (i) the non-uniform
body force distribution accelerates the flow near the wall; (ii) the pressure gradient
reduces as a result of the increasing buoyancy force and hence leading to a relative
deceleration in the core of the flow; and (iii) the inertia ‘delays’/’lessens’ the above
effects. The combined effect is that the velocity profile is significantly flattened in the
early stage of the heated pipe, which leads to a reduced turbulence production ([11]).
It can be deduced by comparing figures 4.15 and 4.4d that the critical point
where the velocity profile turns from an ordinary centre-peaked velocity to an M-
shape occurs at the location when the modified pressure gradient approaches roughly
zero. Following this point, the pressure gradient is opposing the flow whereas the net
forward flow is driven by the buoyancy near the wall. Consequently the peak of the
velocity occurs at a location away from the pipe centre. We can further deduce that
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the effect of variable viscosity however strong it might be will never turn the flow to
M-shape since unlike the flow aiding buoyant force, it will only cause a reduction in
the frictional resistance in the near-wall region.
Finally, we study the momentum balance in cases A and C, in which the density
varies significantly. Consequently, the corresponding Favre averaged formulation is































































r(ρ− ρc)gdr︸ ︷︷ ︸
Bo
(4.7)
The general trend of the development of the momentum balance in Case C (figure
4.16) is similar to that observed in Case E, except for that the distributions of the
inertial terms. In this case, the dominant inertial term (IN1) becomes negative close
to the wall which continues up to the wall. In the final station, the term becomes
negative throughout the pipe. This implies that the net effect of the velocity profile
redistribution is that the momentum increases along with the flow even though the
mass flux remains constant. The negative momentum inertia is clearly caused by flow
acceleration due to the fluid expansion alongside the increase of the fluid temperature
along with the flow.
The development of the momentum balance in Case A again follows a trend very
similar to that observed in Case E (figure 4.17), though the changes are clearly
stronger and occur earlier. We note the following key points: (i) The reduction of the
modified pressure gradient reduces significantly faster under the combined action of
all the three effects. Like in the cases discussed earlier, this is the cause for the velocity
profile to distort, becoming more flattened in the core. The reduction in pressure also
causes even stronger inertial terms, indicating that the flow is significantly different
from the ‘equilibrium’ state, and the flow undergoes strong development axially. (ii)
It is interesting to note that the wall shear stress in this flow does not deviate much
from that of the isothermal flow. Clearly the effect of the viscosity (reducing the wall
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(a) z/D = 5 (b) z/D = 10
(c) z/D = 15 (d) z/D = 20
(e) z/D = 30 (f) z/D = 38
Figure 4.16: Balance of the streamwise momentum equation at several streamwise
locations in comparison with the profiles before the heating (red), in case C (black).
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(a) z/D = 5 (b) z/D = 10
(c) z/D = 15 (d) z/D = 20
(e) z/D = 30 (f) z/D = 38
Figure 4.17: Balance of the streamwise momentum equation at several streamwise
locations in comparison with the profiles before the heating (red), in case A (black).
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shear) and that of buoyancy (increasing the wall shear) have cancelled each other to
some extent as far as the wall shear stress, even though their effect on distortion of
the velocity profile are in the same direction and reinforce each other. (iii) Similar to
that in case C, the dominant inertial term (IN1) is negative in Case A even though
at the earlier z stations, the region where it is negative is small. It, however, becomes
more negative than in case C at later stations. Consequently, again the local accel-
eration/deceleration of the fluid in the process of distorting the velocity profile has a
net effect of flow acceleration in a significant part of the flow.
4.3 Conclusions
In this part of work, a number of simulations have been carried out with one or more
thermal properties artificially frozen to isolate or eliminate some physical mechanisms
to develop a better understanding of the complex phenomena. Different from previ-
ous similar studies on this topic [78, 13], we are particularly interested in the axial
developing behaviours resulted from the large variations of thermal properties. The
following conclusions can be drawn from the study:
• The flow inertia is significant in the momentum balance throughout the entire
length of the pipe in any cases when buoyancy is considered. This is largely due
to the local (radially non-uniform) flow acceleration/deceleration caused by the
continuously varying buoyancy and viscosity (though the former dominates),
leading to a continuously varying velocity profile along the flow. The contribu-
tion of the inertia has been quantified by analysing the momentum balance for
each case studied.
• The effect of the inertia on momentum in turn impacts on turbulence produc-
tion, generally delaying flow laminarisation. Such an influence of flow devel-
opment is non-trivial and cannot be omitted in flow analysis and heat transfer
calculations. This suggests that the results of analyses based on a spatial devel-
oped flow (such as [78] and [13]) cannot be directly applied to such flows despite
they can be very useful in developing fundamental understanding of the physics.
Similarly, this also explains that in some cases, buoyancy parameters based on
location flow quantities cannot describe heat transfer deterioration accurately.
• The effect of variable viscosity alone can cause turbulence reduction by flatten-
ing the velocity profile, but it will not turn the velocity profile to an M-shape,
which can only be achieved by buoyancy. If the wall temperature is above
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the pseudo-critical temperature, the flow can achieve a fully developed state in
which the flow and heat transfer behaviour remain largely unchanged except in
the entrance region.
• It has been shown that the use of Boussineq approximation is able to capture
the key phenomenon in a heated upward flow of supercritical fluid, including
turbulence reduction and heat transfer deterioration. However, there are large
quantitative differences between the results of simulations using or not using
this approximation, which suggests that the effect of viscosity and other density
variation effects (i.e., those in addition to the buoyancy) are also very strong and
the use of Boussinesq approximation for the conditions such as those studied
herein will cause some uncertainties in the predictions.
In this Chapter, the mechanisms of laminarisation caused by the effects of near-
wall reduction of viscosity and buoyancy in a heated vertical pipe flow are discussed.
In the next chapter, case A & E will be further discussed using the apparent Reynolds
number approach [13], and a unified explanation is established to characterise these
effects by pseudo-body forces.
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Chapter 5
Further analysis of the
supercritical fluid flow using the
apparent Reynolds number theory
In the last chapter, the laminarization processes due to the viscosity variation and
buoyancy is quantified and investigated, and they have been found to be similar to
each other, both begin with a near-wall deficit of downward force (friction or grav-
ity), followed by an overall reduction of the modified pressure gradient PG. In this
chapter, a unified theory is proposed to treat the effects of viscosity variation, density
variation and buoyancy as pseudo-body forces. Expressions are derived to quantify
the body-forces and to characterise their effects on the flow and turbulence. The
theory developed in He et al. [13] is extended and applied to the thermal flows
in the current study. The changes in turbulent structures during the laminariza-
tion and re-transition are investigated, including the forming of coherent streaks and
disappearing of multi-scale vortexes during the laminarizing process, and the newly
generated turbulent spots and broken down streaks during the re-transition.
5.1 General behaviour and momentum balance of
Cases A and E
The two flows with the presence of the buoyancy, Cases E and A from the last chapter
are of interest in the current discussion. The general behaviour of the flow can be
summarised with reference to figures 5.1 & 5.2, in which the developments of the
radial profiles of the velocity and turbulence shear stress for Cases A and E, and
profiles of the density, viscosity and temperature for Case A are shown. The two
cases show qualitatively similar behaviour. As the fluid is heated in an upward flow,
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it becomes lighter near the wall resulting in a buoyant force aiding the flow, which
in turn causes the fluid in that region to accelerate relative to the fluid in the core,
resulting in a flattened velocity profile. At a later stage, the near-wall fluid accelerates
so much that the peak of the profile shifts away from the pipe centre to a location
near the wall, and the velocity profile becomes so-called M-shaped. Correspondingly,
the turbulence shear stress reduces downstream initially and reaching the lowest level
(close to zero everywhere in the pipe) around the time when the velocity profile about
to switch its shape. Further downstream, turbulence is regenerated. In comparison
with Case E, the turbulence in Case A laminarises stronger and faster in the first
stage, and then it recovers also stronger and faster in the later stages, clearly due to
the effects of variations of thermophysical properties in addition to buoyancy, which
are further discussed later in this chapter.
The phenomenon described above is well-established and has been studied in var-
ious investigations [77, 79]. Generally speaking, the flow and turbulence behaviours
in such a heated supercritical fluid flow show a clear three-stage development, that
is, a partially laminaring flow stage, a full laminarisation stage and a re-transition
stage. Both turbulence and heat transfer exhibit distinct characteristics in each of
the stages/regions. For the cases considered here, the full laminarisation regions are
roughly between 18 < z/D < 28 and 12 < z/D < 18, respectively for Cases E
and A, which separate the laminarising and re-transition regions before and after it.
There may still be strong turbulent kinetic energy in the region of full laminarisation
referred to here. The reasons for this and the particular categorisation of the flow
regions and the boundaries between them (used above) will become clear later.
We are interested in understanding the mechanisms of flow laminarisation espe-
cially with respect to the apparent Reynolds number theory proposed in [13]. The
theory is based on the effect of the non-uniform body force, and to understand such
forces in the flow concerned herein, we analyse the momentum balances. Integrating
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) is the modified pressure gradient. From left to right, the equation
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Figure 5.1: Radial profiles of streamwise velocity and turbulent shear stress at chosen
locations of Cases E and A.
includes, inertial terms (IN1 and IN2), turbulent shear stresses (TS1 and TS2), the
viscous shear stresses (V S1 and V S2), and finally the (modified) pressure gradient
(PG) and the buoyancy (Bo). The terms TS1 and V S1 are always negligibly small
and are therefore omitted in the following discussion for clarity. For Case E with
the Boussinesq approximation, the Favre averaged velocity and turbulent stresses are
replaced by the Reynolds averages and the normalised density and viscosity are both
unity.
The momentum balances are shown in Figure 5.3 & 5.4 for two locations in the
laminarising region for Cases E and A. Considering Case E first, it is clear that the
viscous shear stress remains largely unchanged at both z/D-locations in comparison
to the unheated flow except very close to the wall where it is increased significantly.
The turbulent shear reduces more strongly at 10D than at 5D as already observed in
figure 5.1. The linearly-distributed modified pressure force reduces strongly even at
5D, and becoming close to zero at 10D. The buoyancy is largely zero in most part of
core of the pipe but increases sharply near the wall, being much larger at 10D than at
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Figure 5.2: Radial profiles of density, temperature and dynamic viscosity at chosen
locations of Case A.
5D. Finally, it is interesting to note that the inertia term is very strong in comparison
with the rest of the terms, and is largely linear in the pipe core, but reduces rapidly
close to the wall.
Before moving to the next section, we briefly discuss the budget of the stream-
wise turbulent stresses, which are shown in figures 5.5 and 5.6 for Cases E and A,
and additionally, the cross-sectional integration in figure 5.7. First it is interesting
to note that the buoyancy production (structural effect) is negative but small in the
laminarising region. Consequently the turbulence dynamics is largely influenced by
the indirect effects. The buoyancy production is however dominant in the full lami-
narisation and re-transition regions for both Cases A and E. Another point to note is
that the convection makes only a small contribution to the overall turbulence budget
balance in the flow laminarising region. This is both interesting and significant. Even
though the inertia (spatial acceleration) plays a very significant part in the momen-
tum balance in this developing flow as shown above, the turbulence is however largely
in equilibrium. It is only insignificantly influenced by the flow up- and down-stream of
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(a) z/D = 5 (b) z/D = 10
Figure 5.3: Momentum balance at z/D = 5 & 10 for Case E.
(a) z/D = 5 (b) z/D = 10
Figure 5.4: Momentum balance at z/D = 5 & 10 for Case A.
it. This together with the first point, the buoyancy production being small, provides
the foundation for the analysis provided in sections 5.2 to 5.4.
Section 5.2 discusses the apparent Reynolds number concept introduced in He et
al. [13] and new hypotheses proposed to extend the theory to the flow concerned
herein, the validity of which is evaluated in section 5.3. This is followed by the
discussion of a new unified theory in section 5.4. Finally the ’full’ laminarisation and
re-transition are discussed in section 5.5.
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Figure 5.5: The budget of the transport equation for u′zu
′
z in Case E. Every three data
points are shown for lines with markers for clarity. The budget terms are: Convec-
tion (C), viscous diffusion (V D), pressure diffusion (Π), dissipation (ε), turbulence
diffusion (TD), production (P ), pressure strain (Φ) and buoyancy production (G).
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Figure 5.6: The budget of the transport equation for ρu′′zu
′′
z in Case A. Every three
data points are shown for lines with markers for clarity. The budget terms are: Con-
vection (C), viscous diffusion (V D), pressure diffusion (Π), dissipation (ε), turbulence
diffusion (TD), production (P ), pressure strain (Φ) and buoyancy production (G).
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(a) Case A (b) Case E
Figure 5.7: The radial integral of the budget of the transport equation for the stream-
wise Reynolds normal stress in Case A and E.
5.2 Apparent Reynolds number and pseudo-body
forces
He et al. [13] studied a spatially fully developed flow subjected to a prescribed
non-uniform body force varying linearly with radius or in a step-change manner to
approximate the buoyancy in a heated upward flow using DNS. Not surprisingly, it
was found that the idealised body forces cause partial or full laminarisation in a
similar manner as the buoyancy does. The intriguing new finding was that the main
turbulence characteristics of the body-force influenced flow, including the turbulence
mixing represented by the eddy viscosity, are similar to that in a flow with the same
pressure gradient without the presence of the body force. This flow was referred to
as the equivalent pressure gradient (EPG) reference flow. In other words, applying
an additional non-uniform body force does not cause significant changes to the key
turbulence characteristics.
Making use of the eddy-viscosity turbulence concept, the Reynolds averaged mo-
mentum equation for such a spatially developed flow with constant properties subject













+ f = 0, (5.2)
















where ∂p/∂z = ∂pp/∂z by the definition of EPG flow and the observation of He et










+ f = 0, (5.4)
where ∆uz = uz−uzp, which is a perturbation caused by the body force. Consequently
the heated flow can be represented by the EPG flow plus the body force induced
perturbation flow. The authors then defined an apparent friction velocity for the
flow based on the pressure gradient, u∗τp =
√
τ ∗wp/ρ
∗, where τ ∗wp = −(R∗/2)(∂p∗/∂z∗).




follows naturally from the observation described above that the flow statistics of
body-force influenced flow when normalised by the apparent friction velocity would
behave in a similar manner as those in the EPG flow, which was demonstrated by
He et al. [13]. The turbulence reduction, or the so-called laminarisation, commonly
referred to when compared with a reference flow of the same flow rate (EFR), can
then be associated with a reduction in the Reynolds number of the EPG flow (i.e.,
the Reτp).
The principal hypothesis of this chapter is that the various flow laminarising mech-
anisms in a heated flow including the buoyancy, variations of thermophysical proper-
ties and even the inertia can be explained with the apparent Reynolds number (ARN)
concept.
We first consider the variations of density and viscosity. For this purpose, we
consider a stationary, streamwise fully developed flow with non-uniform density and
viscosity distributions without the effect of gravity. An example of this is the flow in
parallel plates with a heated and a cooled wall on either side as studied by Peeters











































Consider a new flow with the same/equivalent pressure gradient (EPG), but with
















where −∂pp/∂z = −∂p/∂z and the subscript ’p’ refers to the reference flow condition,
which is taken as that at the centreline here. As discussed in the Introduction,
the density and viscosity variations have been found to have negligible influence on
turbulence dynamics in various previous studies, and that this knowledge has been
used in a number of studies as a basis for flow and turbulence scaling [87, 93, 94].
The ’unchanged turbulence dynamics’ however can be interpreted in different ways.
In the original van Driest analysis for cases where only internal frictional heating was
considered, this was taken to be that the mixing length is an invariance in constant
and variable density flows. When more complex (heating) conditions are considered in
more recent studies (which may involve variations of density and viscosity), additional
scaling has been found necessary, including for example the use of the semi-local
parameters and a new local Reynolds number (Re∗τ ). Here we follow He et al.’s [13]
analysis, assuming the eddy viscosity in the heated flow and its equivalent reference


























































We refer to f1b and f1c as the pseudo-body forces due to viscosity and density varia-
tions, respectively (Eq. 5.10 & 5.11). They cause a perturbation flow ∆u on top of the
base (EPG) flow. Like the body-force influenced flow, the heated flow with variable
properties can be represented by a constant-property EPG flow plus a perturbation
flow i.e., uz = up + ∆uz. Furthermore the latter (perturbation) is only a function of
the non-uniform distributions of the density/viscosity and the eddy viscosity of the
EPG flow. In fact, Eq. 5.9 can be rearranged to obtain an explicit expression for the












For a general case such as Case A, the flow is also complicated by the spatial de-
velopment. For the flow away from the immediate start of the heating (say z/D > 1),
the terms of minor contributions can be neglected and the Favre-averaged streamwise


























As shown in figure 5.3 & 5.4, the inertia is very significant in the developing
flow concerned herein, strongly influencing the flow dynamics. Here, we make a
proposition that the inertia can be treated as a pseudo-body force, acting on the
flow in a similar way as the buoyancy, and that it does not cause the turbulence to
change when compared with the flow of EPG. Under this assumption, we can then
group it together with other body forces (pressure and buoyancy) to form the total
body force for the flow. Like for the gravity, the inertia can be split into a uniform
and a non-uniform component, with the uniform component taken to be the value at











f2U = f2(r = 0) and f2N = f2 − f2(r = 0). (5.15)
The proposition for the linear component is clearly true as physically this implies
that the fluid in the entire cross section accelerates as a solid body in response to a
uniform body force (pressure or otherwise), without modifying the relative flow (i.e.,
the strain field). The success of the proposition regarding the non-uniform component
and the applicability of the overall non-uniform body effect proposed in He et al. [13]
to the flow concerned herein are evaluated in the next section.
Consider all the above analysis together, the heated flow can now be represented
by the sum of the EPG flow and a perturbation due to the total body force, which




























+ fT = 0, (5.17)
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+ f2U , (5.18)
and the total non-uniform body force is
fT = f1a + f1b + f1c + f2N , (5.19)
where
f1a = (ρ− ρc)/Fr20, (5.20)
and the pseudo-body forces are given in Eq. 5.10, 5.11 and 5.15(b). Under the
assumptions introduced herein, for any location in the laminarising region of a heated
flow, the turbulence dynamics can be approximated by that of the EPG flow (Eq.
5.16), the driving force of which is the total modified pressure gradient (Eq. 5.18).
On top of the EPG flow, a perturbation is caused by the combined action of the
non-uniform (pseudo-)body forces (Eq. 5.19). In the following section, we evaluate
the assumptions introduced above against Cases E and A.
5.3 Evaluation of the apparent Reynolds number
analysis of flow laminarization
The profiles of the total shear stresses together with their linear components (ex-
tending from the pipe centre) in the laminarising region of Cases A and E are shown
in figure 5.8. The total stress were computed from the total apparent body force,
τtot = −(r/2) (∂P/∂z)p + (1/r)
∫ r
0
rfTdr. The first term is the linear component
(noted as τp), which is used to define the apparent Reynolds number shown in fig-
ure 5.9. It is clear that, initially (z/D < 5), the apparent Reynolds number (Reτp)
appears to remain largely unchanged, and then it reduces roughly linearly, faster in
Case A than in Case E. The Reτp reaches around 60 at around z/D = 15 and 18 in
Cases A and E, where the low Reynolds number would suggest that the flow would
approach a laminar state for an equivalent unheated flow.
We first inspect the behaviour of the eddy viscosity to evaluate the applicabil-
ity of the apparent Reynolds number theory. The distribution of the eddy viscos-
ity in Cases A and E are shown in figure 5.10 against wall unit distance based on
three different friction velocity definitions, that is, those based on the unheated flow
(y+0 = ρ0yuτ0/µ0), the local wall shear stress (y
+ = ρcyuτ/µc) and the apparent






(a) Case A (b) Case E
Figure 5.8: Total body force (including inertia) in Cases A and E.
Figure 5.9: The apparent Reynolds number in Cases A and E.
uτp =
√
τwp/ρ, where τwp = −(1/2)(∂P/∂z)p. The first normalisation shows the
absolute changes in eddy viscosity with downstream distance, whereas the second
normalisation shows how far the distributions deviate from that of the ’universal’
distribution of an unheated flow; and finally the last normalisation would behave as
in its corresponding unheated EPG reference flow if the apparent Reynolds number
theory applies.
It can be seen from figures 5.10(a and b) that the eddy viscosity at any fixed
location in both Cases A and E reduces drastically near the wall. For example, at
y+0 = 30, it reduces from 5.7 to 0.9 in Case E and from 6.8 to 3.0 in Case A. The
change is small beyond y+0 = 60 in Case A, but significant reduction occurs until
around y+0 = 100 in Case E. The behaviour of νt versus y
+ is largely the same as
that described above though quantitatively the changes are marginally larger due to
the increase of the wall shear stresses in the heated pipe. These observations are
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consistent with the conventional theory regarding flow laminarisation. The results
also show that the flow in the core is less influenced, but the eddy viscosity is of more
significance close to the wall where the velocity gradients are larger and the mixing
effect due to turbulence is more significant.
In strong contrast, Figures 5.10(e and f) show that νt remains largely unchanged
in the relaminarising region in both Cases A and E when plotted against y+1. In
such low Reynolds number flows, we normally expect that νt has some dependence
on Reynolds number, that is, it reduces in the core of the flow though it is largely
the same close to the wall. To aid discussion, the νt in several flows of low Reτ are
shown for comparison. It is clear that close to the wall the νt can be reasonably well
represented by the apparent Reynolds numbers for both cases. In the core of the flow,
however, the νt in the heated flow is larger than that in the reference flows, especially
in Case A. This is likely a reflection of additional gain due to the convection of
turbulence from upstream, and since it largely occurs in the core of the flow, it is not
expected to have a significant influence on the overall flow dynamics. Consequently
the behaviour of νt provides the first evidence supporting the hypothesis that the
flow in strongly laminarised flows studied herein can be described by the reduction of
the apparent Reynolds number and that the effects of the various factors including
variable properties and inertia appear to act in a similar manner, in the form of a
(pseudo-)body force.
The normal Reynolds stresses non-dimensionalised using the uτ0 and uτp are shown
in figures 5.11 and 5.12 for Cases A and E respectively. The results normalised with
uτ0 are presented for the full pipe length simulated, whereas those normalised by uτp
are only shown up to the end of the laminraring region where the apparent Reynolds
number theory is to be evaluated. It is clear that the Reynolds stresses based on the
former normalisation reduce significantly in the laminarizing region in both cases,
albeit stronger in Case E than in Case A. The reduction is stronger in the normal
and circumferential components than in the streamwise component. For example, the
u+0r and u
+0
θ reduce by around 2.5 and 4 times respectively in Case E, but 1.8 and
2.5 times in Case A. When normalised using the local uτ (not shown), the turbulence
reduction is even stronger due to the increase of the wall shear stress in the heated
pipe. These results demonstrate that the Reynolds stresses significantly reduce in
both absolute terms and when normalised using the wall units as observed in many
previous studies (e.g. Bae et al. [11], Peeters et al. [78]).
We now inspect the Reynolds stresses normalised by the apparent wall shear
stress and consider Case E first. It is known that the normal and circumferential
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(a) Case A, νt − y+0 (b) Case E, νt − y+0
(c) Case A, νt − y+ (d) Case E, νt − y+
(e) Case A, νt − y+1 (f) Case E, νt − y+1
Figure 5.10: Profiles of the eddy viscosity at chosen locations in Cases A and E.
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(a) Case E, u+0z − y+0 (b) Case E, u+1z − y+1
(c) Case E, u+0r − y+0 (d) Case E, u+1r − y+1
(e) Case E, u+0θ − y
+0 (f) Case E, u+1θ − y
+1
Figure 5.11: The normalized fluctuating velocities in Case E.
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(a) Case A, u+0z − y+0 (b) Case A, u+1z − y+1
(c) Case A, u+0r − y+0 (d) Case A, u+1r − y+1
(e) Case A, u+0θ − y
+0 (f) Case A, u+1θ − y
+1
Figure 5.12: The normalized fluctuating velocities in Case A.
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stresses reduce slightly with reducing Reynolds number in low Reynolds number flows,
but the streamwise component is largely Reynolds number independent. To capture
such changes, the profiles for unheated flows at Reτ = 112 and 180 are shown for
comparison. It can be seen from the figure that u+1r and u
+1
θ fluctuate within the
bounds of the profiles of the two reference cases, and the changes are within 20%.
This is in stark comparison with the drastic reductions observed when normalised by
uτ0 and uτ discussed above. This finding is in accordance with the findings of He et al.
[13], and demonstrates that the two transverse normal stresses normalised by uτp can
be suitably represented by those of their corresponding EPG flows, and hence again
showing that the laminarisation can be represented by a reduction in Reτp and all
influencing factors represented by pseudo-body forces. In particular, Case E serves to
support the conclusion with respect to buoyancy and inertia whereas Case A supports
that for all factors combined.
The behaviour of the streamwise component is however different. It reduces
with downstream distance even though the peak of the reference results remains
unchanged. This trend is opposite to that observed in He et al. [13] in which the
streamwise stress is higher than that in the corresponding EPG flow, which was at-
tributed to the generation of streaks. The different behaviours can be attributed to
the effect of the inertia which is present in the developing flow concerned here but
not in He et al. [13]. As discussed later in section 5.4, the effect of inertia is opposite
to other effects reshaping the profile of the non-uniform body forces.
Next we directly evaluate the key statement of the Apparent Reynolds number
(ARN), that is, the total flow can be represented by the EPG base flow plus a pertur-
bation induced by the pseudo-body forces, and the latter does not cause any changes
to the eddy viscosity. For the flow at any location in the laminarising region con-
cerned here, we can obtain the equivalent pressure gradient via Eq. 5.18, and hence
the apparent Reynolds number, which stipulates the EPG flow. Noting that such
flows are ’standard’ unheated pipe flow, the mean velocity and turbulence statistics
of the flow (including the eddy viscosity) can be found from any database available.
In addition, the total pseudo-body forces can be calculated (Eq. 5.19) and then the
perturbation velocity be estimated via Eq. 5.17. This then enables the total ve-
locity profile to be calculated by simply summing the velocity of the EPG flow and
the perturbation velocity. Additionally the perturbation flow induces an additional







= − (νtp/Re0) (∂∆uz/∂r). The total shear stress in the heated flow is then
the sum of this and that of the EPG flow.
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(a) Case E, z/D = 7.30 (b) Case A, z/D = 7.46
(c) Case E, z/D = 10.86 (d) Case A, z/D = 10.86
(e) Case E, z/D = 13.48 (f) Case A, z/D = 12.38
Figure 5.13: Mean velocity in Cases E and A - comparison between the DNS results
and the ARN theory predictions at z/D = 7.30, 10.86 and 13.48 in Case E (left
column) and 7.46, 10.86 and 12.38 in Case A (right column).
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(a) Case E, z/D = 7.30 (b) Case A, z/D = 7.46
(c) Case E, z/D = 10.86 (d) Case A, z/D = 10.86
(e) Case E, z/D = 13.48 (f) Case A, z/D = 12.38
Figure 5.14: The turbulent shear stress in Cases E and A - comparison between the
DNS results and ARN theory predictions.
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The procedure described above implies that the only information required to ’pre-
dict’ the mean velocity and turbulence shear stress is the eddy viscosity of the EPG
flow having known ∂P/∂x and fT of the laminarising flow. Herein the eddy viscosity
of unheated reference flow is obtained by interpolation using the data from He et al.
[13] for flows at Reτ between 110 and 180. The EPG and the perturbation velocities
are calculated by integrating twice equations 5.16 and 5.17 respectively. The corre-
sponding turbulence shear stresses are then computed from νtp and the two velocity
profiles.
The mean velocity profiles and the turbulent shear stresses calculated using the
ARN theory are compared with the DNS data in figures 5.13 and 5.14. It can be
seen that the mean velocity of the DNS can be very well represented by the ARN
theory at the later locations in both Cases A and E. Larger but still acceptable
discrepancies are seen at the earlier position in both cases. The ARN prediction of
the turbulence shear stress for Case E agrees very well with the DNS with slightly
larger discrepancies away from wall and the pipe centre. The predictions for Case
A show larger discrepancies than for Case E, though the strong laminarisation has
also been well captured. Overall we consider these results demonstrate that the ARN
theory is able to capture the general flow behaviour and laminarisation. It should be
noted however that the above exercise does not really provide any predictions of the
heated flow, since it uses the thermophysical property distributions and the inertial
terms from the DNS. It however provides new insights into the effects of the various
factors on turbulence dynamics and flow laminarisation. It is possible to utilise such
new understanding in future to improve modelling strategies, for example, following
the work by Patel et al. [95].
5.4 A unified approach for the explanation of lam-
inarisation in a heated pipe
The results presented above suggest that the mechanisms of the flow laminarisation
due to buoyancy and variations of density and viscosity can potentially be explained
in a unified approach using the apparent Reynolds number theory. It also suggests
that the flow inertia plays a significant role, and that it can be viewed as a pseudo-
body force, the effect of which can also be explained in the same framework. The
overall idea is illustrated in figure 5.15, which is discussed in this section. Like in
the last two sections, this discussion is for the laminarising stage of the flow and
considering only the indirect effect of variable properties on turbulence. The direct
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Figure 5.15: A unified theory for flow laminarization in a vertical heated flow
effect will be discussed in the next section and it will be seen that the effect in the
laminarising stage is relatively small.
We consider the buoyancy effect first and stages [1A] and [2A] are well known:
The heated fluid near the wall becomes lighter resulting in an upward buoyancy force,
which in turn causes the fluid there to accelerate in relation to the fluid in the core.
Since we are considering a constant mass flux flow, the above two factors necessitate
the pressure force (gradient) to reduce [stage 3], which in turn causes the flow tend
to decelerate uniform across all radial locations since the pressure is largely uniform
radially away from the immediate inlet [stage 4]. The deceleration of the fluid in the
region close to the wall is however hindered by viscosity and the no-slip condition on
the wall. As a result, the deceleration is uniform in the core of flow but gradually
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reduces towards wall and reaching zero on the wall [stage 5]. The region of reduced
deceleration is initially limited to a small region close to the wall, but it expands away
from the wall with distance downstream.
Consequently, there are two non-uniform body forces involved in a heated devel-
oping flow (neglecting other effects for now, e.g., considering Case E), the buoyancy
body force f1a and the non-uniform part of inertia, f2N . With the increase of the
combined effect of the buoyancy and inertia, the apparent Reynolds number and the
corresponding EPG flow reduce, leading to lower turbulence [stage 6]. When the Reτp
continues reducing and reaching a sufficiently low value, turbulence production may
be switched off and the flow is then fully laminarised (see further discussion on ‘fully’
in the next section) [stage 7].
Next consider viscosity and figure 5.2 shows that it reduces significantly close to
the wall along with the increase of the temperature in this region from an early stage
following the commencement of heating in Case A [stage 1B in figure 5.15]. This
leads to a reduction in frictional resistance in the wall region, and hence a tendency
for the fluid to accelerate there [stage 2B]. This is then followed by a process that is
very similar to that due to the effect of buoyancy. That is, due to the constant mass
flux constraint, the pressure gradient reduces [3], which causes the fluid to decelerate
uniformly across the whole cross section [4]; but again the viscosity near the wall
restricts the deceleration there [5], and so on. It is clear that both [2B] and [5] causes
the velocity profile to be flattened.
Even without considering the structural effects, the (indirect) effects of density
variations on flow dynamics are far-reaching, including, buoyancy, flow acceleration
caused by fluid expansion and radial non-uniform distribution. These effects can
be associated with the buoyancy term, the inertial (spatial acceleration) terms and
the turbulent shear stresses of the momentum transport equations (Eq. 5.13). The
buoyancy has already been extensively discussed. We now turn our attention to
the effect of the flow acceleration, a topic that has been investigated by numerous
researchers. It is known that when the hydraulic diameter of the channel is small,
flow acceleration effect is often higher than that of buoyancy under strong heating
[79, 80]. The effect comes from the fact that the bulk fluid temperature increases with
distance downstream due to heating, which results in a density reduction everywhere
across the pipe section [stages 1C/4C]. This hence causes the fluid tend to accelerate,
stronger near the wall in the entrance region, but mostly uniformly across the radius
in downstream locations. The expansion does not directly results in a change in mass
flux, and hence unlike in the cases of the buoyancy and viscosity, there is not a direct
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consequential reduction in pressure gradient in this case (see figure 5.15). In fact, to
cause the flow acceleration, there is a need for an increase in pressure gradient. Again
due to the constraint of the wall/viscosity, the near-wall acceleration is hindered and
being smaller than in the centre and hence resulting in a flattened velocity profile
[5C]. It is worth noting that the inertial/viscous effect in this case is opposite to
that in the buoyancy and variable viscosity. That is, the viscous effect near the wall
hinders the acceleration (rather than deceleration) of the fluid in the pipe and hence
the combined effect of 4C and 5C causes an apparent body force in the direction of
the flow.
Unlike the buoyancy and flow acceleration, the radial non-uniform density dis-
tribution associated the turbulent shear stress terms is seldom explicitly discussed
for heated pipe flow at supercritical pressure. This is however the effect that con-
sidered in the van Driest transformation [85], and more recent studies of near wall
flow scaling [93, 94]. In all these studies, it is assumed that the density variations
do not influence turbulence structures under the condition of small fluctuations (the
Morkovins hypothesis), which is interpreted as that the mixing length correlation
remains unchanged in the scaling analysis. Under this assumption (or, similarly,
the eddy viscosity remains largely unchanged), the significant reduction in density
near the wall (figure 1) [Stage 1c] results in a reduction in flow resistance due to
the reduced turbulent shear stress (that is, ρũ′′zu
′′
r reduces because ρ reduces strongly
whereas the changes of the ũ′′zu
′′
r are minor), and hence a local flow acceleration in
that region [stage 2C). This is then followed by a process that is similar to that in
the case of buoyancy and viscosity variations: the local flow acceleration necessitates
a reduction in pressure gradient [3] under constant mass flux constraint, leading to a
whole cross-sectional flow deceleration [4], and so on (figure 5.15).
In summary, the above discussion outlines a unified explanation for the various
mechanisms of flow laminarisation in a heated vertical pipe flow. Following a primary
cause of change in a heated flow, that is, either the buoyancy, or the variations of
density or viscosity, a local change in mass flux occurs near the wall. This then
leads to a response in the pressure gradient due to the continuity constraint, which
causes a tendency of a uniform bulk fluid acceleration or deceleration balancing the
near wall mass flux changes. The no-slip condition on the wall however restrains
such changes near the wall resulting in a smaller acceleration/deceleration there, and
hence a distortion in velocity profile. These last stages (stages 4 and 5) are the
effects of inertia (spatial acceleration) reflected as the so-called entrance effect, or
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(a) z/D = 7.5 (b) z/D = 10.0
(c) z/D = 10.9 (d) z/D = 12.4
Figure 5.16: Comparison between the various pseudo-body forces in Case A at several
streamwise locations.
more generally, a spatially developing flow. The effect of the bulk fluid expansion is
slightly simpler, directly causing an ’inertial’ effect.
Even though we have concluded that the non-uniform body force does not directly
cause changes in turbulence, it is clear from the above discussion that they are in
fact the reasons for flow laminarisation in a fixed mass flux flow such as this. This
is because the total flow comprises the EPG flow plus the non-uniform body force
induced perturbation. As the body forces increase, they cause an increase in the
perturbation flow; to maintain the total flow, the EPG flow reduces, leading to a
reduction in turbulence. Hence the great the non-uniform body forces the stronger
the laminarisation.
The (pseudo-)body forces at several streamwise locations in Case A are shown in
figure 5.16. Since Eq. 5.17 for the perturbation flow is liner, the different mechanisms
act independently and their effects on producing the perturbation flow can simply be
113
added together. It can be seen that in the flow concerned here (Case A), among
the primary causes (first line in figure 5.15), the buoyancy (f1c) is most significant
followed by the variable viscosity (f1b). The effect of non-uniform density through
turbulence shear (f1c) is very small. The inertia (f2N) is always strong and it acts
against the primary forces, i.e., reducing or delay their effects, which is consistent
with our understanding. This also explains the differences between the behaviours
of the streamwise turbulence stress in the developing flow considered here and those
considered in He et al. [13]. The non-uniform body in the latter causes strong streaks
and hence an increase in streamwise turbulence, but the inertia in the flow considered
here largely cancel that effect. One can also relate the effects of the positive/negative
body forces studied here with the increasing/decreasing Re∗τ of Patel et al. [94],
though it is out of the scope of this study.
5.5 ’Full’ laminarisation and retransition
In this study, the ‘fully’ laminarised region is defined such that the start of the region
coincides with the location where the streamwise turbulence reaches its minimum
and the end of the region coincides with the location where the transverse Reynolds
stresses reach their minima. During this period, the pressure strain is minimum as
shown in figure 5.6 & 5.5, where the budgets of the streamwise turbulence in Cases
A and E are shown. The full laminarisation occupies 12 < z/D < 18 in Case A and
18 < z/D < 28 in Case E. It is clear that in this region turbulence kinetic energy still
remain very significant in both cases despite much lower than that in the unheated
flow. The terminology, ’full’ laminarisation, used here refers to the fact that the
turbulence regeneration cycle largely ceases despite there being strong generation of
low-speed streaks as discussed below.
It can be seen from figure 5.1 that the turbulence shear stress is close to zero
everywhere in the cross section towards the end of this period, i.e., at around z/D = 18
and 28 in Cases A and E respectively. This is roughly the time when the mean velocity
switches from a normal central-peaked profile to an M-shape in which the peak moves
away from the pipe centre. The reason that the turbulent shear stress is nearly zero
at this stage is that the velocity gradient in most part of the flow is very small except
very close to the wall, making the correction ρu′′zu
′′
r to diminish to minimum. However,
the turbulent activities including mixing for example is still strong at this stage, and
the turbulent heat flux is still quite large [11].
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Figure 5.17: Turbulent streaks and vortical structures in Case A (u′z = ±0.19 in green
and blue respectively, λ2 = −0.6 in red ). Only half of the pipe is shown and the
full-length pipe is shrunk axially.
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The shear production remains at a minimum level in the full laminarisation region
as can be seen in figure 5.6. In Case A, it approaches zero towards the end of the
region, and slowly builds up downstream. Incidentally, there are two peaks now which
was observed in various previous studies [11]. The near wall peak is in between the
wall and the velocity peak and is stronger. The second peak in the production is
in the core of the flow, where both ρu′′zu
′′
r and the velocity gradient have changed
sign. In Case E, the shear production becomes slightly negative and stays negative
for quite some distance (25 < z/D < 35). This is mostly in the near wall region.
Here, the sign of velocity gradient remains unchanged but ρu′′zu
′′
r has changed sign.
The negative production implies that in this region the shear extracts energy from the
turbulent motions and feeds it back to the mean flow, and hence leading to an inverse
cascade. Towards the end of the simulated domain, the shear production becomes
mostly positive across the pipe section with also two peaks as in Case A.
For both Cases A and E, the buoyancy production is small and negative (figures
5.6 & 5.5) at the early stages of the heating section (laminarising region). However,
it plays a major role in the flow laminarisation and recovery regions, being much
stronger than the shear production. Close to the start of the laminarisation stage,
the buoyancy production becomes positive, and then increases rapidly with distance,
becoming very significant around the point when the shear production is weakest. In
the case of A, the peak buoyancy production has maximised at around z/D = 22,
and then reduces gradually with distance downstream. The peak value becomes lower
than that of the shear production around z/D = 28. However, the shear production
is only significant around the first peak, and is limited to small region (y+0 < 10).
The buoyancy production however peaks at round y+0 = 12 and is significant over
a bigger region towards the core of the pipe. As a result, in terms of the total
cross sectional contribution, the buoyancy production maintains roughly a constant
value from z/D = 20 and is the dominant contributor until the end of the pipe
simulated (figure 5.6). In the case of E, the peak of the buoyancy production increases
steadily throughout the later part of the pipe. The cross sectional integration increases
significantly downstream due to the spread of the region where the production is
significant. Consequently these results demonstrate that the buoyancy production is
responsible for the re-generation of turbulence and the dominant contributor to the
continuing increase of turbulence further downstream.
We now look at the flow from the viewpoint of transition. Similar to the shear pro-
duction, the production due to buoyancy is only significant in the streamwise Reynolds
stress (ũ′′zu
′′
z ) and the energy produced is then re-distributed through pressure strain
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Figure 5.18: Turbulent streaks and vortical structures in Case E (u′z = ±0.12 in green
and blue respectively, λ2 = −0.15 in red ). Only half of the pipe is shown and the
full-length pipe is shrunk axially.
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work to other components. In Case A, the buoyancy production becomes positive at
around z/D = 12, which is roughly coincident with the location where ũ′′zu
′′
z is the
lowest. The energy in ũ′′zu
′′
z starts to increase near the wall after this point clearly due







ever, continue to reduce until around z/D = 18. This observation is consistent with
that in the bypass transition in transient flow (He and Seddighi [132, 146]). Hence,
we named this flow stage the ’re-transition’ stage, which represents the turbulence
increases again after being laminarised. The initial generation of u′z,rms (z/D = 12
to 18) is likely linked to the formation and elongation of high- and low-speed streaks.
Only at around z/D = 18, such streaks start breaking down forming turbulent spots
where vortices of various small scales are generated. This process can be viewed in
figures 5.17 and 5.18, where the isosurface plot of u
′
z,rms and λ2 are shown. In Case
A, between z/D = 12 and 18, even though the u
′
z,rms increases significantly the tur-
bulence vortices remain the lowest, and they start to appear only after z/D = 18. In
Case E, the turbulent vortices remain very low over a large section of the pipe and the
regeneration of turbulence remains weak even at the end of the simulated domain.
Additionally, figure 5.19 shows a quadrants analysis for the turbulent activities in
Case A, in which both weak (H=0) and strong events (high H=2, 4) are shown for
the ejection (Q2) and sweep events (Q4). Both events reach very low level (especially
the strong events) during the full laminarisation stage. However, sweeps appear to
reach its minimum at the middle of this region and starts to increase gradually at the
second half region, while the ejections only start to recover some distance after the
end of this region. For Case E, the buoyancy production becomes positive at around
z/D = 19, which again coincides with the location where ũ′′zu
′′
z is the lowest. The
ũ′′zu
′′
z starts to increase rapidly following this but the transverse components continue
to reduce until about z/D = 30. During all this stage (z/D > 19), the shear produc-
tion is either very low or slightly negative, and turbulence is mostly generated due to
buoyancy production.
It can now be concluded that in the ‘fully’ laminarised flow region, the coupled
sequential streaks and vortices generation of the turbulence regeneration cycle associ-
ated with the initial shear flow has largely ceased. The pressure-strain also approaches
zero, indicating that the vorticity generation has become minimum. Nevertheless, tur-
bulence fluctuations are still in existence. In fact, right from the start of this stage,
buoyancy turbulence generation has started in the form of new elongated streaks,
which leads to an increase in ũ′′zu
′′
z in the wall region. Consequently, the region of
laminarisation discussed here is not complete consistent with that used commonly in
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(a) Case A, sweep event (Q2), y+0 = 15.3 (b) Case A, ejection event (Q4), y+0 = 15.3
(c) Case E, sweep event (Q2), y+0 = 16.5 (d) Case E, ejection event (Q4), y+0 = 16.5
Figure 5.19: Variations of sweep and ejection events at near-wall locations of Cases
A and E.
the literature in which laminarisation normally refers to zero turbulent kinetic en-
ergy or turbulence production. The re-transition considered herein refers to the stage
where new turbulence spots and multi-scale vortical structures start appearing, which
may be significantly later than the initial recovery of turbulence kinetic energy re-
lated to the generation of streaks, an phenomenon occurs at the pre-transition stage.
Key observations in the three stages of a heated flow are illustrated by the contour
of (ρuz)
′
at a near-wall surface of case E (Fig. 5.21).
During the full laminarisation stage, the energy of streamwise turbulence at lo-
cations away from the wall, and the transverse turbulence components everywhere
continue decaying. In fact, in the core region, the turbulence behaves in a manner
similar to the decay of grid generated homogeneous turbulence, which is known to
behave as k/u2z = c((x − x0)/M)−n, where x0 is the virtual origin and n is between




Figure 5.20: Decay of the turbulent kinetic energy and its dissipation rate in Cases
A and E.











where Ce2 = 1.9. The above also suggests that ε ∝ x−(n+1). It can be seen from
figure 5.20 that turbulence kinetic energy in the core of the pipe (r < 0.4) dur-
ing the ‘full’ laminarisaed region indeed decays in an exponential manner. But the
exponent is significantly highly than that of a grid turbulence, being around 2. Con-
sistently, the turbulence dissipation decays also exponentially with an exponent of 3.
Additionally, we have computed Ce2 from Eq. 5.21, (that is assuming a convective de-
caying turbulence). The value is mostly between 1.5 and 2.0 in the fully laminarised
region but being significantly different from this value elsewhere. The observation
described above is typical of the pre-transition stage of boundary layer bypass tran-
sition in which elongated streaks are formed within the boundary layer whereas the
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Figure 5.21: Turbulent dynamics in a vertical heated flow.
free-stream turbulence decays exponentially [148, 149, 150].
5.6 Conclusions
Cases A & E from Chapter 4 is further analysed in this part of work, new understand-
ing has been established of the turbulence dynamics with respect to its three-stage de-
velopment, that is, partially laminarising, full laminarisation and re-transition stages.
The main findings are as follows:
• The effects of buoyancy and variations of density and viscosity on turbulence
(and laminarisation) together with those of inertia are explained using a uni-
fied theory based an apparent Reynolds number (ARN) and a non-uniform
pseudo-body force concept. The partially laminarising flow is represented by
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an equivalent pressure gradient (EPG) base flow plus a perturbation caused by
the various (pseudo-) body forces.
• In this paper, the ’full’ laminarisation refers to a region where the turbulence
regeneration cycle has ceased, but typically turbulence kinetic energy is still
significant in the flow. There can still be strong turbulence generation due to
buoyancy production resulting in the generation of high-/low-speed streaks near
the wall. Away from the wall, turbulence decays exponentially with downstream
distance.
• Transition is marked by the generation of the transverse turbulence components
and the associated increase of pressure-strain in Reynolds stress budgets.
The above is further expanded below with the key points illustrated in figure 5.21.
1. Laminarisating flow
The flow laminarising region occupies z/D < 12 in Case A and z/D < 18 in Case
E. The flow at any streamwise location can be represented by its equivalent-
pressure-gradient (EPG) flow and a perturbation flow caused by the pseudo-
body forces due to the various mechanisms. The stronger the buoyancy or
property variations, the greater the pseudo-body forces, which in turn causes a
larger perturbation flow. For the flow in a pipe with a fixed mass flux, this means
a smaller EPG flow, and hence lower turbulence. When the Reynolds number
of the EPG flow (i.e., the Reτp) reduces to a very low level (say, Reτp < 80),
the flow may be fully laminarised. In this theory, the laminarising flow can be
estimated using the knowledge of the EPG flow and the (pseudo-)body forces
without solving the non-equilibrium turbulent flow. This theory is based on a
hypothesis that the buoyancy, variable properties and the inertia do not alter
the key turbulence characteristics including the mixing effect. It then follows
straightforwardly that all effects can be expressed as a pseudo-body force. The
hypothesis was shown in [13] to be true for non-uniform body forces in an
isothermal flow. With regard to the effect of variations of density and viscos-
ity, a similar hypothesis was proposed and used in previous studies, including
[87, 93, 94], and the well-known van driest transformation (for density only)
[86]. In present study, the hypothesis has been extended to include not only
all the physical effects (variable properties and buoyancy), but also the spatial
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acceleration, hence establishing a unified theory for the explanation of laminar-
isation in a heated flow. The hypothesis is demonstrated in section 5.3 to be
true using the Boussinesq-assumption based flow and a flow with a full account
of all thermophysical property variations.
• There are a number of primary causes (mechanisms) to make a heated
vertical flow to be different from an unheated flow, that is, the buoyancy,
the variations of viscosity, the flow acceleration due to fluid expansion
caused by heating and the radial variation of density resulting in a change
in turbulent shear. The way they come into influence on the flow can
be seen through the momentum equations: that is, gravitational force, the
viscous diffusion terms, the spatial acceleration (convection) terms, and the
turbulent shear stresses. Each effect can be represented by a (pseudo-)body
force. They all influence the flow in a similar manner but independently
to each other and their effects can be linearly added up. Together they
cause an overall perturbation flow which can be computed knowing the
body forces and the EPG flow. The fluid expansion caused acceleration
directly results in a change in the inertia, which is discussed below.
• The spatial acceleration (inertia) is strong in such a developing flow and
its effect on turbulence can again be treated as a pseudo-body force. It has
two components: The uniform component is a direct response to a change
in pressure gradient (effectively ’cancelling’ it partially) and this term can
be grouped with the pressure and the uniform gravitational component,
forming a total modified pressure gradient. The non-uniform component
acts like other (pseudo-)body forces having no direct influence on the tur-
bulence but a mean perturbation flow. The inertia is a response of the
flow to the primary causes as shown in figure 5.15. The direction of the
inertia is opposite to other effects, and is delaying or partially cancelling
the reduction of turbulence due to other effects.
• When normalised using the apparent friction velocity, the eddy viscosity
and the transverse turbulence components remain largely the same at any
locations in the laminarising region. Hence the primary turbulence dy-
namics and mixing are not modified by the effects of buoyancy, property
variations and flow development; and they can be reasonably well repre-
sented by those of the EPG reference flow. The turbulent shear stress can
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be reasonably well evaluated using the EPG flow statistics. The stream-
wise turbulent stress normalised in the same way, however, does change
with streamwise distance. This is a reflection of the additional production
of the high/low-speed streaks due to the perturbation flow caused by the
pseudo-body forces.
• The flow is ’non-equilibrium’, that is, it is developing with distance and
the inertia is a significant contributor to the momentum balance. The
turbulence however is approximately in equilibrium and the convection is
insignificant, though the turbulence anisotropy may be different from that
in an unheated flow due to the generation of streaks.
• In this region, buoyancy production (i.e., the structural effect) causes some
turbulence reduction even though it is relatively small in comparison with
other budget terms. Incidentally the contributions of the buoyancy pro-
duction and the convection to turbulence budget are opposite and partly
cancel each other making the net effect to be smaller. This, to some extent,
contributes to the success of the unified theory which implicitly assumes
that turbulence is in equilibrium in the sense that it is not affected by
up/down-stream turbulence and the structural effect is insignificant.
2. ‘Full’ laminarisation
This region can be likened to the pre-transition region of boundary layer bypass
transition: The freestream/core turbulence decays, but high-/low-speed streaks
are formed near the wall with no vorticity generation. This region extends
12 < z/D < 18 for Case A and 18 < z/D < 29 for Case E, respectively.
• Turbulence kinetic energy in the pipe core (r < 0.4) reduces exponentially
following k/u2z = c((x − x0)/M)−n, similar to that of a grid turbulence
but with a greater exponent of n = 2 (c.f. 1.15 to 1.45 for grid turbu-
lence). Correspondingly, the dissipation also reduces exponentially with
an exponent of 3.
• The streaks are generated mostly due to buoyancy production but with
small shear production at the later stage of this phase. The streaks lead
to an increase in the streamwise turbulent stress in the wall regain but not
in transverse turbulent stresses.
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• The ejections/sweeps and the pressure-strain term reduce to and stay at a
minimum. The shear production reaches minimum or even negative. The
transverse turbulent stresses reach minimum.
• Here, ‘full laminarisation’ refers to the fact that there are no new vortical
structures (turbulent spots) produced, but the actual turbulence (turbu-
lence kinetic energy and turbulent mixing) can still be strong due to the
decaying turbulence and new streaks. In relation to the latter, the total
(shear + buoyancy) production of turbulence may be very strong, result-
ing the streaks but not multi-scale vortices. Consequently, the use of the
term ‘full laminarisation’ here emphasizes the stoppage of the turbulence
regeneration cycle, which is different from other common uses, which often
refer to no turbulence generation or presence of turbulence kinetic energy.
3. Re-transition
Similar to boundary layer bypass transition, new multi-scale vortical structures
are generated due to flow instability potentially linked to streaks, though this
is not studied in this paper. This region extends z/D > 18 for Case A and
z/D > 29 for Case E, respectively.
• The transition is clearly visualised using instantaneous flow data, which
show the breakup of streaks and generation of turbulence spots.
• With respect to the statistics, this process is reflected as an increase in the
pressure-strain action and transverse turbulence components.
• Buoyancy generation is still dominating in this region but shear production
has increased significantly. In fact the local peak production is more than
double that of the buoyancy towards the end in Case A, though the shear
production is still small in Case E.
• There are two peaks in the shear production in both A and E, but the





The mechanisms of laminarisation and re-transition in a vertical pipe flow of supercrit-
ical fluid are discussed in detailed in the last two chapters, with new understandings
established. In this chapter, the similarity between the upward pipe flows of different
supercritical fluids is studied, and it is achieved using fluid-to-fluid scaling correla-
tions. The purpose of fluid-to-fluid scaling for supercritical fluid flows is to determine
non-dimensional parameter groups that describe the heat transfer characteristics, and
with these parameters matched in flows of different fluids, similarity is achieved. The
significance of such similarity is that a surrogate fluid can be used in some experi-
ments to avoid the high cost and technical difficulties. In this chapter, the scaling
correlation proposed by Ambrosini et al. [14] is investigated using direct numerical
simulations (DNS). A successful match between different supercritical fluids has been
found and discussed in detail.
6.1 Case settings
An upward pipe flow of CO2 is chosen as the prototype fluid flow, for which the
configuration is the same as Case A defined in section 4.1, while the pipe length is
slightly shorter (L∗ = 60R∗ = 30D∗), as it is sufficient to cover the heat transfer
deterioration and recovery. The flow and thermal boundary conditions of three other
fluids, i.e., water (H2O), ammonia (NH3) and fluoroform (R23) are scaled to achieve
similarity with the prototype fluid flow. In the current scaling method, similarities
in thermophysical properties and non-dimensional parameters are to be achieved [14,
114]. The following points are implemented to achieve similar fluid properties:
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to be the same in all flows.
• 1.2 Select the operating pressures to achieve similar thermophysical property
functions, e.g., ρ(h+), µ(h+) in different fluids [14].
NSPC and NTPC are the non-dimensional inlet enthalpy and wall heat flow defined
by Ambrosini et al. [14], and the definition of the non-dimensional enthalpy h+ will
be explained later. With the above points satisfied, the bulk properties in different
fluids will be similar. On the other hand, the following non-dimensional parameters
are scaled to achieve similar flow dynamics:







, the non-dimensional parameters in diffusion
and gravity terms of the momentum equations, to be the same in all flows.
• 2.2 Alternatively let Pe0 = Re0Pr0, Fr0 =
u∗2z,0
g∗R∗
, the inlet Peclect number in
the diffusion term of the energy equation and the inlet Froude number, to be
the same in all flows.
In theory, with all the above points (1.1, 1.2 & 2.1, 2.2) satisfied, the momentum
equations and energy equations in all fluids will be the same, and the flow and thermal
field will be very similar among these flows. However, it is impossible to satisfy all
the points, the current method attempts to satisfy most of them. With 2.1 satisfied,
the satisfaction of point 2.2 depends on whether the inlet Prandtl numbers of the
different fluids are similar or not (normally they are different), which will be shown
later.
It should be noted that the definition of the non-dimensional inlet enthalpy NSPC







Thus a non-dimensional enthalpy h+ can be defined which will be used in the discus-
sion herein:










, the streamwise distribution of the bulk h+ at stationary state will be
linear, with a starting value of NSPC , and a slope NTPC . Thus the developments of
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bulk h+ in different flows can be ensured to be consistent by fixing NSPC and NTPC .
NSPC and NTPC are respectively 0.5669 and 0.1783.
In the current scaling method, Re0, Fr0, NSPC , NTPC , L/D of all the fluids (CO2,
H2O, NH3, R23) are chosen to be the same, and their pressures are selected to achieve
similar ρ(h+) and µ(h+) functions. The tuned pressures are CO2 at 8.57MPa, H2O
at 25MPa, NH3 at 12.63MPa, R23 at 5.7MPa. Variations of the non-dimensional
density and dynamic viscosity against h+ of the four fluids at these chosen pressures
are shown in Fig. 6.1, with the inlet enthalpy h+ = −NSPC specified by thin dash
lines. Excellent agreements are shown in the variations of ρ, as a result of the carefully
chosen pressure, while the differences between the four curves of µ are relatively large.
However, the general trends and magnitudes of µ are similar among the four fluids.
In conclusion, by satisfying point 1.1 & 1.2, the similarity in the developments of bulk
ρ and µ can be reasonably well achieved in the four flows.
(a) ρ(h+) (b) µ(h+)
Figure 6.1: Variations of ρ and µ against h+ for four fluids at chosen operating
pressures.
With 1.1, 1.2 and 2.1 satified, the uncertainties of the similarity come from the inlet
Prandtl number Pr0. The inlet enthalpy h0 and temperature T0 for the four model






already determined. The variations of Pr against h+ are shown in Fig. 6.2a, with
the inlet enthalpy h+0 specified by a thin dash line. The general trends of the Pr(h
+)
curves in different fluids are similar, which increases before the pseudocritical enthalpy
(h+ = 0) and decreases after that. A zoomed in view of the Prandtl numbers at the
inlet enthalpy h+ = −NSPC is also shown, and the inlet Pr for CO2, H2O, NH3 and
R23 are 2.86, 1.68, 2.18 and 2.09, respectively. The inlet Pr of NH3 and R23 are
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relatively close to each other and are about 0.76 and 0.73 of that of CO2, which is
1.7 times of that of H2O.
(a) Pr(h+) (b) T (h+)
(c) cp(h
+) (d) λ(h+)
Figure 6.2: Variations of Pr, T , cp and λ against h
+ for four fluids at chosen operating
pressures.
The variations of T , cp and λ against h
+ are shown in Fig. 6.2b, 6.2c and 6.2d.
The values of them at h+0 are 1 as they are all normalized by their inlet values. The
T (h+) profiles in all fluids show a similar trend, the change rate is much smaller
around the pseudocritical enthalpy h+pc, as the specific heat cp reaches a large peak
at h+pc, which is shown in Fig. 6.2c. Further above h
+
pc, the divergences of the T (h
+)
profiles of different fluids from each other is larger. Generally, the profiles of T (h+)
of different fluids at these chosen pressures are similar. For the trends of the cp(h
+)
curves, they all increase before h+pc and decrease after, however, their peak values are
very different: R23 has the lowest peak cp, while H2O has the highest, which is 3.81
times of the former. Finally, the comparisons of the λ(h+) profiles are shown, and
similar trends and magnitudes among these fluids can be seen. For CO2, H2O and
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NH3, there is a small local peak around h
+
pc, while for R23, λ monotonically decreases
with h+.
The assessment of the satisfaction of point 1.2 can be assured using the above
comparisons. The T (h+), cp(h
+) and λ(h+) profiles are generally similar in terms of
trends and magnitudes, even though they do not strictly collapse with each other.
One consideration is the difference in Pr0, as it is in the diffusion term of the energy
equation, which strongly affects the temperature distributions. It is impossible to
ensure both Re0 and Pr0 to be the same in the model fluids. Only one of them can
be matched. It is obvious that equating Re0 is more important, as it determines the
flow dynamics, which also affects the thermal field. Unable to scale Pr0 in the model
fluid is a sacrifice of similarity in this set of scaling study. In a separate series of
study, scaled cases with matched Pe0 = Re0Pr0 (but different Re0) are also carried
out. Cases with Re0 matched are named ”RE”, and those with Pe0 matched are
named ”PE”. The discussions of the current study mainly focus on the ”RE” cases
because they are expected to achieve better similarity than the ”PE” cases, and
the purpose of the ”PE” cases are to additionally study the effect of parameter Pe0
through comparisons with the ”RE” cases.
Configurations for simulation cases are shown in table 6.1. The inlet Reynolds
number for all the ”RE” cases are the same, and the inlet Peclect number for all
the ”PE” cases are the same. All cases are upward pipe flows with a uniform heat
flux imposed at the wall. The boundary conditions for the ”RE” and ”PE” cases are
chosen to match non-dimensional parameter groups as explained above. An additional
parameter is matched in all cases to determine the pipe length L∗, i.e., L/D =
30. This is to achieve the similarity in geometry aspect ratio, so that locations can
be corresponded by the non-dimensional distance. It should be noted that Re0 is
calculated using R∗ rather than D∗.
Table 6.1: Boundary conditions of simulation cases
Case q∗w (W/m
2) u∗z,0 (m/s) D
∗ (m) NTPC NSPC Fr Re0 Pe0
CO2 30870 0.220 0.0020 0.1783 0.5669 0.0825 2617 7477
H2O-RE 113739.32 0.245 0.0025 0.1783 0.5669 0.0825 2617 4403
NH3-RE 54050.83 0.251 0.0026 0.1783 0.5669 0.0825 2617 5695
R23-RE 20884.68 0.211 0.0018 0.1783 0.5669 0.0825 2617 5477
H2O-PE 135696.83 0.292 0.0035 0.1783 0.5669 0.0825 4444 7477
NH3-PE 59185.45 0.275 0.0031 0.1783 0.5669 0.0825 3436 7477
R23-PE 23168.41 0.234 0.0023 0.1783 0.5669 0.0825 3573 7477
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6.1.1 Determination of boundary conditions
Case ”H2O-RE” and ”H2O-PE” are taken as examples to show the determination
of the scaled boundary conditions for the model fluids. In Case H2O-RE, non-
dimensional group Re0, Fr0, NTPC , NSPC , L/D are the same as those of Case CO2,
while in Case H2O-PE, non-dimensional group Pe0, Fr0, NTPC , NSPC , L/D are the
same as Case CO2. The following steps are used to determine the boundary condi-
tions in these cases:
Step 1. Choose the operating pressure for different fluids to achieve similar enthalpy
dependent properties, e.g., ρ(h+), µ(h+).
• Several operating pressures for water are chosen for examination. For each
chosen pressure, an inlet enthalpy h∗0 is obtained, as the NSPC = −h+0 is fixed









• The inlet thermophysical properties, e.g., ρ∗0, µ∗0, c∗p,0, λ∗0, etc, are obtained
using the property database. The enthalpy dependent properties ρ(h+), µ(h+),
cp(h
+), λ(h+) for each chosen pressure are obtained, and the profiles of these
functions are compared with the corresponding profiles of CO2 at 8.57MPa (the
prototype fluid), are shown in Fig. 6.1 & 6.2.
• The operating pressure with the most similar enthalpy dependent properties is
chosen for the model fluid (H2O), if all of them do not match with those of CO2,
other operating pressures are examined and such comparisons are repeated.
Step 2. Once the operating pressure for the H2O is determined, the inlet and pseu-
docritical enthalpies are determined. Thermophysical properties at the inlet and
pseudocritical enthalpy are obtained using the property database.
Step 3. This step is to determine the inlet velocity u∗z,0 and pipe radius R
∗ using the
fixed parameters. For Case H2O-RE, the fixed Re0 and Fr0 are used, while for Case
H2O-PE, Pe0 and Fr0 are used.










With two equations and two unknowns (u∗z,0 & R














• For Case H2O-PE, Pe0 and Fr0 from Case CO2 (prototype fluid) are used:










With two equations and two unknowns (u∗z,0 & R
































in which the dimensional pipe length L∗ = 60R∗. The wall heat flux q∗w can be











With step 1 to 4, the flow and thermal boundary condition for Case H2O-RE
and H2O-PE can be obtained. The same process is used to obtain the boundary
conditions for the other two fluids (NH3 & R23).
6.1.2 Mesh criteria
For the RE-series cases, the mesh resolutions for streamwise, radial and spanwise
directions are 768× 64× 128 and the non-dimensional mesh sizes are shown in table
6.2 in comparison with that of Bae et al. [11]. While for ”PE” cases, the Reynolds
numbers are larger and finer meshes are used. For Case NH3-PE (Re0 = 3436) and
R23-PE (Re0 = 3573), the mesh resolution is 1080 × 90 × 128 (streamwise × radial
× spanwise directions), and for Case H2O-PE (Re0 = 4444), the mesh resolution is
1440× 120× 128. The non-dimensional mesh sizes of the ”PE” cases are also shown
in table 6.2. Compared to the reference case, the mesh resolutions of the current
simulations are sufficient to capture small scale turbulent activities, especially near
the wall.
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For each case, a turbulence generator is used to provide instantaneous fully-
developed (isothermal) turbulent velocity profiles for the inlet to the heating section
every simulation instant. The turbulence generator is periodic at streamwise direc-
tion, in which the length is 5D∗ and the same radial and spanwise mesh resolutions
are applied, e.g., for Case H2O-PE, the mesh resolution is 240×120×128 (streamwise
× radial × spanwise directions).
Table 6.2: Mesh criteria of the base and scaled cases
Case ∆y+ R∗∆θ+ ∆z+
CO2 0.17 ∼ 7.33 8.77 13.96
H2O-RE 0.17 ∼ 7.28 8.71 13.86
NH3-RE 0.17 ∼ 7.33 8.76 13.95
R23-RE 0.17 ∼ 7.44 8.89 14.16
H2O-PE 0.14 ∼ 6.13 11.66 13.73
NH3-PE 0.15 ∼ 6.59 12.54 11.08
R23-PE 0.16 ∼ 6.90 13.13 11.60
Bae et al. [11] 0.18 ∼ 5.34 9.14 14.55
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6.2 Results and discussion on RE-series
In this section, the heat transfer and turbulent behaviours in the RE-series cases are
compared. In general, although the Peclect number in the energy equation is not
strictly scaled, similarity of enthalpy fields is well achieved in all the RE-series cases.
It will be shown in this section, similarity is achieved in the developments of Stanton
number, suggesting the streamwise variations of heat transfer characteristics (deteri-
oration and recovery) are reproduced by each of the RE-series cases. Furthermore,
similarities in flow fields and turbulent characteristics are observed in these flows,
with laminarisation and recovery happen at about the same locations. The success
of the current scaling correlation indicates the heat transfer and turbulent behaviour
is well characterized by the chosen non-dimensional parameters.
6.2.1 Comparison of bulk enthalpies and properties
Firstly, we compare the bulk enthalpies and temperatures in the RE-series cases.
As shown in Fig. 6.3a, all four cases consistently show the same streamwise linear
growth of dimensionless bulk enthalpy, as a result of the fixed NSPC (starting point)
and NTPC (slope). The bulk temperatures in the four cases are shown in Fig. 6.3b,
they have a same starting point (Tb,0 = 1) but diverge quickly at later locations.
This is due to the differences in cp(h
+) functions in the four fluids as shown in Fig.
6.2c. The developments of bulk density and dynamic viscosity in the four cases are
shown in Fig. 6.3c & 6.3d. In general, they all have a same starting point (ρb,0 = 1,
µb,0 = 1), and all show a similar variation trend. ρb and µb in Case H2O-RE and NH3-
RE diverge from the other two cases at later locations, while those in Case CO2-RE
and R23-RE perfectly agree with each other. Although the bulk enthalpy h+b is fixed
in the all cases, some differences in ρb and µb appear due to the different enthalpy
dependence. It is seen in the next section that such differences do not appear to cause
significant differences in the flow/heat transfer in the various test cases.
6.2.2 Comparison of general heat transfer behaviours
The developments of the wall enthalpy h+w in the RE-series cases are shown in Fig.
6.4a. The h+w profiles in the four cases nearly collapse with each other, which indicates
the heat transfer features and h+ fields in these cases are similar. It is found that h+w
in all cases shows the same variations at corresponding locations. At the initial stage
(∼ z/D < 2), h+w rapidly increase as a thermal boundary layer is formed. After this,




Figure 6.3: Streamwise developments of (a) bulk enthalpy, (b) bulk temperature, (c)
bulk density and (d) bulk dynamic viscosity in the RE-series cases.
reducing at later locations. The changes in h+w reflect the heat transfer deteriorations
and enhancements, and their corresponding locations are about the same in the RE-
series cases.
The wall temperatures Tw in these cases are shown in Fig. 6.4b. The developments
of Tw is not as similar as those of h+w as these fluids have different cp(h
+) functions.
Despite the differences in Tw developments are larger, they show the same trend as
h+w , with peaks appear at similar locations. The above results show that the wall
enthalpies in each of the RE-series cases can be accurately predicted by the other
cases in the ”RE” series. The prediction of wall temperature can then be obtained
using the function T (h+) from property database.
The changes of heat transfer characteristic are reflected in the streamwise devel-




Figure 6.4: Streamwise developments of (a) wall enthalpy, (b) wall temperature, (c)
Nusselt number and (d) Stanton number in the RE-series cases.
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in which c∗p,avg is the averaged c
∗
p in the local cross section [151]:
c∗p,avg =
h∗w − h∗b
T ∗w − T ∗b
(6.12)
The streamwise developments of the Nusselt number and Stanton number in the
RE-series cases are shown in Fig. 6.4c. The RE-series cases show similar trends
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of Nusselt and Stanton number developments, with the Stanton numbers perfectly
collapse and the Nusselt numbers showing similar trends even though with different
values. After the entrance, Nusselt number and Stanton number reduce rapidly in
every case due to the rapid development of the thermal boundary layer. To clearly
show the variations during heat transfer deterioration and recovery, the top parts of
the Nusselt number and Stanton number are clipped off. The Nusselt number of Case
H2O-RE is the lowest, and that of Case CO2 is the highest. For the Stanton number,
Case H2O-RE has a higher value than the other three cases at the initial streamwise
location (z/D = 10), but it soon converges to those of the other three at later loca-
tions. The Stanton number of the RE-series cases are the same from z/D = 10 to 30.
Consequently it can be concluded that the changes in heat transfer characteristics are
similar in all cases and the worst heat transfer locates at nearly the same location.
Furthermore, the Stanton number is found to be better than the Nusselt number in
terms of characterising the similar heat transfer features in these cases as also dis-
cussed in Pucciarelli et al. [152]. In general, such comparisons demonstrate that an
excellent similarity in heat transfer performances has been achieved using the chosen
non-dimensional parameters.
To identify and compare different contributions to the Nusselt number across these
cases, the FIK decomposition is used. The FIK decomposition of the Nusselt number
is firstly established by Fukagata et al. [34], and later Gomez et al. [153] has extended
this to compressible flows with thermophysical property variations. FIK identify has
been widely used in heat transfer studies [76, 32] as a useful tool to identify the
dominant effect on the variation of Nusselt number. The full formula of the FIK
decomposition of Nusselt number for vertical pipe flows with property variation can
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in which ”〈 〉” represents the following operator:





In Eq. 6.13, Nu1 denotes the laminar contribution. It is therefore named Nul.
Nu2 is the contribution from the turbulent heat flux in the radial diffusion term
−ρu′′rh
′′ , which is named Nut. Nu3 and Nu4 are respectively the contributions from
the radial and streamwise convection terms, which are shown to be significant in
developing flow [32]. Nu5 is the contribution from the turbulent heat flux in the
streamwise diffusion term, i.e., −ρu′′zh
′′ , it has relatively small contribution to the
Nusselt number. Nu6, Nu7 and Nu8 are the contributions from the fluctuation
of radial heat flux, streamwise conduction and fluctuation of streamwise heat flux.
The influence of them are found to be ignorable, which will be proved in the later
discussion. Nu3 and Nu4 are the inhomogeneous contributions, the summation of
them is named Nuh.
The decompositions of Nusselt number in the RE-series cases are shown in Fig.
6.5. To validate the formula of the decomposition (Eq. 6.13), the Nusselt number
in each case, and the summation of the decomposed Nusselt number, i.e., NuFIK =
Nul +Nut +Nuh are shown in the same figure. In each case, excellent agreement is
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(a) Case CO2 (b) Case H2O-RE
(c) Case NH3-RE (d) Case R23-RE
Figure 6.5: FIK identify for the Nusselt number in the RE-series cases.
shown between NuFIK and Nu, suggesting Eq. 6.13 is reliable and the last last three
inhomogeneous contributions (Nu6, Nu7 and Nu8) are negligible. The variations of
the three contributions (Nul, Nut and Nuh) are very similar in each case. At the
inlet of each case, the Nut is zero, as the fluctuations of enthalpy is still minor, and
then Nut rises rapidly to a peak at about z/D = 5 in each case. Interestingly such
early peak of Nut are about 20 except Case H2O-RE, which is about 15. After the
peak, Nut reduces in each case, and reaches the minimum at about z/D = 20, then it
increases again. In all cases, the changes inNut are strongly linked to the heat transfer
deterioration and recovery that discussed previously, which reflect the variations of
turbulent mixing effect on heat transfer. Near the outlet of each case, Nut is higher
than the early peak (at z/D ∼ 5), suggesting that the impact of turbulence at the
recovery stage is stronger than that at the initial stage.
Consistently, Nul largely remain constant (Nul ≈ 4.6) in each case, only reduces
shortly after the inlet, as a result of the entrance effect. Generally, the contributions
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of Nul to the total Nusselt number is relatively small in all cases, compared to Nut
and Nuh. When the thermal boundary later is formed in each case, the total Nusselt
number rapidly reduces before z/D = 5, and it is the main contributor to the rapidly
reduced Nuh as shown. At about z/D ≈ 4 of each case, the Nuh becomes lower than
Nut. Then Nuh keeps reducing at a lower rate. The reduction of Nu during the
heat transfer deterioration z/D = 5 to 20 is mainly attributed to the reduction of
Nuh and Nut. This suggests that heat transfer deterioration is not only due to the
laminarization, but also due to the impact from convection, that is the flow/thermal
developing effect.
The trends of Nul, Nut and Nuh in the ”RE” cases agree well with each other,
which suggests not only similarity of heat transfer characteristics is achieved, but also
the individual contributions during the heat transfer deterioration and recovery are
similar.
In the previous discussions, the h+b of the RE-series cases are shown to be the same
(Fig. 6.3a) and h+w profiles are very similar (Fig. 6.4a). These similarities suggest the
radial profiles of h+ in these cases are very similar, and correspondingly, the thermal
diffusivity and turbulent heat flux are expected to be similar in these cases. The
radial diffusion term of the Favre-averaged energy equation for enthalpy h+ can be







































































The profiles of turbulent heat flux at chosen locations in the four cases are shown
in Fig. 6.6. The profiles in each case generally agree well, with the peaks at about
the same locations (y ≈ 0.1). The turbulent heat flux of Case H2O-RE is lower than
those of the other three cases during the laminarization (z/D = 5, 10 and 17), and
excellent agreement is shown between the profiles of Case CO2 and R23-RE at the
first two locations. During the laminarization processes in all cases, from z/D = 5 to
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(a) z/D=5 (b) z/D=10
(c) z/D=17 (d) z/D=28
Figure 6.6: Profiles of qt at chosen locations of all RE-series cases.
17, turbulent heat flux close to the wall in each case does not change much, suggesting
the effects of turbulent mixing in these cases are similarly remained.
The profiles of the molecular heat flux are shown in Fig. 6.7. In all cases, ql is
large close to the wall (in the thermal boundary layer) and mostly zero at the core
flow where the gradient of enthalpy is much smaller. General trends of ql in the RE-
series cases are very similar, with the main differences locate close to the wall. In all
locations, Case R23-RE always has the largest ql, while Case H2O-RE always has the
lowest value, which is about 40% lower than that in Case R23-RE. Consistencies in
the laminar and turbulent heat fluxes (ql & qt) between the RE-series cases suggest
the radial heat transfer features of these cases are very similar, and similar h+ profiles
in these cases are expected.
Comparisons of the radial gradient of enthalpy h+ are shown in Fig. 6.8. In each
case, ∂h+/∂r has a peak near the wall, then it rapidly reduces further away. At
about y > 0.2, above the thermal boundary layer, the enthalpy gradients are zero. In
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(a) z/D=5 (b) z/D=10
(c) z/D=17 (d) z/D=28
Figure 6.7: Profiles of ql at chosen locations of the RE-series cases.
all case, the thickness of the thermal boundary layer increase along the streamwise
direction similarly. Excellent agreement is shown in the enthalpy gradients of all
cases at corresponding locations, which suggests the similar distributions of enthalpy
in these cases. It is also seen that the main differences are close to the wall (around
the peaks) and minor. The near-wall ∂h+/∂r in Case H2O-RE is lower than in the
other three cases, which is corresponding to the lower h+w in this case. In general, a
good similarity is achieved in the trends and magnitudes of h+ in these cases.
6.2.3 Comparison of turbulent characteristics
In this section, variations of the resolved flow fields and turbulent characteristics in
the RE-series cases are compared. It is known that the heat transfer deterioration
and recovery is strongly linked to the laminarization and regeneration of turbulence
in strong buoyancy-aided mixed convection flows. Also, the FIK decomposition shows
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(a) z/D=5 (b) z/D=10
(c) z/D=17 (d) z/D=28
Figure 6.8: Profiles of ∂h
+
∂r
at chosen locations of the RE-series cases.
the changes of turbulence is one of the reasons of the reduction in Nusselt numbers.
The successful similarity in heat transfer is expected to be due to the similarity in
flow field and turbulence. As discussed before, the scaling method of the RE-series
cases mainly serves to achieve similarity in the non-dimensional momentum equations:
with similar flow fields and turbulent behaviours reproduced in all fluids, similarity
in heat transfer can be achieved. In this section, the comparisons of flow fields and
turbulent behaviours are presented to further understand the success of the current
scaling method.
Firstly the profiles of the non-dimensional streamwise velocity at chosen locations
(z/D = 5, 10, 17, 28) of all the four cases are shown in Fig. 6.9. The general devel-
opment trends of uz profiles agrees with the trends of flows presented by Bae et al.
[11] and He et al. [13]. The velocity profiles of the RE-series cases at corresponding
locations agree well with each other, which suggests the scaling based on Re0, Fr0
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(a) z/D = 5 (b) z/D = 10
(c) z/D = 17 (d) z/D = 28
Figure 6.9: Profiles of uz at chosen locations of the RE-series cases.
and bulk fluid properties guarantees the similarity of momentum equations in this
case. Excellent agreements between the velocity fields in the RE-series cases is the
precondition of the success of the thermal fields presented in the last section. Fig.
6.9 shows that uz profiles in all cases change from fully-developed turbulent profiles
(z/D ∼ 0) to flatten profiles (z/D ∼ 17), due to several reasons (mainly the buoy-
ancy effect), and then they change to M-shape profiles, with the maximum velocities
located near the wall. When the M-shape profiles are formed, the differences across
cases are slightly larger, especially for the near-wall peak. Case H2O-RE has a slightly
larger peak velocity here.
In addition to uz, similarities in the property fields are also required to achieve a
similarity in momentum equations. As similar enthalpy fields are found in the RE-
series cases in the last section, similarities in ρ and µ fields are expected as the ρ(h+)
and µ(h+) functions of these fluids are very similar at such flow conditions (Fig. 6.1).
Profiles of ρ and µ close to the wall (y < 0.2) at chosen locations of the RE-series
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(a) z/D = 5 (b) z/D = 10
(c) z/D = 17 (d) z/D = 28
Figure 6.10: Profiles of ρ at chosen locations of the RE-series cases.
cases are shown in Fig. 6.10 and 6.11. The ρ and µ profiles of the RE-series cases
are similar, though the agreements are not as good as that for uz. As shown in Fig.
6.10, densities are hugely changed near the wall. At z/D = 17 & 28, the density
reduces to about 30% of the inlet value. The density profiles of CO2 and R23-RE are
nearly collapsed, and both higher than the other two cases. Similar ρ profiles in the
RE-series cases indicate that the buoyancy force ((ρc−ρ)g) is roughly similar in these
cases. This is the main reason for the similarity in uz profiles as the changes from
flattened to M-shape profiles are mainly due to the buoyancy effect. The comparison
of buoyancy effect in the RE-series cases will be discussed later using the momentum
balance.
Divergence of the µ profiles across these cases are larger than that in ρ, but the
effect of viscosity variations on changes of uz profiles are weaker, according to the
discussions in last chapter. The similarity of µ(h+) functions in the four fluids is not
as good as that of ρ(h+) functions. When h+ reaches the pseudocritical enthalpy, µpc
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(a) z/D = 5 (b) z/D = 10
(c) z/D = 17 (d) z/D = 28









values are 0.63, 0.60. 0.61 and 0.63. With similar resolved radial
profiles of h+ in the RE-series cases, µ profiles are less similar, especially near the
wall, where µ of H2O-RE and NH3-RE is very different from Case CO2. However,
in all locations, µ of Case R23-RE is very similar to that of Case CO2, which is due
to the consistent µ(h+) functions in the two fluids. When the pressures of the RE-
series cases are tuned to achieve similarity between the functions of thermophysical
properties against h+, the similarity of ρ(h+) is the priority to consider as it is more
important in determining the flow fields. The viscous shear stress near the wall in
Case H2O-RE and NH3-RE is expected to be different from Case CO2 and R23-RE,
due to the discrepancies in µ here. Some differences in momentum balance is expected
due to the differences in viscous shear stress, and this effect will be quantified and
discussed later.
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(a) z/D = 5 (b) z/D = 10
(c) z/D = 17 (d) z/D = 28
Figure 6.12: Profiles of near-wall (y < 0.2) ρu′′zu
′′
r at chosen locations of the RE-series
cases.
The FIK decompositions of Nu in the last section suggest the laminarization
(reduction of turbulence) plays an important role in heat transfer deterioration, and
the regeneration of turbulence is also the key reason of the heat transfer enhancement
at later locations in all cases. Comparisons of variations in turbulent quantities, i.e.,
turbulent shear stress ρu′′zu
′′







i are shown in
Fig. 6.12 and Fig. 6.13 respectively.
As shown in Fig. 6.12, ρu′′zu
′′
r in each case rapidly reduces from the inlet to
z/D = 17, where ρu′′zu
′′
r reaches the minimum at most part and these flows are fully
laminarized. This is corresponding to (but slightly before) the locations of minimum
Nu and St (z/D ∼ 20). At further down stream, the magnitudes of ρu′′zu
′′
r rapidly
increases, with positive values at about y < 0.1 (corresponding to the locations with
negative ∂uz
∂r
), and negative values at about y > 0.1 (locations with positive ∂uz
∂r
). This
is corresponding to the forming of M-shape velocity profiles and the regeneration of
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turbulence. Generally, the reducing rates of ρu′′zu
′′
r in the RE-series cases are all
similar to each other. Profiles at z/D = 10, 17 and 20 show that ρu′′zu
′′
r of the three
”RE” cases reduce slightly faster than Case CO2.
(a) z/D = 5 (b) z/D = 10
(c) z/D = 17 (d) z/D = 28
















i (TKE) profiles in the RE-series cases agree well
with each other at corresponding locations (Fig. 6.13). At z/D = 5, TKE profiles of
all cases nearly collapse, with a near-wall peak in each case. Later downstream, at
z/D = 10, the magnitudes of TKE reduce in all cases, while similarities of the profiles
are largely remained. The near-wall peak value in each profile is significantly reduced
here, and another smaller peak appears at about y = 0.6. At z/D = 17, when the four
flows are fully laminarized, TKE values at the mainstream (y > 0.4) are relatively
low. At this location, the near-wall peak of TKE in Case H2O-RE is lowered than
those of the other three cases, and at z/D = 28, TKE of H2O-RE is larger than the
other three cases at most part, which suggest the streamwise developments in terms
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of laminarization and recovery in Case H2O-RE is faster. Generally, similarity is also
achieved in the streamwise variations of TKE.
Similarities are also shown in the variations of turbulent structures, iso-surfaces of
λ2 = −0.4 in the four cases are shown in Fig. 6.14. λ2 is the second largest eigenvalue
of the symmetric tensor S2 + Ω2 (S and Ω are the symmetric and antisymmetric
parts of the velocity gradient tensor ∇u∗).
To compare the variations of the turbulence structures in different cases, iso-
surfaces of λ2 = −0.4 in each case are shown in figure 6.14. Locations of λ2 < 0
represent the core of turbulence vortexes. To clearly visualise the vortexes at differ-
ent locations, the pipe is halved by a plane through its axis. Iso-surfaces of λ2 = −0.4
are coloured by their radial locations, i.e., near-wall vortexes are in grey, vortexes at
the core flow are in red, and the vortexes in the middle region are in yellow. λ2
fields are calculated using the instantaneous velocity fields after these flows reaching
stationary state. At the initial regions (z/D < 5) of all cases, vortexes are dense
and spacially frequent. Consistently, at z/D = 5 to 10 of each case, vortexes gradu-
ally disappear, and after about z/D = 13, vortexes are very sparse, indicating that
turbulent activities are largely lessened here due to the laminarization process. At
z/D = 13 to 20, vortexes remain sparse, but there are few new spots generated at
the near-wall and middle region (grey and yellow), and after about z/D = 25, vor-
texes increase again, with higher spacial frequency, corresponding to the regeneration
of turbulence. Laminarization and regeneration of turbulence in each case can be
clearly visualised by the variation of vortex, which agree with the change of heat
transfer characteristics presented in the last section. The behaviours of the turbulent
vortexes in all the RE-series cases are very similar, suggesting a similar turbulent
behaviour is reproduced in each of these cases.
Contours of streamwise mass flux fluctuations (ρuz)
′
at opened-up wall-parallel







)/ν∗) of the chosen z − θ surfaces in Case CO2, H2O-RE, NH3-RE and
R23-RE are respectively 5.28, 5.40, 5.23 and 5.57. The initial flows of all cases con-
tain short and frequent turbulent spots. The main changes of the fluctuating mass
flux in each case happens at about z/D ≈ 13, where streaks are formed and elon-
gated, and become spacially coarser, corresponding to the fully laminarized region
where turbulent vortexes are mostly disappeared. After z/D ≈ 22, turbulent spots
are generated and become more and more at later locations. In all cases, although




Figure 6.14: Isosurfaces of λ2 = −0.4 in the RE-series cases, coloured by the radial










Figure 6.15: Contours of instantaneous (ρuz)
′
at near-wall surfaces in the RE-series
cases.
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from those at the initial locations. Again, similar changes in (ρuz)
′
structures are
produced by the RE-series cases, with similar streaks behaviours.
(a) z/D = 5 (b) z/D = 10
(c) z/D = 17 (d) z/D = 28
Figure 6.16: Profiles of viscous (TS2) and turbulent stress term (V S2) of the inte-
grated momentum equation in the RE-series cases.










i ) are demonstrated in all the RE-series cases. These
achieved similar flow fields and turbulent characteristics in the RE-series cases are
the reasons behind the successful similarity in enthalpy (h+) fields and heat transfer
characteristics. The similarity of the property functions cannot be fully guaranteed.
As shown in Fig. 6.11, the dynamic viscosities of Case H2O-RE and NH3-RE deviate
from that of CO2 near the wall, especially at downstream locations (z/D = 17 & 28).
The differences caused by the the difference in near-wall viscosity is reflected in the
changes in momentum balance. However, it is shown that the similarity of turbulent
shear stress ρu′′zu
′′
r is not strongly affected. To investigate the effect of the divergence
in near-wall viscosities, the momentum balances in these cases are compared.
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The integrated Favre-averaged streamwise momentum equation for cylindrical co-
ordinate, which is derived in the chapter 4 and describes the stationary vertical pipe



































































which contains two inertia terms (IN1 & IN2), two turbulent shear stress terms
(TS1 & TS2), two viscous shear stress terms (V S1 & V S2), the modified pressure











) and the buoyancy term (Bo).
The viscous and turbulent shear stress profiles at chosen locations of the RE-series
cases are shown in Fig. 6.16. To better view the difference near the wall, logarithmic
scale is applied to the horizontal axis. The near-wall viscous shear stress of Case
R23-RE and CO2 agree very well, nearly collapse with each other in all locations,
shown in Fig. 6.11. In all locations, the magnitudes of the near-wall viscous shear
stress in Case H2O-RE is the largest, followed by that of Case NH3-RE, and those of
Case CO2 and R23-RE are the lowest. From z/D = 10 to 28, the magnitudes of V S2
in all cases gradually increases, indicates the upward force (buoyancy force) near the
wall is growing larger. Unlike V S2, turbulent shear stress profiles TS2 of the four
cases agree very well.
The profiles of the modified pressure gradient, buoyancy term and the inertial
terms in all cases are shown in Fig. 6.17. The buoyancy terms near the wall show
divergence which balances with that of V S2 terms, i.e., Case H2O-RE has the largest
buoyancy force, followed by NH3-RE, then Case CO2 and R23-RE has nearly the same
and lowest Bo. Although the densities near the wall are very similar in each case,
there are differences in Bo near the wall, and the differences in V S2 are responses
to those in Bo. The developments of PG is very similar in all cases, during the
laminarization and regeneration of turbulence, PG profiles in all cases keep reducing
at very similar rates, which are largely determined by the non-uniform gravity force,
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(a) z/D = 5 (b) z/D = 10
(c) z/D = 17 (d) z/D = 28
Figure 6.17: Profiles of modified pressure gradient (PG), Buoyancy term (Bo) and
inertial terms (IN1 & IN2) of the integrated momentum equation at chosen locations
of the RE-series cases.
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i.e., gravity near the wall reduces, then the streamwise pressure gradient −∂p
∂z
reduces
as a response, both near the wall and at the main stream.
The near-wall changes (local density or viscosity reductions) affect the mainstream
flow mainly through the response of term PG. In these cases, the inertial terms IN1
and IN2 rise due to the force imbalance caused by the overall reduction of PG,
which indicates acceleration and deceleration happens during the laminarization and
recovery, reflected in the changes of velocity profiles in Fig. 6.9. From z/D = 5 to
10 in each case, PG reduces to zero everywhere as a result of the increasing Bo, then
at z/D = 17, PG becomes negative. The response of the two inertial terms are also
very similar in all cases. The budget terms of the streamwise momentum equation
show that the differences of viscosity near the wall in these cases are mainly reflected
in the differences in V S2 near the wall, which are balanced by the difference in Bo
close to the wall. The general developments of TS2, PG and the inertia terms of the
RE-series cases agree well with each other.
The flow and thermal fields, turbulent quantities and structures of the RE-series
cases are very similar, and the significance behind this is that any one of these fluid
can be a surrogate fluid of another fluid in experiments. With the support of the
current scaling method, the flow and thermal features of the surrogate fluid can be
translated to those of the target (prototype) fluid. The second significance is that
for flows at these specific configurations, the chosen fixed non-dimensional parame-
ters (NTPC , NSPC , Fr0, Re0) and operating pressures are able to characterise the
heat transfer and turbulence in such flows. The above comparisons of the RE-series
cases provide further understandings and validations of the current scaling method
at chosen configurations.
6.3 Results and discussion on PE-series
The above discussions focus on the RE-series cases with Re0 fixed and good similarity
is achieved, in terms of variations in heat transfer and turbulent characteristics. In this
section, another potential choice in the scaling method is investigated, in which the
inlet Peclect number (Pe0) rather than the inlet Reynolds number (Re0) is matched.
With Pe0 fixed, potentially a better similarity in the non-dimensional energy equation
can be achieved in the model fluid. However, compared to the RE-series cases, the
similarity of the momentum equation will be somehow loosened, and the effect of this
will be investigated. Flow and thermal boundary conditions of the ”PE” cases and
their determination are introduced in section 6.1.
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6.3.1 Comparison of heat transfer characteristics
The developments of the bulk enthalpy and temperature in the PE-series cases are
shown in Fig. 6.18. They are exactly the same as those of the RE-series cases, as a
result of the fixed NSPC and NTPC . h
+
b in the four cases are consistent and linear. Tb
have a same starting point and become more and more different due to the different
cp. With a linear h
+
b , the change rates of Tb reduces along the streamwise direction in
each case due to the increasing cp. Moreover, the bulk thermophysical properties in
the PE-series cases are exactly the same as those in the RE-series cases as they are
the same fluids: ρb and µb of CO2 and R23 nearly collapse with each other, different
from those of H2O and NH3.
(a) (b)
Figure 6.18: Streamwise developments of (a) bulk enthalpy and (b) bulk temperature
in the PE-series cases.
The developments of wall enthalpy h+w of the PE-series cases are shown in Fig.
6.19a, as well as the wall temperature Tw in Fig. 6.19b. Different from the similar
h+w profiles in the RE-series cases, h
+
w of the PE-series cases are quite different from
each other. The peaks of h+w appear at different locations: z/D ≈ 17 for Case
H2O-PE, z/D ≈ 18 for Case NH3-PE & R23-PE and z/D ≈ 20 for Case CO2. It
suggests that the worst heat transfer locates differently in these cases, contrasting the
consistency of the RE-series cases. Re0 of Case CO2, H2O-PE, NH3-PE and R23-PE
are respectively 2617, 4444, 3436 and 3573. It is found that a larger Re0 results in
an earlier peak of h+w , i.e., a faster variation in heat transfer. It should be noted that
the h+w profiles for Case NH3-RE and R23-RE nearly collapse with each other, as the
values of Re0 are very close and Pe0 are the same in these two cases. An excellent
similarity is therefore achieved between them.
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(a) (b)
Figure 6.19: Streamwise developments of (a) wall enthalpy and (b) wall temperature
in the PE-series cases.
The developments of wall temperature (Fig. 6.19b) are not as similar as those
of h+w , due to the differences in cp(h
+). Differences in cp(h
+) also result in larger
divergence of Tw developments in these cases. However, the sequence of peak Tw
values in terms of streamwise locations are the same with that in h+w : peak Tw
locates earlier with a larger Re0, hear transfer deterioration progress faster.
(a) (b)
Figure 6.20: Streamwise developments of (a) Nusselt number and (b) Stanton number
in the PE-series cases.
The developments of the Nusselt number and Stanton number in the four cases
are shown in Fig. 6.20a & 6.20b. Similar development trends are observed in these
four cases. Nusselt numbers in all cases firstly reduce rapidly at the entrance region
(z/D < 2), then reduce with lower rates, and rise after reaching the minimum at
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different locations for difference cases. The locations with the minimum Nu in Case
CO2, H2O-RE, NH3-RE and R23-RE are z/D = 19.8, 17.33, 18.22 and 17.36, while
for the minimum St, the locations are z/D = 19.34, 17.06, 17.81 and 17.42. It
suggests that for all the ”PE” cases the worst heat transfer appears at slightly earlier
locations, and also the recoveries are brought forward. It is worth noting that although
Case NH3-RE and R23-RE have collapsed developments in h+ and h+w , their Nusselt
numbers are very close at z/D < 7, but diverge from each other later. However,
the Stanton number in these two cases collapse at all locations, brilliant similarity in
heat transfer characteristics between them is reflected in the developments of St. In
conclusion, by choosing to fix Pe0, the general trends of Nu and St are reproduced
by the model fluids, but the agreements are weaker than the cases with Re0 fixed.
(a) z/D = 5 (b) z/D = 10
(c) z/D = 17 (d) z/D = 28
Figure 6.21: Profiles of h+ at chosen locations of the PE-series cases.
To compare the thermal fields, radial profiles of h+ in the PE-series cases are
shown in Fig. 6.21. Although the inlet Reynolds number of theses flows are different,
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the enthalpy fields are not largely affected. h+ profiles agree well at most part and
the main differences are close to the wall.
(a) z/D = 5 (b) z/D = 10
(c) z/D = 17 (d) z/D = 28
Figure 6.22: Profiles of ρ at chosen locations of the PE-series cases.
The density profiles of the PR-series cases are shown in Fig. 6.22. Similar to
those in the RE-series cases, the profiles are clipped with y = 0 to 0.2, to more
clearly show the near-wall region with significant variations. The agreement in ρ is
slightly better than in the RE-series cases and the advantage of fixing Pe0 is hence
embodied. In all cases, ρ rapidly reduces at the near-wall region as the enthalpy
reach the pseudocritical value (h+ = 0). When the thermal boundary layers become
thicker, density further away from the wall is affected at later streamwise locations.
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6.3.2 Comparison of flow behaviours and turbulent charac-
teristics
The comparisons of Nu, St and h+w developments between the PE-series cases show
the variations of heat transfer characteristics are less similar when Pe0 rather than
Re0 are scaled in the model fluids, and the responses in heat transfer (deterioration
and recovery) happen faster when Re0 is higher. It is known that the changes in heat
transfer characteristics is strongly influenced by the variations in turbulence. The
comparisons of flow behaviours and variations in turbulent characteristics are there-
fore presented in this section, to further understand the reason behind the different
paces of heat transfer variations in these cases.
(a) z/D = 5 (b) z/D = 10
(c) z/D = 17 (d) z/D = 28
Figure 6.23: Profiles of uz at chosen locations of the PE-series cases.
The streamwise velocity (uz) profiles of the PE-series cases at chosen locations
are shown in Fig. 6.23. Similar to those in the RE-series cases, with the near-wall
accelerations and mainstream decelerations which are mainly caused by the near-wall
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, uz profiles in all cases are firstly flattened, then turn into M-shape profiles.
The general variation trends in all cases are the same. At z/D = 5, uz profiles of the
PE-series cases collapse with each other, later at z/D = 10, the near-wall (y < 0.2)
uz of the ”PE” cases are slightly higher than that of Case CO2, and such differences
is more obvious at z/D = 17, where the uz profile of Case CO2 is just flattened, while
the uz profiles of the other three cases are M-shape, with uz higher near the wall and
lower at the main stream. At z/D = 17 and 28, development of uz in Case H2O-PE is
the fastest, followed by those of Case NH3-PE and R23-PE, and development of Case
CO2 is the slowest. Such difference is not obvious in the comparisons of uz profiles,
and it can be clearly seen in the comparisons of turbulent shear stress (ρu′′zu
′′
r ) profiles.
(a) z/D = 5 (b) z/D = 10
(c) z/D = 17 (d) z/D = 28
Figure 6.24: Profiles of ρu′′zu
′′
r at chosen locations of the PE-series cases.
The profiles of ρu′′zu
′′
r at chosen locations of all cases are shown in Fig. 6.24. The
developing trends in ρu′′zu
′′
r of the PE-series cases are the same as those of the RE-
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series cases, i.e., the ρu′′zu
′′
r values are all positive at the initial locations, then they
gradually reduce, become zeros at most part when the flow is fully laminarized, then
it keep reducing with rising magnitudes. When the velocity profile turns M-shape,
ρu′′zu
′′
r profiles are positive close to the wall and negative at the main stream. In
Fig. 6.24, although all cases follow this variation trend, their developing speed is
different. ρu′′zu
′′
r values of H2O-RE are always the lowest, indicates developing speed
of ρu′′zu
′′




r profiles of Case NH3-RE and R23-RE are
very close, especially at z/D = 5 and 28, as their initial Re0 are relatively close. The
development of ρu′′zu
′′
r in Case CO2 is the slowest, with the lowest Re0. Such different
development paces of ρu′′zu
′′
r are well corresponded with the different developments of
responses in heat transfer, i.e., difference in locations of minimum Nu and St.
(a) z/D = 5 (b) z/D = 10
(c) z/D = 17 (d) z/D = 28






i at chosen locations of the PE-series cases.
Finally, developments of turbulent kinetic energy (TKE) profiles in all cases are




reduction speeds are shown in TKE. From z/D = 5 to 17, TKE reduces at most part.
From z/D = 5 to 10, reductions of TKE at about y = 0.2 are heavier in all cases,
TKE profiles with two peaks are formed in all cases at about z/D = 10. However,
for Case H2O-RE, the two-peak TKE profile is already formed at z/D = 5, faster
than the other cases. With a faster reduction, at z/D = 10, Case H2O-RE has the
lowest TKE values everywhere. At z/D = 17, TKE profiles of all cases agree well,
especially at the main stream (y > 0.4) and near the wall (y < 0.1), then at later
location (z/D = 28), TKE profiles become different, with peaks located differently.
It is worth noting that TKE profiles of Case NH3-RE and R23-RE are very close at
z/D = 5, 10 and 17, with nearly the same developments, but they diverge during the
recovery (z/D = 28). The different developments in TKE profiles in these cases are
similar those in ρu′′zu
′′
r profiles, both agree with the difference in variations of heat
transfer, i.e., laminarization and heat transfer deterioration is faster with higher Re0.
6.4 The effect of inlet Prandtl number
6.4.1 Problem concerned and additional case settings
The above discussions investigate the performances of two scaling options:
[St, uz] = f1(NSPC , NTPC , F r0, Re0, ρ(h
+))
[St, uz] = f1(NSPC , NTPC , F r0, P e0, ρ(h
+))
(6.19)
Excellent success has been achieved using the first scaling option, in terms of simi-
larities St, thermal and flow fields, variations of turbulent quantities and structures,
while weaker similarities are achieved using the second option, with similar h+ and ρ
fields reproduced in the model fluids, but different paces of variations in heat transfer
and turbulent characteristics.
The success of the first scaling method (RE-series cases) was published in a paper
[1], and it has also been discussed by Pucciarelli & Ambrosini [151] and Pucciarelli
et al. [152]. Pucciarelli & Ambrosini pointed out that the achieved similarities in
the RE-series cases is limited to the cases that the inlet Pr0 values are similar in
the various cases, which is the cases studied in the RE series. They implied that the
scaling may not be that successful at conditions with very different Pr0 in different
fluids. As shown in table 6.1, for the RE-series cases, with Re0 fixed, Pe0 of Case
CO2, H2O-RE, NH3-RE and R23-RE are 7477, 4403, 5695 and 5476 respectively.
In Fig. 6.2a, the four Pr(h+) functions nearly collapse at h+ = 0 (pseudocritical
enthalpy, h+pc = 0), and h
+
0 of Case CO2 is close to h
+
pc, results in similar inlet Prandtl
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numbers between the RE-series cases. Pr0 of Case CO2, H2O-RE, NH3-RE and R23-
RE are 2.86, 1.68, 2.18 and 2.09. If a lower h+0 is chosen for the CO2, Pr0 will be
more different.
To further investigate the effect of Pr0 on the achieved similarities, a case at
lower h+0 (lower Pr0) is set, named CO2-LPR, with Pr0 = 2.09. Another scaled case
is set with non-dimensional parameters in the first scaling option of Eq. 6.19 fixed,
and H2O at the same operating pressure as Case H2O-RE is used, named H2O-LPR.
Pr0 of Case H2O-LPR is 0.84. An additional case of CO2 (at the same operating
pressure as Case CO2) with artificially modified λ(h+) functions match the Pr0 of
Case H2O-LPR is also set for comparison, named CO2-MTC. Pr0 of Case CO2-LPR
and H2O-LPR are calculated using the inlet thermophysical properties:















but all the other thermophysical properties of Case CO2-MTC is the same as Case
CO2-LPR, so that the Pr0 of Case CO2-MTC is adjusted to match Case H2O-LPR:








Inlet enthalpies, thermophysical properties, pipe diameters and inlet velocities of the
three new cases, i.e., CO2-LPR, H2O-LPR, CO2-MTC are listed in table 6.3. And
the scaled non-dimensional parameters of each case are listed in table 6.4. As shown
in table 6.4, although Case CO2-LPR and H2O-LPR has the same Re0, their inlet
Prandtl numbers are very different, result in very different Peclect numbers, while
for Case CO2-MTC, Pr0 and Pe0 are adjusted artificially to be the same as Case
H2O-LPR. The influences of Pr0 (or Pe0) can therefore be quantified by comparing
these three cases. The three new cases are grouped and named the LPR-series cases.
6.4.2 Comparison of heat transfer characteristics
Developments of h+b and h
+
w in all the three cases are shown in Fig. 6.26a and
6.26b. Same as before, developments of h+b in all cases collapse due to the fixed
NSPC and NTPC , while the h+w profiles diverge. Difference in the radial distributions
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3) µ∗0 (Pa · s) c∗p,0 (J/kg ·K) λ∗0 (W/m ·K)
CO2-LPR -1.30 1003.1 1.25× 10−4 2134.3 0.128
H2O-LPR -1.30 725.9 8.84× 10−5 5352.7 0.565
CO2-MTC -1.30 1003.1 1.25× 10−4 2134.3 0.319
Table 6.4: Scaled non-dimensional parameters of the new cases
Case NSPC NTPC Fr0 Re0 Pr0 Pe0
CO2-LPR 1.30 0.44 0.18 2617 2.09 5476
H2O-LPR 1.30 0.44 0.18 2617 0.84 2193
CO2-MTC 1.30 0.44 0.18 2617 0.84 2193
of h+ is expected, due to the different heat transfer characteristics. Bulk and wall
temperatures of all cases are also shown in Fig. 6.26c and 6.26d. Case CO2-LPR and
CO2-MTC has exactly the same Tb profiles as they have the same cp(h
+) functions.
Tw of Case H2O-LPR agree very well with that of Case CO2-MTC before about
z/D = 20, which is considered as an coincidence as the h+w developments of these two
cases are different. The purpose of the the current tested scaling method is to achieve
the similarities in h+ fields between different fluids, rather than the temperature fields.
Differences in h+w and Tw profiles suggest differences in heat transfer performances
in the three flows. The developments of Nusselt number and Stanton number in these
cases are shown in Fig. 6.27. The Nusselt number of Case H2O-LPR and CO2-MTC
are very similar until z/D = 15, then they deviate from each other but still follow
the same trend. The Nusselt number of Case CO2-LPR is different from the other
two cases, which firstly reduces and reaches a valley at very early stage, then it
increases, followed by a continuous reduction. The rapid reductions of Nu before
z/D = 3 are caused by the entrance effect. Comparisons of the Nusselt number
developments in these cases indicate the importance of the inlet Prandtl number in
terms of characterising the heat transfer behaviour. For Case CO2-LPR and H2O-
LPR, Re0, Fr0, h
+
b are the same, and Pr0 of these two cases are very different (2.09
& 0.84), while for Case CO2-MTC and H2O-LPR, Re0, Fr0, h
+
b and Pr0 are the
same, and more similar heat transfer performances are achieved in these two cases.
In the RE-series cases that discussed in section 6.2, although Pr0 are different, the
differences are much smaller than that of the ”-LPR” cases. Therefore the success
of the scaling method used in the RE-series cases is limited, only when the chosen




Figure 6.26: Streamwise developments of (a) bulk enthalpy, (b) wall enthalpy, (c)
bulk temperature and (d) wall temperature in the LPR-series cases
achieved. The two ”-LPR” cases considered here are extreme cases, the inlet h+ with
the most different Pr0 between the two fluids was chosen.
The developments of the Stanton number in the RE-series cases are very similar
(Fig. 6.4d), while for Case H2O-LPR, in which the scaling method same as the RE-
series cases was used, St is quite different from that of Case CO2-LPR. Even for Case
H2O-LPR and CO2-MTC with the same Pr0, St developing trends are similar, but
St magnitudes are quite different.
6.4.3 Comparison of flow and turbulent features
To investigate the reasons for the differences in heat transfer behaviours, turbulent
characteristics in these cases are studied. Firstly profiles of turbulent quantities, i.e.,
the turbulent shear stress ρu′′zu
′′







i for all cases are
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(a) (b)
Figure 6.27: Streamwise developments of the (a) Nusselt number and the (b) Stanton
number in the LPR-series cases.
shown (Fig. 6.28 & 6.29), the laminarization and recovery in each flow are clearly
reflected in the streamwise variations of these profiles.
The profiles of turbulent shear stress ρu′′zu
′′
r at chosen locations of the three cases
are shown in Fig. 6.28. Similar to the RE-series cases discussed before, in each case,
ρu′′zu
′′
r reduces during the laminarization, then becomes negative at most part during
the regeneration of turbulence, corresponding to the worsening and enhanced heat
transfer at these stages. The development of ρu′′zu
′′
r in Case CO2-LPR is faster than
the other two cases, and the changes of ρu′′zu
′′
r in Case H2O-LPR and CO2-MTC are
relatively similar. ρu′′zu
′′
r of Case CO2-LPR is significantly reduced before z/D = 17,
while ρu′′zu
′′
r of the other two cases are still relatively high, turbulence of Case CO2-
LPR is weaker than the other two. At z/D = 28, magnitudes of ρu′′zu
′′
r rise in all cases,
with positive values near the wall, and negative values at the mainstream, which is the
same as the typical regeneration of turbulence in the cases discussed previously (RE-
& PE-series cases). ρu′′zu
′′
r of Case CO2-LPR has the largest magnitudes everywhere,
while for Case H2O-LPR and CO2-MTC, ρu′′zu
′′
r magnitudes are relatively low, as the
recovery stages just begin.
Similarly but less obviously, different progresses in laminarization and regeneration
of turbulence are shown in the variations of turbulent kinetic energy (TKE) profiles,
shown in Fig. 6.29. The streamwise development of TKE in Case CO2-LPR is faster
than the other two cases. For TKE, laminarization is mainly reflected in the reduction
of the near-wall peak, while recovery is mainly reflected in the increase of magnitudes
at most part, including those at the mainstream. Before z/D = 17, TKE of Case
CO2-LPR reduce faster than Case H2O-LPR and CO2-MTC, and at z/D = 17, the
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(a) z/D = 5 (b) z/D = 10
(c) z/D = 17 (d) z/D = 28
Figure 6.28: Radial profiles of turbulent shear stress ρu′′zu
′′
r at chosen locations of the
LPR-series cases
near-wall peak of TKE in Case CO2-LPR is only about half of those of the other
two cases. At z/D = 28, during the recovery, TKE at y > 0.1 of Case CO2-LPR
is larger than those of the other two cases, while it is still lower than those two at
z/D = 17, which indicates that the regeneration of turbulence happens earlier in
Case CO2-LPR.
Visualizations of vortexes are shown by the isosurfaces of λ2 = −0.4 in Fig. 6.30,
with vortexes at the main stream coloured in red, vortexes near the wall coloured
in grey and vortexes at the middle region coloured in yellow. In all the three cases
vortexes gradually disappear along streamwise direction, and similarly, gradually re-
generated at late stage (z/D ∼ 30). For Case CO2-LPR, vortexes become sparser
than those at the initial flow from about z/D = 10, and most of the red and yellow
vortexes disappear at about z/D = 18, turbulent activities are significantly reduced.
The laminarization in Case H2O-LPR and CO2-MTC is slower, the locations with
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(a) z/D = 5 (b) z/D = 10
(c) z/D = 17 (d) z/D = 28






i at chosen locations of
the LPR-series cases
most of the red and yellow vortexes disappeared are slightly later (z/D > 20) than
that in Case CO2-LPR, both take longer distances to diminish the vortexes. And at
z/D ≈ 27 of Case CO2-LPR, vortexes at the mainstream (red) and close to the wall
(yellow) start generating and become denser again, while for the same location of the
other two cases, only very few and coarse near-wall vortexes are regenerated, indicate
they are still at the beginning of the recovery stage.
Unlike those between the RE-series cases, the variations of vortexes in the LPR-
series cases are not synchronized, such difference in progresses of laminarization and
regeneration can also be observed from the variations of streak behaviours in these
cases. Instantaneous fluctuations of mass flux (ρuz)
′
at the near-wall planes (y+0 ≈ 5)
of the LPR-series cases are shown in Fig. 6.31. In all cases, turbulent spots are
spacially frequent after the inlet, then streaks are shaped during the laminarization




Figure 6.30: Isosurfaces of λ2 = −0.4 in the LPR-series cases.
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Figure 6.31: Contours of instantaneous (ρuz)
′
at near-wall surfaces (y+0 ≈ 5) of the
LPR-series cases.
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from about z/D = 15, elongated streaks are formed shortly after that, followed
by the burst of turbulent spots, these are corresponding to the laminarization and
regeneration stages, which progress fast in this case. For Case H2O-LPR, turbulent
spots become sparser from about z/D = 15, streaks are more clearly observed, then
they all disappear after z/D = 25, and the burst of turbulent spots is hardly seen
near the outlet. Compared to Case CO2-LPR, the full-laminarization stage with
most turbulent activities diminished is longer in Case H2O-LPR. Differently, in Case
CO2-MTC, such progress is slower, with sparse and long streaks gradually formed at
about z/D = 20, the burst of turbulent spots is also not clearly observed in this case.
The comparisons of vortexes and streaks behaviours show that the domain length
(30D∗) can not cover the recovery stage of Case H2O-LPR and CO2-MTC, in which
the laminarizations and heat transfer deteriorations take longer distances than Case
CO2-LPR, and the regeneration stages are therefore delayed. The success in achieving
similarity in the RE-series cases using the scaling correlation St = f(Re0, F r0, h
+
b )
(discussed in section 6.2) proved that these parameters are able to characterise the
heat transfer performance of such flows, at least at these configurations. In contrast
Case H2O-LPR was scaled against Case CO2-LPR using the same scaling correlation,
and similarity is not well achieved in heat transfer and turbulence.
Streamwise distributions of bulk density, dynamic viscosity and molecular thermal
diffusivity in the LPR-series cases are shown in Fig. 6.32. The bulk viscosity appears
in the non-dimensional momentum equation is µ
Re0
, since Re0 is the same in all these
cases, so µb is directly compared.
λ
Pr0 cp
is the molecular thermal diffusivity appears
in the non-dimensional energy equation, and λb
Pr0 cp,b
is its bulk value. In Fig. 6.32,
similarity in ρb is achieved among all cases, while µb of Case H2O-LPR diverges from
the other two cases, and λb
Pr0 cp,b
of Case CO2-LPR is very different from the other
two cases. The bulk thermophysical properties ρb, µb, λb and cp,b are dependent on
h+b and the property functions on h
+ (ρ(h+), µ(h+), λ(h+)), and the developments
of h+ are determined by the fixed NSPC and NTPC . One-to-one comparisons of each




Figure 6.32: Streamwise distributions of bulk density, bulk dynamic viscosity and
bulk molecular thermal diffusivity in the LPR-series cases
comparison results were in the following bracket:
CO2-LPR & H2O-LPR: h+b , Fr0, ρb (not similar)








For all the three cases, h+b , Fr0 are the same and ρb are similar, which are the
common points across these cases. In addition to that, the above list shows that for
Case CO2-LPR and CO2-MTC, although the bulk molecular diffusivities µb
Re0
are the
same, the bulk molecular thermal diffusivities λ
Pr0 cp
are very different, which results
in divergence of variations in turbulent and heat transfer characteristics. While for
Case H2O-LPR & CO2-MTC, they also share the common points (h+b , Fr0 & ρb),
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(a) z/D = 5 (b) z/D = 10
(c) z/D = 17 (d) z/D = 28
Figure 6.33: Profiles of ρ at chosen locations of the LPR-series cases.
and additionally λ
Pr0 cp
is included, although their µb
Re0
are different, these two flows
have relatively similar behaviours in turbulence and heat transfer. Such comparison
indicates that at this configuration, differences in λ
Pr0 cp
is the main reason for the
failure of achieving similarity, while µb
Re0
is less efficient here, as similarity is achieved
in Case H2O-LPR & CO2-MTC without µb
Re0
fixed.
To look at how different in λ
Pr0 cp
causing the different developments of turbulent
characteristics, we firstly investigate the differences between Case CO2-LPR and CO2-
MTC, as in these two cases, h+b , Fr0, ρb and
µb
Re0
are the same, the only difference is
λ
Pr0 cp
shown in Fig. 6.32c. As we known, for two thermal boundary layers with the
same bulk enthalpy, the one with higher thermal diffusivity results in a more uniform
distribution of enthalpy, with a lower wall-normal gradient ∂h
∂r
near the wall, and
therefore a lower wall enthalpy. This is also agreed by the two cases in comparison,
shown in Fig. 6.26b, Case CO2-MTC with a higher bulk thermal diffusivity λ
Pr0 cp
has lower h+w at all locations. Two main consequences that are relevant to turbulence
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(a) z/D = 5 (b) z/D = 10
(c) z/D = 17 (d) z/D = 28
Figure 6.34: Profiles of µ at chosen locations of the LPR-series cases.
characteristics caused by a higher wall enthalpy are lower density and viscosity near
the wall. Radial profiles of ρ and µ at chosen locations in the three cases are shown
in Fig. 6.33 & 6.34. For y < 0.1, density and viscosity of Case CO2-MTC are higher
than those in Case CO2-LPR, at z/D = 5, 10 and 17, near-wall density of Case
CO2-MTC is nearly double of that in Case CO2-LPR. For viscosity, at z/D = 5 and
10, µ near the wall in Case CO2-MTC is about 50% higher than that of Case CO2-
LPR. These differences suggest the laminarization caused by the combined effects
of near-wall reduction in viscosity and density (buoyancy) is weaker in Case CO2-
MTC, which agrees with the slower laminarization and recovery progresses in this
case, which can be quantified by the variations in momentum balance.
Profiles of the the radial viscous and turbulent shear stress (V S2 & TS2) and the
buoyancy (Bo) of the streamwise momentum equation (Eq. 4.7) at chosen locations
of all cases are shown in Fig. 6.35. Logarithmic scale is applied to the horizontal
axis to clearly show the near-wall differences. At z/D = 5, V S2 and TS2 of Case
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(a) z/D = 5 (b) z/D = 10
(c) z/D = 17 (d) z/D = 28
Figure 6.35: Profiles of viscous (TS2), turbulent stress term (V S2) and buoyancy
term (Bo) of the integrated momentum equation at chosen locations of the LPR-
series cases.
CO2-LPR and CO2-MTC were very similar especially close to the wall, and the
buoyancy in Case CO2-LPR is slightly stronger close to the wall. At z/D = 10
& 17, during the laminarizing stage, differences between the two cases were larger,
reduction of V S2 and the increment of Bo in Case CO2-LPR is larger, as a result
of the higher wall enthalpy and lower near-wall density and viscosity. Therefore the
laminarization is faster in Case CO2-LPR, with much stronger buoyancy and near-
wall viscosity reduction effects. At z/D = 10 & 17, differences in term V S2 between
Case CO2-LPR and H2O-LPR are larger. This is corresponding to the much larger
µ in Case H2O-LPR especially close to the wall (Fig. 6.34 & Fig. 6.32b). It suggests
that using the operating pressures same as those in the RE-series cases for CO2 and
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H2O at a lower inlet enthalpy cannot achieve similar µ(h
+) functions (Fig. 6.32b).
However, for ρ(h+) functions between the two, similarity is maintained even though
the inlet enthalpy is lowered (Fig. 6.32a). At z/D = 10 & 17, the viscosity reduction
close to the wall in Case CO2-LPR is much stronger, while the buoyancy is slightly
weaker than that of Case H2O-LPR, which result in a faster laminarization in Case
CO2-LPR.
6.5 Conclusions
In this part of work, DNS of four fluid flows (supercritical carbon dioxide, water,
ammonia and fluoroform) in a vertical heated pipe are carried out, with the conditions
scaled using the fluid-to-fluid scaling correlation of Ambrosini et al. [14], to achieve
similar flow and heat transfer features. The scaling parameter group (Re0, Fr0,
NSPC , NTPC) was firstly chosen to apply. Excellent similarities in both turbulent
and heat transfer characteristics have been successfully achieved. To investigate the
influence of the matched parameters, another group of parameter (Pe0, Fr0, NSPC ,
NTPC) is applied for the four fluids. Larger differences between the various fluids are
found, with different paces of heat transfer deterioration and laminarization observed.
Furthermore, to study the applicability of the first group of parameter with a lower
inlet enthalpy (and more different Pr0), two cases with lower h
+
0 were carried out (H2O
& CO2), and another CO2 case with an artificially adjusted thermal conductivity were
also included. It is found that these flows are less similar when there is larger difference
in Pr0. The reason behind the failure here is investigated. Several conclusions are
drawn in the discussion of this sub-topic, which were listed below:
• For the RE-series cases, with parameter group (Re0, Fr0, NSPC , NTPC) scaled
and the operating pressure tuned to achieve similar enthalpy dependent thermo-
physical properties, the thermal and flow fields of the various fluid cases are very
similar to each other. Excellent agreement is seen in the developments of wall
enthalpy h+w , turbulent heat flux and Stanton number. Stanton number is found
to be more representative than the Nusselt number in terms of characterising
the similar heat transfer feature for these scaled cases. In all cases, the laminar,
turbulent and inhomogeneous contribution to the Nusselt numbers are similar,
with the reductions of turbulent being the main contribution responsible for
the heat transfer deterioration. The developments of the velocity profile, tur-
bulent shear stress and turbulent kinetic energy progress similarly in all cases.
The velocity profiles are flattened and turned M-shape at close locations, and
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the turbulent shear stresses reached the lowest value and flipped also at close
locations. The forming and breaking down of (ρuz)
′
streaks are similar in all
cases, the initial turbulent spots gradually disappeared at about z/D = 15 with
elongated streaks formed, where the flow is fully-laminarized. Then streaks are
broken down with new turbulent spots generated at later stage. The multi-scale
vortexes are observed to reduce and be regenerated at similar locations in the
RE-series cases.
• For the PE-series cases, with parameter group (Pe0, Fr0, NSPC , NTPC) matched,
the inlet Reynolds number of the four fluid flows are different. The impact of
the Reynolds number is found to be rather significant, which affects the pace of
laminarization and therefore the heat transfer deterioration. Weaker similarity
between the fluid flows are achieved with this choice. For thermal behaviours,
the peaks of the wall enthalpy h+w in the PE-series cases are different, with larger
Re0 resulting in earlier peak. The development trends of the Nusselt and Stan-
ton numbers in four cases generally agree well, but their minimum values are at
different locations. For the flow with a lower Reynolds number, the minimum of
Nu and St also appear at an earlier z/D location. This is due to the differences
in developments of the velocity profiles and turbulent quantities. For the flow
with the largest inlet Reynolds number (H2O-RE), the acceleration close to the
wall and deceleration at the core are greater than the other cases and so are the
reduction of turbulent shear stress and turbulent kinetic energy.
• When the first group of matched parameters (Re0, Fr0, NSPC , NTPC) are ap-
plied to the H2O and CO2 at a lower inlet enthalpy with a larger difference
in Pr0 (LPR-series cases), similarity in turbulence and heat transfer is not
achieved. The laminarisation in CO2 progress faster, due to a stronger viscosity
variation effect. When the inlet condition is changed (compared to those in the
RE-series cases), ρ(h+) functions between the two fluids remain similar, while
µ(h+) functions are very different. Such difference results in a lower near-wall
viscosity in CO2, causing a faster laminarisation due to the stronger viscosity
variation effect. The difference in viscosity variation effects is the reason behind
the failure of similarity using the first group of matched parameters.
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Chapter 7
The effect of conjugate heat
transfer on the flow of supercritical
carbon dioxide
In Chapter 6, successful similarity is achieved between vertical pipe flows of differ-
ent supercritical fluids, with their boundary conditions scaled using the fluid-to-fluid
scaling correlation. In this chapter, another interesting and concerned topic on numer-
ical studies of supercritical fluid flows is investigated, that is, the effect of conjugate
heat transfer. In most numerical studies of turbulent heat transfer in supercritical
fluid flows, ideal thermal boundary conditions, i.e., a spacially uniform and tem-
porally constant wall heat flux was imposed, while the heating in experiments or
practical applications is usually non-uniform due to the thermal conduction in the
solid pipe wall or container. Two effects were introduced when such solid conduction
is considered, i.e., the spatial redistribution of wall heat flux and the damping of
temperature/enthalpy fluctuations. For most numerical studies of supercritical fluid
flows, these two effects were not considered. In this chapter, simulations of upward
pipe flows of supercritical CO2 with and without the solid wall were carried out and
compared, to acquire further understandings on the influences of these effects. The
author’s contribution on this topic is to implement the conjugate heat transfer func-
tion in CHAPSim (described in chapter 3) and carry out initial investigations, which
are described here.
7.1 Case settings
Upward pipe flows of CO2 at 7.6MPa (p
∗
c = 7.38MPa, T
∗
pc = 305.45K) with strong
heating (63kW/m2) are studied in the work described in this chapter. A base case
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(NSW) without the solid wall, was carried out with a uniform wall heat flux imposed.
A second case with the thermal conduction of the solid wall considered was set (CHT)
with a volumetric heat source imposed in the solid wall. In this case (CHT), solid
heating begins from z/D = 5 rather than from the inlet, to model the backward
conduction that happens in practical flows. To acquire a fully-developed turbulent
flow, a certain length of pipe without heating is usually set before the heating section
in practical flows, and backward (upstream) thermal conduction is expected in the
solid. Another case with different treatment of the heating electrode is carried out
(Case CHTE). In experiments, heating of the solid pipe is normally imposed by
electric current, with electrodes attached at both ends of the metal pipe. For most
part of the metal pipe, electrical resistance are uniform, and heating is therefore
uniform, however, the heating at the locations that are in contact with the electrodes
will clearly be modified. This effect was discussed by Yan et al. [154], as one of
the potential effect that might cause uncertainties in numerical simulations. In the
current study, such effect is modelled in case (CHTE), after a region of ∆z/D = 5
without solid heating, a region of ∆z/D = 10 with only 10% of the solid heating is
modelled before the full heating is applied in the rest solid pipe.
Table 7.1: Properties of the solid pipe
λ∗ (W/m ·K) c∗p (J/kg ·K) ρ∗ (kg/m3)
16.38 125.6 7900
The inlet Reynolds number in all cases is 1800 (3600 based on diameter), and the
wall heat flux of Case NSW (q∗w) is 63000W/m
2, an equivalent volumetric heat source
S∗q was obtained and imposed in the solid domains of the conjugate heat transfer












in which A∗in is the surface area of the pipe inner wall, and V
∗
pipe is the volume of the
solid pipe, R∗in and R
∗
out are respectively the inner and outer radius of the solid pipe.
Constant solid properties were considered in the conjugate heat transfer simulations
(Cases CHT & CHTE) and thermophysical properties for the solid pipe are listed in
table 7.1. Configurations of the three studied simulations are listed in table 7.2.
180









3) D∗in (mm) D
∗
out (mm)
NSW 3600 0.97 63000 None 1.906 4.2
CHT 3600 0.97 None 34290 1.906 4.2
CHTE 3600 0.97 None 34290 1.906 4.2
7.2 Results and discussions
7.2.1 Comparison of the heat transfer behaviours
Firstly the general heat transfer behaviours in all cases are compared. Streamwise
distributions of wall heat fluxes and developments of wall temperatures are shown in
Fig. 7.1. The wall heat fluxes were calculated using the temperature gradient and









Figure 7.1: Streamwise developments of (a) wall temperature and (b) surface heat
flux at the fluid wall boundary in all cases.
Case NSW is taken as a reference case, in which heating (constant wall heat
flux) was imposed starting from z/D = 0, and the heating of cases CHT and CHTE
were imposed starting from z/D = 5 & 15 respectively. As shown in Fig. 7.1a,
wall heat flux of case NSW is constant everywhere, while those of Cases CHT &
CHTE are non-uniform due to the redistribution. It should be noted that the wall
heat flux of Case CHT and CHTE do not strictly start from z/D = 5 & 15, due to
the backward thermal conduction in the pipe wall and heat flux at the no-heating
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region of these two cases are quite significant. Such observation indicates that in
experiments of such flows, heatings might not strictly start from the set locations, as
they are redistributed due to the solid conduction, and hence heating is significant at
the developing region of Case CHT and CHTE. q∗w of the three cases are significantly
different before z/D = 20, which is also reflected in the developments of the wall
temperatures, shown in Fig. 7.1b. Similarly, T ∗w of the three cases are very different
before z/D = 20, and they become closer after this location. This indicates that
although the heat inputs before z/D > 20 in the three cases are different, their
development trends of T ∗w are very similar.
(a)
(b) (c)
Figure 7.2: Streamwise developments of (a) bulk enthalpy, (b) bulk temperature and
(c) Nusselt number in all cases.
The developments of bulk enthalpy in the three cases are shown in Fig. 7.2a. hb
is always linear in NSW but is only linear at a later stage in Cases CHT and CHTE
where q∗w is about linear. It can be seen that there is a delay of hb in Case CHT and
CHTE, compared to case NSW, which is due to the differences in the total input heats.
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Such delay is about 3D for Case CHT, and 5D for Case CHTE. In later discussions,
locations of Case CHT and Case CHTE are shifted by 3D and 5D respectively, to
match the bulk enthalpy with case NSW. To distinguish with the original locations
(z/D), a new streamwise distance unit z1/D is used, with those in Case CHT and
CHTE shifted by 3D and 5D. The bulk temperatures in all cases are shown in Fig.
7.2b, with the critical temperature specified by a thin red line. All the three T ∗b are
non-linear as cp changes significantly when T
∗
b approaches the critical value. Along
the streamwise direction, T ∗b in the three cases become closer and closer, due to the
rapidly increasing cp. The Nusselt numbers against z1/D in these cases are shown
in Fig. 7.2b. Developments of the Nusselt number are very similar across the three
cases. At the begin of each case, Nu reduces rapidly due to the entrance effect, the
distances of this process are different in these cases. Then Nu reduce slower in all
cases, and reaches a minimum. After this, the Nusselt numbers increase again, but
reduce again after reaching the peak.
Although the heat fluxes at the initial stage (z/D < 20) are different in these cases,
the peaks of Nusselt number in different cases appear at nearly the same hb, which
indicates the effect of conjugate heat transfer is relatively minor for flows at these
configurations. References show that with conjugate heat transfer considered, two
effects were included, i.e., the redistribution of wall heat flux and the stabilisation of
the near-wall temperature/enthalpy fluctuations. The numerical result of Case CHT
shows that the wall heat flux is not strictly started from the location where solid
heating starts, and there is a shift of hb compared to case NSW, in which uniform
wall heat flux is imposed. The shifted Nu of Case CHT is very similar to that in case
NSW, which indicates that the function of Nu−hb in the two cases are very close and
the second effect (stabilisation of the near-wall temperature/enthalpy fluctuation) on
the heat transfer characteristic might be relatively minor.
To visualise the stabilised enthalpy fluctuations, the root mean square of the en-
thalpy and density fluctuations at two near-wall locations (y+0 = 0.08 and 5.18) in
case NSW and CHT are shown in Fig. 7.3a & 7.3b. At y+0 = 0.08, the enthalpy fluc-
tuations of the two cases are very different: h
′
rms of case NSW rapidly increases before
z/D = 5, reaches a peak then reduces, it remain unchanged from about z/D = 10.
While for Case CHT, h
′
rms keeps reducing before z/D = 10, then remain unchanged
later. At z/D > 10, h
′
rms of case NSW is about 20 ∼ 30 times larger than that in
Case CHT, while at the location slightly further away (y+0 = 5.18), the differences
















Figure 7.3: Root mean square of enthalpy and density fluctuation at y+0 = 0.08 and
5.18 of case NSW and CHT.
effect is limited close to the wall (at least in these configurations) and the fluctu-
ating intensity of enthalpy beyond y+0 = 5.18 remains largely unaffected with the
consideration of conjugate heat transfer. Same comparisons of the root mean square
of density fluctuations are shown in Fig. 7.3c & 7.3d. The behaviours in the two
cases are very different: for case NSW at y+0 = 0.08, two peaks of ρ
′
rms are formed
at about z/D = 5 and 20, while ρ
′
rms of Case CHT reduces before z/D = 10, then
largely disappears. Differences between ρ
′
rms in the two cases are relatively large after
z/D = 10. Similarly, at y+0 = 5.18, differences between the two are much smaller,
both with two peaks. The peak value of ρ
′
rms at z/D = 20 in Case CHT is about
half of that in case NSW, after the peaks, ρ
′
rms in both cases keep reducing. The
comparison of ρ
′
rms at two locations shows the stabilisation of density fluctuation in
Case CHT is also limited close to the wall, such effect is diminished rapidly further
away from the wall.
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Compared to case NSW, fluctuating intensities of enthalpy and thermophysical
properties in Case CHT are dampened close to the wall, but such effect is significantly
diminished further away. Such stabilisation might affect the heat transfer character-
istics by affecting the turbulent heat flux, hence the FIK decomposition (Eq. 6.13)
is used here to identify different contributions to the Nusselt number in these cases.
Firstly, to validate the FIK decomposition, the total NuFIK is compared with the
Nusselt number in case NSW and CHT (Fig. 7.4a). In both cases, NuFIK and Nu
agree well. Comparisons of the laminar, turbulent and inhomogeneous contributions
in thses two cases are shown in Fig. 7.4a 7.4b & 7.4c respectively, in which data
for Case CHT are shifted by 3D to match the bulk enthalpies in the two cases. The
laminar contribution Nul in both cases reduce rapidly first, then slightly increase, fol-
lowed by continuous reduction after z1/D = 20. Nul in Case CHT is slightly smaller
than that in case NSW at most locations. The laminar contributions in both cases
are relatively small in magnitude compared to the turbulent contributions shown in
Fig. 7.4b. Before z1/D = 10, Nut of the two cases are quite different, due to the
different wall heat fluxes in this region. The two Nut converge from about z1/D = 10,
and both increase until z1/D ≈ 25, then reduce continuously. Nut in Case CHT is
always slightly smaller than that of case NSW after z1/D = 10, differences between
the two are not significant. The effect of different fluctuating enthalpies on heat
transfer behaviours is reflected in Nut, the comparison of Nut indicates such effect
is minor. Comparison of the inhomogeneous contributions Nuh are shown in Fig.
7.4d, Nuh of the two cases agree very well, both with an initial rapid reduction, and
reach a minimum at about z1/D = 25, then remain unchanged after z1/D = 30.
The differences between Nul and Nut suggest the variations of the flow fields and
turbulent characteristics are different between the two cases, which will be presented
and discussed later.
7.2.2 Comparison of turbulent characteristics
In the last section the differences between the near-wall enthalpy and density fluctua-
tions of Cases NSW & CHT are presented, and the effect on heat transfer character-
istics is found to be minor at these configurations, as the Nusselt number of the two
cases are very similar. However, differences in Nul and Nut suggest the flow devel-
opments and turbulence in these two cases might be different. Such differences might
be coming from the differences in the structural effect of density variations, that is,
the stabilised ρ
′
rms in Case CHT might cause reductions in the buoyancy production
of the Reynolds stress ρu′′zu
′′
z , and result in lower magnitudes of the turbulent kinetic
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(a) Nu & NuFIK (b) Nul
(c) Nut (d) Nuh
Figure 7.4: Comparisons of (a) NuFIK and Nu, (b) laminar, (c) turbulent and (d)
inhomogeneous contributions of the Nusselt number in case NSW and CTH.
energy. However, Fig. 7.3c & 7.3d show that such stabilisation is limited close to the
wall and diminished further away. This will be quantified and investigated later on.
Firstly, developments of the velocity profiles in Cases NSW and CHT are shown in
Fig. 7.5. Similarly, locations of the two cases are matched by hb, with those in Case
CHT shifted by 3D. At each location, the velocity profiles of the two cases are slightly
different. General development trends of the velocity profiles in the two cases are very
similar, with the near-wall acceleration and mainstream deceleration flattening then
turning the profiles to M-shape. When the profiles turn M-shape at about z1/D = 20,
the peak velocities are close to the wall (y ≈ 0.1). At later locations, the near-wall
and mainstream velocities keep rising and decreasing respectively. At these locations,
velocity gradients become large and larger and the enhancement in turbulent shear
production is expected. These changes in uz are very similar in the two cases, with the
near-wall velocity of case NSW slightly higher than that in Case CHT at z1/D = 15,
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(a) z1/D = 6 (b) z1/D = 15
(c) z1/D = 20 (d) z1/D = 25
(e) z1/D = 35 (f) z1/D = 45
Figure 7.5: Streamwise velocity profiles at chosen locations of case NSW and CHT.
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20 and 25.
The variations of the turbulent kinetic energy (TKE) in these two cases are shown
in Fig. 7.6. At both z1/D = 6 and 15, the peaks of TKE in Case CHT are 1/3 lower
than those in case NSW, which indicates the stabilisation of near-wall density in Case
CHT significantly affects the turbulent quantities. At further downstream (z1/D = 20
& 25), differences between the peak values of TKE in the two cases are smaller, with
those in Case CHT about 1/4 lower than those in case NSW. Then at later locations
(z1/D = 35 & 45), they are closer and closer. At z1/D = 15, magnitudes of TKE
in both cases are much lower than those at other locations, which is corresponding
to the location where the velocity profiles are flattened and shear productions are
greatly reduced. Then at later locations, the two flows rapidly recovered, with TKE
magnitudes rising at both the near-wall and mainstream regions.
It is worth noting that the differences in TKE between the flows with and without
conjugate heat transfer considered (case NSW & CHT) are very similar to those
observed previously in the flows simulated by Pucciarelli & Ambrosini [15] using
LES, in which the peaks of TKE were very different during the laminarization, with
the peak value of TKE in the case without solid wall about two times of that in the
case with the solid wall, then differences between the two reduce at later stage when
the flow was recovered. Such stabilization in near-wall turbulence affected by the
solid wall is well reproduced in the current DNS.
The differences in TKE at the initial stages of case NSW and CHT are presumably
due to the differences in the direct effect, that is, differences in density fluctuations
close to the wall affecting the buoyancy productions. This was found to be dominant
during the laminarization as the shear production is significantly diminished [11, 63].
Changes in the buoyancy production, shear production of TKE and the summation
of the two (total production) in the two cases are shown in Fig. 7.7. Initially, at
z1/D = 6, the buoyancy production terms are relatively small in both cases and
the peak of shear production in Case NSW is about two times of that in Case CHT.
Then at further downstream (z1/D = 15), the shear productions in both cases rapidly
reduce as a result of the laminarization, while the buoyancy productions rise. At this
stage, the buoyancy production is much larger than the shear production, and it
is the main contributor. The peak of buoyancy production in Case NSW is about
30% higher than that in Case CHT, which are located at about y+0 = 4.4, where
differences between the density fluctuation in the two cases are rapidly reducing. At
further downstream (z1/D = 20 & 25), during the recovery, shear production of the
two cases rise again, both with two peaks. The first peak close to the wall in Case
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(a) z1/D = 6 (b) z1/D = 15
(c) z1/D = 20 (d) z1/D = 25
(e) z1/D = 35 (f) z1/D = 45
Figure 7.6: Profiles of turbulent kinetic energy at chosen locations of case NSW and
CHT.
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NSW is about two times of that in Case CHT, while the peaks further away from the
wall in the two cases are relatively close. Next at z1/D = 35 and 45, the buoyancy
productions in the two cases were very close, the stabilization effect is minor, and the
density fluctuation levels in the two cases were similar. Also, the mainstream peaks
of the shear productions remain close in the two cases, the main differences of the
total production are attributed to the differences in the near-wall peak of the shear
production, with that in Case CHT about 40% lower than that in Case NSW.
Comparison of turbulent shear stresses ρu′′zu
′′
r in Cases NSW and CHT are shown
in Fig. 7.8. Similar variation trends of ρu′′zu
′′
r are observed in both cases, with slightly




r in both cases reduce
significantly, and both turn negative close to the walls. However, the reduction of
ρu′′zu
′′
r in Case NSW is faster than that in Case CHT. While at the recovery stage




r in Case NSW is always slightly larger than
those in Case CHT. The lower turbulent shear stress and TKE in Case CHT indicate
that at the same bulk enthalpy, turbulence in Case CHT is weaker than that in Case
NSW, which is corresponding to the slightly lower turbulent contribution (Nut, Fig.





cases are negative at most part, with low-magnitude positive values close to the wall
(y < 0.1). At this stage, turbulent shear stress in both cases significantly increase,
which is during the stage that near-wall uz accelerate after the velocity profiles turning
M-shape (Fig. 7.5d & 7.5e), with increasingly larger radial velocity gradients.
The above comparisons between the flow fields and turbulent quantities of Cases
NSW and CHT show that the stabilisation effect in conjugate heat transfer simula-
tions is significant close to the wall. Such effect causes more differences in turbulent
quantities between the case with and without solid wall during the laminarization
process, and it is found to be diminished at the regeneration process. With these fea-
tures, heat transfer characteristics are not significantly affected: The Nusselt number
developments of cases NSW and CHT agree well and the laminar and turbulent con-
tributions of the two cases are only slightly different.
Contours of the instantaneous fluctuations of the streamwise mass flux (ρuz)
′
close
to the wall in Case NSW and CHT (z/D = 0 to 20) are shown in Fig. 7.9. Fig. 7.9a
shows that continuous streaks are rapidly formed and broken down within z/D = 2,
while in Case CHT (Fig. 7.9b), long streaks are formed from the inlet to z/D = 5,
then they broke down into fluctuations with a higher frequency. Transition in Case
CHT is about 3D delayed compared to that in Case NSW, which agrees with the
delay in the hb development.
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(a) z1/D = 6 (b) z1/D = 15
(c) z1/D = 20 (d) z1/D = 25
(e) z1/D = 35 (f) z1/D = 45
Figure 7.7: Summation of production and buoyancy production of TKE at chosen
locations of Case NSW and CHT.
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(a) z1/D = 6 (b) z1/D = 15
(c) z1/D = 20 (d) z1/D = 25
(e) z1/D = 35 (f) z1/D = 45







Figure 7.9: Contours of instantaneous (ρuz)
′




In the study of this sub-topic, DNS of upward heated flow of supercritical carbon
dioxide (7.6 MPa) were carried out, with and without the solid pipe wall (conjugate
heat transfer) considered. In conjugate heat transfer simulations, two effects are
included, that is, the dampening of fluctuating enthalpy (as well as the fluctuating
thermophysical properties) close to the wall, and the axial re-distribution of wall heat
flux. Simulations of a case without the solid wall (Case NSW) but with a constant
wall heat flux, a case with the solid wall and with a equivalent volumetric heat source
starting from z/D = 5 (Case CHT) and a case with the solid wall and heating from
z/D = 5, but the heating at z/D = 5 to 15 are adjusted to 1/10 of the target heating
are carried out. Conclusions drawn from the result discussions are listed below:
• Cases CHT and CHTE have an ’unheated’ section with zero volumetric heating
applied in the wall. This allows heat conduction upstream from the heated
section to be considered. This conduction often exists in experiments and prac-
tical systems. It has indeed been found that the conduction has significantly
redistributed the heating influencing the bulk and wall temperatures in the flow.
• The fluctuations of enthalpy and density are much higher (20∼30 times higher)
very close to the wall (y+0 ≈ 0.08) in case NSW, but such differences reduce
rapidly further away from the wall (y+0 = 5.18). The damping effect is found
to be limited close to the wall but diminished further away.
• The Nusselt numbers in all cases agree well, suggesting the stabilization effect
is limited. The laminar and turbulent contributions of Nusselt number in case
CHT is slightly lower than those in case NSW, which is mainly affected by the
stabilization effect.
• During the laminarization, the peak of turbulent kinetic energy in case CHT is
about 1/3 lower than that in case NSW, which is similar to the observations
in Pucciarelli & Ambrosini [15]. At further downstream, when the flow is re-
covered, differences between the two turbulent kinetic energy profiles are much
smaller. Initially the peak of shear production in case NSW is much higher
than that in case CHT. However, when buoyancy productions in the two cases
become dominant with the shear productions rapidly reduced, the differences
between the total productions in the two cases become smaller. During the
recovery stage, the buoyancy productions as well as the mainstream peak of the
shear production in the two cases are very close.
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Chapter 8
Conclusions and future work
8.1 Conclusions of the current study
In the current study, numerical investigations on four sub-topics that are relevant to
the turbulence and heat transfer characteristics of upward pipe flows of supercritical
fluid have been carried out. In the first sub-topic (Chapter 4), the mechanism of
the buoyancy, viscosity and density variations affecting the flow development and
the laminarization are studied. Simulations with one or more effects isolated or
eliminated have been carried out and the contributions from different effects are
compared. The processes of laminarization caused by these effects are identified using
the momentum balance. In the second sub-topic (Chapter 5), the apparent Reynolds
number (ARN) analysis proposed in He et al. [13], based on isothermal flows with
artificial body-forces, is extended to the current thermal flows. A unified approach
that treats the buoyancy, viscosity and density variation effects as (pseudo-) body
forces is proposed and the contributions of these effects are quantified. Expressions
are derived to decompose the flow into an equivalent pressure gradient (EPG) flow
and a perturbation flow. The turbulent structures in the buoyancy influenced flows
are studied. In the next two chapters, two popular topics of supercritical fluid flows
are investigated, i.e., the fluid-to-fluid scaling and the effect of conjugate heat transfer.
In Chapter 6, the fluid-to-fluid scaling method proposed by Ambrosini & De Rosa
[14] are evaluated for four different fluids using DNS. Excellent success of similarity
is achieved, and different choices of scaled parameters and inlet conditions are also
investigated. In Chapter 7, the effect of conjugate heat transfer on supercritical fluid
flows is studied, by comparing simulations with and without the solid wall. The
influences of the near-wall stabilization of enthalpy fluctuations and re-distribution
of wall heat flux are investigated.
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The DNS code CHAPSim used in this study has been validated in a number of
previous studies [131, 133, 154]. Additional validations for the particular problems
concern herein are presented in Chapter 3.
The main contributions of this study are as follows:
1. Developed important understanding of the mechanisms of flow laminarisation
and recovery using DNS of an upward heated flow of supercritical carbon dioxide
with individual effect artificially switched off or isolated. Results were published
in He et al. [6];
2. Developed a unified theory to explain the various complex factors influenc-
ing flow laminarisation in a heated supercritical fluid flow using the apparent
Reynolds number approach. A paper has been drafted based on this work which
is to be submitted shortly;
3. Produced DNS of flows of four different fluids under conditions of similarity to
support the fluid-to-fluid scaling studies. The results were published in He et al.
[1]. This is the foundation of two recent publications of collaborators [151, 152];
4. Analysed and clarified the effect of conjugate heat transfer on turbulence and
heat transfer in an upward pipe flow of supercritical carbon dioxide using the
code implementation developed by the author.
The conclusions drawn from the discussion of each sub-topics are presented in
each chapter, they are briefly summarised herein:
1. Effects of buoyancy and thermophysical property variations on the flow of su-
percritical carbon dioxide
(a) In a heated vertical pipe flow of supercritical carbon dioxide, the viscosity
variation and buoyancy cause flow laminarisation in a similar mechanism.
(b) The flow inertia is significant, it delays the above effects.
(c) The Boussineq approximation is able to capture the key flow phenomenon.
2. Further analysis of the supercritical fluid flow using the apparent Reynolds
number theory
(a) The effects of buoyancy, variations of density and viscosity, flow inertia can
be explained using a unified explanation based on the apparent Reynolds
number (ARN) approach.
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(b) In the ’full’ laminarisation region, turbulence regeneration cycle has ceased,
with significant turbulent kinetic energy.
(c) The recovery region is akin to the bypass transition, with streaks broken
down and vortexes regenerated.
3. Fluid-to-fluid scaling for supercritical fluid flows
(a) When Pr0 is close, excellent similarity is achieved between the four su-
percritical fluids when the parameter group (Re0, Fr0, NSPC , NTPC) is
chosen to scale.
(b) The four flows is less similar when parameter group (Pe0, Fr0, NSPC ,
NTPC) is chose. Matching the parameters in the momentum equation is
more important.
(c) When Pr0 is very different, similarity is not achieved even though param-
eter group (Re0, Fr0, NSPC , NTPC) is matched.
4. The effect of conjugate heat transfer on the flow of supercritical carbon dioxide
(a) For the studied flows, the damping effect of enthalpy fluctuation and axial
re-distribution of wall heat flux are significant when conjugate heat transfer
is considered.
(b) The damping effect is diminished rapidly further away from the wall.
(c) For the studied flow condition, the Nusselt number is not largely affected
when conjugate heat transfer is introduced.
(d) The near-wall peak of turbulent kinetic energy is reduced by 1/3 when solid
wall is considered, but this is only limited at early streamwise locations.
8.2 Suggestions for future work
The present study focuses on the changes in turbulent and heat transfer features
in upward heated flows of supercritical fluids, and they are all buoyancy-aided flows.
The flow physics of buoyancy-opposed downward flows are not included in the current
study, in which heat transfer enhancement might happen due to the combination of
several effects. The mechanism causing the turbulence and heat transfer enhancement
could be studied using a similar analysis, that is the momentum balance analysis
used to find the reason behind these phenomena. The apparent Reynolds number
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analysis can also be applied to the buoyancy-opposed flows, to characterise the flow
and heat transfer features. The capability of the proposed unified theory in terms
of describing buoyancy-opposed flows is also interesting: for buoyancy-opposed flows,
the body force contributed by buoyancy is opposite to those caused by the viscosity
and density variations. This could be a potential topic for future studies in this field,
as an extensions of the present study.
Furthermore, in some of the experiments of upward heated flows in mini-tubes, it
was found that the acceleration effect (density variation) was much stronger than the
buoyancy, the main contributor of the laminarization was the density variation effect.
With the newly derived unified theory, the body forces contributed by buoyancy,
viscosity and density variations in these flows can be quantified.
For the fluid-to-fluid scaling of supercritical fluids, DNS has been used to test
some of the correlations in the present study. Similar assessment could be carried out
to study the capabilities of the other scaling correlations developed in the literature,






overall benchmark (database) for different scaling methods can be made, with example
scaling cases using different fluids and conditions, to provide numerical references for
experiments that surrogate fluids are needed.
For the effect of conjugate heat transfer on simulations of supercritical fluid flows,
comparisons between flows with and without solid wall conduction should be extended
to more conditions. It is possible that for flows at other configurations, with a larger
thermal conductivity or specific heat of the solid wall, the stabilization of enthalpy
fluctuations is much stronger, which may possibly affect the flow more significantly









A.1 Reynolds-averaged Navier-Stokes equations
The Reynolds-averaged Navier-Stokes (RANS) simulations are not used in the current
study, however, the concept of RANS equations, eddy viscosity and turbulent heat
flux are key points in the result discussion. The derivation of RANS equations and
its modelling are introduced in this part.
The concept of Reynolds-average was proposed by Osborne Reynolds [155], who
decomposed the instantaneous velocity into the time averaged and fluctuating com-
ponents (Eq. A.1). The former is the averaged value within certain amount of sample
time points (Eq. A.2), with the same interval (time step).









The Reynolds-averaged Navier-Stokes (RANS) equations (Eq. A.3, A.4, A.5) are
derived by substituting the instantaneous variables with the summation of their time
averaged and fluctuating values (ui = ui + u
′
i, h = h + h
′
), then time average the
equation. After some manipulation with consideration of the properties of Reynolds-
averaged values (φ′ = 0, a± b = a ± b), the form of these equations are largely
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j appeared in the momentum equa-
tion, and an additional heat flux ρu
′
ih
′ in the energy equation. The RANS equations













































For stationary laminar flows, fluctuations of velocities are neglectable (ui ≈ ui),
analytical solutions of flow/thermal field can be easily obtained with closed RANS
equations. The turbulent shear stress −ρu′iu
′




new unknowns and need to be modelled to close the equations. To tackle the closure
problem of the RANS momentum equation, the concept of eddy viscosity µt was
proposed by Boussinesq [156], and most of the RANS turbulence models are based






















where σt is the turbulent Prandtl number which is normally taken as a constant.
Numerous turbulent models have been developed to model the eddy viscosity. Exam-
ple of turbulence models include the one-equation Spalart-Allmaras turbulence model
[157], the standard k−ε model [158], and the low Reynolds number turbulence model,
the Wilcox k − ω model [159].
A.2 Favre-averaged Navier-Stokes equations
In the derivation of the RANS equations, density is assumed to be constant, so that
the RANS equations maintain the same form as the Navier-Stokes equations, which
greatly simplifies the modelling work. For the situation with density variations, the
a density weighted averaged algorithm, i.e., Favre-averaged treatment is used. The






= φ− φ̃, (A.8)
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with properties:
ρφ′′ = 0, φ̃ = φ̃, φ̃a = φ̃a (A.9)
The Favre-averaged Navier-Stokes (FANS) equations can be obtained by substituting
variables with the summations of their Favre-averaged and fluctuating values (ui =
ũi+u
′′
i , h = h̃+h
′′



















































With the Favre-averaged treatment, the form of the FANS equations is largely the
same as RANS equations. −ρu′′i u
′′







Mesh sensitivity test on CHAPSim
To test the grid independence of the results in the current study, a mesh sensitivity
test for DNS code CHAPSim is performed. Case A & E from Chapter 4 is chosen
(ReD0 = 5234, Reτ0 = 180). The mesh size used in the present study is 1024×64×128
(streamwise×radial×spanwise direction), and the mesh resolution is: ∆y+ = 0.17 ∼
7.46, ∆rθ+ = 8.91, ∆z+ = 14.19. Simulations of cases A & E with the streamwise and
radial mesh size doubled (2048× 128× 128) are carried out, with a mesh resolution
of ∆y+ = 0.21 ∼ 2.88, ∆rθ+ = 8.73, ∆z+ = 6.95. The comparison of the streamwise
velocity and turbulent shear stress profiles are shown in Fig. B.1 & B.2.
Figure B.1: Comparison of the streamwise velocity and turbulent shear stress profiles
of case A with different mesh resolutions (lines: original mesh, markers: refined mesh).
In Fig. B.1 & B.2, the averaged velocity profiles and turbulent shear stress profiles
at different locations agree well between the cases with the original and refined mesh.
The flow with a mesh size of 1024 × 64 × 128 can capture the same flow feature as
that in the refined mesh case, i.e., the velocity profile is firstly flattened, then turns
into a M-shape profile, turbulent shear stress reduces and flips negative. The mesh
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Figure B.2: Comparison of the streamwise velocity and turbulent shear stress profiles
of case E with different mesh resolutions (lines: original mesh, markers: refined mesh).




Fluctuating velocities in Cases A
to F
Fig. C.1: Profiles of u+0z against y
+0 in case A to F.
Fig. C.2: Profiles of u+z against y
+ in case A to F.
Fig. C.3: Profiles of u+0r against y
+0 in case A to F.
Fig. C.4: Profiles of u+r against y
+ in case A to F.
Fig. C.5: Profiles of u+0θ against y
+0 in case A to F.
Fig. C.6: Profiles of u+θ against y
+ in case A to F.
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(a) Case A (b) Case B
(c) Case C (d) Case D
(e) Case E (f) Case F
Figure C.1: Profiles of the streamwise fluctuating velocity u+0z against y
+0 in case A
to F.
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(a) Case A (b) Case B
(c) Case C (d) Case D
(e) Case E (f) Case F
Figure C.2: Profiles of the streamwise fluctuating velocity u+z against y
+ in case A to
F.
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(a) Case A (b) Case B
(c) Case C (d) Case D
(e) Case E (f) Case F
Figure C.3: Profiles of the radial fluctuating velocity u+0r against y
+0 in case A to F.
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(a) Case A (b) Case B
(c) Case C (d) Case D
(e) Case E (f) Case F
Figure C.4: Profiles of the radial fluctuating velocity u+r against y
+ in case A to F.
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(a) Case A (b) Case B
(c) Case C (d) Case D
(e) Case E (f) Case F
Figure C.5: Profiles of the spanwise fluctuating velocity u+0θ against y
+0 in case A to
F.
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(a) Case A (b) Case B
(c) Case C (d) Case D
(e) Case E (f) Case F
Figure C.6: Profiles of the spanwise fluctuating velocity u+θ against y




Momentum balances in Cases A to
E
Fig. D.1: Momentum balance at chosen locations of case A.
Fig. D.2: Momentum balance at chosen locations of case B.
Fig. D.3: Momentum balance at chosen locations of case C.
Fig. D.4: Momentum balance at chosen locations of case D.
Fig. D.5: Momentum balance at chosen locations of case E.
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(a) z/D = 5 (b) z/D = 10
(c) z/D = 15 (d) z/D = 20
(e) z/D = 30 (f) z/D = 38
Figure D.1: Momentum balance at chosen locations of case A.
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(a) z/D = 5 (b) z/D = 10
(c) z/D = 15 (d) z/D = 20
(e) z/D = 30 (f) z/D = 38
Figure D.2: Momentum balance at chosen locations of case B.
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(a) z/D = 5 (b) z/D = 10
(c) z/D = 15 (d) z/D = 20
(e) z/D = 30 (f) z/D = 38
Figure D.3: Momentum balance at chosen locations of case C.
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(a) z/D = 5 (b) z/D = 10
(c) z/D = 15 (d) z/D = 20
(e) z/D = 30 (f) z/D = 38
Figure D.4: Momentum balance at chosen locations of case D.
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(a) z/D = 5 (b) z/D = 10
(c) z/D = 15 (d) z/D = 20
(e) z/D = 30 (f) z/D = 38
Figure D.5: Momentum balance at chosen locations of case E.
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la thermodynamique et avec la thōrie mcanique de la lumi re: Refroidisse-
ment et chauffement par rayonnement, conductibilit des tiges, lames et masses
cristallines, courants de convection, thōrie mcanique de la lumi re, volume 2.
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