Simple approximation techniques are developed exploiting relationships between generalized convex orders and appropriate probability metrics. In particular, the distance between s-convex ordered random variables is investigated. Results connecting positive/negative dependence concepts and convex ordering are also presented. These results lead to approximations and bounds for the distributions of sums of positive/negative dependent random variables. Applications and extensions of the main results pertaining to compound Poisson, normal and exponential approximation are provided as well.
Introduction
The study of many stochastic models may sometimes be so complicated that an explicit calculation of their characteristics turns out to be practically unfeasible. In order to overcome such unfortunate situations and be able to extract as much information as possible, many techniques that lead to useful bounds or approximations have been developed. Very often, the problem under investigation requires the approximation of the distributions of certain variables. In the last decades, the use of appropriate probability metrics and their properties has been recognized as a very efficient tool for the development of such approximations (see e.g. Rachev (1991) ).
Another indirect way to extract useful information may be offered by a comparison of the random variables (r.v.'s) involved in the original "complex" model with variables related to an appropriately modified model (in order to be computationally more tractable). The most convenient method to study such comparisons is provided by the elegant theory of stochastic orders. For a comprehensive treatment of this subject, including a variety of applications, we refer to the books of Shaked and Shanthikumar (1994) and Szekli (1995) .
Although the above two approaches may seem quite unrelated, there exists a close relation between probability metrics and stochastic orders. A first attempt to systematically study relationships between probability metrics and stochastic orders was carried out by Lefèvre and Utev (1998) . In a very recent work, Denuit and Bellegem (2001) exploited such relationships, in order to derive upper bounds for the distances between random sums.
r.v. Y (denoted by X ¹
for all φ ∈ U I , such that the expectations exist. Many of the usual stochastic orders (cf. Shaked and Shanthikumar (1994) ) can be defined through (1) . In particular, the usual stochastic dominance ¹ st is obtained when U I = U R st , the class of all non-decreasing functions over R. Moreover, we get the usual convex (resp. increasing convex, concave, increasing concave) ordering, denoted by ¹ cx (resp. ¹ icx , ¹ cv , ¹ icv ) when U I = U R cx (resp. U R icx , U R cv , U R icv ), the class of all convex (resp. increasing convex, concave, increasing concave) functions over R. Note that if X ¹ icx Y and EX = EY then X ¹ cx Y.
Recently, Denuit, Lefèvre and Shaked (1998), introduced new classes of stochastic order relations, called s-convex (resp. s-concave) orders, that can be seen as extensions of the usual convex (resp. concave) order. Furthermore, they studied the s-increasing convex order (which already appears in Fishburn (1976 Fishburn ( , 1980a and Stoyan (1983) ), also called stop loss dominance of order s − 1 in the actuarial literature. Specifically, given any positive integer s, the s-convex (resp. s-concave) ordering ¹ I s−cx (resp. ¹ I s−cv ) is generated by the class U I s−cx (resp. U I s−cv ) of all the regular s-convex (rep. s-concave) functions on I which is defined by
Finally, the s-increasing convex ¹ I s−icx and the s-increasing concave ordering ¹ I s−icv are generated by the classes U I s−icx and U I s−icv of the regular s-increasing convex and s-increasing concave functions respectively, defined by It is of interest to note that there may be different classes of functions U I that generate the same integral stochastic order, e.g. ¹ U I can also be generated by any set dense in U I with respect to some suitable topology (cf. Müller (1997)). For example, the ¹ icx order can also be generated by U R 2−icx (U R icx is the closure of U R 2−icx with respect to the uniform convergence). Thus, ¹ 2−icx ⇔ ¹ icx and by similar reasoning, ¹ 2−cx ⇔¹ cx , ¹ 2−cv ⇔¹ cv , ¹ 2−icv ⇔¹ icv , ¹ 1−icx ⇔ ¹ 1−cx ⇔¹ st .
From now on, we shall focus on the s-convex and the s-increasing convex orders, since, for any X, Y real valued r.v.'s, we have that X ¹ s−icx Y ⇐⇒ −Y ¹ s−icv −X and
Moreover, we confine ourselves to the case I = R for the s-convex ordering and I = R + for the sincreasing convex ordering, using the simplified notation ¹ s−cx instead of ¹ R s−cx and ¹ s−icx instead of ¹ R + s−icx . The next characterization of the s-convex orders, (cf. Denuit, Lefèvre and Shaked (1998); see also a related result of Fishburn (1980a) ) which extends relations (1.A.1) and (2.A.5) of Shaked and Shanthikumar (1994) , will be proved very useful in the sequel. Henceforth we shall be using the notation y s + := (max{y, 0}) s .
(b) If X, Y are two non-negative real valued r.v.'s, such that EX s−1 , EY s−1 < ∞ then
A very useful simple criterion for the verification of the increasing convex order is the well known Karlin-Novikoff cut-criterion (cf. Karlin and Novikoff (1963) ). For the statement of this criterion, we need to introduce first the following notation. Define the number of sign-changes of φ on R by
where S − [y 1 , y 2 , ..., y n ] denotes the number of sign changes in the sequence y 1 , y 2 , ..., y n (zero terms are being discarded). Two real functions φ 1 , φ 2 are said to have k crossing points (or cross each other k times) if
An analogous criterion for the s-convex order is offered by the next proposition.
Proposition 2 (Denuit, Lefèvre and Shaked (1998)). Let X, Y be two r.v.'s such that
Denuit, Lefèvre and Shaked (1998) generalized some well known properties of the usual convex orders (see e.g. Shaked and Shanthikumar (1994) or Szekli (1995)) in the s-convex orders. In particular, they proved that the s-convex orders are closed under mixtures, convolutions, compounding and they are preserved under limits. Moreover, they proved that, if X ¹ s−cx Y, then X = st Y ⇔ EX s = EY s . Here, and in what follows, = st denotes equality in distribution. This last result leads to the following fertile question which can be considered as the initial motivation of the present paper: if X ¹ s−cx Y and EX s is close to EY s , then how close are the respective distributions of X, Y ?
Apparently, in order to answer the above question, we shall be needing the use of some appropriate metrics on the space of probability measures over (R, B(R)). For typographical convenience, we shall allow an abuse of the notation and write d(X, Y ) instead of d(F X , F Y ) for any probability metric d.
Initially, we remind some well known probability metrics: -The uniform or the Kolmogorov metric:
A first crucial step towards the solution of an approximation problem is the choice of the most appropriate probability metric. For the problem we attempt to study, the use of the following probability metrics will be proved quite efficient:
-Stop-loss metrics of order s ∈ N, (cf. Rachev and Rüschendorf (1990))
For a thorough investigation of probability metrics and their properties we refer to Rachev (1991 Rachev (1991) ) that will be utilized in the sequel.
3 Main results 3.1 On the distance between s-convex ordered r.v.'s
From this fact, it seems plausible to expect that e.g. the distance (in terms of some appropriate probability metric) between the distributions of convex ordered r.v.'s, with "almost" identical second moments, is "almost" zero. This simple approximation principle has been implicitly used for a number of years (e.g. see Chacon and Walsh (1976) , Meilijson (1983) , Machina and Pratt (1997) for the convex/concave case) but only very recently it was explicitly expressed by Denuit, Lefèvre and Utev (2002) for the case of arithmetic r.v.'s. The results that follow intend to mathematically translate this principle in the class of s-convex ordered real-valued r.v.'s. In the sequel, we shall denote by X s (U ), U ⊆ R the space of all r.v.'s defined on a probability space (Ω, A, Pr) and taking values in U with E|X| s < ∞.
Proof. Since X ¹ s−cx Y , Theorem 1 implies that
and E(X − t)
Invoking Lemma 2.2. of Rachev and Rüschendorf (1990) , we obtain that
and the proof of the first result is completed. The second result follows immediately from Proposition 3(ii). Note that a similar theorem was proved by Denuit, Lefèvre and Utev (2002) for arithmetic r.v.'s. The next corollary provides a result concerning the uniform rate of convergence of F X to F Y when X ¹ s−cx Y and EY s − EX s → 0.
Proof. Employing a standard minimizing technique (cf. Rachev (1991) ) for the upper bound in Proposition 3(iii) we have that, for every c > 0,
The desired result follows by minimizing the right-hand-side with respect to c (i.e. taking c = M Y /s), and applying Theorem 4. Next, let us turn our attention to the usual (increasing) convex order (s = 2) and the usual stochastic dominance (s = 1). These orders are widely known, possess many useful properties and have a great number of interesting applications in diverse areas (see e.g. Shaked and Shanthikumar (1994) or Szekli (1995) ). A straightforward application of Theorem 4 reveals that if X, Y ∈ X 2 (R) and X ¹ cx Y then
(cf. also Kaas (1993) 
. It is worth stressing that a slightly better result can be extracted if we exploit the inequality Rachev (1991) , relation (14.1.16)), namely
It is useful to mention that, if X, Y ∈ X 2 (R) and EX = EY, then ζ 2 (X, Y ) < ∞ (see Proposition 3(iv)) and moreover,
Another interesting remark concerns the distance between the stationary renewal distributions of two convex ordered r.v.'s. More specifically, let X be a nonnegative r.v with survival function F X = 1−F X and finite mean, and denote by X * a r.v. whose survival functionF X * is the stationary renewal distribution of X, i.e.F X * (x) = 1 EX R ∞ xF X (t)dt (X * is often called the stationary forward recurrence time associated with X). Suppose now that X, Y ∈ X 2 (R + ) such that EX = EY. From representation (6) we get that,
Hence, if Y º cx X then, (4) implies that
Note also that, in correspondence with (7), we can easily check that
. Next, we proceed to the establishment of some results connecting the metrics ζ 2 , d sl and d W . Apart from their independent interest, these results may be used in conjunction with equation (4) to produce bounds for the Wasserstein or the stop-loss distance between convex ordered r.v.'s.
and therefore, for every ² > 0,
In order to minimize the RHS, we take ² =¯R
Finally,
The second part is immediate from the above inequality and (4). In insurance, the second outcome of the above proposition can be translated as follows: when X º cx Y, the difference between two stop-loss premiums
A useful relation between the Wasserstein and the stop-loss distance is offered by the following proposition.
For the Wasserstein distance we get that
The proof is completed by observing that
The above result remains valid even if F X , F Y have k = 0 crossing points. But in this special case, we may say even more; if
Thus, it can be easily verified (see also Lefèvre and Utev (1998)) that either
Suppose now that F X , F Y have exactly one crossing point and
. A combined use of Propositions 6, 7 and (4) implies that
The next result reveals a relationship between the Wasserstein distance and ζ 2 for the case of integer-valued r.v.'s.
and recalling representation (6) of ζ 2 we get
It is not hard to prove that, if a, b ∈ R then
and relation (8) we are led to
For the Wasserstein distance between the distributions of X and Y we get that
which, combined with (9), ascertains the first inequality. If moreover Y º cx X, then R ∞ t H(u)du ≥ 0 for all t ∈ R and following the same procedure as above, we get that
But P ∞ i=−∞ H(i) = EY − EX = 0 and thus, using (10) and relation (4), the proof of the second inequality is completed.
A connection between upper orthant and s-convex orders.
An interesting case where s-convex ordering appears, is between sums of upper orthant ordered r.v.'s. We first recall the well known notion of the upper orthant order. The random vector
Note that X ¹ uo Y if and only if (see e.g. Shaked and Shanthikumar (1994) 
for every collection {g 1 , g 2 , ..., g n } of univariate nonnegative increasing functions. Next, we prove an interesting result connecting the upper orthant order and the s-(increasing) convex order. Two auxiliary lemmas are initially presented.
Proof. For r ∈ N,
where, as usual, I(x > y) = I (y,∞) (x) = 1 if x > y and 0 otherwise. If
For r = 0 we get that
We shall use induction to generalize the above equality. Assume that the following relation
is valid for k = n ≥ 2. We shall prove that (14) is also valid for k = n + 1. Indeed,
where the last equality is achieved by virtue of (13) . Replacing x i with X i and applying the mean value operator on both sides of (14), the Fubini theorem completes the proof.
Proof. It is an immediate consequence of Lemma 9 and the definition of the upper orthant order.
Proof. (a) Using relation (11) we deduce that
The proof of (a) is completed by recalling Lemma 10 and Theorem 1. The proof of (b) follows from (15), Lemma 10 and Theorem 1. It is of interest to note that, if
.., a s X s ) for every a i ≥ 0, i = 1, 2, ..., s and therefore
Relation (16) was proved in the special case s = 2 by Dhaene and Goovaerts (1996,1997) for
, using the terminology correlation order and stoploss order instead of upper orthant order and convex order respectively.
Positive/negative dependence and convex orders
In this paragraph we obtain results which connect convex orders and various types of positive/negative dependence of r.v.'s. Apart from their independent interest, these results enable us to derive approximations for distributions of sums of r.v.'s that exhibit some form of positive/negative dependence (see Theorem 15) . Applications of such approximations will be presented in Sections 4.1 and 4.2. Initially, it is necessary to recall some well known concepts of positive/negative dependence. A collection of r.v.'s X 1 , X 2 , . . . , X n is said to be (positively) associated (cf. Esary, Proschan and Walkup (1967)), if Cov(f (X), g(X)) ≥ 0, X = (X 1 , X 2 , . . . , X n ) for every pair of coordinatewise nondecreasing functions f and g such that the covariance exists. A weaker concept of (positive) association is offered by assuming that, for every pair of disjoint subsets A 1 , A 2 of {1, 2, . . . , n},
for every pair of coordinatewise nondecreasing functions f, g of {x i , i ∈ A 1 }, {x i , i ∈ A 2 } respectively. In this case X 1 , X 2 , . . . , X n are called weakly (positively) associated. If (17) holds true for all f, g with the inequality sign reversed, the r.v.'s X 1 , X 2 , . . . , X n are called negatively associated (cf. Joag-Dev and Proschan (1983)). In the special case n = 2, (17) is equivalent to
which is Lehmann's (1966) definition for positively quadrant dependence (PQD). If (18) (or equivalently (17) with n = 2) holds true with the inequality sign reversed, the r.v.'s X 1 , X 2 are called negatively quadrant dependent (NQD). A collection X 1 , X 2 , . . . , X n is said to be linearly positively (resp. negatively) quadrant dependent, LPQD (resp. LNQD), if for every pair A 1 , A 2 of disjoint subsets of {1, 2, . . . , n} and every (1983)). An even weaker notion of positive/negative multivariate dependence based on PQD/NQD pairs of r.v.'s was introduced by Boutsikas and Koutras (2000); a collection X 1 , X 2 , . . . , X n is said to be positively/negatively cumulative dependent (PCD/NCD), if for every i = 2, 3, . . . , n the r.v.'s X i and P i−1 j=1 X j are PQD or NQD respectively. Manifestly, association (resp. negative association) implies LPQD (resp. LNQD) which in turn implies PCD (resp NCD). In what follows, for every collection X 1 , X 2 , ..., X n of r.v.'s we shall denote by X ⊥ 1 , X ⊥ 2 , . . . , X ⊥ n a collection of independent r.v.'s (also independent of X i 's) such that X i = st X ⊥ i , i = 1, 2, ..., n. A simple way to connect positive dependence and convex ordering is described by the following observation. If X 1 , X 2 ∈ X 1 (R) are PQD (resp. NQD) then equivalently
) and hence (see Theorem 11),
This result can also be derived from Tchen (1980) (see also Dhaene and Goovaerts (1996) for nonnegative r.v.'s). An immediate question that arises here is whether an analogous to (19) result is valid for n positively/negatively dependent r.v.'s. In other words, is a sum of PCD or NCD (e.g. associated or negatively associated) r.v.'s and a sum of their independent duplicates, convex ordered? In view of Theorem 11, we suspect that we could prove an even more general result yielding s-convex ordering. In this more general case, the summands must exhibit an appropriately extended notion of positive/negative dependence. Accordingly, we introduce the following definition.
Definition 12 A collection X 1 , X 2 , ..., X n of real valued r.v.'s will be called s-PCD (resp. s-NCD), if for every i ∈ {2, ..., n} there exists a partition of nonempty sets
Obviously, 2-PCD (resp. 2-NCD) coincides with PCD (resp. NCD). Now we can prove the following result which states that a sum of s-PCD (rep. s-NCD) r.v.'s and a sum of their independent duplicates are s-(increasing) convex ordered.
Theorem 13 (a) Let X 1 , X 2 , ..., X n be s-PCD (resp. s-NCD) r.v.'s in X s−1 (R + ). Then
(b) If X 1 , X 2 , ..., X n are s-PCD (resp. s-NCD) r.v.'s in X s−1 (R) and
for every i = 2, 3, ..., n, then
Proof. (a) Since X 1 , X 2 , ..., X n are s-PCD r.v.'s, it follows that (20) is valid for every i ∈ {2, ..., n}. Hence, Theorem 11(a) yields
and since k i + 1 ≤ s, we also conclude that (U
Recall that if Z is a r.v. independent of X, Y, then
Denuit, Lefèvre and Shaked (1998)). By a proper modification of the proof of this result we get that if
Hence, from (22) it follows that
and the proof for s-PCD r.v.'s is completed. The proof for s-NCD r.v.'s is analogous.
(b) Relation (20) is again valid for every i ∈ {2, ..., n}. In view of condition (21), Theorem 11(b) yields
whereas if k i < s − 1 then, invoking (21) for m = k i + 1 and Theorem 4, we conclude that X 1 + ... (23) is trivially also valid. The proof is now completed by a reasoning similar to (a). The proof for s-NCD r.v.'s is analogous.
A stronger but more convenient than (21) condition is to require X 1 , ..., X n to be s − 1 independent, i.e. every subset {X i 1 , ..., X i s−1 } of {X 1 , ..., X n } consists of independent r.v.'s. Indeed, denoting by S i−1 the partial sum P i−1 j=1 X j , in this case we get
...
Thus, if n "positively"/"negatively" dependent r.v.'s (in particular s-PCD/NCD) are s−1-independent, n ≥ s (but of course not mutually independent), then their sum is greater/smaller than the sum of their independent duplicates in the s-convex order. A very interesting special case of Theorem 13(b) is obtained for s = 2. More specifically, we get the following corollary.
Corollary 14
If X 1 , X 2 , ..., X n are PCD (resp. NCD) r.v.'s in X 1 (R), then
Consequently, sums of associated or LPQD (resp. negatively associated or LNQD) r.v.'s are greater (resp. smaller) than the sums of their independent duplicates in the convex order. In the context of risk theory, Denuit, Dhaene and Ribas (2001) proved an analogous to Corollary 14 result for nonnegative PCD r.v.'s resorting to the result of Dhaene and Goovaerts (1996) mentioned after (19) above. Note, though, that their definition for PCD r.v.'s is slightly different from ours resulting to a slightly smaller class. Moreover, the above result was proved by Shao (2000) for the case of negatively associated r.v.'s.
Corollary 14 now readily leads to the following result which concerns the distance between the distribution of a sum of positively/negatively dependent r.v.'s and the distribution of a sum of independent r.v.'s with the same marginals.
Theorem 15 Let X 1 , X 2 , ..., X n be PCD or NCD r.v.'s in X 2 (R). Then
,
Proof. If X 1 , X 2 , ..., X n is a collection of PCD r.v.'s, Corollary 14 implies
and invoking (4), we deduce that
If X 1 , X 2 , ..., X n are NCD r.v.'s, then similarly we get that the above distance equals − P i<j Cov(X i , X j ) and the proof of (a) is completed. Inequalities (b), (c) and (d) follow readily from (a) combined with Proposition 6, relation (5) and Proposition 7 respectively.
It is worth mentionig that Boutsikas and Koutras (2000) proved an analogous to Theorem 15 result for integer valued r.v.'s. More specifically, they proved that if X 1 , X 2 , . . . , X n ∈ Z are PCD or NCD r.v.'s then,
Obviously, (24) can be seen as a simple consequence of Theorem 15(a) and Proposition 8.
Applications
In this section we present three applications of the above outcomes pertaining to compound Poisson, normal and exponential approximation. Our aim is to develop interesting results that extend some already known ones and also to illustrate how the above analysis can be considered as a general framework offering a unified approach for many approximation problems in diverse areas. If X ∼ D for some known distribution D, then, in some cases, we shall allow an abuse of the notation and write D ¹ Y instead of X ¹ Y for some stochastic ordering ¹, and d(D, Y ) instead of d(X, Y ) for some probability metric d.
Compound Poisson approximation
In this paragraph we are going to investigate compound Poisson approximations for sums P X i of positively/negatively dependent r.v.'s. Such approximations are most suitable when the summands X i are "weakly" or "locally" dependent and their masses are concentrated on 0. Many results of this type have appeared in the literature in the last decade mainly for binary-valued r.v.'s by the use of the Stein-Chen method (cf. Barbour, Holst and Janson (1992)). For a review on the recent developments of this method for compound Poisson approximation refer to Barbour and Chryssaphinou (2001) .
In a recent work, Boutsikas and Koutras (2000) proceeded to the investigation of error bounds for compound Poisson approximations by taking a completely different approach than that of the Stein-Chen method. They proved that if X 1 , X 2 , . . . , X n are non-negative, integer-valued, PCD or NCD r.v.'s with E(X i ), E(X i X j ) < ∞ for i, j = 1, 2, . . . , n, i 6 = j, then
where λ =
In (25) and in what follows CP (λ, F ) denotes the (compound Poisson) distribution of the random sum P N i=1 Y i where N is a Poisson r.v. with mean λ and Y i are independent r.v.'s with distribution function F. We shall also use the notation P o(λ) and Be(p) for the ordinary Poisson distribution with mean λ and the Bernoulli distribution with mean p respectively.
The main purpose of this paragraph is the extension of (25) 
, for x ≥ 1, Karlin-Novikoff cut-criterion along with the fact that EI = p = EN yields I ¹ cx N. Hence (see e.g. Shaked and Shanthikumar (1994)),
The proof is completed by observing that X = st
. Next we present a result, concerning the distance between the distribution of a sum of independent r.v.'s and a compound Poisson distribution.
where
.., n. It can be easily checked that V ar(Y i ) = EX 2 i . Invoking Lemma 16 we get that Y i º cx X i and since the convex order is closed under convolutions (see e.g. Shaked and Shanthikumar (1994), Theorem 2.A.6) we deduce that
Therefore, by virtue of (4), we may write
The validity of the theorem is now evident by observing that
We are now in possession of the machinery needed in order to state the main result of this paragraph.
Proof. The proof is immediate from Theorems 15, 17 and the triangle inequality for ζ 2 . It is obvious that, if the non-negative PCD or NCD (e.g. associated or negatively associated) r.v.'s X 1 , ..., X n are almost uncorrelated and their distributions are concentrated on zero (i.e. the events {X i > 0}, i = 1, 2, ..., n can be considered as "rare"), then their sum can be satisfactorily approximated by an appropriate compound Poisson distribution. Note that if X 1 , X 2 , ..., X n is a collection of integer-valued nonnegative PCD or NCD r.v.'s, then Theorem 18 and Proposition 8 readily reestablish (25) 
Normal approximation for LPQD/LNQD sequences
Let X 1 , X 2 , ... be a sequence of r.v.'s such that EX i = 0, 0 < EX 2 i < ∞ and set S n = X 1 + X 2 + ... + X n . If the sequence of X i 's is strictly stationary and consists of associated r.v.'s, the remarkable central limit theorem (CLT) proved by Newman (1980) 
This result inspired a series of limit theorems for associated r.v.'s. We mention the functional CLT (Newman and Wright (1981)), the Berry-Esseen inequality (Wood (1983) , Dabrowski and Dehling (1988) , Birkel (1988) ), extensions to nonstationary cases (Cox and Grimmett (1984) , Yu (1985) ) and extensions to weakly associated sequences (Burton, Dabrowski and Dehling (1986) ). Note that, instead of association, Newman's original CLT requires only that X 1 , X 2 , ... are LPQD. Under the same dependence assumption, Birkel (1993) obtained a functional CLT. The purpose of this paragraph is to show how the results of Section 3 can be employed in order to obtain a CLT for LPQD r.v.'s along with corresponding rates of convergence. It is remarkable that the approach we shall follow avoids the use of characteristic functions while its core is very similar to that of Wood (1983) .
Theorem 19 Let X 1 , X 2 , ... be a strictly stationary sequence of LPQD r.v.'s such that
for some constant c > 0, where 
.., n. The upper bound in (27) can be expressed as
Therefore, 
where N ∼ N (0, 1). Note also that (cf. Proposition 3(iv))
and thus,
for some constant c > 0. Moreover Karlin-Novikoff cut-criterion and (4) imply that
(33) The proof is completed by combining (29) , (32), (33) and the triangle inequality.
The above result provides rates of convergence in the CLT for LPQD summands in terms of the ζ 2 metric when ρ k < ∞, k = 1, 2, ... . It suffices to take m, k → ∞ such that m −1/2 ρ k → 0 and in this case it can be easily checked that the upper bound in (26) tends to 0 (e.g. for
. It goes without saying that, exploiting inequality (5), we could also get rates of convergence in terms of the Kolmogorov metric d K . Note, though, that the rates of convergence provided by Theorem 19 may not be optimal. This can be understood by observing that, in view of Theorem 19 we also have that
Thus, the distances ζ 1 , ζ 2 , ζ 3 appearing in (31) are not only bounded, but even better, they tend to 0. Therefore the convergence rate provided by (32) may be slower than the actual one. For associated sequences, Birkel (1988) obtained the convergence rate O(n −1/2 ln 2 n) for d K provided that u(n) exponentially decreases to 0. Let us point out that by a similar approach (this time using Proposition 2.12 of Rachev and Rüschendorf (1990) and Proposition 6), we could also get a similar upper bound for the stop loss distance d sl . Finally, it is worth mentioning that an analogous approach could be used in order to establish a similar bound for LNQD (e.g. negatively associated) r.v.'s, namely,
Note that in this case it is essential to assume σ 2 > 0 and not σ 2 < ∞ since σ 2 ≤ EX 2 1 < ∞.
Exponential approximation for aging distributions and geometric convolutions
a. Exponential approximation for aging distributions. In this paragraph we are going to study approximations and bounds for distributions that belong to certain classes of aging distributions. Such distributions arise quite naturally in many applied probability models such as queuing theory (see e.g. Szekli (1995)) or reliability theory (see e.g. Barlow and Proschan (1981) ). A non-negative r.v. X with c.d.f. F X and EX < ∞ is said to be HNBUE (harmonic new better than used in expectation) if
where Y follows an exponential distribution E(EX) with mean value EX. Hence (see Theorem 1), X is HNBUE iff X ¹ cx E(EX). Analogously, X is said to be HNWUE (harmonic new worse than used in expectation) if X º cx E(EX). The class of HNBUE (HNWUE) distributions include all the standard aging (anti-aging) classes.
The exponential distribution is often used as an approximation for the unknown distribution of a r.v. X that is known to belong to a certain aging class. A straightforward application of (4) and (5) readily lead to the following result. If X ∈ X 2 (R + ) is HNBUE or HNWUE r.v., then
The proof is immediate; since X is HNBUE or HNWUE, it follows that X ¹ cx E(EX) or Y ¹ cx E(EX) respectively. So, invoking relation (4) we are led to the first result. The inequality for d K follows from (5). A slightly better result for d K was proved by Daley (1988) employing an entirely different approach. Note that, relations (34) were also proved by Rachev (1991) (cf. Chapter 14). His approach was essentially the same with the above, except that he did not explicitly identify that it is a consequence of the fact that X and E(EX) are convex ordered.
If now X is a NBUE r.v., EX 2 < ∞, then better error estimates can be extracted by the use of the following proposition. We remind that a nonnegative r.v. X with c.d.f. F X and EX < ∞ is NBUE (new better than used in expectation) if, for all x ≥ 0,
Similarly, X is NWUE (new worse than used in expectation) if (35) is valid for all x ≥ 0 with the inequality sign reversed.
and
Proof. Since X is NBUE, Y is NW UE, it follows that X is HNBUE, Y is HNW UE and hence
The proof of (36) is completed by invoking relation (4) . For the proof of (37) observe that
for every x ≥ 0. Note also that
and hence, for every x ≥ 0,
By the use of the above proposition we get the following corollary.
Corollary 21 If X is NBUE or NWUE, then
Proof. The exponential distribution is trivially both NBUE and NWUE and hence Proposition 20 leads to d W (X, E(EX)) ≤ 2 EX ζ 2 (X, E(EX)) = 2EX |ρ X | . .13) ). This inequality and a bound minimizing technique similar to the one used in the proof of Corollary 5 yields
which, in view of (38) , implies that
The last part of the proposition follows by a straightforward application of (37) . Again, a slightly better result for d K was proved by Daley (1988) engaging an entirely different reasoning.
b. Exponential approximation for geometric convolutions. Next, let us turn our attention to the exponential approximation of geometric convolutions. More specifically, suppose that X 1 , X 2 , ... is a sequence of nonnegative i.i.d. r.v.'s with 0 < EX 2 i < ∞ and let S n = P n i=1 X i . The random sum S N 0 , where N 0 is independent of the summands X i and follows the geometric distribution Pr(N 0 = k) = q k p, q = 1 − p, k ∈ {0, 1, 2, ...}, is called a geometric convolution. Geometric convolutions arise in many applied fields such as risk theory (e.g. in ruin theory for the CramerLundberg model), queueing (e.g. the waiting time distribution in a G/G/1 queue in equilibrium), reliability, regenerative models etc. It is well known that, under appropriate conditions, geometric convolutions converge in distribution to an exponentially distributed r.v. (see e.g. Szekli (1995) , Brown (1990) and the references therein).
In this paragraph we investigate how the results of Section 3 readily lead to bounds for the distance between geometric convolutions and appropriate exponentially distributed r.v.'s.
Proposition 22
Let γ = γ X = EX 2 /2(EX) 2 . The following inequalities hold true, Proof. The r.v. S N 0 is NWU (new worse than used, cf. Brown (1990) ) and hence, S N 0 is NWUE. Proposition 20 yields
Moreover, using (39) and Proposition 20 we also deduce that 
It can be easily verified that the distribution of Z is a mixture of the exponential E(EX/p) and the point mass zero, i.e. Pr(Z ≤ x) = p + q(1 − e −px/EX ) for x ≥ 0 and Pr(Z ≤ x) = 0 for x < 0. Finally, we get that
where Pr(Z/ES N 0 ≤ x) = Pr(Z ≤ xqp −1 EX) = p + q(1 − e −qx ). The proof for the case of HNWUE r.v.'s is analogous. Hence, the distributions of S N 0 and Y are close to each other if |ρ X | = |1 − EX 2 /2(EX) 2 | is close to 0. Finally, we mention that similar results can be extracted for the geometric sum S N 0 +1 .
