We present a methodology for composing large-grained services that exhibit temporal uncertainty and complex task dependencies. Our multi-agent approach incorporates temporal and stochastic planning paradigms and commitment-based negotiation to achieve the coordinated provision of services with stochastic outcomes. This is all captured within a service-choreography protocol, by which agents can request future service provisions and receive probabilistic temporal service promises in return, converging on coordinated decisions about how and when to work together. We hypothesise that our approach can scalably converge on good coordination solutions because it partially decouples the problems of negotiating service interactions and computing service policies. Our empirical evaluation provides initial confirmation of this hypothesis, demonstrating the scalability and effectiveness of our approach in producing coordinated, approximately optimal agent policies in a small fraction of the time that an optimal approach requires.
Introduction
Timing can be important within and across the provision of services. For example, the outcome of a service might be needed by some deadline, or there might be a need to time the provision of complementary services to ensure that they are providing contemporaneous results. The process by which a service is provided could involve stochastic durations, or uncertainty over which sequences of specific tasks will be invoked to achieve the service in various circumstances.
In this paper, we focus on the problem of coordinating services in domains involving temporal constraints and duration uncertainty, where meeting overall objectives requires anticipating future service requests and carefully planning how services will best be utilised within the deadlines for objectives. To model reservations for future service provisioning, our approach represents commitments between service-requesting and service-providing agents, where commitments use temporal and probabilistic parameters to summarise expectations over future agent activities. Agents then can use these commitments internally to guide the construction of policies about how to achieve (in the case of providers) or utilise (for requesters) these anticipated service outcomes. Our hypothesis is that effective service coordination can be achieved more efficiently by using commitments to largely decouple the service coordination and service achievement subproblems, rather than by coordinating detailed (joint) agent policies.
Large-grained service coordination problems
We begin by outlining a simplified example, illustrating the class of service composition problems for which we have devised our approach. Imagine some services that could be provided by a satellite imaging system. The system provides a basic imaging service that involves capturing and saving an image of some region of the earth. But it may also provide a more sophisticated pattern-analysis service that involves taking an image of a broad geographical region, scanning the image for a particular pattern, identifying the corresponding geographical coordinates of each pattern match, zooming in on each of those coordinates to take a more detailed image, and analysing the zoomed-in image. The image processing subtasks that make up this complex service are time-consuming operations, possibly taking on the order of minutes. And since the required amount of image processing varies depending on the number of patterns matched, the time required to complete this service varies as well. The pattern-analysis service might in turn provide input to a route-planning service that finds a route that visits (or avoids) those pattern-matched locations. For example, this combination of services might be used after a natural disaster to find locations where groups of survivors have gathered, and to plan the delivery of relief supplies to those places, all within some near-term deadline given the time-critical nature of the objective.
While we leave the details of how we model such services to Section 1.2, where these particular services are represented as 'Task A' and 'Task D' respectively in Figure 1 , the description so far allows us to characterise key assumptions about the kinds of problems for which we have geared our approach. An important characteristic of the problems we focus on is that they are large-grained, meaning that a single invocation of a service can consume a considerable (and often unpredictable) amount of time. This is in contrast to assumptions in much of the service composition literature, where services are often small-grained deterministic processes that can be quickly discovered and invoked as needed. Because invoking a large-grained service involves a much more significant investment of resources over time, decisions about which large-scale services to invoke, for what purposes, and when, should be made carefully. The strategy we adopt for this, as espoused in the multi-agent systems literature, is to associate with each service the functionality of a decision-making agent. The agents, representing services, reason about the current and future demands for (compositions of) services, accounting for uncertainty in the duration and results of services. Collectively, the goal of the agents is to coordinate the utilisation of the available services so as to satisfy the most important demands on the system, as well as possible, within deadlines. For example, by anticipating future service-provisioning needs, the agents try to avoid tying up a service (in performing less important tasks) if by doing so the service is unlikely to be available when it is projected to be needed for more important tasks. In short, the agents, representing service providers and requesters, need to build effective and coordinated plans for utilising their services.
It is important to note that, by concentrating on planning for large-grained services, our approach ignores a variety of issues that can come to the fore when considering small-grained service invocation and coordination. For example, when services are relatively quick, then factors such as network latencies and messaging delays can have profound effects on the performance of a service-oriented architecture. Further, network or node problems could introduce delays or failures in composing services to achieve larger goals, and techniques for overcoming such infrastructural exceptions could be vital for robust performance. However, to concentrate on the problem of planning for large-grained services, we will assume that infrastructural issues like these incur minor costs compared to the costs of miscoordinated invocation of large-grained services. The validity of this assumption deserves investigation in the future, and we believe that our framework can be easily extended to model some infrastructural problems.
A final assumption that we make in our approach to large-grained service coordination is that agents undergo a planning process separate from their service composition and execution activities. This allows them to plan what services to invoke and when, prior to invoking them. As a mission unfolds, mission objectives present themselves, service composition needs arise, and the agents plan their future actions (which make up their execution policies). We present a planning protocol whereby, in planning their intended service executions, the agents have an opportunity to coordinate by passing messages back and fourth in the form of service reservation requests: 1 complete Service X by time t with probability p.
These messages allow agents to coordinate future service provisions by attempting to reserve the service resources of one another. Instead of invoking a service at a specific time, an agent can agree to execute the service and deliver a response by a certain time with a certain probability. Because the services themselves are uncertain, this flexibility of planned service execution turns out to be very useful when coordinating their composition. We aim not only to automatically compose services, but also to efficiently handle multiple composite-service reservation requests that require coordination of uncertain service resources and satisfaction of timing restrictions.
Example
Next we present a detailed though simplified example inspired by the satellite imaging domain described in Section 1.1. Consider the simple service-oriented agent problem as depicted in Figure 1 , where Agent 1 is the satellite imaging agent. We call Agent 1 a service-providing agent because it has various satellite imaging tasks that it can perform to fulfil the service reservation requests of other agents. We will refer to Agent 2 and Agent 3 as service-requesting agents because they can make use of the satellite imaging services provided by Agent 1. In particular, Agent 1 has three services (A, B, and C), where providing Service A entails the completion of Task A, providing Service B entails the completion of Task B, and providing Service C entails the completion of Task B followed by the completion of Task C. These services in turn allow Agents 2 and 3 to complete their own tasks. Here, Task A represents the pattern-analysis service described in Section 1.1 and Task D represents a route-planning service employed by a vehicle to avoid potentially dangerous areas in its delivery of emergency supplies. We say that Task A enables Task D because in order for Agent 2 to perform Task D, Task A must be completed beforehand.
Because the tasks consume the agents' resources (computational resources and satellite sensor resources, for example), each agent can only perform one task at a time. The probabilistic durations of the tasks (measured in discrete time units) are dictated by their respective duration distributions. In the case of the pattern-analysis service (Task A), there may be 1, 2, or 3 potential areas of interest, so this task may take 1, 2, or 3 time units with equal probability. The other services offered by Agent 1 are an update service (Task B), whereby the satellite sensor takes a series of high-resolution images of an area of interest and updates a database with the new images, and a historical-analysis service (Task C) that compares the present-time images of an area of interest to past images in the database and generates a report summarising the differences. In order for Service C to be provided, Task B must first be executed to update the database with the most current set of images. To represent mission deadlines, we assume that all task executions must occur within a finite problem window of [0, T] .
Agents' individual goals are quantified through the local utility that they gain in completing their tasks. Agent 1 receives a utility of 1 for completing Task B because this task updates the image database (which is Agent 1's default purpose). It does not receive any local utility from completing Task A or Task C, but these tasks help Agents 2 and 3 respectively to complete their own tasks and gain local utility. Agent 2, the route-planning agent, needs the pattern-analysis data in order to plan a safe path so that the vehicle can deliver emergency supplies. Agent 3 represents a situation assessment agent that is trying to determine the significance of changes to important sites (for example, power plants or bridges). To do this, it uses the output from Agent 1's historical-analysis service (Task C) as input, and applies its own damage-assessment service (Task E) to determine whether the changes in the situation suggest that significant damage has been sustained.
Due to the tight time constraints and uncertainty in service durations, it is critical for the agents to coordinate their task executions and service provisions. For Agents 2 and 3, coordination entails determining which services are needed from other agents and when they are needed so as to fulfil their objectives. As shown in Figure 1 , these agents submit service reservation requests for their required services. For the service-providing agent, coordination entails negotiating incoming service reservation requests with service-requesting agents, ultimately building an action policy by which it can execute tasks so as to provide services as well as possible to the requesting agents. Several factors complicate this planning problem. There is uncertainty in the duration of Task A, which may take with equal probability 1, 2, or 3 time units. Also, the successful completion of Task C requires that Task B be executed prior to Task C. In order to plan effectively, the agents must model these kinds of uncertainties and dependencies.
Related work
The example above is one of automated service composition, a field that has been extremely active in the last several years (Rao and Su, 2004; ter Beek et al., 2006) . Much attention has been devoted to the decomposition of complex problems into the execution of individual services: from the identification of complex service combinations and orderings to the enlistment of services and management of service activities. Two main paradigms have emerged (Papazoglou et al., 2007) . Service Orchestration employs a central coordinator to invoke and combine services. Service Choreography instead brings services together through peer-to-peer interaction without the need for central control. Much of the recent work focuses on the problem of identifying combinations and sequences of services to be composed, but the individual services are modelled as simple processes that can be invoked when needed. There is less of an emphasis on planning the temporal interactions between larger-grained services involving stochastic, interdependent processes.
To solve these large-grained service problems, we draw upon temporal planning (Vere, 1983) and stochastic planning . Temporal planning takes representations of task durations, temporal constraints, conditions, and effects, and produces sequences of tasks that achieve specified goals. Disjunctive Temporal Problems (DTPs) (Stergiou and Koubarakis, 2000; Tsamardinos and Pollack, 2003) are the most recent popular manifestation of temporal planning. Stochastic planning, on the other hand, allows for the modelling of systems of complex tasks with nondeterministic durations and outcomes. To this end, Markov Decision Processes (MDPs) (Kallenberg, 1983) provide powerful models for agent-based task execution. Using these models, agents can represent flexible action policies that can interleave execution of different tasks depending on outcomes and action durations that actually occur.
On the stochastic planning side, one can recast the service problem as a Decentralised Markov Decision Process (DEC-MDP) (Bernstein et al., 2002) , through which the composition of services is modelled as a single process jointly controlled by all of the service agents involved. The DEC-MDP formulation is very general, capable of representing agent interactions far beyond the task enablements from our example, and consequently is (in the general case) extremely difficult to solve (Bernstein et al., 2002) . But there has been some recent work in exploiting special structure to yield efficient algorithms for solving subclasses of DEC-MDPs (Becker et al., 2004a-b; Marecki and Tambe, 2007; Nair et al., 2005) . Along this vein, our work takes advantage of particular structure in the service-oriented interactions.
Our approach is centred around a well-established agent paradigm of forming commitments to interactions and planning local behaviour around those commitments (Jennings, 1993) . Commitment theories and models are abundant in the multi-agent planning and reasoning literature. Our work inherits ideas from Smith's (1980) Contract Net protocol for distributed processing, Cohen and Levesque's (1991; 1990) theory of Joint Intentions, and Grosz and Kraus's (1996) SharedPlan framework. Others have designed powerful implementations of these commitment theories for solving multi-agent classical planning problems (Durfee and Lesser, 1991; Tambe, 1997) . Our approach extends work in constrained stochastic planning (Witwicki and Durfee, 2007) to apply commitments to service problems with inherent temporal uncertainty.
Approach overview
In order to compose services and achieve their goals, our service-oriented agents require the completion of other agents' services. To plan and coordinate the execution of these services, we utilise a service choreography protocol. As shown in Figure 2 , service-requesting agents submit requests to service-providing agents. The requests are dealt with through negotiations between the requester and provider that potentially end in agreements for service provision. As we describe in the sections that follow, for Steps 1 and 4, service-requesting agents employ temporal and stochastic planning to reason about the timing of when the services are needed in order for their own temporally constrained goals to be met. Because of the temporal uncertainty and service dependencies, service-providing agents also employ temporal and stochastic planning techniques in Steps 2 and 3 to decide what services can be provided at what times and with what likelihoods. We assume that the service agents are fully cooperative, such that agents will perform tasks to achieve mission objectives and maximise their collective utility. As a simplifying assumption for this initial study, we consider the agents' collective utility to be the sum of their individual rewards.
The remainder of this paper is structured as follows. In Section 2, we present an MDP modelling framework to represent service agents' tasks, executions, and commitments for service provision. Next, in Section 3, we provide a methodology for service provider reasoning: how to constrain its policy-formulation based on its commitments and in doing so evaluate the feasibility of commitments (Figure 2 Step 2), and how to search the space of commitment values when formulating counterproposals (Step 3). In Section 4, we present a corresponding methodology for service requesters to evaluate counterproposals and formulate new service requests (Steps 1 and 4). Having brought together all of the steps of the negotiation protocol, we discuss how the overarching problem of coordinating services activities of the system of agents may be achieved through commitment convergence in Section 5. In Section 6, we provide empirical results of the scalability and a discussion of the solution quality of our approach. We conclude with a summary of the contributions, open questions, and future directions of this work.
Modelling agents and services
Here we present the details of our framework for modelling service agents and temporally uncertain service tasks.
Markov decision processes
Because of the uncertainty, conditional constraints, and temporal constraints of the kind of service problem exemplified in Figure 1 , we model the behaviour of a service agent using a Markov Decision Process (MDP). In review, a classical MDP can be described by a four-tuple 〈S, A, P, R〉, where: S is a finite set of world states, A is a finite set of actions, P is the transition probability function P : S × A × S → [0,1], and R is the reward function R : S × A → R.
The solution to an MDP is a policy π, which may be described as a mapping of states to probability distributions over actions (π : S × A → [0, 1]). An optimal policy π * maximises the agent's total expected reward. There are several common approaches for computing the optimal policy π * of an MDP (Puterman, 1994) . These include Dynamic Programming (i.e., policy iteration, value iteration), Monte Carlo methods, and reinforcement learning. In this paper, we use the Linear Programming (LP) approach (D'Epenoux, 1963; Kallenberg, 1983 ). An MDP as described above can be formulated as a linear programme:
( 1) where α j denotes the probability of starting in state j, and the x ia variables, often called occupancy measures, denote the expected number of times action a is performed in state i. Upon solving this LP, we can easily compute the optimal policy π * from the computed optimal occupancy measures:
It is straightforward to compute the expected utility of this policy, which is simply a dot product of the occupancy measures with the MDP reward model: ( , ) .
Modelling tasks with temporal constraints and uncertainty
We represent a service agent's problem with a single-agent MDP model. MDP state is composed of the features relevant to tasks that the agent may execute and services that it may provide. Since service requests come with time constraints, an agent should know, in any given state, how much time has passed. So one feature of MDP state is time. Further, to model probabilities of service completion in subsequent states, and to preserve the Markov property, we incorporate into state task status: for each task whether the task has completed successfully, whether it has not yet been attempted, or whether it is in the midst of execution and if so the time at which it was started. The actions available to the agent are to start tasks (START-task-x) or to do nothing (NOOP). For each task, a reward equal to the local utility of that task is assigned to any state in which the task has just been completed. It is now straightforward to construct an MDP model that corresponds to an agent's task execution and service provision. Figure 3 shows part of the MDP for Agent 1 (the service-providing agent) in our example problem. At time step 0, the agent can either execute Task A, execute Task B, or do nothing. It cannot execute Task C because C requires that B be previously completed. Upon executing B, the agent immediately transitions into a state in which B is '(F)inished'. But upon executing A, the agent nondeterministically finishes A with probability 1/3 and transitions accordingly. The states at times 0, 1 and 2 are shown. This independent local model is made possible because Agent 1's features and state transitions are not dependent on any other agents. Agent 1 has no reason to request services from other agents. Agents 2 and 3, however, can benefit from the services of other agents, and so should form models that account for their dependencies on other agents. Next we will discuss how service-requesting agents can reason about service provision using commitments and model committed service provision with augmented local MDP models. 
Commitment semantics
We extend previous work on commitment-based MDP coordination (Witwicki and Durfee, 2007) to include a temporal component that is particularly relevant for temporally uncertain services. Our commitment-based coordination methodology is centred on requests and promises. The service requester requests that services be provided by some future time, and the service provider can promise to deliver services to the service requester. Turning again to our example problem, the first request (from Agent 2) is for Service A to be completed by time 3. This request can be fulfilled if the service provider (Agent 1) begins Task A at time 0. Based on the maximum duration of Task A, it will not finish any later than time 3. Thus Agent 1, if willing, can make a promise to Agent 2 to complete A (with certainty) no later than time 3. We call this promise a commitment because, if it is accepted by Agent 2, Agent 1 is required execute a policy that will deliver Service A with certainty no later than time 3.
Next, consider the second request (from Agent 3) for Service C to be completed by time 4. If Agent 1 is committed to completing A by time 3, it cannot promise to complete C by time 4. Task C deterministically takes 2 time units to complete and requires that B be completed prior to it starting. If Agent 1 begins Tasks B and C as soon as it can after completing A, in the worst case, C will not complete until time 6. There is, however, a j probability that Task C will be completed by time Step 4 (when Task A takes 1 time step). This gives rise to the notion of a probabilistic temporal commitment.
Definition 2.1
A probabilistic temporal service commitment C ij (s) = 〈t, ρ〉 is a guarantee that agent i will perform (for agent j) the actions necessary to deliver service s by time t with probability no less than ρ.
These probabilistic commitments allow agents to make promises to each other even in the event that they cannot fully guarantee service provision. It can be extremely beneficial to model the inherent service uncertainty in this way. In our example, Agent 1 cannot guarantee provision of Service C until time 6. If Agent 3 waits until time 6, it will only be able to complete Task E (in the case that Task E's duration is 2) with a probability of 1 . 4 But Agent 1 can promise provision by time 5 with a probability of 2 , 3 giving Agent 3 a 3 2 1 4 3 2 × = chance of completing Task E. So with Agent 1 committing to probabilistically providing Service C at time 5, Agent 3 can take advantage of the temporal uncertainty and effectively double its expected utility. While this example illustrates that the semantics of the commitment's probability can capture uncertainty about whether a task will be completed in time to meet the temporal commitment, the probability can also summarise the likelihood that a task will even be attempted. That is, in some (unlikely) execution trajectories, a service provider might reach a state where it would be counterproductive to even begin one of the tasks about which it has made a commitment. This kind of behaviour is captured in the commitment semantics: so long as the probability of encountering a trajectory that involves never starting a task, or not finishing it by time t, is no greater than 1 -ρ, then the provider can make the commitment to complete the task by t with probability ρ.
Modelling commitments
A service-requesting agent cannot itself control the provision of Service C, but is concerned with whether or not C will be or has been provided. Thus it should model a nonlocal feature ServiceC-completed. A commitment can be thought of as a promise from a service-providing agent to be, at time t with probability at least ρ, in some part of the MDP state space in which the corresponding service task has been completed. To a service-requesting agent, the commitment is a promise that a nonlocal feature (service-completed) will be set with probability no less than ρ. Thus, from a practical standpoint, this information of commitments made by other agents effectively corresponds to the MDP transition probabilities for those corresponding nonlocal features.
Consider a commitment C 13 (C) = 2 5, 3
by which Agent 1 promises to complete Task C by time 5 with probability 2 . 3 We can augment the transition model in Agent 3's local MDP to represent this committed behaviour of Agent 1. As shown in Figure 4 , the transition caused by taking action 'N' in state 'NN4' is expanded into two possible transitions. This is because Agent 1 has committed to setting the ServiceC-completed feature by time 5 with probability 2 . 3 In this problem, there is only one transition at time 4 that is augmented by the modelled commitment, but in general, all transitions leading from time 4 to time 5 would be expanded in this manner. Notice that Agent 3 models ServiceC-completed as '(N)ot completed' before the commitment time. There is no information encoded in the commitment about the value of the feature at times 0 through 4 nor is there information, in the case that the service is not provided by time 5, about the value of the bit at times 6 through 8. So in constructing the local model, the agent assumes the worst: that the services will not be provided.
Modelling the change in feature value of ServiceC-completed only at time 5 leads to a very compact local model. Note however, that this model is not entirely consistent with the behaviour of the service provider. Agent 1 has committed to setting the value of ServiceC-completed to 'F(inished)' by time 5 instead of at time 5. But Agent 3 models the feature as having value 'N' at all times before 5. That is, Agent 3 is not modelling the possible completion of Task C any earlier than the commitment time, even though it is possible that Task C might finish at time 4. Similarly, given that Agent 1's policy is really to start Task C as soon as it finishes Tasks A and B, then if Task C does not finish at time 5 it must finish at time 6. But the local model does not include that possibility. The incompleteness of the local model means that the policy it constructs cannot react quickly to early service provision and cannot react at all to late provision. We suggest a more sophisticated commitment model in Section 6.2 that alleviates this lack of reactivity by incorporating multiple times and probabilities into each commitment for each potential service provision. The size of an agent's local model is dependent on the number of commitments that affect the agent. Every commitment at time t is modelled by expanding all transitions (as with '?N5' in Figure 4 ) leading from all states at time t -1. And so every commitment doubles the branching factor of the local state space at time t. This implies that, in the worst case, the number of states grows at a rate of 2 |C| , where |C| is the number of commitments. Clearly, this method of decoupling will be most efficient for problems that we consider to be weakly-coupled: those with few potential service provisions and hence few commitments relative to local activities. As shown in the empirical evaluation, our method of decoupling has a computational advantage for weakly-coupled problems over centralised DEC-MDP solution methods. Now that we have the models for service agents, tasks, and commitments, we can describe the inner workings of the negotiation protocol introduced in Figure 2 . We begin by showing how service-providing agents can evaluate the feasibility of a received request (Step 2 of the protocol) and propose alternative commitments (Step 3).
Forming commitment-constrained policies
Service agents can solve the local models described in the previous section using standard MDP solution methods to compute execution policies. But in order to adhere to its probabilistic temporal commitments, a service provider needs to calculate a policy that keeps its promises. Prior approaches for commitment enforcement have solved MDP models augmented with extra rewards for reaching commitment-satisfying states (Musliner et al., 2006) . Our previous work on (non-temporal) probabilistic commitments developed a more effective alternative by constraining the space of policies rather than doctoring the rewards (to bias policy transitions) (Witwicki and Durfee, 2007) . We extend our previous work to find policies constrained by temporal probabilistic commitments.
Our solution uses the linear programming approach described in Section 2.1. We directly modify the MDP linear programme from Equation (1) to constrain the solution policy to adhere to a set of temporal probabilistic commitments: This constraint exploits the fact that an occupancy measure must equal the probability of ever visiting the state and taking the action, because states are time indexed and so cannot be visited more than once in any execution trajectory. Solving the new linear programme will yield a policy that is optimal for the committing agent with respect to its commitments to other agents if such a policy exists. If no such policy exists, the agent is overcommitted, and so the linear programme is overconstrained and has no solution. In this case, the LP solver will output that there is 'NO SOLUTION'.
Commitment feasibility
When a service request cannot be honoured as requested, the LP formulation will find no solution. Rather than replying 'no' to the requester, the protocol expects the provider to supply one or more counterproposals that represent alternative requests that it could commit to fulfilling (Step 3 in Figure 2 ). In considering the space of possible counterproposals, not all commitment probabilities and times need be considered. In the following sections, we present some techniques to prune suboptimal values from the space of potential commitment counterproposals.
Pruning commitment times
Recall that, for the service-providing agent, commitments pertain to the potential completion of its tasks. Each task has a certain discrete probability distribution over durations. So, to pick a time to promise a task completion with any probability greater than zero, it does not make sense to consider times that are less than the smallest positive probability duration.
In the example problem, our agent cannot complete Task A before time 1. For tasks that depend on other tasks, we can push the earliest commitment time further forward by adding the minimum durations of all dependent tasks. Task C depends on the completion of Task B, so the earliest time that should be considered for completing C is 2 + 1 = 3.
More sophisticated temporal reasoning may be used to push the earliest commitment time forward even further. For example, given an existing commitment by Agent 1 to deliver Service A at time 3, we can deduce that Task A must be started at time 0 and cannot finish any earlier than time Step 1. So, given previously established commitments, Service C should not be committed to any earlier than time 4. Although we do not yet incorporate this level reasoning into the implementation we use for our empirical studies (Section 6), it could be automated by representing the tasks in a temporal constraint satisfaction problem or DTP and applying constraint tightening techniques (Tsamardinos and Pollack, 2003) .
Bounding commitment probabilities
Having reduced the commitment space with respect to the time dimension, let us now consider the probability dimension. If the service-providing agent makes a commitment to completing Task A at time 2, it makes sense to set the commitment probability equal to the probability with which it can complete A in two time steps or less: 2/3. If the agent promises a higher probability, it will not be able to meet its commitment. We say that 2/3 is the maximum feasible probability for Agent 1's commitment to providing A at time 2.
Definition 3.1
The maximum feasible probability of a
commitment C ij made at time t is the highest commitment probability than can be achieved by time t by any policy of Agent i given its existing commitments (if any).
The maximum feasible probability of commitment to service s k can be computed using a linear programme, slightly modified from Equation (4), that takes as input the service-providing agent's local MDP with all previously established commitments set to their promised values (denoted {∀s ≠ s k , 〈t s , ρ s 〉}) and (using occupancy measures) maximises the probability of service s k being delivered at the given time: 
In this new linear programme, k s ρ is a probability variable (unlike the rest of the {ρ s } constants) and the solution maximises that probability instead of maximising local utility (as was the case in Equation 4).
Forming counterproposals
When a request is deemed infeasible, the service provider can use the LP in Equation (5) repeatedly to calculate the maximum feasible probability boundary across all relevant commitment times. Consider the example in Figure 1 . The first request for A to be completed by time Step 3 can be honoured and a commitment (C 12 (A) = {ρ = 1.0, t = 3}) formed. But next, the service provider receives a request from Agent 3 to deliver C by time
Step 4 (with implicit probability 1). Given the first commitment made to Agent 2, a commitment C 13 (C) = {ρ = 1.0, t = 4} is not feasible. This is shown in Figure 5 . The service provider could, in principle, calculate the entire maximum feasible probability boundary over the tightened time interval [3, 8] as shown in Figure 5 . But in counterproposing, it often makes sense to use the time and probability of the request as a basis for providing selective feedback without the provider computing a lot of unnecessary boundary points. As shown in Figure 5 , C can be delivered at the same time as the original request but with smaller probability, yielding alternative commitment
Or C can be delivered by a later time, 6, with the same probability as the request, yielding C C 13 ρ ′′ = = = These two counterproposals give the requester a reasonable sense of the boundary capabilities of the provider. Other points along the boundary could be provided, depending on the details of the negotiation protocol. However, our current implementation finds only these two commitment counterproposals.
The first of the two, C′ = {ρ 2 , t}, may be calculated using the probability-maximising LP from Equation (5). The second, C″ = {ρ, t 2 }, requires instead a minimisation of feasible commitment time. 2 We define a Mixed-Integer Linear Programme (MILP) that does just this, adding boolean variables to account for whether or not a commitment is feasible by various times: 
In Equation (6), variable f t can be set to 1 only if the commitment can be satisfied by time t with its original probability . k s ρ And so, in maximising the number of f t variables that get set to 1, we are effectively minimising the time that the commitment may be satisfied. The earliest feasible commitment time is then computed by finding the first f t variable set to 1 (min t {f t = 1}). As shown in Figure 5 , this new MILP allows for exploration of the maximum feasible probability boundary by considering horizontal slices through the commitment space (probabilities) instead of vertical slices (times, as with the LP from Equation 5).
Issues of service provider utility
The discussion so far has ignored the fact that service providers also have local utility, separate from the nonlocal utility that they can indirectly increase by fulfilling servicing requests. With the added consideration of service provider utility, the space of commitments to consider grows, because the 'best' commitment in terms of maximising total utility might not be along the maximal feasible probability boundary. That is, by reducing the probability with which it will satisfy another agent's request to a less-than-maximal value, the service provider might be able to develop a policy that improves its own local expected utility enough to more than compensate for the loss in the requesting agent's expected utility.
Here we summarise an extension that may be used to factor in the service providers' local utilities. Equation (7) introduces a new linear programme that allows a service provider to compute a lower bound in the probability space, representing the maximum probability for the commitment at a given time that still allows the provider to maximise its own local utility:
, 0 max . 
Note that this is only a slight modification of Equation (5): a constraint has been added to ensure that the expected utility of the policy is at least EU * , the best local utility achievable by the service provider given its currently-enforced commitments (as computed using Equation 3 on Equation 3's solution). This allows for the specification of a lower boundary in the commitment space (shown in Figure 6 ), below which commitments are guaranteed to be suboptimal. We call this the maximum support-optimal probability boundary because, for any commitment time, it indicates the highest commitment probability for which the supporting/providing agent can still obtain its own optimal local utility. As a result, the space of probability-time commitments worth considering is in the area between these boundaries. We can exploit discretisation in the time dimension, along with finding/creating discretisations in the probability dimension (since pure policies will not allow all possible probabilities to be achievable), to further prune the candidate space. Finally, by augmenting the protocol to exchange additional information about the expected utility gains/losses for (counter) proposed commitments, agents can search for a commitment that increases their collective expected reward. This, however, is the subject of future implementations.
Service requester reasoning

Request initialisation
To begin the negotiation process, a service requester must formulate an initial request to send to the service provider (Step 1 in Figure 2 ). Here we present one method by which all requests may be initialised. A service requester wants to formulate its best possible policy, which it can optimistically formulate by assuming that all of its commitment requests will be satisfied fully as early as it wants. That is, it can imagine that all providers will agree to commitments at time 0 with probability 1, and formulate its own optimal policy accordingly, yielding its maximum local expected utility EU * . Then, given that it knows this maximal local expected utility, the requester can turn the optimisation problem around to find the latest time for the commitments that can achieve this utility. We have developed a mixed-integer linear programme, shown in Equation (8), for computing a policy that performs commitment-enabled actions as late as possible while maintaining that the local utility is no worse than EU * .
In Equation (8), we introduce integer variables y t ∈ {0,1} that can only take a value of 1 if a commitment-utilising action is performed at or before time t with probability greater than 0 (enforced by using a very small ε variable). In minimising the sum of the y values, we force commitment-utilising actions to be performed as late as possible. Upon solving the MILP, the earliest time of such an action may be calculated by finding the first y variable that has value 1: min t {y t > 0}. This earliest commitment-utilisation time returned by the linear programme is then used as a relaxation time for the requested commitment. These relaxed requests may still be overly optimistic (in terms of the service providers' capabilities), but at least they do not impose unnecessarily demanding requirements on the providers. 
Request revision
Next we discuss how a service-requesting agent like Agent 3 would process the commitments counterproposed by a service provider in its negotiations (Step 4 in Figure 2 ). Just like the service provider, the service requester can evaluate utilities of various counterproposed commitments by solving local commitment-augmented MDPs (using the LP from Equation 4 in Section 3.1) and calculating the expected utilities of their respective solution policies (using Equation 3). The (self-interested) object of the requester is to find the best possible feasible commitment and thereby maximise its local utility.
Along these lines, one very simple method of formulating a new request is to evaluate each counterproposal, identify the best one, and request it. In our running example, Agent 3 could either choose time 6 with probability 1 (giving it an expected local utility of 0.75), or time 4 with probability 1 3 (giving it an expected utility of 1.0). Agent 3 would then request the latter. A slightly more advanced variation is to additionally consider a commitment time and probability between the bounds of the counterproposals. The requester can simply interpolate optimistically, computing and evaluating the potential utility of a request whose time is halfway between the two counterproposals and whose probability is equal to the maximum probability of the two counterproposals. In the case of our running example, this optimistically-interpolated request corresponds to commitment 13 ( ) { 1, 5}. C C t ρ ′′′ = = = Although this interpolated commitment request will not be feasible, in this case the provider will respond with more counterproposals to better inform the requester of the boundary capabilities. By iterating back and forth in this way, the potential commitment time window will narrow monotonically and (since time is discrete) the process must terminate when the requester is unable to interpolate further. This strategy of re-requesting is implemented in the commitment convergence algorithm presented in the next section. From the perspective of the service requester, another response to counterproposals from potential service providers might be to consider them collectively, and accept multiple such proposals. In our running example, had there been a second potential provider for service C, the service request could have gone to it as well as to Agent 1. Assume for a moment that having service C at time 4 is important for the requester. The counterproposal from Agent 1 specifies that, at time 4, there is a probability of 1 3 that service C will be accomplished. If the other provider responded that, at time 4, it could provide C with a probability of 1 , 2 then the requester has options. It could certainly choose to enlist the other agent to provide C, because of the higher probability. But, assuming that the possible providers are otherwise idle, and that they can pursue C concurrently and independently, the requester could accept both counterproposals, so as to increase the probability that at least one provision of C will succeed to 2 . 3
Negotiation-driven commitment convergence
Each request made to a service provider may be handled using the negotiation protocol introduced in Figure 2 . As in the running example problem, each service-providing agent is first given a sequence of these incoming requests. The idea is to consider each request one at a time, converging on an agreement with the service-providing agent(s) through negotiation before moving to the next request. Our agents therefore search the space of commitments of all service requests greedily by setting the commitments one at a time. This strategy enables much quicker commitment convergence than would an exhaustive search. Pseudo-code for our commitment convergence algorithm is shown in Algorithm 1. Each step of the algorithm involves agents solving linear programmes (as described in Sections 3 and 4) to reason about requests, counterproposals, and optimal local behaviour. One by one, each original request is dealt with in a pair-wise negotiation between provider and requester. The two agents iterate through sets of potential commitment values and eventually converge on a single agreed commitment for each requested service. This convergence of commitment values is guaranteed (in a number of iterations logarithmic in the problem time horizon) because of the methods agents use for counterproposing and re-requesting.
As is typical of greedy algorithms, a drawback of this particular commitment negotiation algorithm is that, by greedily maximising the utility associated with the current commitment to a service provision, an agent can sacrifice potential solution quality of later service provisions. In our running example, if the service requests are handled in the order that they are shown in Figure 1 , negotiation yields commitments C 12 (A) = {p = 1.0, t = 4} and C 13 (C) = {p = 2 , 3 t = 5}. Given that the completion of Task A by time 3 is worth a local utility gain of u 2 to Agent 2 and the completion of Task C by time 4 is worth a local utility gain of u 3 to Agent 3, these two commitments together provide the requesters a total expected gain of u 2 + 3 1 . 2 u If we reverse the order in which the requests are considered in the example problem, the negotiation protocol brings us to a different set of commitments. A commitment C 13 (C) = {p = 1.0, t = 4} is made to Agent 3 promising the completion of Task C by time Step 4. But when the provider next negotiates with Agent 2, it can only make commitments involving the execution of Task A after Tasks B and C. Otherwise its first commitment would be violated. In the case of our example problem, this results in Task A finishing at time 4 with probability 1. And completion of Task A after time 4 does not benefit Agent 2 at all. Thus, by using this alternate request order, negotiations converge on a set of commitments that provide the requesters a total gain of 2 3
Which ordering produces the better solution is dependent upon the relative utility benefit values u 2 and u 3 . Specifically, the first commitments are preferable when u 2 is worth at least 1 2 of u 3 , but otherwise the other commitments would be preferred.
Although additional ordering heuristics could be overlaid on top of the greedy protocol described here, it is difficult to ensure in general that the right ordering will be attempted. Furthermore, the optimal set of commitments might not be achievable by greedy convergence using any ordering. It may be that two requesting agents will receive the greatest collective utility if they both compromise on the probability and/or time by which they provided competing services. Such a compromise can only be achieved by simultaneously considering both potential commitments (instead of considering them one-by-one as with the greedy algorithm). As discussed in Section 7, future implementation plans involve more sophisticated commitment-space search methods that, for example, simultaneously consider multiple commitment dimensions.
Empirical results
Here we evaluate the effectiveness of our commitment methodology. We have generated sets of service coordination problems to test the strengths and limitations of our approach. Because the problems are constructed, the claims that we can make are only suggestive of the practical value of our algorithms (to the extent that real problems are similar to our test problems in terms of large-grained services with stochastic characteristics). The motivation for our commitment-based approach is to be able to solve larger, more complex problems well with less computational effort. To this end, our evaluation measures how scaling up problem difficulty affects runtime, and how the greedy and approximate techniques impact solution quality. In the subsections that follow, we demonstrate that our approach scales well to significantly harder problems than the simple example, and that the commitment-based approach can successfully coordinate agents to achieve rewards above what they could achieve without coordination. In this respect, our evaluation is to see whether commitment-based service coordination can be successful in absolute terms. We also would like to know whether commitment-based coordination is successful relative to the state of the art by comparing it with other planning approaches for related problems (e.g., Becker et al., 2004a; Marecki and Tambe, 2007; Nair et al., 2003) . Unfortunately, finding a suite of random test problems that simultaneously fit the assumptions of the various approaches is nontrivial. Given that difficulty, in this paper we instead compare our approach to a more generic stochastic planning approach. We have implemented a fully-observable DEC-MDP (also known as a Multiagent MDP (Boutilier, 1996) or MMDP for short), solvable with the standard LP solution algorithm. The MMDP incorporates all agents' state features and actions into a single model and assumes that each agent observes the full global state at every time step. This model allows for straightforward computation of optimally-coordinated policies because it is structurally equivalent to a single-agent MDP (with a joint action).
Solving the MMDP on our service problems can provide some performance bounds for purposes of comparison. The MMDP is a centralised planning model that finds optimal joint policies by simultaneously accounting for all agents' policy decisions, meaning that it works on extremely large state and action spaces. Meanwhile, our commitment-based approach exploits the largely decoupled structure in service coordination problems, and develops only approximately-optimal solutions. Because the MMDP does not exploit structure or approximation like our approach (and other approaches) can, its runtime should be viewed more as providing a worst-case bound on computational effort. On the other hand, because the MMDP produces optimal joint policies that assume each agent has full global state awareness at all times, the expected qualities of its joint policies provide a best-case bound on the agents' collective performance. In contrast, our commitment-based approach assumes that agents only know their local state and whether other agents have succeeded or failed in meeting their commitments. Thus, while the bounds are not tight, the MMDP provides well-defined performance bounds against which to compare our approach.
The experimental results that follow have been generated using an implementation of the commitment convergence algorithm (as described in Sections 3-5) in Java with JNI calls to CPLEX (the industry standard Linear Programming Solver) to solve the commitment-constrained MDPs. For construction of MDPs and computation of policies, agents share the processing power of a single machine with a 3.4 GHz processor and 1 GB of memory (allocated to the Java process).
Scalability
We begin by presenting scalability results that demonstrate the potential applicability of our methodology. Figure 7 shows the runtime on variations of exactly the example problem (from Section 1.2), where each variation is scaled up by simply stretching out the timing of all tasks 3 and extending the time horizon accordingly (from T = 8 to T = 96). This leads to larger MDPs, more LP constraints, and potentially more iterations of commitment requesting and counterproposing. As can be seen in Figure 7 , the algorithm remains tractable for time horizons as a large as T = 96 (at which point CPLEX is solving constrained MDPs with over 10 000 states), converging on commitments in a minute or less. We compare this runtime with solving the Multiagent MDP, which scales much worse with the problem time horizon, taking hours to return the optimal solution (utility = 6.0), whereas the commitment-based algorithm returned a near-optimal solution (utility = 5.5) in under a minute. This result provides some evidence that our approximate algorithm can produce reasonable solutions tractably, scaling gracefully with the problem time horizon. Next, we scale the local complexity of the example problem by adding random local tasks, each of which is not enabled by other agents' services and may not be requested by other agents. This has the consequence that the agents' problems are tied to one another with the same interaction structure as in our running example. But each of the agents problems becomes more complicated with additional local tasks (that may accrue utility) and additional local dependencies between internal tasks and services. Through random task additions, we automatically generate sets of random problems (25 for each data point). Details of the problem generation scheme are provided in the Appendix. Figure 8 shows the results we achieve by running our approach, as well as the MMDP, on these augmented problems. Average running time is plotted on a logarithmic scale. This experiment offers strong evidence that our approach scales to problems with increasingly complex local behaviour. For random locally-augmented problems with more than eight tasks, the MMDP model takes more than an hour to solve on average. Note that as more local tasks are added, the agents' individual decision problems are becoming larger, but also more weakly-coupled from one another. It is this weak coupling (as discussed in Section 2.4) that enables commitment-based negotiation to remain so much more efficient. In one more scalability test, we increase the size of the example problem by adding additional service-requesting agents. Maintaining the single-service provider structure, randomly-generated agents are added, each with a small number of local tasks and a single service requirement. Further details are included in the Appendix. The average runtime for 25 random problems per data point is plotted in Figure 9 . This time, notice that our commitment negotiation approach scales roughly linearly with the number of agents. The MMDP scales exponentially, and therefore quickly becomes intractable. An alternative metric common in multiagent and service-oriented systems is the number of messages passed between agents. With our negotiation protocol, the number of messages scales linearly with the number of service provision relationships, regardless of the number of agents involved. Each relationship requires a minimum of two messages (for request and agreement) and can require a number of messages logarithmic in the number of time points in the worst case, if the requesting agent continues to request the optimistic interpolation (as described in Section 4.2). Of course, the number of messages can be decreased by creating more informative messages (and incurring the costs of forming those messages). For example, if the provider replies at the outset with the entire feasible probability boundary, then no iteration is needed.
These results provide evidence that computational costs scale well using our commitment-based coordination approach. Comparison with the MMDP solution supports our hypothesis that commitment-based techniques can be more computationally efficient than centralised planning methods because they help decouple decisions about how to coordinate service provision from decisions about how to build policies that actually provide the services in stochastic domains.
Solution quality
The computational benefits of commitment-based coordination over the MMDP come at a price in terms of the potential quality of the agents' joint solution. Figure 10 shows the difference in quality by empirical comparison on a set of 25 randomly-generated service problems. Each problem contains three agents and a total of nine tasks randomly distributed between the agents. There are three random enablement NLEs, but unlike our example problem, the services are not all provided by the same agent. Agents are not exclusively providers or requesters. The dependencies between each agent's local tasks are random as are the task duration distributions. More details are provided in the Appendix. Although none of the individual problems are based on actual real-world service composition scenarios, we sought to generate a set of problems representative of a wide range of potential three-agent scenarios, remaining impartial about characteristics such as service composition hierarchy, tightness of timing, and distribution of local utility. This evaluation provides preliminary evidence that our commitment methodology may produce coordinated, high-quality solutions for various service composition problems.
The height of the bars represent solution quality, measured as the sum of the expected local utilities of the three agents. The corresponding error bars represent standard deviation in the solution qualities across the 25 problems. The number under each bar represents the average time to converge or (in the case of the MMDP) to compute the optimal solution. The left-most bar in Figure 10 indicates the average quality of a solution approach in which agents plan with completely-independent local models that do not consider any possibility of service provision from other agents. That is, agents build optimal local policies around an empty set of commitments. This approach serves as a lower bound over which coordinated agent behaviour should rise. And as shown in Figure 10 , the commitment negotiation algorithm performs significantly better. Our approach performs nearly as well as the optimal MMDP solution approach in a tiny fraction of the computation time.
Our approach yields coordinated policies for these random service problems, achieving higher solution quality than that of uncoordinated policies, but this solution quality is, on average, lower than that of the optimal MMDP solution. Reasons for this gap in solution quality include the following. First, as described in Section 5, commitment values are converged upon greedily, one by one, and in a fixed order. We have included an intermediate data point to account for a portion of this loss of quality. The bar labelled 'Optimally-Ordered Commitment Negotiation' represents the commitment convergence algorithm performed on all possible orderings of commitments so that the highest-quality joint policy (corresponding to the optimal commitment ordering) is selected. But this approach still makes greedy choices (given the optimal ordering). The MMDP formulation, on the other hand, always makes the correct choices and always converges on the globally optimal joint policy for the agents. It always finds the best balance of service provision to multiple service requesters, as well as the best balance of provider and requester utility.
Another drawback as compared with the MMDP formulation is that, in order to achieve compactness and efficiency, our models make some approximations of nonlocal agent behaviour. For example, the agents forgo potential flexibility and sacrifice potential expected utility by representing each service commitment with just a single time and probability. That is, unlike the MMDP that assumes agents have global awareness and can react suitably when a service is provided earlier (or later) than planned, our approach (as we have described) only allows agents to model and react at the service's committed time. However, there is nothing in the commitment-based approach that precludes making multiple (conditional) commitments at different times for each request, but this would further enlarge the coordination search space, and so should be done with care.
Our commitment models as described here also make structural assumptions about service provision. The agents view services provided by others as independent components that aid in the achievement of their own activities. In our simple example problem, this independence assumption holds because the two requesting agents are requesting one service each from a single providing agent. But in general, as we move to more complex compositional hierarchies, the assumption may no longer be valid. Consider, for example, a chain of service commitments (in which each new service requires the completion of the previous one). Our negotiating agents cannot model such dependencies between various services. Because the MMDP models all agents and all services centrally, it implicitly accounts for all possible dependencies among services.
Conclusion
Much of the existing service composition literature discusses services as largely deterministic processes that can be discovered, invoked, and composed whenever they are called for. This paper instead addresses automated service composition as a problem of multi-agent coordination and stochastic planning. We have defined a novel approach to coordination of service activities, using MDP models to represent large-grained services decomposable into tasks with temporal uncertainty and complex dependencies, and incorporating into these models promised agent interactions in the form of probabilistic service commitments. Our approach enables agents to plan coordinated service behaviour by entering into a service-choreography-inspired negotiation over service commitments, incorporating temporal reasoning and constrained policy formulation.
Our empirical results show that we can solve scaled versions of our example problems, finding reasonable joint policies tractably. By coordinating at the abstraction level of commitments, our approach avoids (some of) the combinatorial explosion that arises in finer-grained, general-purpose multi-agent models like the MMDP. At the same time, using commitments within policy formulation processes permits each agent to optimise its local activities (including satisfying multiple service requests over the same time interval) by being responsive to uncertainty in its domain. For this reason, we expect our method to be particularly effective for the composition of stochastic services with complex inner workings. Stronger claims about the practical usefulness of our methodology is pending further empirical analysis on a wider range of service problems and comparison with other state-of-the-art stochastic planning approaches.
Our ongoing investigation also includes development of more sophisticated commitment models and negotiation protocols in support of narrowing the gap in solution quality that was exposed in Figure 10 . As discussed in Section 6.2, the current implementation of agents' local MDP models approximate the behaviour of the other agents with respect to the services they provide, ignoring possible service dependencies as well as potential opportunities for increased flexibility. As we intend to demonstrate in future work, richer modelling of service provision (such as representing multiple times and probabilities for each committed service) will yield more reactive policies and hence higher-quality solutions. Furthermore, we plan to develop and evaluate more sophisticated commitment-space search methods that account for service provider utility and inter-service dependencies.
While our approach has been motivated by problems that arise in some of the applications in which we are interested, where services involve time-consuming processing and can even include enlisting the cognitive abilities of a human expert, the empirical investigation we present here has abstracted away the application-specific details. By doing so, our intention is to be able to empirically study our approach in a larger, randomly generated space of service composition problems. In parallel, we have been developing techniques for capturing the statistical information in real service network settings that our model can then use. Our hope is to marry these thrusts to test our approach in at least a small but real service-oriented computing infrastructure.
Notes
1
In this paper we use 'service reservation request' and 'service request' interchangeably to refer to a request for the planning of a future service provision. A 'request' for a service to the planner thus differs from the typical meaning of a 'request' in small-grained service-oriented computing, as something that triggers the immediate execution of a service. 2
If the provider cannot achieve the requested commitment probability ρ at any time, the second counterproposal is computed to be {ρ 3 = the maximum probability achievable by the time horizon T, t 3 = the earliest time at which ρ 3 can be achieved}.
3
Tasks maintain the same number of discrete durations, but each possible duration is scaled.
