Mathematical models of real life phenomena are highly nonlinear involving multiple parameters and often exhibiting complex dynamics. Experimental data sets are typically small and noisy, rendering estimation of parameters from such data unreliable and difficult. This paper presents a study of the Bayesian posterior distribution for unknown parameters of two chaotic discrete dynamical systems conditioned on observations of the system. The study shows how the qualitative properties of the posterior are affected by the intrinsic noise present in the data, the representation of this noise in the parameter estimation process, and the length of the data-set. The results indicate that increasing length of dataset does not significantly increase the precision of the estimate, and this is true for both periodic and chaotic data. On the other hand, increasing precision of the measurements leads to significant increase in precision of the estimated parameter in case of periodic data, but not in the case of chaotic data. These results are highly useful in designing laboratory and field-based studies in biology in general, and ecology and conservation in particular. Biological processes are often described by nonlinear mathematical models involving multiple parameters. Estimating these parameters is a common problem of data analysis, but its importance is compounded if the data-sets are short and noisy, and the models show bifurcations and chaos, as is quite common. In this paper, we show how, by adopting a simple Bayesian framework, one can infer crucial information about the underlying mathematical model, and provide bounds on the parameters describing them. The framework can be applied to any general chaotic dynamical system, as we illustrate through two examples: the logistic map as well as a mathematical model describing a real biological process, i.e., the population dynamics of Drosophila melanogaster. We show how the posterior distribution for the parameters helps us discern the rich information about the parameters of the model as encoded in the noisy observations of the system dynamics, including the the statistical correlation between the various parameters.
Biological processes are often described by nonlinear mathematical models involving multiple parameters. Estimating these parameters is a common problem of data analysis, but its importance is compounded if the data-sets are short and noisy, and the models show bifurcations and chaos, as is quite common. In this paper, we show how, by adopting a simple Bayesian framework, one can infer crucial information about the underlying mathematical model, and provide bounds on the parameters describing them. The framework can be applied to any general chaotic dynamical system, as we illustrate through two examples:
the logistic map as well as a mathematical model describing a real biological process, i.e., the population dynamics of Drosophila melanogaster. We show how the posterior distribution for the parameters helps us discern the rich information about the parameters of the model as encoded in the noisy observations of the system dynamics, including the the statistical correlation between the various parameters.
I. INTRODUCTION
Mathematical models of complex phenomena are typically nonlinear and invariably involve multiple parameters. The estimation of these parameters using observed data is an important step in validating the models and later utilizing them for predictive studies and for enhancing our understanding of the real systems being modeled [1] [2] [3] . The problem of parameter estimation extends well beyond biology, for example into astrophysics [4] [5] [6] , where Markhov Chain Monte Carlo methods are commonly used to understand the behaviour of dynamical systems [7] [8] [9] [10] [11] . However, this has especially far-reachng consequences in describing real biological processes, as experimental data-sets are typically small and noisy, and mathematical models show a range of dynamical behaviour -from stable to chaotic [12] [13] [14] .
The wide prevalence of short and noisy experimentally obtained data-sets requires careful modeling of the observational errors and provides a significant motivation for a probabilistic approach to the parameter estimation problem, which has received significant attention recently [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] . Further, quoting from [27, p.15] , it is known that "most measurements of the state of a system contain comparatively little information about the parameters of the system except for those iterates where the hyperbolic behavior of a system becomes degen-erate" making it difficult to get precise estimates of the parameter by using deterministic or variational methods such as least squares methods ( [2, [28] [29] [30] [31] and references therein) or synchronization based approaches ( [32] [33] [34] [35] [36] [37] [38] [39] and references therein), without detailed prior information about the parameters to be estimated.
The study of parameter estimation presented in this paper is motivated by the two important aspects, mentioned above, in the context of ecology -viz. (i) ecological time series depicting population dynamics obtained from both laboratory and field experiments are typically small and noisy [40] , and (ii) the dynamics of population growth of organisms with non-overlapping generations are modeled mathematically using discrete maps, which show period-doubling bifurcations with respect to multiple parameters [41] . The former aspect involves modeling of the observational errors while both these aspects together make any deterministic estimation either imprecise or unreliable or both.
In this paper, we use Bayesian inference and the Markov chain Monte Carlo method [42] [43] [44] on two discrete-time population growth models with increasing mathematical and biological complexity in order to identify the main difficulties in estimating parameters with limited prior knowledge of these parameters. Another major motivation for Bayesian approach is that the deterministic (e.g. synchronization based) or variational (least-squares) methods do not allow us to account for highly nonlinear correlations between different parameters to be estimated. In contrast, such nonlinear correlations are naturally represented in the Bayesian posterior distribution for the parameters, as can be seen from figure 11. The knowledge of such nonlinear relationships between parameters would be naturally useful in further predictive or diagnostic studies using the models. All these features are present in ecological and epidemiological time series data, which are important for assessment and prediction of population density.
The novelty of this study is the focus on analysing, in detail, the effects of the bifurcations that generically occur as a function of the parameters to be estimated. In particular, we focus on period doubling bifurcations which are very common in population dynamical models (and indeed in many other nonlinear dynamical models), thus making the following conclusion very generally applicable in other systems as well: in the presence of these bifurcations, the estimation of parameters in the chaotic regime can only be done quite imprecisely, as compared to the estimation in the periodic regime even under fairly high noise strength. The paper is organised as follows. We introduce the mathematical notation in section II, and present the main numerical results in the subsequent sections III-IV on the single parameter Logistic map and a multi-parameter life history-based realistic model for insect population dynamics, and a discussion of the results in the last section V.
II. PARAMETER ESTIMATION: MATHEMATICAL FORMALISM AND NU-MERICAL FRAMEWORK
We consider deterministic dynamical models M (x n , θ, I) on a state space X , defined by
where θ = (θ 1 , . . . , θ s ) ∈ R s is the set of s parameters of the model and I is any other information that goes into the construction of the model (e.g., values of some known parameters which do not need to be estimated). Given a time series of length t of noisy and partial observations, y n , defined by:
where h(x n ) is a function of x n , and η n is the intrinsic experimental noise, the main question we will aim to study is the estimation of parameters θ based on these observations (or measurements) Y := {y 1 , . . . , y t }. In this paper, we will consider the case of y n ∈ R so that
We will consider the Bayesian probabilistic formulation of this question which takes into account (i) any prior information about the parameters θ through the prior (unconditional) distribution r(θ|I), and (ii) the likelihood l(Y|θ, I), i.e., the conditional distribution of the data given the parameters [45] [46] [47] . Given the prior and likelihood, Bayes' theorem gives the posterior probabilty distribution of θ, given data Y.
Essentially, the above posterior quantifies all the information about the parameters θ contained in the observations Y and this will be the main object of study in the rest of the paper.
We will assume that the measurement noise is Gaussian and uncorrelated in time, i.e., η n are independent and identically distributed (iid) random variables derived from a normal distribution N (0, σ 2 r ). We will call σ r as the "strength" (more precisely of course the standard deviation) of the "recovery noise," to be contrasted later with the actual noise present in the observations. We will also assume that the prior probability distribution on the parameters θ is uniform within physically motivated ranges
. With these two assumptions, the expression for the posterior probability distribution, p(θ|Y, I), simplifies to:
for
We use the standard Metropolis-Hastings algorithm [47, 48] to sample the above posterior.
We use a slight variation of a setup commonly known in the data assimilation literature as "identical twin experiments" ( [49, Chap. 7] or [50, Chap. 6] ). This is achieved by choosing an initial conditions x inj and parameters θ inj (called "injected parameter") in order to generate a trajectory
with x 0 = x inj and n = 0, . . . , t − 1. Then the simulated data set is obtained as:
where η inj is a specific realization of an iid random variable derived from N (0, σ 2 inj ). We call σinj as the strength (more precisely, the standard deviation) of the "injected noise".
During the parameter estimation, we use the dynamical model given by equation (1) in the definition of the posterior distribution given in equation (4), where σ r in equation (4) may not be equal to σ inj used in equation (6) . The main justification behind making this distinction is that the actual experimental or observational noise σ inj may not be known to us, and thus we may choose a different noise σ r in the process of parameter estimation.
Using the above mathematical formalism, we explore the qualitative features of the posterior probability distributions, as we vary the following aspects of the problem: (a) injected noise, σ inj , (b) recovery noise, σ r , (c) length of the data set, t and (d) choice of the injected parameter θ inj for which the trajectory {x n } is either periodic or chaotic. As mentioned earlier, the two ecological models of increasing complexity, both in terms of number of parameters, nonlinearity and number of variables involved, that we focus on are -the logistic map in section III and a realistic insect population dynamics (N-W) model in section IV.
III. LOGISTIC MAP
The logistic map is the simplest discrete one parameter population dynamic model, which is also the paradigm for studying period-doubling bifurcations and chaos in one-dimensional unimodal maps [41, 51] .
Here x n represents the population size (scaled by the carrying capacity, i.e., the maximum population size supported by the environment/habitat) at the n th generation. The bifurcation parameter, r, is the growth rate of the species. It is well known that this model exhibits Using either the periodic or the chaotic data, we perform the standard MetropolisHastings sampling of the posterior p(r|Y). In figure 3 , we show 1000 for periodic (top panel) and 600 different cases for chaotic data (bottom panel), respectively, corresponding to a range of values for t, σ inj , σ r . The red crosses in figure 3 show the mean, the blue crosses the mode, and the dark green or light green shading indicating the 68% or 95% confidence interval around the mean. We clearly notice that in the case of the periodic data, the mode is close to the injected value r inj = 3.5 in many cases. However, neither the mean nor the mode is close to the injected value r inj = 3.7 for the chaotic data. In fact, both the mean and the mode of p(r|Y c ) (for chaotic data) seem to be nearly independent of the values for t, σ inj , σ r , thus indicating that in absence of very detailed prior knowledge of the system (as quantified in the prior distribution), it is not possible to estimate parameters of a chaotic system. We now describe how the strength of injected noise σ inj , the length of dataset t, and strength of observational noise σ r used during parameter estimation affect the posterior, both for periodic and chaotic data. Comparison of the three panels in Fig. 4 , the top row shows that for the case of parameter estimation with periodic data Y p , the injected noise σ inj has the most notable effect on the posterior p(r|Y p ) -more precise measurements lead to more precise parameter estimation
[ Fig. 4 (a) ]. We also see that the effects of t and σ r are negligible -varying either of these two does not lead to any major change in the posterior [ Fig. 4 (b) and (c), respectively].
As expected, increasing σ inj leads to larger standard deviation of p(r|Y p ), to a point where parameter estimation on periodic data with high σ inj is indistinguishable from parameter estimation on chaotic data (as seen very clearly in Fig. 5 ).This is because, with increasing σ inj , the underlying periodicity of the data is lost in the noise.
The bottom row of Fig. 4 shows effect of these same parameters σ inj , t, σ r on the posterior distribution conditioned on chaotic data. We see that the posterior is now much more broad as compared to the case of periodic data. In fact, the broad posterior distribution for 
IV. THE MULTI-PARAMETER (N-W) MODEL OF INSECTS POPULATION GROWTH
We now apply the parameter estimation method to a more realistic model involving multiple parameters and variables, which is more likely to be used to study population growth processes. Many organisms, like insects, go through multiple life stages (egg, larva, pupa, adult) before reaching adulthood to lay eggs again for starting the next generation.
Based on the details of the life stages of insects, a coupled difference equation model (termed as N-W model), is developed for insects with adult number (N) and body weight (W) as the two dynamical variables [52] [53] [54] [55] [56] :
where (N t , W t ) and (N t+1 , W t+1 ) denote the number and weight of the adult population in consecutive generations. The equations define a two dimensional map of adult population In both these cases of single or two parameter estimation, given a time series of observed populations (containing noise), y n ≡ N obs,n ∈ Y, the likelihood function can be defined along the same lines as Eq. (5):
where, N th,n is the theoretical predictions of the model. Regarding data generation, in complete analogy with the logistic map case, an appropriate initial choice of θ inj from the bifurcation diagram in Fig. 6 , outputs a periodic data series Y p (Fig. 7(a) ), or a chaotic data series Y c (Fig. 7(b) ). We then use this data series in the likelihood function defined in the above equation (10) and use the standard Metropolis-Hastings algorithm for sampling the posterior as defined in Eq. (4). Since there is very little known a priori about the parameters to be estimated, we again choose the prior which is uniform over physically motivated ranges.
A. Estimation of one parameter
The Metropolis Hastings algorithm shows the same robustness in recovering the injected value of d, as in the case of the logistic map (Fig. 8) . Also, the posterior probability distribution of d, p(d|Y, I) depends on nature of data (periodic or chaotic), standard deviation of injected noise σ inj , length of the data set d , and the standard deviation of the recovered noise σ r (Fig. 9) , in a manner similar to the general logistic map model. Another result qualitatively similar to the logistic map case is shown in Fig. 10 , where as σ inj is increased, parameter estimation on periodic data becomes indistinguishable from parameter estimation on chaotic data.
The difference between the precision of the parameter estimation, as assessed by the standard deviation of the posterior, can be most easily seen from the bottom panel of figure 6 which shows the so-called "violin plot" [57] . In particular, the x-axis shows the time series with t = 500 points, indicating that short time series is better at recovering the parameter value in case of chaotic data. This is qualitatively consistent with the remarks made in [27] relating parameter estimation and shadowing -shadowing short trajectories is easier than long ones in chaotic systems. In either case, a qualitative interpretation of the posterior (for example, choice of mode rather than mean in case of short trajectory) will help choose a narrow prior for subsequent parameter estimation studies that progressively may help us identify the true injected parameter. Use of a long time series all at once is sub-optimal and more precise measurements (decreased σ inj ) has little effect, in the case of chaotic time series. For periodic time series, the longer and more precise measurements help identify the parameter with more precision and accuracy [58] . 
B. Estimation of two parameters
One of the main motivations for the use of Bayesian probabilistic methods of parameter estimation is to study the nonlinear inter-dependencies between different parameters. We illustrate this by trying to estimate two parameters instead of one using the MetropolisHastings algorithm for sampling the two parameter posterior distribution. We choose the parameter pair θ = (b, d), while the remaining parameters {C, c, f max , A, a} are fixed at {0.8, 0.002, 80.429, exp(0.592), 0.003}. We perform the parameter estimation on the periodic data set described in Fig. 7 (a), with a length of 100 generations, and as earlier, a uniform prior.
The noise injected into the data set is chosen to be low (σ inj = 5) so as to give us the best possible chance of a good recovery. the various parameters. Thus even though the multi-parameter estimation is significantly more imprecise, the information we gain about these inter-dependence will be lost if we only perform a single parameter estimation.
FIG. 10: Posterior probability distributions p(d|Y for periodic and chaotic data.
V. CONCLUSION AND DISCUSSIONS
In this paper, we investigate parameter estimation for chaotic dynamical systems using Bayesian framework. In particular, we study the qualitative properties of the posterior for the parameters to be estimated conditioned on observations of the system for two population dynamical models of increasing biological and dynamic complexity. Our main interest is to understand how well the parameter estimation works when there is little or incomplete prior information about the parameters (as is often the case in many ecological modeling scenarios). This is quantified by specifying an uninformative uniform prior in the Bayesian setup. We particularly focus on understanding the effect of the length of observational data, the actual ("injected") noise in the data, and the representation of this noise in the posterior ("recovery" noise).
A major aspect of our study is the careful distinction between (i) the actual observational errors that may be present in the data, and (ii) the representation of these errors in the Bayesian parameter estimation. We show that the estimation is in fact quite sensitive to the former (i.e. the observational uncertainties) but not much to the latter (i.e. the representation of these uncertainties). More specifically, in the case when the system exhibits periodic behavior, a large noise in the experimental data leads to very imprecise estimation of parameters even when the number of observations is large while a small noise leads to increasingly more accurate estimates with increasingly larger number of observations. In the case when the system exhibits chaotic behavior, the estimation remains imprecise, largely independent of the noise in the data or the number of observations, partly because of the phenomena discussed in detail in [27] which relates it to shadowing properties of chaotic maps and also partly because of the statistical similarities between chaotic time series and noise. The above general remarks are mostly independent of the representation of the noise used in the parameter estimation procedure.
The main conclusions can be summarized as follows.
1. The Metropolis-Hastings algorithm seems to be extremely robust in a one-parameter estimation problem, with the injection value of the parameter being almost always within a 68% confidence level of the posterior probability distribution.
2. The problem of parameter estimation is significantly more difficult for chaotic data, than periodic data. Even long and accurate time series of measurements do not lead to a accurate estimation of parameters in case the underlying dynamics is chaotic. Thus, prior knowledge about the system, quantified in terms of a narrow prior distribution, will be necessary for accurate and/or precise parameter estimation.
3. In contrast to the above, when the underlying dynamics is periodic, the parameter estimates become more precise and accurate as one increases the precision of the observations (i.e. decreasing the observational noise) and is only mildly affected by the length of observed trajectory.
4. The intrinsic noise in the experimental data seems to have the largest effect in the parameter estimation, while the effects of the data length and recovered noise is negligible. In the analysis performed above, it might seem that for the same level of experimental noise, the parameter estimation is better for shorter data sets, in case the underlying dynamics is chaotic. However more runs on simulated and real data needs to be performed before any firm conclusions can be drawn. The relation of this phenomena to ideas about shadowing [27] will be investigated in future. Indeed, if the above conclusion is tenable, then it will indicate that for chaotic systems, precise measurements of even a short trajectory are more important than imprecise measurements of long trajectories.
Our results are shown for the one-parameter, one variable discrete logistic model and a more complex but realistic two variable multi-parameter discrete model describing insect population growth. All the features discussed above are important in the context of ecological and epidemiological time series data, which are used for the assessment and prediction of population health. It is difficult to collect large data-sets -both in laboratory and in field surveys; observations include variations arising from multiple extrinsic and intrinsic sources leading to noisy data sets; model parameters can be correlated, and different kinds of dynamics (stable, periodic and complex) are observed in growth of populations of different organisms.
There are several avenues for further theoretical investigations of the parameter estimation problem. It would be interesting to investigate the effects of injected noise and the length of data on estimating multiple parameters, in both the periodic and chaotic dynamics. Sequential algorithms (for example, approximate ones, such as the Kalman or particle filter [11, 59] ) which would use the posterior conditioned on a short trajectory as a prior for estimating parameters based on further data will certainly lead to improved estimation and such algorithms need to be investigated, in particular, for chaotic systems.
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