Abstract. In this paper we study a slightly subcritical Choquard problem on a bounded domain Ω. We prove that the number of positive solutions depends on the topology of the domain. In particular when the exponent of the nonlinearity approaches the critical one, we show the existence of cat(Ω) + 1 solutions. Here cat(Ω) denotes the Lusternik-Schnirelmann category.
Introduction
In the last few years a lot of mathematical efforts have been devoted to the Choquard type equation
where N ≥ 3, 0 < µ < N and V (x) is the external potential. This equation was introduced by Pekar to study the quantum theory of a polaron at rest. Then Choquard applied it to model an electron trapped in its own hole, in an approximation to the Hartree-Fock theory of onecomponent plasma [14] . In some cases equation (1) is known also as the Schrödinger-Newton equation. There are a lot of studies about the existence, multiplicity and properties of solutions of the nonlinear Choquard equation (1) . In particular, if N = 3, q = 2, µ = 1, and the potential is constant, the existence of ground states of equation (1) was established in [14] and [15] through variational methods, while uniqueness and nondegeneracy were obtained respectively in [14] and [13, 22] . For general q and µ, regularity, positivity, radial symmetry and decay property of the ground states were shown in [7, 17, 19] . In [18] Moroz and Van Schaftingen proved the existence of positive ground states under the assumptions of Berestycki-Lions type, while the existence of sign changing solutions of the nonlinear Choquard equation was considered in [8, 11, 12] . Recently, in [10] , Gao and Our goal is to show that the number of positive solutions of nonlinear Choquard equation depends on the topology of the domain when the exponent is very close to the critical one, i.e. we want to prove the following: Theorem 1.1. There existsε > 0 such that for every ε ∈ (0,ε], Problem (3) has at least cat Ω (Ω) low energy solutions. Moreover, if Ω is not contractible, there exists another solution with higher energy.
Here cat Ω (Ω) denotes the Lusternik-Schnirelmann category of Ω. To tackle Problem (3) we use variational methods and hence we look for critical points of a suitable functional and we prove a multiplicity result through category methods. If cat Ω (Ω) = 1 we get the existence of a solution (which can be obtained in a simpler way by the Mountain Pass Theorem); on the other side, if Ω is not contractible, we obtain cat Ω (Ω) low energy solutions, and another solution with higher energy. For this reason, hereafter, we assume cat Ω (Ω) > 1.
This type of result was historically introduced by Bahri and Coron for local problems in [3] and recovered by Benci and Cerami in [5] and by Benci, Cerami and Passaseo in [6] .
An application of these methods to nonlocal problems is exhibited by Siciliano in [20] , which investigated the existence of positive solutions to the Schrödinger-Poisson-Slater system
where Ω ⊂ R 3 is a bounded domain, l > 0 is a fixed parameter and p < 2 * . Siciliano proved that, when the power exponent is near to the critical Sobolev exponent, the number of positive solutions is greater than the Lusternik-Schnirelmann category of Ω.
Also, in the same spirit, in [1] , Alves, Gao, Squassina and Yang studied the semiclassical limit for the singularly perturbed Choquard equation
with 0 < µ < 3, ε > 0, V and Q that are two continuous real functions on R 3 and G that is the primitive of g which is of critical growth. They proved, under suitable assumptions on g, the exitence of ground states for the critical Choquard equation with constant coefficients, the existence and multiplicity of semi-classical solutions, and they used variational methods to characterize the concentration behavior.
To prove Theorem 1.1 we construct a map ψ ε from Ω 
≥ r} and r > 0 is chosen sufficiently small such that both sets are homotopically equivalent to Ω. Then a classical result in critical point theory (recalled in Section 2) gives us the existence of cat Ω (Ω) solutions of (3). Also, we construct a compact and contractible set T ε ⊂ H 1 0 (Ω) which gives the existence of another solution if Ω is not contractible. The variational structure of this problem and the functional setting are introduced in in Section 3, while the main Theorem is proved in Section 5. Also, in section 4 we present two limit cases of the Problem (3) whose study is useful to achieve the proof. and H −1 is its dual. Since λ ≥ 0,
Notation and preliminaries
We use B ρ (y) for the closed ball of center y and radius ρ > 0. When y = 0 we will simply write B ρ .
Hereafter we will use the letter c to denote a positive constant whose value can be different from a line to another.
We remind some preliminary results which will be useful in the sequel (see [2] ). Definition 2.1. Let H be a Hilbert space and I ∈ C 1 (H). We say that I satisfies the (P S)-condition on H if every subsequence {u n } n∈N such that (5) {I(u n )} is bounded and
has a converging subsequence. If a sequence satisfies (5) 
We set cat X (∅) = 0, cat X (A) = +∞ if there are no integers with the above property and we will write cat(X) for cat X (X).
Remark 2.3.
[see [5] ] Let X and Y be topological spaces.
For the proof of the main theorem we will use the following result (see [6] 
Finally we briefly recall the well-known Hardy-Littlewood-Sobolev inequality and some results linked to it (see [16] and [10] ):
There exists a constant C(t, N, µ, r), independent of f and h, such that
Equality in (6) holds if and only if
and denoting with S H,L the best constant defined by
we note from Proposition 2.5 that it is achieved if and only if u = U R,a . In addition
where S is the best Sobolev constant.
Variational setting
To study Problem (3), we consider the associated functional I ε :
where u + (x) := max{u(x), 0} is the positive part of the function u.
Proposition 3.1. The critical points of I ε coincide with the solutions of (3).
Proof. It is easy to see that critical points of (3) are solutions of
We claim that (11) is equivalent to (3) .
Therefore u is a solution of (11).
On the other hand, if u is a critical point for I ε , (12) 
Since
we get that u − = 0 a.e. from which u = u + ≥ 0. Then, the Maximum Principle ensures that u > 0 in Ω and hence u solves (3).
Note that the functional I ε is unbounded from above and from below. Indeed if we compute I ε (tu) we have I ε (tu) → −∞ as t → +∞ because p ε > 1, and if we evaluate I ε on u n (x) := sin(nx) for n ∈ N and x ∈ Ω we obtain I ε (u n ) → +∞ as n → +∞. Hence we want to restrict our functional I ε to a suitable manifold N so that I ε is bounded from below on N . We define the Nehari manifold associated to functional (10) as
It is easy to see that on N ε the functional (10) becomes
We recall some properties of the Nehari manifold.
Lemma 3.2. We have
We have that m ε > 0 and the following equalities are true
where
Proof. (i) and (iv) are standard.
As it concerns (ii), for all u ∈ N ε , we have that
where we used (6), the equivalence of the norm · and · λ and the Sobolev embedding. Then,
Finally we prove (iii). Suppose that there exist
Combining (17) and (18) we get
We have also the following result, whose proof is standard and will be omitted (see [2] for a complete proof).
Lemma 3.3. The Nehari manifold N ε is a natural constraint for
From now on we will deal with the restricted functional on the Nehari manifold. For the sake of simplicity we will write I ε instead of I ε| Nε .
Two limit problems
The key result of this section is Proposition 4.5 in which we compute lim ε→0 m ε by means of two limit cases of Problem (3), which are here introduced. First, we study the critical problem in R N (19)
We call N * the Nehari manifold associated to I * given by (21)
We compute the value of m * := inf N * I * in the following lemma:
where S H,L (defined in (8) ) is the best constant. Moreover m * is achieved by functions U R,a (defined in (7)).
Proof. First of all we prove that if A, B > 0, we have
Additionally, since functions U R,a satisfy (19) , U R,a ∈ N * , and we get
The minimizers for m * , i.e. the bubble functions, will be the model functions to construct approximating sequences for {m ε } ε>0 .
For R > 1 and
where U 1 is the standard bubble function (defined in (7) with R = 1 and a = 0) and χ Br(x 0 ) is the cut-off function defined as
It is easy to see that u R satisfies
Ω
Here o R (1) → 0 as R → +∞.
Lemma 4.2. It holds
Proof. Let u R,x 0 be the function defined in (23). For any ε > 0, consider
Recalling (25), (27) and (26), since the map
is continuous, passing to the limit in (29), we obtain (30)
and passing to the limit for ε → 0, in light of (30), we have 
This completes the proof since δ is arbitrary.
Remark 4.3.
Observe that, since {m ε } ε>0 is uniformly bounded in ε, the groundstates are bounded too. Infact
Now we introduce a limit problem which acts as mediator between Problem (3) and Problem (19) . It will have a crucial role in the computation of the limit of m ε . We consider
its solutions are critical points of the functional I
As usual, the Nehari manifold associated to functional (36) is
For u ∈ N Ω * we have that We show that m Ω * is never a minimum. Indeed, suppose by contra-
We extend v to zero outside Ω and we call this extensionv. Let t * (v) > 0 the unique value such that t * (v)v ∈ N * . Since v ∈ N Ω * , it results (39)
Hence, computing (41)
we have a contradiction. On the other hand, if λ = 0, since v ∈ N Ω * we get that t * (v) = 1, sov ∈ N * . We recall from Proposition 3.1 that v ≥ 0, hencev ≥ 0. Moreover I * (v) = m Ω * = m * = min N * I * . Thusv satisfies Problem (35). By the Maximum Principle it follows thatv > 0, but from its construction it is not. Now we prove the main result of this section: 
Proof. By Lemma 4.2 it is sufficient to show that
Recalling that u ε ∈ N ε , we obtain (44)
We claim that
To see this, we write
and by Hölder inequality we have (46)
By the change of variables ξ = x − y, η = x + y, for ρ = ρ(Ω) > 0 sufficiently large, we get that (47)
being µ < N. Since ρ depends only on Ω we obtain (48)
Then, putting (48) in (44) we have (49)
Since u ε ∈ N ε and Proposition 6 holds,
is uniformly bounded in ε, and hence from (49) we deduce (45). Thus
where o(1) → 0 as ε → 0 and m ε is bounded from Lemma 4.2. Therefore (42) is showed.
The barycenter map
We introduce the barycenter of a function u ∈ H 1 (R N ) as
. Now we state a splitting lemma which gives us a complete description of the functional I Ω * (defined in (36)): Theorem 5.1. Let Ω be a regular and bounded domain of R N , N > 3 and let {v n } n∈N a (P S) sequence for I (19) such that a subsequence {v n } n∈N satisfies
Here v j Rn,xn denotes the rescaled functions 
Moreover we have the following splitting
Proof. By contradiction we suppose that there exist sequences δ n → 0, ε n → 0 and u n ∈ N εn such that
From this inequality and Proposition 4.5 we deduce that
Proceeding as in Proposition 4.5, we have t
where o(1) → 0 as n → +∞, and hence 1 2
and since p n → 2 * µ , we get
→ m * as n → +∞. Now, Ekeland's variational principle gives us the existence of {v n } n∈N ⊂ N Ω * and {µ n } n∈N ⊂ R such that (57) t
Applying Lemma 3.3, we obtain that {v n } n∈N is a (P S)-sequence also for the free functional I Ω * at level m * , hence Remark 5.2 implies that
where {x n } n∈N ⊂ Ω and R n → +∞. In an equivalent way, we can write
From (57), unless to relabel w n , we have that
, using the change of variables y = R n (x − x n ), we obtain (60)
where o n (1) → 0 as n → +∞. Analogously, from (58), we obtain
Finally in the same way
Putting (61), (60) and (63) in (59) we obtain
Since {x n } n∈N ⊂ Ω, from (64), we deduce that β(u n ) ∈ Ω + r for n large, which contradicts (54) and concludes the proof.
It remains to show that there exists another solution of (3) such that
To obtain this, proceeding as in [4, Section 6], we construct a set T ε such that
for some c ε , T ε is contractible in N ε ∩ I cε ε and it contains only positive functions. Then, by Theorem 2.4, we have the claim. We can also show that c ε ≤ c for all ε.
Consider v ∈ H We denote with
(Ω) and it contains only positive functions.
Given u ∈ H 1 0 (Ω), we take the unique value t ε (u) > 0 such that
and we set
We see that ψ ε (Ω Proof. By the definition of N ε we know that if u ∈ C ε we have
Now, from the definition of C ε and since u, v ∈ H 1 0 (Ω), it follows that
Moreover, since the domain Ω is bounded, we denote with diam Ω its diameter. For all (x, y) ∈ Ω × Ω we have |x − y| ≤ 2|diam Ω|, so (75)
so that, recalling (71), we obtain the boundedness of t ε (u). To see this, we note that for ε small enough, we find constants c 1 > 0, c 2 > 0 such that
Therefore, sincev and u R,x 0 are positive functions and θ ∈ [0, 1], it results (78)
and the claim is proved. Putting together (72), (73), (74) and (76) we obtain the thesis.
Appendix A. Proof of Theorem 5.1
For the sake of completeness, we sketch in this appendix the proof of Theorem 5.1. We follow Lemma 2.3, Theorem 3.1 and Lemma 3.3 of [21] .
First of all we recall that a (P S)-sequence for I Ω * is bounded. Hence, up to a subsequence, we may assume v n ⇀ v in H 1 0 (Ω) and v solves Problem (35). Then, if we consider w n = v n − v we have w n → 0 in L 2 (Ω) and, by Vitali's convergence
as n → +∞. Similarly we obtain (80)
where o(1) → 0 as n → +∞. Therefore we obtain
and in the same way
where o(1) → 0 as n → +∞. We need the following lemma:
Then there exist two sequences {x n } n∈N ⊂ Ω of points and {R n } n∈N of radii, R n → +∞ as n → +∞, a non-trivial solution z to the limit problem (19) and a (P S)-sequence {w n } n∈N for I Ω * in H 1 0 (Ω) such that for a subsequence {z n } n∈N there holds
where o(1) → 0 as n → +∞. In particular w n ⇀ 0 and
Finally if I
Ω * (z n ) → m < m * , the sequence {z n } n∈N is relatively compact and hence z n → 0 in H choose x ∈ Ω and consider
It results
H,L
where L ∈ N is such that B 2 (0) is covered by L balls of radius 1. It is easy to see that, from (82), R n ≥ R 0 > 0 uniformly in n. Now denote withΩ n := x ∈ R N :
x Rn + x n ∈ Ω so that we can regardz n ∈ H Therefore it has to be R n dist(x n , ∂Ω) → ∞.
We conclude the proof letting ϕ ∈ C ∞ 0 (R N ) such that 0 ≤ ϕ ≤ 1, ϕ ≡ 1 in B 1 (0), ϕ ≡ 0 outside B 2 (0) and
(Ω), where {R n } n∈N is chosen such thatR n := R n (R n ) −1 → ∞ as n → +∞, i.e.w n = R Note that for large j, the latter will be negative, so by Lemma A.1 the induction will stop after some index k > 0. For this index we have 
