Tunneling is commonly used in several transition mechanisms. Some of the mechanisms discover the tunnel endpoint automatically by their own means. This paper describes several tunnel discovery mechanisms for IPv6 traversal beyond IPv4 legacy networks and suggests a new mechanism by which the DHCPv4 server can automatically provide configuration information about IPv6-in-IPv4 tunnel. Dual stack nodes attached to IPv4 network can communicate with other IPv6 networks by this mechanism beyond IPv4 networks without user intervention. Implementations have shown that the proposed mechanism can be a convenient and valuable tunnel discovery mechanism in some cases.
Introduction
IPv6 [1] offers a number of improvements over today's IPv4. One of the advantages of the large address space provided by IPv6 is that it allows IPv6 nodes to obtain a global address wherever they are. Thus, there is no need for NAT such traversal techniques which have been designed for IPv4. This allows IPv6 nodes to be a significantly simpler and more efficient in terms of bandwidth management. Above advantages are applicable for dual stack node as well.
However, since IPv6 is not widely deployed, it is unlikely that IPv6 nodes will use only IPv6 addresses for their connections. In the initial deployment of IPv6, the IPv6 nodes needed to communicate with the other IPv6 nodes via IPv4 tunnels service. Tunnels service are commonly used in several IPv6 transition mechanisms. The connectivity can be obtained by setting up an IPv6-in-IPv4 configured tunnel between a client and a tunnel router which can do both encapsulation and decapsulation of traversal IP packet on the boundaries between IPv4 and IPv6 networks. So far, the manual tunnel configuration is widely used for discovering IPv6-in-IPv4 tunnel on the client though it requires prior knowledge about available tunnel router addresses. Consequently, if the process of tunnel discovery is automated, tunnel services could be improved to be more friendly and easier to locate them and also allowing user to choose the best performance attachment point to the IPv4 networks. In addition, the implementation of this mechanism is definitely a boon for the dual stack node that has no access to IPv6 within the local network. This is the main advantage of this mechanism over the current local network implemented using IPv4. This paper defines a new mechanism by which the Dynamic Host Configuration Protocol version 4 [2] can notify the client with the list of endpoints of the possible configured tunnels and provide the automatic tunnel discovery for the IPv6 connection in the local IPv4 networks without manual intervention. Particularly, this mechanism is useful in place where the Internet Service Provider (ISP) is providing the IPv6 services using tunneling in IPv4 and wants to avoid upgrading their infrastructure to support IPv6 as well as in some cases such as enterprise network or campus network. This paper is organized as follows; Sect. 2 presents related works including comparison of other tunnel mechanisms. In Sect. 3, we explain a new proposed mechanism. Section 4 shows an implementation of a new mechanism including a new defined option of DHCP. Finally, in Sect. 5, we conclude this paper and present future work.
Related Work
For configuring a tunnel endpoint, dual stack nodes must obtain the address of available tunnel endpoints so that all IPv6 packets will be forwarded to this point from the dual stack node for transmission. Due to lack of automatic configuration method, Administrator manually configures the node in the local IPv4 network that needs an IPv6 connection via IPv6-in-IPv4 tunnels. A simplified network architecture for connecting between inner IPv6 nodes within IPv4 network and outer IPv6 network is shown in Fig. 1 in conjunction with the configuration console which uses a FreeBSD operating system.
Whereas, several possible mechanisms to discovering the tunnel endpoint automatically can be imagined. This section describes them in detail including some pros and cons of each mechanism [3] .
Anycast Based Mechanism
An "anycast" (shared-unicast by some terminology: see [4] ) address identifies a group of hosts, usually server hosts. When a client sends a datagram to a shared-unicast address, it is delivered to one of the shared-unicast servers based on the routing topology and metrics. There are two possible ways of using "anycast": (a) as a global service (where a shared-unicast prefix is the same for everyone, and advertised in the Interdomain routing) or (b) as a local service, where the service provider is sharing one of its own addresses on multiple nodes for example for load-balancing or redundancy reasons. As local anycast is invisible to the users, it is not further discussed here. A packet to a sharedunicast address may end up being delivered to more than one node. In addition, there is no guarantee that two consecutive datagrams sent from the same host towards the same sharedunicast address are going to be delivered to the same node. However, when the routing topology is stable and metrics are well-designed, the packets are regularly delivered to the same nodes. Operational issues relating to management of anycast services have been described in [5] .
A global anycast address could be leveraged in two fundamentally different ways: (a) Use the anycast address only for the initial handshake, to establish a stable unicast address of the endpoint (and possibly to perform some initial negotiation, e.g., nonces). All the subsequent packets are sent to the unicast address which is included in the payload of the reply. An example of such use is in [6] . (b) Use the anycast address for all the communications (e.g., as with 6to4 [7] ). The former approach is much more suitable in this situation as the IPv6 address/prefix of the tunnel service depends on the operator of the service. The cost is at least one additional roundtrip.
The advantages are: (a) Works well also in the presence of NATs and does not require any other components like DNS or DHCP. (b) The routing stability and leaks are not a major concern if the anycast address is only used for initial discovery. In other words, the worst that could happen is that if the initial discovery does not work correctly at the moment, and the user either cannot get any service or directed to a tunnel server which does not offer any service.
The drawbacks are: (a) Setting up an internal anycast route advertisement (e.g., in an enterprise) is likely a little bit more difficult than adding a name in the DNS or configuring DHCP. (b) The use of non-local prefixes may require changes in firewall IP prefix, access lists, etc. (c) The failure modes are a bit more complex than, e.g., just looking up a domain name, as one will have to send 1-2 packets to the anycast address to see if a working tunnel server is found or not. (d) In case that anycast address is used only for the initial handshake to get one of the servers belonging to the anycast group, it would be necessary to develop and implement the handshake protocol itself in both sides of the tunnel (client and anycast-servers) which could make a bit more complex the Tunnel End Point (TEP) deployment and tunnel setup.
DNS Based Mechanism
As DNS is globally deployed and easy to use, it could provide a means for discovering the endpoint, either based on the forward or reverse tree.
There are roughly four kinds of different approaches: (a) "(forward) global name": the systems look up a globally unique name, like www.tunnel-server.net which would point to the global anycast address. This is not considered further as this does not solve any problem in itself, because the clients could have been configured with IP address instead. (b) "(forward) vendor branch": the operating system vendors may provide a DNS record which is looked up (contrast to "6to4.windows.microsoft.com."), giving the vendor some control over already deployed systems. (c) "(forward) prefixing the search path" [6] : one could look up a service-specific special string, like "tunnel-server," appended by the DNS search path, e.g., "isp.example.com," resulting in a query of "tunnel-server.isp.example.com." (d) "(reverse) querying the IP addresses for TEP information": for example looking up a special record for the assigned IP address.
It is also a question where to store the information; the main suggestions have been at least A/CNAME, SRV, NAPTR and new type of records. We first discuss these options.
Approaches (c) and (d) are a bit more complicated and have different tradeoffs, so they are elaborated after looking at how to store the information.
Storing the TEP Information
Forward-tree global name and service branch would obviously use A/CNAME records.
Forward-tree search path prefixing could use A/ CNAME records. Architecturally a bit "cleaner" approach would be to use SRV records, which also provide a bit more fine-grained means for load distribution. NAPTR provide even more extended load distribution, but it is not clear what the benefit would be. A new RR could also be defined, but there seems to be no particular reason to do so, and a lot of drawbacks in the process.
Reverse-tree IP address lookup would likely have to define a new record type.
The main benefit of using A/CNAME records would be the applications can use simple getaddrinfo() lookups, instead of having to write their own or use a non-standardized DNS record lookup functions (e.g., getrrsetbyname).
Prefixing the DNS Search Path
Prefixing the search path bears a bit more analysis; we discussed how to store the information above, and now look at where to store the records (i.e., the prefix to use, and what to do with the conflicts).
This approach makes two assumptions; there are cases of both when these do not hold: (a) There is a direct mapping between the DNS hierarchy and the routing topology. (b) The information propagated to the end nodes in the "DNS search path" is relevant to figure out the domain name of the whoever is providing the tunnel service.
The advantages are: (a) The discovery process is simple, and is already used for example by ISATAP (but without NATs in the middle). (b) Adding the service is very simple, as the ISP is only required to add one address in their DNS zone.
The drawbacks are: (a) Some routers and middleboxes may not propagate the search path, but to insert their own, and this approach does not work in that situation. It is not clear how widespread this is. (In case the NAT would insert a new search path, e.g., "lan," they also should be authorative for the zone, otherwise the root servers get bombarded by lookups.) (b) In some cases in global enterprises, forward DNS may not map as well to the physical topology as IP addresses through reverse DNS would. (NB: then ISATAP would have the same issue as well.). This drawback could be easily solved by deriving the client's domain name from the authoritative DNS server's name by following three steps: 1) figuring out the user's public IPv4 address, 2) querying the SOA record for such public IPv4 address and 3) extracting the authoritative DNS server name and deriving the domain name from it. If we assume that the global user's address is 62.14.89.121, this process can be illustrated with the following Linux command: In some cases, the reverse records are generated by scripts which could be modified to also add these records. However, the presence of such scripts and the ability to modify them cannot be assumed.
PPP Based Mechanism
In the case of PPP-like connections, specific PPP parameters could be passed to the clients, as part of the AAA signaling process.
This mechanism has the same drawbacks as DHCP Based mechanism described in Sect. 3.2. Further, there has been resistance to making extensions to PPP (e.g., passing IPv6 prefix options), so it is an open question whether this information could be passed as a standardized PPP option at all.
SLP Based Mechanism
The Service Location Protocol [8] provides a framework for the discovery and selection of network services. Tunnel endpoint for an IPv6 connection could be defined as a network service which will have also assigned a specific service name.
SLP has a number of drawbacks: (a) SLP is not really widely implemented or deployed. (b) It requires multicast infrastructure or the additional deployment of Directory Agents (DA) for Service Agent (SA) discovery. (c) If DA is deployed and the network has not multicast support, some way for discovery the DA is required. DHCP could be used but this has the same issues why a DHCP-based approach is not sufficient. (d) It requires the implementation of a User Agent (UA) on the client's host. This is neither 
Selected Mechanism for IPv6-in-IPv4 Tunnel
For obtaining the IPv6 connection on the dual stack node that has no access to the IPv6 within the local network, the ISP can deliver an available tunnel endpoint through DHCP mechanism as depicted in Fig. 2 . Once the available tunnel endpoint is known, dual stack nodes are able to access those tunnel endpoints to get the IPv6 connection through IPv6-in-IPv4 tunnel behind its local network. The DHCP mechanism described in this section has also several drawbacks like others, but it is usable in some cases such as enterprise or campus network. That is why we chose the DHCP mechanism to be used for configuring tunnel in our enterprise networks. Specific considerations are depicted in Sect. 3.2.
To delegate available tunnel endpoint address, this paper specifies the tunnel endpoint option [9] as depicted in Fig. 3 , so that clients will use this option when discovering the IPv4 address of the ISP's tunnel router using DHCP. Once the IPv4 address has been learned, it is configured as the tunnel endpoint for the IPv6-in-IPv4 tunnel. The CODE for this option needs to be defined (to implement the mechanism proposed in this paper, we use a temporary code at the moment) and the length of this option is 4 octets. In this option, TEP Addr is 32-bit integer that specifies the IP address of the available tunnel endpoint. As described in [10] , the dual stack node that receives packet with TEP option must store the tunnel endpoint address and this address is used as destination address for the encapsulating IPv4 header.
For the simple tunnel service, one tunnel endpoint is generally used and it assumes that all the networks will be reached through the same endpoint. In this case, one TEP Addr field in the TEP option is used for tunnel service. 
Detailed Flow
The detailed flow is shown in Fig. 4 that includes handling of the Tunnel End Point Option. This procedure does not include general DHCP operation such as DHCPDISCOVER, DHCPOFFER, DHCPREQUEST, and DHCPACK. The dual stack node typically obtains the destination IPv6 address using either Domain Name Service (DNS) operation or manual configuration prior to configuring IPv6-in-IPv4 tunnel within the local IPv4 network. After obtaining the IPv6 destination address, dual stack node use its stored tunnel endpoint address for the IPv6 traversal beyond the IPv4 network. If dual stack node does not store any available tunnel endpoint address at this time, it has to request the tunnel service through DHCPRE-QUEST/DHCPACK message exchange immediately to the DHCP server.
The dual stack node as DHCP client uses the TEP option in the DHCP message to create a tunnel endpoint address for an IPv6-in-IPv4 tunnel. The client may receive tunnel services for which client has not been configured to access or client does not support that option. Likewise, a client may receive an option for tunnel services which has no corresponding DHCP option supplied with. In this case, the clients will silently discard this information in a systemspecific manner.
As described in [10] , the dual stack node received TEP option must store the tunnel endpoint address and this address is used as destination address for the encapsulating IPv4 header.
The new mechanism proposed in this paper was applied for configuring IPv6-in-IPv4 tunnel service within our enterprise network and specific experimental results are shown as follows. Figure 5 shows that no tunnel interface is available on the dual stack nodes and Fig. 6 shows that an available tunnel interface has been configured on the dual stack node. Although the dual stack node obtains available tunnel endpoint addresses from the DHCP server, it can not receive any IPv6 packets from the tunnel router via IPv6-in-IPv4 tunnel because the tunnel router does not recognize which node is likely to configure its tunnel attached to the tunnel router. The tunnel protocol proposed in this paper thus allows for one tunnel endpoint to verify the reachability of other tunnel endpoints towards which it intends to send packets. After verifying the reachability between them, IPv6 Router Advertisement messages including address configuration information are received by the dual stack node correctly, and the dual stack node configures its unique IPv6 address by itself in a stateless address autoconfiguration manner [11] as depicted in Fig. 7 . The dual stack node thus is able to forward its IPv6 traffic to the tunnel router learned from the TEP option of DHCP. For the reachability verification, as- signed UDP ports (source port=678, destination port=678) at both endpoints are used as depicted in Fig. 8 . Once UDP messages are successfully exchanged, IPv6-in-IPv4 tunnel is enabled on the tunnel router. When receiving an error response (Value=FF) from the tunnel router, the dual stack node should send the Tunnel Configuration Request message (Value=01) to the tunnel router repeatedly. In the case of multiple TEP addresses if Redirect (Value=94) is re- turned, the dual stack node should choose an alternative TEP address obtained from the DHCP server, then retry it tunnel configuration. UDP Tunnel Messages are newly defined in Fig. 8 .
Packets that are to be tunneled are determined using available routing information on the encapsulator. This is usually done via a routing table, which directs packets based on their destination address using the prefix mask and match technique. Consequently, Fig. 9 shows the completed tunnel service between the dual stack node and the tunnel router.
Further Considerations
This mechanism has several considerations as follows: (1) It requires updating the DHCP client and server implementations in order to support this feature especially recognizing the new defined option. (2) It is recommended to be restricted to the local ISP, that is, it will not be effective if the local ISP does not provide the tunnel parameter. This could be also an advantage considering that this would only support the tunnels provided by the local ISP, which would probably be of good quality. (3) This mechanism requires DHCP client. DHCP is omitted especially in many dial-up scenarios, where only Point-to-Point Protocol (PPP) is used; DHCP is not used in some x-Digital Subscriber Line (xDSL) setups which use static routing. Also, some managed networks do not use DHCP. However, it is quite normal that the DHCP is a widely deployed protocol for the IPv4 Internet and still, in many cases, DHCP is used by ISPs to configure IP addresses to customers. So, this should not be a major concern. (4) If a router is providing local DHCP information (e.g., an ADSL router), the tunnel endpoint information would have to be automatically proxied to the local DHCP. Tunnel endpoint information is manually configured in the case the router is not activating the tunnel by itself and it will be propagated to other hosts. (5) It requires manual configuration/update of the ISP's DHCP servers when there are changes to the tunnel endpoints. This is similar to the way configuration/update is done with DNS, Network Time Protocol (NTP) and many other options. (6) In many cases, ISP uses the private address in their IPv4 network and tunnel endpoint delegated from DHCP server will be the private address in general. It is, however, not a serious problem to configure an IPv6-in-IPv4 tunnel since middleboxes as NAT will transparently translate tunnel packet into the global address. If the global address is able to be allocated to the dual stack node, that would be simpler connection than NAT although tunneling should be used in twice.
On the other hand, a NAT box can translate only one tunnel session at a time when the used TEP is the same for the dual-stack nodes inside the NAT zone because the way that the NAT session is established. For TCP/UDP communications, the NAT session is established by taking into account not only the source and destination IPv4 address but also the transport protocol used and the port numbers of both source and destination nodes. However when IPv6-inIPv4 tunnels traverse a NAT box, the NAT session for such a communication is established by taking into account only three parameters: source IPv4 address, destination IPv4 address and the protocol above the IPv4 header, which is IPv6 (proto-41) for IPv6-in-IPv4 tunnels. In this way under a NAT router, two dual-stack nodes can not use tunnels because the NAT box has no means to identify the destination of the IPv6-in-IPv4 tunneled packets coming from the same TEP, in order to forward them properly to the dualstack nodes inside the NAT zone.
Indeed the way how the NAT session is established depends on the NAT implementation and the situation could be even worse if the NAT session is established by taking into account only the source IPv4 address and the protocol above the IPv4 header. In this case the IPv6-in-IPv4 tunnels created by two dual-stack nodes inside the NAT zone will not work even if the TEP is different for every node.
Implementation Experience
In this section, we present our implementation result based on Fig. 2 and it shows that the proposed mechanism is the convenient automated tunnel discovery mechanism in some cases such as the enterprise and campus network since DHCP can be easily extended through de-facto configuration method and network administrator.
We have used the Red Hat Linux operating system with Kernel 2.4.22 for the complete implementation details such as DHCP server, dual stack client and tunnel router as well as to encode the Tunnel End Point option in the Internet Systems Consortium DHCP source code. Equipment specifications are described in Table 2 . We have tested the operational scheme many times among DHCP server, dual stack client and tunnel router using Fig. 2 network architecture. And also it is also shown that the dual stack nodes automatically discover TEP IPv4 address to make use of IPv6-inIPv4 tunnel without any intervention across the commercial IPv4 networks. The experimental test results are shown in Fig. 5, Fig. 6 , Fig. 7 and Fig. 9 , and all the data was captured at the system S1 using ethereal.
Concluding Remarks
In this paper, a new mechanism has been proposed for automatic tunnel discovery for the IPv6 nodes that does not have access to native IPv6 connectivity in the local networks, it is meant to be an extensive analysis and a list of pointers for more information about automated IPv6-in-IPv4 tunnel configuration for those with experience with related Internet Protocols. It details the operational attributes of several mechanisms for discovering tunnel endpoints in a automatic fashion: Anycast-based, DNS-based, PPP-based and SLPbased. In particular, a Tunnel End Point (TEP) option has been newly defined in this paper to support the new mechanism along with DHCP. Following it, it is possible to automatically configure a dual stack node's tunnel endpoint IPv4 address. Implementation has shown that the proposed mechanism can be a convenient and valuable tunnel discovery mechanism avoiding redundant procedures as well as manual configuration in some cases such as the enterprise or campus network. Many mechanisms can be combined with each other, but because the clients and servers must have a minimum mandatory-to-implement mechanism, it is better if only one externally visible mechanism can be used.
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