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Four*ier-integral and least-squares interpretation tech­
niques are used to evaluate nine ideas about the processing 
of geophysical po ten t ia l - f ie Id  data. Computed data sets are 
employed with parameters similar to those encountered in 
gravity or magnetic explorations.
The design of a spacing of observation points such that 
the spectrum of the sampling pattern matches a desired 
spectrum is obtained with a Monte-Carlo method. Small per­
turbations to an equally-spaced survey cause similarly small 
changes in the sampling spectrum.
The phase spectrum of a potential-f ieId  profile indi­
cates the presence of a broad-band signal (such as produced 
by a magnetic anomaly) despite interferring noise.
The str iking component and a radially symmetric compon­
ent of an,anomaly are separated by a two-dimensional s tr ike 
f i l t e r .  The separation is accompanied by la tera l  spreading 
of the anomalies•
Aliasing contributes to error when two-dimensional 
f i l t e r s  are rotated. Several figures i l lu s t ra te  this d i f f i ­
culty.
The contributions of sides used in the polygona1-
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cylinder method of gravity interpretation are Fourier trans­
formed. The resulting spectra demonstrate variation with 
angle of trie side to the surface, and with depth of burial. 
Energy in the amplitude spectrum sh if ts  to higher frequencies 
as the side becomes more vert ical .  The phase spectrum is 
less linear as the depth of burial increases.
In this study, the convolution.method is superior to 
weighted or unweighted polynomial methods for regional removal. 
However, the prerequisites of the f i l te r ing  method make i t s  
superiority less definite in exploration application.
The material in this dissertation supplements most steps 
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This thesis contains nine ideas germane to potential- 
f ie ld data processing* Though implemented to 
the degree necessary to show their  feas ib i l i ty  and applica­
b i l i ty  to the handling of poten tia l-! ield  data^ these nine 
processes solve none of the persistent problems of in te r ­
pretation. However, consideration of the ideas presented 
should require reformulation of the questions of potent! air­
f ield  data processing and interpretation.
The enormous increase in man's abili ty  to manipulate 
data has spawned but one real change in the methods of in te r­
pretation of potential-f ieId data: the technique of Strakov 
(Strahov, 19 6 4; Naidu, 1966). A tribute to the previous 
methods of interpretation is  that  they have survived. Com­
puters, thus far, enable the interpreter  to exploit the pre­
viously used methods more fully rather than to develop new 
concepts.
The computer can also contribute to the realm of concept 
formation and concept evaluation. Once the- onerous job of 
implementing a flexible suite of programs is completed, new 
ideas can easily be developed and/or discarded. The imagina­
tion is free to speculate among analysis techniques and to
1
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select new concepts for application to geophysics. The 
computer is ,  therefore, a v i ta l  partner in this thesis.
At each step of a conventional survey, insight derived
i
from this  study, or the actual techniques contained herein, 
may be applied. The focus of this  study is on the data pro­
cessing methods used at each step of the survey, and how they 
can be improved. The nine ideas investigated are:
1. A distr ibution of observation points, a sampling pattern, 
is developed using a tr ial-and-error  method. The evaluation 
of the performance is  done in the frequency domain.
2. The sampling pattern desired is seldom realized in practice 
due to location error or impracticaiity. The actual patterns 
used may be evaluated in the frequency domain to ascertain how 
closely they match the desired theoretical response.
3. Most observation methods sample the continuous potential 
f ield at discrete points. By interpolation, an approximation 
to the continuous f ie ld can be found. An evaluation of four 
methods of interpolation is done by the use of a synthetic 
body for which the continuous f ield is  known. A least-squares 
f i t  of the a ttract ion  function to the interpolated values is 
used to evaluate the methods.
4. Fourier analysis methods can be used on potential-f ield  
data. Applicable methods are reviewed and f i l te r in g  is applied 
to synthetic data for the purpose of regional removal. The 
success of this  method is again measured by a least-squares 
f i t  of the known function to the residual.
5. The phase spectrum is shown to be related to the location
in space of the power at any frequency. Most potential functions
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have appreciable power at a l l  frequencies. The method of 
location of these wide-band signals despite noise is  shown.
6. The polygonal method of interpretation is widely used; 
examining the method with spectral techniques provides insight 
into the shortcomings of the polygonal method.
7. Radially-symmetric two-dimensional f i l t e r s  are widely 
discussed in the l i te ra tu re .  A theorem of two-dimensional 
Fourier transform theory allows the eff icien t  design of 
's t r ik e '  f i l t e r s ,  although sampling considerations r e s t r i c t  the 
free use of the rotation poss ib i l i t ie s .
8. Non-radially-symmetric operators are effective on certain 
types of problems. A synthetic example demonstrates their use.
9. Least-squares polynomial f i t t in g  is often used in the 
processing of poten tia l-f ield  data. A weighting method which 
has a stronger philosophical basis is investigated.
The investigations in this  thesis attack3but do not over­
come, the problems in potential-f ield  surveys. In this  work 
and in the l i te ra tu re ,  the single anomaly problem has received 
inordinate attention. Though methods of finding single 
anomalies are necessary, the real problem is to isolate a set 
of data so that i t  is  assignable to a single geologic cause, 
to preserve the quantitative values so that the residual 
data is interpretable by quantitative methods, and to inte­
grate auxiliary geologic knowledge'with these operations.
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FACTORS IN DATA COLLECTION
Non-Equally Spaced Sampling Design
Introduction — Aliasing is  a form of error caused by an 
insufficient  number of equally-spaced samples. Various spectral 
components appear to be identical and cannot be separated i f  
too few samples are taken. Aliasing is a serious problem in 
equally-spaced sampling programs; non-equally spaced samples 
should eliminate the problem i f  the spacing is properly chosen, 
or possibly, change the nature of the problem. There is an 
abundance of l i te ra tu re  in this f ie ld (Ban-ard, 19 66, has an 
extensive bibliography) ; however, i t  will suffice to show here 
a scheme for choosing sample spacings which will  reduce a lias­
ing problems in the portion of the spectrum of interest  to 
po ten tia l-f ie ld  studies.
The Monte Carlo or tr ia l-and-error  method is used to find 
the sample spacing. A random-number generator is  used to 
calculate a sampling function; then the spectrum of the pro­
posed function is compared to the desired spectrum. The 
measure of success is the sum of the squares of the d iffer­
ences in the real and imaginary parts between, the desired and 
proposed spectra. I f  this squared-ei'ror term is decreased, 
tha t  configuration is  saved until  another sampling function 




Theory — The Monte Carlo method will  work i f  almost 
a l l  the possible configurations are tried. To evaluate the 
efficiency of this technique, consider a particu lar  configura­
tion which might be desirable. The random-number generator 
produces a se t  of numbers with a uniform probability density. 
Suppose the desired spectra was best approximated by a con­
figuration with a l l  the samples close--together (certainly a 
spike a t  the origin sa t is f ies  a l l  the requirements for f l a t ­
ness of spectra and zero-phase sh i f t  desired in potential- 
theory work)• By the normalization technique used (described 
below) such a configuration requires (for a sampling function 
of ten spikes with two fixed points at 0.0 and 1.0) that 
seven of the random numbers be very small and that the las t  
one be very large. The probability of this event is 
P(7 numbers < 0.1 and 1 number > 0.9) = (1 /10 )(1 /10 )  or
o O
about 1/10°. So 10 tries  may be necessary before one pos­
sibly desirable configuration is  readied.
The above analysis indicates that although the Monte 
Carlo method will solve the problem, the number of attempts 
must be very large to insure success. The number of trials 
in this study was restricted because of the cost.
Results of Experimental Computations
The sampling pattern or function was chosen in the fol­
lowing way.
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1. The two end points are restr ic ted  at 0.0 and 1.0. There' 
is no loss of generality because rescaling the location 
of the sampling impulses is straightforward.
2. The random numbers are then used to calculate the distance 
between impulses. For n impulses, n-1 random numbers
are chosen; the sum of these numbers is normalized to be 
1.0 so that  the impulses will a l l  l ie  between 0.0 and 1.0. 
The spectra of the trial-sampling function is calculated 
and compared with the spectra of the equally-spaced 
sampling function with AX = 1/n-l. The sum of the squares 
of the differences of real and imaginary parts is then 
calculated. I f  this sum is less than the best previous 
error figure, the configuration is  saved and the Monte 
Carlo process continues.
To tes t  the above method the following experiments were 
performed. F irs t ,  to see i f  the method is convergent, the 
Fourier-series kernel for ten equally-spaced samples was tr ied  
as the desired spectrum. A convergent method should not be 
able to obtain a bet ter  f i t  to the data than the equispaced 
sampling function. After 250 Monte Carlo t r i a l s ,  no bet ter  
sampling function was found.
The second experiment was an attempt to produce a sampling 
pattern with a spectrum which reduces the peaks at multiples 
of twice the Nyquist frequency. Such a spectrum would have a  
f la t  amplitude response over a wide range (0.0 to 1.5 on the 
dimensionless scale of the corresponding equispaced function).
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The phase spectrum would be zero or at least linear.
After extensive experimentation i t  was found that 
improvement in the error figure is obtained most rapidly 
when there are more impulses than specified frequency points. 
The following experiments were attempted.
1. Thirty impulses with 2 8 of them free to vary were com­
bined with 20 fixed frequency values over the range of 0 to 
26.6 (Af " 1.4 cycles per unit length {CPUL})• For this 
experiment/ the. Nyquist frequency/ for the equispaced
case is  at 14.5 CPUL. The range of the fixed frequency is 
about 2f^.
This experiment was attempted with the phase restr ic ted  
to zero (Fig. la) and with a desired linear phase obtained 
from the equispaced sampling function (Fig. 2a) * The sampling 
functions are shown in figures lb and 2b.
2. The frequency range was then doubled (Af = 2.8 CPUL) 
using the same number of impulses. The frequency then ranges 
over about 4 covering completely* the f i r s t  sideband (the 
peak in the spectrum of the equally-spaced sampling pattern 
a t  2f^). Figure 3 shows the zero-phase version; figure 4 
shows the resu lt  when a linear phase was requested.
Spectra for these configurations, calculated over a 
very wide range# were found to agree with that spectrum 
obtained at the constrained points. Figure 5 shows the 
spectrum due to equally? spaced impulses to which figures 1-4 




































( a )  DESIRED S P E C T R U M  (SOLID LINE) AND 
OBTAINED SPECTRUM  FOR 3 0  S A M PL E POINTS. 
DESIRED PHASE IS ZERO.






















FIGURE 2 ,  ( a )  DESIRED SPECTRUM (SOLID LINES) AND
OBTAINED SPECTRU M  FOR 3 0  SAMPLE POINTS.  
DESIRED PHASE IS LINEAR.


































FIGURE 3. ( a )  DESIRED SPECTRUM (SOLID LINE) AND
OBTAINED SPECTRUM FOR 3 0  S A M PL E POINTS. 
DESIRED P H A S E  IS ZERO.






























FIGURE 4. ( a )  DESIRED SPECTRUM (SOLID LINE) AND
OBTAINED SPECTRUM FOR 3 0  SAMPLE POINTS. 
DESIRED PHASE IS LINEAR AND IS NOT SHOWN,





































FIGURE 5. ( a )  AMPLITUDE SPECTRUM OF E Q U A L L Y -
SPACED SAMPLING FUNCTION. P H A S E  IS 
LINEAR AND NOT SHOWN.
( b )  E Q U A L L Y -  SPACED SAMPLING FUNCTION.
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Table 1
Error Figures for Sampling Functions 
Figure Equispaced Error of Percentage .
Number Af Phase Error Best Fi t 5 of
1 1.4 zero 1.65xl0+4 1 .34xl0+4 81%
2 1.4 linear 1.56xl0+4 1. 44x10'*'4 92%
3 2.8 zero + 41.69x10 1 .35xl0+4 30%
4 2. 8 linear la60xl0+4 1.50xl0+4 94%
Conclusions --  Although the percentage of improvement is 
low, the effects on the amplitude spectrum.are marked. Side­
bands of the amplitude spectrum have been substantially 
reduced. The phase-distortion suppression is similar to the 
amplitude spectrum sideband suppression.
Since Barnard compared the efficacy of his perturbation 
method by using the power spectrum only, the results  here 
presented are a unique investigation into phase effects of 
non-equaily spaced sampling functions.
More sophisticated programs using faster  algorithms and 
complicated planning methods would lower the cost and allow 
almost a l l  the feasible alternatives to be checked out. For 
example, i f  the configuration is  similar to one attempted 
before, the error term does not have to be calculated. The 
word’'similar* has many possible meanings in this  context.
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Field-Sampling Procedures
Introduction *— The previous section was concerned with 
the design of a sampling scheme for potential-f ieId  data.
The desired parameters from the spectral point of view are 
wide bandwidth and low phase distortion. Because ordinary 
field-survey requirements are not compatible with precise 
design, i t  is instructive to take a practical model of a 
f ie ld survey and analyze i t s  performance with respect to the 
design parameters mentioned, The model chosen for the usual 
f ie ld  sampling procedure is one in which the participants 
were instructed to take data a t  evenly spaced intervals; but 
because of measurement inaccuracies, f ie ld  d if f icu l t ie s ,  
and access problems (lakes, e tc . ) ,  measurements were taken 
at only quasi-periodic intervals . The mathematical expres­
sion of this model is
Sn = sampling function ~ S(nAx + 6) 
where 6 is a normally distributed random variable with zero 
mean-and a standard deviation of 1 to 10 percent of Ax. 
Though Sn has a random component, i t s  f in i te  duration 
allows the Fourier transform method to be used on specific 
cases.
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Results of Experimental Computations — Two suites of 
random numbers, set  1 and set  2, were used to generate typical 
sampling curves. The square root of the variance of these 
suites was adjusted (modulated) to equal 10, 5, or 1 percent 
of the distance between an ideal equi-spaced sampling func­
tion. Specimens (about 20 points) of the 10-percent and 5- 
percent variance curves are shown in figures 6-9. Transfer 
functions for these sampling functions are shown in figures 
10-12, The spectra of the specimens derived using the other 
suite  of random numbers are very similar to those shown.
As an addition to the model, five percent of the s ta­
tions were removed at  random. These missing data correspond 
to the inevitable gaps in any coverage.
Conclusions — Figure 6 indicates tha t  the sampling 
function is very ragged, but that the spectrum of this set  
of impulses is  remarkably well-behaved (Fig. 10}* The 
largest high-frequency lobes do not reach 10 percent of the 
central peak. The central peak retains i t s  desirable spike­
like character.
The conclusion is tha t  even severe variation in the 
distance between samples will cause only a small modifica­
tion of the amplitude spectrum of the observed field. The 
principle effects are at the high end of the spectrum and 
can cause broadening of the spectrum with which this 
sampling spectrum is correlated.
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FIGURE 6. SPECIM EN OF SAMPLING FUNCTION, RANDOM 
NUMBER S E T  2  , MODULATION 10 PERCENT
FIGURE 7. S PEC IM EN  OF SAMPLING FU N C T IO N ,  RANDOM 
NUMBER S E T I, MODULATION 10 PERCENT
TT
FIGURE 3. SPECIMEN OF SAMPLING FUNCTION, RANDOM 
NUMBER S E T  2 ,  MODULATION 5  PERCENT
T r"T" Ly* jTi~T—Ti—T—T i—T""j i
FIGURE 9 .  SPECIM EN OF SAMPLING FUNCTION, RANDOM 
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FIGURE 10. FOURIER TRANSFORM OF 2 5 0  POINTS
GENERATED WITH SAME PARAMETERS 





















FOURIER TRANSFORM OF 2 5 0  POINTS 
GENERATED WITH SAME PARAM ETERS
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FIGURE 12. FOURIER TRANSFORM  OF 2 5 0  POINTS
WITH 1% RANDOM MODULATION.
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In terpolati on
Introducti on and Description of Problem --  The relation­
ship between the continuous poten tial-f ield  generated by a 
causative body and i t s  imperfect representation by the point- 
set of observations recorded in exploration has not been 
fully explored. The uniqueness problem most familiar to 
geophysicists is  i l lu s tra ted  by the following equation for 
the radial component of a point source:
T kMr
where r = a vector from the f ield point to the mass point 
| r | = /r« r
k = universal gravitational constant
M = the mass of the point source
->
A ~ the attraction of the point source.
The attraction (or at least  a component of i t)  is known; the 
above is therefore one equation with two unknowns! r and M. 
If one unknown is  assumed, the other may be calculated,
A less appreciated problem with which this chapter is 
concerned is the uniqueness problem associated with sampling. 
If  one is  given a point-set of error-free observations and a 
known density contrast, can more than one significantly 
d ifferent causative body be found which f i t  these observa­
tions? This problem is of extreme importance when the more
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practical case is considered: that of observations which
are made with a component of error, fa ir  to poor coverage/ 
and corresponding large allowable error between the calcu­
lated and the observed data.
The possible solution of this problem/ outlined 
in this  section/ is demonstrated by varying the sampling 
of a synthetic anomaly so that an interpretation of the data 
is available for comparison. A solution by use of interpola­
tion techniques to f i l l  in points between the observations 
is  proposed,
Theorv The effects of sampling (Papoulis/ 1962;
Gray, 196 7) for the equally-spaced sample case are well docu­
mented and will only be reviewed here. The multiplication 
of the continuous function by a f in i te  Dirac comb is  equiva­
lent to convolution of the spectrum of the continuous 
function with the spectrum of the f in i te  Dirac comb, the 
Fourier series kernel. Qualitatively there are two effects 
on the spectrum:
1. A smearing effect (typical of convolution procedures) 
is  produced.
2. The Fourier-series kernel is periodic. The output of 
i t s  convolution with the original spectrum is a periodic 
function.
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Because the typical spectrum of a poten tia l-f ield  func­
tion is fa ir ly  smooth, the f i r s t  effect is small and may cause 
a more shallow interpretation than the true causative body.
The second effect  is  more serious. Aliasing of potential- 
f ie ld  signals is severe-, tlierefore> the spectrum is dis­
torted. The effect of the sampling theorem must be considered.
Because the sampling theorem is  discussed in depth else­
where (Bracewell, 1965), a qualitative discussion will  be 
given here. Note that the restr ic t ions concerning bandxvidth 
of the sampling theorem do not apply to potential data} 
therefore the conclusions of the sampling theorem cannot be 
used. To the extent that  the data do f u l f i l l  the require- 
mentSjapproximate inferences may be stated.
A continuous band-limited function is completely deter­
mined by samples in the time domain i f  the samples are made 
at a sufficient  rate. The rate is  related to the bandwidth 
of the continuous function} the continuous function can 
be recovered by an interpolation procedure i f  this  sampling 
rate is  achieved. Figure 13; i l lu s tra t ing  the 
procedure, has Fourier transform pairs on e ither  side of the 
double arrows. Reading doxvn the page produces two equations 
demonstrating the sampling of a function and i t s  recovery by 
an interpolation procedure. The . equations are:
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FIGURE 13. DEMONSTRATION OF THE SAMPLING THEOREM
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f(x) • S(x) = s(x)
s (x) * I (x) = f (x)
F(k) * D(k) -  FA(k)
FA(k)• I(k) = F(k)
where S(x), S(k) are the dirac comb and i t s  transform
f(x), F(k) are the band-limited function and i t s
transform
s(x),FA(k) are the sampled function and i t s  trans­
form




In the po ten tia l-f ield  case, the functions are not band- 
limited; however, as with almost band-limited time functions, 
an approximation to the continuous function can be derived by 
interpolation.
Interpolation Operators Four interpolation methods
Tr~mr r n ° * ™ - u n i - iruiMumTinriiifiiriiriinwn Mir i» >mini n Mfniinn-wi.— inr— itnw
are used to obtain an approximation to the continuous func­
tion. I t  Is necessary to study the spectra of the in te r­
polation operators to gain insight into the results of their  
application.
1. Sample-and-Hold Operator
The sample-and-hold operator interpolates a constant value 
over the region following an observation point. The interpolated 
value is  the value observed at the previous observation point.
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The Fourier transform of this operator is given by:
- j wAt/2
_ 2 Ate sinojAt/2
wAt/2
This spectrum is plotted in figure 14, Note that the 
truncation of the sidebands (which are centered at fAt = 
1,0, 2,0, 3,0, . . . )  is gradual.
2, Linear Interpolation
For the linear case, the four-point interpolation 
method, and many other interpolation methods, i t  is  neces­
sary to establish the following technique for evaluation of 




dnf(x) , . .n f .
— = (”3W) F (w) 
ax
where the derivatives exists .  I f  f(x) is a polynomial in a
region such as
N
f(x) = E anx for xQ < x < x̂ . 
n= 0
n
0  , otherwise
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FiGURE 14, S P E C T R U M  OF S A M P L E  - A N D -  HO LD  
IN T E R P O L A T IO N  FUNCTION
“ f A t
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because
n ann ' r “ 3 «>x0  -j^x,
a„x <=> -------------— {s + e }
.. .n + 1
( J 03)
then
N ann.' ~jwx0 -jwxx
f (x) <=> Z —  {e + a }
1  .  . . n+i
(Papoulis, p. 53-54) 
For n = 0, the sample-and-hold method discussed above
becomes , for t  = Ax,
F(w) = CQSOjt - 1 „ sincot
j<o -jco -co
= i  {cosut - i} + s±2 £*
( 0 oj
A(<o) = f~  ̂(1-coscut) 2sina) t /2
U 2  ' M
„ , , .. - 1  c o s w t - 1  . - 1  f j .art (0 (w) -  t a n  = t a n  1 ta n  ( -  0 ) s -  -  ~
sxncot *  A
as previously derived.
Specifically/ for the linear-interpolation Case, the
interpolation function is
f (x,) - f (x )
• x + f (x ) • x < x < x. 
Ax ° ° 1
or i f  the sampled function is  given by
li
f(x) - Z an 6 (x-nAx) 
n=o
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the interpolation function is given by
(1 - * I an 5 (x~nAx)
n~o
+ fx *  ̂ ^  <HX“ (n-1) Ax) ; n^x £ x < (n+l)Ax
n=o
The irapulse response of this  interpolation function can 
be found by putting in a single irapulse and observing the out­
put fmiction. For the linear case the output function is  a 
triangle of width 2Ax centered on the input impulse. The 
transfer  function is therefore
which is  plotted in figure 15. Note that the f i r s t  zero is 
at
3. A Four-Point Interpolation Method
The derivation of this second-order method of interpola­
tion is given in Appendix B. This four-point interpolation 
scheme is treated here because of i t s  abili ty  to produce 
smooth, interpolated values with few discontinuities and 
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FIGURE 15. SPECTRUM OF LINEAR -  INTERPOLATION OPERATOR
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where is the value at Xj_. The convolution formulas are
J2 N
* Z an 5(x-(n+l)Ax) 
n=o
2 N + (x -x+1) * Z an 6 (x~nAx)
n^o
2  N
+ ( _  f x) * E an 6  (x-(n-1) Ax) 
n=o
x 2 N
+ —- * £ an S(x~(n~2)Ax) ; nAx<x< (n+1) Ax •
4* n=o
The impulse response of this operator is 
- x2  3x
*" 4— ” 4 ^ + 1 ; -Ax<x<2Ax and zero otherwise 4
The transfer function is
~j o2Ax , , ,  . 2 -  e  ( 4 ( a x ) ^   ̂ 4Ax + 2 ^
 ̂ -jw 2 . 3
J o 3w
-fjoAx 9
, e , (Ax) 2  2Ax . 2 *+    ( —  2“  T 3
O JW
- j w2 Ax 
3e / 2j A x +
4 0 . 2
o
+ j wAx
+ 3 e _ ______  iA x  _
4 « uj2
joAx
+ 2 s i n o 3 A x   ̂ “ z 1
o
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FIGURE 16 A. S P E C T R U M  OF THE FOUR" POINT INTERPOLATION 
OPERATOR.
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4, Sin x/x Interpolation
Sin x/x or sine functions (Bracewell, p. 6  7) are the 
ideal interpolation functions* The sampling theorem states 
tha t  a band-limited function can be completely restored by 
use of the sinc-interpolation functions. However/ potential 
functions are not band-limited, and recovery of the function 
is limited by the sampling theorem. However, a more serious 
disadvantage of the sine function becomes prominent* The 
sine function is infin i te ly  long; therefore, theoretically, 
an in f in i te  sum is needed to evaluate each interpolated point* 
In practice a f in i te  or tapered sine function is used, but the 
theory for the in f in i te  sine function is presented below:
The function is plotted in figure 16b.
Results of Computational ‘ > — In order to
te s t  the above contentions, the anomaly of the attraction 
of a spherical body was calculated using different sampling 
rates. Then the four different interpolation schemes were 
applied. The final interpretation was done using the least-  
squares f i t  of the attraction of a spherical body. All 
distances are normalized with respect to the station spacing.
Another practical aspect is  the degree of improvement 
of sine interpolation over that of linear or the four-point
N
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interpolation method. If  the additional amount of work 
associated with the use of sine interpolation produces 
l i t t l e  improvement in the interpolated functionf the simpler 
four-point or linear formula should always be used.
The results of the interpolations are displayed in 
Table 2} along with the results of the interpretation of the 
interpolated profiles .
A comparison of the methods of interpolation can be 
summarized as follows:
1. Except for the sample-and-hold method* the center of the 
causative body was located almost exactly. The given 
values were symmetric about the location of the body.
The methods studied preserve those given values* thus 
this  result  is  unsurprising. The results of sample-and- 
hold interpolation contain a predictable degree of 
asymmetry and are definitely infe rior  to the results of 
the other methods.
2. The measured peak values were very close to the correct 
value (within o, 1 percent) . The sample-and-hold method and 
second-order method provided consistently bet ter  results 
than the linear interpolation method. The sine method 
gave results  which were consistently low* a feature which 
will be discussed below.
3. The average error of 0,04-1 percent indicates that a l l  the
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Table 2
Interpretation Results for Interpolation 
Number of Sum of Error Interpreted Interpreted Interpreted
Method Points * Squared# DepthO Peal; Values Location%
1BL 1 1 . 1 0 xl 0 “ 2 24.995 0 .9999 52.493
2LI 1 7* 90x10"*5 25.006 0 .9995 51.999
3 BE 1 4.69x10"5 25.005 0.9999 51.999
**SX 1 4. 89xl0“2 24.996 0.9629 51.989
BL 2 2. 92x10**2 25.005 0 .9994 5 3.000
LI 2 2.29x10-** 25.025 0.9985 52.001
BE 2 1.07x10-** 25.021 0.9996 52.001
SX 2 6 .79x10“ 1 25.060 0.9617 52.073
BL 3 5•47x10“ 2 25.020 0.9986 53.500
LI 3 4. 88x10-** 25.019 0.9977 52.000
BE 3 2 .33xlQ“s 25.016 0 .9997 52.000
SX 3 2.17x10-2 24.930 0.9640 51.970
BL 4 8 . 74xl0“ 2 25.027 0.9979 • 54.002
LI 4 8 . 6 8 x1 0 -** 25.081 0.9954 51.999
BE 4 6 . 2 2 xl 0 - 5 25.063 0.9986 52.000
SX 4 6.71x10-1 25*067 0.9689 52.012
BL 9 3.55x10- 1 25.194 0.9901 56.507
LI 9 1.13X.10-2 25.379 0.9806 51.998
BE 9 1.30x10“ 3 25* 353 0.9919 52.003
SX 9 3. 34xlQ“ 2 24.930 1.0086 51.762
*number of points inserted between given actual values 
#sum of differences squared between interpolated values 
and interpreted values 
Qactual value ~ 25*000 in units of the station spacing
'&actual value = 1 . 0 0 0  in arbitrary units
%actual value = 52.000 measured from the f i r s t  input point





methods did extremely well with respect to determination 
of the depth of the body,
4, The to ta l  squared error of the least-squares f i t  declined 
by a factor of 30-100 in going from the sample-and-hold 
method to the linear method  ̂and-by a factor of 2 - 2 0  in 
going from the linear method.to the second-order method. 
The results for sinx/x were again poor, principally 
because of the error in the peak value obtained.
As the number of points interpolated increases^ the 
results show a reasonable decline in quality. The advantage 
of a higher order method over a lower order method decreases- 
as the erro r  grows.
Conclusions - -  The anomaly used in this study was over-
wimi i ran  Tin iri ^ i»n iin ,  > imi mim n w
sampledjand the errors induced by the interpolation method 
were small* Thus these results  must be considered as 
indicative of the relationships between the methods studied 
rather than indicative of the possible performance of the 
operators in an absolute sense.
An attempt was made to isolate the effects of the in te r­
polation method used. Random (measurement) errors and 
systematic (regional) errors had no place in this  study.
As to the sensi t iv i ty  of the methods used to these types of 
errors, the following statements can be made:
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a. None of the methods removes the effects of systematic 
errors (see Chapters 2 and 10 for methods which do),
b, All of these methods are susceptible to random errors 
because they a l l  preserve the values at the observation^ 
points. Given random error in a series of observations 
one would use a method which did not accept the obse.rved 
values as valid, but which would minimize the error due 
to random errors. Such a scheme might be a least-squares 
f i t  of a quadratic curve to four points instead of the 
quadratic scheme used.
This study has applications in many facets of potential-
f ie ld  work. The following are some of the applications;
1, Many interpretation methods fa i l  for a lack of data, 
Interpolation can provide more control and precipitate 
a bet ter  interpretation,
2, Many types of information display, contouring in par­
t icu lar ,  need additional control to produce good results . 
Interpolation is  a v ital  part of the production of such 
displays.
3, The use of the simplest possible interpolation method 
producing satisfactory results will  save computer time. 
This study allows the effectiveness of these schemes to 
be estimated.
The failure of the sinx/x operator to produce acceptable
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results can be explained by the following considerations:
1. The operator is infin i tely  long. To use i t  an infin i te  
amount of data must be available. The length used in 
this study was not sufficient to produce good results,.
The length was not extended because the loss of data a t  
each end re s t r ic ts  the comparison with the other methods.
2, The results obtained were predictable. The sum of the
coefficients by which the contributions to one inter-
■ polated point are multiplied is less than 1 . 0 .
For the insertion of one value between the given points 
of the interpolating coefficients the sum is about £.926 
for the length of operator used.
Consider this experiment: All the observed values are
equal. The acceptable interpolated value is this constant
value, The sinx/x method obtains a value by the following
formula:
N
l(A) = E C(k) °(jt-jc) 
k=l
°(m)*2Ck
where'i(A) is the interpolated value and 0 (m) is any observed 
value. Thus to produce the correct answer the.sum of the
coefficients must equal 1 . 0 .
This experiment yields a method for improving the sinx/x
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method of interpolation. Renormalizing the sum of the 
coefficients (except for the x = 0  value) to 1 . 0  should 
improve the performance of the sinx/x operator. This 
renormalization v/as not carried out in this study.
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POTENTIAL”FIELD INTERPRETATION USING 
THE FOURIER INTEGRAL
Spectral Methods and Potsntial-Field Data
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Review of .Literature — Frequency analysis and trans­
form methods have been extensively used in the interpreta­
tion of poten tial-f ield  data. Swartz (195 4) u ti lized  hand- 
calculated transforms to compare the effectiveness of resid­
ual operators. Dean (1958) outlined the basic equations for 
application of spectral analysis to gravity and magnetic 
interpretation. His paper compared several commonly used 
grid operators, and he noted the insight into the d iff icu lt ies  
of downward continuation given by spectral analysis, Byerly 
(1965) noted the application of convolution and f i l t e r  theory 
to poten tia l-f ie ld  problems. Fuller (196 7) transformed the 
commonly used two-dimensional operators and compared .these 
operators on the basis of the ir  frequency-domain represen­
tation, Fuller also gives one example of a non-radially 
symmetric operator. Zurfleh (1967), in his review of the applica­
tions of these methods, offers extensive practical advice 
for the use of polynomial-fitting and l in ea r- f i l te r in g  
techniques.
Fourier-transform methods have thus been widely con­
sidered in the l i te ra tu re .  Missing from consideration are
40
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details on the two-dimensional Fourier transform and appli­
cations of operators to synthetic data. A v ita l  step in 
the treatment of synthetic data is quantitative interpreta­
tion a fte r  f i l te r ing .
Review of Pertinent Fourier-Transform Theory — Follow­
ing Papoulis (1962)  ̂ the one-dimensional Fourier Transform 
is defined ass
*J*oo
F (w) = /  f (x) exp (-jwx) dx
_<x>
where w ~ angular frequency
f(x) -  an arbitrary function of x 
j = the square root of - 1  
Conditions for the existence of F(w) are fu l f i l le d  by the 
types of poten tia l-f ie ld  functions measured at the earth 's  
surface. The inverse transform is given by■the following 
equations
+ 00
f(x) = /  F(w) exp(+jwx) dw
2 tt ra00
In general, F(w) is  complex. If the .real part of F(w) is 
denoted by R(w) and the imaginary part by I(w), then F(w) 
can be represented as
F(w) ~ R(w) + jl(w) = A(w) exp(-jG(w))
where A(w) ™ (R(w)^ + I(w) 2 ) J5
9(w) = tan" 1  (I(w)/R(w)).
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Several properties of the Fourier transform to be used 
la te r  include:
1, Translation* I f  the origin of f(x) is shifted by 
an amount xQ, the transform of f(x) will also be altered:
+°° -jwx +». ■ -jw(s+x0)
F (w) = f f(x-xQ)e dx = /  f(z)e dz
o — «x> — a>
for z = x - xQ. Thus
-jwxQ +°° -jwz “jwx0  “j 0 (w)
F (w) = e f f£z)e dz == e A(w)eA*" O —oo
The phase spectrum of the function whose zero is shifted 
forward by xQ is (Q(w) + wxQ) . A zero-intercept s tra ight  
line with positive slope equal to xQ has been added to the 
phase spectrum* The amplitude spectrum is unchanged,
2, Real time operators* For one dimension the requirement 
that the space-domain function be real re s t r ic ts  the 
frequency-domain functions which may be considered:
f(x) = a real time operator
1  *̂"C°- rsr' f (R(w). +jl (w) Hco'swx + jsinwx}dw 27T. —  GO
+CO
“  S {R(w)coswx “ I (w)sinwxjdw 
27T - 0 0
. -}-co
+ 3— I {R(w)'sinwx + I (w) coswx}dw 2 TF _
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The las t  term must be zero for f(t)  to be real. The
requirements are that R(w) be even and I (w) be odd:
R(w) = R(-w) I(w) = -I(-w).
Under these conditions
A (w) = A(-w) 0 (w) = -0(~w).
The two-dimensional Fourier transform is defined as:
+« -j(xk +ykv)
F(kx,k ) = ff f(x,y)e dxdy
— OO
inhere kx,ky = angular wave number in cycles per unit length.
The inverse transform is:
+«> +j(xkx+yk )
f(x,y) = — — ff F(kx,k )e * dkxdky
( 2 t t )
The two-dimensional transform has several properties analo­
gous to the properties of the one-dimensional transform:
1. Translation
I f  F(kx,ky) <=> f(x,y)
where the double-ended arrow denotes the existence of a trans­
form pair and
■+•» - j(xkx+yky)
FT(kx,ky) = / /  f(x-x0,y-y0)e dxdy
—  CO
where F^(kx^ky) = Fourier transform of the translated function, 
l e t  z = x - xQ
u  = y  -  y 0 >
then
The shif t ing of the zero in the distance domain causes the 
addition of a zero-intercept plane to the phase spectrum of 
the unshifted function,
2, Real Space-domain Operators
The conditions for real space-domain operators are more 
complicated for two-dimensional transforms than for one­
dimensional transforms. Two sets of conditions
produce the real space-domain operator; one set  is
analogous to the conditions in one dimension and another set 
depends on the interrelationships of the symmetry properties 
with respect to the two axes.
In the two-dimensional case the inverse transform is
1
f(x,y) -  — j  ff (Rtjl) • (cos{xkx+yk } +jsin{xkx+yk })dkxdk
( 2  T T )  y
where R = R ( k x , k y )  = the real part of F ( k x , k y )
I = I ( k x / k y)  = the imaginary part of F ( k x , ky )
f(x,y) = a real function.
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The imaginary terms in this equation must equal zero. 
The non-realizable terms may be zero for several reasons:.
1, Conditions analogous to the one-dimensional case. The 
las t  part of the above equation is
being a) even with respect to kx and odd with respect to ky 
or b) even with respect to ky and odd with respect to kX5 the- 
conditions are fu lf i l le d .  In addition the possib ility  of 
zero-valued real or imaginary terms must be taken into 
account. To summarize the f i r s t  set of conditions for a 
solely real space-domain operator:
2. Conditions involving symmetry of the two-dimensional 
transform:
? -f°°
+ Icosxkxcosyky - Isinxkxsinyky}dkxdky
i f  R is  even with respect to kx and ky in addition to I
REAL PART IMAGINARY PART
Case 1 even on kx 
even on ky
even on k x  
odd on ky
Case 2 even on kx 
even on ky
odd on k x  
even on k y
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A type of spectrum of in terest is  that set of transforms 
for which the imaginary part is  zero. An alternative 
definition of th is  set is those spectra such that the phase 
of the two-dimensional Fourier transform is given by an 
integer multiple of tt. This set includes the desirable functions 
with zero phase which do not d is to r t  the phase relationships 
of any function with which they are multiplied.
The definition of the set of spectra which produce
a real space-domain function is  as follows: the real part is
symmetric between quadrants 1 (kx , k y >  0) and 3 (kx , k y < 0 )  and
also symmetric between quadrants 2 (k > 0 , k  < 0)  and 4y x
(k y  < 0 , k x > 0 ) .  The imaginary part must be antisymmetric 
between quadrants 1 and 3 and also antisymmetric between 
quadrants 2 and 4. Note that the two above-listed cases 
sa tisfy  these requirements.
The fact that the operators most often applied have been 
sampled on a discrete grid dictates that most operators will 
not have radial symmetry, but will have the symmetry 
i l lu s tra ted  in figure 17. Fuller (1967) makes th is  point and 
demonstrates the necessity for considering the fu ll  two- 
dimensional Fourier transform even when the continuous 
operator has complete radial symmetry. Zurfleh (1967) 
also discusses th is  point and suggests that some adjustment " 
of the operator is  necessary to insure radial symmetry when 
i t  is  desired.
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Figure 17 i l lu s tra te s  the difference between the two 
cases in which neither the real not the imaginary part 
of the spectrum is zero. The cases in which the 
imaginary part is  zero are of substantial in te res t.
Spectra of Potential Fields — Odegard and Berg (1965) 
have compiled the Fourier transforms of the a ttraction  due 
to simple geometric bodies. The amplitude spectra have the 
general property of exponential decrease with increasing 
frequency. The logarithmic decrement of exponential f a l l -  
off coefficient is  proportional to the depth of most bodies. 
Attractions measured over bodies centered a t shallow depths 
are expected to have more re la tive  amplitude density at 
higher frequencies than a ttractions measured over bodies 
buried more deeply. The functions have re la tive  amplitude 
density a t a l l  frequencies. The study of Odegard and Berg 
(1965) permits the evaluation of aliasing as a contributor 
of error in po ten tia l-f ie ld  studies. The extent to which 
aliasing is  a problem can be seen from consideration of 
the spectra of the attractions from simple geometric forms. 
Whenever the. f ie ld  is  sampled, aliasing is present 
because the functions are not band-limited. Despite 
the exponential decrease of the amplitude with increasing 
frequency, unexpectedly high sampling rates can
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R FOR CASE I R FOR CASE 2
1 FOR CASE I I  FOR CASE 2
FIGURE 17. ILLUSTRATION OF TWO CASES FOR 
REAL S P A C E -D O M A IN  OPERATORS
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be shown to be necessary to reduce the aliasing error to 1  
percent. I f  the anomaly in attraction  is sampled at a rate , 
so that the distance between observations is  one-half the 
depth, the aliasing errors are on the order of 1 0  percent at 
the higher frequencies near the Nyquist point.
Consider figure 18, which is  based on figure lb of 











FREQUENCY (cyc les /km )
FIGURE 18. SPECTRUM OF BURIED, INFINITE HORIZONTAL 
CYLINDER,
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This graph is the spectrum of the a ttraction  due to an 
in f in ite  horizontal cylinder at a depth of one kilometer,.
At a sampling interval equal to one-half of the depth to 
the center of the cylinder (1 / 2  km), the error due to aliasing 
a t frequencies near the Nyquist frequency (lcycle/km) is  
about 10 percent to the peak value. The error decreases 
exponentially and is less than 1 percent for 0.25 cycles/km.
Result s of Computational Experiments -- Two data sets 
were generated and used to te s t  the effectiveness of f i l t e r ­
ing methods. In generating both sets of data, i t  was assumed 
that a large mass point was buried a t large depth (to 
provide regional gradient) and four smaller mass points 
were buried a t shallower depths (to serve as snomalies to be 
found and evaluated). The synthetic profiles are shown in 
figures 19 and 20. The smaller anomalies are marked with 
Roman numerals. Table 3 gives the parameters for these 
anomalies.
The spectra of the two data sets are shown in figures 
21 and 22., The spectra of the regionals alone are shown 
in figures 24 and 25, and of the signal alone in figure 23.
I t  might be supposed from inspection of these figures that 
the signal could be separated from the regional by using 
a high-pass f i l t e r  with a cutoff frequency a t about 0 . 0 2  on 
the dimensionless frequency scale.
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FIGURE 25 .  FOURIER T R A N S F E R  OF REGIONAL ONLY 
FROM FIGURE 20.


































#A1 1  distances are normalized with respect to the station 
spacing
^Normalized gravity values
Low-pass f i l t e r  design is  severely res tr ic ted  by the 
length of operator desired. The lowest frequency low-pass 
f i l t e r  for any particu lar length of operator is given by 
the boxcar (constant value) operator (with bandwidth of the 
f i l t e r  defined as the frequency of the f i r s t  zero of the 
f i l t e r  spectrum). The frequency domain representation of 
th is  function is  the sine (or sinx/x) function. The fre­
quency -'domain cutoff of the boxcar operator is at the f i r s t  
zero of the sine function. Subsequent fiddling with the 
operator will cut down the side lobes of the sine function,
T 1222
but the cutoff point will expand past the desired lowest 
possible frequency for that length operator. This behavior 
is  an expression of the principle of uncertainty; the band- 
width-time duration product is  never less than a certain 
constant value.
The f i r s t  zero of the sine function in the frequency
domain occurs a t w = 2tt/T where T is the length of the box­
car function in the time domain and w is the angular 
frequency. In dimensionless frequency this point is  found 
at fAt = 1/N, where N is  the number of points spaced At
apart to make up the boxcar function. I f
A
fAt = 0. 02 = 1/N ; N -  50 points = T.
No attempt was made to vary the f i l t e r  length from this
apparently adequate length of 50At.
The Hamming smoothing function, a well known method 
for improving the performance of a f i l te r ,  is used here. 
The equation for the Hamming f i l t e r  is
I  ( 1  + cos {I|}) for ItI < t
0 I t  I > T
A B artle tt  (triangle) f i l t e r  has as i t s  transform the
2 2 9 • 'sin~x/x or sine function (Bracewell, p. 67). The virtue
of the sine function is i t s  rapid drop-off rate and the
decrement of the side lobes. The equation for the B artle tt
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f i l t e r  is
(I “ li-L) for | t |  < t
0 for j 11 > t .
These two f i l te r s  were normalized (sum equal 1*0) 
converted to high-pass f i l t e r s ,  and then were applied to 
the two data sets . The anomalies on each data se t were then 
isolated and interpreted by the least-squares method described 
in Appendix A.
The disappearance of anomaly I points out a shortcoming 
of the convolution method of regional-anomaly separation.
A f i l t e r  with a length of N points convolved with a data se t 
with a length of M points yields only (M-N) valid points of 
output. In this case i t  was the beginning of the data which 
suffered, and the f i r s t  anomaly was lost.
The residuals derived from the convolutions are shown 
in Figures 26-29. The average level of the curve was 
lowered by 0 . 0 2  before in terpretation  because of the appear­
ance of the residuals. The results of this interpretation 
are shown in Table 4.
The quantitative results can be summarized as follows; 
li The anomaly peak is  located to within one data point.
2. The depths are consistently shallow by an average of
15 percent.
3. The mass estimates are consistently low by 40 percent.
4. The standard deviation of the in terpretation  per point
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Error Summary for Results of Convolution Study
Anomaly Error x 10 Mass Depth Location
Figure 26 II 3.61 0.060 7.26 50.62
B-*LOR̂ I I I 4.87 0.059 9.0 4 1 0 0  . 0 1
IV 3.39 0.063 9.39 150.16
Figure 2 7 II 8.25 0.056 8.63 50.69
B*HOR% III 5. 80 0 .058 8.89 99. 82
IV 12. 45 0.045 7.40 149,35
Figure 2 8 II 8.90 0.054 8.50 50.67
Ĥ *LOR III 5.10 0.059 8.78 99.03
IV 2.92 ■ 0 .063 9.14 150.13
Figure 29 II 8 , 30 0 .056 8.63 50.67
H*IIOR III 17.11 0  .053 9.70 98.99
IV 14.58 0  . 045 7.11 149,83
“B artle tt  F i l te r
^Denotes convolution
$Low-order regional (Figure 18)
%High-order regional (Figure 19) 
#Hamming F il te r
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The qualitative results are le f t  for a la te r  section 
in which the above will be compared with another popular 
method of regional-residual separation, polynomial fitting*
T 1222 65
Identification  of Broad-Band Events
Previous Work and Theory — The work of Fraser, Fuller, 
and Ward (1966) introduced a method unique to geophysics 
for the detection of broad-band (wide spectral range) events 
despite in terfering  noise. By use of a series of narrow band­
pass f i l te r s ,  the above authors managed to iso la te  the loca­
tion on a profile  at which power was located over a wide 
variation in frequencies, A similar method presented below 
u ti lize s  the following property of Fourier transforms:
In a previous section i t  was shown tha t i f
f(x) <-=-=> F(w) = A(w) exp(-j0(w))
then
f(x~x0) <-===> exp(-jwxQ) F(w).
This fact can be exploited to identify broad-band events, 
despite substantial narrow-band noise. The method in 
Fraser, Fuller, and Ward (19 6 6 ) is  based on the same con­
siderations, Essentially the same idea is  presented below 
in a form which c la r if ie s  the basis of the idea and allows 
one to evaluate i t s  potential.
Broad-band events, localized in space (such as
a single p o ten tia l-f ie ld  anomaly), by virtue of the above 
property of the Fourier transforms, w ill add a linear term 
to the phase spectrum of the p ro f ile 0 The slope of this 




the event. Any non-localized noise, particularly  that which 
is  re s tr ic ted  to a narrow band of frequencies, w ill have an 
unpredictable and almost certainly non-linear phase 
spectrum. Thus a search of a phase spectrum for linear 
segments w ill reveal a localized event or anomaly.
Practical Considerations — A d ifficu lty  in f i t t in g  I ■
linear segments of a phase spectrum with a s tra igh t line 
arises from the way in which the phase values are calculated. 
All phase values are constrained to l ie  between -n and -Hr 
by the periodicity of the circular functions-- there is  an 
uncertainty of 2mr. The actual values of the phase spectrum 
may run on through many multiples of it, The points at which 
the phase values change from + to - are d if f ic u lt  to deter­
mine exactly i f  a ^distinct linear trend is not being 
followed across each jump of 2 tt in the phase value.
In calculating the slope of a linear portion of the 
phase -spectrum, an approximate method of compensating for 
large discontinuities in the phase spectrum is used on the 
examples. A stra ight line is  f i t  to a non-discontinuous 
portion of the spectrum by the least-squares method (CRC 
tab les, p. 36 3, 195 7). This line is assumed to pass near 
the next point outside the portion used in the f i t .  I f  i t  
does not pass within a preset distance of the next point, 
a discontinuity is  assumed to have taken.place, and the whole 
line is adjusted to pass through the point on the .other side
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of the discontinuity. The next point is then considered, 
and the decision about the existence of a discontinuity is 
again made. When no discontinuity is present, the line is 
r e f i t  to accommodate the newly included point in the least- 
squares f i t .
The method remains under fu ll control of the user 
because the size and number of discontinuities allowed are 
quite variable, depending on the characteristics of the 
phase spectrum. The linear slope of the phase spectrum can 
be changed by moving the zero-point location.
Results of Computational Experiments — A curve used by
Bw i,i w r :«r T « a aiMawMM r ian ,iffr,iyj.>nn rg«ar««Bajtf»aaoraBBc»rm iJH".M
Fraser, Fuller, and Ward (1966) was digitized and the method 
applied (see figure 30)• I ts  spectrum appears in figures 31 
and 32, The scale is  expanded in figure 32 9 to show the 
important low*™frequency details*
Figure 33 shows the slopes derived and the errors 
associated with each slope determination, A slope of ”200 
corresponds to a location of 63,5 units from the beginning 
of the pro file .
Table 5 indicates the frequency range to which each 
point on figure 33 corresponds.
Table 6  summarizes the resu lts. The Fraser, Fuller, 
and Ward figures are seen to be more consistent; however the 
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FIGURE 31. AMPLITUDE AND PH A S E  SPECTRUM OF 
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FIGURE 3 2 .  AMPLITUDE AND PH A SE S P E C T R U M  OF 









































S L O P E S  (B AND D) AND AVERAGE ERROR P E R  
POINT (A AND C) C A LCULATED FOR T E N  PHASE 
VALUES PER POINT ON EACH GRAPH.
( S E E  TABLE 5  )
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Table 5
Location of Points on Figure 33
Point Figure Dimensionless Frequency
Span
1 33 A-B 0 . “0 . 0 1
2 33 A-B 0 . 0 1 1  - 0 . 0 2
3 ii 0.021 “-0.03
4 ii 0.031 -0.04
5 n 0.041 -0.05
6 n 0.051 “0.06
7 ei 0.061 -0.07
8 ii 0.071 -0.08
9 ii 0.081 ”0.09
1 0
it 0*091 “0.10
1 33 B-D 0. -0.05
2 33 B-D 0.055 ”0.10
3 ii 0.105 -0.15
4 ii 0.155 ”0.20
5 ii 0,205 ”0.25
6 ii 0.255 “0.30
7 it 0.305 “0.35
8
ii 0.355 “0*40
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present in the data. Reference to the paper of Fraser, 
e t.  a l . ,  (p.1070) shows the true location of the body to be • 
a t about location 70. The slope derived values are 
localized around th is  value. Unfortunatly, the linear trend, 
coupled with a delayed boxcar truncator, would have a similar 
linear phase. To obtain re liab le  phase estimates, such trends 
must be removed before the data is  transformed.
Fourier Transforms and Polygonal Cylinders
Description of the Problem  Elongate anomalies are
often observed in exploration gravity work. Significant 
engineering effort has been applied to interpretation of 
anomalies which are a t least three times as long as they 
are wide. The effort has culminated in the powerful method of 
in terpretation  by polygonal cylinders of in f in ite  length.
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The Infinite-cyUnder assumption v;orks well i f  the anomaly 
is seven to ten times as long as i t  is wide, and proportion­
ally less well for diminishing ratios of length to width.
The polygon assumption is well jus t if ied  because an increase 
in the number of sides, appropriately f i t ted  to a well- 
behaved mathematical curve, decreases the error between the 
curve and the polygonal outline.
The formulas for the attraction of a polygonal cylinder 
are formulated in terms of pairs of adjacent vertices of the 
polygon which comprises the cross-section of the in f in i te  
cylinder (Fig. 34). Superposition allows one to find the 
a ttract ion  of the whole cylinder. The study described below 
is concerned with the contribution to the attraction by 
one side of a polygonal cylinder, although a change in one 
side implies a change in one or more of the other sides to 
close the polygon. I t  is necessary to know the effect of 
a change in one side in order that the effect of multiple 
changes can be determined.
Purpose and Scope of Study — The background of poly­
gonal methods indicates the importance of the above statement. 
Once the contribution of one side of the polygon can be 
found (the direct problem in potential theory), the 
problem of indirect interpretation becomes of in terest ;
Given the attract ion  can the causative body be found? For 
a given density contrast and a given measure of the error, 
the answer is yes. Given (1) the density contrast 
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FIGURE 3 4 .  TH E  A TT R A C TIO N  OF A P O L Y G O N A L  CYLINDER 
WHICH IS INFINITELY LONG IN T H E  
DIRECTION P E R P E N D IC U L A R  TO TH E PAGE
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the sum of the squared error between the attraction of the 
cylinder at certain points of observation/ and (3) the local 
observed values of the attraction as recorded in the f ield,then  
powerful methods do exist (Corbot&, 1965) to adjust the 
vertices of the polygon appropriately.
However, most who have tr ied  these methods will  
acknowledge d iff icu lty  (Snyder, 1968, p. 106-110). Suf­
f ic ien t  control i s  necessary to keep the brunt of adjust­
ment from falling on any single point, and to keep a l l  
points within a geologically feasible range of values (below 
the surface or other known boundary, e tc . ) .  The purpose of 
exhibiting the spectrum of the anomaly caused by one side of 
the polygonal cylinder is to gain insight into the in s tab il­
i ty  of the f i t t in g  process outlined above. I t  is possible 
to derive the closea-form transform of the formulas for the 
vertices, but the resultant complicated formula fa i ls  to 
pass a l l  tes ts  for communication of information or insight.
The pictures of the numerical transforms found here enable 
one to extrapolate the consequences of vertex adjustment.
For one side of a polygon the variables used here are 
the depth to the center of the side divided by the length of 
the side (the burial r a t io ) , the angle made with the sur­
face by the side, and the frequency (in cycles/length of 
s ide) . Because the density contrast is  unknown, a l l  of the 
amplitude spectra are normalised to 1 , 0  maximum-amplitude 
value.
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Results of Computational Experiments — Figures 35-39 
show the contribution of a single side of a polygon plotted 
above the trace of the side. Inasmuch as the profiles 
shown are simply the reverse of those with angles greater 
than 90 degrees, only the curves for 0, 30, 60, and 90 
degrees are displayed. 'The symbol 11L" is the unit of length 
equal to the length of the side studied.
The shape of the curves is remarkably consistent for the 
five burial ratios.
Figures 40-44 show the normalized amplitude spectra of 
the attraction curves of Figures 35-39. The following points 
are evident from Figures 40-44:
1. There is l i t t l e  change in the normalized amplitude spectra 
as a function of the depth ratios for the ratios displayed.
2. As the angle with the surface (9) increases, there is a 
s h i f t  of spectral energy to higher frequencies.
3. Vertical sides on a polygon do not add to the overall 
average level of the curve.
4. The peak in the spectrum of the attraction due to a 
vert ica l  side (0 == 90°) is found at 0.1 on the dirnension- 
less scale. With Ax equal to 0.1 (of the unit length) in 
this  specific case, the wave-number is seen to be 1  cycle/ 
unit length, or 1  cycle/length of vertical side.
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FIGURE 35. POLYGONAL SIDES AT DEPTH =0.8 L AMD THE
CONTRIBUTION DUE TO EACH SIDE.
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FIGURE 36. POLYGONAL SIDES AT" DEPTH s 1.0L AND








FIGURE 37. POLYGONAL SIDES AT DEPTH = 1.5 L AND
THE CONTRIBUTION DUE TO EACH SIDE
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FIGURE 38. POLYGONAL SIDES AT DEPTH = 2.0L AMD 
THE CONTRIBUTION DUE TO EACH SIDE
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FIGURE 39. POLYGONAL SIDES AT DEPTH = 2.5L AND 

















FIGURE 40. AMPLITUDE SPECTRA OF CURVES

















FIGURE 41. AMPLITUDE SPECTRA OF CURVES























FIGURE 4 2 . AMPLITUDE SPECTRA OF CURVES
























FIGURE 43. AMPLITUDE SPECTRA OF CURVES

















FIGURE 4 4 , AMPLITUDE SPECTRA OF CURVES
FROM FIGURE 39. DEPTH = 2 .5 L
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5. There is an indication of aliasing at the highest f re ­
quencies and larger angles.
6 . Because of the termination of the contribution curve, 
unimportant truncation effects are present. The zeros of the 
curves are not repeated at regular intervals. Note that
the amplitude spectra are a l l  normalized to 1 . 0  which 
minimized the effect  of the depth variation.
Figures 45-49 show the phase spectra derived from 
Figures 35-39, respectively. The phase spcetra are plotted 
between ± ttso the discontinuities of 2 tt are present i n  t h e  
display. The phase spectra are continuous for the most part. 
Note that when the amplitude is low, the phase spectra may 
be unreliable.
The following observations can be made:
1. A variation of the phase spectra 'with the angle of the 
side with the surface is present and is more prominent for 
the deeper sides. The curvature increases with increasing 
angle.
2. A straight  line drawn through a l l  spectra would have 
about the same slope regardless of angle of depth ra t io  
(see the section on broad-band event detection). This l in ­
earity indicates that the center of each attract ion  curve 
is  located at the same place with respect to the beginning 
of the curve.
3. Discontinuities other than those of 2 tt increase in 






















FIGURE 45. PHASE SPECTRA OF CURVES

















FIGURE 46. PHASE SPECTRA OF CURVES
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FIGURE 47. PHASE SPECTRA OF CURVES


















FIGURE 48. PHASE SPECTRA OF CURVES


















FIGURE 4 9 .  P H A S E  S P E C T R A  OF CURVES
FROM FIGURE 3 9 .  DEPTH = 2 . 5  L
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compare figure 4 6 , 0 = 0  degrees, with figure 48, 0  =
90 degrees.
4. The curved portions of the phase spectra appear with 
increasing depth at the angles of 30 and 60 degrees. These 
"peaks" are apparent on figure 47,
5, There is some tendency for the apparent linear slope to 
change with higher frequency at the greater depth ratios 
(Figure 49)•
To summarize the results :
1, The depth has l i t t l e  affect on the amplitude spectra,
2, Depth affects the phase spectra,
3, The amplitude spectra vary substantially as a function
of angle.
Conclusions — The peak in the spectrum associated with 
a vertical side appears to contradict the work by Odegard 
and Berg (19 65, p, 431) with the attraction of a fault.  
Contrary to their  findings, vertical sides can cause peaks in 
the spectrum.
The phase spectra appear to be the most interesting 
development in the study. The center of the single body is 
located by consideration of the linear portion of the phase.
The phase spectra a t  angles of 30 and 60 degrees, for the
deeper sides, possess curved segments at frequencies near 
. 3fAx, A curved portion or peak in the phase spectrum of an 
attraction curve corresponds to several spectral components 
with the same phase sh i f t  at zero. Because of the differences
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in frequency between such components, they will never be in 
phase. With this type of phase, a distance***domain function 
synthesized of sinusoids will exhibit l i t t l e  evidence of 
thos e components,
At larger depth ratios and higher frequencies (2,5L,
0,45 fAx), the approximately linear portion of the phase 
spectra exhibit an irregular increase in slope, This increase 
of slope is  probably due to truncation effects and the 
contribution to the higher frequencies by the sharp corners 
where the attraction curve was terminated,
Two-Dimensional Four ie r  Transforms
Introduction --  This section demonstrates the use of 
two-dimensional Fourier transforms and the application of 
two-dimensional operators to synthetic data. The two- 
dimensional Fourier transform and i t s  use in processing two- 
dimensional potential-f ield  data have been extensively 
studied by Fuller (1967) and Zurfleh (1966), Fuller 's  tabu­
lations of the transforms of commonly used grid operators 
is  quite complete and instructive, Zurfleh (19 6 6 ) t reats  many 
of the practical aspects of using grid operators designed in 
the frequency domain. Both these references are concerned 
with radially symmetric operators, the frequency-domain rep­
resentation being thereby simplified to a signed amplitude 
spectrum covering one quadrant. Fuller (19 6  7) gives one 
f i l t e r  which separates two trends on a synthetic map. The
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linear features are about 45 degrees apart and the "strike" 
f i l t e r  does a good job of separating these two trends.
Generation tsf Filters  and Data -— The f i l t e r  used in 
this  study was constructed by the use of an inverse two- 
dimensional Fourier transform. The spectrum of the f i l t e r  
(Fig.5 0 ) ,which was approximated d ig i ta l ly ,  consists of a f la t  
section trending a t  an angle of about 45 degrees to the kx , k y  
axes. The phase of this  f i l t e r  is zero in a l l  quadrants.
The inverse transform of this wave-number domain func­
tion is shown in figure 51. The f i l t e r  is normalized so 
that the sum of the f i l t e r  weights is  equal to zero. The 
impulse response of the desired f i l t e r  is calculated on a 
grid of 11x11 points. This trend f i l t e r  is not radially 
symmetric.
To investigate the poss ib i l i t ies  of distance-domain 
modification of the trend f i l t e r ,  the f i l t e r  in figure 51 
was transposed and the upper triangular half of i t  was mul­
t ip l ied  by a minus one. The transposition causes the f i l t e r  
to amplify trends at 90 degrees to the desired str ike of the 
trend f i l t e r  in figure 51 (because of the symmetry of the 
trend f i l t e r ,  this  transposition is equivalent to a 90 
degree rotation, i l lus tra ted  in figure 51). The sign change 
is  equivalent to multiplying the trend f i l t e r  by
sgn(x+y) = - 1  i f  (x+y) 0  
— t l  i f  (x+y) 0 .
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FIGURE 5 0 .  AMPLITUDE SPECTRUM USED TO GENERATE
FILTER IN FIGURE 51. AMPLITUDE OF P A S S -  
BAND IS 1.0,  OTHER AMPLITUDES ARE ZERO
9 8
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FIGURE 51. TWO-DIMENSIONAL INVERSE FOURIER 
TRANSFORM OF FIGURE 5 0 .
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This function may be considered to be one-dimensional with 
i t s  independent variable, z set equal to (x+y). The trunca­
ted, d ig i ta l  version of this  function produces an approximate 
derivative'with respect to z at  frequencies with wavelengths 
much longer than the truncated function. Because this function 
is odd, i t s  convolution with a symmetric function produces an 
odd function which is ,  again, a property of the derivative 
operator.
The anomaly chosen for the demonstration is that of a 
semi-infinite horizontal cylinder whose end is covered by a 
larger masking spherical anomaly. A geologic situation 
corresponding to such an anomaly would be a sa l t  ridge ending 
in a roughly spherical sa l t  dome. The anomaly caused by the 
cylinder is shown in figure 56; the anomaly caused by the 
combination of spherical and cylindrical bodies is shown 
in figure 53.
Results of Computational Experiments 1— The f i l t e r  
in figure 51 was Convolved with the data of figure 5 3 to pro­
duce the results  shown in figure 54. Interesting features 
to note are as follows:
1. The ridge is well, defined and the magnitude of the 
spherical nose is reduced.
T 1 2 2 2 100
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FIGURE 5 2 .  TH E TREND FILTER IN FIGURE 5!  REVERSED 
AND WITH THE UPPER RIGHT-HAND 
TRIANGULAR HALF MULTIPLIED BY 10
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FIGURE 5 3 . TOTAL ANOMALY OF SPHERE AND CYLINDER




FIGURE 5 4 .  RESU LTS OF CONVOLUTION OF FILTER 
IN FIGURE 51 WITH DATA SHOWN IN 
FIGURE 5 3 .
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FIGURE 55 .  TH E DATA IN FIGURE 5 3  CONVOLVED 
WITH THE FILTER IN FIGURE 5 2 .
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2. The to ta l anomaly is spread both la te ra lly  and along the 
trace of the cylinder.
3* The values reached by the peak corresponding to the 
cylinder at the lower right hand edge of the figure are lower 
than the true asymptotic value.
The f i l t e r  in figure 52 was convolved with figure 5 3 to 
produce figure 55. The following results are evident:
1. The zero-contour line which appears along the trace of 
the cylinder.
2. The negative slope indicated above the trace of the 
cylinder and the positive slope below.
3. The pods of large (absolute value) slope denoting higher 
rates of change in the areas influenced by the spherical 
anomalies•
Conclusions — The use of two-dimensional f i l te r s  is a 
flexible method of processing two-dimensional gravity data. 
The results of this study show that the separation of 
anomalies with d ifferent trends is feasible and tliat modi­
fication of the f i l te r s  used can often produce superior 
re su lts .
In Figure 54, the trend, though broadened, 
has been separated from the trendless part of the 
anomaly. The values along the cylinder are reduced sligh tly  
from the true values.
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A new concept is presented in figure 55. Many in te r­
pretations of this type of anomaly, either by derivative 
methods or by non-linear techniques, would depend on choos­
ing a representative p rofile  across the elongate anomaly.
If th is  profile  were representative of the body and isolated 
from the end effects, excellent resu lts  could be obtained. 
Figure 55 shows the application of a one-dimensional method 
(an approximate f i r s t  derivative) at a l l  points perpendicu­
la r  to the trend of the cylinder.
Descriptively, the f i l t e r  in figure 52 shows the follow­
ing effects in figure 55:
1. Along the trend the f i l t e r  is constant with gently down- 
sloping sides, a low-pass f i l t e r .
2. Across the 45 degree trend, an approximate derivative 
has been taken. The largest peaks in the output (Fig.55) 
are a t the inflection points where the rate of change of the 
function is greatest. These peaks are associated with
the sphere and outline the area which the sphere is influen­
cing. The firs t-d e riv a tiv e  approximation, valid only a t 
low frequencies, is  seen to do suprisingly well in this case. 
Rotation of Two-Dimensional F ilte rs
Introduction — The rotation  of two-dimensional response 
maps and the effect that th is  rotation has on the space- 
domain operators is  considered in th is  section.
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I f  an axis of symmetry or a prominent feature is present on 
the two-dimensional transform map̂  a change in i t s  
azimuth is often desired. An example would be a northwest- 
southeast- trend f i l t e r  being readied to enhance a north- 
south trend. The actual application of rotation to poten­
t i a l  f ie ld  operators is outlined^ and areas of special
practical and theoretical concern are-indicated.
The problem is  to describe what happens when a feature 
on the transform map is rotated about the wavenumber origin. 
The nature of the transforms of potential fields is  con- 
sidered> along with the special problem of two-dimensional 
aliasing, Blinally. practical aspects of doing these rota­
tions are considered.
Theory of Rotation — The two-dimensional Fourier in te ­
gral transform was defined in the section on spectral 
methods. For a transform map with a prominent feature on 
i t ,  the rotation of this feature with respect to the wave­
number origin by an angle 0  is as follows: the original
function has the transforms
+“ +j(xkx+yky)
f(x,y) = fl F(kx,ky)e dkxdk
mmCO
The rotated transform is given by




kx T = kxcos8  - ky sinO 
ky 1 = kyCosO + kx sin 0  
the solution for kx ,ky is
k = k'cosG + k* sin 0X X y
ky -  k£cos0  - kx sin 0 .
The distance-domain operator is
+00
f r (x,y) ~ X2 iT^ / / pR(kx 'ky) exp(+jxkx +jyky) dkxdky
The variables on the right are changed to forms involving 
v 1 v 1 •Xf y *
f r (x,y) -  1  ~
/o \ 2  ^  ̂ F (k__cos0 -k_Fsin 0  , k cosG+kvsin 0 )
oo x y y x
+j (x (kJJ.cos0 +k ’ sin 0 ) + y (k ’ cos0 -k * sin 0 ) ) 
e y y x dkxdky.
The jacobian is equal to 1.0 for th is  substitution.
+°° +j (k.‘ (xcosO-ysinO)+k ’ (ycosO+xsinO) )
,, .2 f f  F (kx -k y) e  x
(2 ir) . x y dkxdky
= f(xcos 8 -ysin 0 , ycosO+xsinO),
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The effec t on f(x,y) is also a simple rotation. This 
property, as with most Fourier transform theorems/ is 
reciprocal: a rotation of the space-domain operator causes
a rotation of the wavenumber-domain transform map. A 
derivation of an analogous theorem appears in Banard (1966/ 
p. I~40).
Aliasing Considerations — Considered in th is  section 
is the design of two-dimensional operators for the reduction 
of po ten tia l-fieId  data? Zurfleh (19 6  7) covers the design 
of residual f i l te r s  from regional f i l t e r s ,  methods for 
truncating the f i l te r s  to a useable length, and the design 
of bandpass f i l te r s .  Though Zurfleh re s tr ic ts  his attention 
to radially symmetric operators, Fuller (1967) details one 
non-radially symmetric operator and cautions against i t s  
use without further study.
A powerful approach to the design of two-dimensional 
trend f i l te r s  is to assume a desired spectrum and then to 
calculate or derive the impulse response of the desired 
operator. This method is particularly  desirable i f  the 
spectrum is calculable. Most desired spectra are tractab le , 
including the truncation operators used to shorten the 
impulse response in  the space domain.
Another design approach for two-dimensional strike 
operators uses the rotation principle shown above. The
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rotation of operators to enhance a particu lar trend angle 
is  effective; interpolation formulas are far easier to 
calculate than two-dimensional transforms. Also discussed 
in th is  section is a consideration often over­
looked by those designing velocity f i l te r s  for seismic work. 
The. aliasing inherent in sampling of potential fields^ com­
bined with the aliasing effects of the sampled operator^ 
generate design problems.
In figure 5 7s the dotted area represents the 
noise spectrumand the c irc le - f i l le d  area the signal spec­
trum. Tilting the s trike  f i l t e r  (slashed area) to pass the 
desired frequencies causes the s trike  f i l t e r  to intercept 
substantial noise from the higher order aliases of the 
noise.
This process needs examination in deta il. The rotation 
interpolation, and resampling of the operators is followed 
in the waventimber domain in figures .58-61:
1. The aliased spectrum of the operator is shown in figure 
58.
2. Rotating the f i l t e r  rotates the spectrum, figure 59.
3. Interpolating on the rotated axis gives an approximation 
of the spectrum of the continuous operator, figure 60.
4. Sampling on the non-rotated grid causes aliasing with 
respect to the non-rotated grid, figure 61.
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FIGURE 57.' SAMPLE PROBLEM IN TREND 
FILTERING SHOWING ALIASING
PROBLEMS IF STRIKE FILTER
IS ROTATED
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FIGURE 58. SPECTRUM OF STRIKE FILTER BEFORE ROTATION
FIGURE 59. ROTATING THE FILTER ROTATES THE SPECTRUM
T 1 2 2 2 113
FIGURE 6 0 .  SPECTRUM A FTER  INTERPOLATION
ON ROTATED GRID
- F ,
FIGURE 61. SPECTRUM SHOWING ALIASING A F T E R  
RESAMPLING ON UNROTATED AXIS.
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I f  the rotated f i l t e r  spectrum were superimposed on the 
spectrum of the original problem in figure 57/ the aliasing 
of the rotated f i l t e r  reinforces any noise which has the 
same trend as the signal.
Thus the conclusion is tha t aliasing is a serious fac­
tor in the design of s trike  or trend f i l te r s .
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THE POLYNOMIAL METHOD OF 
P OTEN TIAL- FIELD-DATA AWALY SIS
Approximation of Functions — The technique of the 
functional approximation attempts to replace observational 
data/ imperfectly determined a t a f in i te  number of points, 
with a continuous function having a small number of para­
meters.. The technique can be thought of as a processing 
scheme wherein a large amount of observed data is replaced 
by a small number of function parameters.
I f  a physical basis is rationalized for each parameter, 
then a separation of the source of each portion of the data 
is possible. The geophysical problem susceptible to such an 
analysis is  the problem of regional™residual or local- 
global anomaly separation. The assignment of separate 
geologic causes to the components of an observed potential 
f ie ld  is a continuing geophysical problem,
Hamming (1362, p. 81-31) discusses the approximation 
of functions at length and specifically  raises the following 
four questions about the representation process:
1. What samples shall we use?
2. What class of approximating functions shall we use?
3. What criterion  of goodness of f i t  shall we use?
4. What accuracy do we want? (Hamming, 1962, p. 82).
115
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For a specific geophysical problem,question 1 is 
usually answered because the data have usually been obtained 
long before analysis is  begun or the sampling distribution 
is  dictated economically. The design of a f ie ld  survey was 
considered in a previous sectione, for this section, however, the 
sample points are assumed to have been previously determined.
Question 2 is  considered at length in the following 
section on the construction of orthogonal functions using 
sets of linearly independent functions. That section 
details the functions available.
For question 3 i t  is necessary to relate closely the 
selected criterion  to the physical information available 
about■the problem. This question is  discussed in the sec­
tion on weighting and polynomial f i t t in g .
The answer to the las t  question is  most 
flippant though actually most d if f ic u lt .  The obvious 
answer is  "all the accuracy obtainable consistent with the 
goal of the analysis . 11 However, the non-uniqueness of 
surface-observed po ten tia l-f ie ld  methods makes the goal a 
sh ifting  target. Accuracy requirements evolve from physical 
considerations and objectives inherent in the survey.
The purpose here is to  evaluate function-approximation 
techniques which w ill constrain the geological alternatives 
offered the geophysicist.
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The approximation process is as follows:
Given a function observed at points x^, determine
which parameter values of Pn (a ,b ,c ,• • • ) ,  an approximating 
function, allow the difference between f(Xj_) and pn (Xi) to 
have a certain desired characteris tic . As an example  ̂
consider f i t t in g  a set of N observed data points, f(x^), 
with an approximating polynomial Pn (m,b). Let the desired 
characteris tic  of the difference between the f i t te d  line 
and the observed data be such tha t the sum of the squares 
of the differences is  a minimum. Thus
SS = th e .sum of the squares of the deviations
=  . S ,  { p m , b < x i >  "  f <x i > > 2  
1 =  1
where Pm u(x .) = the i'tfi- value of a function with parameters
m and b
f(x^) = the observed value at Xj_.
Taking the p artia l  derivative of SS with respect to m 
and setting  i t  equal to zero w ill give a linear equation 
with unknowns m and b. Talcing a similar derivative with 
respect to b w ill give the second linear equation with m 
and b as unknowns. These equations indicate the extremal 
of SS. Since SS can be made as large as desired by increas­
ing the P(m,b) without lim it, the extremal is a minimum. 
Despite occasional numerical d if f ic u lt ie s ,  m and b can 
usually be found from the above equations. This simple
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example i l lu s tra te s  the method used to f i t  functions which 
are linear in th e ir  parameters (the pcirameters appear to 
the f i r s t  power only)* All orders of the Cartesian poly­
nomials are linear in the ir  parameters. The derived 
equations are called the normal equations. In the more com­
plex case of a function which is  not linear in i t s  parameters 
a similar technique is used.
Functions which are orthogonal over the interval to be f i t te d  
are of geophysical interest. Orthogonality in the interval 
(0 ,L) is  defined as 
L
/ P (x)Pm(x)dx ~ k i f  in 3  n  
0
" 0  i f  m ^ n,
where k is  a constant.
pn 'Pm are orth°g°nal functions.
I t  can be shown that from a set of functions which are l in ­
early independent in an interval/ a set of functions 
orthogonal over the same interval can be constructed 
(Hamming, 1962, p. 2 35). Cartesian polynomials consist of 
the linearly independent functions which are the positive 
powers of x.
The sets of the orthogonal polynomials derived from the 
Cartesian polynomials are named according to the intervals 
on which the function is orthogonal. The polynomials and
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the ir  intervals of orthogonality are
LeGendre (?n)
Shifted LeGendre (Sn)
- I  to + 1
0  to + 1
LaGuerre (Ln) 
Hermite (Hn)
0  to + in fin ity  
- in fin ity  to + in f in ity .
To insure convergence; the polynomials orthogonalized on 
the in f in ite  interval include an exponential weighting 
function. For the LeGuerre polynomial the weight is  exp(-x)
sa tisfy  a three-term recurrence relation. The above poly­
nomials can be generated with the recurrence relationships 
though a recursive method may not be numerically favorable.
Another important set of orthogonal polynomials is 
those derived from the linear independence of the sine and 
cosine functions. The sine and cosine are orthogonal over 
the interval^minus in fin ity  to plus in fin ity . The commonly 
used definitions are:
where n = the order of the polynomial.
The linear use and f i t t in g  of Fourier polynomials is  
treated in a previous section by the more specialized
Hamming (1962, p. 2 39) shows that a l l  polynomials for 
thwhich the k polynomial is  a polynomial of degree k
Fn (x) ~ Fourier or exponential polynomials 
= exp(jnx) = cos(nx) + jsin(nx)
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Fourier integral theory.
F itting  of Cartesian Polynomials — Cartesian poly­
nomials are f i t  to a set of observations in a least-squares 
sense by generation of the normal equations. The normal 
equations are d if f ic u l t  to solve for high-order polynomials 
because of the behavior of the determinant of the set of 
linear simultaneous equations to be solved (Hamming, 1962, 
p. 231).
One method of circumventing the numerical d if f icu lt ie s  
involved with the normal equations is  to use polynomials 
orthogonal over the point set of the observations (Grant, 
1956). The re l ie f  is  only temporary, for the 
derivation of the new set of orthogonal poly­
nomials is also numerically d if f ic u lt  (Hamming,1962, 
p. 244).
Another method is  to use tabulated orthogonal poly­
nomials. These polynomials are generated so they are 
orthogonal over a range, as for example in the case of the 
shifted LeGendre polynomials the range is ( l , o ) .  Continuous 
integrable functions are easily f i t  by such polynomials 
over the range, of orthogonality. The expression for the co­
eff ic ien t of the nfc*V polynomial,an , is





Where y(x) is  the given function to be f i t te d  by the poly­
nomial Pn.
For a point se t well d istributed over the interval^ the
where x  ̂ is  the point of observation and n and m are the 
order of the f i t t in g  polynomial Bn or Pm*
The c r i t ic a l  factor to note is that when n in^the 
above sum is very much less than the sum for n = m, The 
fu ll  se t of normal equations for the orthogonal polynomials 
w ill have a very large main diagonal^and the solution will 
be numerically stable*
The method used in the following work is  outlined 
below:
Given: Sn (x)-polynomials orthogonal over the range of x.
y(x^) -observed values at the points x^.
polynomials w ill not be orthogonal^ but nearly so:
i=l
N
Z Pn (x^)pm̂ xi) ¥ 0 for n ? m
£ 0  for n = m
M -maximum order of polynomials to  be f i t te d .
N number of observations.
The k
th linear eauation for the isA
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M N N
am Sk<xi>Sm<xi> 35 * Y(xi )Sk (xi ) (2)
m - 1  i = l  i = l
Note tha t the above equation degenerates to the previous 
equation (1 ) i f
” ,  S k < x i ) S m< x i >  =  0
1=1
for k r m* Equation (2) is  easily solved with a minimum of
numerical problems.
Recnrsive Weighting — The assumed purpose of a
regional™residual separation scheme is  to iso late  anomalous
areas on a map. A quotation-by Nettleton (1954, p. 2)
however, w ill i n s t i l l  caution in the most enthusiastic
mathematical geophysicist:
The fundamental ambiguity in the. regional problem 
does not appear to be very well appreciated even 
at this late  d a te .. .  The variety of regional 
treatments of gravity surveys, in particu lar, is  
probably the cause of the remark made facetiously 
by a geologist that ?,the regional is what you 
take out to make what's le f t  in look like the 
structure.' " In view of the uncertainties and 
ambiguities pointed out, this is  perhaps about as 
good a definition of a correct regional as any 
that can be made. But this means that the deter­
mination of a satisfactory  regional is  a geologic 
as well as geophysical problem. If we can deter­
mine limits on the areal extent and re l ie f  of an 
anomaly which is  a reasonable expression of the 
kind of structure we are looking for, we then 
have some idea of the type of regional to remove 
which will emphasize anomalies of this kind.
In light of the above, consider the question posed in
Section Is What criterion  of goodness of f i t  should be used?
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The two best known methods are:
1. The minimization of the sum of the squared deviations 
(least-squares).
2, The minimization of the maximum deviation (Tchebyscheff)• 
These two methods grew out of the desire of numerical 
analysts for a function 'which closely matches the obser­
vation points. The importance each of these methods 
attaches to each point increases with the deviation of that 
point from the function being f i t .  The least-squares method 
attaches ascending importance roughly proportional to the 
square of the deviation of each point. The Tchebyscheff 
method attaches importance only to the point of maximum 
deviation. These f i t t in g  methods do not match the assumed 
purpose as stated at the beginning of this section,
A method is required which will emphasize the anomalous 
areas of the map and cause the smooth variations in the map 
to disappear. Such a method is  a numerical inverse weight­
ing scheme. For this method each point is weighted accord­
ing to the inverse of i t s  deviation. By continued i te ra -  
tion^the anomalous points accrue very l i t t l e  weight and the 
smoothly varying points become the controlling points of 
the regional.
An outline of the method:
1. A least-squares f i t  is  made to the raw data (each point
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is weighted equally).
2. A normalized weighting factor is  calculated for each 
point approximately proportional t o ■the inverse of i t s  
deviation from the least-squares curve. Very small devia­
tions produce very large weights' and thus an upper lim it must be 
provided to prevent the weighting from growing without bound.
3. A new least-squares f i t  is  made to the weighted data.
Steps 2 and 3 can be repeated. In step 2}the small devia­
tions can be raised to a power causing even heavier weight­
ing towards the smaller deviations. The exact technique 
used is  outlined in Appendix C.
Resu lts  of Computa t ional Experiments — The polynomial 
f i t t in g  and weighting schemes outlined above were investi­
gated by applying them to the two data sets mentioned pre­
viously. This section sketches those investigations and 
w ill give the results of the extensive experimentation.
There are seven possible sources of variation which 
contribute to the results obtained. These are the data 
se ts , the order of the polynomials, the two percentage 
weighting factors, the number of weighting i te ra tio n s , the 
small constant which compensates for the least-squares 
f i t t in g  procedure, the segment selected for in terpreta tion , 
and the type of polynomial used. These variables are 
discussed individually below•
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The only two data sets used are discussed above 
and are again shown in Figures 62 and 6  3. The restr ic tion  
of the causative bodies to regular geometry and the clear 
definition of anomalies are evident. The variab ility  of 
the regional component affords an adequate test, of any 
regional removal scheme.
What order of polynomial to f i t  is  a subject which has 
received much attention in the lite ra tu re  (Zurfleh, 1967; 
Grant, 195 4). Experimentation with a l l  orders of poly­
nomials from 1 - 1 2  indicated that the sura of the squared 
errors term steadily shrinks up to the 5 ^  order and then 
begins to grow again. This phenomenon is observed by others 
(Grant, 195 4). The sixth order was chosen a rb itra r ily  
because i t s  error term is almost identical to that of the 
f if th  (0. 1784875 to 0.178470 7) and because i t s  higher order 
might f i t  closely the heavy weighted points.
The low and high percentage points were chosen from 
the in f in ite  range of p o ss ib ili t ie s .  At one extreme^the 
low cutoff point would delete no points; a t the other 
extreme a l l  the points would be lowered to a near-zero 
uniform weighting. Both cases would give results identical 
to the unwe i  gh t  e d case. By inspe ction of the raw wei gh t  s 
i t  was seen that they varied from about 30 percent of the average 
weight (see Appendix *C) to 100 times the average weight.
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Cutoff points of about 40 and 500 percent were used. These 
cut-off points reweighted about 80 percent of the points. Such 
a high percentage of exclusion may have been too large* but 
i t  was very effective in increasing the error terra that the 
least-squares f i t  had minimized. The only way to visualize 
the effects of these parameters is  to do the weighting and 
■fitting* then to look at and/or in terp ret the curve. Such 
extensive experimentation was beyond the economic scope of 
this thesis.
The number of itera tions was subject to experiment and 
arbitrary  termination. As mentioned above* the error term 
was increasing with each ite ra tion  (a maximum of five i te ra ­
tions was attempted at one time or another). The possib ili­
t ie s  are endless* and so the two data decks were subject to 
three itera tions and then processed for in terpretations.
The least-squares method- produces a roughly equal 
number of positive and negative anomalies. Such an assump­
tion is  false in this case inasmuch as only positive 
anomalies are present. A small positive constant (typically 
about 0 . 0 2 ) was added to the residual anomalies to make■■the 
situation  correspond to fact*
The extent of each anomaly is  conjectural on the part 
of the in terp reter. The portions of the curve affected by 
each causative body as generated were selected for in te r -
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pretation. This procedure caused some negative points to 
be included in each interpretation segment* The approxima­
tion is acceptable because the equal length of a ll  segments 
contributes to the validity what the small number of negative 
points subtracts.
The x-coordinate of the calculated points is normalized 
to l ie  between 0.0 and 1.0. In this range the three types 
of polynomials available give the same coefficients for the 
cartesian polynomials. The range of the coordinates was not 
a variable in this study.
From the above discussion, a graph representing at least 
seven variables plus another axis for a figure of merit of 
the interpretation would be necessary to represent the pos­
s ib i l i t i e s  in this study. Each axis has a wide range of 
variables, and each computation puts but one point on the 
graph. Such experimentation being clearly impractical in 
this study, the above discussed restric tions were accepted 
for computational experiments.
The results for the following set of circumstances:
1 . the previously discussed two data sets with four 
anomalies each
2 . sixth-order polynomials
3 . 40 and 500 percent weighting cutoff range
4 . 3 weighting iterations
5 . small constants equal to about 0 . 0 2
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6 . segments equal to those originally generated
7. Shifted LeGendre polynomials
are shown in Figures 62 and S3. The results of the in te r­
pretation are summarized in Table 7. The results for the 
unweighted case are shown for comparison.
With respect to determination of the peak value, the 
weighted scheme is  superior^ except for the th ird  
anomaly of the second set. The average improvement of 
the weighting is about 5b7 percent. The depth figures for 
the weighted case are similarly closer to the original 
values. Though the weighted values are bette r by about 
6 to8  percent, i t  is  in teresting  that a ll  the depth figures 
are about 25 percent shallow. The x-locatijonr^values 
(measured from the beginning of the interpreted segment) 
are more accurate but less precise. The toba-l—etro r  
figures show tha t in each case the weighted curve produced 
a residual that looked less like a sphere than the residual 
of the unweighted method.
Conclusions The only conclusions tha t can be drawn 
about the above results is  evident? for the case studied 
the weighting method of f i t t in g  polynomials is  superior to 
th e unwa i gh te d me th o d.






































































































































































*ri o m* m* CM CM CM rH CO rH M* o O CO CO O 'P o ̂ O' in O r- in CO M* CO CM rH CO O ' rH
0 • « • • • • « • • • • • • • • •
O rH CO o O ' rH 00 o O ' rH O' o o O O ' O ' o0 CM H CM rH CM rH CM rH CM >H CM CM CM rH H CM
)A HJ
Xj O  00 U0 CO oo rH CM in CM CM O O co COp O  CM CO co CO CM r-* o O  O CO CO CO o M*Di • * • • • • • • • •  • • • • ' • •0 O  r ^ VD CO r* r - r - 00 CO CO r - r~ r-Q rH =3=
0
2H
0 O  rH O ' O ' Mr rH rH CO CO O •M* O ' o CM> O  VO CO in VO O ' CO CO co co CM •M* co O'o in o CO CO r- O' CO co r*» O ' CO COKA•“3 rH O o rH o o o o o o o o o o o ocd • • • « • • • • « • • • » • « •




P CO CO CO co CO v r co CO co CO CO CO •M4 CO CO
0 1 1 1 1 1 i I 1 1 1 1 8 1 1 1
0 o o o o o o o o o o o o o o o
O1 rH rH 1—1 rH rH rH H iH rH i—1 rH rH rH i—1 rH
to  0 X X X X X X X X X  X X X X  X X
0 |  00 r - in in r » in co CO O' o o 00 cm VOH P 1 o rH O ' co r * CO CM CM co CM CM tn
0  < • • • • • • • • •  • • • •  • •P CM rH CM vr CM m CM CO rH CM rH rH CO CM rH
oEh
N
rH  P0 0
§  -3 H H H > H H H > IH H H > H  H Ho  H H H H H H H H H H H H







o > P P Td
•h 0 0 0 P 0 Pp rH Td rH p rH XJ 0  rH p 0  r |  0cu cd P 0 ,c P 0 0 *0 0  X , ■0 0 0
•H 0 o « O' o 0 P p d o> P £  PP •H 0 *H a x: 0 0 -H 0 O X!u -h 0 X5.-H tn •H 0 • r |  tJ»
m •H O' O' 3: O ' O '- r f £  0r> £ £  D'-H
0 P *rH 0 0 • r i  0 0 O 0 0 0 0 0Q o a p • US p J P d> a  p £
O'£-H£
fl
O  -HM* O' 
•  0o XI
04 fS 
O Vi p











o  01 HX P
OJ O 
CM











0  0  
o g





Generalizing about the validity  of the results is  very 
d if f ic u lt .  Although the assumptions seem reasonable, more experi­
ence with the method is  necessary. The results of the 
weighting method have inproved directly with the experience 
of the author*
If  the only general conclusion which can be made is 
that the method is promising and further work is  needed, 
the w riter must offer indications of the areas in which more 
work is  necessary. Qualitatively, the two variables denoted 
as 3 and 5 in the l i s t  above seem to need the most attention. 
Actual data (with reasonably well known causative bodies) 
would add to the evaluation of the method, though the 
synthetic data used are re a l is t ic  except for the small com­
ponent of measurement error which would be present in actual 
data.
This study would also benefit greatly from additional 
technology. I t  was mentioned above that extensive comput­
ing steps (isolation of segments, addition of constants, 
in terpreta tion , and plotting) intervene between the 
decision about certain variable values and the feedback of 
resu lts . Immediate graphical presentations and interactive 
computing power represent an e ff ic ien t method of studying 
the problem.
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Conclusi ing F iltering  vs Polynomi;
By reference to page 63, the reader can compare the applica­
tion' of f i l te r in g  techniques and the use of polynomial 
f i t t in g  techniques. Quantitatively, .the results obtained
an order of magnitude% depths which are closer to the 
original values by about a station  spacing) and the location 
of the peak value which is  less uncertain by about two 
station spacings than the f i t t in g  methods. The polynomial
are better than those obtained by the f i l te r in g  method by 
about 1 0  to 1 2  percent.
Zurfleh (1967) has compared qualita tively  the two 
methods of convolution and f i t t in g .  Rather than summarize 
his arguments, a qualitative comparison based on this study 
is  presented here.
There is  much more human intervention in polynomial 
f i t t in g .  Such intervention is not bad in i t s e l f ,  but i f  i t  
is not a rtfu lly  done by a parson knowledgeable about the 
.mathematical technique being used and very well versed in 
the geology of the area, success is  infrequent.
The least-squares method produces an equal number of 
positive and negative anomalies. Anomalies of in terest 
usually (not always) are of one sign. Again, intervention 
of an a rtfu l (or biased) hand is  necessary to sh if t  the f i t
by convolution have a to ta l error smaller by about
method obtained values for the peak of the anomaly which
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to conform to the geology.
This study showed how the length of a convolution 
operator can cause the loss of an evident anomaly. Short 
operators are a necessity.
A f i l t e r  is  not easily applied to non-equally spaced 
data, whereas the polynomial can be adapted readily to give 
a f i t  to randomly spaced data.
Determination of the residual by convolution is  done 
in one step, whereas the f i t t in g  techniques take several 
steps to prepare the regional and subtract i t .
No d irect economic comparison was made of these two 
methods; however, for the manner in which the study was done, 




This section is  a summary of the conclusions which may 
be drawn from the above works and an indication of the 
applications of those conclusions in practice, The topics 
developed herein can be coordinated with a conventional 
survey in the manner indicated in figure 64, That figure 
schematically represents the sequence of operations involved 
in a conventional f ie ld  survey. The contributions of this 
thesis are displayed a t the ir  point of incorporation.
Before the potential f ie ld  is  f i r s t  measured, the infor­
mation from this thesis about the design of the survey 
procedure should be taken into account. Methods for design 
of a survey involving unequal sample spacings and having a 
spectrum closely resembling a desired spectrum are discussed. 
I f  the desired spectrum is f l a t  over several sidebands of an 
equally spaced survey, unequal spacing of the observation 
points can produce an approximation to the desired spectrum. 
I f  equally spaced observation points are desired, a 
Fourier transform afte r  the survey is  completed w ill indi­
cate the degree to which the desired sampling spectrum (the 
Fourier-series kernel of appropriate order) was attained. 
Results of investigation in this thesis indicate that 
moderate misplacement of the observation points from a
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FIGURE 6 4 .  COMPARISON OF A CONVENTIONAL SURVEY WITH 
METHODS DISCUSSED IN THIS STUDY
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desired survey grid contribute minor variations to the 
spectrum of the sampling function.
Once corrected potential fie ld  values are in hand* the 
generalizations about methods of interpolation provide 
guides for further processing. The persistence of certain 
parameters describing fie ld  data} noted in the
section on interpolation^ indicates that excellent interpola­
tion methods exist which may be useful in many display and 
interpretation schemes. Commonly a rather complete grid of 
values is necessary to generate a display. Automatic 
machine contouring is one display method in which interpola­
tion methods are important to the success of the method.
The grid operators described by Fuller (196 7) can be applied 
o n l y  to an equally spaced grid, so interpolation is  a neces­
sary part of that suite of interpretation methods.
The regional-residual separation problem is not solved 
by the techniques considered in this thesis. More tools 
are provided to do a separation, but the separation of local 
and global anomalies remains an a rt  to be practiced by the 
person who maxes use of ancillary geological and geophysical 
assumptions. The results of two methods of separation, 
polynomial f i t t in g  and convolution, are compared. Many of 
the possible variations are evaluated under controlled con­
ditions by using them-on a synthetic example. In addition, 
a new method using weighted polynomials is demonstrated
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s uc ce s s f ul ly .
Qualitatively, polynomial f i t t in g  requires prolonged 
calculations, but is  less awkward to use than the other 
methods considered. Convolution provides rapid calculation, 
but the subtleties of f i l t e r  design and f i l t e r  comparison 
can be recognized only through long experience. The loss of 
one anomaly near the edge of the data because of end effects 
and the requirement of equally spaced data before applica­
tion are substantial drawbacks of the convolution method.
Quantitatively, for a l l  but one parameter, the convolu­
tion method produced superior results to the polynomial method 
in this study. The sums of the squared errors is
smaller for convolution than ware the corresponding sums 
obtained in polynomial in terpretation . This decrease 
demonstrates that the f il te red  output looks more like what 
one would expect from a sphere than does the output given 
■by.polynomial f i t t in g .  The depth estimates obtained by 
convolution are be tte r  than those obtained with the poly­
nomial .method. The location of the anomaly peak is pre­
served by convolution, the error usually being less than 
one station  spacing. The polynomial method produced bette r  
results in the determination of the peak value of the 
anomaly. A polynomial-weighting method produced superior 
results to those obtained with the unweighted polynomials, 
but the results are s t i l l  in ferio r to the results obtained
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wi th con vo 1  uti on.
Several ideas given herein apply to interpretation of 
f ie ld  data* Broadband detection capitalizes on phase infor­
mation to ascertain the space location of spectral energy*
In surveys with a high noise level, such as are obtained in 
near-surface magnetic work, th is  method has promise.
Two-dimensional f i l te r s  are demonstrated to be effective 
as a means for separation of interpretation of anomalies 
having trends on a map. The generation of two-dimensional 
f i l te r s  is investigated;and one d ifficu lty  concerning rota­
tion is graphically illuminated*
The section on Fourier transforms of the attraction  of 
a polynomial side contributes at several points of a conven­
tional survey. The attraction  of a geometric form used
to f i t  an observed curve has no chance to f i t  the observed 
data i f  there are spectral components in the observations 
which are not in the attraction  curve of the body being f i t .  
In problem areas where there are high gradients, the 
spectral matching of observation and model w ill contribute 
to the effectiveness of the indirect in terpretation .
For future work, the Gberations of the phase spectrum 
seem to provide an indicator to angles and orientations of 
the polygonal sides causing the a ttraction . Development of 
a 'phase-decomposition method is needed to capitalize on
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these deviations.
In summary# consideration should be given to the topics 
developed in th is  thesis before a potential f ie ld  survey is 
undertaken. The methods contribute to the survey at each 
intermediate step of data manipulation*/ and, finally, they 
allow one to assess the affects of that manipulation on the 
final interpretation . Several unique additions to interpre­
tation methods are included.
The sampling.function does affect the accuracy
with which one can reconstruct the continuous potential 
f ie ld  from the discontinuous se t of measurements, In the 
preparation of the data, improvements to both polynomial 
methods and to convolution methods are necessary. This 
study indicates several improvements, notably a non-least- 
squares polynomial method.
With respect to the f ina l stage in in terpreta tion , the 
three-dimensional representations of the Fourier transforms 
of polygonal sides draw attention to the behavior of the 
phase spectrum. Both as an in terpreta tional aid and as an 
indicator of the presence of certain specific types of 







Least-squares f i t t in g  of the attraction  of 
a regular geometric figure to observed data
The attraction  of a regular geometric body is  deter­
mined by relatively  few parameters. For a sphere, 
there are only three parameters for the profile cases 
x, the location of the center of the body 
h , the depth of the body
p, the peak value reached over the center of the body.
Note that p contains the density and the radius of the 
sphere, two variables whose relative values are not usually 
known..
The problem is ;  Given observed data, 0^, a t N points, 
determine the three parameters of the sphere so that the 
difference between the attraction  calculated at each point 
and the observed attraction  is a minimum when summed and
squared over a l l  the observation points. In an equation,
the problem is to minimize
N 2
SS = Z (0. - G- )
i= l 1  1
where SS is the sum of the squares of the error
4"]̂ t 9
0  ̂ is  the observed value at the i  observation point
t h  .Gj_ is the calculated value a t the i observation 
point found using a particular set of parameters
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The particu lar se t of parameters are those which minimize SS.
This problem f i ts  into a general class of mathematical 
techniques called quasi-linearization. ■ Signifi­
cantly, a wide class of problems can be solved with this 
rnethodj and once the programming is  available, diverse prob­
lems are solved using th is  technique (see subroutine LS in 
Appendix D). The following derivation is  generalized because 
of i t s  wide applicability .
The calculated function is  assumed to be linear with 
respect to i t s  parameters for a small change in i t s  parameters:
M 3 G0 (i )
G . =  G o U ,  +  I  - ^ 2 —  A r .
J 3
where GQ(i) is  an original value of the function to be f i t te d  
calculated using a set of f i r s t  guess parameters.
r^ are the parameters, there are M of them
Ar  ̂ is  a small change in the parameters
The p a rtia l  derivative is  evaluated using th e - f ir s t
guess parameters.
Substituting into SS:
N ? N M 8 G0 (i) 2
SS = 2 (0i -Gi )^ ■». 2 {°i~G0 (i) - 2 Ar.}
i=l i“l j~l j
Taking the derivative with respect to Arj and then setting  
i t  equal to zero w ill minimize SS.
thwhich ii5 the k equation in a series of M linear simultaneous 
equations whose solutions are Arn for n ~ 1,M. These solu­
tions^ when added to the guessed se t of parameters, w ill pro­
duce a new set of parameters for which SS is  nearer the 
minimum.
A few words need to be said about the method of calcula­
tion of these new parameters. The coefficient matrix on the 
right side of the above equation can be recognized as the 
premultiplication of an M x N rectangular matrix by i t s
transpose. The rectangular matrix is made up of the par-
• • • • tht i a l  derivatives with respect to the j parameter evaluated
* th •a t the i  observation point. Because the multiplication
can be done and stored entirely  within the one rectangular 
matrix (and one linear array N locations long) the calcula­
tion does not consume inordinate amounts of space in a 
computer. Also, the se t of linear simultaneous equations 
generated are a version of the notorous normal equations 
which are d if f ic u l t  to solve. Care must be exercised in 
the solution of these equations to assure the correct answers.
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Because the assumption that-the calculated function is 
linear in i t s  parameters is  approximate, i t  may be necessary 
to i te ra te  the above procedure un til the results are 
satisfactory .
The equation for the v e r t ic a l . component of a ttraction  
of a sphere is :
A -  M Z
a 2  —
(x2 +z2)
The formulas used to calculate the derivatives are:
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APPENDIX B 
A Four-Point Interpolation Formula
This formula is  used for interpolating values of a 
function for values of the argument different from the given 
equally spaced data*
The formula makes use of a quadratic as an in terpolat­
ing function. The quadratic is  f i t te d  to the given function 
so tha t i t  matches the function exactly at the two center 
points. I t  is f i t te d  to the two outer points in such a way 
that the square of the deviations from those two points is 
a minimum.
The following is  a derivation of the method:




X = 0, f(x) = XQ.
X = 1, f(x) = Xx .
For
x = 0 f (x) = C = X0
x = 1 f (x) -  A + B ■ + C = Xx
C is  determined and there is  an equation involving A and B











B = Xr Xe-A
DEV = I {Ax +{X,-X "A}x+X - f (x )}
x=-l , + 2  A ° °
o
Taking the derivative of DEV with -respect to A and setting
i t  equal to zero will minimize the squared deviation#
-  £ (x2 -x) • 2• {Ax2+ (X -̂X0 “A) xtXQ- f  (x) } = 0
x~™ lj+2
Evaluating
0 = 4{A(-1)2 +(X1 -X0 -A)(-1)-X_1 +X0}
+4{A(2)2 +(X1 -Xg-A)(2)+X0 -X2}
+X,-X -X.+X 0
^  — Q 1  2
A check is provided by
This equation can be written compactly as
f (x) -  (x2 -x) + (X1-XQ) x +  XQ
4
Note that th is  formula is  general for any spacing of 
the functional values i f  x is treated as the fractional 
distance from XQ. I f  the distance between known points is 
Ax, and i f  y is the point at which the interpolation is to 
be made, the substitution
X =
AX '
and appropriate definition of the known points
can be made* The above formula is then used for the in te r­
polation.




Establishment of the re la tive  weights for the subsequent 
f i t  of a polynomial was done as follows:
1, F it  an unweighted polynomial to the given data*
2, Calculate the raw weights to be assigned to each point*
The formula is :
POWER
WT̂  = 1 . / (deviation) 
where WT is the weight determined
(deviation) is the error between the given value at that 
point and the f i t te d  polynomial,
POWER is an optional feature, usually se t equal to 1,0,
3, Normalize the weights so that the sum of the weights- is  
equal to 1 , 0 ,
4, The weight is  calculated which w ill give uniform weight­
ing to a l l  points,
5, Two inputs are given which are the low and high percent­
ages of the value of the average-, weight. The lowest and
highest permissible values are calculated from these inputs
and the results of step 4,
6 , The normalized weights are individually compared with
permissible values, I f  the weight of a point is  lower than 
the lower lim it, the weight of that point is  made effectively
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zero. I f  higher, the weight is  set at the highest permis- 
sable lim it.
7. The new weights are then renormalized so their  sum is 




Because most of the e ffo rt in this thesis was 
in program development and tes ting , a l i s t  of the programs 
is  included^ along with a short description of each. Copies 
of these programs are available from this writer.
The programs were prepared and used cn the Colorado 
University Control Data Corporation 6  400 computer. The 
programs are user oriented^and the logic of each program is 
externally programmable by the user.
The programs developed are
1. FAS-Fourier Analysis and Synthesis. This program does 
e ither a forward or inverse Fourier transform. Either the 
time (distance) function or a real-imaginary or amplitude— 
phase frequency function may be input.
2. CONV-Convolution. This program convolves a one­
dimensional f i l t e r  with a one-dimensional data array.
3. LP-Linear Phase. This program extracts the linear por­
tions of discontinuous p h a s e  functions.
4. SIDE-Attraction of Polygonal Cylinder. Given a set of 
vertices and a se t of field  points, this routine calculates 
the vertical component of the attraction of a polygonal 
cylinder described by the vertices. The attraction  is cal­
culated a t each of the f ie ld  points.
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5. BINT-1nterpola t i  on. This program interpolates using 
four methods, sample and hold, linear, a modified four 
point method, and the sinx/x method.
6 . BEQ-Fourier Transform. This program Fourier transforms 
non-equally spaced data.
7. BPE-Sampling Function Design. This program will design 
a sampling function to specifications described in the 
frequency domain using a Monte Carlo method.
8 * FT2D-Two~dimensional Fourier Transform.
9. I2TD-Inverse Two-dimensional Fourier Transform.
10. BLS-Poiynomial F itting . This program will f i t  any of 
three types of orthogonal polynomials to one-dimensional 
data. A weighting scheme is  optional.
Several u t i l i ty  routines were also developed:
1. NBLI-Data Handling. This program manipulates data 
arrays of e ither one-or two-dimensional form. Many options 
are available^ adding, multiplying by a constant, etc.
2. NBPN-Plotting. A flexible approach to plotting of data 
and control of the format is  afforded by this program.
3. GFORM-Potential Theory. This program generates the 
a ttraction  of three regular geometric forms.
4. TiS-Least Squares. This. subroutine will perform a  
least-squares quasi linear f i t  of any function to any data. 
The subroutine^ completely general^ is  used in 3LS, LP,
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and NBGitf (below) .
5* NBGLSf-Interpretation. This program does a least-squares 
f i t  of the attraction  of a sphere to input data.
T 1 2 2 2
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