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Abstract
Stochastic Gradient Descent (SGD) with small mini-batch is a key component in modern
large-scale machine learning. However, its efficiency has not been easy to analyze as most
theoretical results require adaptive rates and show convergence rates far slower than that for
gradient descent, making computational comparisons difficult.
In this paper we aim to formally explain the phenomenon of fast convergence of SGD
observed in modern machine learning. The key observation is that most modern learning
architectures are over-parametrized and are trained to interpolate the data by driving the em-
pirical loss (classification and regression) close to zero. While it is still unclear why these
interpolated solutions perform well on test data, we show that these regimes allow for fast
convergence of SGD, comparable in number of iterations to full gradient descent.
For convex loss functions we obtain an exponential convergence bound for mini-batch
SGD parallel to that for full gradient descent. We show that there is a critical batch size m∗
such that:
• SGD iteration with mini-batch size m ≤ m∗ is nearly equivalent to m iterations of
mini-batch size 1 (linear scaling regime).
• SGD iteration with mini-batch m > m∗ is nearly equivalent to a full gradient descent
iteration (saturation regime).
Moreover, for the quadratic loss, we derive explicit expressions for the optimal mini-batch
and step size and explicitly characterize the two regimes above. The critical mini-batch size
can be viewed as the limit for effective mini-batch parallelization. It is also nearly independent
of the data size, implying O(n) acceleration over GD per unit of computation. We give
experimental evidence on real data which closely follows our theoretical analyses.
Finally, we show how our results fit in the recent developments in training deep neural
networks and discuss connections to adaptive rates for SGD and variance reduction.
1 Introduction
Most machine learning techniques for supervised learning are based on Empirical Loss Minimiza-
tion (ERM), i.e., minimizing the loss L(w) , 1n
∑n
i=1 `i(w) over some parametrized space of
functions fw . Here `i(w) = L(fw(xi), yi), where (xi, yi) are the data and L could, for example,
be the square loss L(fw(x), y) = (fw(x)− y)2.
In recent years, Stochastic Gradient Descent (SGD) with a small mini-batch size has become
the backbone of machine learning, used in nearly all large-scale applications of machine learning
methods, notably in conjunction with deep neural networks. Mini-batch SGD is a first order
method which, instead of computing the full gradient ofL(w), computes the gradient with respect
to a certain subset of the data points, often chosen sequentially. In practice small mini-batch SGD
consistently outperforms full gradient descent (GD) by a large factor in terms of the computations
required to achieve certain accuracy. However, the theoretical evidence has been mixed. While
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SGD needs less computations per iteration, most analyses suggest that it requires adaptive step
sizes and has the rate of convergence that is far slower than that of GD, making computational
efficiency comparisons difficult.
In this paper, we explain the reasons for the effectiveness of SGD by taking a different perspec-
tive. We note that most of modern machine learning, especially deep learning, relies on classifiers
which are trained to achieve near zero classification and regression losses on the training data.
Indeed, the goal of achieving near-perfect fit on the training set is stated explicitly by the prac-
titioners as a best practice in supervised learning1, see, e.g., the tutorial [Sal17]. The ability to
achieve near-zero loss is provided by over-parametrization. The number of parameters for most
deep architectures is very large and often exceeds by far the size of the datasets used for train-
ing (see, e.g., [CPC16] for a summary of different architectures). There is significant theoretical
and empirical evidence that in such over-parametrized systems most or all local minima are also
global and hence correspond to the regime where the output of the learning algorithm matches the
labels exactly [GAGN15, CCSL16, ZBH+16, HLWvdM16, SEG+17, BFT17]. Since continuous
loss functions are typically used for training, the resulting function interpolates the data2, i.e.,
fw∗(xi) ≈ yi.
While we do not yet understand why these interpolated classifiers generalize so well to unseen
data, there is ample empirical evidence for their excellent generalization performance in deep
neural networks [GAGN15, CCSL16, ZBH+16, HLWvdM16, SEG+17], kernel machines [?] and
boosting [SFBL98]. In this paper we look at the significant computational implications of this
startling phenomenon for stochastic gradient descent.
Our first key observation is that in the interpolated regime SGD with fixed step size converges
exponentially fast for convex loss functions. The results showing exponential convergence of
SGD when the optimal solution minimizes the loss function at each point go back to the Kacz-
marz method [Kac37] for quadratic functions, more recently analyzed in [SV09]. For the general
convex case, it was first proved in [MB11]. The rate was later improved in [NWS14]. However, to
the best of our knowledge, exponential convergence in that regime has not been connected to over-
parametrization and interpolation in modern machine learning. Still, exponential convergence by
itself does not allow us to make any comparisons between the computational efficiency of SGD
with different mini-batch sizes and full gradient descent, as the existing results do not depend on
the mini-batch size m. This dependence is crucial for understanding SGD, as small mini-batch
SGD seems to dramatically outperform full gradient descent in nearly all applications. Motivated
by this, in this paper we provide an explanation for the empirically observed efficiency of small
mini-batch SGD. We provide a detailed analysis for the rates of convergence and computational ef-
ficiency for different mini-batch sizes and a discussion of its implications in the context of modern
machine learning.
We first analyze convergence of mini-batch SGD for convex loss functions as a function of the
batch size m. We show that there is a critical mini-batch size m∗ that is nearly independent on n,
such that the following holds:
1. (linear scaling) One SGD iteration with mini-batch of size m ≤ m∗ is equivalent to m
iterations of mini-batch of size one up to a multiplicative constant close to 1.
2. (saturation) One SGD iterations with a mini-batch of size m > m∗ is nearly (up to a small
constant) as effective as one iteration of full gradient descent.
We see that the critical mini-batch size m∗ can be viewed as the limit for the effective par-
allelization of mini-batch computations. If an iteration with mini-batch of size m ≤ m∗ can be
computed in parallel, it is nearly equivalent to m sequential steps with mini-batch of size 1. For
m > m∗ parallel computation has limited added value.
1Potentially using regularization at a later stage, after a near-perfect fit is achieved.
2Most of these architectures should be able to achieve perfect interpolation, fw∗(xi) = yi. In practice, of course, it
is not possible even for linear systems due to the computational and numerical limitations.
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Figure 1: t(m) iterations with batch size 1 (the
y axis) equivalent to one iteration with batch size
m (the x axis) for convergence.
Next, for the quadratic loss function,
we obtain a sharp characterization of these
regimes based on an explicit derivation of opti-
mal step size as a function of m. In particular,
in this case we show that the critical mini-batch
size is given by m∗ = max
n
i=1{‖xi‖2}
λ1(H)
, where
H is the Hessian at the minimizer and λ1 is its
spectral norm.
Our result shows that m∗ is nearly inde-
pendent of the data size n (depending only on
the properties of the Hessian). Thus SGD with
mini-batch sizem∗ (typically a small constant)
gives essentially the same convergence per it-
eration as full gradient descent, implying ac-
celeration by a factor of O(n) over GD per unit of computation.
We also show that a mini-batch of size one is optimal in terms of computations required to
achieve a given error. Our theoretical results are based on upper bounds which we show to be tight
in the quadratic case and nearly tight in the general convex case.
There have been work on understanding the interplay between the mini-batch size and com-
putational efficiency, including [TBRS13, LZCS14, YPL+18] in the standard non-interpolated
regime. However, in that setting the issue of bridging the exponential convergence of full GD
and the much slower convergence rates of mini-batch SGD is harder to resolve, requiring extra
components, such as tail averaging [JKK+16] (for quadratic loss).
We provide experimental evidence corroborating this on real data. In particular, we demon-
strate the regimes of linear scaling and saturation and also show that on real datam∗ is in line with
our estimate. It is typically several orders of magnitude smaller than the data size n implying a
computational advantage of at least 103 factor over full gradient descent in realistic scenarios in
the over-parametrized (or fully parametrized) setting. We believe this sheds light on the impressive
effectiveness of SGD observed in many real-world situation and is the reason why full gradient
descent is rarely, if ever, used. In particular, the “linear scaling rule” recently used in deep convo-
lutional networks [Kri14, GDG+17, YGG17, SKL17] is consistent with our theoretical analyses.
The rest of the paper is organized as follows:
In Section 3, we analyze the fast convergence of mini-batch SGD and discuss some impli-
cations for the variance reduction techniques. It turns out that in the interpolated regime, simple
SGD with constant step size is equally or more effective than the more complex variance reduction
methods.
Section 4 contains the analysis of the special case of quadratic losses, where we obtain optimal
convergence rates of mini-batch SGD, and derive the optimal step size as a function of the mini-
batch size. We also analyze the computational efficiency as a function of the mini-batch size.
In Section 5 we provide experimental evidence using several datasets. We show that the ex-
perimental results correspond closely to the behavior predicted by our bounds. We also briefly
discuss the connection to the linear scaling rule in neural networks.
2 Preliminaries
Before we start our technical discussion, we briefly overview some standard notions in convex
analysis. Here, we will focus on differentiable convex functions, however, the definitions below
extend to general functions simply by replacing the gradient of the function at a given point by the
set of all sub-gradients at that point. In fact, since in this paper we only consider smooth functions,
differentiability is directly implied.
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• A differentiable function ` : Rd → R is convex on Rd if, for all w,v ∈ Rd, we have
`(v) ≥ `(w) + 〈∇`(w), v −w〉.
• Let β > 0. A differentiable function ` : Rd → R is β-smooth on Rd if, for all w,v ∈ Rd,
we have `(v) ≤ `(w) + 〈∇`(w), v −w〉+ β2 ‖v −w‖2 , where∇`(w) denotes the gradient
of ` atw.
• Let α > 0. A differentiable function ` : Rd → R is α-strongly convex on Rd if, for all
w,v ∈ Rd, we have `(v) ≥ `(w) + 〈∇`(w), v −w〉+ α2 ‖v −w‖2. (Clearly, for any α ≥ 0,
α-strong convexity implies convexity).
The problem of unconstrained Empirical Risk Minimization (ERM) can be described as fol-
lows: Given a set of n loss functions `i : Rd → R, i ∈ {1, . . . , n}, the goal is to minimize the
empirical loss function defined as
L(w) , 1
n
n∑
i=1
`i(w), w ∈ Rd.
In particular, we want to find a minimizerw∗ , arg minw∈RdL(w). In the context of supervised
learning, given a training set {(xi, yi) : 1 ≤ i ≤ n} of n (feature vector, target) pairs, one can
think of `i(w) as the cost incurred in choosing a parameter vector w to fit the data point (xi, yi).
In particular, in this context, minimizing L over w ∈ Rd is equivalent to minimizing L over a
parameterized space of functions {fw : w ∈ Rd}, where each fw maps a feature vector x to a
target y. Thus, in this case, for each i, `i(w) can be written as L(fw(xi), yi) where L is some cost
function that represents how far is fw(xi) from yi, for example, L(·, ·) could be the squared loss
L(fw(x), y) = (fw(x)− y)2.
3 Interpolation and Fast SGD: Convex Loss
We consider a standard setting of ERM where for all 1 ≤ i ≤ n, `i is non-negative, β-smooth
and convex. Moreover, L(w) = 1n
∑n
i=1 `i(w) is λ-smooth and α-strongly convex. It is easy to
see that β ≥ λ. This setting is naturally satisfied in many problems, e.g., in least-squares linear
regression with full rank sample covariance matrix.
Next, we state our key assumption in this work. This assumption describes the interpolation
setting, which is aligned with what we usually observe in over-parametrized settings in modern
machine learning.
Assumption 1 (Interpolation). Letw∗ ∈ argminw∈RdL(w). Then, for all 1 ≤ i ≤ n, `i(w∗) = 0.
Note that instead of assuming that `i(w∗) = 0, it suffices to assume that w∗ is the minimizer
of all `i. By subtracting from each `i the offset `i(w∗), we get an equivalent minimization problem
where the new losses are all non-negative, and are all zero atw∗.
Consider the SGD algorithm that starts at an arbitrary w0 ∈ Rd, and at each iteration t makes
an update with a constant step size η:
wt+1 = wt − η · ∇
 1m
m∑
j=1
`
i
(j)
t
(wt)
 (1)
where m is the size of a mini-batch of data points whose indices {i(1)t , . . . , i(m)t } are drawn uni-
formly with replacement at each iteration t from {1, . . . , n}.
The theorem below shows exponential convergence for mini-batch SGD in the interpolated
regime.
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Theorem 1. For the setting described above and under Assumption 1, for any mini-batch size
m ∈ N, the SGD iteration (1) with constant step size η∗(m) , mβ+λ(m−1) gives the following
guarantee
E
wt
[L(wt)] ≤ λ
2
(1− η∗(m) · α)t ‖w0 −w∗‖2 (2)
Proof. By the λ-smoothness ofL, we have
L(wt) ≤L(w∗) + 〈∇L(w∗),wt −w∗〉+ λ
2
‖wt −w∗‖2 = λ
2
‖wt −w∗‖2 (3)
Then we prove inequality (2) by showing that
E
wt
[
‖wt −w∗‖2
]
≤ (1− η∗(m) · α) ‖wt−1 −w∗‖2
For simplicity, we first rewrite the SGD update (1) with error δt , wt − w∗ and mini-batch
empirical loss Lm,t(w) , 1m
∑m
i=1 `ti(w),
δt = δt−1 − η∇Lm,t(wt−1)
As the key of this proof is to upper bound E‖δt‖2 with E‖δt−1‖2, we start by expanding
E‖δt‖2 using the above iteration.
Et1,...,tm
[
‖δt‖2
]
= Et1,...,tm
[
‖δt−1‖2 − 2η〈δt−1,∇Lm,t(wt−1)〉+ η2 ‖∇Lm,t(wt−1)‖2
]
(4)
Applying the expectation to the inner product and using the α-strong convexity ofL, we have
Et1,...,tm [〈δt−1,∇Lm,t(wt−1)〉] = 〈δt−1,∇L(wt−1)〉 ≥L(wt−1) +
α
2
‖δt−1‖2 (5)
By (4) and (5), we see that
Et1,...,tm
[
‖δt‖2
]
≤ (1− ηα) ‖δt−1‖2 − 2η · Et1,...,tm
[
L(wt−1)− η
2
‖∇Lm,t(wt−1)‖2
]
(6)
Next, we choose η such that Et1,...,tm
[
L(wt−1)− η2 ‖∇Lm,t(wt−1)‖2
]
≥ 0. We start by
giving an important expansion,
Et1,...,tm
[
‖∇Lm,t(wt−1)‖2
]
= Et1,...,tm
[
〈 1
m
m∑
i=1
∇`ti(wt−1),
1
m
m∑
i=1
∇`ti(wt−1)〉
]
=
1
m2

m∑
i=1
Eti
[
‖∇`ti(wt−1)‖2
]
+
m∑
i=1
m∑
j=1(j 6=i)
Eti,tj
[〈∇`ti(wt−1),∇`tj (wt−1)〉]

=
1
m
Et1
[
‖∇L1,t(wt−1)‖2
]
+
m− 1
m
‖∇L(wt−1)‖2
(7)
Then recalling the β-smoothness of L1,t(w) = `t1(w) and λ-smoothness ofL(w), we have
L1,t(w)− 1
2β
‖∇L1,t(w)‖2 ≥ 0
L(w)− 1
2λ
‖∇L(w)‖2 ≥ 0
(8)
5
From (7) and (8), it is easy to see that for any p ∈ [0, 1] when choosing η(p) , min{p·mβ , 1−pλ ·
m
m−1}, we have
Et1,...,tm
[
L(wt−1)− η(p)
2
‖∇Lm,t(wt−1)‖2
]
= Et1
[
p · L1,t(wt−1)− η(p)
2
· 1
m
‖∇L1,t(wt−1)‖2
]
+ {(1− p) ·L(wt−1)− η(p)
2
· m− 1
m
‖∇L(wt−1)‖2}
≥ p · Et1
[
L1,t(wt−1)− 1
2β
‖∇L1,t(wt−1)‖2
]
+ (1− p){L(wt−1)− 1
2λ
‖∇L(wt−1)‖2} ≥ 0
By dropping this term in (6), we obtain
Et1,...,tm
[
‖δt‖2
]
≤ (1− η(p) · α) ‖δt−1‖2
We see that for p ∈ [0, 1], 1 − η(p) · α reaches its minimum (for fastest convergence) when
p = ββ+λ(m−1) . Thus we choose η
∗(m) = mβ+λ(m−1) corresponding to the best p and obtain,
Et1,...,tm
[
‖δt‖2
]
≤ (1− η∗(m) · α) ‖δt−1‖2
Incorporating this result with inequality (3), we have
E
wt
[L(wt)] ≤ λ
2
E
wt
[
‖wt −w∗‖2
]
≤ λ
2
(1− η∗(m) · α) E
wt−1
[
‖wt−1 −w∗‖2
]
≤ λ
2
(1− η∗(m) · α)t ‖w0 −w∗‖2
For m = 1, this theorem is a special case of Theorem 2.1 in [NWS14], which is a sharper
version of Theorem 1 in [MB11].
Speedup factor. Let t(m) be the number of iterations needed to reach a desired accuracy
with batch size m. Assuming λ  α, the speed up factor t(1)t(m) , which measures the number of
iterations saved by using larger batch, is
t(1)
t(m)
=
log(1− η∗(m)α)
log(1− η∗(1)α) ≈
η∗(m)
η∗(1)
=
mβ
β + λ(m− 1)
Critical batch size m∗ , βλ + 1 . By estimating the speedup factor for each batch size m, we
directly obtain
• Linear scaling regime: one iteration of batch size m ≤ m∗ is nearly equivalent to m itera-
tions of batch size 1.
• Saturation regime: one iteration with batch size m > m∗ is nearly equivalent to one full
gradient iteration.
We give a sharper analysis for the case of quadratic loss in Section 4.
3.1 Variance reduction methods in the interpolation regime
For general convex optimization, a set of important stochastic methods [RSB12, JZ13, DBLJ14,
XZ14, AZ16] have been proposed to achieve exponential (linear) convergence rate with constant
step size. The effectiveness of these methods derives from their ability to reduce the stochastic
variance caused by sampling. In a general convex setting, this variance prevents SGD from both
adopting a constant step size and achieving an exponential convergence rate.
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Method Step size
#Iterations to
reach a given error
Mini-batch SGD (Theorem 1) mβ+λ(m−1) O(
β+λ(m−1)
mα )
SGD (Eq. 11, m=1) 1β O(
β
α)
SAG [RSB12] 12n·β O(
n·β
α )
SVRG [JZ13] 110β O(n+
β
α)
SAGA [DBLJ14] 13β O(n+
β
α)
Katyusha [AZ16] (momentum) adaptive O(n+
√
n·β
α )
Remarkably, in the interpolated regime,
Theorem 1 implies that SGD obtains the bene-
fits of variance reduction “for free" without the
need for any modification or extra information
(e.g., full gradient computations for variance
reduction). The table on the right compares
the convergence of SGD in the interpolation
setting with several popular variance reduction
methods. Overall, SGD has the largest step size and achieves the fastest convergence rate without
the need for any further assumptions. The only comparable or faster rate is given by Katyusha,
which is an accelerated SGD method combining momentum and variance reduction for faster
convergence.
4 How Fast is Fast SGD: Analysis of Step, Mini-batch Sizes and
Computational Efficiency for Quadratic Loss
In this section, we analyze the convergence of mini-batch SGD for quadratic losses. We will
consider the following key questions:
• What is the optimal convergence rate of mini-batch SGD and the corresponding step size as
a function of m (size of mini-batch)?
• What is the computational efficiency of different batch sizes and how do they compare to
full GD?
The case of quadratic losses covers over-parametrized linear or kernel regression with a pos-
itive definite kernel. The quadratic case also captures general smooth convex functions in the
neighborhood of a minimum where higher order terms can be ignored.
Quadratic loss. Consider the problem of minimizing the sum of squares
L(w) , 1
n
n∑
i=1
(wTxi − yi)2
where (xi, yi) ∈H × R, i = 1, . . . , n are labeled data points sampled from some (unknown) dis-
tribution. In the interpolation setting, there exists w∗ ∈H such that L(w∗) = 0. The covariance
H , 1n
∑n
i=1xix
T
i can be expressed in terms of its eigen decomposition as
∑d
i=1 λieie
T
i , where
d is the dimensionality of the parameter space (and the feature space)H, λ1 ≥ λ2 ≥ · · · ≥ λd are
the eigenvalues of H , and {e1, . . . , ed} is the eigen-basis induced by H . In the over-parametrized
setting (i.e., when d > n), the rank of H is at most n. Assume, w.o.l.g., that the eigenvalues are
such that λ1 ≥ λ2 ≥ · · · ≥ λk > 0 = λk+1 = · · · = λd for some k ≤ n. We further assume that
for all feature vectors xi, i = 1, . . . , n, we have ‖xi‖2 ≤ β. Note that this implies that the trace of
H is bounded from above by β, that is, tr(H) ≤ β. Thus, we have β > λ1 ≥ λ2 ≥ · · · ≥ λk > 0.
Hence, in the interpolation setting, we can write the sum of squaresL(w) as
L(w) = (w −w∗)TH(w −w∗) (9)
For any v ∈H, let Pv denote the projection of v unto the subspace spanned by {e1, . . . , ek}
and Qv denote the projection of v unto the subspace spanned by {ek+1, . . . , ed}. That is, v =
Pv+Qv is the decomposition of v into two orthogonal components: its projection onto Range(H)
(i.e., the range space of H , which is the subspace spanned by {e1, . . . , ek}) and its projection onto
Null(H) (i.e., the null space of H , which is the subspace spanned by {ek+1, . . . , ed}). Hence, the
above quadratic loss can be written as
7
L(w) = PTw−w∗ H Pw−w∗ (10)
To minimize the loss in this setting, consider the following SGD update with mini-batch of
size m and step size η:
wt+1 = wt − ηHm(wt −w∗) (11)
where Hm , 1m
∑m
i=1 x˜ix˜
T
i is a subsample covariance corresponding to a subsample of feature
vectors {x˜1, . . . , x˜m} ⊂ {x1, . . . ,xn}.
Let δt , wt −w∗. Observe that we can write (11) as
Pδt+1 +Qδt+1 = Pδt +Qδt − ηHm (Pδt +Qδt) (12)
Now, we make the following simple claim (whose proof is given in the appendix).
Claim 1. Letu ∈H. For any subsample {x˜1, . . . , x˜m} ⊂ {x1, . . . ,xn}, letHm = 1m
∑m
i=1 x˜ix˜
T
i
be the corresponding subsample covariance matrix. Then,
Hmu ∈ Range(H) = Span{e1, . . . , ek}.
This also implies that for any v ∈ Null(H) = Span{ek+1, . . . , ed}, we must have Hmv = 0.
By the above claim, the update equation (12) can be decomposed into two components:
Pδt+1 = Pδt − ηHmPδt , (13)
Qδt+1 = Qδt (14)
From (10), it follows that for any iteration t, the target loss function Lwt is not affected at
all by Qδt , that is, Pδt is the only component that matters. Hence, by (13-14), we only need to
consider the effective SGD update (13), i.e., the update in the span of {e1, . . . , ek}.
4.1 Upper bound on the expected empirical loss
The following theorem provides an upper bound on the expected empirical loss after t iterations
of mini-batch SGD whose update step is given by (11).
Theorem 2. For any λ ∈ [λk, λ1],m ∈ N, and 0 < η < 2mβ+(m−1)λ1 define
g(λ;m, η) , (1− ηλ)2 + η
2λ
m
(β − λ).
Let g(m, η) , maxλ∈[λk,λ1] g(λ;m, η). In the interpolation setting, for any t ≥ 1, the mini-batch
SGD with update step (11) yields the following guarantee
E[L(wt)] ≤ λ1 · E
[∥∥P2δt∥∥] ≤ λ1 · (g (m, η))t · E[‖Pδ0‖2]
Proof. By reordering terms in the update equation 13 and using the independence of Hm and
wt−1, the variance in the effective component of the parameter update can be written as
E
[
‖Pδt‖2
]
= E
[
PTδt−1(I − 2ηH + η2E
[
H2m
]
)Pδt−1
]
8
To obtain an upper bound, we need to bound E
[
H2m
]
. Notice that Hm = 1m
∑m
i=1H
(i)
1 where
H
(i)
1 , i = 1, . . . ,m are unit-rank independent subsample covariances. Expanding Hm accordingly
yield
E
[
H2m
]
=
1
m
E
[
H21
]
+
m− 1
m
H2  β
m
H +
m− 1
m
H2 (15)
Let Gm,η , I − 2ηH + η2( βmH + m−1m H2). Then the variance is bounded as
E
[
‖Pδt‖2
]
≤ E
[
PTδt−1Gm,ηPδt−1
]
Clearly, limt→∞ E
[
‖Pδt‖2
]
= 0 if
‖Gm,η‖ < 1⇔ η < η1(m) , 2m
β + (m− 1)λ1 (16)
Furthermore, the convergence rate relies on the eigenvalues of Gm,η. Let λ be a non-zero eigen-
value of H , then the corresponding eigenvalue of Gm,η is given by
g(λ;m, η) = 1− 2ηλ+ η2[ β
m
λ+ (1− 1
m
)λ2] = (1− ηλ)2 + η
2λ
m
(β − λ)
When the step size η and mini-batch size m are chosen (satisfying constraint 16), we have
E
[
‖Pδt‖2
]
≤ g(m, η) · E
[∥∥∥P2δt−1∥∥∥]
where
g(m, η) , max
λ∈{λ1,...,λk}
g(λ;m, η).
Finally, observe that
L(wt) ≤ λ1 ‖Pδt‖2 (17)
which follows directly from (10).
4.2 Tightness of the bound on the expected empirical loss
We now show that our upper bound given above is indeed tight in the interpolation setting for the
class of quadratic loss functions defined in (9). Namely, we give a specific instance of (9) where
the upper bound in Theorem 2 is tight.
Theorem 3. There is a data set {(xi, yi) ∈ H × R : 1 ≤ i ≤ n} such that the mini-batch SGD
with update step (11) yields the following lower bound on the expected empirical quadratic loss
L(w)
E[L(wt)] = λ1 · E
[
‖δt‖2
]
= λ1 · (g (m, η))t · E
[
‖δ0‖2
]
Proof. We start the proof by observing that there are only two places in the proof of Theorem 2
where the upper bound may not be tight, namely, the last inequality in 15 and inequality (17).
Consider a data set where all the feature vectors xi, i = 1, . . . , n, lie on the sphere of radius β,
that is, ‖xi‖2 = β, ∀i = 1, . . . , n. We note that the last inequality in 15 in the proof of Theorem 2
is tight in that setting. Suppose that, additionally, we choose the feature vectors such that the
eigenvalues of the sample covariance matrix H are all equal, that is, λ1 = λ2 = · · · = λn. This
can be done, for example, by choosing all the feature vectors to be orthogonal (note that this is
possible in the fully parametrized setting). Hence, in this case, (9) implies
L(wt) = λ1 ‖δt‖2
which shows that inequality (17) is also achieved with equality in that setting. This completes the
proof.
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Remark. From the experimental results, it appears that our upper bound can be close to tight
even in some settings when the eigenvalues are far apart. We plan to investigate this phenomenon
further.
4.3 Optimal step size for a given batch size
To fully answer the first question we posed at the beginning of this section, we will derive an
optimal rule for choosing the step size as a function of the batch size. Specifically, we want to find
step size η∗(m) to achieve fastest convergence. Given Theorem 2, our task reduces to finding the
minimizer
η∗(m) = arg min
η< 2β
m+
m−1
m λ1
g(m, η) (18)
Let g∗(m) denote the resulting minimum, that is, g∗(m) = g (m, η∗(m)). The resulting
expression for the minimizer η∗(m) generally depends on the least non-zero eigenvalue λk of the
Hessian matrix. In situations where we don’t have a good estimate for this eigenvalue (which
can be close to zero in practice), one would rather have a step size that is independent of λk. In
Theorem 5, we give a near-optimal approximation for step size with no dependence on λk under
the assumption that β/λk = Ω(n), which is valid in many practical settings such as in kernel
learning with positive definite kernels.
We first characterize exactly the optimal step size and the resulting g∗(m).
Theorem 4 (Optimal step size role as function of batch size). For every batch size m, the optimal
step size function η∗(m) and convergence rate function g∗(m) are given by:
η∗(m) =
{
m
β+(m−1)λk m ≤
β
λ1−λk + 1
2m
β+(m−1)(λ1+λk) m >
β
λ1−λk + 1
(19)
g∗(m) =
{
1− mλkβ+(m−1)λk m ≤
β
λ1−λk + 1
1− 4 m(m−1)λ1λk
(β+(m−1)(λ1+λk))2 m >
β
λ1−λk + 1
(20)
Note that if λ1 = λk, then the first case in each expression will be valid for all m ≥ 1.
The proof of the above theorem follows from the following two lemmas.
Lemma 1. Let η0(m) , 2mβ+(m−1)(λ1+λk) , and let η1(m) ,
2m
β+(m−1)λ1 . Then,
g(m, η) =
{
gI(m, η) , g(λk;m, η) η ≤ η0(m)
gII(m, η) , g(λ1;m, η) η0(m) < η ≤ η1(m)
Proof. For any fixed m ≥ 1 and η < η1(m), observe that g(λ;m, η) is a quadratic function of
λ. Hence, the maximum must occur at either λ = λk or λ = λ1. Define gI(m, η) , g(λk;m, η)
and gII(m, η) , g(λ1;m, η). Now, depending on the value of m and η, we would either have
gI(m, η) ≥ gII(m, η) or gI(m, η) < gII(m, η). In particular, it is not hard to show that
gI(m, η) ≥ gII(m, η)⇔ η ≤ η0(m),
where η0(m) , 2mβ+(m−1)(λ1+λk) . This completes the proof.
Lemma 2. Given the quantities defined in Lemma 1, let ηI(m) = argmin
η≤η0(m)
gI(m, η), and ηII(m) =
argmin
η0(m)<η≤η1(m)
gII(m, η). Then, we have
1. For all m ≥ 1, gI (m, ηI(m)) ≤ gII (m, ηII(m)).
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2. For all m ≥ 1, ηI(m) = η∗(m) and gI (m, ηI(m)) = g∗(m), where η∗(m) and g∗(m) are
as given by (19) and (20), respectively, (in Theorem 4).
Proof. First, consider gI(m, η). For any fixed m, it is not hard to show that the minimizer of
gI(m, η) as a function of η, constrained to η ≤ η0(m), is given by min
(
η0(m),
m
β+(m−1)λk
)
,
ηI(m). That is,
ηI(m) =
{
m
β+(m−1)λk m ≤
β
λ1−λk + 1
η0(m) =
2m
β+(m−1)(λ1+λk) m >
β
λ1−λk + 1
Substituting η = ηI(m) in gI(m, η), we get
gI
(
m, ηI(m)
)
=
{
1− mλkβ+(m−1)λk m ≤
β
λ1−λk + 1
1− 4 m(m−1)λ1λk
(β+(m−1)(λ1+λk))2 m >
β
λ1−λk + 1
Note that ηI(m) and gI
(
m, ηI(m)
)
are equal to η∗(m) and g∗(m) given in Theorem 4, respec-
tively. This proves item 2 of the lemma.
Next, consider gII(m, η). Again, for any fixed m, one can easily show that the minimum of
gII(m, η) as a function of η, constrained to η0(m) < η ≤ η1(m), is actually achieved at the
boundary η = η0(m). Hence, ηII(m) = η0(m). Substituting this in gII(m, η), we get
gII
(
m, ηII(m)
)
= 1− 4 m(m− 1)λ1λk
(β + (m− 1)(λ1 + λk))2
, ∀m ≥ 1.
We conclude the proof by showing that for all m ≥ 1, gI (m, ηI(m)) ≤ gII (m, ηII(m)) . Note
that for m > βλ1−λk + 1, g
I
(
m, ηI(m)
)
and gII
(
m, ηII(m)
)
are identical. For m ≤ βλ1−λk + 1,
given the expressions above, one can verify that gI
(
m, ηI(m)
) ≤ gII (m, ηI(m)).
Proof of Theorem 4: Given Lemma 1 and item 1 of Lemma 2, it follows that ηI(m) is the
minimizer η∗(m) given by (18). Item 2 of Lemma 2 concludes the proof of the theorem.
Nearly optimal step size with no dependence on λk: In practice, it is usually easy to obtain a
good estimate for λ1, but it is hard to reliably estimate λk which is typically much smaller than
λ1 (e.g., [CCSL16]). That is why one would want to avoid dependence on λk in practical SGD
algorithms. Under a mild assumption which is typically valid in practice, we can easily find an
accurate approximation ηˆ(m) of optimal η∗(m) that depends only on λ1 and β. Namely, we
assume that λk/β ≤ 1/n. In particular, this is always true in kernel learning with positive definite
kernels, when the data points are distinct.
The following theorem provides such approximation resulting in a nearly optimal convergence
rate gˆ(m).
Theorem 5. Suppose that λk/β ≤ 1/n. Let ηˆ(m) be defined as:
ηˆ(m) =
{
m
β(1+(m−1)/n) m ≤ βλ1−β/n + 1
2m
β+(m−1)(λ1+β/n) m >
β
λ1−β/n + 1
(21)
Then, the step size ηˆ(m) yields the following upper bound on g (m, ηˆ(m)), denoted as gˆ(m):
gˆ (m) =
{
1− mλkβ(1+(m−1)/n) m ≤ βλ1−β/n + 1
1− 4 m(m−1)λ1λk
(β+(m−1)(λ1+β/n))2 m >
β
λ1−β/n + 1
(22)
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Proof. The proof easily follows by observing that if λk/β ≤ 1/n, then ηˆ(m) lies in the feasible
region for the minimization problem in (18). In particular, ηˆ(m) ≤ η0(m), where η0(m) is as
defined in Lemma 1. The upper bound gˆ (m) follows from substituting ηˆ(m) in gI(m, η) defined
in Lemma 1, then upper-bounding the resulting expression.
It is easy to see that the convergence rate gˆ(m) resulting from the step size ηˆ is at most factor
1+O(m/n) slower than the optimal rate g∗(m). This factor is negligible when m n. Since we
expect n  β, we can further approximate ηˆ(m) ≈ m/β when m / β/λ1 and ηˆ ≈ 2mβ+(m−1)λ1
when m ' β/λ1.
4.4 Batch size selection
In this section, we will derive the optimal batch size given a fixed computational budget in terms
of the computational efficiency defined as the number of gradient computations to obtain a fixed
desired accuracy. We will show that single-point batch is in fact optimal in that setting. Moreover,
we will show that any mini-batch size in the range from 1 to a certain constant m∗ independent
of n, is nearly optimal in terms of gradient computations. Interestingly, for values beyond m∗
the computational efficiency drops sharply. This result has direct implications for the batch size
selection in parallel computation.
4.4.1 Optimality of a single-point batch (standard SGD)
Suppose we are limited by a fixed number of gradient computations. Then, what would be the
batch size that yields the least approximation error? Equivalently, suppose we are required to
achieve a certain target accuracy  (i.e., want to reach parameter wˆ such thatL(wˆ)−L(w∗) ≤ ).
Then, again, what would be the optimal batch size that yields the least amount of computation.
Suppose we are being charged a unit cost for each gradient computation, then it is not hard to
see that the cost function we seek to minimize is g∗(m)
1
m , where g∗(m) is as given by Theorem 4.
To see this, note that for a batch size m, the number of iterations to reach a fixed desired accuracy
is t(m) = constantlog(1/g∗(m)) . Hence, the computation cost is m · t(m) = constantlog(1/g∗(m))1/m . Hence,
minimizing the computation cost is tantamount to minimizing g∗(m)1/m. The following theorem
shows that the exact minimizer ism = 1. Later, we will see that any value form from 2 to≈ β/λ1
is actually not far from optimal. So, if we have cheap or free computation available (e.g., parallel
computation), then it would make sense to choose m ≈ β/λ1. We will provide more details in the
following subsection.
Theorem 6 (Optimal batch size under a limited computational budget). When we are charged a
unit cost per gradient computation, the batch size that minimizes the overall computational cost
required to achieve a fixed accuracy (i.e., maximizes the computational efficiency) is m = 1.
Namely,
arg min
m∈N
g∗(m)
1
m = 1
The detailed and precise proof is deferred to the appendix. Here, we give a less formal but
more intuitive argument based on a reasonable approximation for g∗(m). Such approximation in
fact is valid in most of the practical settings. In the full version of this paper, we give an exact and
detailed analysis. Note that g∗(m) can be written as 1− λkβ s(m), where s(m) is given by
s(m) =

m
1+(m−1)λk
β
m ≤ βλ1−λk + 1
4m(m−1)λ1
β
(
1+(m−1)λ1+λk
β
)2 m > βλ1−λk + 1 (23)
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Proof outline: Note that s(m) defined in (23) indeed captures the speed-up factor we gain in
convergence relative to standard SGD (with m = 1) where the convergence is dictated by λk/β.
Now, note that g∗(m)1/m ≈ e−λk/β·s(m)/m. This approximation becomes very accurate when
λk  λ1, which is typically the case for most of the practical settings where λ1/λk ≈ n and n
is very large. Assuming that this is the case (for the sake of this intuitive argument), minimizing
g∗(m)1/m becomes equivalent to maximizing s(m)/m. Now, note that when m ≤ βλ1−λk + 1,
then s(m)/m = 1
1+(m−1)λk
β
, which is decreasing in m. Hence, for m ≤ βλ1−λk + 1, we have
s(m)/m ≤ s(1) = 1. On the other hand, when m > βλ1−λk + 1, we have
s(m)/m =
4(m− 1)λ1
β
(
1 + (m− 1)λ1+λkβ
)2 ,
which is also decreasing inm, and hence, it’s upper bounded by its value atm = m∗ , βλ1−λk +1.
By direct substitution and simple cancellations, we can show that s(m∗)/m∗ ≤ λ1−λkλ1 < 1. Thus,
m = 1 is optimal.
One may wonder whether the above result is valid if the near-optimal step size ηˆ(m) (that does
not depend on λk) is used. That is, one may ask whether the same optimality result is valid if the
near optimal error rate function gˆ(m) is used instead of g∗(m) in Theorem 6. Indeed, we show
that the same optimality remains true even if computational efficiency is measured with respect to
gˆ(m). This is formally stated in the following theorem.
Theorem 7. When the near-optimal step size ηˆ(m) is used (and assuming that λk/β ≤ 1/n), the
batch size that minimizes the overall computational cost required to achieve a fixed accuracy is
m = 1. Namely,
arg min
m∈N
gˆ(m)
1
m = 1
The proof of the above theorem follows similar lines of the proof of Theorem 6.
4.4.2 Near optimal larger batch sizes
Suppose that several gradient computations can be performed in parallel. Sometimes doubling
the number of machines used in parallel can halve the number of iterations needed to reach a
fixed desired accuracy. Such observation has motivated many works to use large batch size with
distributed synchronized SGD [CMBJ16, GDG+17, YGG17, SKL17]. One critical problem in this
large batch setting is how to choose the step size. To keep the same covariance, [BCN16, Li17,
HHS17] choose the step size η ∼ √m for batch sizem. While [Kri14, GDG+17, YGG17, SKL17]
have observed that rescaling the step size η ∼ m works well in practice for not too large m. To
explain these observations, we directly connect the parallelism, or the batch sizem, to the required
number of iterations t(m) defined previously. It turns out that (a) when the batch size is small,
doubling the size will almost halve the required iterations; (b) after the batch size surpasses certain
value, increasing the size to any amount would only reduce the required iterations by at most a
constant factor.
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Figure 2: Factor of iterations saved: t(1)t(m) ≈ s(m)
Our analysis uses the optimal step size and convergence rate in Theorem 4. Now consider
the factor by which we save the number of iterations when increasing the batch size from 1 to
m. Using the approximation g∗(m)1/m ≈ e−λk/β · s(m)/m, we have t(1)t(m) ≈ s(m), the speed up
factor. The change of s(m) is illustrated in Figure 2 where two regimes are highlighted:
Linear scaling regime (m ≤ βλ1−λk + 1): This is the regime where increasing the batch size m
will quickly drive down t(m) needed to reach certain accuracy. When λk  λ1, s(m) ≈ m,
which suggests t(m/2) ≈ 2 · t(m). In other words, doubling the batch size in this regime will
roughly halve the number of iterations needed. Note that we choose step size η ← mβ+(m−1)λk .
When λk ≤ βn  λ1, η ∼ m, which is consistent with the linear scaling heuristic used in
[Kri14, GDG+17, SKL17]. In this case, the largest batch size in the linear scaling regime can be
practically calculated through
m∗ =
β
λ1 − λk + 1 ≈
β
λ1 − β/n + 1 ≈
β
λ1
+ 1 (24)
Saturation regime (m > βλ1−λk + 1): Increasing batch size in this regime becomes much less
beneficial. Although s(m) is monotonically increasing, it is upper bounded by limm→∞ s(m) =
4β
λ1
. In fact, since t( βλ1−λk + 1)/ limm→∞ t(m) < 4 for small λk, no batch size in this regime can
reduce the needed iterations by a factor of more than 4.
5 Experimental Results
This section will provide empirical evidence for our theoretical results on the effectiveness of
mini-batch SGD in the interpolated setting. We first consider a kernel learning problem, where the
parameters β, λ1, and m∗ can be computed efficiently (see [MB17] for details). In all experiments
we set the step size to be ηˆ defined in (21).
Remark: near optimality of ηˆ in practice. We observe empirically that increasing the step size
from ηˆ to 2 ηˆ consistently leads to divergence, indicating that ηˆ differs from the optimal step size
by at most a factor of 2. This is consistent with our Theorem 5 on near-optimal step size.
5.1 Comparison of SGD with critical mini-batch sizem∗ to full gradient descent
Theorem 4 suggests that SGD using batch size m∗ defined in (24) can reach the same error as GD
using at most 4 times the number of iterations. This is consistent with our experimental results
for MNIST, HINT-S [HYWW13], and TIMIT, shown in Figure 3. Moreover, in line with our
analysis, SGD with batch size larger than m∗ but still much smaller than the data size, converges
nearly identically to full gradient descent.
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(a) MNIST (Gaussian, σ = 5)
β = 1, λ1 = 0.15,m
∗ ≈ 8
(b) HINT-S (EigenPro-Laplace,
σ = 20) β = 0.6, λ1 =
0.012,m∗ ≈ 52
(c) TIMIT (Gaussian, σ = 11)
β = 1, λ1 = 0.054, m
∗ ≈ 20
Figure 3: Comparison of training error (n = 104) for different mini-batch sizes (m) vs. number
of iterations
(a) MNIST (Gaussian, σ = 5)
β = 1, λ1 = 0.15,m
∗ ≈ 8
(b) HINT-S (EigenPro-Laplace,
σ = 20) β = 0.6, λ1 =
0.012,m∗ ≈ 52
(c) TIMIT (Gaussian, σ = 11)
β = 1, λ1 = 0.054, m
∗ ≈ 20
Figure 4: Comparison of training error (n = 104) for different mini-batch sizes (m) vs. number
of epochs (proportional to computation, note for n data points, n ·Nepoch = m ·Niter)
Remark. Since our analysis is concerned with the training error, only the training error is re-
ported here. For completeness, we report the test error in Appendix C. As consistently observed
in such over-parametrized settings, test error decreases with the training error.
5.2 Optimality of batch sizem = 1
Our theoretical results, Theorem 6 and Theorem 7 show that m = 1 achieves the optimal com-
putational efficiency. Note for a given batch size, the corresponding optimal step size is chosen
according to equation (21). The experiments in Figure 4 show that m = 1 indeed achieves the
lowest error for any fixed number of epochs.
5.3 Linear scaling and saturation regimes
In the interpolation regime, Theorem 6 shows linear scaling for mini-batch sizes up to a (typically
small) “critical” batch size m∗ defined in (24) followed by the saturation regime. In Figure 4 we
plot the training error for different batch sizes as a function of the number of epochs. Note that
the number of epochs is proportional to the amount of computation measured in terms of gradient
evaluations. The linear scaling regime (1 ≤ m ≤ m∗) is reflected in the small difference in the
training error for m = 1 and m = m∗ in Figure 4 (the bottom three curves. As expected from
our theoretical results, they have similar computational efficiency. On the other hand, we see that
large mini-batch sizes (m  m∗) require drastically more computations, which is the saturation
phenomenon reflected in the top two curves.
Relation to the “linear scaling rule” in neural networks. A number of recent large scale neural
network methods including [Kri14, CMBJ16, GDG+17] use the “linear scaling rule” to accelerate
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training using parallel computation. After the initial “warmup” stage to find a good region of
parameters, this rule suggest increasing the step size to a level proportional to the mini-batch size
m. In spite of the wide adoption and effectiveness of this technique, there has been no satisfactory
explanation [Kri14] as the usual variance-based analysis suggests increasing the step size by a
factor of
√
m instead of m [BCN16]. We note that this “linear scaling” can be explained by our
analysis, assuming that the warmup stage ends up in a neighborhood of an interpolating minimum.
5.4 Interpolation in kernel methods
(a) MNIST (σ = 10), 10 classes (b) TIMIT (σ = 20), 144 classes
Figure 5: Histogram of training loss on data points at each epoch
To give additional evidence of the interpolation in the over-parametrized settings, we provide
empirical results showing that this is indeed the case in kernel learning. We give two examples:
Laplace kernel trained using EigenPro [MB17] on MNIST [LBBH98] and on a subset (of size
5 · 104) of TIMIT [GLF+93]. The histograms in Figure 5 show the number of points with a given
loss calculated as ‖y i − f(xi)‖2 (on feature vector xi and corresponding binary label vector y i).
As evident from the histograms, the test loss keeps decreasing as we converge to an interpolated
solution.
(a) EigenPro-Laplace kernel, σ = 20
(b) Gaussian kernel, σ = 16
Figure 6: Histogram of training loss on (5 · 104)
subsamples of HINT-S
Relative computational efficiency is con-
sistent with theory regardless of the rate
of convergence. It is interesting to ob-
serve that even when SGD is slow to
converge to the interpolated
solution, our theoretical bounds still accu-
rately describe the relative efficiency of dif-
ferent mini-batch sizes. We examine two dif-
ferent settings: interpolation with Laplace ker-
nel trained using EigenPro [MB17] on HINT-S
(Figure 6a) and with Gaussian kernel in Fig-
ure 6b. As clear from the figures Laplace ker-
nel converges to the interpolated solution much
faster than the Gaussian. However, as our ex-
periments depicted in Figure 7 show, relative
computational efficiency of different batch sizes for these two settings is very similar. As before,
we plot the training error against the number of epochs (which is proportional to computation) for
different batch sizes. Note that while the scale of the error is very different for these two settings,
the profiles of the curves are remarkably similar.
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(a) EigenPro-Laplace, m∗ ≈ 52 (b) Gaussian, m∗ ≈ 4
Figure 7: Comparison of training error (n = 104) on HINT-S (σ = 20) using different kernels
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A Proof of Claim 1
Let {e1, . . . , ed} denote the eigen-basis of H corresponding to eigenvalues λ1 ≥ · · · ≥ λk > 0 =
λk+1 = · · · = λd. For every i ∈ {1, . . . , n}, let xi =
∑d
j=1 αi,jej be the expansion of xi w.r.t.
the eigen-basis of H .
Observe that for any k + 1 ≤ ` ≤ d,
0 = λ` = e
T
` He` =
1
n
n∑
i=1
α2i,`
where the last equality follows from expanding each xi w.r.t. the eigen-basis of H . Thus,
∀ ` ∈ {k + 1, . . . , d}, αi,` = 0 ∀i ∈ {1, . . . , n}. (25)
Fix any er ∈ {e1, . . . , ed}. Fix a collection {x˜1, . . . , x˜m} ⊂ {x1, . . . ,xn}. Let Hm =
1
m
∑m
i=1 x˜ix˜
T
i . Now, from (25), we have
Hmer =
{
1
m
∑m
i=1
∑k
j=1 α˜i,jα˜i,rej 1 ≤ r ≤ k
0 k + 1 ≤ r ≤ d (26)
where α˜i,j denotes the j-th coefficient of the expansion of x˜i w.r.t. the eigen-basis of H .
The proof immediately follows from (26) since for any u ∈ H, we can write u = Pu +Qu
where Pu and Qu denote the projections of u onto Span{e1, . . . , ek} and Span{ek+1, . . . , ed},
respectively. Hence, (26) implies that HmPu ∈ Span{e1, . . . , ek} and HmQu = 0, which proves
the claim.
B Proof of Theorem 6
Here, we will provide an exact analysis for the optimality of batch sizem = 1 for the cost function
g∗(m)1/m, which, as discussed in Section 4.4.1, captures the total computational cost required to
achieve any fixed target accuracy (in a model with no parallel computation).
We prove this theorem by showing that g∗(m)
1
m is strictly increasing for m ≥ 1. We do this
via the following two simple lemmas. First, we introduce the following notation.
Let
g1(m) = 1− mλk
β + (m− 1)λk , m ≥ 1
That is, g1(m) is an extension of g∗(m), m ∈ [1, βλ1−λk + 1] (given by the first expression in (20)
in Theorem 4) to all m ≥ 1.
Let g2(m) denote the extension of g∗(m), m > βλ1−λk + 1 (given by the second expression in
(20) in Theorem 4) to all m ≥ 1. That is,
g2(m) = 1− 4 m(m− 1)λ1λk
(β + (m− 1)(λ1 + λk))2
, m ≥ 1.
Lemma 3. g1(m)
1
m is strictly increasing for m ≥ 1.
Proof. Define T (m) , 1m ln(1/g1(m)). We will show that T (m) is strictly decreasing form ≥ 1,
which is tantamount to showing that g1(m)
1
m is strictly increasing overm ≥ 1. For more compact
notation, let’s define τ , β−λkβ , and τ¯ = 1−τ . First note that, after straightforward simplification,
g∗(m) = ττ+τ¯m . Hence, T (m) =
1
m ln(1 + um), where u ,
τ¯
τ =
λk
β−λk > 0. Now, it is not hard
to see that T (m) is strictly decreasing since the function 1x ln(1 + ux) is strictly decreasing in x
as long as u > 0.
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Lemma 4. g1(m) ≤ g2(m), for all m ≥ 1.
Proof. Proving the lemma is equivalent to proving 4m(m−1)λ1λk
(β+(m−1)(λ1+λk)2) <
mλk
β+(m−1)λk . After direct
manipulation, this is equivalent to showing that
(m− 1)2(λ1 − λk)2 − 2(m− 1)β(λ1 − λk) + β2 ≥ 0,
which is true for all m since the left-hand side is a complete square: ((m− 1)(λ1 − λk)− β)2.
Given these two simple lemmas, observe that
g∗(1) = g1(1) ≤ g1(m) 1m = g∗(m) 1m , for all m ∈ [1, β
λ1 − λk + 1], (27)
where the first and last equalities follow from the fact that g1(m) = g∗(m) form ∈ [1, βλ1−λk +1],
and the second inequality follows from Lemma 3. Also, observe that
g∗(1) = g1(1) ≤ g1(m) 1m ≤ g2(m) 1m = g∗(m) 1m , for all m > β
λ1 − λk + 1, (28)
where the third inequality follows from Lemma 4, and the last equality follows from the fact that
g2(m) = g
∗(m) for m > βλ1−λk + 1. Putting (27) and (28) together, we have g
∗(1) ≤ g∗(m), for
all m ≥ 1, which completes the proof.
C Experiments: Comparison of Train and Test losses
MNIST (train) HINT-S (train) TIMIT (train)
(a) MNIST (test) (b) HINT-S (test) (c) TIMIT (test)
Figure 8: Comparison of training error (n = 104) and testing error for different mini-batch sizes
(m) vs. number of epochs (proportional to computation, note for n data points, n · Nepoch =
m ·Niter)
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