Abstract: Image registration is one of the most fundamental and widely used tools in optical mapping applications. It is mostly achieved by extracting and matching salient points (features) described by vectors (feature descriptors) from images. While matching the descriptors, mismatches (outliers) do appear. Probabilistic methods are then applied to remove outliers and to find the transformation (motion) between images. These methods work in an iterative manner. In this paper, an efficient way of integrating geometric invariants into feature-based image registration is presented aiming at improving the performance of image registration in terms of both computational time and accuracy. To do so, geometrical properties that are invariant to coordinate transforms are studied. This would be beneficial to all methods that use image registration as an intermediate step. Experimental results are presented using both semi-synthetically generated data and real image pairs from underwater environments.
Introduction
Owing to the recent developments of robotic platforms carrying cameras, it is possible to obtain optical data from places where a human cannot access (e.g., Mars, aerial imaging, seabed, and many others.). Processing the optical data to have a 2D-map (or mosaic) of the visited area has been very important for different science communities (e.g., remote sensing, geology, ecology, marine science, environmental science and several others) and there has been a high demand for creating maps from gathered images using image mosaicking methods. Image mosaicking can be defined as creating a big image by composing relatively smaller images. Image mosaicking requires a good harmony of different steps. One of the most crucial steps in image mosaicking (especially when there is no additional sensor information except vision) is to find the transformation (motion) between overlapping image pairs and this process is referred to as image registration [1] . Lately, image registration is done through finding and matching some salient points (called as features) in images. Four main steps for feature-based image registration are (1) feature extraction, (2) computing feature descriptors, (3) descriptor matching and (4) computing a transformation between image coordinate frames using robust estimation methods. During the descriptor matching step, there usually occur some matched pairs that do not follow the transformation (or equivalently the relative motion of the robotic platform) between images and they are called outliers. These outliers are rejected using probabilistic methods based on robust estimation (mainly using a Random Sampling Consensus (RANSAC) algorithm [2] ). Afterward, the transformation between images is calculated by minimizing a pre-defined cost function on feature point positions [3] . The success of this minimization depends on whether the matching between the features of the two images is free of outliers or not. The existence and the number of these outliers have a direct effect on the performance of the minimization used. Particularly in large scale differences between images, the number of mismatches is often high (e.g., Figure 1 ). This causes an incorrect estimation of the coordinate transformation between the two images. Moreover, the probabilistic nature of RANSAC-based methods could bring a computational burden as they work in an iterative manner. Our main objective is to develop a method to remove the limitations of the robust estimation methods used in feature-based image registration especially for the cases where outliers are more numerous than the inliers and also to improve the performance of robust estimation methods in terms of computational cost and accuracy. This would greatly improve most of the existing methods that make use of feature-based image registration as an intermediate step as well as making it possible to match image pairs with a large scale difference. This would be very useful for mapping, 3D reconstruction, object detection, localization applications and many others using robotics platforms. Example of extracted and matched features between images with a relatively large scale difference. RANSAC would be applied to remove outliers; however, it is likely to fail to work accurately due to the high presence of outliers.
There have been several methods proposed to improve RANSAC. MSAC (M-Estimator Sample Consensus) [4] is based on RANSAC. The outcome may significantly change according to the error threshold (to decide whether the data obey the estimated model or not. In other words, to decide inlier or outlier) selected in RANSAC. In MSAC, there is also a threshold check for inliers in addition to outliers like in RANSAC. Therefore, MSAC is a slightly improved version of RANSAC. The difference between MLESAC (Maximum Likelihood Estimation Sample) [4] and RANSAC is in the step of checking whether the estimated model suits the data or not. Instead of counting the inliers, MLESAC uses Maximum-Likelihood estimation to decide. Tordoff and Murray (Guided-MLESAC [5] ) showed that, in the case of some probabilistic information known a priori about the dataset, how this can be used in the MLESAC algorithm and the required number of iterations can be reduced. PROSAC (Progressive Sample Consensus) [6] proposed an enhanced sampling algorithm instead of doing it randomly as in RANSAC. The features were ranked according to similarity scores of their descriptors and samples selected through their ranking. Raguram et al. [7] presented a comparison of RANSAC based methods and also adaptively changing/calculating the total number of needed iterations by computing the outlier ratio. This allowed for running RANSAC faster. Senthilnath et al. [8] proposed a method to register images coming from different sensors by using a genetic algorithm. They used more criteria to find the transformation between images. Similarly, Le et al. [9] . proposed an efficient sampling technique using shape prior information for fitting a cylindrical object from a 3D point cloud using RANSAC. Both studies in [8] and [9] provide a base for our work in this paper. The main disadvantages of all these aforementioned methods are iterative and probabilistic. Although they perform well in the cases where the outlier ratio is low, they require a lot of iterations in the cases where outlier ratio is getting higher. Marszalek and Rokita [10] proposed a method for establishing correspondences between astronomical images using a single invariant property of distance ratio.
In this paper, we extend their work by integrating the usage of different invariants and introducing a confidence level measure to decide whether robust estimation can be discarded or not.
In this paper, our objective is to discuss the possible usage of geometrical invariants in order to enhance the feature-based image registration framework in unmanned scene mapping and reduce the iterations needed in probabilistic methods in the framework. The next section provides an overview of the planar transformations used in this study while Section 3 details on integrating the geometrical invariants into a feature-based image registration framework. Section 4 presents experimental results and Section 5 summarizes some conclusions.
Overview of Used Planar Transformations
In this study, we focus on 4-Degree-of-Freedom (DOF) similarity and the 6-DOF affine motion model represented by 2D planar transformations as they provide good enough DOFs for a robot motion moving in a relatively controlled environment with a downlooking camera whose optical axis is approximately kept perpendicular to the seabed.
Similarity Transformations A Similarity transformation is a scale included version of Euclidean transformation. The rotation is around an optical axis and scale in our context refers to the altitude changes of an underwater robot. A similarity transformation can be decomposed as follows [3] :
where θ is for rotation, s is uniform scaling on both the x-and y-axes while t = (t x , t y ) is a translation vector making four DOFs in total. Affine Transformations An affine transformation has six DOFs and it can be decomposed as follows [3] :
where A 2 × 2 is the rotations and non-isotropic scalings while t is the translation on the x-and y-axes. Further decomposition of A can be done as follows:
Visual illustration of Rotation and Deformation can be seen in Figure 2 . 
Geometrical Invariant Extraction from Overlapping Images
The number of geometrical invariants, their properties and some hints on obtaining them from images are discussed in [3, [10] [11] [12] . In this paper, we focus on obtaining geometric invariants from extracted features and putative correspondences initialized by descriptor matching. The obtained geometric invariants are used to filter correspondences before applying robust estimation. The integrated pipeline of feature-based image registration is illustrated in Figure 3 . We use the geometric invariants; the ratio of lengths, angle, the ratio of areas and parallelism as they are relatively easy to obtain and their computational costs are relatively low. After matching feature descriptors, we have a list of matched point positions as A p i = ( A x i , A y i , 1) in image A and B p i = ( B x i , B y i , 1) in image B where i = 1, 2, 3, . . . , n and n is the total number of correspondences.
Ratio of Lengths
We compute the distance between all matched points in the same image:
where i = 1, 2, . . . , n − 1 and j = i + 1, . . . , n. Since we are interested in the ratio of lengths,
. If the feature matching was free of outliers, the computed r values would be the same and/or very close to each other. Some extreme values are filtered out (e.g., r < 0.1 ∧ r > 10) assuming that the ratio does not have such extreme values. In order to find a ratio of lengths, we compute the median of r values. As r values may suffer truncation and/or rounding errors, we repeat the same for r BA = 1/r AB values in order to verify. Once median of r AB and r BA values are found, we select all of the feature points (i, j) that provide the ratio value in a small neighborhood of selected r value (e.g., [0.95 × r, 1.05 × r]). Then, we sort the selected feature points according to their number of appearance in descending order and keep the first m of them. If the m is too small then, in the next step of the pipeline, robust estimation might fail due to not being able to find enough inliers, especially for the cases where outlier ratio is bigger than inlier ratio. If the value of m is close to the total number of correspondences (n), the total number of iteration in the robust estimation would be the same as using all correspondences and there would be no benefit of using the proposed filtering step. To decide m, we use some descriptive statistical measures (e.g., mean and standard deviation) to choose the threshold and keep the ones that appeared more than the threshold (e.g., mean + 2 × standarddeviation). We also compute a confidence level as a ratio of number of entries in [0.95 × r, 1.05 × r] and all possible r values after eliminating the extreme values.
Angle In order to use this geometric invariant, we use triangles similar to those in [10] . As descriptor matching provides putative correspondences, we use Delaunay triangulation and compute triangles in one image using correspondences. Triangles are formed by the feature positions e.g., A p i , A p j and A p k and similarly their correspondences in the second image, B p i , B p j and B p k . The error between angles of corresponding triangles are computed as follows:
where (i, j, k) represents the correspondences indices forming a triangle and angles can be computed using either law of cosine or difference of angles of two intersecting line segments. Indices of correspondences are selected accordingly their error value in Equation (5) smaller than a certain threshold value. We use 5 • . We sort the features according to their number of appearance in triangles that are satisfying error threshold and keep the first m of them. The confidence level is similarly computed as a ratio of the total number of satisfying triangles and the total number of triangles used. Ratio of Areas Similar to angles, we form triangles and compute the ratio of the areas of triangles.
Afterward, we follow similar steps to the ratio of lengths. Parallelism Parallel lines stay parallel after applying a transformation (except the projective model).
To use this invariant, we compute the angles of all line segments of features extracted from images separately and group them with an increment of 2
. Therefore, each group is composed of line segments that are approximately parallel. For each group, we check if they are also parallel in the second image. If they are identified as parallel, the points composing the line segments are kept in a list and at the end they are ranked according to the total number of parallel line segments in which they were involved. Similarly, we select the first m entries from the list. Confidence Level The confidence level measure is motivated from the question "How many of the Areas/Lines out of all possibilities are following/forming the selected value of the corresponding geometric invariant?". Let us assume that n putative correspondences are identified by the descriptor matching process and o ∈ [0, 1] is the outlier ratio. Therefore, the total number of inliers is n in = n × (1 − o). Theoretically, the ratio of the total number of triangles formed by inliers to be formed by all points assuming that points that are not collinear can be calculated using the combination formula:
Similarly, the ratio of lengths can be computed as follows:
From our experiments, in the presence of a maximum of 50-60% of outliers, geometrical invariant computations are safe to continue without using robust estimators. In our experiments with real-images, we use the upper limit values computed o = 0.6 using for each geometric invariant. If the computed confidence level value is greater than the upper limit computed using o = 0.6, this means that the outlier ratio is likely to be less than the o = 0.6. 
Experimental Results
Real data from underwater images [13] and extensive simulations with synthetic data were used in order to test and validate the idea of retrieving geometrical invariant(s) from images and their usage to eliminate and/or reduce the total number of outliers. During the experiments, we assume that there is a single common motion that can be represented as a 2D planar similarity or affine transformation.
Experiment 1
In this experiment, we aim to show that geometric invariants can be obtained from correspondences when there is a high level of outliers. We detected features using Scale Invariant Feature Transform (SIFT) [14] from an image and applied a set of 20 extreme transformations [15] (details are provided in Table A1 in Appendix A) to generate their correspondences in the second image. For each transformation, we created a different number of outliers by assigning feature points randomly and tested our proposal to recover the transformation applied initially. Our test flow is presented in an algorithmic way in Algorithm 1. We provide inputs as H i , Outlier ratios o = [0.75, 0.80, 0.85, 0.90] and the number of random trials, nbrRndTrials = 1000. We repeat tests for a different number of total correspondences, respectively 100, 250 and 500. The results of the random trials over different outlier ratios for each transformation using three different total number of correspondences are summarized in Table 1 . The first two columns are for the total number of correspondences used and the transformation while the rest of the columns represent the number of random trials in which running RANSAC with our proposal and without were able to obtain the correct value of the transformation and average number of random iterations in RANSAC for each tested outlier ratio level. The maximum number of RANSAC iteration was set to 1000 and the total number of iterations were adaptively updated during RANSAC iterations ensuring the probability of picking an outlier-free sample [16] . Since the data is noise-free, we used a small threshold (e.g., 0.5) in RANSAC to decide whether a correspondence is an outlier or not. This ensures that the outcome of the process is precisely the same as the initial transformation used to generate the correspondences. From Table 1 , our proposal was able to recover the correct transformation successfully. As it does filter the correspondences listed in the form of eliminating outliers, the needed total number of RANSAC iterations reduces drastically over all tested outlier ratios. Its success ratio is higher than running a RANSAC over all correspondences for the higher outlier ratios especially for 90%. Again from Table 1 and outlier ratio of 90%, increasing the total number of correspondences improved the performance of using our proposal (the column with) while the total number of successful trials for the column without remained approximately in the same level. This leads to the fact that the total number of inliers are more important than their ratio in our approach. We repeated the same Algorithm 1 with a different step of generating outliers (see Algorithm 2) . For this experiment, we added zero mean normally distributed additive noise with three different levels of σ, respectively 2.5, 5 and 10 to the certain number of feature point positions in one image to generate outliers. The results of this experiment are presented in Tables 2-4 . The first three columns are for the total number of correspondences used, noise (σ) values and the transformation while the rest of the columns represent the number of random trials in which running RANSAC with our proposal and without were able to obtain the correct value of the transformation and average number of random iterations in RANSAC for each tested outlier ratio level. As the proposed method is mainly based on finding a peak in histogram, the total number of inliers is more important and it has a direct effect on the results. In RANSAC-based methods, both the outlier ratio and the total number of correspondences are important as the probability of selecting at least one outlier-free sample is a direct outcome of these values. This probability can be calculated as follows:
where n in is the total number of inliers, n is the total number of correspondences, s is the sample size (two or three; two is a minimum number of points to compute similarity transformation while three is for affine transformation.), p is the probability of selecting outlier free sample from the correspondences and k is the total number of random trials in RANSAC-based methods. Setting the value of k big enough, one could argue that RANSAC-based methods would choose at least one outlier-free sample. However, the bigger the k, the bigger the computational cost and this might not be suitable in real-time applications with low-computational resources available on board. From the experimental results, our approach overall was able to filter the correspondences and reduce the total number of outliers before applying robust estimation methods. From Table 2 , in the presence of 90% of outliers and noise σ = 2.5, the total number of successful trials with the proposed approach is smaller than ones with the higher noise values for the most of the tested transformations (both σ = 5 and σ = 10) while the number of successful trials without using our proposal decreases with the high noise values (see Figure 4 ). For the three tested transformations, in the presence of low-level noise (σ = 2.5), using our approach did not provide better results compared to running RANSAC directly. This is mainly due to the fact that the obtained values of geometrical invariants are prone to be sensitive and this makes it difficult to distinguish the real value. In the cases with higher noise, the correct geometrical values were spotted easily through histograms. In such a situation, we observed that increasing the precision would help. Although our implementation is not optimized, its computational burden is still low and it is within the time saved in RANSAC iterations. Its time saving can be coarsely estimated by comparing the iteration numbers needed in RANSAC. If the confidence value is low, we also form additional triangles using bucketing [17] . Feature points are grouped into a 10 × 10 cells distributed uniformly. One feature from each cell randomly picked and used as a corner for forming triangles. The total number of triangles can be a maximum of ( 100 3 ) assuming that each cell has at least one feature point and selected features are not collinear. The best would be to use all the possible triangles; however, this would bring a prohibitively huge computational burden. The total number of triangles used can be adjusted depending on the computational resources available. We also observed that increasing the size of the selected correspondences (m) in the sorted list as a resulting step of geometrical invariant computation can improve the result; however, this would also increase the total number of iterations needed in RANSAC.
Experiment 2
In this experiment, we tested the proposed approach on challenging real images from seabed captured using an underwater robot while surveying a coral reef patch [13] . Some samples are given in Figure 5 . SIFT [14] is employed to extract and match features. Afterward, we ran our proposal to use geometrical invariants to filter out outliers. We run RANSAC algorithm 1000 times over initially matched features (referred to as without in Table 5 ) and remaining matched features after applying our proposal (referred to as with in Table 5 ). During the experiment, the maximum number of iterations for RANSAC was limited to also 1000 (max. k = 1000 in Equation (8)). The total number of RANSAC iterations and the total number of inliers computed using the resulting motion of RANSAC steps are given in Table 5 . The threshold in RANSAC to decide whether an inlier was selected or not as 2.5 pixels and errors in one image were minimized to estimate the motion [3] . For the image pairs in gray-rows, the confidence level was greater than the selected threshold; therefore, our algorithm was able to skip the robust estimation part and the total number of inliers were 89, 268, and 275, respectively. For comparison purposes, we also opted to provide the results of applying RANSAC in the table for those image pairs. An average number of RANSAC iterations are given in Figure 6 .
As it was mentioned before, increasing the total number of inliers would improve the performance of our proposal. In order to test this claim using real data, we resized images for the pairs in which we had less than 200 correspondences (image pairs numbered 2, 17, 19, 21, 23, and 24 in Table 5 ) with a scaling factor of 1.5 with the expectation of increasing the total number of detected correspondences and inliers. We run our proposal on the newly detected correspondences. Obtained results are presented in Table 6 . From the table, it can be observed that the total number of inliers was increased and this could be expected as the total number of correspondences, and thus inliers, increased. However, this would not always be guaranteed as it can be noticed with the image pair 24. Our approach failed to recover stable geometrical invariants due to the low number of inliers. In pairs (2, 17, 19 , and 23), the average number of RANSAC iterations reduced compared to the ones in Table 5 . This is a result of the expected increment in the total number of inliers along with the total number of correspondences. One could argue that applying a more aggressive threshold in descriptor matching could improve the inlier ratio. This would be also favorable for our approach as it would be likely to skip the robust estimation step due to the higher value of confidence. 
