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The incorporation of rare earth-V (RE-V) semimetallic nanoparticles embedded in 
III-V compound semiconductors is of great interest for applications in solid-state devices 
including multijunction tandem solar cells, thermoelectric devices, and fast 
photoconductors for terahertz radiation sources and receivers.  With regard to those 
nanoparticle roles in device applications and material itself, electrical and thermal 
properties of embedded RE-V nanoparticles, including nanoscale morphology, electronic 
structure, and electrical and thermal conductivity of such nanoparticles are essential to be 
understood to engineer their properties to optimize their influence on device performance.  
To understand embedded RE-V semimetallic nanostructures in III-V compound 
semiconductors, nanoscale characterization tools are essential for analysis their properties 
incorporated in compound semiconductors.  In this dissertation, we used atomic force 
microscopy (AFM) with other secondary detection tools to investigate nanoscale material 
properties of semimetallic RE-V and GaAs heterostructures, grown by molecular beam 
epitaxy.  We used scanning capacitance microscopy and conductive AFM techniques to 
understand electronic and electrical properties of ErAs/GaAs heterostructures.  For the 
 viii
electrical properties, this thesis investigates details of statistical analysis of scanning 
capacitance and local conductivity images contrast to provide insights into (i) 
nanoparticle structure at length scales smaller than the nominal spatial resolution of the 
scanned probe measurement, and (ii) both lateral and vertical nanoparticle morphology at 
nanometer to atomic length scales, and their influence on electrical conductivity.  
To understand thermal properties of ErAs nanoparticles, in-plane and cross-
sectional plane of ErAs/GaAs superlattice structure were investigated with a scanning 
probe microscopy technique implemented with 3ω method for thermal measurement.  
By performing detailed numerical modeling of thermal transport between thermal probe 
tip and employed samples, and estimation of additional phonon scattering induced by 
ErAs nanoparticles, we could understand influences of ErAs nanoparticles on the host 
GaAs thermal conductivity.   
Investigation of ErAs semimetallic nanostructure embedded in GaAs matrix with 
scanned probe microscopy provided detailed understanding of their electronic, electrical 
and thermal properties.  In addition, this dissertation also demonstrates that an atomic 
force microscope with secondary detection techniques is promising apparatus to 
understand and investigate intrinsic properties of nanostructure materials, nanoscale 
charge transports, when the system is combined with detailed modeling and simulations.  
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Nanoscale characterization tools are essential to the analysis and understanding of 
new nanoscale and atomic scale devices and materials.  Scanning probe microscopies in 
particular have emerged over the past three decades is the key tools to investigate a broad 
range of phenomena at the nanoscale.  In 1981, G. Binnig et al. introduced scanning 
tunneling microscopy (STM) [1], which provided the first demonstration of atomic scale 
surface topography image utilizing quantum tunneling under controlled vacuum.  This 
apparatus opened a new era of nanoscale science and earned Binnig and Rohrer the Nobel 
Prize in Physics in 1986.  In 1986, G. Binnig et al. demonstrated atomic force microscopy 
(AFM) [2] which is a combination of the STM concept and stylus profilometry that 
enables detecting and measurement of various types of forces e.g. interatomic force, 
electrostatic force, magnetic force, etc. via corresponding force interactions between 
probe tip and sample surface.  After these inventions, various detection techniques to 
characterize material properties with AFM were developed to image topography, as well 
as electrical and mechanical properties, simultaneously.  Now, atomic force microscopy 
is an essential system to investigate any type of force, e.g. electrical force [3], magnetic 
force [4], mechanical force [5], and optical properties [6, 7], thermal properties [8] and is 
also used for mechanically modifying and patterning the sample surface [9, 10] at the 
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nanoscale.  Atomic force microscopy allows us to access a sample surface locally and 
makes it possible to understand local material and device properties experimentally 
which were not possible in macroscopic approaches.  This versatile nanoscale 
characterization tool is now vital to understand not only solid state materials but also any 
kind of materials required to be analyzed in nanoscale in the field of material science, 
condensed matter physics, and bioscience. [11, 12]  
In this dissertation, we used AFM to investigate nanoscale material properties of 
semimetallic rare-earth pnictide (RE-V) materials and GaAs heterostructures, grown by 
molecular beam epitaxy.  Such epitaxial semimetal/GaAs heterostructures have been 
intensively studied since metal/semiconductor heterostructure is one of the important 
interfaces in electronic devices, e.g. for forming Schottky or Ohmic contacts.  The main 
challenges of conventional ex situ metal/semiconductor interface are stability, native 
oxide and other contaminations from metallization process.  However, epitaxially grown 
metal/semiconductor interface has high quality compared to the conventional approach, 
since in situ metallization can continue growth processes without breaking ultra-high 
vacuum, allowing contamination to be minimized or eliminated.  To choose the proper 
candidate metal on GaAs, various materials have been deliberately researched in terms of 
crystal structures, lattice parameters, Ohmic or Schottky contact formation, 
thermodynamical stability, etc. [13, 14]  It has been found that RE-V, such as ErAs, are 
especially attractive materials for epitaxial metal contacts, since their rock-salt crystal 
structure forms good interface on III-V zinc-blend structure with reasonable lattice 
match, ~1.58 %. [15]  In addition, energy band structure calculations suggested that ErAs 
has semimetallic properties [16-18], and interface of ErAs/GaAs heterostructure is 
thermodynamically stable as well.[13]  Epitaxially grown ErAs/GaAs nanocomposites 
also showed dramatic performance improvement in many device applications.  For 
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example, resent works have shown that this ErAs/GaAs heterostructure can improve the 
tunneling current in tunnel junctions for tandem solar cells. [19, 20]  In addition to the 
high conductivity associated with ErAs nanocomposites in tunnel junctions, embedded 
ErAs nanoparticles can introduce additional phonon scattering which results in reduced 
thermal conductivity. [21]  However, more detailed understanding of the electronic 
structure and properties of these nanoparticles is required for further improvement in 
device applications. 
This dissertation will focus on the characterization of ErAs/GaAs to elucidate 
their electronic structure, electrical and thermal transport at nanoscale dimensions.  
Atomic force microscopy with other secondary detection techniques is one of the 
powerful tools to investigate intrinsic properties of nanostructure materials and nanoscale 
charge transport, combined with detailed modeling and simulations.  
Details of scanning probe techniques will be discussed in section 1.1 and 
properties of ErAs nanoparticle, growth mechanism and device applications associated 
with ErAs nanoparticles will be shown in section 1.2 and 1.3.  Finally, section 1.4 will 




1.1  Introduction to Atomic Force Microscopy  
Scanning probe microscopy utilizes a proximal probe to scan a sample surface to 
obtain surface topography and, combined with additional electronics and sensors forms 
basis for a broad range of techniques for characterization at the nanoscale, including 
scanning capacitance microscopy (SCM) for local charge modulation, conductive atomic 
force microscopy (C-AFM) for local carrier conductivity, scanning Kelvin probe 
microscopy (SKPM) for the electrostatic potential distribution and so on.  These 
measurement techniques are based on conventional atomic force microscopy with a 
biased conductive proximal probe tip.  During the raster scanning for the topography, 
other electrical modules monitor and record the electrical interaction between probe tip 
and sample, simultaneously. To analyze local thermal properties, scanning thermal 
microscopy (SThM) can be employed, which uses a thermal probe to detect thermal 
properties of sample during scanning.   For conventional atomic force microscopy, the 
sample surface topography is obtained by contact mode or tapping mode in most cases.  
Each of scanning modes for the topography will be described to provide a fundamental 
understanding of AFM and a basis for discussion of related scanning probe microscopy 
techniques used in the later chapters. 
  
1.1.1  Contact Mode Atomic Force Microscopy 
In contact mode, the sample topography is measured by scanning the tip, which 
contacts the surface over the sample.  For the contact mode, probe tip and sample operate 
in the repulsive regime, as shown in Fig. 1.1.  During the raster scans, cantilever will 
deflect according to the sample surface and a feedback loop is used to maintain a 
programmed deflection set-point by applying a small voltage to the scanner piezoelectric 
tube.  Since the probe tip scans the sample surface in mechanical contact, leading to shear 
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and friction forces, contact mode imaging often degraded the probe tip reducing spatial 
resolution and potentially damaging the sample during scanning.  Probe tips can be 
contaminated and damaged during the scan so that the deflection set-point needs to be 
correctly chosen to minimize contact force while maintaining electrical and mechanical 
response.  Although, tip and sample can be degraded during the contact mode AFM, this 
mode is required to measure various electrical and mechanical properties e.g. SCM, C-
AFM, and SThM which involve physical contact between tip and sample.  
 
 
Figure 1.1: Force curve for the atomic force microscopy. Contact mode scanning operates 
in the repulsive force regime, and tapping mode works in both regimes, repulsive and 
attractive regimes so alternatively it is called as intermittent contact mode. 
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1.1.2  Tapping (Intermittent Contact) Mode Atomic Force Microscopy 
In tapping mode, the cantilever will be excited at a resonant frequency, fo, which 
is an intrinsic property of probe tips, by an external piezoelectric attachment on the 
cantilever holder.  The cantilever is tuned in free space to find its fundamental frequency 
and excitation at that frequency leads to maximum amplitude (~ hundreds nm) of 
cantilever and tip movement.  As a vibrating tip approaches the sample until it taps the 
surface, tip-sample interactions lead to decreasing vibration amplitude and a phase lag 
due to energy dissipation.  While the tip scans the surface, the cantilever oscillation 
amplitude will be monitored and maintained by a feedback loop and sample topography 
will be generated by the feedback loop since it moves the piezoelectric tube to maintain a 
desired amplitude set-point.  During the scanning, we also obtain a phase lag, which is 
associated with a dissipating energy of the vibrating probe so that occasionally, we 
observe featureless topography but large changes in phase information for different 
materials.  For tapping mode scanning, the probe tip must be oscillating during the 
sample scanning.  When a tip comes close to the sample surface it may contact the 
surface briefly, which will introduce an abrupt change from weak attraction to strong 
repulsion in Fig 1.1; this cycle repeats for every oscillation. 
Tapping mode was developed to reduce tip wear and sample damage by 
minimizing friction and shear forces during physical contact between tip and sample.  In 
addition to this advantage, it can detect electrostatic properties when used in combination 
with “Lift mode”.  Lift mode has an additional interleaved scan after tapping mode for 
the topography with programmed height offset, typically 20-100 nm as shown in Fig 1. 2. 
This mode is useful for the electrostatic force microscopy (EFM) and scanning Kelvin 
probe microscopy (SKPM). EFM and SKPM typically rely on the electrostatic 
interactions between probe tip and sample.  
 7 
 
Figure 1.2: Two-pass scan for Lift mode. The first scan detects surface topography and 
the second scan follows first scan topography with programed lift height while detecting 
electrostatic or magnetic forces. 
 
Figure 1.3 shows schematic of probe tip and sample, and the energy diagrams of sample 
and conducting tip.  When the sample and tip are isolated, the tip and sample will have 
their own work functions as shown Fig. 1.3 (a).  After the two materials are electrically 
connected, when the system is under equilibrium condition, outside of the samples will 










                                            (1.1) 
 
If a bias voltage, Vbias is applied between the probe tip and sample with  
 
sinbias dc acV V V tω= + ,                                        (1.2) 
 
then total tip to sample potential difference will be given as  
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_ ( / ) ( / ) sintip sample bias dc acV q V q V V tω= ∆Φ + = ∆Φ + + ,                (1.3) 
 
where ∆Φ is the work function difference, Φsample - Φtip, q is electron charge, and ω is 
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where C is capacitance between tip and sample.  In electrostatic force microscopy, the 
resonant frequency and phase shifts caused by gradient of electrostatic force, dFz/dz, is 
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Similarly, in magnetic force microscopy resonant frequency and phase shifts are detected 
to distinguish different magnetic forces corresponding to each magnetic domain using 
magnetized probe, e.g. magnetic force microscopy tip coated by Cr-Co (MESP). More 
details of magnetic force microscopy can be found in literature. [4]  For the scanning 
Kelvin probe microscopy to detect surface potential distributions, a feedback loop drives 
the (dFz/dz)ω component to vanish by controlling dc bias, Vdc, which then represents local 
surface potential difference between probe tip and sample. [22, 23] 
 
Figure 1.3: (a) Schematic of isolated tip and sample, and corresponding energy diagram. 





1.2  ErAs Nanoparticle Properties and Growth 
 This dissertation focuses on ErAs semimetallic nanoparticles embedded in GaAs 
matrix.  In this subsection, we will introduce ErAs nanostructures and properties.  
Semimetallic ErAs nanoparticle growth on GaAs matrix by molecular beam epitaxy and 
their thermodynamically stable interfaces will be introduced as well.    
 
1.2.1  ErAs Material Properties 
As noted earlier, the rock-salt crystal structure of ErAs enables epitaxial 
integration of ErAs structures in thin a single crystal III-V semiconductor matrix, eg, 
GaAs. Computational studies of ErAs have revealed that there is substantial overlap in 
energy between valence band at Γ point and conduction band at the Χ points. [16, 17, 24]  
This overlap causes ErAs to be a semimetallic, and transport measurement of epitaxial 
films of ErAs on GaAs also shows metallic behavior, i.e. resistivity decreases 
continuously with decreasing temperature. [25]  ErAs has a rock salt crystal structure 
with lattice constant of 5.7427 Å which is reasonably close to GaAs, 5.6533 Å.  The 
relatively small lattice mismatch (~ 1.58 %) between ErAs and GaAs allows ErAs 
nanoparticles to be epitaxially integrated into a GaAs matrix to form a high-quality 
epitaxial metal/semiconductor heterostructure.  ErAs nanoparticles form 
thermodynamically stable interface on the GaAs substrate.  However, ErAs is highly-
reactive and will be oxidized at room temperature in ambient conditions so it requires 






1.2.2  ErAs Nanocomposite Growth by Molecular Beam Epitaxy 
There are two main methods to incorporate ErAs nanoparticles into a GaAs host 
structure.  The first approach has been used to obtain heavily erbium-doped GaAs. [26-
28]  Solubility of erbium in GaAs depends on the erbium concentration, under certain 
conditions, (Er) ≥  ~ 7x1017 cm-3 at 580 oC, erbium is substitutionally incorporated onto a 
gallium site [29] to form ErAs precipitates with rock-salt crystal structure.  Alternatively, 
ErAs/GaAs nanocomposites can be formed by direct deposition of ErAs on GaAs 
surface.[30, 31]   
Figure 1.4 shows a schematic illustration of direct ErAs deposition on the GaAs 
surface and overgrowth of GaAs over the ErAs nanoparticles.  Under the erbium flux in 
chamber, initially erbium segregates on the surface until a critical areal density of erbium 
is reached to nucleate ErAs islands; erbium atoms displace the surface gallium atoms 
resulting in an embedded nanostructure as shown in Fig. 1.4 (a). [31, 32]  The ErAs 
nanostructure forms ~3-4 ML deep during the particle nucleation which is 
thermodynamically stable for rocksalt crystal and then laterally expands to form a film 
(black arrows) in Fig 1.4 (b).  In early studies of ErAs growth on GaAs, stacking fault 
defects were found for the overgrowth of the ErAs films on GaAs as shown in Fig. 1.5.  
The reason for those defects was that the III-V zinc blend structure has additional 
symmetry compared to the RE-V rock-salt crystal.  To overcome the mismatch from the 
rotational symmetry, it requires maintaining the ErAs deposition smaller than 3-4 ML so 
that ErAs films segregate to form nanoparticles due to the islanding growth mode.  As 
shown in Fig. 1.4 (b) with grey arrows, exposed underlying GaAs material will seed the 
overgrowth, enabling growth of a high quality ErAs/GaAs superlattice structures and 
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capping layers. [32]  Figure 1.4 (c) depicts the consequent embedded ErAs nanoparticles 
after GaAs overgrowth. 
Figure 1.6 shows transmission electron microscopy image and atomic structure of 
ErAs epitaxial layer on GaAs surface.  Here, we can observe continuous arsenic row 
across the ErAs/GaAs interface, consistent with the erbium occupied gallium 
substitutional site and also confirming a very smooth heterostructure interface.  All 






Figure 1.4: Schematics representation of ErAs (black) growth on the GaAs surface (grey). 
(a) Under the erbium flux, erbium initially accumulates on the GaAs surface and 
nucleates island as erbium displaces gallium. (b) Initially ErAs nanostructure forms ~3-4 
ML thickness then laterally expands to form a film (black arrows). For the GaAs 
overgrowth, exposed GaAs surface seeds the GaAs overgrowth on ErAs (grey arrows) (c) 






Figure 1.5: Cross-sectional TEM image of a GaAs/ErAs/GaAs structure. Although, ErAs 
film has an atomically flat surface, GaAs layer on ErAs films has been observed stacking 




Figure 1.6: High-angle annular dark-field (HAADF) TEM image of ErAs/III-V(GaAs) 





1.3  ErAs/III-V Device Applications 
 Integration of semimetallic ErAs nanoparticles into III-V compound 
semiconductors has been shown to yield performance improvement in many device 
applications.  In this subsection, we highlight several device applications and present how 
ErAs nanocomposites improve various devices characteristics. 
 
1.3.1  Tunnel Junctions for High-efficiency Solar Cells 
 Semiconductor photovoltaic devices convert solar energy into electrical energy by 
absorbing solar radiation energy.  Since semiconductors only absorb photons with energy 
larger than their bandgap, photons with energy between bandgap are not connected to 
electricity. This combined with other factors limits the power conversion efficiency to 
~30 % for a single junction solar cell with energy gap of 1.1 eV. [34]  To improve solar 
cell efficiency, multiple pn junctions with varying bandgap energy are introduced and 
each pn junction is connected by tunnel junctions.  Since the quantum mechanical 
tunneling probability decays exponentially with tunneling distance, heavily doped p+/n+ 
junctions are used to reduce tunneling width.  However, there is still loss of electron-hole 
pairs by recombination in the tunnel junction.  Here, we can provide one example how 
ErAs/GaAs can improve tunneling current for GaAs pn junctions.  Incorporation of 
semimetallic ErAs nanoparticles embedded in pn junction improves tunneling current as 
the presence of ErAs nanoparticles at the tunnel junction formation of back-to-back 
Schottky barriers, resulting in a reduced effective tunneling distance.  As a result, 
dramatic performance increase obtained in tandem solar cell in the AlGaAs/GaAs 
structure. [20]  This work described in Chapter 3 helps to elucidate the nature of current 
transport across the ErAs/GaAs nanocomposite structure, and consequently suggests a 
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possible approach to further optimizing the tunneling current by modifying ErAs 
nanoparticle morphology and surface coverage via control the MBE growth condition. 
 
1.3.2  Thermoelectric Device 
 For thermoelectric devices, a standard figure of merit, ZT, given by 
2 /ZT T kα σ=  is used to assess the performance of a given thermoelectric material. To 
maximize ZT, it is desirable to have high Seebeck coefficient (α) and electrical 
conductivity (σ) with low thermal conductivity (κ). Several works [35-38] showed that 
thermoelectric properties can be improved by introduction of nanostructures into 
materials.  The power factor (α2σ) can be increased by energy filtering while maintaining 
high electrical conductivity, and thermal conductivity can be reduced by introducing 
additional phonon scattering of nanoparticles. [39]  Energy filtering uses a potential 
barrier to eliminate carriers with energy smaller than chemical potential which contribute 
opposite to thermopower.  Recent work [40] showed that incorporation of epitaxial 
semimetallic ErAs nanoparticles into InGaAs structure can be used to increase the 
Seebeck coefficient by energy filtering with higher carrier concentration.  In chapter 4 
and 5, we will present studies in which scanning thermal microscopy is used to 




1.4  Organization of Dissertation 
 This dissertation focuses on the nanoscale characterization of RE-V/GaAs 
nanostructures to understand their electronic structures, electrical transport and thermal 
transport properties using atomic force microscopy and related techniques.  The 
following chapters will discuss details of the characterization techniques employed and 
corresponding experimental results.   
In chapter 2, we used scanning capacitance microscopy (SCM) to explore GaAs 
p+/n+ junctions with embedded ErAs nanoparticles at the junction.  The image contrast in 
SCM with varying dc bias yields clear differences in carrier modulation in ErAs areas 
and GaAs areas due to the large density of states associated with the ErAs nanoparticles.  
We also measured GaAs p+/n+ junction without ErAs nanoparticles as a reference sample 
to confirm that the observed contrast with varying dc bias came from the ErAs 
nanoparticles.  We experimentally observed Fermi level pinning behavior at the interface 
between ErAs and GaAs and also compared dC/dV trends with simulation.  To estimate 
nanoparticles sizes, we used a statistical approach to calculate surface coverage 
distributions as a function of nanoparticle size.  Based on above statistical analysis, we 
can estimate nanoparticle size ~ 6-8 nm, which is beyond the usual resolution limits of 
AFM based techniques.  
 In chapter 3, we continued analysis of GaAs p+/n+ junction with embedded ErAs 
nanoparticles but with conductive atomic force microscopy (C-AFM).  In this chapter, we 
investigated tunneling current improvement by ErAs nanoparticles for different growth 
temperature of nanoparticles.  Based on the analysis of current density, we observed 
different current contrast profiles for samples grown at 575 oC, which implied different 
nanoparticle morphology; statistical analysis suggested that the ErAs nanoparticles grown 
at high temperature, 575 oC, are substantially thicker due to the vertical growth that can 
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occur at elevated temperature.  Cross-sectional transmission electron microscopy (TEM) 
confirmed vertical growth at an elevated growth temperature.  
 In chapter 4, we present scanning thermal microscopy (SThM) of ErAs/GaAs 
superlattice. Sample structures and experimental details are discussed along with thermal 
measurement and simulation results.  The 3ω method for the thermal conductivity 
measurement is reviewed and adaptation of the 3ω method to the proximal probe 
geometry along with thermal probe modeling is introduced.  Other reference samples, 
whose thermal conductivities are known, are also measured with ErAs/GaAs superlattice 
and used to calibrate simulation results to estimate the thermal conductivity of an 
unknown ErAs/GaAs superlattice sample.  We also estimated the thermal conductivity of 
the ErAs/GaAs superlattice with the phonon relaxation-time approximation and 
Boltzmann transport equation, and found that the measured value is in reasonable 
agreement with calculation result.  
 The last chapter discusses cross-sectional thermal imaging of SiO2, Si, 
ErAs/GaAs superlattice and GaAs in a single image for a direct comparison.  Since RE-V 
superlattice structure located near the surface, underneath 15 nm capping layer, when the 
thermal probe approach to the RE-V superlattice, heat transfer from the tip to air, which 
has low thermal conductivity, not a semiconductor at the edge causes an increase in 
thermal signal that dominates variation due to differing thermal conductivities in the 
sample itself.  To avoid this unwanted edge effect, a silicon on insulator wafer was 
attached to the ErAs/GaAs superlattice sample front-to-front using thermocompression 
bonding.  After bonding the two wafers, the cross-section sample surface was polished 
with and cleaned to yield a cross-sectioanl surface with rms roughness of ~6 nm.  From 
obtained scanning thermal images, we can experimentally observe that ErAs 
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nanocomposite, formed superlattice in a host GaAs matrix can reduce the thermal 








Scanning Capacitance Microscopy of ErAs Nanoparticles 
Embedded in GaAs Pn Junction 
 
 
2.1  Introduction 
Semimetallic nanostructures epitaxially embedded in semiconductors have been 
intensively studied in recent years to improve performance of a variety of semiconductor 
devices.  Especially, rare earth monopnictide (RE-V) nanoparticles and nanostructures 
incorporated with III-V compound semiconductors have shown promise for device 
applications that include high speed detectors [41], thermoelectrics [35], and tunnel 
junctions for multijunction solar cells [20].  To understand the role of RE-V embedded in 
III-V semiconductors, their electronic structure embedded in host material should be fully 
understood.  In this chapter, we describe nanometer scale electronic characterization of 
GaAs p+/n+ junctions with embedded semimetallic ErAs nanoparticles using scanning 
capacitance microscopy (SCM).  SCM has been widely used to characterize local surface 
and near-surface electronic structure for III-V semiconductors,[42-44] providing images 
of nanoscale carrier modulation via bias voltages applied to a highly conductive proximal 
probe tip.  The lateral spatial resolution arises from the use of a scanning probe tip, and 
vertical resolution is provided by the dependence of the carrier depletion depth on bias 
voltage.  In this chapter, we investigate lateral variations in charge accumulation behavior 
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in the vicinity of buried ErAs nanoparticles, which we attribute to local Fermi level 
pinning by the embedded ErAs nanoparticles.  Furthermore, we show that statistical 
analysis of spatial variations in capacitance enables ErAs nanoparticle sizes to be 
deduced, despite their being well below the resolution limit of direct scanning 
capacitance imaging.   
 
2.2  Experimental Description 
SCM measurement details and schematic for the experiment and sample 
preparation will be discussed in this section. 
  
2.2.1  Scanning Capacitance Microscopy 
Scanning capacitance microscopy (SCM) entails local detection of charge 
modulation in a sample by a biased probe tip in atomic force microscopy (AFM).  It is 
very useful tool to investigate localized electrical properties and structures of 
semiconductor materials and devices.  It uses highly conductive probe tips, e.g. scanning 
capacitance mode platinum-iridium coated tip (SCM-PIT), magnetic force microscopy tip 
coated by Co-Cr (MESP), doped diamond like carbon coated tip (DDESP) etc., to 
modulate charges under the probe while scanning in contact mode.  Based on the detected 
capacitance responses, SCM can reveal local doping types and doping concentration 
distributions [45], electronic structures [46, 47], and inhomogeneity in electronic 
properties [43].  A schematic of the SCM set-up and illustrations of charge modulation 
are given in Fig. 2.1.  The SCM apparatus incorporates several electronic components.  
The capacitance sensor, which is directly connected to the conductive probe through an 
ultra-high frequency (UHF), 880-1050 MHz transmission line, can detect capacitance 
variations with 10-22F/√Hz sensitivity.[48]  The SCM controller provides a kilohertz 
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frequency ac excitation signal and dc bias.  The applied ac signal to the sample will 
modulate charges underneath the conductive probe tip as shown in Fig. 2.1 and those 
charge modulations will change a capacitance between probe tip and sample.  This 
capacitance variation will contribute a capacitive load to the capacitance sensor, resulting 
in a change of the resonant frequency, ∆f, as shown in Fig. 2.2 (a).  This variation will be 
detected by the UHF transmission line resonant capacitance sensor by tuning a resonant 
LC circuit. [49]  More detailed discussions of the SCM measurement process and its 
analysis have been given elsewhere. [49, 50]  The output signal ∆Vo in Fig. 2.2 (a) at a 











,                                       (2.1) 
 
where γo is the coefficient of frequency sensitivity, fD is the driving frequency, Ct is total 
capacitance of the tip, cantilever mount and tuning capacitance used in the system, and 
Cts is the capacitance between tip and sample.  From the output signal, ∆Vo, we can 
obtain dCts/dV over a range of applied dc bias, Vdc.  Figure 2.2 (b) describes 
schematically illustrates the capacitance contrast dependence for different doping 
concentrations in high frequency capacitance-voltage curve and polarity dependence on 
dopants type.  Similar dependences are observed for other types of local variations in 
electronic structure.  




Figure 2.1: Schematic diagram of GaAs p+/n+ junction with ErAs nanoparticles, and of 
scanning capacitance measurement geometry and electrical connections.  Illustration of 




Figure 2.2: (a) Shifts in resonant frequency due to the capacitance changes between tip 
and sample; changes in output voltages resulting from resonant frequency shifts are also 
illustrated.  (b) Schematic diagram to compare the capacitance responses of the different 
doping conditions in high frequency capacitance-voltage curves for specified ac and dc 





2.2.2  Sample Growth and Descriptions 
Samples employed in the work described in this chapter were grown in a Varian 
GEN II solid-source molecular beam epitaxy (MBE) machine.  MBE is an ultra-high 
vacuum material growth technique which uses extremely pure targets which are in 
effusion cells and independently heated to achieve desired material flux by surrounded 
heating coil.  Computer controlled shutters located in front of effusion cells are used to 
precisely select growth materials and thicknesses.  Since the system operates under ultra-
high vacuum, mean free paths of atoms emitted from the effusion cells will be much 
larger than the MEB chamber, enabling atomically controllable growth of high-quality 
epitaxial layers.  During growth, epitaxial layer quality is able to be monitored by 
reflection high energy electron diffraction (RHEED).  A RHEED electron gun emits ~ 10 
keV electrons at a low angle to strike the sample surface, generating a pattern containing 
information in a specular refection and a diffraction pattern indicating sample surface 
crystallography. 
The GaAs p+/n+ junction samples employed in this study were grown in a Varian 
GEN II solid-source molecular beam epitaxy (MBE) machine.  The sample structures 
consisted of (100) n-GaAs substrates upon which were deposited 200 nm n+ GaAs (Si-
doped, n~5x1018 cm-3), an ErAs nanoparticle layer, and a 1.5 nm p+ GaAs (Be-doped, 
p~5x1019 cm-3) capping layer; all layers were grown at 515 ºC.  For the ErAs nanoparticle 
layer, 1 monolayer (ML) of ErAs was deposited on the n+ GaAs surface.  Since ErAs 
does not wet the GaAs surface, this results in growth of ErAs islands ~3-4 ML thickness, 
covering approximately 25-33% of the GaAs surface [19, 30].  The uncovered areas of 
the n+ GaAs surface serve as seeds for overgrowth of 1.5 nm p-type GaAs capping layers 
on the ErAs islands [19].  The rms surface roughness measured by atomic force 
microscopy (AFM) was ~0.33 nm, about half of the estimated surface roughness for the 
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case of exposed ErAs nanoparticles, suggesting that the ErAs nanoparticles are fully 
covered by the 1.5 nm GaAs capping layer.  This conclusion is also supported by 
comparison of SCM data from control samples containing no ErAs with that from 
samples with ErAs nanoparticle layers.  A Veeco ICON atomic force microscope (AFM) 
with a scanning capacitance measurement module was used to obtain surface topography 
and SCM images simultaneously at room temperature and in ambient atmosphere.  
Silicon probe tip coated with boron-doped diamond, DDESP, were used for proximal 
probing.  Measurements were recorded with inverted polarity, which was found to 
provide optimal sensitivity in the SCM measurements. A schematic diagram of the 
samples used in this study and electrical connections for the SCM measurements is 
shown in Fig. 2. 1.  
 
2.3 Results and Discussion 
2.3.1 Scanning Capacitance Microscopy Results 
Figure 2.3 shows surface topography and scanning capacitance images obtained 
for dc bias voltages ranging from -2 V to 0 V with 0.5 V amplitude, 90 kHz ac voltage 
modulation; SCM images from a reference sample consisting of a GaAs pn junction 
without ErAs nanoparticles are also shown.  All bias voltages are specified as the 
potential of the probe tip relative to the sample.  A strong dependence of SCM image 
contrast on dc bias voltage for the sample with ErAs nanoparticles is evident.  For the 
sample with ErAs nanoparticles, the SCM images shown were obtained from two 
different measurement locations: -2.0 V and -1.5 V at one location, -1.0 V to 0.0 V at the 
other.  Contrast arises in each SCM image which, on the basis of numerical modeling 
described below, we associate with varying local subsurface ErAs content within the 
sample region directly below the probe tip.  The rectangles and circles in Fig. 2.3 mark  
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Figure 2.3: AFM surface topograph and SCM images for applied dc bias voltages ranging 
from -2.0 V to 0 V.  SCM images obtained from identical areas are indicated by the 
brackets immediately to the left of the images.  The AFM topograph was obtained 
simultaneously with the SCM image at 0 V.  The centers of rectangles and circles 
indicate locations in each image corresponding to high and low subsurface ErAs content, 
respectively.  The bottom SCM images were taken from a GaAs-only reference sample at 
-2.0 V and 0 V. All SCM images are shown using the same signal-level scale. 
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identical locations in each imaged area, and denote locations with high and low local 
subsurface ErAs content, respectively. 
Simulations using a one-dimensional numerical Poisson solver[51] were 
employed to assess the influence of local subsurface ErAs content on the SCM signals.  
The ErAs nanoparticle layer was modeled as a planar ErAs layer with the Fermi level 
~0.84 eV below the GaAs conduction-band edge [13, 33].  To simulate variations in local 
subsurface ErAs content, variable densities of states in the ErAs layer were employed, 
with effective masses of 0.32me, 0.235me and 0.066me for electrons, heavy holes and light 
holes [17] corresponding to complete ErAs coverage.  The degeneracy associated with 
the three equivalent X-point conduction band minima is also included [17].  The 
electronic density of states in the ErAs layer is taken to be proportional to the fractional 
ErAs coverage at the pn junction. 
Figure 2.4 (a) shows simulated plots of –dC/dV as a function of bias voltage for 
fractional ErAs coverages of 10%, 25%, 50%, and 60%; as noted above, based on 
epitaxial growth conditions we expect an average ErAs coverage of 25%-33% at the pn 
junction in our samples.  Since the SCM signal is proportional to –dC/dV, we deduce 
from the simulations that regions with high subsurface ErAs coverage should exhibit 
SCM signal levels close to zero over a broad range of bias voltages.  In contrast, areas 
with low ErAs coverage at the pn junction should exhibit a substantial voltage 
dependence of the SCM signal.  The simulation results suggest inversion in image 
contrast between ErAs-rich and ErAs-poor regions should occur near -0.5 V. Figure 2.4 
(b) shows SCM signal levels as a function of voltage extracted from the SCM images 
shown in Fig. 2.3, with each curve being at a location interpreted, based on the trends 
revealed in the numerical simulations, to correspond to either low or high subsurface 





Figure 2.4: (a) Simulated values for –dC/dV as a function of local subsurface ErAs 
content, (b) SCM signal levels extracted from the images shown in Fig. 2.3.  (c) Energy 
band diagrams for the GaAs pn junction with ErAs nanoparticle fractional coverages of 
60% (left) and 10% (right), under applied dc voltages of -0.5 V, 0.0 V, and +0.5 V. 
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images, obtained from one location, spanning bias voltages from -1.0 V to 0.0 V.  At 
more negative bias voltages of -1.5 V and -2.0 V, the signal levels observed are 
consistent with those between -1.0 V and 0.0 V.  The SCM signal levels observed for the 
GaAs reference sample are also seen to be in excellent accord with these trends.  The 
explicit observation of inversion in contrast and the trend in measured SCM signal levels 
across multiple locations and samples provide strong support for the interpretation that 
the contrast observed in the SCM images is associated with local nanoscale variations in 
the subsurface ErAs content.  The observed charge modulation behavior can be explained 
with energy band diagrams computed for structures with high (60%) and low (10%) ErAs 
content, as shown in Figure 2.4 (c).  For high ErAs content, the large density of states 
associated with the ErAs nanoparticle layer causes most of the charge modulation to 
occur within the ErAs nanoparticles, leading to capacitance nearly independent of bias 
voltage.  For low ErAs content, substantial charge modulation occurs at the n-GaAs 
depletion layer edge as well, leading to a bias-dependent capacitance.  Additional 
simulations have shown that variations in GaAs capping layer thickness in the range of 




2.3.2 Statistical Analysis of Scanning Capacitance Microscopy Images 
A statistical analysis of spatial inhomogeneity in the SCM image contrast shown 
in Fig. 2.3 provides information about ErAs nanoparticle size distributions, even for sizes 
well below the SCM resolution limit of ~30-50 nm, which is governed primarily by the 
probe tip size.  We define a threshold SCM signal level such that the fraction of points in 
the image below (for the SCM images at -1.0V to -2.0V) or above (for the SCM image at 
0V) this threshold level corresponds to the fractional surface coverage, f, expected based 
on epitaxial growth conditions.  In this case, f is ~0.28. The images are then divided into 
40 nm × 40 nm areas, corresponding approximately to the effective area probed in each 
SCM signal measurement.  For each area, the fraction of points with signal levels below 
(or above) the threshold level is computed and taken as a measure of the fractional ErAs 
coverage within that area.  This approach provides an estimate of the spatial dependence 
of ErAs coverage fraction as probed by SCM without requiring exact knowledge of the 
functional mapping of local ErAs coverage to SCM signal level.   
To determine the spatial distribution of fractional ErAs coverage expected for 
given values of f and nanoparticle radius r, we assume that the spatial distribution of 
ErAs nanoparticles nucleated at the pn junction during growth is random, and generate a 
simulated distribution of ErAs surface coverage by placing nanoparticles of radius r on 
the surface at random locations until the expected average fractional coverage f is 
reached.  Figure 2.5 (a) shows distributions of ErAs obtained for nanoparticle radii 
ranging from 3nm to 10nm with same size of SCM images.  The simulated surface is then 
divided into 40nm×40nm areas and the fractional ErAs coverage in each such area is 
computed, yielding a spatially averaged value for fractional ErAs coverage analogous to 
that derived from the experimental SCM images.  Some representative effective probed 






Figure 2.5: (a) Simulated distributions of ErAs coverage (dark areas) at the GaAs pn 
junction obtained by random placement of ErAs nanoparticles with radii of 3 nm, 4 nm, 6 
nm, 8 nm, and 10 nm.  For each distribution, the average fractional surface coverage is 
fixed at ~0.28.  The transparent rectangles represent effective probe area.  (b) A 
magnified effective area under the probe for each nanoparticle size.  (c) Histograms for 
the calculated surface coverage for each nanoparticle size.  
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coverage for each section, we can generate histograms for different sizes of nanoparticles 
as shown in Fig 2.5 (c).  For both these simulations and the analysis of the SCM images 
described above, very similar results were obtained for averaging areas ranging from 
30nm×30nm to 50nm×50nm. 
Figure 2.6 shows the statistical distributions of ErAs fractional surface coverage 
derived from the SCM images in Fig. 2.3, and computed for ErAs nanoparticle radii of 
4nm to 10nm in Fig. 2.5.  The distribution derived from the SCM data corresponds 
closely to that expected for nanoparticle radii of 6-8nm, with substantially poorer 
agreement observed for radii of 4nm or 10nm.  From this comparison, we deduce that the 
average ErAs nanoparticle radius in our samples is 6-8nm –consistent with prior studies 
of ErAs nanoparticle dimensions under similar growth conditions [31], and considerably 
smaller than the resolution limit dictated by the probe tip size.  This is possible due to 
differences in larger-scale spatial inhomogeneity that arise from very small nanoparticle 








Figure 2.6: Normalized distributions of ErAs coverage fraction, averaged over 40 nm×40 
nm areas, for simulated distributions of ErAs nanoparticles with radii of 4-10 nm, and as 




In summary, scanning capacitance microscopy has been used to characterize 
electronic properties and size distributions of ErAs nanoparticles embedded in GaAs pn 
junctions prepared via MBE growth.  Analysis of bias-dependent SCM images combined 
with numerical modeling confirms that a high local density of ErAs nanoparticles can 
produce Fermi level pinning at the ErAs nanoparticle layer, while at lower local 
nanoparticle densities the effects of such pinning on carrier modulation are reduced.  A 
statistical analysis of spatial inhomogeneity in SCM images yields an average 
nanoparticle radius of 6-8nm.  Of particular note from a metrology perspective is that this 
value is smaller than the actual resolution limit in SCM that is dictated by probe tip size; 
such small particle dimensions can be deduced via analysis of the structure of larger-scale 



















Conductivity and structure of ErAs nanoparticles embedded in GaAs 
Pn junctions  
 
 
3.1  Introduction 
The incorporation of rare earth-V (RE-V) semimetallic nanoparticles in III-V 
compound semiconductors can provide substantial performance enhancements in device 
applications such as tunnel junctions in tandem solar cells, thermoelectric devices and 
ultrafast optical switches.[20, 52, 53]  For the most extensively explored RE-V/III-V 
combination, ErAs/GaAs, previous work has established that rock-salt, semimetallic 
ErAs nanoparticles can self-assemble on a GaAs surface in an islanding growth mode[54] 
with subsequent overgrowth by high-quality GaAs.[32]  Although there are many 
applications in which ErAs nanoparticles have yielded improvement in device 
performance, further optimization of device characteristics requires an improved 
understanding of electrical properties of ErAs nanoparticles and their dependence on 
growth conditions.  For example, a previous study[19] observed increased resistivity of 
ErAs/GaAs tunnel junction grown at elevated temperatures in macroscopic device 
measurements; however, the detailed structure and nature of current flow are not well 
understood. 
In this chapter, we employed conductive atomic force microscopy (C-AFM) to 
investigate the nanoscale tunneling current enhancement enabled by ErAs nanoparticles 
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embedded in GaAs and to elucidate the structural and electrical properties of ErAs 
nanoparticles under different growth conditions.  Since C-AFM is able to characterize 
electronic behavior in III-V semiconductors at the nanoscale,[55, 56] we have probed the 
nature and spatial distribution of tunnel junction conductivity to elucidate the origin of 
reduced conductivity in tunnel junctions grown at elevated temperatures.  
 
3.2  Experimental Description 
Conductive atomic force microscopy (C-AFM) measurement details and 
schematic for the experiment and sample preparation will be discussed in this section. 
 
3.2.1  Conductive Atomic Force Microscopy 
Conductive atomic force microscopy (C-AFM) is a local nanoscale electrical 
measurement technique combined with atomic force microscopy (AFM).  It utilizes 
highly conductive probe tips, same as scanning capacitance microscopy in chapter 2, e.g. 
scanning capacitance mode platinum-iridium coated tip (SCM-PIT), magnetic force 
microscopy tip coated by Co/Cr (MESP), doped diamond like carbon coated tip (DDESP) 
etc., to obtain surface topography while simultaneously measuring local current flow 
between the conductive probe tip and typically a conducting or semiconducting sample.  
A schematic of the sample structure and the C-AFM measurement setup for this chapter 
is shown in Fig. 3.1.  A silicon probe tip coated by boron-doped diamond (DDESP), 
which was kept at a constant deflection to maintain the same contact force to the sample 
surface, was connected directly to an external current preamplifier (ITHACO 1211).  A 
dc bias is applied to the sample while the current flows through the tip, which is 
amplified and converted to voltage by transimpedance amplifier.  The amplified current 
signal was then sent to the AFM controller and software.  All current measurements in 
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this chapter were conducted at room temperature and ambient environment using a +0.5 
V dc bias applied to the sample stage, and collected signals were amplified by 107 V/A 
transimpedance amplifier.  The deflection set point was minimized to prevent excessive 





Figure 3.1: Schematic of the sample structure and the conductive atomic force 
microscopy (C-AFM).  Vdc bias voltage is applied to the sample which produces current 
through the highly conductive probe tip.  A transimpedance amplifier will amplify the 
current up to 108 V/A and final information will be saved to the AFM software with 
voltage value.  
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3.2.2  Sample Growth and Descriptions 
Samples were grown in a Varian Gen II solid-source molecular beam epitaxy 
(MBE) system.  The sample structures consisted of ErAs nanoparticles embedded at the 
p-n interface of a GaAs pn junction and were grown on n-GaAs (001) substrates.  
Following the deposition of 200 nm n+ GaAs (Si doped, ~5x1018 cm-3), ErAs was 
deposited to form nanoparticles, and capped with 1.5 nm of p+ GaAs (Be doped, ~5x1019 
cm-3).  Growth mechanism is same with previous Chapter 2.2.2, however we have 
different sets of samples to explore the effects of growth temperature and erbium 
deposition levels on tunneling current for employed tunnel junction.  Growth 
temperatures were varied from 485 oC to 575 oC, and the ErAs deposition levels ranged 
from 0.4 ML to 1.6 ML. 
 
3.3  Results and Discussion 
3.3.1  Conductive Atomic Force Microscopy Results 
Figure 3.2 shows energy band-edge diagrams for a GaAs pn junction with 
embedded ErAs nanoparticles and a GaAs-only pn junction, obtained by numerical 
solution of Poisson’s equation in one dimension.[51]  As indicated schematically, 
electrical current flow is enhanced in the former structure via a two-step tunneling 
process enabled by the ErAs nanoparticles.[19, 20]  This is expected to occur for either 
structures with thin, depleted cap layer, as shown in Fig. 3.2, or for complete pn tunnel 
junctions.  Cross-sectional transmission electron microscopy (TEM) images were 
obtained to confirm that the 1.5 nm p+ GaAs capping layer was sufficient to cover the 
ErAs nanoparticles and prevent their oxidation.   A TEM image for the sample grown at 
575 oC with 1.6 ML ErAs is shown in Fig. 3.3; wetting of ErAs by GaAs decreases with 






Figure 3.2: Energy band-edge diagram for GaAs pn junction with embedded ErAs 
nanoparticle (left) and GaAs-only pn junction (right). It describes how the effective 









Figure 3.3: Cross-sectional transmission electron microscopy image for the sample grown 
at 575 oC with 1.6 ML of ErAs deposition.  The ErAs nanoparticles is completely 
overgrown by GaAs. 
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incomplete ErAs nanoparticle coverage by the GaAs capping layer is expected to be most 
problematic.  As is evident from the figure, the ErAs nanoparticle is completely 
overgrown by GaAs and oxidation of the ErAs is not observed.  The Cr layer visible in 
the image was deposited on the GaAs surface as part of a standard TEM sample 
preparation process. 
To further assess the potential impact of oxidation of ErAs nanoparticles capped 
with only a thin 1.5 nm p+ GaAs layer, we also performed C-AFM measurements on 
samples with an ErAs nanoparticle layer and GaAs capping layers up to 30 nm in 
thickness, and on control samples with a 1.5 nm GaAs capping layer with no ErAs.  
Samples with a 1.5 nm GaAs capping layer and an ErAs nanoparticle layer showed much 
greater current flow than otherwise identical GaAs pn junctions with no ErAs deposition, 
consistent with the presence of unoxidized ErAs nanoparticles.  In addition, conductivity 
measurements did not degrade in repeated measurement over time, which also suggests 
that oxidation has little if any effect on electrical conductivity over extended time 
periods.    
Previous TEM studies revealed varying ErAs nanoparticle morphology and size 
for different ErAs deposition amount and growth temperature,[57, 58] so variation in the 
electrical properties with growth conditions is expected.  Therefore, we prepared an 
initial set of samples to assess the dependence of current density on growth temperature.  
GaAs pn junctions with embedded ErAs nanoparticles were grown at 485 oC, 515 oC, 545 
oC and 575 oC with ErAs deposition fixed at 1 ML.  Figure 3.4 (a) shows local current 
images for these samples with surface topography from the sample grown at 485 oC.  
Dark regions in the current images indicate locations of high current flow. C-AFM 
images for the samples grown at 485-545 oC displayed similar current densities, while the 
sample grown at 575 oC yielded a lower overall current density due to a lower density of  
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Figure 3.4: (a) C-AFM images for samples grown at 485 oC, 515 oC, 545 oC and 575 oC 
with 1 ML of ErAs deposition measured with a sample bias 0.5 V, with AFM topography 
obtained from a sample grown at 485 oC.  (b) Current densities derived from C-AFM 
images for each growth temperature. 
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conductive locations.  Figure 3.4 (b) shows the average current densities derived from 
multiple measurements for each sample.  Decreased current density at high growth 
temperature is evident.  Figure 3.4 also suggests that the sample grown at 575 oC has 
different ErAs morphology, based on the sparse conductivity distribution, as compared 
with the samples grown at lower temperatures.  These observed current densities are 
consistent with those obtained in macroscopic device measurements as shown in Fig 
3.5[19].  Figure 3.5 shows results of independent studies of macroscopic resistivity 
measurement for GaAs tunnel junctions with 2 ML deposition of ErAs as a function of 
growth temperature.   In this study, we can also observe the dramatic decrease of current 
density for the sample grown at high temperature.  
To further elucidate the influence of growth temperature on ErAs nanoparticle 
morphology and electrical conductivity, two additional sample sets were studied.  These 
structures were grown at fixed growth temperatures of either 530 oC or 575 oC, with ErAs 
deposition of 0.4 ML, 0.8 ML, 1.2 ML or 1.6 ML. Figure 3.6 (a) and (b) show current 
images for varying ErAs depositions at each growth temperature.  The average current 
densities derived from multiple measurements, as functions of both growth temperature 
and ErAs deposition, are shown in Fig. 3.6 (c).  The current density for a growth 
temperature of 530 oC increases linearly with ErAs deposition, suggesting a linear 
increase in ErAs nanoparticle interface coverage with a constant ~3-4 ML nanoparticle 
thickness.  In contrast, the samples grown at 575 oC show both lower overall current 
density and non-linear dependence on the amount of ErAs deposition.  The current 
densities in pn junctions with 0.4 ML and 0.8 ML ErAs were similar to those of the 
reference sample a pn junction without ErAs nanoparticles, whereas the samples with 1.2 
ML and 1.6 ML ErAs exhibited increased tunneling current.  This suggests that the 
conductivity of samples with 0.4 ML and 0.8 ML ErAs is minimally influenced by the  
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Figure 3.5: Resistivity of GaAs tunnel junction with embedded 2 ML of ErAs 
nanoparticles as a function of temperature.  Dramatically increased resistivity also 
observed in the independent studies of macroscopic resistivity measurement which is 




Figure 3.6: C-AFM images for samples with 0.4 ML, 0.8 ML, 1.2 ML and 1.6 ML ErAs 
grown at (a) 530 oC and (b) 575 oC, with AFM topography obtained from a 1.6 ML ErAs 
deposition sample.  (c) Current densities derived from C-AFM images for different ErAs 
deposition levels including a reference sample without ErAs, for each growth 
temperature.  Sample bias was 0.5 V for the C-AFM measurement. 
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presence of the ErAs nanoparticles, while conductivity for structures with 1.2 ML and 1.6 
ML ErAs benefits substantially from the tunneling current enhancement through the ErAs 
nanoparticles, which increases with ErAs deposition in this range.  This unusual 
dependence can be attributed to the combined effect of increased vertical extent of 
nanoparticles at high growth temperature and increased nanoparticle coverage at high 
ErAs deposition levels.[58] 
 
3.3.2  Statistical Analysis of Conductive Atomic Force Microscopy Images 
To investigate the vertical extent of ErAs nanoparticles at different growth 
temperatures, we combined statistical analysis of spatial inhomogeneity of the C-AFM 
images with simulations of the statistical distribution of ErAs nanoparticle coverage for 
different ErAs nanoparticle thicknesses.  The fundamental concept of statistical 
analysis[59] is similar to the analysis in Chapter 2.3.2; however, we treated thickness of 
nanoparticles as an additional variable for the simulation in this section, whereas 
nanoparticle thicknesses were assumed to be fixed in previous analysis.  For this analysis, 
we defined a threshold C-AFM signal level such that the fraction of points in the image 
below this threshold level (i.e. more conductive) corresponded to the fractional surface 
coverage, f, expected from the epitaxial growth conditions.  Peak current levels for 
samples grown at 530 oC and 575 oC are comparable, indicating that the local current 
flow through the ErAs nanoparticles was similar in these samples.  Thus, we set the same 
threshold current value for samples grown at 530 oC and at 575 oC as a means to assess 
and compare surface coverage.  The images were then divided into 30 nm × 30 nm areas, 
corresponding approximately to the effective area probed at each point of C-AFM 
measurement.  For each area, the fraction of points with signal levels below the threshold 
level was computed and taken as a measure of the fractional ErAs coverage within that 
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30 nm × 30 nm area.  This approach provides an estimate of the spatial dependence of the 
fractional ErAs coverage, as probed by C-AFM.  The expected spatial distribution of 
local ErAs coverage was also modeled numerically for given values of f and nanoparticle 
radius, r.  We assumed that the ErAs nanoparticles nucleated randomly at the pn junction 
during growth, and generated a simulated distribution of ErAs surface coverage by 
placing nanoparticles of radius r on the surface at random locations until the expected 
average fractional coverage f was reached.  Since the ErAs nanoparticles grown at 530 oC 
are known to be ~3-4 ML in thickness,[30, 31, 33] the corresponding reference surface 
coverage, f, is about 40% for 1.6 ML of ErAs deposition.  As shown in Fig. 3.3 and prior 
studies,[58] however, ErAs nanoparticle thickness can increase at higher growth 
temperatures.  Simulations of surface coverage were therefore performed by placing 
randomly generated nanoparticles with radii ranging from 4 nm to 10 nm[31, 59] and 
thickness from 4 ML to 16 ML within a 1500 nm × 375 nm area corresponding to the 
typical area imaged by C-AFM, and at densities corresponding to the known amounts of 
ErAs deposition for different samples.  Figure 3.7 (a) shows simulated ErAs nanoparticle 
distributions for 6 nm radius and thicknesses of 4 ML, 10 ML, and 16 ML, and total ErAs 
deposition of 1.6 ML. Each simulated area was then divided into 30 nm × 30 nm blocks 
and the probability of ErAs coverage in each block was computed for different 
nanoparticle radii and thicknesses, and compared to statistical distributions of ErAs 
nanoparticle coverage deduced from experimental measurements.  The statistical 
distributions derived from the C-AFM data correspond most closely to those expected for 
nanoparticle radius of ~ 6 nm, and distributions for nanoparticles 6 nm in radius were 
therefore used to estimate the thickness of embedded ErAs nanoparticles. 
Figure 3.7 (b) shows the probability distributions of ErAs surface coverage 
derived from an analysis of C-AFM data for samples with 1.6 ML ErAs grown at 530 oC  
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Figure 3.7: Representative simulated distributions of ErAs nanoparticles (black circles) 
for a fixed nanoparticle radius of 6 nm and thicknesses of 4 ML (left), 10 ML (center), 
and 16 ML (right) for total ErAs deposition of 1.6 ML.  (b) Modeled (lines) distribution 
of local ErAs coverage for GaAs/ErAs samples with 1.6 ML ErAs and ErAs nanoparticle 
thicknesses of 4 ML-16 ML, along with measured (symbols) local ErAs coverage 
distribution for samples grown with 1.6 ML ErAs at 530 oC and 575 oC.  At 530 oC, the 
coverage distribution corresponds closely to that expected for an ErAs nanoparticle 
thickness of 4 ML; while at 575 oC, the coverage distribution matches that for 10–12 ML 
ErAs nanoparticle thickness. 
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and 575 oC, along with the simulated distribution expected for 1.6 ML ErAs deposition 
with ErAs nanoparticle thicknesses of 4 ML, 8 ML, 10 ML, 12 ML, 14 ML and 16 ML 
with a fixed nanoparticle radius of 6 nm.  Since ErAs deposition was fixed at 1.6 ML, 
variations in the vertical extent of the ErAs nanoparticles would yield reduced surface 
coverage, as well as dramatically different statistical distributions of local ErAs surface 
coverage.  For the sample grown at 530 oC, the statistical distribution of surface coverage 
derived from the C-AFM data agreed well with that expected for 4ML ErAs nanoparticle 
thickness, as expected.  In contrast, for the sample grown at 575 oC, the distribution 
derived from C-AFM data agreed with that expected for ~10-12 ML ErAs nanoparticle 
thickness.  Since the coverage distributions were derived from a finite number of 
simulated particles distributions, there are statistical fluctuations present at low surface 
coverage, but the overall shape of the distribution is minimally influenced by such 
fluctuations.  It is important to note that the key features in the probability distribution for 
the samples grown at 575 oC could not be reproduced if the vertical extent of the ErAs 
nanoparticles was held at a constant 4 ML.  These results confirm that at high growth 
temperature the ErAs nanoparticles have much greater vertical extent and reduced surface 
coverage, consistent with the cross-sectional TEM image in Fig 3.3 and other cross-
sectional TEM studies of ErAs for different growth temperature.[58]  Furthermore, the 
observation of comparable local current levels for different ErAs nanoparticle thicknesses 
indicates that ErAs temperature, and consequent reduction in surface coverage, is 
responsible for the observed reduction in macroscopic tunnel junction conductivity at 




In summary, conductive atomic force microscopy was used to characterize 
electrical conductivity and the associated morphology of ErAs nanoparticles embedded in 
GaAs pn junctions, prepared via MBE growth. A statistical analysis of C-AFM images 
for samples grown at different temperatures and ErAs deposition levels indicates that for 
growth temperatures ~530 oC, ErAs nanoparticles form with a thickness of ~3-4 ML; 
ErAs nanoparticle interface coverage, and the associated electrical conductivity, 
increased linearly with increased ErAs deposition. For growth at 575 oC, the ErAs 
nanoparticle thickness increased to ~ 10-12 ML, and the consequent reduction in ErAs 
interface coverage leads to a corresponding reduction in tunnel junction conductivity. 
These results explain the dependence of macroscopic tunnel junctions on the growth 
conditions, provide guidelines and new insight into strategies for optimizing III-V 
semiconductor tunnel junction conductivity via RE-V nanoparticle incorporation, and 
highlight the ability of scanned probe metrology combined with statistical analysis of 
local data on electronic properties to elucidate subsurface electronic and structural 








Quantitative Scanning Thermal Microscopy of ErAs/GaAs Superlattice 




4.1  Introduction 
Incorporation of nanoparticles or other nanostructures in crystalline 
semiconductor materials is emerging as a highly effective approach for engineering 
thermal transport behavior, as the resulting increase in phonon scattering can lead to large 
reductions in thermal conductivity that are desirable for thermoelectric device 
applications.[36, 40, 60-62]  Furthermore, the presence of such structures within other 
types of semiconductor devices may be expected to influence thermal transport, and 
consequently thermal management strategies, in those devices.[40, 60]  In this context, 
III-V semiconductor/rare earth-V nanocomposite materials are of particular interest due 
to the potential for epitaxial incorporation of rare earth-V nanoparticles in a single-crystal 
III-V semiconductor to reduce thermal conductivity.  Interest in such nanocomposite 
materials encompasses device applications ranging from multijunction solar cells[20] to 
high-speed modulators[53] to thermoelectrics,[36, 40, 60] and fast photoconductors for 
THz sources and receivers.[14, 41, 54]  However, methods for quantitative assessment of 
thermal transport behavior at the nanoscale remain challenging. 
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In this chapter, we present studies in which the 3ω technique for measuring 
thermal conductivity[63-65] was implemented using a functionalized probe in an atomic 
force microscope,[66-71] and used to obtain quantitative measurements of thermal 
conductivity in an ErAs/GaAs superlattice structure grown by molecular beam epitaxy.    
This approach allows us to achieve very high spatial resolution in measuring thermal 
conductivity ~100 nm laterally and ~150 nm in depth, limited by the size of the probe tip 
apex.  With calibration using materials of known thermal conductivity, quantitative 
accuracy of approximately ±20% was achieved over the range of thermal conductivities 
of interest in this work.  We find that incorporation of ErAs nanoparticles with even a 
low (~3%) average concentration of ErAs leads to a reduction in room-temperature 
thermal conductivity by approximately a factor of five, from ~ 50 W/m∙K in GaAs to 9 ±2 
W/m∙K in the ErAs/GaAs superlattice, and show that this result is in reasonable accord 
with numerical modeling of phonon scattering by ErAs nanoparticles embedded in GaAs.  
 
4.2  Experimental Description 
4.2.1  Planar 3ω Method for Thermal Measurement 
Conventional 3ω method uses outspreading heat flow from a micro-fabricated 
metal strip which serves as heater and also thermometer as shown in Fig 4.1.  An ac 
signal applied to metal strip with angular frequency, ω, will heat up the metal line by 
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Figure 4.1: Schematic of planar 3ω method for the thermal conductivity measurement. 
Evaporated thin metal line in the middle of patterns serves as heater and thermometer. 
Electronics such as frequency synthesizer, frequency tripler and lock-in amplifier are 
connected to the metal pads to obtain 3ω signal.[63] 
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Joule heating also introduces temperature changes in the heater and the sample and this 
temperature oscillation consists of 2ω and dc component: 
 
(cos(2 ))metal dc acT T T tω φ= + + ,                                     (4.2) 
 
We can access this temperature oscillation through resistance of metal strip as follows:  
 
( ) (1 )o metalR T R Tα= + ,                                           (4.3) 
 
where α is temperature coefficient resistance of metal strip.  Now we can measure the 
voltage drop across the metal strip to obtain a resistance oscillation and measured voltage 
drop in the metal strip contains temperature information for ω and 3ω component. 
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ac oR T IV ω
α
=  .                                                (4.5) 
 
This analytical expression shows that the 3rd harmonic component of Vmetal, Eq. 4.5, 
contains temperature oscillation information of metal strip, Tac, and then we can use 3ω 
voltage to understand a temperature profile of metal strip. 
The connection between the metal strip temperature oscillation and thermal 
conductivity can be derived from the heat equation for a cylindrical temperature profile. 
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At steady state the heat equation in the cylindrical coordinate system with consideration 
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and its general solution is  
 
( ) ln( )T r A r B= + ,                                               (4.7) 
 
where the constants A and B can be determined using the boundary conditions of r1, r2 
and corresponding temperature T1 and T2. From the solution of the heat equation, we can 
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where q2 is the heat flux at r2.  From Eq. 4.5,  
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where l is the length of the metal strip, V is the voltage drop across the metal film at ω, R 
is average resistance of metal strip, V3ω,1 and V3ω,2 are 3rd harmonic component of each 
frequency and dR/dT is the rate of the resistivity change versus temperature.  The thermal 






 = =  
  ,
                                            (4.11) 
 
where D is the thermal diffusivity.[64]  From Eq. 4.10, thermal conductivity using 
conventional 3ω method can be deduced, specifically from the slope of the linear region 
in the plots of V3ω amplitude versus natural log of applied frequency.  The V3ω amplitude 
responses to the frequency of conventional planar 3ω method and scanning thermal 
microscopy are different, however, so we cannot directly adapt planar 3ω method to the 
scanning thermal microscopy [66] and this will be discussed in detail Chapter 4.3.1.  
Detailed discussions of planar metal strip 3ω method can be found in literatures.[63, 64] 
 
4.2.2  Scanning Thermal Microscopy and Thermal Modeling Details 
Scanning thermal microscopy measurements were performed under ambient 
conditions using a Bruker Dimension ICON scanning probe microscopy system equipped 
with a functionalized probe in which a thin patterned Pd film on the probe tip served as a 
localized heater and thermometer.  In a manner analogous to the standard 3ω 
measurement in a planar geometry[63-65] as discussed in Chapter 4.2.1, an electrical 
excitation signal at frequency ω induces variations in the resistance of the functionalized 
probe tip, corresponding to changes in its temperature, at frequency 3ω that are detected 
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using a Wheatstone bridge circuit configuration and lock-in amplifier.  The measurement 
apparatus and experimental geometry are shown schematically in Fig. 4.2.  The 
functionalized probe was connected to one arm of the Wheatstone bridge circuit that also 
included two resistors, R1 and R2, of known value and one variable resistor used to 
balance the bridge.  The functionalized probe tip, shown in Fig. 4.3 (a), incorporated a Pd 
thin-film resistor, deposited on SiO2, that served as a heater and thermometer.  An input 
voltage signal at frequency ω was used to excite the bridge circuit, and the 3ω frequency 
component of the voltage difference between opposite nodes, Vp–Vr, was detected by a 
lock-in amplifier and used to monitor the thermal behavior of the probe tip.  
By modeling the thermal transport between the probe tip apex and the sample, it 
was possible to extract information about the sample thermal conductivity.  Quantitative 
determination of sample thermal conductivity was achieved via a calibration process in 
which (i) samples of known thermal conductivity, e.g., GaAs, Si, and SiO2, were 
measured along with the actual sample of interest; (ii) the 3ω component of voltage 
response was modeled as a function of sample thermal conductivity; (iii) the model was 
calibrated to data obtained for the samples of known thermal conductivity; (iv) the 
unknown sample thermal conductivity was obtained from its measured 3ω response and 
the model calibrated to samples of known thermal conductivity. 
We have adapted a thermal model employed in previous work on scanning thermal 
microscopy [66, 70] to determine the thermal conductivity in our samples.  In this 
approach, the probe tip was modeled using the transient fin equation[72] to determine the 
probe tip temperature: 
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Figure 4.2: Schematic diagram of the ErAs/GaAs superlattice sample structure, 
functionalized probe tip, and electronic circuitry and signals required to perform scanned 
probe 3ω measurement of thermal conductivity.   
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where D is the thermal diffusivity, h is the convection conductance, p is the perimeter, κ 
is the thermal conductivity, S is the section area and ρ is the resistivity for each 
subscripted materials. The left-hand side terms corresponded to the transient and heat loss 
contributions, respectively.  Since the heat diffusion through the thin Pd film in the 
thermal probe is negligible due to the very thin film thickness, ~10 nm, compared to the 1 
μm thick SiO2 substrate thickness, heat loss term depends on the SiO2 parameters.  The 
right-hand side term represented Joule heating. Equation 4.12 can be solved with two 
boundary conditions: 
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                     (4.14) 
 
Since the end of Pd thin film connected to the bulk electrode, which acts as a heat sink, 
the temperature at that point,(x=0) is set to zero as shown in Eq. 4.13.  Another boundary 
condition is at the opposite end of thermal probe; heat flux at that point, Qcontact, is a 
function of temperature Tac(x=L) and equivalent thermal contact resistance Req, between 
the probe tip and sample as given in Eq. 4.14.  To solve the differential equation, 4.12, 
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and with two boundary conditions, we can obtain the average temperature of thermal 
probe as follows[66, 70]: 
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Then thermal conductivity can be obtained combining Eq 4.5 and 4.16.   
Heat transfer between the probe tip and sample can occur via solid-solid 
conduction, conduction through the liquid meniscus that forms between the probe tip and 
sample, and conduction through the air gap surrounding the tip-sample junction.[8, 73] 
The liquid meniscus is formed under ambient measurement conditions by water 
molecules absorbed on the sample and tip surfaces.  We modeled Req by including two 
thermal resistance components in parallel – the electroconstriction resistance associated 
with the solid-solid contact between probe tip and sample surface, Rc, and the thermal 
resistance associated with the water meniscus, Rm.  Depending on the relative magnitudes 
of the solid-solid contact radius, rc, and phonon mean free path, λph, the 
electroconstriction resistance may include various combinations of diffusive (for rc ≫ λph) 
and ballistic (for rc ≪ λph) components; it has been shown that the sum of these two 
components provides a good approximation to obtain the total electroconstriction 
resistance.[74]  We used the diffuse mismatch model[74, 75] to calculate the ballistic 
resistance component for two adjoining solid materials, and the estimated ballistic 
component was two orders of magnitude smaller than the diffusive component so the 
diffusive component dominates in our work.  Rc is then computed by modeling the tip-
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sample contact as a sphere in contact with a flat surface, as shown schematically in Fig. 
4.3 (b), for which the thermal resistance is given by[74] 
 
1 1 1




= +  
  ,
                (4.17) 
 
where κp and κs are the thermal conductivities of the probe tip and sample, respectively. 
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where κm is the thermal conductivity of the water forming the meniscus, and r1, bmin, and 
bmax are the tip radius, and minimum and maximum radii of the water meniscus, as 
shown in Fig. 4.3 (b).  ∆T(r) is the position dependent temperature difference between 
the thermal probe and substrate, which assumes a maximum value ∆Tmax.  In our 
calculations, we assume the probe is isothermal in the immediate vicinity the tip apex, 
so that ∆T(r) = ∆Tmax.  Req is then given by  
 
.         (4.19) 
 
Experimental measurement of the 3ω frequency component of Vp – Vr, as shown in Fig. 
4.2, yields the temperature of the probe tip, from which the sample thermal conductivity 










Figure 4.3: (a) Scanning electron microscopy image of Pd/SiO2 thermal probe. (b) 
Schematic of apex of thermal probe to model and calculate heat transfer through the 
water meniscus. r1, r, h, bmin, bmax represent probe radius, water meniscus radius, heat 
transfer distance from the tip to sample, minimum radius of water meniscus and 
maximum radius of it, respectively.  
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phase of V3ω, we also account for the NiCr current limiters integrated into the thermal 
probe tip using a first order low-pass filter function.[70] 
 
4.2.3  Sample Growth and Descriptions 
The ErAs/GaAs superlattice structure employed in this work was grown by solid-
source molecular beam epitaxy (MBE) in a Varian Gen II system.  The sample structure 
consisted of a 150 nm undoped GaAs buffer layer grown at 580 °C on a semi-insulating 
GaAs (001) substrate, followed by a 200 nm ErAs/GaAs superlattice consisting of 40 
repetitions of 0.5 monolayer (ML) ErAs and 5nm GaAs grown at 450 °C.  Under these 
growth conditions, the ErAs layers form 3-4 ML (~0.9-1.1 nm) high nanoparticles with 
diameters of ~3 nm, leading to an average fill factor of 0.14 for each ErAs layer and 
allowing high-quality overgrowth of the ErAs nanoparticle seeded by the exposed GaAs 
remaining after deposition of each ErAs layer.[30] 
 
4.3  Results and Discussion 
4.3.1  Scanning Thermal Microscopy Results 
To provide the calibration necessary to obtain a quantitative measurement of 
thermal conductivity for the ErAs/GaAs superlattice, multiple measurements were 
performed on each of the following five samples:  (i) 15 µm of SiO2 formed by thermal 
oxidation; (ii) a GaAs (001) undoped wafer; (iii) a crystalline Si (001) n-type wafer; (iv) 
a silicon-on-insulator (SOI) wafer with Si layer thickness of 1000 nm and oxide thickness 
of 1000 nm; and (v) the ErAs/GaAs superlattice sample.  Prior to measurement, all 
samples were cleaned with acetone and isopropyl alcohol followed by a dry nitrogen 
spray.  Figure 4.4 (a) shows (Vp – Vr)3ω ≡ V3ω measured as a function of frequency and 
with an excitation amplitude V0 = 0.65 V for all samples.  Small, but clearly discernible, 
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differences are evident among the samples measured, as made evident by the magnified 
vertical axis employed in the signal range corresponding to frequencies of 100Hz and 
below.  Figure 4.4 (b) shows the measured and modeled amplitude and phase of V3 as 
functions of frequency for the crystalline Si sample.  A comparison of Figs. 4.4 (a) and 
4.4 (b) shows that all samples exhibit the same characteristic dependence of V3 on 
frequency, and in Fig. 4.4 (b) the comparison of experimental and modeled signal 
amplitude confirms the excellent agreement, over all measured frequencies, between the 
measured and modeled signal values.  Here, we can observe the different V3ω amplitude 
response to frequency from Fig 4.4 compared to the V3ω amplitude of planar metal strip 
3ω method. As we discussed in Chapter 4.2.1, in conventional planar 3ω method the 
slope of log-scaled frequency sweeps is used to calculate thermal conductivity as 
described in Eq 4.10, however V3ω amplitude response of thermal probe in scanning 
thermal microscopy has low pass filter shape as shown in Fig 4.4. The key difference 
between these two methods is that the 3ω method with planar metal strip uses 3rd 
harmonic amplitude response of the dynamical thermal response from the sample but 3ω 
method with thermal probe relies on the heat flux between probe tip and sample. [66, 67] 
Figure 4.5 shows the amplitude of V3 at 50 Hz modeled as a function of sample 
thermal conductivity, along with the measured signal values for the five materials 
characterized.  The vertical error bars in Fig. 4.5 correspond to multiple measurements 
performed for each material.  For SiO2, GaAs, Si, and SOI, the sample thermal 
conductivities were assumed to correspond to their established values (hence the absence 
of horizontal error bars), and agreement between the numerical model and experimental 
measurements was excellent.  This enabled us to use the measured amplitude of V3 for 
the ErAs/GaAs superlattice structure, combined with the numerical model, to obtain the 




Figure 4.4: (a) V3ω signal amplitude measured as function of frequency for SiO2, 
ErAs/GaAs superlattice structure, GaAs, Si, and 1000nm Si-on-insulator (SOI).  (b) 
Measured (symbols) and numerically modeled (lines) V3ω signal amplitude and phase for 
Si sample, confirming excellent agreement between modeled and measured frequency 




Figure 4.5: V3ω signal amplitude predicted by numerical modeling (solid line), and 
measured at 50 Hz for SiO2, ErAs/GaAs superlattice structure, GaAs, Si, and 1000 nm 
SOI.  For all materials except the ErAs/GaAs superlattice, the thermal conductivity is 
assumed to be known, enabling calibration of the numerical model.  The thermal 
conductivity of the ErAs/GaAs superlattice structure is then determined from its 
measured V3ω signal amplitude and the numerical model. 
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uncertainty given for this value of the superlattice thermal conductivity was obtained by 
taking the statistical uncertainty in the measured values of V3ω for that sample, and fitting 
the upper and lower end of the statistical range to the thermal model. 
 
4.3.2  Theoretical Calculation of Thermal Conductivity  
To understand the influence of phonon scattering by ErAs nanoparticles on the 
ErAs/GaAs superlattice thermal conductivity, we have also performed theoretical 
estimates of the relevant scattering processes using the Callaway model, [77-79] for 
which the thermal conductivity κ is given by, 
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where / Bx k Tω=  ,  is the reduced Planck’s constant, θD is Debye temperature and τC 
is the combined phonon relaxation time given, using Matthiessen’s rule, by 
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τU, τM, τe-ph, and τnp are, respectively, relaxation times associated with Umklapp, mass 
difference (isotopes), electron-phonon, and ErAs nanoparticle scattering.[21, 39, 60]  The 
relaxation rate for Umklapp scattering at room temperature or high temperature regime is 
given by                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                           
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where γ is the Gruneisen anharmonicity parameter,  kB is Boltzmann’s constant, μ is the 
shear modulus, Vo is the volume per atom and ωD is the Debye frequency.  The relaxation 
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where Vg is the phonon group velocity, fi is the fractional content of atoms with mass Mi, 
and M is atom mass.  At low doping levels, the relaxation rate for phonon and electron 
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where ne is electron concentration, ε1 is deformation potential, ρ is the mass density, and 
m* is the effective mass.  The last term for the phonon relaxation time is the scattering 
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where ρdensity is nanoparticle density and φ(r) is particle distribution.  Details regarding 
the scattering cross sections σRayleigh and σnear_geometrical can be found in the literature.[39]  
τU, τM, and τe-ph are computed using established parameters from the literature.[78, 80-82]  
τnp is computed by first calculating the nanoparticle scattering cross section as a function 
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of phonon frequency and nanoparticle size, assuming a spherical nanoparticle shape, and 
then computing the relaxation time from the nanoparticle density, phonon group velocity, 
and scattering cross section averaged over the expected nanoparticle size distribution as 
provided in Eq. 4.25.[21, 39]  We have also attempted to account, at least approximately, 
for varying shapes of the ErAs nanoparticles in the computation of phonon scattering.  
For the growth conditions employed here, the ErAs is expected to form nanoparticles ~ 
1.5 nm in radius and 3-4 ML (~1 nm) high, leading to a disk-like shape.[30]  To account 
for this shape in the model, we assume that phonon scattering scales with the nanoparticle 
cross-sectional area projected onto the plane normal to the phonon wave vector; for a 
phonon whose wave vector is at an angle θ to the (001) nanoparticle surface, this yields 
factor of cos (θ) in the scattering cross section with an additional correction for the disk 
thickness.  An effective scattering cross-section was then calculated by averaging over 
angles ranging from 0o to 90o.  Figure 4.6 shows that the phonon scattering rates for 
Umklapp process and nanoparticle scattering and the combined rate for both types of 
scattering.  It clearly shows that nanoparticle scattering lowers thermal conductivity to a 
degree very consistent with other literatures.[60, 61, 83]  Fig. 4.7 shows calculations 
using the model described above of thermal conductivity as a function of mean 
nanoparticle radius for fixed ErAs content of 3%, Fig. 4.7 (a), and as a function of ErAs 
content for a fixed mean nanoparticle radius of 1.5 nm, Fig. 4.7 (b), along with the 
experimentally measured thermal conductivity.  A gamma distribution, φ(r) in Eq. 4.25, 
is assumed for the particle size distribution [21, 39] with a standard deviation of 1 nm.  
For the expected ErAs average nanoparticle radius of 1.5nm with a standard deviation of 
1 nm and ErAs content of 3%, this model yields a thermal conductivity of ~15 W/m·K, 
reasonably close to the experimentally measured value given the approximate nature of 




Figure 4.6: Phonon scattering rates in a GaAs due to Umklapp process (black line) and 
scattering rate due to the ErAs nanoparticles (dash line) is given as a function of the 
phonon frequency.  To demonstrate the effect of additional scattering introduced by 
nanoparticles, a Umklapp process and nanoparticle scattering rate were combined by 




Figure 4.7: (a) Numerically modeled (lines) and measured (symbol) thermal conductivity 
for ErAs/GaAs superlattice structure as function of mean ErAs nanoparticle radius for 
fixed ErAs content of 3%, assuming either disk-shaped or spherical ErAs nanoparticles.  
(b) Numerically modeled (lines) and measured (symbol) thermal conductivity for 
ErAs/GaAs superlattice structure as function of ErAs content for disk-shaped ErAs 
nanoparticles with fixed mean radius of 1.5nm. 
  
 73
4.3.3  Scanning Thermal Microscopy for Depth Sensitivity  
Finally, to assess the depth sensitivity of the proximal probe 3 measurement and 
verify that these measurements were sensitive to the thermal transport properties of only 
the superlattice structure and not the underlying GaAs buffer layer and substrate, a 
wedge-shaped sample structure was prepared using focused ion beam (FIB) milling, as 
shown schematically in Fig. 4.8.  A gallium ion beam at 30 keV was used to expose a 
cross-section of the ErAs/GaAs superlattice and underlying GaAs layers at an angle of 
~6°, producing a wedge structure in which the ErAs/GaAs superlattice thickness at the 
sample surface varied continuously from 200 nm to 0 nm over a lateral distance of 2000 
nm.  Figure 4.9 (a) shows an atomic force micrograph and 3 signal image at a 
fundamental frequency of 850 Hz, obtained simultaneously, for an area encompassing the 
unetched ErAs/GaAs superlattice surface and cross sections of the ErAs/GaAs 
superlattice and underlying GaAs exposed by FIB milling, as indicated schematically by 
the white dotted line in Fig. 4.8.  Figure 4.9 (b) shows plots of topographic height and 3 
voltage signal extracted from the images in Fig. 4.9 (a) along a direction parallel to, and 
within the area bounded by, the white dotted lines indicated in the images.  The regions 
corresponding to the ErAs/GaAs superlattice (001) surface, and the exposed cross-
sections of the superlattice and underlying GaAs, are indicated.  Each point shown in Fig. 
4.9 (b) represents the signal value averaged along a 1500 nm line parallel to the white 
dotted lines shown in Fig. 4.9 (a).  The error bars shown for V3 amplitude in Fig. 4.9 (b) 
are associated with the signal variations measured along each such line during sample 
scanning; however, the average values shown clearly reveal the trend in thermal response 
as a function of location along the wedge profile.  As can be seen in Fig. 4.9 (b), the 






Figure 4.8: Schematic diagram and scanning electron micrograph of focused-ion-beam 
milled wedge sample structure showing the milling geometry and cross-sectional ramp to 
expose the ErAs/GaAs superlattice and underlying GaAs; the approximate location of 




Figure 4.9: (a) Atomic force topography (top) and 3ω signal image (bottom), obtained 
simultaneously, of wedge structure across surface region with ErAs/GaAs superlattice 
thickness varying from 200nm to 0nm.  White dotted lines indicate regions from which 
plots in (b) were extracted.  (b) Plots of surface height and 3ω signal amplitude showing 
that 3ω signal is constant (blue dotted line, corresponding to constant sample thermal 
conductivity) for ErAs/GaAs superlattice thicknesses of ~150-200nm, then decreased 
gradually for reduced superlattice thicknesses, due to the increased contribution from the 
GaAs substrate, eventually reaching a value corresponding to the thermal conductivity of 
the GaAs buffer layer and substrate (red dotted line). 
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for the ErAs/GaAs superlattice (001) surface and the superlattice cross-section until the 
superlattice thickness directly beneath the tip was reduced to ~150 nm.  The measured 3ω 
signal then decreased steadily, corresponding to increasing thermal conductivity, due to 
decreasing superlattice thickness, reaching an approximately constant value with the 
probe tip over the GaAs surface or an ErAs/GaAs superlattice thickness of ~20 nm or 
less.  The difference in signal values between those shown in Fig. 4.5 and Fig. 4.9 arises 
due to the use of a higher excitation amplitude (V0 = 0.69V), different measurement 
frequency, and different probe tip.  These factors affect the magnitude of the signal level 
observed, but in a manner that can be accounted for in detail using the thermal 
measurement model described above. 
Observation of a constant 3ω signal for ErAs/GaAs superlattice thicknesses of 150-
200 nm suggests that the proximal probe 3ω measurement achieves a depth resolution of 
approximately 150 nm.  For lower ErAs/GaAs superlattice thicknesses, the measurement 
probes the combined thermal transport properties of the ErAs/GaAs superlattice and 
underlying GaAs, eventually being dominated by the higher thermal conductivity of the 
GaAs for very small superlattice thicknesses or when the superlattice is completely 
absent.  The high spatial resolution, both laterally and in depth, afforded by this technique 
can be particular advantageous in characterization of thin film materials and 
nanostructures in which variation in thermal behavior at these length scale are present.  
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4.4  Conclusions 
In summary, we have used a 3ω thermal conductivity measurement implemented 
in a scanning probe microscope to characterize thermal conductivity in an ErAs/GaAs 
superlattice.  By performing detailed numerical modeling of thermal transport at and near 
the probe tip-sample interface and calibrating measured signals using samples of known 
thermal conductivity, we are able to perform quantitative measurements of thermal 
conductivity in unknown samples with lateral and depth resolution of ~100-150 nm.  We 
obtained a value of 9±2 W/m∙K for thermal conductivity at room temperature in an 
ErAs/GaAs superlattice with ~3 % average ErAs content, approximately 5 times lower 
than that for GaAs.  Numerical modeling of phonon scattering by ErAs nanoparticles 
yielded values for thermal conductivity in good agreement with those measured 
experimentally.  The level of spatial resolution we demonstrate is much higher than that 
attainable in 3ω measurements performed using more conventional geometries, and is 
anticipated to enable future studies of thermal conductivity at nanoscale dimensions in a 










Cross-sectional Thermal Microscopy of ErAs/GaAs Superlattice 







In this chapter, we present studies in which nanoscale cross-sectional thermal 
measurements are developed and demonstrated to enable direct thermal property 
comparison across multiple materials via the 3ω technique combined with scanning probe 
microscopy (SPM). [66, 70, 84]  For epitaxial semiconductor structures, scanning probe 
microscopy is typically employed with the sample in an in-plane geometry that provides 
access to the epitaxially grown surface.  However, by cleaving and, if needed, polishing 
to expose a smooth cross-sectional surface, properties of material beneath the final 
epitaxially grown surface can be characterized. In this measurement configuration, we 
can directly characterize the interface and electronic properties of heterostructures using 
SPM. [85-87]  Cross-sectional studies can deliver more information compared to the 
more conventional in-plane sample geometry since buried interfaces are difficult, at best, 
to access when scanning in the in-plane geometry, but relatively straightforward to probe 
in cross-sectional orientation.  To maximize contrast and resolution in a cross-sectional 
geometry, scanning direction needs to be always measured with fast scan-direction 
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orthogonal to the growth epilayer direction or structure of interest.  Although cross-
sectional characterization technique can introduce various opportunities to characterize 
materials and devices, there are also difficulties to prepare the samples to obtain high 
quality surface condition.  
 
 
5.2  Experimental Description  
5.2.1  Scanning Thermal Microscopy Measurement Setup 
A schematic of the cross-sectional sample structure and the scanning thermal 
measurement setup is shown in Fig. 5.1.  The measurement apparatus and experimental 
geometry are same as used in Chapter 4.  Analogous to the in-plane 3ω proximal probe 
method, a functionalized thermal probe tip in which a thin patterned Pd film is fabricated 
on the Si3N4 substrate is electrically excited with a frequency ω and induces resistance 
variation in the thermal probe, corresponding to temperature changes in it as described by 
Eq. 4.2 and 4.3.  To detect temperature variations, such a thermal probe was connected to 
one arm of the Wheatstone bridge circuit, as shown in the schematic of Fig. 5.1, with two 
other resistors, R1 and R2, of known value and one variable resistor used to balance the 
bridge.  Temperature changes of the thermal probe causes its resistance to change. Then 
the differential signal Vp-Vr at the 3rd harmonic frequency 3ω, which contained 
temperature information as shown in Eq. 4.5, was detected by lock-in amplifier and used 






Figure 5.1: Schematic diagram of the scanned thermal probe 3ω measurement set-up 
including, functionalized probe tip, and electronic circuitry of lock-in amplifier and 
Wheatstone bridge.  The ErAs/GaAs superlattice structure was attached to the silicon on 
insulator wafer front-to-front by thermocompression bonding technique to access the 
structure in a single window.  
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5.2.2 Sample Growth and Preparations 
The ErAs/GaAs superlattice structure employed in this work was grown by solid-
source molecular beam epitaxy (MBE) in a Varian Gen II system.  The sample structure 
consisted of a 150 nm undoped GaAs buffer layer grown at 580 °C on a semi-insulating 
GaAs (001) substrate, followed by a 200 nm ErAs/GaAs superlattice consisting of 200 
repetitions of 0.25 monolayer (ML) ErAs and 5nm GaAs grown at 530 °C.  Under these 
growth conditions, the ErAs layers form 3-4 ML (~0.9-1.1 nm) high nanoparticles, [19, 
30] leading to an average fill factor of ~ 6.25 % for each ErAs layer.  The exposed GaAs 
layer remaining after each ErAs deposition seeds the GaAs overgrowth, allowing high-
quality overgrowth of the ErAs nanoparticle. [32]  The surface of the ErAs/GaAs 
superlattice structure is covered by a 15 nm GaAs capping layer to prevent oxidation.  To 
access the interface between the GaAs substrate and ErAs/GaAs superlattice, we rotated 
the sample in right angle then measured scanning thermal signal in dc and ac mode, as 
illustrated in Figure 5.1.  However, we observed an unexpected thermal signal at the edge 
in this sample configuration. As described in detail in Section 5.3.1, we determined that 
the origin of this spurious signal was a difference in heat transport from the probe tip 
when the tip was located at the sample edge compared to that occurring when the tip was 
over a large, uniform area of the sample surface.  
To eliminate the unwanted edge effect, we bonded the ErAs/GaAs superlattice 
sample to a silicon on insulator (SOI) wafer front-to-front using a thermocompression 
bonder.  This approach enabled the epitaxial layers of interest to be embedded within a 
sample region away from an edge region, and eliminated the spurious signal variation at 
the sample edge.  The details of thermal signal at the edge will be discussed in session 
5.3.1.   
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In thermocompression bonding, two surfaces are joined via the welding of 
adhesion layers on each material surface as shown in Fig. 5.2.  In many case, gold is 
popular material for a bonding adhesion layer.  The procedure we used for the 
thermocompression bonding is as follows.  Clean the sample surface and then deposit 30 
nm of Ti as an adhesion and diffusion-blocking layer for Au [88] and then deposit at least 
250 nm Au, without breaking vacuum. Thicker Au layers are desired to overcome wafer 
total thickness variation but the sample sizes in this experiment are small enough to use 
250 nm Au thicknesses for both side.  After depositing the metals, align the samples 
front-to-front with force, ~ 2 kN, at an elevated temperature of 320 oC for 15 min in a 
vacuum chamber.  Once we obtained bonded samples, we need to polish the samples to 
have smooth surface at the interface. We used 3 um, 1 um and 300 nm grit size polishing 
papers to have sufficiently flat and uniform surface for the probe scanning and routinely 






Figure 5.2: Schematic of thermocompression bonding technique for wafer bonding using 
Au for adhesion materials.  The bonding pressure of ~3MPa was applied for 15 min at 
320 oC while maintaining chamber pressure less than 5x 10-4 mbar. Ti was deposited for 




5.3  Results and Discussion 
The cross-sectional scanning thermal images with a 1 V dc bias for an ErAs/GaAs 
superlattice structure without using the bonding process described above are given in Fig 
5.3.  Interestingly, we observed that the thermal signal increased, ostensibly 
corresponding to a lower sample thermal conductivity, at the edge of the sample where 
the ErAs/GaAs superlattice was located.  To determine whether the observed signal truly 
originated from variations in thermal conductivity of the sample material, we changed 
measurement directions and also measured center of the sample and found clear increase 
of thermal signal when the tip approached and traversed the ErAs/GaAs structure.  No 
such variation was observed when scanning over the cross-sectional surface of the GaAs 
substrate, as shown in the figure. However, as described in the following section, the 
increased thermal signal at the edge was mainly due to the thermal transport through air.  
 
5.3.1  Unexpected Edge Effect in Thermal Signal 
We firstly obtained dc thermal measurement for a cross-sectional surface after 
cleaving ErAs/GaAs superlattice structure with cross-sectional sample holder to fix the 
sample vertically.  For the dc thermal measurement in Fig. 5.3, we applied 1.0 V dc 
source instead of ac signal at the Wheatstone bridge and then monitored amplified signal, 
(Vp-Vr) x1000.  Figure 5.3 shows (a) topographic and thermal signal images of the 
ErAs/GaAs superlattice sample and (b) schematics of corresponding locations and 
orientations of the ErAs/GaAs superlattice sample for each measurement.  To check for 
potential artifacts caused by the scanning direction or asymmetry of thermal probe, 
sample has been measured left side of the tip first and then rotated sample by 180 o to 
measure it using the right side of the tip.  Measurements were also performed, as shown, 






Figure 5.3: Cross-sectional scanning thermal images of ErAs/GaAs superlattice structure.  
(a) Topography and corresponding thermal images for each measurement geometry 
shown in (b).  Black dot squares indicate ErAs/GaAs superlattice region.  Thermal signal 
increases when the thermal probe is close to the ErAs/GaAs superlattice structure. When 
scanning over the GaAs substrate, a constant thermal signal is measured. However, 
subsequent measurements showed that the signal variations observed in the ErAs/GaAs 
superlattice regions were artifacts due to proximity to the edge of the sample.  
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 in these measurements. However, a series of cross-sectional thermal measurements 
performed on a GaAs control sample which has no ErAs/GaAs superlattice structure also 
showed a similar thermal signal at the edge.  Figure 5.4 shows topographic and thermal 
signal images of (a) a ErAs/GaAs superlattice sample and (b) a GaAs-only control 
sample without the ErAs/GaAs superlattice.  Interestingly, both samples showed thermal 
signal increasing at the edge of the sample, indicating that the signal observed in the 
vicinity of the ErAs/GaAs superlattice regions did not originate from a difference in 
thermal conductivity between GaAs and the ErAs/GaAs superlattice.   
To understand this phenomenon, we prepared samples in which trenches of 
different depth were etched in SiO2 on Si.  Figure 5.5 (a) shows that an optical 
microscopy image of SiO2 surface after dry etching process with photoresist mask and 
Fig. 5.5 (b) and (c) illustrate the etched structure for each step height.  Figure 5.5 (d) and 
(e) shows topographic and thermal signal images for trench depths of 50 nm and 3.5 μm 
respectively.  Those two set of samples showed clearly different thermal responses at the 
edge of trenches as shown in Fig. 5.5 (f) and (g).  For the sample with 3.5 um depth, its 
thermal signal increases as the trench edge is approached, similar with previous result in 
Fig. 5.3.  However, the sample with 50 nm depth trench shows a constant thermal signal 
as the trench edge is approached.  From these measurements we can understand that the 
unexpectedly increased thermal signal at the edge was due to the heat transfer to air. [89]  
The thermal conductivity of air, ~ 0.026 [W/mK], [75] is approximately two or three 
orders of magnitude smaller than that of most solid state materials, so when the thermal 
tip was close to the ErAs/GaAs superlattice region, the thermal probe tip interacted with a 
smaller region of the solid material sample surface, and a correspondingly larger region 
of air, resulting in an increasing thermal signal as shown in Fig. 5.3 and 5.4 that is 








Figure 5.4: (a) Cross-sectional topographic and thermal images of ErAs/GaAs 
superlattice grown on GaAs substrate, with white box showing the ErAs/GaAs 
superlattice region. (b) Cross-sectional images of GaAs control sample Plots (c) and (d) 
are corresponding cross-sections of topography and thermal signal for ErAs/GaAs 








Figure 5.5: (a) An optical microscopy image of SiO2 surface after dry etch with 
photoresist mask. (b) and (c) illustrate 50 nm and 3.5 μm step heights of SiO2 samples, 
respectively.    (d) Topography and thermal image of 50 nm step of trench and (e) 
topography and thermal image of 3.5 μm depth of trench.  Plots of (f) and (g) are 




heat conduction to air rather than sample from the thermal tip causes increasing thermal 
signal when the tip approaches the sample edge.  To eliminate this unexpected, and 
undesirable, edge effect, we prepared samples using thermocompression bonding to bond 
the sample front to front with another solid-state structure so that there is no sample edge 
in the vicinity of the sample region of interest.  
 
5.3.2  Cross-sectional Thermal Imaging 
With the spurious edge-related signal eliminated using the bonding procedure 
illustrated in Fig. 5.2, we are able to obtain cross-sectional measurements of local 
variations in thermal conductivity for epitaxially grown heterostructures.  To obtain a 
cross-sectional surface with sufficiently low surface roughness, we polished a cross-
sectional surface initially exposed by cleaving using 3 um, 1 um and 300 nm grit size 
polishing sheets to routinely obtain surfaces of ~ 6 nm rms roughness, as shown in  Fig. 
5.6 (a).  Figure 5.6 (a) shows topography obtained by atomic force microscope and 3ω 
signal image at an excitation frequency f = /2 of 1.2 kHz, with 0.75 V ac amplitude. 
The measured cross-sectional area encompasses the Si substrate of SOI wafer, buried 
oxide, Si device layer, Au, ErAs/GaAs superlattice and GaAs substrate, as indicated in 
Fig 5.6 (a).  Figure 5.6 (b) shows normalized histograms of V3ω signal amplitudes and 
Gaussian fits to these distributions for each designated region.  From each material 
region, we take the peak position of the Gaussian distribution to be the signal level 
corresponding to that material.  To assess the experimental uncertainty in determining 
this signal level for each material, we obtained multiple measurements for each material 
and compared the signal level distributions for each.  Figure 5.6 (c) shows multiple 
measurement results for Si and SiO2 sample regions and the corresponding Gaussian fits.  
Different peak positions are clearly distinguishable for Si compared to SiO2, with the  
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Figure 5.6: Scanning thermal microscopy of bonded SOI and ErAs/GaAs superlattice 
structure. (a) Topography and thermal image of cross-sectional sample. (b) Normalized 
histograms (line and dash) for each designated region and their Gaussian fitting (dot). (c) 
Normalized histograms of multiple measurement data (line and dash) and their Gaussian 
fitting (dot) for silicon and SiO2.   (d) V3ω amplitude expected by numerical modeling 
(solid line) and measured data from mean values of multiple histograms for SiO2, 
ErAs/GaAs superlattice structure, GaAs, Si of device layer and substrate from SOI wafer. 
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variation in peak position for each material being much smaller than the width of each 
distribution.  Since each data point in thermal images such as those shown in Fig. 5.6 (a) 
is influenced by a variety of factors including measurement duration, local surface 
roughness, and measurement noise, averaging a large number of points in an image for 
each material to obtain the average signal level, corresponding to the peaks of the 
Gaussian distributions shown in Fig. 5.6 (b) and (c), yields a characteristic signal level 
for that material.  We then take the variation in this characteristic signal level across 
multiple measurements obtained in this manner to be the experimental uncertainty in 
determining this characteristic signal level for a given material.  This approach helps to 
analyze thermal data more accurately compared to averaging all the data points of 
Gaussian distributions.  Figure 5.6 (d) shows the calculated V3ω amplitude based on the 
model discussed in Chapter 4 along with the signal amplitudes for GaAs, SiO2, Si 
substrate, thin SOI layer, and ErAs/GaAs superlattice extracted from multiple 
measurements for each material in the manner described above.  For GaAs, SiO2, Si, and 
SOI, these values are plotted as a function of their known thermal conductivity.  The 
vertical error bars in Fig. 5.6 (d) correspond to the uncertainty associated with multiple 
measurements for each material as described above.  For SiO2, GaAs, Si substrate and 
device layer, the material thermal conductivities were assumed to correspond to their 
establish values.  The solid curve in Fig. 5.6 (d) corresponds to the model described in 
Section 4.2.2 for V3ω signal response as a function of sample thermal conductivity, 
calibrated using the known thermal conductivities and measured signal values for GaAs, 
SiO2, Si, and SOI.  The thermal conductivity of the ErAs/GaAs superlattice is then taken 
to be that predicted by the calibrated model for the signal level measured experimentally 
for the superlattice.  The resulting thermal conductivity, ~ 7-16 W/mK, agrees well with 
that determined from separate measurements reported in Chapter 4.  Due to the deviations 
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between the model and the extracted signals, it is difficult to declare the exact value of 
the ErAs/GaAs superlattice thermal conductivity.  However, comparison between peak 
positions of Gaussian distribution for each material allows us to confirm that the 
ErAs/GaAs superlattice structure investigated in this chapter has substantially lower 
thermal conductivity compared to that for bulk GaAs, with a quantitative value in good 
agreement with that determined from in-plane measurements for a similar superlattice 
structure.  Furthermore, these measurements demonstrate an approach that allows thermal 
conductivity to be characterized at the nanoscale for buried layers in semiconductor 
heterostructures, opening up the possibility of performing such measurements for a broad 




 Scanning probe microscopy and the many associated structural, electrical, and 
thermal measurement techniques provide numerous advantages compared to other 
metrology tools to characterize semiconductor materials and electronic devices at the 
nanoscale. SPM can offer high spatial resolutions in lateral and z-axis directions.  
Depending on the sample orientation and preparation procedure, we can access a 
conventional in-plane surface but also investigate cross-sectional plane.  
In chapter 5, we demonstrated cross-sectional thermal analysis using a 3ω method 
combined with scanning probe microscopy along with the in-plane thermal analysis in 
chapter 4.  Thermocompression bonding was used to prepare a cross-section sample of 
bonded SOI and ErAs/GaAs superlattice structure to get rid of unwanted thermal edge 
effect.  From obtained thermal images, we can extract 3ω thermal signal corresponding to 
each material and by performing a detailed numerical modeling of thermal transport 
between tip and sample as described in Chapter 4, we were able to compare the thermal 
conductivity of Si, SiO2, GaAs, and ErAs/GaAs superlattice structure.  Finally, we can 
access the cross-sectional surface of ErAs/GaAs superlattice and GaAs interface as well 
as Si and SiO2 interfaces, and we observed thermal conductivity lowering in ErAs/GaAs 
superlattice structure compared to GaAs bulk materials.  
Cross-sectional microscopy allows us to explore various heterostructure interfaces 
directly and also combined with additional electronic, thermal modules and sensors, we 
can investigate their electronic structures and thermal properties as shown in chapter 5.  
Cross-sectional characterization techniques can provide further in-depth understanding of 
materials and devices properties not accessible through in-plane studies so that an 
adequate combination of in-plane and cross-plane characterization researches will 
provide complete understanding of device and material characteristics.  
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Appendix: A1. Matlab Scripts 
The following software programs consist of code is designed to run in Matlab.  








area_ratio10=area_ErAs10/area*100; % for one ErAs / entire area =>percentage 
nn10=(29.9/area_ratio10); %number of ErAs round off 
n=floor(nn10);x=rand(n,1);y=rand(n,1); 
  
scrsz = get(0,'ScreenSize'); 
figure('Position',[1 1 1677 1080]); 
  
for i=1:n 
    filledCircle([(x(i)*(w)),(y(i))*(h)],rad,100,'k'); %k is black 








im10 = frame2im(getframe(gca));  
figure(100) 
imshow(im10) 
im10_blk = im10(:,:,3); 
im_blk10 = im10_blk(:); % make it one line 
NoOfAll=length(im_blk10); %count all points 
NoOfNZ = length(find(im_blk10)); % count non zero point 












   
  i=1; 
  j=18; 
  
  while( j<36) 
    rec10{h,i}=im10_blk(1:m,1:j); 
    rec_oneline10{h,i}=rec10{h,i}(:); 
    NZrec10(h,i)=length(find(rec_oneline10{h,i}(:))); 
    area110(h,i)=m*j; 
    Zrec10(h,i)=area110(h,i)-NZrec10(h,i); 
    NZratio10(h,i)=NZrec10(h,i)/(area110(h,i))*100; 
    Zratio10(h,i)=Zrec10(h,i)/(area110(h,i))*100; 
    i=i+1; 
    j=j+1;   
  end 
   
i=19;    j=36; %because of j 436-12, 
for l=2 
  while (j < 1301) 
    rec10{h,i}=im10_blk(1:m,l:j); 
    rec_oneline10{h,i}=rec10{h,i}(:); 
    NZrec10(h,i)=length(find(rec_oneline10{h,i}(:))); 
    area210(h,i)=(m)*35; 
    Zrec10(h,i)=area210(h,i)-NZrec10(h,i); 
    NZratio10(h,i)=NZrec10(h,i)/area210(h,i)*100; 
    Zratio10(h,i)=Zrec10(h,i)/area210(h,i)*100; 
    l=l+1; 
    i=i+1; 
    j=j+1; 
  end 
   
end 




  d=1301; 
  rec10{h,i}=im10_blk(1:m,l:d); 
  rec_oneline10{h,i}=rec10{h,i}(:); 
  NZrec10(h,i)=length(find(rec_oneline10{h,i}(:))); 
  area310(h,i)=m*k; 
  Zrec10(h,i)=area310(h,i)-NZrec10(h,i); 
  NZratio10(h,i)=NZrec10(h,i)/area310(h,i)*100; 
  Zratio10(h,i)=Zrec10(h,i)/area310(h,i)*100; 
  i=i+1; 
  k=k-1; 








     
    t=1; 
    for j=18:35 
        rec10{h,t}=im10_blk((a-34):a,1:j); 
        rec_oneline10{h,t}=rec10{h,t}(:); 
        NZrec10(h,t)=length(find(rec_oneline10{h,t}(:))); 
        area410(h,t)=(35*(j)); 
        Zrec10(h,t)=area410(h,t)-NZrec10(h,t); 
        NZratio10(h,t)=NZrec10(h,t)/area410(h,t)*100; 
        Zratio10(h,t)=Zrec10(h,t)/area410(h,t)*100; 
        t=t+1; 
    end 
    
    t=19; 
    for l=2 
        for j=36:1300 
            rec10{h,t}=im10_blk((a-34):a,l:j); 
            rec_oneline10{h,t}=rec10{h,t}(:); 
            NZrec10(h,t)=length(find(rec_oneline10{h,t}(:))); 
            area510(h,t)=(35*35); 
            Zrec10(h,t)=area510(h,t)-NZrec10(h,t); 
            NZratio10(h,t)=NZrec10(h,t)/area510(h,t)*100; 
            Zratio10(h,t)=Zrec10(h,t)/area510(h,t)*100; 
            l=l+1; 
            t=t+1; 
        end 
    end 
    t=1284; 
    k=35; 
    for l=1267:1284 
        b=1301; 
        rec10{h,t}=im10_blk((a-34):a,l:b); 
        rec_oneline10{h,t}=rec10{h,t}(:); 
        NZrec10(h,t)=length(find(rec_oneline10{h,t}(:))); 
        area610(h,t)=(35*k); 
        Zrec10(h,t)=area610(h,t)-NZrec10(h,t); 
        NZratio10(h,t)=NZrec10(h,t)/area610(h,t)*100; 
        Zratio10(h,t)=Zrec10(h,t)/area610(h,t)*100; 
        t=t+1; 
        k=k-1; 
         
    end 






    w=1; 
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    for j=18:35 
        rec10{h,w}=im10_blk((m-34+g):m,1:j); 
        rec_oneline10{h,w}=rec10{h,w}(:); 
        NZrec10(h,w)=length(find(rec_oneline10{h,w}(:))); 
        area710(h,w)=(35-g)*j; 
        Zrec10(h,w)=area710(h,w)-NZrec10(h,w); 
        NZratio10(h,w)=NZrec10(h,w)/(area710(h,w))*100; 
        Zratio10(h,w)=Zrec10(h,w)/(area710(h,w))*100; 
        w=w+1; 
    end 
     
    y=19; %because of j 436-12,  
    for l=2 
        for j=36:1300 
            rec10{h,y}=im10_blk((m-34+g):m,l:j); 
            rec_oneline10{h,y}=rec10{h,y}(:); 
            NZrec10(h,y)=length(find(rec_oneline10{h,y}(:))); 
             
            area810(h,y)=(35-g)*35; 
            Zrec10(h,y)=area810(h,y)-NZrec10(h,y); 
             
            NZratio10(h,y)=NZrec10(h,y)/(area810(h,y))*100; 
            Zratio10(h,y)=Zrec10(h,y)/(area810(h,y))*100; 
            l=l+1; 
            y=y+1; 
             
        end 
    end 
    z=1284; 
    k=35; 
    for l=1267:1284 
        j=1301; 
        rec10{h,z}=im10_blk((m-34+g):m,l:j); 
        rec_oneline10{h,z}=rec10{h,z}(:); 
        NZrec10(h,z)=length(find(rec_oneline10{h,z}(:))); 
        area910(h,z)=(35-g)*k; 
        Zrec10(h,z)=area910(h,z)-NZrec10(h,z); 
        NZratio10(h,z)=NZrec10(h,z)/(area910(h,z))*100; 
        Zratio10(h,z)=Zrec10(h,z)/(area910(h,z))*100; 
        z=z+1; 
        k=k-1; 
        
    end 
    m=m+1; 










area_ratio=area_ErAs/area*100; % % for one ErAs / entire area => 
nn8=(29.6/area_ratio); %number of ErAs round off 
n=floor(nn8);x=rand(n,1);y=rand(n,1); 
  
scrsz = get(0,'ScreenSize'); 
figure('Position',[1 1 1677 1080]); 
  
for i=1:n 
  filledCircle([(x(i)*(w)),(y(i))*(h)],rad,100,'k'); %k is black 




axis (([0 w 0 h])) 
axis off 
  
im8 = frame2im(getframe(gca)); 
figure(80) 
imshow(im8) 
im8_blk = im8(:,:,3); 
im_blk8 = im8_blk(:); % make it one line 
NoOfAll=length(im_blk8); %count all points 
NoOfNZ = length(find(im_blk8)); % count non zero point 







%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% first line,8nm 
h=1; 
for m=18:34 
   
  i=1; 
  j=18; 
  
  while( j<36) 
    rec8{h,i}=im8_blk(1:m,1:j); 
    rec_oneline8{h,i}=rec8{h,i}(:); 
    NZrec8(h,i)=length(find(rec_oneline8{h,i}(:))); 
    area18(h,i)=m*j; 
    Zrec8(h,i)=area18(h,i)-NZrec8(h,i); 
    NZratio8(h,i)=NZrec8(h,i)/(area18(h,i))*100; 
    Zratio8(h,i)=Zrec8(h,i)/(area18(h,i))*100; 
    i=i+1; 
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    j=j+1;   
  end 
    
i=19;    j=36; %because of j 436-12,  
for l=2 
  while (j < 1301) 
    rec8{h,i}=im8_blk(1:m,l:j); 
    rec_oneline8{h,i}=rec8{h,i}(:); 
    NZrec8(h,i)=length(find(rec_oneline8{h,i}(:))); 
    area28(h,i)=(m)*35; 
    Zrec8(h,i)=area28(h,i)-NZrec8(h,i); 
    NZratio8(h,i)=NZrec8(h,i)/area28(h,i)*100; 
    Zratio8(h,i)=Zrec8(h,i)/area28(h,i)*100; 
    l=l+1; 
    i=i+1; 
    j=j+1; 
  end 






  d=1301; 
  rec8{h,i}=im8_blk(1:m,l:d); 
  rec_oneline8{h,i}=rec8{h,i}(:); 
  NZrec8(h,i)=length(find(rec_oneline8{h,i}(:))); 
  area38(h,i)=m*k; 
  Zrec8(h,i)=area38(h,i)-NZrec8(h,i); 
  NZratio8(h,i)=NZrec8(h,i)/area38(h,i)*100; 
  Zratio8(h,i)=Zrec8(h,i)/area38(h,i)*100; 
  i=i+1; 
  k=k-1; 




%%%%%%%%%%%%%%%%%%middle block 8nm 
h=18; 
for a=35:326 
     
    t=1; 
    for j=18:35 
        rec8{h,t}=im8_blk((a-34):a,1:j); 
        rec_oneline8{h,t}=rec8{h,t}(:); 
        NZrec8(h,t)=length(find(rec_oneline8{h,t}(:))); 
        area48(h,t)=(35*(j)); 
        Zrec8(h,t)=area48(h,t)-NZrec8(h,t); 
        NZratio8(h,t)=NZrec8(h,t)/area48(h,t)*100; 
        Zratio8(h,t)=Zrec8(h,t)/area48(h,t)*100; 
        t=t+1; 
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    end 
    
    t=19; 
    for l=2 
        for j=36:1300 
            rec8{h,t}=im8_blk((a-34):a,l:j); 
            rec_oneline8{h,t}=rec8{h,t}(:); 
            NZrec8(h,t)=length(find(rec_oneline8{h,t}(:))); 
            area58(h,t)=(35*35); 
            Zrec8(h,t)=area58(h,t)-NZrec8(h,t); 
            NZratio8(h,t)=NZrec8(h,t)/area58(h,t)*100; 
            Zratio8(h,t)=Zrec8(h,t)/area58(h,t)*100; 
            l=l+1; 
            t=t+1; 
        end 
    end 
    t=1284; 
    k=35; 
    for l=1267:1284 
        b=1301; 
        rec8{h,t}=im8_blk((a-34):a,l:b); 
        rec_oneline8{h,t}=rec8{h,t}(:); 
        NZrec8(h,t)=length(find(rec_oneline8{h,t}(:))); 
        area68(h,t)=(35*k); 
        Zrec8(h,t)=area68(h,t)-NZrec8(h,t); 
        NZratio8(h,t)=NZrec8(h,t)/area68(h,t)*100; 
        Zratio8(h,t)=Zrec8(h,t)/area68(h,t)*100; 
        t=t+1; 
        k=k-1; 
         
    end 






    w=1; 
    for j=18:35 
        rec8{h,w}=im8_blk((m-34+g):m,1:j); 
        rec_oneline8{h,w}=rec8{h,w}(:); 
        NZrec8(h,w)=length(find(rec_oneline8{h,w}(:))); 
        area78(h,w)=(35-g)*j; 
        Zrec8(h,w)=area78(h,w)-NZrec8(h,w); 
        NZratio8(h,w)=NZrec8(h,w)/(area78(h,w))*100; 
        Zratio8(h,w)=Zrec8(h,w)/(area78(h,w))*100; 
        w=w+1; 
    end 
     
    y=19; %because of j 436-12 
    for l=2 
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        for j=36:1300 
            rec8{h,y}=im8_blk((m-34+g):m,l:j); 
            rec_oneline8{h,y}=rec8{h,y}(:); 
            NZrec8(h,y)=length(find(rec_oneline8{h,y}(:))); 
             
            area88(h,y)=(35-g)*35; 
            Zrec8(h,y)=area88(h,y)-NZrec8(h,y); 
             
            NZratio8(h,y)=NZrec8(h,y)/(area88(h,y))*100; 
            Zratio8(h,y)=Zrec8(h,y)/(area88(h,y))*100; 
            l=l+1; 
            y=y+1; 
             
        end 
    end 
    z=1284; 
    k=35; 
    for l=1267:1284 
        j=1301; 
        rec8{h,z}=im8_blk((m-34+g):m,l:j); 
        rec_oneline8{h,z}=rec8{h,z}(:); 
        NZrec8(h,z)=length(find(rec_oneline8{h,z}(:))); 
        area98(h,z)=(35-g)*k; 
        Zrec8(h,z)=area98(h,z)-NZrec8(h,z); 
        NZratio8(h,z)=NZrec8(h,z)/(area98(h,z))*100; 
        Zratio8(h,z)=Zrec8(h,z)/(area98(h,z))*100; 
        z=z+1; 
        k=k-1; 
        
    end 
    m=m+1; 








area_ratio=area_ErAs/area*100; % % for one ErAs / entire area => 




scrsz = get(0,'ScreenSize'); 
figure('Position',[1 1 1677 1080]); 
  
for i=1:n 
  filledCircle([(x(i)*(w)),(y(i))*(h)],rad,100,'k'); %k is black 





axis (([0 w 0 h])) 
axis off 
  
im6 = frame2im(getframe(gca)); 
figure(60) 
imshow(im6) 
im6_blk = im6(:,:,3); 
im_blk6 = im6_blk(:); % make it one line 
NoOfAll=length(im_blk6); %count all points 
NoOfNZ = length(find(im_blk6)); % count non zero point 









%%%%%%%%%%%%%%%%%%% first line6nm 
h=1; 
for m=18:34 
   
  i=1; 
  j=18; 
  
  while( j<36) 
    rec6{h,i}=im6_blk(1:m,1:j); 
    rec_oneline6{h,i}=rec6{h,i}(:); 
    NZrec6(h,i)=length(find(rec_oneline6{h,i}(:))); 
    area16(h,i)=m*j; 
    Zrec6(h,i)=area16(h,i)-NZrec6(h,i); 
    NZratio6(h,i)=NZrec6(h,i)/(area16(h,i))*100; 
    Zratio6(h,i)=Zrec6(h,i)/(area16(h,i))*100; 
    i=i+1; 
    j=j+1;   
  end 
     
i=19;    j=36; %because of j 436-12 
for l=2 
  while (j < 1301) 
    rec6{h,i}=im6_blk(1:m,l:j); 
    rec_oneline6{h,i}=rec6{h,i}(:); 
    NZrec6(h,i)=length(find(rec_oneline6{h,i}(:))); 
    area26(h,i)=(m)*35; 
    Zrec6(h,i)=area26(h,i)-NZrec6(h,i); 
    NZratio6(h,i)=NZrec6(h,i)/area26(h,i)*100; 
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    Zratio6(h,i)=Zrec6(h,i)/area26(h,i)*100; 
    l=l+1; 
    i=i+1; 
    j=j+1; 
  end 







  d=1301; 
  rec6{h,i}=im6_blk(1:m,l:d); 
  rec_oneline6{h,i}=rec6{h,i}(:); 
  NZrec6(h,i)=length(find(rec_oneline6{h,i}(:))); 
  area36(h,i)=m*k; 
  Zrec6(h,i)=area36(h,i)-NZrec6(h,i); 
  NZratio6(h,i)=NZrec6(h,i)/area36(h,i)*100; 
  Zratio6(h,i)=Zrec6(h,i)/area36(h,i)*100; 
  i=i+1; 
  k=k-1; 




%%%%%%%%%%%%%%%%%%%%%%middle block 6nm 
h=18; 
for a=35:326 
     
    t=1; 
    for j=18:35 
        rec6{h,t}=im6_blk((a-34):a,1:j); 
        rec_oneline6{h,t}=rec6{h,t}(:); 
        NZrec6(h,t)=length(find(rec_oneline6{h,t}(:))); 
        area46(h,t)=(35*(j)); 
        Zrec6(h,t)=area46(h,t)-NZrec6(h,t); 
        NZratio6(h,t)=NZrec6(h,t)/area46(h,t)*100; 
        Zratio6(h,t)=Zrec6(h,t)/area46(h,t)*100; 
        t=t+1; 
    end 
    
    t=19; 
    for l=2 
        for j=36:1300 
            rec6{h,t}=im6_blk((a-34):a,l:j); 
            rec_oneline6{h,t}=rec6{h,t}(:); 
            NZrec6(h,t)=length(find(rec_oneline6{h,t}(:))); 
            area56(h,t)=(35*35); 
            Zrec6(h,t)=area56(h,t)-NZrec6(h,t); 
            NZratio6(h,t)=NZrec6(h,t)/area56(h,t)*100; 
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            Zratio6(h,t)=Zrec6(h,t)/area56(h,t)*100; 
            l=l+1; 
            t=t+1; 
        end 
    end 
    t=1284; 
    k=35; 
    for l=1267:1284 
        b=1301; 
        rec6{h,t}=im6_blk((a-34):a,l:b); 
        rec_oneline6{h,t}=rec6{h,t}(:); 
        NZrec6(h,t)=length(find(rec_oneline6{h,t}(:))); 
        area66(h,t)=(35*k); 
        Zrec6(h,t)=area66(h,t)-NZrec6(h,t); 
        NZratio6(h,t)=NZrec6(h,t)/area66(h,t)*100; 
        Zratio6(h,t)=Zrec6(h,t)/area66(h,t)*100; 
        t=t+1; 
        k=k-1; 
         
    end 






    w=1; 
    for j=18:35 
        rec6{h,w}=im6_blk((m-34+g):m,1:j); 
        rec_oneline6{h,w}=rec6{h,w}(:); 
        NZrec6(h,w)=length(find(rec_oneline6{h,w}(:))); 
        area76(h,w)=(35-g)*j; 
        Zrec6(h,w)=area76(h,w)-NZrec6(h,w); 
        NZratio6(h,w)=NZrec6(h,w)/(area76(h,w))*100; 
        Zratio6(h,w)=Zrec6(h,w)/(area76(h,w))*100; 
        w=w+1; 
    end 
     
    y=19; %because of j 436-12,  
    for l=2 
        for j=36:1300 
            rec6{h,y}=im6_blk((m-34+g):m,l:j); 
            rec_oneline6{h,y}=rec6{h,y}(:); 
            NZrec6(h,y)=length(find(rec_oneline6{h,y}(:))); 
             
            area86(h,y)=(35-g)*35; 
            Zrec6(h,y)=area86(h,y)-NZrec6(h,y); 
             
            NZratio6(h,y)=NZrec6(h,y)/(area86(h,y))*100; 
            Zratio6(h,y)=Zrec6(h,y)/(area86(h,y))*100; 
            l=l+1; 
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            y=y+1; 
             
        end 
    end 
    z=1284; 
    k=35; 
    for l=1267:1284 
        j=1301; 
        rec6{h,z}=im6_blk((m-34+g):m,l:j); 
        rec_oneline6{h,z}=rec6{h,z}(:); 
        NZrec6(h,z)=length(find(rec_oneline6{h,z}(:))); 
        area96(h,z)=(35-g)*k; 
        Zrec6(h,z)=area96(h,z)-NZrec6(h,z); 
        NZratio6(h,z)=NZrec6(h,z)/(area96(h,z))*100; 
        Zratio6(h,z)=Zrec6(h,z)/(area96(h,z))*100; 
        z=z+1; 
        k=k-1; 
        
    end 
    m=m+1; 







area_ratio=area_ErAs/area*100; % % for one ErAs / entire area => 




scrsz = get(0,'ScreenSize'); 
figure('Position',[1 1 1677 1080]); 
  
for i=1:n 
  filledCircle([(x(i)*(w)),(y(i))*(h)],rad,100,'k'); %k is black 




axis (([0 w 0 h])) 
axis off 
  
im4 = frame2im(getframe(gca)); 
figure(40) 
imshow(im4) 
im4_blk = im4(:,:,3); 
im_blk4 = im4_blk(:); % make it one line 
NoOfAll=length(im_blk4); %count all points 
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NoOfNZ = length(find(im_blk4)); % count non zero point 








%%%%%%%%%%%%%% first line 4nm 
h=1; 
for m=18:34 
   
  i=1; 
  j=18; 
  
  while( j<36) 
    rec4{h,i}=im4_blk(1:m,1:j); 
    rec_oneline4{h,i}=rec4{h,i}(:); 
    NZrec4(h,i)=length(find(rec_oneline4{h,i}(:))); 
    area14(h,i)=m*j; 
    Zrec4(h,i)=area14(h,i)-NZrec4(h,i); 
    NZratio4(h,i)=NZrec4(h,i)/(area14(h,i))*100; 
    Zratio4(h,i)=Zrec4(h,i)/(area14(h,i))*100; 
    i=i+1; 
    j=j+1;   
  end 
   
  
i=19;    j=36; %because of j 436-12,  
for l=2 
  while (j < 1301) 
    rec4{h,i}=im4_blk(1:m,l:j); 
    rec_oneline4{h,i}=rec4{h,i}(:); 
    NZrec4(h,i)=length(find(rec_oneline4{h,i}(:))); 
    area24(h,i)=(m)*35; 
    Zrec4(h,i)=area24(h,i)-NZrec4(h,i); 
    NZratio4(h,i)=NZrec4(h,i)/area24(h,i)*100; 
    Zratio4(h,i)=Zrec4(h,i)/area24(h,i)*100; 
    l=l+1; 
    i=i+1; 
    j=j+1; 
  end 






  d=1301; 
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  rec4{h,i}=im4_blk(1:m,l:d); 
  rec_oneline4{h,i}=rec4{h,i}(:); 
  NZrec4(h,i)=length(find(rec_oneline4{h,i}(:))); 
  area34(h,i)=m*k; 
  Zrec4(h,i)=area34(h,i)-NZrec4(h,i); 
  NZratio4(h,i)=NZrec4(h,i)/area34(h,i)*100; 
  Zratio4(h,i)=Zrec4(h,i)/area34(h,i)*100; 
  i=i+1; 
  k=k-1; 








     
    t=1; 
    for j=18:35 
        rec4{h,t}=im4_blk((a-34):a,1:j); 
        rec_oneline4{h,t}=rec4{h,t}(:); 
        NZrec4(h,t)=length(find(rec_oneline4{h,t}(:))); 
        area44(h,t)=(35*(j)); 
        Zrec4(h,t)=area44(h,t)-NZrec4(h,t); 
        NZratio4(h,t)=NZrec4(h,t)/area44(h,t)*100; 
        Zratio4(h,t)=Zrec4(h,t)/area44(h,t)*100; 
        t=t+1; 
    end 
    
    t=19; 
    for l=2 
        for j=36:1300 
            rec4{h,t}=im4_blk((a-34):a,l:j); 
            rec_oneline4{h,t}=rec4{h,t}(:); 
            NZrec4(h,t)=length(find(rec_oneline4{h,t}(:))); 
            area54(h,t)=(35*35); 
            Zrec4(h,t)=area54(h,t)-NZrec4(h,t); 
            NZratio4(h,t)=NZrec4(h,t)/area54(h,t)*100; 
            Zratio4(h,t)=Zrec4(h,t)/area54(h,t)*100; 
            l=l+1; 
            t=t+1; 
        end 
    end 
    t=1284; 
    k=35; 
    for l=1267:1284 
        b=1301; 
        rec4{h,t}=im4_blk((a-34):a,l:b); 
        rec_oneline4{h,t}=rec4{h,t}(:); 
        NZrec4(h,t)=length(find(rec_oneline4{h,t}(:))); 
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        area64(h,t)=(35*k); 
        Zrec4(h,t)=area64(h,t)-NZrec4(h,t); 
        NZratio4(h,t)=NZrec4(h,t)/area64(h,t)*100; 
        Zratio4(h,t)=Zrec4(h,t)/area64(h,t)*100; 
        t=t+1; 
        k=k-1; 
         
    end 






    w=1; 
    for j=18:35 
        rec4{h,w}=im4_blk((m-34+g):m,1:j); 
        rec_oneline4{h,w}=rec4{h,w}(:); 
        NZrec4(h,w)=length(find(rec_oneline4{h,w}(:))); 
        area74(h,w)=(35-g)*j; 
        Zrec4(h,w)=area74(h,w)-NZrec4(h,w); 
        NZratio4(h,w)=NZrec4(h,w)/(area74(h,w))*100; 
        Zratio4(h,w)=Zrec4(h,w)/(area74(h,w))*100; 
        w=w+1; 
    end 
     
    y=19; %because of j 436-12 
    for l=2 
        for j=36:1300 
            rec4{h,y}=im4_blk((m-34+g):m,l:j); 
            rec_oneline4{h,y}=rec4{h,y}(:); 
            NZrec4(h,y)=length(find(rec_oneline4{h,y}(:))); 
             
            area84(h,y)=(35-g)*35; 
            Zrec4(h,y)=area84(h,y)-NZrec4(h,y); 
             
            NZratio4(h,y)=NZrec4(h,y)/(area84(h,y))*100; 
            Zratio4(h,y)=Zrec4(h,y)/(area84(h,y))*100; 
            l=l+1; 
            y=y+1; 
             
        end 
    end 
    z=1284; 
    k=35; 
    for l=1267:1284 
        j=1301; 
        rec4{h,z}=im4_blk((m-34+g):m,l:j); 
        rec_oneline4{h,z}=rec4{h,z}(:); 
        NZrec4(h,z)=length(find(rec_oneline4{h,z}(:))); 
        area94(h,z)=(35-g)*k; 
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        Zrec4(h,z)=area94(h,z)-NZrec4(h,z); 
        NZratio4(h,z)=NZrec4(h,z)/(area94(h,z))*100; 
        Zratio4(h,z)=Zrec4(h,z)/(area94(h,z))*100; 
        z=z+1; 
        k=k-1; 
        
    end 
    m=m+1; 








area_ratio=area_ErAs/area*100; % % for one ErAs / entire area => 
nn3=(25/area_ratio); %number of ErAs round off 
n=floor(nn3);x=rand(n,1);y=rand(n,1); 
  
scrsz = get(0,'ScreenSize'); 
figure('Position',[1 1 1677 1080]); 
  
for i=1:n 
  filledCircle([(x(i)*(w)),(y(i))*(h)],rad,100,'k'); %k is black 




axis (([0 w 0 h])) 
axis off 
  
im3 = frame2im(getframe(gca)); 
figure(30) 
imshow(im3) 
im3_blk = im3(:,:,3); 
im_blk3 = im3_blk(:); % make it one line 
NoOfAll=length(im_blk3); %count all points 
NoOfNZ = length(find(im_blk3)); % count non zero point 













   
  i=1; 
  j=18; 
  
  while( j<36) 
    rec3{h,i}=im3_blk(1:m,1:j); 
    rec_oneline3{h,i}=rec3{h,i}(:); 
    NZrec3(h,i)=length(find(rec_oneline3{h,i}(:))); 
    area13(h,i)=m*j; 
    Zrec3(h,i)=area13(h,i)-NZrec3(h,i); 
    NZratio3(h,i)=NZrec3(h,i)/(area13(h,i))*100; 
    Zratio3(h,i)=Zrec3(h,i)/(area13(h,i))*100; 
    i=i+1; 
    j=j+1;   
  end 
   
   
   
  
i=19;    j=36; %because of j 436-12 
for l=2 
  while (j < 1301) 
    rec3{h,i}=im3_blk(1:m,l:j); 
    rec_oneline3{h,i}=rec3{h,i}(:); 
    NZrec3(h,i)=length(find(rec_oneline3{h,i}(:))); 
    area23(h,i)=(m)*35; 
    Zrec3(h,i)=area23(h,i)-NZrec3(h,i); 
    NZratio3(h,i)=NZrec3(h,i)/area23(h,i)*100; 
    Zratio3(h,i)=Zrec3(h,i)/area23(h,i)*100; 
    l=l+1; 
    i=i+1; 
    j=j+1; 
  end 







  d=1301; 
  rec3{h,i}=im3_blk(1:m,l:d); 
  rec_oneline3{h,i}=rec3{h,i}(:); 
  NZrec3(h,i)=length(find(rec_oneline3{h,i}(:))); 
  area33(h,i)=m*k; 
  Zrec3(h,i)=area33(h,i)-NZrec3(h,i); 
  NZratio3(h,i)=NZrec3(h,i)/area33(h,i)*100; 
  Zratio3(h,i)=Zrec3(h,i)/area33(h,i)*100; 
  i=i+1; 
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  k=k-1; 




%%%%%%%%%%%%middle block 3nm 
h=18; 
for a=35:326 
     
    t=1; 
    for j=18:35 
        rec3{h,t}=im3_blk((a-34):a,1:j); 
        rec_oneline3{h,t}=rec3{h,t}(:); 
        NZrec3(h,t)=length(find(rec_oneline3{h,t}(:))); 
        area43(h,t)=(35*(j)); 
        Zrec3(h,t)=area43(h,t)-NZrec3(h,t); 
        NZratio3(h,t)=NZrec3(h,t)/area43(h,t)*100; 
        Zratio3(h,t)=Zrec3(h,t)/area43(h,t)*100; 
        t=t+1; 
    end 
    
    t=19; 
    for l=2 
        for j=36:1300 
            rec3{h,t}=im3_blk((a-34):a,l:j); 
            rec_oneline3{h,t}=rec3{h,t}(:); 
            NZrec3(h,t)=length(find(rec_oneline3{h,t}(:))); 
            area53(h,t)=(35*35); 
            Zrec3(h,t)=area53(h,t)-NZrec3(h,t); 
            NZratio3(h,t)=NZrec3(h,t)/area53(h,t)*100; 
            Zratio3(h,t)=Zrec3(h,t)/area53(h,t)*100; 
            l=l+1; 
            t=t+1; 
        end 
    end 
    t=1284; 
    k=35; 
    for l=1267:1284 
        b=1301; 
        rec3{h,t}=im3_blk((a-34):a,l:b); 
        rec_oneline3{h,t}=rec3{h,t}(:); 
        NZrec3(h,t)=length(find(rec_oneline3{h,t}(:))); 
        area63(h,t)=(35*k); 
        Zrec3(h,t)=area63(h,t)-NZrec3(h,t); 
        NZratio3(h,t)=NZrec3(h,t)/area63(h,t)*100; 
        Zratio3(h,t)=Zrec3(h,t)/area63(h,t)*100; 
        t=t+1; 
        k=k-1; 
         
    end 







    w=1; 
    for j=18:35 
        rec3{h,w}=im3_blk((m-34+g):m,1:j); 
        rec_oneline3{h,w}=rec3{h,w}(:); 
        NZrec3(h,w)=length(find(rec_oneline3{h,w}(:))); 
        area73(h,w)=(35-g)*j; 
        Zrec3(h,w)=area73(h,w)-NZrec3(h,w); 
        NZratio3(h,w)=NZrec3(h,w)/(area73(h,w))*100; 
        Zratio3(h,w)=Zrec3(h,w)/(area73(h,w))*100; 
        w=w+1; 
    end 
     y=19; %because of j 436-12,  
    for l=2 
        for j=36:1300 
            rec3{h,y}=im3_blk((m-34+g):m,l:j); 
            rec_oneline3{h,y}=rec3{h,y}(:); 
            NZrec3(h,y)=length(find(rec_oneline3{h,y}(:))); 
            area83(h,y)=(35-g)*35; 
            Zrec3(h,y)=area83(h,y)-NZrec3(h,y); 
            NZratio3(h,y)=NZrec3(h,y)/(area83(h,y))*100; 
            Zratio3(h,y)=Zrec3(h,y)/(area83(h,y))*100; 
            l=l+1; 
            y=y+1; 
        end 
    end 
    z=1284; 
    k=35; 
    for l=1267:1284 
        j=1301; 
        rec3{h,z}=im3_blk((m-34+g):m,l:j); 
        rec_oneline3{h,z}=rec3{h,z}(:); 
        NZrec3(h,z)=length(find(rec_oneline3{h,z}(:))); 
        area93(h,z)=(35-g)*k; 
        Zrec3(h,z)=area93(h,z)-NZrec3(h,z); 
        NZratio3(h,z)=NZrec3(h,z)/(area93(h,z))*100; 
        Zratio3(h,z)=Zrec3(h,z)/(area93(h,z))*100; 
        z=z+1; 
        k=k-1; 
    end 
    m=m+1; 
    h=h+1; 
end 
ZZratio3=Zratio3(:); 
%surface coverage for each radius 
Totalratio=[ZZratio10 ZZratio8 ZZratio6 ZZratio4 ZZratio3]; 
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alpha_tip=1.2e-3; % temperature coefficient [1/K] 
b=65e-9; %tip radius 
  
kSi=130; 





bmax=125e-9; %thermal gap max  
bmin=65e-9; %thermal gap min   
kf=0.561; % water thermal conductivity  
  








%%% thermal properties 
lamda2=1.3;   %SiO2 thermal conductivity [W/mK] 
alpha2=8.6e-7;%SiO2 thermal diffusivity [m
2/s] 
hair=6100; %W/m2K JAP 109, 024302 (2011) 
%%%electrical properties 
Io=597e-6;    %measured current amplitude [A] 
Rtip=154;     %measured tip resistance [ohm] 
  
%%% tip geometry  
L=7.8e-6;     % tip length    
d=1.70e-6;    % tip width     
e=1.0e-6;     % tip thickness 
  
%%%% current limiters NiCr  
Gair=3.85e-5; 
fcair=3300/(2*pi()); %cutoff pulsation limiter [1/s]  fitting from modulus 
  
%%generator distorsion 
Pid=-0.2;              %distortion phase [rad]    fitting from phase 
p2=2*((e)+d);          %SiO2 perimeter same as Pd width 












































alpha_tip=1.2e-3; % temperature coefficient [1/K] 
b=65e-9; %tip radius 
k1=2.0821;  






bmax=125e-9; %thermal gap max %bmax=100e-9:1e-9:250e-9; 
bmin=65e-9; %thermal gap min  %bmin=50e-9:1e-9:100e-9; 
kf=0.561; 
  




w=2*pi()*50;% frequency 50Hz  
  
%%% thermal properties 
lamda2=1.3;   %SiO2 thermal conductivity [W/mK] 




Io=597e-6;    %current amplitude [A] 
Rtip=154;     %tip resistance [ohm] 
  
%%% tip geometry  
L=7.8e-6;     % tip length   fitting from phase 
d=1.70e-6;    % tip width    fitting from modulus 
e=1.0e-6;     % tip thickness 
  
%%%% current limiters 
Gair=3.85e-5; %current limiter gain[V] fitting from modulus 
wcair=3300;    %cutoff pulsation limiter [rad/s]  fitting from modulus 
  
%%generator distorsion 
Pid=-0.2;              %distortion phase[rad]    fitting from phase 
p2=2*((e)+d);            %SiO2 perimeter same as Pd width 













T2w_contact_1=A.*(E./F+GG);  T2w_contact_2=((B.*m.^3).*((H./F)+(1+EXPO))); 
T2w_contact=T2w_contact_1./T2w_contact_2; 
  



























lc=0.56533e-9; %lattice constant for GaAs 
Vo=(lc^3)/8;% volume per atom 8 
lo=5317.6;  %density for GaAs 
gamma=0.85; %GaAs and Related Materials: Bulk Semiconducting and Superlattice Properties., Sadao 
Adachi, World Scientific, p102 
Gamma=0.9254e-4;% GaAs isotope condition from adv mat lett3, 449 (2012) 
  
vl=4.73e3;  %100 direction 
vt=3.34e3; % transverse GaAs 
mu=3.285e10;%vt^2*lo; 
  







Rmax=30e-9;% size parameter JAP 99, 084306(2006) 






r=1.5e-9; % nanoparticle radius 
  
for k=1:lll;%content 




     
    for j=1:ll;%theta angle 
        x=(hbar.*wd)./(kb.*T); 
        a =0.0000001:(theta_d/T)/1000:x; %integral range which is frequency 
        AR=((alpha^2/4*(dMM)^2)+3*alpha.^8*(dKK)^2*((sin(alpha*qdelta/2)).^4./(alpha*qdelta/2).^4)); 
        BR(i,:)=(pi.*(cos(4.*(radius(i).*(kb*T*a/hbar)./Vg))-
1+4.*(radius(i).*(kb*T*a/hbar)./Vg).*sin(4.*(radius(i).*(kb*T*a/hbar)./Vg))+32.*(radius(i).*(kb*T*a/hbar
)./Vg).^4-8.*(radius(i).*(kb*T*a/hbar)./Vg).^2)./(16.*(radius(i).*(kb*T*a/hbar)./Vg).^6)); 
         
        
sig_Rayleigh(j,:)=(pi.*radius(i).^2*cos(theta(j))+0.5*thick*2*radius(i)*(sin(theta(j)))).*(radius(i).*(kb*T*a
/hbar)./Vg).^4.*AR.*BR(i,:); 
         
        qq_1=(sqrt(1+dMM)/sqrt(1+dKK)-1); 
        AG(i,:)=(1-sin(2*(radius(i).*(kb*T*a/hbar)./Vg)*(qq_1))./((radius(i).*(kb*T*a/hbar)./Vg)*qq_1)); 
        BG(i,:)=((sin((radius(i).*(kb*T*a/hbar)./Vg)*qq_1)).^2./((radius(i).*(kb*T*a/hbar)./Vg)*qq_1).^2); 
         
        
sig_near_geo(j,:)=((2*pi*radius(i).^2+0.5*thick*2*radius(i)*(sin(theta(j))))*(AG(i,:)+BG(i,:))*cos(theta(j)
)); 
         
        sig_total(j,:)=1./(1./(sig_Rayleigh(j,:))+1./(sig_near_geo(j,:)));  %%%function of 
(radius(i).*(kb*T*a/hbar)./Vg) which is radius(i) and wavevector 
         
    end 
     
    for k=1:length(a) 
        Ave_before(i,k)=mean(sig_total(1:ll,k)); 
%scattering cross-section averaged angle as a function of frequency (k), and radius(i) before considering of 
STD 
    end 
     
    Radius=0.1e-9:0.1e-9:Rmax; 
    %%%%%%gamma distribution STD=1nm 
    STD=(2e-9*r/3e-9); 
    a_gamma=(r/STD)^2; 
    b_gamma=(r/a_gamma); 
    rdia_monitor=a_gamma*b_gamma; 
    rstd_monitor=sqrt(a_gamma)*b_gamma; 
    %a(shape),b(scale) 
    gammapdf_10(i,:)=gampdf(Radius, a_gamma, b_gamma);             
    gammapdf_inv_10=gammapdf_10'; 
     




    for k=1:length(a)  %frequency 
        for o=1:length(Radius)  %radius 
            Ave_gamma_0(o,k)=gammapdf_inv_10(o,i)*Ave_before(o,k); 
 119 
          %o means radius so Ave_before shows radius for frequency 
        end 
        Ave_gamma_integral_0(i,k)=trapz(Radius, Ave_gamma_0(:,k)); 
    end 
     
end 
  
for k=1:length(content) %integration for thermal conductivity by Callaways model 
    a =0.0000001:(theta_d/T)/1000:x; %integral range which is frequency 
%Umklapp  invtau_Umklapp 
Umklapp=(2*gamma^2*kb*T.*(kb.*T.*a./hbar).^2)./(mu.*Vo.*wd);     
%impurity  invtau_Impurity 
Impurity=(Vo.*Gamma.*(kb.*T.*a./hbar).^4)./(4*pi*Vg^3);     





     y=(1./(Umklapp+Electron+Impurity+Particles_half)).*a.^4.*exp(a)./(exp(a)-1).^2; 
    z= trapz(a,y); 
    A=(kb/hbar)^3; 
    B=(kb/(2*pi^2.*Vg).*T.^3); 
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