At Eurocrypt '02 Cramer and Shoup [7] proposed a general paradigm to construct practical public-key cryptosystems secure against the adaptive chosen ciphertext attack as well as several concrete examples. Using the construction, we present a new variant of the Cramer-Shoup encryption scheme, which is secure against the adaptive chosen ciphertext attack. Our variant is based on the problem related to the quadratic residuosity (QR). In [7] , they also proposed the encryption scheme based on the QR, but this scheme is less efficient than those based on the decision Diffie-Hellman problem or the decision composite residuosity.
Introduction
At Eurocrypt '02 Cramer and Shoup [7] proposed a general paradigm to construct practical publickey cryptosystems secure against the adaptive chosen ciphertext attack as well as several concrete examples. Using the construction, we present a new variant of the Cramer-Shoup encryption scheme, is secure against the adaptive chosen ciphertext attack. Our variant is based on the problem is related to the quadratic residuosity (QR). In [7] , they also proposed the encryption scheme based on the QR, but this scheme is less efficient than those based on the decision DiffieHellman (DDH) problem or the decision composite residuosity (DCR).
In this paper, we define the new assumptions related to the QR assumption and propose a new public-key encryption scheme whose security is based on the new assumptions. Our scheme is more efficient than the QR-based scheme proposed by Cramer and Shoup. In the scheme of [7] , the lengths of the public and private key are O(λ 2 ) bits, and the length of the ciphertext is O(λ) bits. The time complexities for encryption and decryption are both O(λ 2 ) multiplications modulo N .
In our scheme, the lengths of the public and private key, as well as the ciphertext, are O(λ) bits. The time complexities for encryption and decryption are both O(λ) multiplications modulo N .
Here, the notation 1 ℓ denotes the unary encoding of ℓ as a sequence of ℓ copies of 1, and the probability is with respect to the random coin tosses of the algorithm A and the distributions of X ℓ and Y ℓ . We say that X and Y are computationally indistinguishable if for all probabilistic, polynomial-time A, the function Dist X,Y A (ℓ) is negligible in ℓ. For a positive integer N , Z N denotes the ring of integers modulo N , and Z * N denotes the corresponding multiplicative group of units. For a ∈ Z, (a mod N ) ∈ Z N denotes the residue class of a modulo N .
For an element g of a group G, g denotes the subgroup of G generated by g. Likewise, for a subset U of G, U denotes the subgroup of G generated by U .
The construction of Cramer and Shoup
In this section, we review the general construction of Cramer and Shoup [7] for public-key encryption schemes secure against the adaptive chosen ciphertext attack.
Universal projective hashing
In this section, we review some definitions introduced in [7] .
Before defining universal projective hash functions, we recall some definitions related to the notion of universal hashing [5, 12] .
Let X and Π be finite, non-empty sets. Let H = (H k ) k∈K be a collection of functions indexed by K, so that for every k ∈ K, H k is a function from X into Π. Note that we may have H k = H k ′ for k = k ′ . We will call F = (H, K, X, Π) a hash family, and each H k a hash function.
Definition of universal projective hashing
We now review the concept of universal projective hashing in [7] . Let F = (H, K, X, Π) be a hash family. Let L be a non-empty, proper subset of X. Let S be a finite, non-empty set, and let α : K → S be a function. Set H = (H, K, X, L, Π, S, α). Definition 1. We call H = (H, K, X, L, Π, S, α), defined as above, a projective hash family (for (X, L)) if for all k ∈ K, the action of H k on L is determined by α(k).
In other words, for all k ∈ K, the value α(k) encodes the action of H k on L (and possibly more than that), so that given α(k) and x ∈ L, the value H k (x) is uniquely determined. Definition 2. Let H = (H, K, X, L, Π, S, α) be a projective hash family, and let ǫ ≥ 0 be a real number. Consider the probability space defined by choosing k ∈ K at random.
We say that H is ǫ-universal if for all π ∈ Π, it holds that
We say that H is ǫ-universal 2 if for all s ∈ S, x, x * ∈ X, and π, π * ∈ Π with x / ∈ L ∪ {x * }, it holds that
Note that if H is ǫ-universal 2 , then it is also ǫ-universal (note that |X| ≥ 2).
We can reformulate the above definition as follows. Let H = (H, K, X, L, Π, S, α) be a projective hash family, and consider the probability space defined by choosing k ∈ K at random. The family H is ǫ-universal means that conditioned on a fixed value of α(k), even though the value of H k is completely determined on L, for any x ∈ X \ L, the value of H k (x) can be guessed with probability at most ǫ. The family H is ǫ-universal 2 means that in addition, for any x * ∈ X \ L, conditioned on fixed values of α(k) and H k (x * ), for any x ∈ X \ L with x = x * , the value of H k (x) can be guessed with probability at most ǫ.
Smooth projective hashing
We will need a variation of universal projective hashing, which we call smooth projective hashing.
Let H = (H, K, X, L, Π, α) be a projective hash family. We define two random variables, U (H) and V (H), as follows. Consider the probability space defined by choosing k ∈ K at random, x ∈ X \ L at random, and π ′ ∈ Π at random. We set U (H) = (x, s, π ′ ) and V (H) = (x, s, π), where s = α(k) and π = H k (x). Definition 3. Let ǫ ≥ 0 be a real number. A projective hash family H is ǫ-smooth if U (H) and V (H) are ǫ-close.
Approximations to projective hash families
Definition of universal and universal 2 projective hash families are quite strong: so strong in fact, that in many instances it is impossible to efficiently implement them. However, in all our applications, it is sufficient to efficiently implement a projective hash family that effectively approximates a universal or universal 2 projective hash family. To this end, we define an appropriate notion of distance between projective hash families. Let H = (H, K, X, L, Π, α) be a projective hash family. Consider the distribution defined by sampling k ∈ K at random, and define the random variable View(H) = (H k , α(k)). Note that View (H) comprises the value of H k at all points x ∈ X. Definition 4. Let δ ≥ 0 be a real number. Let H = (H, K, X, L, Π, α) and H * = (H * , K * , X, L, Π, S, α * ) be projective hash families. We say that H and H * are δ-close if View(H) and View(H * ) are δ-close.
Note that if H and H * are δ-close for some small value of δ, and if H * is ǫ-universal or ǫ-universal 2 for some small value of ǫ, this does not imply that H is ǫ ′ -universal or ǫ ′ -universal 2 for any particularly small value of ǫ ′ . However, if H and H * are δ-close and H * is ǫ-smooth, then it is clear that H is (ǫ + δ)-smooth.
Subset membership problem
In this section we review a class of languages with some natural cryptographic indistinguishability properties, proposed in [7] . The definitions below capture the natural properties of well-known cryptographic problems such as the QR and the DDH problems, as well as others.
A subset membership problem. M specifies a collection (I ℓ ) ℓ≥0 of distributions. For every value of a security parameter ℓ ≥ 0, I ℓ is a probability distribution of instance descriptions.
An instance description Λ specifies the following:
• Finite, non-empty sets X, L, and W , such that L is a proper subset of X.
• A binary relation R ⊂ X × W .
For all ℓ ≥ 0, [I ℓ ] denotes the instance descriptions that are assigned non-zero probability in the distribution I ℓ . We write Λ[X, L, W, R] to indicate that the instance Λ specifies X, L, W and R as above.
For x ∈ X and w ∈ W with (x, w) ∈ R, we say that w is a witness for x. A subset membership problem also provides several algorithms. For this purpose, we require that instance descriptions, as well as the elements of the sets X and W , can be uniquely encoded as bit strings of length polynomially bounded in ℓ. The following algorithms are provided:
• A probabilistic, polynomial time sampling algorithm that on input 1 ℓ for ℓ ≥ 0 samples an instance Λ according to the distribution I ℓ . We do not require that the output distribution of the sampling algorithm and I ℓ are equal; rather, we only require that they are ι(ℓ)-close, where ι(ℓ) is a negligible function. In particular, with negligible probability, the sampling algorithm may output something that is not even an element of [I ℓ ]. We call this algorithm the instance sampling algorithm of M, and we call the statistical distance ι(ℓ) discussed above its approximation error.
• A probabilistic, polynomial time sampling algorithm that takes as input 1 ℓ for ℓ ≥ 0 and an instance Λ[X, L, W, R] ∈ [I ℓ ], and outputs a random x ∈ L, together with a witness w ∈ W for x. We do not require that the distribution of the output value x and the uniform distribution over L are equal; rather, we only require that they are ι ′ (ℓ)-close, where ι ′ (ℓ) is a negligible function. However, we do require that the output x is always in L.
We call this algorithm the subset sampling algorithm for M, and we call the statistical distance ι ′ (ℓ) discussed above its approximation error.
• A deterministic, polynomial time algorithm that takes as input 1 ℓ for ℓ ≥ 0, an instance Λ[X, L, W, R] ∈ [I ℓ ], and ξ ∈ {0, 1} * , and checks whether ξ is a valid binary encoding of an element of X.
This completes the definition of the subset membership problem. We next define a notion of a hard subset membership problem. Essentially, this means that it is computationally hard to distinguish the random elements of L from the random elements of X \ L. We now formulate this notion more precisely.
Let M be a subset membership problem as above. We define two sequences of random variables, (U ℓ (M)) ℓ≥0 and (V ℓ (M)) ℓ≥0 , as follows. Fix ℓ ≥ 0, and consider the probability space defined by sampling Λ[X, L, W, R] from I ℓ , and choosing x ∈ L at random and
Definition 5. Let M be a subset membership problem. We say that M is hard if (U ℓ (M )) ℓ≥0 and (V ℓ (M )) ℓ≥0 are computationally indistinguishable.
Universal hash proof systems

Hash proof systems
In this section, we present universal hash proof system proposed in [7] .
Let M be a subset membership problem, as defined in Section 3.2, specifying a sequence (I ℓ ) ℓ≥0 of instance distributions.
A hash proof system (HPS)
Additionally, P provides several algorithms to carry out basic operations we have defined for an associated projective hash family; namely, sampling k ∈ K at random, computing α(k) ∈ S given k ∈ K, computing H k (x) ∈ Π given k ∈ K and x ∈ X. We call this latter algorithm the private evaluation algorithm for P. Moreover, a crucial property is that the system provides an efficient algorithm to compute H k (x) ∈ Π, given α(k) ∈ S, x ∈ L, and w ∈ W , where w is a witness for x. We call this algorithm the public evaluation algorithm for P. The system should also provide an algorithm that recognizes the elements of Π.
We now discuss the above-mentioned algorithms in a bit more detail. In this discussion, when-
is the projective hash family that P associates with Λ. These algorithms work with bit strings of length bounded by a polynomial in ℓ to represent the elements of K, Π and S. We also assume that these algorithms use the same encodings of the sets X, L and W as the algorithms from the subset membership problem M.
The system P provides the following algorithms:
• A probabilistic, polynomial time algorithm that takes as input 1 ℓ and an instance Λ ∈ [I ℓ ], and outputs k ∈ K, distributed uniformly over K.
• A deterministic, polynomial time algorithm that takes as input 1 ℓ , an instance Λ ∈ [I ℓ ], and k ∈ K, and outputs s ∈ S such that α(k) = s.
• A deterministic, polynomial time algorithm that takes as input 1 ℓ , an instance Λ ∈ [I ℓ ], k ∈ K and x ∈ X, and outputs π ∈ Π such that H k (x) = π. This is the private evaluation algorithm.
• A deterministic, polynomial time algorithm that takes as input 1 ℓ , an instance Λ ∈ [I ℓ ], s ∈ S such that α(k) = s for some k ∈ K, and x ∈ L together with a witness w ∈ W for x, and outputs π ∈ Π such that H k (x) = π. This is the public evaluation algorithm.
• A deterministic, polynomial time algorithm that takes as input 1 ℓ , an instance Λ ∈ [I ℓ ], and ξ ∈ {0, 1} * , and checks whether ξ is a valid encoding of an element of Π or not.
Definition 6. Let ǫ(ℓ) be a function mapping non-negative integers to non-negative reals. Let M be a subset membership problem specifying a sequence (I ℓ ) ℓ≥0 of instance distributions. Let P be an HPS for M. We say that P is ǫ(ℓ)-universal (respectively,
Moreover, if this is the case, and ǫ(ℓ) is a negligible function, then we say that P is strongly universal (respectively, universal 2 smooth).
We shall call the function δ(ℓ) in the above definition the approximation error of P, and we shall refer to the projective hash family H * as the idealization of H. It is perhaps worth remarking that if a hash proof system is strongly universal, and the underlying subset membership problem is hard, then the problem of evaluating H k (x) for random k ∈ K and arbitrary x ∈ X, given only x and α(k), must be hard.
We also need an extension of this notion. The definition of an extended HPS P for M is the same as that of ordinary HPS for M, except that for each k ≥ 0 and for each Λ = Λ[X, L, W, R] ∈ [I k ], the proof system P associates with Λ a finite set E along with a projective hash family
Note that in this setting, to compute H k (x, e) for x ∈ L and e ∈ E, the public evaluation algorithm takes as input α(k) ∈ S, x ∈ L, e ∈ E, and a witness w ∈ W for x, and the private evaluation algorithm takes as input k ∈ K, x ∈ X, and e ∈ E. We shall also require that elements of E are uniquely encoded as bit strings of length bounded by a polynomial in ℓ, and that P provides an algorithm that efficiently determines whether a bit string is a valid encoding of an element of E.
Definition 6 can be modified in the obvious way to define extended ǫ(ℓ)-universal 2 HP S ′ s (we do not need any of the other notations, nor are they particularly interesting).
A general framework for secure public-key encryption
In this section, we present a general technique proposed by Cramer and Shoup [7] for building secure public-key encryption schemes using appropriate hash proof systems for a hard subset membership problem.
Let M be a subset membership problem specifying a sequence (I ℓ ) ℓ≥0 of instance distributions. We also need a strongly smooth hash proof system P for M, as well as a strongly universal 2 extended hash proof systemP for M. We discuss P andP below in greater detail.
To simplify the notation, we will describe the scheme with respect to a fixed value ℓ ≥ 0 of the security parameter, and a fixed instance description Λ[X, L, W, R] ∈ [I ℓ ]. Thus, it is to be understood that the key generation algorithm for the scheme generates this instance description, using the instance sampling algorithm provided by M, and that this instance description is a part of the public key as well; alternatively, in an appropriately defined multi-user setting, different users could work with the same instance description.
With Λ fixed as above, let H = (H, K, X, L, Π, S, α) be the projective hash family that P associates with Λ, and letĤ = (Ĥ,K, X × Π, L × Π,Π,Ŝ,α) be the projective hash family that P associates with Λ. We require that Π is an abelian group, for which we use additive notation, and that elements of Π can be efficiently added and subtracted.
We now describe the key generation, encryption, and decryption algorithms for the scheme, as they behave for a fixed instance description Λ, with corresponding projective hash families H and H as above. The message space is Π.
Key Generation: Choose k ∈ K andk ∈K at random, and compute s = α(k) ∈ S and ŝ =α (k) ∈Ŝ. Note that all of these operations can be efficiently performed using the algorithms provided by P andP. The public key is (s,ŝ). The private key is (k,k). Encryption: To encrypt a message m ∈ Π under a public key as above, one does the following. Generate a random x ∈ L, together with a corresponding witness w ∈ W , using the subset sampling algorithm provided by M. Compute π = H k (x) ∈ Π, using the public evaluation algorithm for P on inputs s, x, and w. Compute e = m + π ∈ Π. Computeπ =Ĥk(x, e) ∈Π, using the public evaluation algorithm forP on inputsŝ, x, e and w. The ciphertext is (x, e,π). Decryption: To decrypt a ciphertext (x, e,π) ∈ X × Π ×Π under a secret key as above, one does the following. Computeπ ′ =Ĥk(x, e) ∈Π, using the private evaluation algorithm forP on inputŝ k, x, and e. Check whetherπ =π ′ ; if not, then output reject and halt. Compute π = H k (x) ∈ Π, using the private evaluation algorithm for P on inputs k and x. Compute m = e − π ∈ Π, and output the message m.
It is to be implicitly understood that when the decryption algorithm is presented with a ciphertext, this ciphertext is actually just a bit string, and that the decryption algorithm must parse this string to ensure that it properly encodes some (x, e,π) ∈ X ×Π×Π; if not, the decryption algorithm outputs reject and halts. In [7] , Cramer and Shoup proved the following theorem. Theorem 1. The above scheme is secure against the adaptive chosen ciphertext attack, assuming M is a hard membership problem.
Universal projective hash families: constructions
We now present group-theoretic constructions of universal projective hash families, proposed in [7] .
Let X, L and Π be finite abelian groups, where L is a proper subgroup of X. We will use additive notation for these groups.
Let Hom(X, Π) denote the group of all homomorphisms φ : X → Π. This is also a finite abelian group for which we use additive notation as well. For φ, φ ′ ∈ Hom(X, Π), x ∈ X, and a ∈ Z, we have
, and (aφ)(x) = aφ(x) = φ(ax). The zero element of Hom(X, Π) sends all elements of X to 0 ∈ Π. Definition 7. Let X, L, Π be as above. Let H be a subgroup of Hom(X, Π). We call G = (H, X, L, Π) a group system. Let G = (H, X, L, Π) be a group system, and let g 1 , . . . , g d ∈ L be a set of generators for L. Let H = (H, K, X, L, Π, S, α), where
• for randomly chosen k ∈ K, H k is uniformly distributed over H,
• S = Π d , and
It is easily seen that H is a projective hash family. Definition 8. Let G be a group system as above and let H be a projective hash family as above. Then we say that H is a projective hash family derived from G.
Looking ahead, we remark that the reason for defining α in this way is to facilitate efficient implementation of the public evaluation algorithm for a hash proof system with which H may be associated. In this context, if a witness for x is (w 1 , . . . , w d ) as above, then H k (x) can be efficiently computed from α(k) and (w 1 , . . . , w d ), assuming arithmetic in Π is efficiently implemented.
Definition 9. Let G = (H, X, L, Π) be a group system. We say that G is diverse if for all x ∈ X \ L, there exists φ ∈ H such that φ(L) = 0 , but φ(x) = 0.
It is
not difficult to see that diversity is a necessary condition for a group system if any derived projective hash family is to be ǫ-universal for some ǫ < 1. Cramer and Shoup [7] showed in Theorem 2 below that any projective hash family derived from a diverse group system is ǫ-universal, where ǫ = 1/p,p is the smallest prime dividing |X/L|.
A universal projective hash family
Throughout this section, G = (H, X, L, Π) denotes a group system, H = (H, K, X, L, Π, S, α) denotes a projective hash family derived from G, andp denotes the smallest prime dividing |X/L|. Definition 10. For a set Y ⊂ X, let us define A(Y ) to be the set of φ ∈ H such that φ(x) = 0 for all x ∈ Y ; that is, A(Y ) is the collection of homomorphisms in H that annihilate Y .
Definition 11. For x ∈ X, let E x : H → Π be the map that sends φ ∈ H to φ(x) ∈ Π. Let us also define I(x) = E x (A(L)).
Clearly, E x is a group homomorphism, and I(x) is a subgroup of Π.
Theorem 2. Let s ∈ α(K) and x ∈ X be fixed. Consider the probability space defined by choosing k ∈ α −1 (s) at random, and let π = H k (x). Then π is uniformly distributed over a coset of I(x) in Π.(the precise coset depending on s and x). In particular, if G is diverse, then H is 1/p-universal.
A universal 2 projective hash family
We continue with the notation established in Section 3.5; in particular, G = (H, X, L, Π) denotes a group system, H = (H, K, X, L, Π, S, α) denotes a projective hash family derived from G, andp denotes the smallest prime dividing |X/L|.
By exploitiing the group structure underlying H, we can construct a universal 2 projective hash familyĤ.
Let E be an arbitrary finite set. Fix an injective encoding function
where n is sufficiently large. LetĤ = (Ĥ, K n+1 , X × E, L × E, Π, S n+1 ,α), whereĤ andα are difined as follows. For k = (k ′ , k 1 , . . . , k n ) ∈ K n+1 , x ∈ X, and e ∈ E, we definê
where (γ 1 , . . . , γ n ) = Γ(x, e), and we definê
It is clear thatĤ is a projective hash family.
Theorem 3. LetĤ be as above. Let s ∈ α(K) n+1 , x, x * ∈ X, and e, e * ∈ E be fixed, where (x, e) = (x * , e * ). Consider the probabilty space defined by choosing k ∈α −1 ( s) at random, and let π =Ĥ k (x, e) and π * =Ĥ k (x * , e * ). Then π is uniformly distributed over a coset of I(x) in Π (the precise coset depending on s, x, and e), and π * is uniformly and independently distributed over a coset of I(x * ) in Π (the precise coset depending on s, x * , and e * ). In particular, if the underlying group system G is diverse, thenĤ is 1/p-universal 2 .
Example of diverse group systems
In this section, we discuss the example of diverse group systems that is cryptographicaly important. Let X be a cyclic group of order a = bb ′ , where b ′ > 1 and gcd(b, b ′ ) = 1, and let L be the unique subgroup of X of order b. Let H = Hom(X, X), and consider the group system G = (H, X, L, X). The group X is isomorphic to Z a . If we identify X with Z a , then H can be identified with Z a as follows: for every ν ∈ Z a , define φ ν ∈ H to be the map that sends x ∈ Z a to x · ν ∈ Z a . The group X is of course also isomorphic to
Under the identifications in the previous paragraph, it is evident that A(L) is the subgroup of H generated by ψ 0,1 . If we take any (x, x ′ ) ∈ X \ L, so that x ′ = 0, we see that ψ 0,1 (x, x ′ ) = (0, x ′ ). Thus, ψ 0,1 / ∈ A(L ∪ {(x, x ′ )}), which shows that G is diverse. Therefore, a projective hash family derived from G is 1/p-universal, wherep is the smallest prime dividing b ′ . It is also useful to characterize the group I(x,
New assumptions
In this section, we propose new assumptions for proving the security of our variant. We start with reviewing the QR-based scheme by Cramer and Shoup [7] .
Let p, q, p ′ , q ′ be distinct odd primes with p = 2p ′ + 1 and q = 2q ′ + 1. Let N = pq. We can decompose Z * N as an internal direct product
where each group G τ is a cyclic group of order τ , and T is the subgroup of Z * N generated by (−1 mod N ). This decomposition is unique, except for the choice of G 2 (there are two possible choices).
Cramer and Shoup set X = T G p ′ G q ′ and L = G p ′ G q ′ , and constructed the encryption scheme by using their construction. In their construction, we can observe that if the value |X/L| is large, then the resulting scheme is efficient with respect to the size of keys and the commputational cost. However the value |X/L| is 2 in the QR-based scheme by Cramer and Shoup.
For example, let X = T G p ′ G q ′ and L = T G p ′ . Although |X/L| is large, we cannot make secure encryption scheme. In the encryption scheme, the generator g ′ of L is public. We show there exists a polynomial time algorithm that given a generator g ′ for L, can distinguish the random elements in L from those in X/L. We first note that anyone can compute a generator of G p ′ as g p ′ = (g ′ ) 2 mod N . We next prove the following theorem.
Proof. Let x ≡ a (mod p) and x ≡ 1 (mod q). Using the Chinese Remainder Theorem, we get g x mod N that satisfies the congruences. Since a ∈ QR p , we have
Hence, we have g x ∈ QR N . Futhermore, since |QR p | = p ′ , we have g
and it is clear that g
Conversely, because |QR p | = |G p ′ |, we can prove this theorem.
If we have g p ′ ∈ G p ′ , by Theorem 4, g p ′ satisfies g p ′ ≡ 1 (mod q). Therefore, g p ′ −1 is a multiple of q, and gcd(n, g p ′ − 1) is q. Then, we can find p, q and distinguish the elements in L and those in X \ L.
In this section, define our new assumptions for our scheme.
Let p, q, p ′ , s, t be distinct odd primes with p = 2p ′ + 1 and q = 2st + 1, and where p ′ , s and t are both λ bits in length. Here, we shall assume that such as p and q are sufficiently dense. Let N = pq, and consider the group Z * N . We can decompose Z * N as an internal direct product,
where each group G τ is a cyclic group of order τ , and T is the subgroup of Z * N generated by (−1 mod N ) . This decomposition is unique, except for the choice of G 2 (there are two possible choices).
We now define our new assumption for our scheme.
Given N and a generator g for L, it is hard to distinguish the random elements in X \ L from the random elements in L.
From Theorem 4, it is clear that when some element in any one of G p ′ , G s , and G t is public, an adversary can find p and q such as N = pq. Since p ′ and s are secret, we cannot compute a generator for either G p ′ or G s simply. We believe that an adversary cannot find some element in any one of G p ′ , G s , and G t even if the generator g for L = T G p ′ G s is public. Furthermore, |X/L| is large and we can construct efficient schemes. In fact, we use Assumption 1 to construct our encryption scheme which is secure against the adaptive chosen ciphertext attack.
We describe some assumptions.
Note that Assumption 2 is the QR assumption with some restriction for primes. More precisely, X is a set of the elements a ∈ Z * N with Jacobi symbol a N = 1, and L 1 is a set of squares (a.k.a, quadratic residues) in Z * N , where primes p and q are of the form described above. Note that the standard QR assumption is not restricted to the primes as above. However, the standard QR assumption implies the QR assumption with same restriction for primes, assuming that such primes as above are sufficiently dense. Proof. Assume there is an algorithm A 2 that, given only N , distinguishes the random elements in
The relation of assumptions
By using the algorithm A 2 , we will make an algorithm A 3 that, given only N , distinguishes the random elements in
Lemma 2. Assumption 3 implies Assumption 4.
Proof. This proof is similar to that of Lemma 1 except using −1 instead of g 1 .
Assume there is an algorithm A 4 that, given only N , distinguishes the random elements in
By using the algorithm A 4 , we will make an algorithm A 3 that, given only N , distinguishes the random elements in
If x and b is chosen at random from X \ L and {0, 1}, then distribution of x(−1) b is O(2 −λ )-close to the uniform distribution on X, and if x and b are chosen at random from L 2 and {0, 1} respectively, then distribution of
It is easily seen that Assumption 1 implies Assumption 4.
Lemma 3. Assumption 1 implies Assumption 4.
The strongest assumption among these assumptions except Assumption 1 is Assumption 3. Assumption 2 is weaker than Assumption 3, and Assumption 4 is also weaker than this Assumption 3. Although we do not know which is stronger between Assumptions 2 and 4, both Assumptions 2 and 4 are weaker than Assumption 3.
In Assumption 1, from Theorem 4, it is clear that when some element in any one of G p ′ , G s , and G t is public, an adversary can find p and q such as N = pq. Since p ′ and s are secret, we cannot compute a generator for either G p ′ or G s simply. We believe that an adversary cannot find some element in any one of G p ′ , G s , and G t even if the generator g for L = T G p ′ G s is public. If the adversary that has g can find some element in any one of G p ′ , G s , and G t with non-negligible probability, we think that in the QR assumption with the restriction that p and q are safe primes, there is the algorithm that given N and a generator g † for G p ′ G q ′ , outputs g ‡ ∈ G p ′ . By introducing s, t, we can hide g p ′ , because a generator g for L take the form of −1 · g p ′ · g s (g s is a generator for G s .). Then, we consider that revealing the generator g for L does not make Assumption 4 strong so much.
The Encryption scheme
We present a new public-key encryption scheme secure against the adaptive chosen ciphertext attack. This is derived from the general construction of [7] . Security of this scheme is based on Assumption 1. Because we use the general construction of [7] , our scheme is secure against the adaptive chosen ciphertext attack under Assumption 1.
Our new assumptions are related to the QR assumption. Our scheme is more efficient than the QR-based scheme.
In the scheme of [7] , the lengths of the public and private key are O(λ 2 ) bits, and the length of the ciphertext is O(λ) bits. The time complexities for encryption and decryption are both O(λ 2 ) multiplications modulo N .
Subset membership problem
We use Assumption 1 in order to prove security. The groups X and L of Assumption 1 define our subset membership problem.
Our instance description Λ contains N , along with a random generator g for L. We show the method to generate such g. If we get g 1 , g 2 , and g 3 that are generators for T , G p ′ , G s , respectively, we have g by setting g = g 1 g 2 g 3 . Thus, we show the way to make g 1 , g 2 , and g 3 . Because T is the subgroup of Z * N generated by (−1 mod N ), we can get g 1 = −1. Next, we make g 2 which generates G p ′ . Choose a random a ∈ QR p , and find g 2 ∈ G p ′ such that g 2 ≡ a (mod p) and g 2 ≡ 1 (mod q) by using the Chinese Remainder Theorem. Finally, we make g 3 which generates G s . Here, we define q ′ and G q ′ as q ′ = st and G q ′ = G s · G t , respectively. Choose a random b ∈ QR q , and find g ′ 3 ∈ G q ′ such that g ′ 3 ≡ 1 (mod p) and g ′ 3 ≡ b (mod q), by using the Chinese Remainder Theorem. We have g ′ 3 ∈ G q ′ and with overwhelming probability, such g ′ 3 will generate G q ′ . Set g 3 = (g ′ 3 ) t mod N then g 3 is a generator for G s . Hence we can get the generator g = g 1 g 2 g 3 for L. Indeed, the output distribution of this sampling algorithm is O(2 −λ )-close to the uniform distribution over all generators for L.
Let us define the set of witnesses as W = {0, . . . , ⌊N/2⌋}. We say w ∈ W is a witness for x ∈ X if x = g w mod N . To generate x ∈ L at random together with a corresponding witness, we simply generate w ∈ W at random, and compute x = g w mod N . The output distribution of this algorithm is not the uniform distribution over L, but is O(2 −λ )-close to it.
This completes the description of our subset membership problem. It is easy to see that it satisfies all the basic requirements specified in Section 3.2. As already mentioned, Assumption 1 implies that our subset membership problem is hard.
Hash proof systems
Now it remains to construct appropriate strongly smooth and strongly universal 2 HPS's for the construction in Section 3.4. To do this, we first construct a diverse group system, from which we can then derive the required HPS's by using the example in Section 3.5.
Fix an instance description Λ, where Λ specifies an integer N along with a generator g for L. Let H = Hom(X, X) and consider the group system G = (H, X, L, X).
As discussed in the example of Section 3.5, G is a diverse group system; moreover, for x ∈ X, if we decompose x as x = x(L)·x(G t ), where x(L) ∈ L and x(G t ) ∈ G t , then we have I(x) = x(G t ) ; thus, for x ∈ X \ L, we have I(x) = G t .
For k ∈ Z, let H k ∈ Hom(X, X) be the k-th power map; that is, H k sends x ∈ X to x k ∈ X. Here, we define
Consider the projective hash family H * = (H, K, X, L, X, L, α), where H and K * are as in the previous paragraph, and α maps k ∈ Z to H k (g) ∈ L. Clearly, H * is a projective hash family derived from G, and so by Theorem 2, it is 1/t-universal. From this, we can obtain a corresponding HPS P; however, as we cannot readily sample elements from K * , the projective hash family H that P associates with the instance description Λ is slightly different than H * ; namely, we use the set K = {0, . . . , ⌊N/2⌋} in place of the set K * , but otherwise, H and H * are the same. It is readily seen that the uniform distribution on K * is O(2 −λ )-close to the uniform distribution on K, and so
where (γ 1 , . . . , γ n ) = Γ(x, e) return (x, e,π) H and H * are also O(2 −λ )-close. It is also easy to verify that all of the algorithms that P should provide are available.
According to Theorem 2, for any s, x ∈ X, if k is chosen at random from K * , subject to α(k) = s, then H k (x) is uniformly distributed over a coset of I(x) in X. As discussed above, for x ∈ X \ L, we have I(x) = G t . Now define the map χ : Z N → Z 2 λ/2 as χ(x) = x mod 2 λ/2 . Here, the number 2 λ/2 is unrelated to G t and a very small compared with t. Hence, for any coset of G t , if x is uniformly distributed over the coset, then the distribution of χ(x) seems to be almost the same as the uniform distribution over Z 2 λ/2 . Assumption 5. Let χ be defined as the above paragraph. Consider the probability space defined by choosing k ∈ K * at random, x ∈ X \ L at random, and π ′ ∈ Z 2 λ/2 at random. We set U (H * ) = (x, s, π ′ ) and V (H * ) = (x, s, π), where s = α(k) and π = χ • H k (x). Then U (H * ) and V (H * ) are ǫ-close where ǫ is negligible.
Let us define H
is the same as H * , except that in H × * , we pass the output of the hash functionfor H * through χ. From the observations in the previous two paragraphs, we have that H × * is a 2 −λ/2 -universal and ǫ-smooth projective hash family.
From H × * we get a corresponding approximation H × (using K in place of K * ), and from this we get corresponding ǫ-smooth HPS P × .
We can apply the construction in Theorem 3 to H * , obtaining a 2 −λ/2 -universal 2 projective hash familyĤ * for (X × Z 2 λ/2 , L × Z 2 λ/2 ). FromĤ * we get a corresponding approximationĤ (using K in place of K * ), and from this we get a corresponding 2 −λ/2 -universal 2 extended HPSP.
The encryption scheme
We now present in detail the encryption scheme using the HPS's P × andP above.
Let X, L, and χ be as defined above. Let K = {0, . . . , ⌊N/2⌋}, and W = {0, . . . , ⌊N/2⌋}. Let Γ : Z N × Z 2 λ/2 → {0, . . . , 2 λ − 1} n be an efficiently computable injective map for an appropriate n ≥ 1. This is precisely the scheme that general construction in Section 3.4 yields. Thus, by Theorem 1, the scheme is secure against the adaptive chosen ciphertext attack, if Assumptions 1 and 5.
Compare the QR-based encryption scheme in [7] to our scheme. We show the size of public and private keys, that of ciphertexts, and the number of multiplication to encrypt and decrypt in Figure 1 . We consider the case that the message space is Z 2 λ/2 . size of public and private keys size of ciphertexts number of multiplication our scheme O(λ) O(λ) O(λ) QR-based scheme [7] O(λ 2 ) O(λ) O(λ 2 ) Table 1 : The comparison of our scheme and the QR-based scheme [7] Our scheme is more efficient with respect to the size of public and private keys, and the number of multiplication to encrypt and decrypt.
Concluding remarks
We have presented a new variant of the Cramer-Shoup encryption scheme, secure against the adaptive chosen ciphertext attack. Our variant is based on the problem which is related to the quadratic residuosity (QR). In [7] , they also proposed the encryption scheme based on the QR, but this scheme is less efficient than those based on the decision Diffie-Hellman problem or the decision composite residuosity.
In this paper, we have defined the new assumptions related to the QR assumption and proposed a new public-key encryption scheme whose security is based on the new assumptions. Our scheme is more efficient than the QR-based scheme proposed by Cramer and Shoup.
