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Abstract—Multiple-input multiple-output (MIMO) systems
are well suited for millimeter-wave (mmWave) wireless commu-
nications where large antenna arrays can be integrated in small
form factors due to tiny wavelengths, thereby providing high
array gains while supporting spatial multiplexing, beamforming,
or antenna diversity. It has been shown that mmWave chan-
nels exhibit sparsity due to the limited number of dominant
propagation paths, thus compressed sensing techniques can be
leveraged to conduct channel estimation at mmWave frequencies.
This paper presents a novel approach of constructing beam-
forming dictionary matrices for sparse channel estimation using
the continuous basis pursuit (CBP) concept, and proposes two
novel low-complexity algorithms to exploit channel sparsity for
adaptively estimating multipath channel parameters in mmWave
channels. We verify the performance of the proposed CBP-based
beamforming dictionary and the two algorithms using a simu-
lator built upon a three-dimensional mmWave statistical spatial
channel model, NYUSIM, that is based on real-world propa-
gation measurements. Simulation results show that the CBP-
based dictionary offers substantially higher estimation accuracy
and greater spectral efficiency than the grid-based counterpart
introduced by previous researchers, and the algorithms proposed
here render better performance but require less computational
effort compared with existing algorithms.
I. INTRODUCTION
Multiple-input multiple-output (MIMO) is a key enabling
technology for current and future wireless communication
systems [1]–[5], as it offers great spectral efficiency and
robustness due to many spatial degrees of freedom. Mil-
limeter wave (mmWave) frequencies have been envisioned
as a promising candidate for the fifth-generation (5G) wire-
less communications [6]. Two prominent advantages of the
mmWave spectrum are the massive bandwidth available and
the tiny wavelengths compared to conventional UHF (Ultra-
High Frequency)/microwave bands, thus enabling dozens or
even hundreds of antenna elements to be implemented at
communication link ends within a reasonable physical form
factor. This suggests that MIMO and mmWave technologies
should be combined to provide higher data rates, higher
spectrum efficiency, thus resulting in lower latency [7].
Channel state information (CSI) is needed to design precod-
ing and combining procedures at transmitters and receivers,
and it can be obtained through channel estimation. Con-
ventional MIMO channel estimation methods may not be
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applicable in mmWave systems because of the substantially
greater number of antennas, hence new channel estimation
methods are required [8]. Due to the sparsity feature of
mmWave channels observed in [6], [9], compressed sensing
(CS) techniques [10] can be leveraged to effectively estimate
mmWave channels [11], [12]. Adaptive CS, as a branch of CS,
yields better performance at low signal-to-noise ratios (SNRs)
compared to standard CS techniques, and low SNRs are typical
for mmWave systems before implementing beamforming gain
[13]. Adaptive CS algorithms for mmWave antenna arrays
were derived in [13] to estimate channel parameters for both
single-path and multipath scenarios, and it was shown that
the proposed channel estimation approaches could achieve
comparable precoding gains compared with exhaustive training
algorithms. Additionally, Destino et al. proposed an adaptive-
least absolute shrinkage and selection operator (A-LASSO)
algorithm to estimate sparse massive MIMO channels [14].
In [15], reweighted l1 minimization was employed to realize
sparsity enhancement based on basis pursuit denoising. The
authors of [16] demonstrated a CS-based channel estimation
algorithm for mmWave massive MIMO channels in ultra-
dense networks, in conjunction with non-orthogonal pilots
transmitted by small-cell base stations (BSs).
In this paper, we propose an enhanced approach of creating
the beamforming dictionary matrices for mmWave MIMO
channel estimation in comparison with the one introduced in
[13], based on adaptive CS concepts. The main novelty of
the proposed method here is the adoption of the continuous
basis pursuit (CBP) method instead of the conventional grid-
based approach to build beamforming dictionary matrices. This
paper shows that the proposed dictionary can significantly
improve the estimation accuracy, i.e., reduce the probability
of estimation error, of angles of departure (AoDs) and angles
of arrival (AoAs). Furthermore, built on the CBP-based dic-
tionary, two new multipath channel estimation algorithms are
proposed that have lower computational complexity compared
to the one introduced in [13], while offering better estimation
accuracy for various signal sparsities. A three-dimensional
(3D) statistical spatial channel model (SSCM)-based simulator,
NYUSIM [9], [17], developed for mmWave systems from
extensive real-world propagation measurements, was used in
the simulation to investigate the performance of the proposed
algorithms.
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The following notations are used throughout this paper. The
boldface capital letter X and the boldface small letter x denote
a matrix and a vector, respectively; A small italic letter x
denotes a scalar; C represents the set of complex numbers;
N denotes the set of natural numbers; ||X||F denotes the
Frobenius norm of X; The conjugate, transpose, Hermitian,
and Moore-Penrose pseudo inverse of X are represented by
X∗, XT , XH , and X†, respectively; Tr(X) and vec(X)
indicate the trace and vectorization of X, respectively; The
Hadamard, Kronecker and Khatri-Rao products between two
matrices are denoted by ◦, ⊗, and ∗, respectively.
II. SYSTEM MODEL
Let us consider a BS equipped with NBS antennas and NRF
RF chains communicating with a mobile station (MS) with
NMS antennas and NRF RF chains, where NRF ≤ NMS ≤
NBS. We intentionally do not consider system interference
issues, such as co-channel interference from other BSs and
MSs, because of the limited interference found in directional
mmWave channels [8], and also, the focus of this paper is to
quantify and compare the performance of channel estimation
methods in a single link. System aspects are ongoing research
topics. In the channel estimation stage, the BS employs MBS
beamforming vectors to transmit MBS symbols, while the
MS utilizes MMS combining vectors to combine the received
signal. The BS is assumed to implement analog/digital hybrid
precoding with a precoding matrix F = FRFFBB, where
FRF ∈ CNBS×NRF and FBB ∈ CNRF×MBS denote the RF
and baseband precoding matrices, respectively. Similarly, at
the MS, the combiner W also consists of RF and baseband
combiners represented by WRF ∈ CNMS×NRF and WBB ∈
CNRF×MMS , respectively. The received signal at the MS is
given by
Y = WHHFS+Q (1)
where H ∈ CNMS×NBS denotes the channel matrix, S ∈
CMBS×MBS is a diagonal matrix containing the MBS trans-
mitted symbols, and Q ∈ CMMS×MBS represents the complex
Gaussian noise. The design of analog/digital hybrid precoding
and combining matrices have been extensively investigated
[18], [19], and we defer this topic to future work and focus
on channel estimation in this paper. Additionally, although CSI
can also be obtained by uplink training and channel reciprocity
in time-division duplexing (TDD) systems, we focus on the
downlink training in this paper since channel reciprocity
usually does not hold for frequency-division duplexing (FDD)
systems, and even in TDD systems if there exist non-linear
devices that are not self-calibrated so as to incur non-reciprocal
effects.
The mmWave channel can be approximated by a geometric
channel model with L scatterers due to its limited scattering
feature [6], [20], [21], and the channel matrix can be written
as
H =
√
NBSNMS
L
L∑
l=1
αlaMS(ϕl, ϑl)a
H
BS(φl, θl) (2)
where αl is the complex gain of the lth path between the
BS and MS including the path loss, where a path refers to
a cluster of multipath components traveling closely in time
and/or spatial domains, φl, ϕl ∈ [0, 2pi) are the azimuth
AoD and AoA of the lth path, θl, ϑl ∈ [−pi/2, pi/2] are
the elevation AoD and AoA. aBS(φl, θl) and aMS(ϕl, ϑl)
are the antenna array response vectors at the BS and MS,
respectively. The NYUSIM simulator produces a wide range
of sample ensembles for (2) and incorporates multiple antenna
elements and physical arrays including uniform linear arrays
(ULAs) [17]. Using a ULA, the array response vector can be
expressed as (take the BS for example)
aBS(φl) =
1√
NBS
[1, ej
2pi
λ dcos(φl), · · · , ej(NBS−1) 2piλ dcos(φl)]
(3)
where the incident angle is defined as 0 if the beam is parallel
with the array direction, λ denotes the carrier wavelength, and
d is the spacing between adjacent antenna elements.
III. FORMULATION OF THE MMWAVE CHANNEL
ESTIMATION PROBLEM
Considering the mmWave channel matrix given by (2),
estimating the channel is equivalent to estimating the AoD,
AoA, and path gain of each path, and training precoders and
combiners are necessary to conduct the channel estimation.
The mmWave channel estimation can be formulated as a sparse
problem due to its limited dominant paths, e.g., on average 1
to 6 time clusters and 2 to 3 spatial lobes were found from
real-world measurements using a 10 dB down threshold, as
presented in [9]. Therefore, some insights can be extracted
from the CS theory. Assuming all transmitted symbols are
equal for the estimation phase, i.e., S =
√
P IMBS (P is
the average power per transmission) and by vectorizing the
received signal Y in (1) to y, we can approximate the received
signal with a sparse formulation as follows [13]
y =
√
Pvec(WHHF) + vec(Q)
=
√
P (FT ⊗WH)vec(H) + nQ
=
√
P (FT ⊗WH)(A∗BS,D ∗AMS,D)z + nQ
=
√
P (FTA∗BS,D ⊗WHAMS,D)z + nQ
=
√
PFTA∗BS,DzBS ⊗WHAMS,DzMS + nQ
(4)
where ABS,D and AMS,D denote the beamforming dictionary
matrices at the BS and MS, respectively. zBS ∈ CN×1 and
zMS ∈ CN×1 are two sparse vectors that have non-zero
elements in the locations associated with the dominant paths,
with N denoting the number of measurements in the channel
estimation stage, and z = zBS ∗ zMS.
A beamforming dictionary based on angle quantization was
proposed in [13], where the AoDs and AoAs were assumed to
be taken from a uniform grid of N points with N  L where
L denotes the number of paths, and the resulting dictionary
matrix is expressed as (take the BS side for example, the MS
dictionary matrix can be derived similarly)
ABS,D = [aBS(φ¯1), · · · , aBS(φ¯N )] (5)
where aBS(φ¯n) (n = 1, ..., N ) denotes the BS array response
vector for the grid point φ¯n.
Given that the true continuous-domain AoDs and AoAs
may lie off the center of the grid bins, the grid representation
in this case will destroy the sparsity of the signal and result
in the so-called basis mismatch [22]. This can be mitigated
to a certain extent by finer discretization of the grid, but
that may lead to higher computation time and higher mutual
coherence of the sensing matrix, thus becoming less effective
for sparse signal recovery [10]. There are several approaches to
mitigate the basis mismatch problem. One promising approach,
named continuous basis pursuit (CBP), is proposed in [22],
where one type of CBP is implemented with first-order Taylor
interpolator, which will be demonstrated shortly.
Since the antenna array factor a(φ) is a continuous and
smooth function of φ, it can be approximated by linearly
combining a(φk) and the derivative of a(φ) at the point φk
via a first-order Taylor expansion:
a(φ) = a(φk) + (φ− φk)∂a(φ)
∂φ
∣∣∣∣
φk
+O((φ− φk)2) (6)
where φk = 2pi(k − 1)/N is the grid-point with minimal
distance from φ. This motivates a dictionary consisting of
the original discretized array factors a(φ) and its derivatives
∂a(φ)
∂φ , i.e., a(φ) and
∂a(φ)
∂φ can be regarded as two sets of basis
for the dictionary. Therefore, the entire basis for the proposed
dictionary matrix can be formulated as
BBS = [aBS(φ1), · · · , aBS(φN ),bBS(φ1), · · · ,bBS(φN )]
(7)
where bBS(φn) = ∂aBS(φ)∂φ
∣∣
φn
, and the corresponding interpo-
lator is given by
tBS = [1, · · · , 1︸ ︷︷ ︸
N
,∆φ, · · · ,∆φ︸ ︷︷ ︸
N
]T (8)
where ∆φ denotes the angle offset from the angles on the grid,
and |∆φ| ≤ piN . The proposed dictionary is hence written as
A˜BS,D = BBStBS =[aBS(φ1), · · · , aBS(φN ),
∆φbBS(φ1), · · · ,∆φbBS(φN )]
(9)
IV. MULTI-RESOLUTION HIERARCHICAL CODEBOOK
The proposed hierarchical beamforming codebook is com-
posed of S levels, where each level contains beamforming
vectors with a certain beamwidth that covers certain angular
regions. Due to the symmetry of the antenna pattern of a
ULA, if a beam covers an azimuth angle range of [φa, φb],
then it also covers 2pi − [φa, φb]. In each codebook level s,
the beamforming vectors are divided into Ks−1 subsets, each
of which contains K beamforming vectors. Each of these K
beamforming vectors is designed such that it has an almost
equal projection on the vectors aBS(φ¯), where φ¯ denotes the
angle range covered by this beamforming vector, and zero
projection on the array response vectors corresponding to other
angles. Note that there is no strict constraint on the number
of sectors K at each stage, yet considering practical angle-
searching time, K = 3 or 4 is a reasonable choice. Once
the value of K is defined, the total number of estimation
measurements N is 2KS . The value of N should be mini-
mized while guaranteeing the successful estimation of angles,
thus S should be neither too large nor too small. Through
simulations, it is found that S = 3,K = 4 (N = 128) and
S = 4,K = 3 (N = 162) are two sensible combinations.
In each codebook level s and subset k, the mth column
of the beamforming vector [F(s,k)]:,m,m = 1, ...,K in the
codebook F is designed such that
[F(s,k)]
H
:,maBS(φ¯u) =
 C, for φ¯u ∈ ⊕BSs,k,m0, otherwise
[F(s,k)]
H
:,mbBS(φ¯u) = 0,∀ φ¯u (10)
with
⊕BSs,k,m =
[ pi
Ks
(
K(kBSs − 1) +mBS − 1
)
,
pi
Ks
(K(kBSs − 1)
+mBS)
]
∪
[
2pi − pi
Ks
(K(kBSs − 1) +mBS),
2pi − pi
Ks
(
K(kBSs − 1) +mBS − 1
)]
(11)
where C is a constant such that each F(s,k) has a Frobenius
norm of K. The fact that the product of [F(s,k)]H:,m and
bBS(φ¯u) is zero in (10) can be derived from (6) to (9). The
matrix F(s,k) hence equals the product of the pseudo-inverse
of A˜BS,D and the (k×K − (K − 1))th to (k×K)th columns
of the angle coverage matrix G(s) with its mth column given
by (12):
[G(s)]:,m = [C
′s and 0′s︸ ︷︷ ︸
N
, 0, · · · , 0︸ ︷︷ ︸
N
]T (12)
where C’s are in the locations ⊕BSs,k,m. The combining matrix
W(s,k) in the codebook W at the receiver can be designed in
a similar manner. It is noteworthy that the difference between
the angle coverage matrix G(s) in [13] and the one proposed
here is that the mth column of the former contains only the
first N rows without the last N 0’s in (12), i.e., the former
did not force [F(s,k)]H:,mbBS(φ¯u) to be zero, hence failing to
alleviate the leakage incurred by angle quantization.
Fig. 1 illustrates the beam patterns of the beamforming
vectors in the first codebook level of an example hierarchical
codebook introduced in [13] and the hierarchical codebook
proposed in this paper with N = 162 and K = 3. Comparing
the two beam patterns, we can see that the codebook generated
using the CBP-based dictionary A˜BS,D in (9) produces a
smoother pattern contour in contrast to that yielded by the
codebook introduced in [13], namely, the beams associated
with A˜BS,D are able to cover the intended angle ranges more
evenly. Due to the more uniform projection on the targeted
angle region, the beamforming vectors generated using A˜BS,D
can mitigate the leakage induced by angle quantization, thus
improving the angle estimation accuracy, as will be shown
later.
Fig. 1. Beam patterns of the beamforming vectors in the first codebook level
of an example hierarchical codebook using the grid-based and CBP-based
dictionaries with N = 162, K = 3.
V. ADAPTIVE ESTIMATION ALGORITHMS FOR MMWAVE
MIMO CHANNELS
For single-path channels, there is only one non-zero element
in the vector z in (4). To effectively estimate the location
of this non-zero element, and consequently the corresponding
AoD, AoA, and path gain, the following algorithm, which is an
improved version of Algorithm 1 in [13], is used in conjunction
with the innovative CBP-based dictionary matrices.
Algorithm 1 operates as follows. In the initial stage, the
BS uses the training precoding vectors of the first level of
the codebook F . For each of those vectors, the MS uses the
measurement vectors of the first level of W to combine the
received signal. After the precoding-measurement steps of this
stage, the MS compares the power of the received signals to
determine the one with the maximum received power. As each
one of the precoding/measurement vectors is associated with
a certain range of the quantized AoA/AoD, the operation of
the first stage divides the entire angle range [0, 2pi) into K
partitions, and compares the power of the sum of each of them.
Hence, the selection of the strongest received signal implies the
selection of the range of the quantized AoA/AoD that is highly
likely to contain the single path of the channel. The output of
the maximum power is then used to determine the subsets of
the beamforming vectors of level s + 1 (1 ≤ s ≤ S − 1)
of F and W to be used in the next stage. Since N must
be even multiples of K in order to construct the precoding
and measurement codebooks, there are two possible ranges of
AoD/AoA selected out after Step 15 of Algorithm 1, which
are denoted as φˆcan and ϕˆcan. Step 16 is aimed at “filtering”
out the AoD/AoA from these two ranges. The MS then feeds
back the selected subset of the BS precoders to the BS to use
it in the next stage, which needs only log2K bits.
Based on Algorithm 1, two low-complexity algorithms for
estimating multipath channels are established, as explained
below.
In Algorithm 2, IBS(i,s) and IMS(i,s) contain the precoding and
measurement matrix indexes of the ith path in the sth stage,
respectively. Algorithm 2 operates as follows: A procedure
Algorithm 1 Adaptive Estimation Algorithm for Single-Path
mmWave MIMO channels
Input: K, S, codebooks F and W , N = 2KS
1: Initialization: kBS1 = 1, kMS1 = 1
2: for s ≤ S do
3: for mBS ≤ K do
4: BS uses [F(s,kBSs )]:,mBS
5: for mMS ≤ K do
6: MS uses [W(s,kMSs )]:,mMS
7: end for mMS ≤ K
8: end for mBS ≤ K
9: end for s ≤ S
10: for s ≤ S do
11: Y(s) =
√
Ps[W(s,kMSs )]
HH[F(s,kBSs )] + Q
12: {m∗BS,m∗MS} = argmax∀mBS,mMS=1,...,K
[Y(s) ◦
Y∗(s)]mMS,mBS
13: φˆcan ∈ ⊕BSs,k,m, ϕˆcan ∈ ⊕MSs,k,m % ⊕BSs,k,m is given by
Eq. (11), and ⊕MSs,k,m can be calculated similarly
14: kBSs+1 = K(k
BS
s − 1) + m∗BS, kMSs+1 = K(kMSs − 1) +
m∗MS,
15: end for s ≤ S
16: Acan,BS = [aBS(φˆcan)] % Antenna array matrix for the
candidate AoDs
Acan,MS = [aMS(ϕˆcan)] % Antenna array matrix for the
candidate AoAs
Z = AHcan,MSHAcan,BS + Q % Received signal matrix
corresponding to the candidate AoDs and AoAs
(φˆ, ϕˆ) = argmax Z ◦Z∗ % Finding the optimal AoD and
AoA that maximize the Hadamard product of the received
signal matrix
αˆ =
√
Z(φˆ,ϕˆ) ◦ Z∗(φˆ,ϕˆ)/(NBS ∗ NMS) % Estimated path
gain magnitude associated with the estimated AoD and
AoA
Output: φˆ, ϕˆ, αˆ
similar to Algorithm 1 is utilized to detect the first strongest
path. The indexes of the beamforming matrices corresponding
to the previous detected l (1 ≤ l ≤ L − 1) paths are stored
and used in later iterations. Note that in each stage s from
the second iteration on, the contribution of the paths that have
already been estimated in previous iterations are projected out
one path by one path before determining the new promising
AoD/AoA ranges. In the next stage s+1, two AoD/AoA ranges
are selected for further refinement, i.e., the one selected at
stage s of this iteration, and the one selected by the preceding
path at stage s + 1 of the previous iteration. The algorithm
makes L outer iterations to estimate L paths. Thanks to the
sparse nature of mmWave channels, the number of dominant
paths is usually limited, which means the total number of
precoding-measurement steps will not be dramatically larger
compared to the single-path case.
Algorithm 3 is similar to Algorithm 2, but with an even
lower complexity. The major difference between Algorithm
3 and Algorithm 2 stems from the way of projecting out
Algorithm 2 Adaptive Estimation Algorithm for Multipath
mmWave MIMO channels
Input: K, S, codebooks F and W , N = 2KS
1: Initialization: IBS(:,1) = [1, ..., 1]T , IMS(:,1) = [1, ..., 1]T ,
where IBS ∈ NL×S , IMS ∈ NL×S
2: Use Algorithm 1 to detect the AoD, AoA, and path gain
for the first strongest path
3: Repeat Algorithm 1 for the lth (2 ≤ l ≤ L) path until
Step 11 in Algorithm 1
4: For the sth stage in the ith (2 ≤ i ≤ L) iteration, project
out previous path contributions one path by one path
Y(s) =
√
Ps[W(s,kMSs )]
HH[F(s,kBSs )] + Q
y(s) = vec(Y(s))
V(i,s) = F
T
(s,IBS
(i,s)
)
[A˜BS,D]
∗
:,IBS
(i,s)
⊗
WH
(s,IMS
(i,s)
)
[A˜MS,D]:,IMS
(i,s)
% Calculating the contribution
of previous paths in the form of Eq. (4)
y(s) = y(s) −V(i,s)V†(i,s)y(s)
5: Convert y(s) to the matrix form Y(s)
6: Repeat Algorithm 1 from Step 12 to obtain the AoD, AoA,
and path gain for the ith strongest path until all the L paths
are estimated
Output: AoDs, AoAs, and path gains for the L dominant
paths
Algorithm 3 Adaptive Estimation Algorithm for Multipath
mmWave MIMO channels
Input: K, S, codebooks F and W , N = 2KS
1: Initialization: IBS(:,1) = [1, ..., 1]T , IMS(:,1) = [1, ..., 1]T ,
where IBS ∈ NL×S , IMS ∈ NL×S
2: Use Algorithm 1 to detect the AoD, AoA, and path gain
for the first strongest path
3: Repeat Algorithm 1 for the lth (2 ≤ l ≤ L) path until
Step 11 in Algorithm 1
4: For the sth stage in the ith (2 ≤ i ≤ L) iteration, project
out previous path contributions simultaneously
AˆBS = [aBS(φˆ)], AˆMS = [aMS(ϕˆ)] % φˆ and ϕˆ are
the AoDs and AoAs of all the previously detected paths,
respectively
Y(s) =
√
Ps[W(s,kMSs )]
HH[F(s,kBSs )] + Q
y(s) = vec(Y(s))
V(i,s) = [W(s,kMSs )]
HAˆMSAˆ
H
BS[F(s,kBSs )] % Calculating
the contribution of previous paths in the form of Eq. (1)
v(i,s) = vec(V(i,s))
y(s) = y(s) − v(i,s)v†(i,s)y(s)
5: Convert y(s) to the matrix form Y(s)
6: Repeat Algorithm 1 from Step 12 to obtain the AoD, AoA,
and path gain for the ith strongest path until all the L paths
are estimated
Output: AoDs, AoAs, and path gains for the L dominant
paths
previous path contributions: Algorithm 3 does not require
storing the beamforming matrix indexes, but instead, it uti-
lizes the antenna array response vectors associated with the
estimated AoDs/AoAs to subtract out the contributions of
previously detected paths simultaneously. Therefore, compared
with Algorithm 2, Algorithm 3 results in less computation and
storage cost, and a higher estimation speed (i.e., lower latency).
When compared with the multipath channel estimation
presented in [13], the most prominent advantages of both
Algorithm 2 and Algorithm 3 are that they do not require
the re-design of multi-resolution beamforming codebooks for
each stage when the number of dominant paths vary, and only
a single path is selected in each stage instead of L paths in
[13], thus substantially reducing the calculation and memory
overhead.
VI. SIMULATION RESULTS
In this section, the performance of the proposed CBP-based
dictionary and Algorithms 1, 2, and 3 are evaluated in terms
of average probability of estimation error of AoDs and AoAs,
and spectral efficiency, via numerical Monte Carlo simulations.
The channel matrix takes the form of (2), where the path
powers, phases, AoDs, and AoAs are generated using the 5G
open-source wideband simulator, NYUSIM, as demonstrated
in [9], [17]. The channel model in NYUSIM utilizes the
time-cluster-spatial-lobe (TCSL) concept, where for an RF
bandwidth of 800 MHz, the number of TCs varies from 1
to 6 in a uniform manner, the number of subpaths per TC is
uniformly distributed between 1 and 30, and the number of SLs
follows the Poisson distribution with an upper bound of 5. The
NYUSIM channel model is applicable to arbitrary frequencies
from 500 MHz to 100 GHz, RF bandwidths between 0 and
800 MHz, various scenarios (urban microcell (UMi), urban
macrocell (UMa), and rural macrocell (RMa) [23]), and a vast
range of antenna beamwidths [9], [17].
ULAs are assumed at both the BS and MS with 64 and
32 antenna elements, respectively. All simulation results are
averaged over 10,000 random channel realizations, with a
carrier frequency of 28 GHz and an RF bandwidth of 800
MHz. In calculating spectral efficiency, eigen-beamforming is
assumed at both the transmitter (with equal power allocation)
and receiver. Other beamforming techniques can also be em-
ployed, and we found the performance of the beamforming
dictionaries and algorithms are similar.
The simulated probabilities of estimation errors of AoDs
and AoAs as a function of the average receive SNR, using
Algorithm 1 and both grid-based and CBP-based dictionaries
for single-path channels, are depicted in Fig. 2 for the cases of
N = 162, K = 3, and N = 128, K = 4, which are found to yield
the best performance via numerous trials. As shown by Fig. 2,
the CBP-based approach renders much smaller estimation
errors, by up to two orders of magnitude. For the two cases
considered in Fig. 2, the grid-based method generates huge
estimation error probability that is over 80% even at an SNR
of 20 dB; on the other hand, the estimation error probability
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Fig. 2. Average probability of error in estimating AoD/AoA for single-path
channels, using both the grid-based dictionary and CBP-based dictionary.
of the CBP-based counterpart decreases rapidly with SNR,
and is less than 0.5% for N = 128, K = 4 and a 20 dB
SNR. These results imply that the CBP-based approach is able
to provide much better channel estimation accuracy with a
small number of measurements compared to the conventional
grid-based fashion, hence is worth using in mmWave MIMO
systems for sparse channel estimation and signal recovery.
To explicitly show the effect of estimation error on channel
spectral efficiency using different beamforming dictionaries,
we plot and compare the achievable spectral efficiency as
a function of the average receive SNR for both the grid-
based and CBP-based dictionaries for single-path channels,
as well as the spectral efficiency with perfect CSI at the
transmitter, for the case of N = 162, K = 3, and N = 128,
K = 4, as described in Fig. 3. It is evident from Fig. 3 that
for both cases considered, the CBP-based dictionary yields
much higher spectral efficiency, by about 2.7 bits/s/Hz to 13
bits/s/Hz, compared with the grid-based one over the entire
SNR range of -20 dB to 20 dB. Furthermore, the CBP-based
method achieves near-optimal performance over the SNRs
spanning from 0 dB to 20 dB, with a gap of less than 0.7
bits/s/Hz.
Fig. 4 illustrates the average probability of error in estimat-
ing AoDs/AoAs for multipath channels with N = 162, K =
3, and N = 128, K = 4 for an average receive SNR of 20 dB,
using proposed Algorithms 2 and 3 for two to six dominant
paths, as well as Algorithm 2 in [13]. For the approach in
[13], since all L paths have to be estimated simultaneously
in a multipath channel, it does not work for L < K, thus no
results are available for L = 2 when K = 3 or 4. The SNR
denotes the ratio of the total received power from all paths to
the noise power. As shown in Fig. 4, both Algorithm 2 (Algo
2) and Algorithm 3 (Algo 3) produce lower estimation errors
than the approach in [13] in both multipath-channel cases; for
the case of N = 128, K = 4, Algorithm 3 yields the lowest
estimation error, i.e., highest accuracy, and meanwhile enjoys
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the lowest computation expense among the three algorithms.
In addition, the estimation error tends to increase more slowly
and converge to a certain value as the number of dominant
paths increase for all of the three algorithms.
The spectral efficiency performance of the three algorithms
above, with N = 162, K = 3, and L = 3, is displayed in
Fig. 5, which reveals the superiority of Algorithm 3 pertaining
to spectral efficiency, followed by Algorithm 2, compared
with the approach in [13]. For instance, at an SNR of 10
dB, Algorithms 2 and 3 yield around 5 and 8 more bits/s/Hz
than the approach in [13], respectively, and the discrepancies
expand as the SNR ascends. The proposed algorithms work
well for single-path channels, and significantly outperforms
the approach in [13] method for multipath channels, although
there is still a noticeable spectral efficiency gap compared to
the perfect CSI case, due to the non-negligible angle estimation
errors shown in Fig. 4. Further work is needed to improve Algo
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dictionary using the approach in [13], and Algorithms 2 and 3 proposed in
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2 and Algo 3 to more effectively estimate multipath channels.
VII. CONCLUSION
Based on the concept of adaptive compressed sensing
and by exploiting the sparsity of mmWave channels, in this
paper, we presented an innovative approach for designing the
precoding/measurement dictionary matrices, and two new low-
complexity algorithms for estimating multipath channels. In
contrast to the conventional grid-based method, the principle
of CBP was leveraged in devising the beamforming dictio-
nary matrices, which had lower mutual coherence due to the
first-order Taylor interpolation, and was shown to be more
beneficial for sparse signal reconstruction.
Simulations were performed based on the open-source 5G
channel simulator NYUSIM for broadband mmWave systems.
Results show that the CBP-based dictionary renders up to
over two orders of magnitude higher estimation accuracy (i.e.,
lower probability of estimation error) of AoDs and AoAs,
and more than 12 bits/s/Hz higher spectral efficiency, with
a small number of estimation measurements for single-path
channels, as opposed to the grid-based approach, as shown in
Figs. 2 and 3. Moreover, the newly proposed two algorithms,
Algorithm 2 and Algorithm 3, can offer better estimation
and spectral efficiency performance with lower computational
complexity and time consumption for multipath channels,
when compared with existing algorithms, as shown in Figs. 4
and 5.
Interesting extensions to this work will be to improve the
multipath estimation algorithms to make them more effective,
and to extend the multipath estimation algorithms to the case
where the number of dominant paths is unknown, as well as
to implement the proposed dictionary matrices and algorithms
to other types of antenna arrays such as 2D arrays.
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