Abstract. The numerical instability of Gaussian elimination is proportional to the size of the L and U factors that it produces. The worst-case bounds are well known. For the case without pivoting, breakdowns can occur and it is not possible to provide a priori bounds for L and U .F o r the partial pivoting case, the worst-case bound is O(2 m ), where m is the size of the system. Yet these worst-case bounds are seldom achieved, and in particular Gaussian elimination with partial pivoting is extremely stable in practice. Surprisingly, there has been relatively little theoretical study of the "average" case behavior. The purpose of our paper is to provide a probabilistic analysis of the case without pivoting. The distribution we use for the entries of A is the normal distribution with mean 0 and unit variance. We first derive the distributions of the entries of L and U . Based on this, we prove that the probability of the occurrence of a pivot less than in magnitude is O( ). We also prove that the probabilities Prob(||U || ∞/||A||∞ >m 2 . 5 )and Prob(||L||∞ >m 3 )decay algebraically to zero as m tends to infinity. Numerical experiments are presented to support the theoretical results.
1. Introduction. Gaussian elimination (GE) is the most common general method for solving an m × m, square, dense, unstructured linear system Ax = b. Together with partial pivoting, the method is extremely stable in practice. However, this stability cannot be guaranteed. The worst-case examples are well known: without pivoting breakdowns can occur and even with partial pivoting the "growth factor" can be as large as O(2 m ) (and can occur in practical applications [6] ). This has motivated the "average-case" analysis [11] of GE in order to explain its practical numerical stability. Surprisingly, there has been relatively few other studies on this topic in the literature. The purpose of our paper is to provide a rather complete analysis for the case without pivoting.
Theoretical studies about the numerical stability of GE have been made since the 1940s by a great number of authors, for example, Turing [13] , von Neumann and Goldstine [14] , [15] , Wilkinson [16] , [17] , and so on. Recently, Trefethen and Schreiber [11] considered the average-case analysis. Among their many results, they observed that for many distributions of matrices the matrix elements after the first few steps of GE with (partial or complete) pivoting are approximately normally distributed. They also found that, for m ≤ 1024, the average growth factor (normalized by the standard deviation of the initial matrix elements) is within a few percent of m 2/3 for the partial pivoting case and approximately m 1/2 for the complete pivoting case. After having performed more extensive experiments, Edelman and Mascarenhas [4] suggested that the growth factor in the partial pivoting case may grow more like m 1/2 than m 2/3 . Following Trefethen and Schreiber, we study the probability of small pivots and large growth factors in this paper. However, we will consider only the case without pivoting. We are doing so for three reasons. The first is quite obvious: the nonpivoting case is far easier to analyze than the pivoting case. In particular, we are able to derive in close form the density functions of the elements of the LU factors and probabilistic bounds for the occurrence of small pivots and the growth factors. The second reason is that with the advent of parallel computing there is more incentive to trade off the stability of partial pivoting for the higher performance of simpler but possibly less stable forms of GE, including no pivoting; see, for instance, [8, 9] . Finally, we are hoping that our results for GE without pivoting will be useful in the analysis of, as well as provide a basis of comparison for, the partial pivoting case.
Throughout the paper, we suppose X ∈ R m×m is a random matrix with independent and identically distributed elements which are N (0, 1), the normal distribution with mean 0 and variance 1. This choice is motivated by the empirical results of Trefethen and Schreiber mentioned earlier. Matrices of this type have also been studied by Edelman [2] , [3] , who derived the expected singular values.
In sections 2 and 3, we derive the density functions of the entries of L and U , respectively, where X = LU , the LU factorization of X. In section 4, we prove that the probability of the occurrence of a pivot less than in magnitude is O( ).
1 In section 5, we derive bounds on the probabilities of large growth factors. In particular, we prove that the probabilities Prob(||U || ∞ /||A|| ∞ >m 2 . 5 )a nd Prob(||L|| ∞ >m 3 ) decay algebraically to zero as m tends to infinity. Finally, we present experimental results in section 6. We observe that the probabilities Prob(m ≤||L|| ∞ <m 1 . 5 )a n d Prob(m ≤| | U|| ∞ /||A|| ∞ <m 1 . 5 )t e n dt oo n ea smgoes to infinity. This indicates that our theoretical bounds are not the tightest possible, but not too loose either.
2. Density function of u pq . Let X be an m × m real matrix with independent and identically distributed elements from N (0, 1), to which we simply refer as "X ∼ N m (O, I)." Let X = LU , where L is a unit lower triangular matrix and U is an upper triangular matrix, be the LU factorization of X.
2 The (p, q)th (p ≤ q) entry u pq of U and the entries of X have the following relation. Lemma 1. Let X = LU be the LU factorization of X. Then
where
and
Proof. Permuting the pth and qth columns of X and U simultaneously on both sides of X = LU and then comparing the corresponding blocks, we find that
and where L p−1 and U p−1 are the (p − 1) × (p − 1) leading principal submatrices of L and U , respectively. It follows that
and these imply the desired equation. Let H bea( p−1) × (p − 1) orthogonal matrix, e.g., a Householder matrix, such that
It can be shown that the entries s, x pq ,x iq ,a n dy ij ,i , j=1,...,p−1, are mutually independent and all x pq ,x iq ,a n dy ij ,i , j=1,...,p−1, are N (0, 1) while s 2 is χ 2 p−1 . The proof basically follows the approach in [10] and [12] . We now decompose Y as
where Q isa( p−1) × (p − 1) orthogonal matrix and R a( p−1) × (p − 1) upper triangular matrix with positive diagonal elements. We then further have
Again, the variables s,
..,p−1 and all others are N (0, 1). The proof basically follows the approach in [10] and [12] .
Since the variables in the right-hand side of (1) are independent and their density functions are known, it is straightforward to determine the density function of u pq . Theorem 1. Suppose X ∼N m ( O, I) and let X = LU be the LU factorization of X. Then the density function of the (p, q)th entry of U is
, and where −∞ <t<∞,2≤p≤q.
Proof. Since the variables r 1) , and N (0, 1), respectively, the density functions of r p−1p−1 , s, w p−1 ,a n dx pq are given as follows:
Since r p−1p−1 ,s ,w p − 1 ,a n dx pq are independent, their joint density function is given by
. Thus, the distribution function F upq (α)o fu pq is
Using Lemma 3 in the Appendix, we can show that
which can be further reduced to (2) by Lemma 4 in the Appendix.
3. Density function of l pq . Similar to the derivation of the density function of u pq , we first establish a relation between l pq and the entries of X and then simplify it. Let X = LU and X T =LŨ be the LU factorizations of X and X T , respectively. 
, where
and X q−1 is the (q − 1) × (q − 1) leading principal submatrix of X.W en o wl e tHbe a( q−1) × (q − 1) orthogonal matrix such that
As in the case of u pq in section 2, all the entries in the above expression are mutually independent and s 2 is χ 2 q−1 while others are N (0, 1). Let
be the QR factorization of Y where R has positive diagonal elements. Then the expression can be reduced to
The entries x pq ,x,ω i ,µ i ,andr ij (i<j)areN(0, 1) while s 2 is χ Theorem 2. Suppose X ∼N m ( O, I) and let X = LU be the LU factorization of X. Then the density function of the (p, q)th entry of L is
where −∞ <t<∞and 1 ≤ q<p≤m .
Proof. Suppose q>1a nd let F lpq (α) be the distribution function of l pq . Since the joint density function of r q−1q−1 ,x pq ,x,ω q − 1 ,µ q − 1 ,a n dsis
and since
holds from (4) and Lemmas 5 and 6 in the Appendix. The case in which q = 1 is quite trivial if we notice that l p1 is the division of two N (0, 1) variables x p1 and x 11 . Remark. In our private communications with him, Alan Edelman of MIT indicated to us that the proof of Theorem 2 can be greatly simplified by observing that every element of L is a ratio of two quantities x and y such that (x, y) is circularly symmetric and such a ratio has Cauchy distribution.
4. Probability of small pivot. In practice, if one of the pivot elements u pp is zero or smaller in magnitude than a preset tolerance , GE will fail. In this section, we describe the probability of the occurrence of such a situation. First, we give a bound on the density function f upq (t)o fu pq .
Lemma 2.
Proof. From (3), we have
Letting y = xz, this can be written as
Since exp (ξ)+exp(−ξ)≥2, we have
Moreover, from (6) we have
we finally have
To make the statements below neatly, we use a shorthand notation. For given >0a n d1≤p≤m ,w ed e fi n e E p, = {X ∈ R m×m ||u pp | < }.
Then the event that at least one u pp has |u pp | < is naturally denoted by m p=1 E p, . Corollary 1. Suppose X ∼N m (O, I) and let X = LU be the LU factorization of X. Given >0and 1 ≤ p ≤ m,
,
For the case in which p = 1,i ti ss u ffi c i e n tt on o t et h a t
Other cases are just the direct results of Lemma 2. 2 is a rather slow-growing function of m.I n fact, it is about 1800 even when m =1 0 6 .S o ,i f is small enough, (7) will certainly give a satisfying bound for the desirable probability. Moreover, the right-hand side of (7) is approximately linear with for small .
5.
Probability of large growth factor. When GE is performed on an m × m matrix A in floating point arithmetic, the computed LU factorsL andÛ are produced. Then, by solving two corresponding triangular systems, we obtain the solutionx to Ax = b. The computed solutionx satisfies
where u is the unit roundoff and where, for any matrix M ,w eu s e| M|to denote the matrix obtained by taking the absolute value of the elements of M ; see, for instance, [7, Theorem 3.3.2] . From this, it follows that
We define the growth factors ρ L and ρ U to be
It is possible that ρ L and ρ U can be very large because small pivots can appear. The following theorem gives probabilistic bounds on the sizes of ρ L and ρ U . Proof. We first claim that there exists a c 1 > 0, independent of m, such that
In fact, by (3) we have
exists by Stirling's formula
we can find a c 2 such that
Therefore,
for some c 3 > 0, independent of m. The existence of c 3 is due to the existence of the limit
We set c 1 = c 2 c 3 and then (8) is proven. To prove the first inequality in the theorem, we note that the expected value µ and the variance σ 2 of the variable
where c 4 = (8) and (9), we find
for some c 5 .
6. Numerical experiments. In this section, we present numerical results to support Theorems 1-4. All our calculations have been carried out in MATLAB 4.2c on SUN workstations.
In our first experiment, 595, 000 matrices of dimension m = 31 were selected at random from the class N 31 (O, I). Then GE was applied to each of the matrices and then statistics on the elements l 13,12 ,l 30,29 ,u 12,12 ,a n du 31,31 were accumulated. The data are plotted in Figures 1 and 2 together with the corresponding functions indicated in Theorems 1 and 2. In order to make clearer the difference between Figures  1(a) and 1(b) , we present them together in Figure 3 The purpose of our second experiment was to test formula (7). Matrices of several dimensions m were selected at random from N m (O, I), with the sample size varying. A few tolerances were used. The results are outlined in Table 1 . The frequency column of the table provides the numbers of matrices which, in their LU factors, have at least one u pp less than in magnitude. By comparing with the empirical probabilities, we conclude that the bound given in (7) is a fairly tight one.
Finally, if we set r = m α ,α > 2.5f o rρ U and α>3f o rρ L ,i nT heorem 4, then we can see that the probabilities Prob(ρ L >m α )and Prob(ρ U >m α )decrease with m increasing. In fact, empirically this is true even for smaller α,s a y ,α>1.5forboth ρ L and ρ U , as illustrated in Figures 3(b) and 4 . In this experiment, we chose sample sizes to be 968,500, 365,500, and 98,000 for m =25,50, and 100, respectively. In each sample, we calculated ρ L and ρ U for each matrix X. Then the data of ρ L and ρ U were grouped into ten classes, respectively. In the case of ρ L , for example, the first class consists of matrices X with m 0 ≤ ρ L <m 0 . 5 ,the second class with m 0.5 ≤ ρ L <m 1 , the third one with m 1 ≤ ρ L <m 1 . 5 ,and so on. The number of matrices in each class was then divided by the corresponding sample size to get the percentage frequency to the class. The distributions have been plotted in the form of histograms. Empirically, there is a tendency that Prob(m ≤ ρ L <m 1 . 5 )a nd Prob(m ≤ ρ U <m 1 . 5 )t e n dt o one as m goes to infinity.
where Ω={(x, y, z, w) | x − yw/z ≤ α, w > 0,z > 0} and 1 ≤ p. Proof.
Letting y = uz,w efi n d
Letting u = v/w, this can then be written as
Finally, letting v = x − t,w eh a v e
, and where −∞ <t<∞,2≤p.
we find
by integration by parts, and then the desired result follows. Lemma 5.
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