We present a homography-based approach to detect the ground plane from monocular sequences captured by a robot platform. By assuming that the camera is fixed on the robot platform and can at most rotate horizontally, we derive the constraints that the homograph of the ground plane must satisfy and then use these constraints to design algorithms for detecting the ground plane. Due to the reduced degree of freedom, the resultant algorithm is not only more efficient and robust, but also able to avoid false detection due to virtual planes. We present experiments with real data from a robot platform to validate the proposed approaches. Index Terms -Vision-based navigation, homography 1. INTRODUCTION In mobile robot navigation, one of the fundamental problems is obstacle avoidance. Among various possibilities, vision-based obstacle avoidance has always been one attractive option. This is even more so nowadays with the availability of low-cost imaging sensors and compact yet high-performance processors as a result of recent technology development. There are different vision-based approaches to obstacle avoidance. In this paper, we focus on the problem of ground plane detection, which entails naturally obstacle detection, since in many applications the mobile robot may be considered to maneuver on a planar surface and thus obstacle detection may be reduced to the problem of ground plane detection: With the ground plane detected, other objects can be viewed as obstacles if they are on the direction of movement and outside of the ground plane.
INTRODUCTION
In mobile robot navigation, one of the fundamental problems is obstacle avoidance. Among various possibilities, vision-based obstacle avoidance has always been one attractive option. This is even more so nowadays with the availability of low-cost imaging sensors and compact yet high-performance processors as a result of recent technology development. There are different vision-based approaches to obstacle avoidance. In this paper, we focus on the problem of ground plane detection, which entails naturally obstacle detection, since in many applications the mobile robot may be considered to maneuver on a planar surface and thus obstacle detection may be reduced to the problem of ground plane detection: With the ground plane detected, other objects can be viewed as obstacles if they are on the direction of movement and outside of the ground plane.
Various approaches have been proposed to address the problem of ground detection. For example, simple approaches identify the ground floor using color information [2, 4, 7] . While being simple to implement, these approaches are suitable only for very specific environments. To handle general environments, a few systems attempt to recover the structure of the scene. To this end, different techniques have been used. For example, the work in [3, 6] uses stereo vision for this purpose. Presently, monocular vision based approaches are more popular and attractive since they are typically more cost-effective and also there is no stringent requirement on camera calibration (as in stereoscopic approaches). For example, in [8] , optical flow is used in computing the surface normal for different image patches, which are then grouped to detect the ground floor. The optical-flow-based approaches tend to be computationally costly and not robust to unpredictable motion of a mobile platform.
In this paper, aiming at designing a practical system to detect the ground plane with monocular vision, we propose a method that makes use of a sparse set of features detected from a corner detector. The motion of these features is modeled by a homography transformation and in turn used in detecting the ground plane. Further, we utilize the constraints arising from the target application to greatly simplify the homography model, resulting in more efficient and robust algorithms. Moreover, the inherent "virtual plane problem" is solved naturally. Consequently, compared with prior work on the same task using plane homography (such as [5] ), the proposed method performs better in finding the real ground plane. Also the proposed method is not restricted to translational motion as in [11] . 2. HOMOGRAPHY-BASED GROUND PLANE DETECTION Our task is to detect the ground plane from a monocular sequence captured by a camera mounted on a robot platform navigating on a planar surface. In theory, in the monocular sequence, points on the same plane share a homography transformation in two views. That is, for a set of point correspondences {xi <-* xi '} in two images, if all of the points are coplanar, then there is a homography matrix H such that Xi =Hx1 (1) where x represents a homogeneous image coordinate (x, y,w)T , and H is a 3 by 3 matrix. Since x is represented by homogeneous coordinates, Eqn. (1) is true up to an unspecified scale factor. Thus H has only eight degrees of freedom. To determine such an H, four non-degenerated point correspondences are required since each point correspondence provides two independent constraints, although in practice typically more points are used to improve the accuracy.
Apparently, different planes have different homographies, and thus theoretically if we find a homograhy that includes at least three points on the ground, it corresponds to the ground plane. Thus Eqn.
(1) suggests a way for detecting the ground plane through grouping the detected feature points into coplanar sets, with each set sharing a common homography. If we assume that the ground plane contains the most feature points, then we can detect it by searching for a dominant homography that accounts for the most feature points in two views. We can then use this homography to determine if any other feature point is on the plane and thus achieving the detection of the ground plane.
The Virtual Plane Problem
Even when the assumption that the ground plane contains the most points is satisfied, there still exists potential problem in the above procedure, which we name as the virtual plane problem. That is, we may find a virtual plane, which may contain some ground plane points as well as some other obstacle points. Such a plane may contain more feature points than the actual ground plane does, although this plane does not correspond to a physical planar object (and hence the term "virtual"). This problem can easily occur since the number of feature points from an automatic feature detector is agnostic to the scene objects and thus where the feature points may be is unpredictable. In this paper, we exploit additional constraints arising from the target application to limit the search space for finding the dominant homography. The resultant approach solves the virtual plane problem naturally while lending itself to a more efficient and robust search algorithm, as detailed in subsequent sections.
3. HOMOGRAPHY FOR THE GROUND PLANE Different planes have different homographies between two given views. For robot navigation on the ground plane, if the camera mounted on a mobile robot is fixed, there is some special pattern for the homography of the ground plane (we assume that the robot is moving via wheels just like a car). We derive this special pattern analytically in the following.
In general, we can set the camera matrices of two different views as:
where Pi is 3 x 4 camera matrix, K. represents the internal camera matrix, Ri the camera rotation matrix, and Ci the camera center coordinates ( [9] ). For a single camera, we can set K1 =K2 =K. We define the world coordinates system such that the y-axis is perpendicular to ground plane and the origin is at the same height as the camera, as illustrated in Figure  1 . Based on the world coordinates system, we can have Ci = (x0, zi )T . The ground plane has coordinates go = (noT,d)T so that for points on the plane we have noT0X + d = 0, where n = (0,1, O)T .
From [9] , when P= K[II0] , P'= K'[R t] , this plane correspond to a homography given by H=K'(R-tnTld)K-1 (3) We can adjust (rotate and translate) the world coordinates system so that it is the same as that of the first camera. Then the new camera matrices become:
where AC=(C2-Cl) and n' = Rln . Thus Eqn. (9) shows that the normalized homography of the ground plane has just 3 RI' still has the form as (9) . Consequently, the above observation provides us with the freedom to choose R1 . In the next section, we will present a simple technique to determine RI as well as techniques to search the ground plane based on the normalized homography.
It is interesting to note that Eqn. (9) also provides the rotation and displacement of the two underlying views. This information can be useful for a robot. At the termination of the procedure, the model with the most inliers is declared as the ground plane.
EXPERIMENTS
The experiments are based on the robot platform of Fig. 2(a) . We use a paper with checkerboard patterns to measure R1, as shown in Fig. 2(b) . We manually pick 7 grid points on the image. With these 7 image points and their corresponding coordinates on paper. We compute the homography and further determine R1 with methods introduced in Section 4.
With K and R1 known, we can apply our approach to the image sequences taken by the robot. Fig. 3 illustrates sample results, where we also compare with the approach of searching for the dominant homography directly without using the constraints introduced in this paper. Harris corner detector [1] was used in the experiments in feature detection (green crosses in the images). Feature correspondence was done based on the method reported in our previous paper [reference omitted for anonymity]. Fig 2 (d) is the best results of the direct search method, which include more non-ground points. 6. CONCLUSION In this paper, we proposed a new method to detect the ground plane from monocular sequences captured by a robot platform. The core idea is to use the fixed cameraground configuration to impose a strong constraint in searching the dominant homography. We designed complete algorithms and tested with real data from a robot platform. The results demonstrate the advantages of the proposed method.
