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Abstract: When a stochastic state space model of a given system is formulated and measurements from the 
system are obtained, the parameters are to be estimated. Even though different approaches to the estimation 
problem are described in the literature (LJUNG, 1999), only the maximum likelihood method will be described 
here. 
The observations are considered as realizations of stochastic variables. The objective of the method is  to 
maximize the probability of the observations, i.e. when a maximum likelihood estimate of the parameters θ is 
found, no other parameters will result in a higher probability of the observed data.  
In  the  following  it  is  assumed  that  the  system  is  observed  at  regular  time  intervals  (i.e.  with  a  constant 
sampling time). To simplify the notation the time is normalized with the sampling time, and thus the time index 
belongs to the set 0,1, 2, ... , N, where N is the number of observations. In general every observation is a vector. 
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  The method used in order to estimate the parameters of the model (relations (5), (6) and 
(8) from [5]) is a maximum probability method for estimating the parameters in stochastic 
differential. 
  We will note with equations [5]. We will consider that the time index t belongs to set  
{0, 1, 2, …, N} where N represents the number of observations. 
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where  ) (t Y  is a vector and t the time, t €{ 0, 1, 2, …, N}, the probability function being the 
probability connection- density of all observations, the parameters being considered to be 
known: 
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  In  (2)  we  have  successively  applied  the  formula  of  conditioned  probability 
) B ( P ) B / A ( P ) B A ( P  in order to assess the probability function,  it is considered that all 
the conditioned densities are Graussiene. 
  Distribution  is  completely  characterized  by  mean  and  covariance.  Thus,  in  order  to 
parameterize the conditioned densities in (2) we will introduce the conditioned mean and 
covariance as it follows: 
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  It is to be mentioned that they correspond to the anticipation in a single step, respectively 
to the associated covariance. Furthermore, it is more convenient to introduce the error of the 
anticipation in a single step.: 
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  In order to calculate this prediction and its variation in a single step an extended Kalman 
filter is used. 
  The extended Kalman filter consists of the system’s alignment (5) in paper [1] around 
the current estimation of the state (Gelb 1974). 
  From relations (2) – (4) the conditioned probability function becomes (if Y (0)) 
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  Where m is vector Y’s dimension. 
  The logarithm of the conditioned probability function is usually given by the relation: 
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  The estimation of the maximus probability (ML estimation) is set  ˆ, which maximizes 
the probability function. As generally it isn’t possible to optimise the probability function, a 
numerical method must be used. A reasonable method is the quasi Newtonian method.  
  An estimation of the parameter’s relativity is obtained by the fact that the estimating 
factor ML of maximum probability is normally distributed with the mean θ and covariance  
                                                                    D = H
-1                              (8) 
  Where matrix H is given by 
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  An estimation of D is obtained by calculating the equation between the observed value 
and the expected one by taking into account: 
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  The relation above can be used to estimate the parameters’ variables. The variable serves 
as basis for calculating the test values t, assuming that the parameter equals 0. 
  Finally, the correlation between the parameters’ estimations is based on the matrix of the 
covariance in (6). 
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