Abstract. In this paper we study representations and homological properties of finite dimensional triangular matrix algebras, focusing on recollements, torsion theories, and derived equivalences. We construct certain recollements and torsion theories whose specific properties actually characterize triangular matrix algebras, and describe methods to construct tilting modules and tilting complexes. We prove that these tilting objects induce derived equivalences between triangular matrix algebras.
Introduction
An essential and fruitful strategy in algebraic representation theory is to decompose complicated objects in module categories or derived categories of algebras into simpler objects, and conversely, glue simpler objects to complicated ones. Many tools of this approach have been developed, such as short exact sequences and Jordan-Hölder Theorem, torsion theories, and recollements. Sometimes, the algebras themselves can be constructed from simpler ones in a nice way. For instance, triangular matrix algebras A = (B, C, M ), which include finite dimensional hereditary algebras and their quotient algebras, one-point extensions and one-point coextensions, directed categories ( [19, 20] ), etc., are obtained through gluing two nonzero algebras B and C by a (C, B)-bimodule M . Therefore, it is expected to acquire some information on representations of A by considering the corresponding pieces of information on representations of B and C. This strategy has been used by Barot and Lenzing ([3] ), Ladkani ([18] ), Y. Lin and Z. Lin ([21] ) to construct recollements and derived equivalences between triangular matrix algebras.
This paper devotes to studying representations and homological properties of triangular matrix algebras, focusing on relating representations of A = (B, C, M ) to representations of its simpler components B and C. As pointed out in the title, we are mainly interested in recollements and torsion theories as well as derived equivalences between triangular matrix algebras. Our goal is to investigate them systematically in a broad framework, generalizing and unifying a few existed results in [1, 2, 3, 6, 18, 21, 22] .
We start by considering module categories of triangular matrix algebras A, constructing certain recollements and torsion theories. These recollements and torsion theories have special homological properties, inherited from the triangular structure of A. It turns out that these special properties actually characterize triangular matrix algebras. This observation has been used by Franjou and Pirashvili to characterizing recollements equivalent to recollements of comma categories in [9] . For triangular matrix algebras, we prove: Theorem 1.1. Let A be a finite dimensional k-algebra. Then the following are equivalent:
(1) The algebra A is a triangular matrix algebra. (2) There is a recollement of A -mod by module categories of two algebras
such that one of the following conditions holds:
• i * preserves projective modules; • i ! is exact; • j * is the inclusion functor;
• i * is exact; • j ! is the inclusion functor. ( 3) The category A -mod has a torsion theory (C, D) such that both C and D are nontrivial abelian categories.
We then turn to study derived module categories of triangular matrix algebras in Section 3. The main content of this section is to lift the recollements and torsion theories described in the previous theorem to derived categories D(A) and D b (A). The existence of recollement of D(A) (resp., D b (A)) by D(B) and D(C) (resp., D b (B) and D b (C)) can be deduced from results of Hügel, Koenig, and Liu ( [13, 14, 17] ), Psaroudakis ([26] ), and Parshall and Scott ( [25] ). We also prove that the above torsion theory in A -mod can be lifted to D b (A). In Section 4 we consider derived equivalences between triangular matrix algebras. By Rickard's theorem ( [28, 29] ), all derived equivalences are induced by tilting complexes, so we focus on constructing tilting complexes in D b (A) (in particular, tilting modules in A -mod). Under some assumptions, we have shown in [19] that T = A1 B ⊕ τ −1 (A1 C ) is a tilting module, where τ is the Auslander-Reiten translation. This is called a generalized APR tilting module since it generalizes classical APR tilting modules described in [1] . We ask whether the algebra End A (T )
op is still a triangular matrix algebra glued by End A (τ −1 (A1 C ) op and B, and prove: Theorem 1.3. Let A = (B, C, M ) be a triangular matrix algebra. Then: (1) If C is a self-injective local algebra, and M as a left C-module has a free summand, then T = A1 B ⊕ τ −1 (A1 C ) is a tilting module. ( 2) The opposite algebra of End A (T ) is a triangular matrix algebra glued by End A (τ −1 (A1 C )) op and B if and only if M as a right B-module is projective. In this case, T induces a derived equivalence between A and the triangular matrix algebra
Another natural way to obtain tilting complexes in D b (A) is to glue tilting complexes in D b (B) and D b (C). This idea has been used in [13] for general recollements. 
We include some notation and conventions here. All algebras we consider in this paper are finite dimensional algebras over an algebraically closed field k, although many results are still true in a much more general framework. All modules, if we do not specify explicitly, are finitely generated left modules. Composition of maps and morphisms is from right to left. The zero module is regarded as a trivial projective or free module.
For an algebra A, by A -mod and A -Mod we denote the category of finitely generated left A-modules and the category of all left A-modules respectively. The unbounded derived category of A -Mod is denoted by D(A), and D b (A) is the bounded derived category of A -mod. By K b ( A P ) we mean the homotopy category of perfect complexes; that is, complexes of finite length each term of which is a finitely generated projective A-module. The algebra A op is defined as the opposite algebra of A. For an fixed object X (an A-module or a complex), add(X) is the additive category constituted of direct summands of finite direct sums of X, and Tria(X) is the smallest triangulated category (closed under isomorphisms, degree shifts, direct summands, and finite coproducts) containing X. The degree shift functor [1] is as usually defined.
Recollements and torsion theories on module categories
Given two algebras B, C and a finite dimensional (C, B)-bimodule M , the triple (B, C, M ) defines another finite dimensional algebra A = B 0 M C , called a triangular matrix algebra. The multiplication of A is given by the matrix product. That is:
The triangular matrix algebra A has a categorical description, which sometimes is more intuitive. Let x and y be two objects with End(x) = B, End(y) = C, Hom(x, y) = M and Hom(y, x) = 0. Then the k-linear category A formed by x and y is a directed category (see [19, 20] ). A representation of A is a k-linear functor from A to k-vec, the category of finite dimensional k-vector spaces. The reader can easily see that a representation of A is precisely a finitely generated A-module and vice versa. We picture the structure of A as below:
Since A is glued from B and C by the bimodule M , the category A -mod is closely related to categories B -mod and C -mod. Let 1 B and 1 C be the identities of B and C respectively. Then 1 A = 1 B + 1 C . Note that B ⊕ M = A1 B A and C ⊕ M = A1 C A are two-sided ideals of A, B ∼ = A/A1 C A, and C ∼ = A/A1 B A. Therefore, we can viewed B and C both as subalgebras and quotient algebras of A. Correspondingly, B -mod and C -mod can be regarded both as full subcategories of A -mod and quotient categories of A -mod. In particular we get two sets of functors described below.
The first set is induced by the idempotent 1 B .
i * : C -mod → A -mod is the inclusion functor;
for every M ∈ A -mod and every N ∈ B -mod we have:
That is, i ! is the evaluation functor on C, j * is the evaluation functor on B, and j * is the inclusion functor when viewing B as a quotient algebra of A by the isomorphism B ∼ = A/A1 C A. The functor i * has the following interpretation. Given M ∈ A -mod, let tr A1B (M ) be the trace of the projective module
The second set is induced by the idempotent 1 C .
ι * : B -mod → A -mod is the inclusion functor;
Again, we can check that τ ! is the inclusion functor, and τ * is the evaluation functor on C. Since for every M ∈ A -mod, ι
is the evaluation functor on B. Now we introduce the definition of recollements of abelian categories. Definition 2.1. (Definition 2.6 in [27] .) Let C, D and E be abelian categories. A recollement of C by D and E is diagrammatically expressed as follows
with six additive functors i * , i * , i ! , j ! , j * , j * satisfying the following conditions:
(1) (i * , i * , i ! ) and (j ! , j * , j * ) both are adjoint triples;
(2) i * , j ! and j * are fully faithful; (3) the kernel of j * coincides with the image of i * .
Functors appearing in the above recollement have many special properties. For instance, i
Moreover, the functors i * and j * are exact. Here is a well known example of recollements of abelian categories; see [27] .
Example 2.2. Let A be a ring and let e ∈ A be an idempotent element. Then a recollement of A -mod by eAe -mod and A/eAe -mod is described as below:
HomeAe(eA,−)
The recollement in this example is said to be induced by an idempotent e. Applying it to a triangular matrix algebra A = (B, C, M ) we get two recollements of A -mod, where all functors are defined as before the Definition 2.1.
A careful observation tells us that functors in these recollements have some special properties. In particular, i * preserves projective modules, and i ! is exact. Actually, these special properties characterize triangular matrix algebras, as claimed by the following theorem. Theorem 2.3. Let B, C and A be three finite dimensional k-algebras. Then the following are equivalent.
(1) The algebra A = (B, C, M ) is a triangular matrix algebra . (2) There is a recollement of A -mod by B -mod and C -mod satisfying one of the following condition:
! is exact; • j * is the inclusion functor.
(3) There is a recollement of A -mod by C -mod and B -mod satisfying one of the following conditions: (3) . Consider recollements (2.1) and (2.2). Note that
is a projective B-module. All other statements in (2) and (3) have been explained before.
(2) ⇒ (1). A recent result of Psaroudakis and Vitória (Corollary 5.5 in [27] ) states that any recollement of A -mod 1 is equivalent to a recollement induced by an idempotent e in A. Therefore, without loss of generality we assume that this recollement is induced by some idempotent e in A, so the six functors appearing in this recollement are specified as in Example 2.2.
Suppose that the functor i * preserves projective modules. Let f = 1 A − e. By the assumption, i * (Af ) is a projective module. But
Note that eAf is contained in the radical of Af , so is AeAf . Therefore, i * (Af ) is projective if and only if eAf = 0, or equivalently Hom A (Ae, Af ) = 0. This implies Ae = AeA and Af = f Af . Consequently, A is the triangular matrix algebra glued by B = eAe and C = f Af and the (C, B)-bimodule f Ae. Now consider the functor i ! . Note that i ! = Hom A (A/AeA, −) is exact if and only if A/AeA is a projective A-module. But
As in the previous paragraph, A/AeA ∼ = Af /AeAf is projective if and only if eAf = 0, so (1) follows as before.
We know j * = Hom eAe (eA, −). Using the decomposition eA = eAe ⊕ eAf ,
By the assumption, Hom eAe (eAf, N ) = 0 for every eAe-module. This happens if and only if eAf = 0, and (1) follows as before.
(3) ⇒ (1). Again, by applying Corollary 5.9 in [27] we can assume that the given recollement is induced by an idempotent f . Therefore, B = A/Af A and C = f Af . Let e = 1 A − f . It suffices to show that each statement in (3) implies eAf = 0.
1 In that paper the author considered A -Mod, the category of all A-modules, instead of A -mod, because A -mod is not an abelian category for non-Noetherian rings. But since we only study finite dimensional algebras, it is safe to work in A -mod, which is of more interest to people for this situation.
where tr Af (M ) is the trace of Af in M . Suppose that this is an exact functor. Consider the projective module Af and tr Ae (Af ) = AeAf . Applying ι * to the exact sequence
we obtain an exact sequence
This happens if and only if AeAf is a quotient module of (Af ) ⊕n for some n 0. But AeAf is generated by eAf , and cannot be a quotient module of (Af ) n if n > 0. This forces n = 0, so AeAf = 0, and hence eAf = 0. Now assume that τ ! is the inclusion functor, i.e., τ ! (N ) ∼ = N as vector spaces for every N ∈ C -mod. Then we have
Therefore, eAf ⊗ f Af N = 0 for every N ∈ f Af -mod. This happens if and only if eAf = 0.
For the triangular matrix algebra, ι ! send projective modules to 0. Indeed,
But the converse statement is not true. That is, if ι ! (A) = 0, A might not be a triangular matrix algebra, as explained by the following example.
Example 2.4. Let A be the path algebra of the following quiver with relations αβ = 0.
Then A/Af A is the simple A-module S y corresponding to the vertex y. But since the socle of the regular A-module is the direct sum of two copies of S x , the simple module corresponding to the vertex x, we deduce that Hom A (A/Af A, A) = 0. However, A is not a triangular matrix algebra.
Recall for an abelian category C, a torsion theory of C of is a pair of additive full subcategories (T , F ) such that the following conditions hold:
• Hom C (T , F ) = 0; • For every object X ∈ C, there is a short exact sequence
with T ∈ T and F ∈ F .
If (T , F ) is a torsion pair, Hom C (T , F ) = 0 implies F ∈ F , and Hom C (T, F ) = 0 implies T ∈ T .
With this terminology, we find for a triangular matrix algebra A = (B, C, M ), the pair (C -mod, B -mod) is a torsion theory. Moreover, it is very special in the sense that both T and F are abelian categories. This property gives another characterization of triangular matrix algebras.
Theorem 2.5. Let A be a basic finite dimensional algebra. Then it is isomorphic to a triangular matrix algebra if and only if A -mod has a torsion theory (T , F ) such that both T and F are nontrivial abelian categories. Moreover, T and F are equivalent to module categories of two algebras.
Proof. One direction is obvious as explained above. For the other direction, suppose that both T and F are abelian categories. We claim Hom(F , T ) = 0. Indeed, for F ∈ F and T ∈ T , if there is some 0 = α : F → T , then α(F ) is a submodule of T as well as a quotient module of F . Note that T is closed under taking quotients and F is closed under taking submodules. Therefore, the kernel of α is contained in F . But F is abelian, so α(F ) is also contained in F . Similarly, by considering the cokernel of α we deduce α(F ) ∈ T . This forces 0 = α(F ) ∈ F ∩ T , which is impossible. Actually, an even stronger result holds. That is, any T ∈ T and F ∈ F can not have common composition factors since otherwise this common composition factor must be lied in both T and F , which is impossible.
Consider the short exact sequence
where T 0 ∈ T and F 0 ∈ F . We claim that F 0 is a compact projective generator of F . Indeed, for every F ∈ F , applying Hom A (−, F ) we get
⊕n → F , which must be surjective as well. Therefore, F 0 is a compact projective generator of F . Let B = End A (F 0 )
op . By Morita theory, F is equivalent to B -mod.
The fact Hom A (F , T ) = 0 = Hom A (T , F ) implies thatA is not contained in either F or T since otherwise we will deduce T = 0 or F = 0, contradicting the given condition. Let P be a projective cover of F 0 in A -mod. We claim that P is a proper summand of A. Indeed, if P = A, then the top of F 0 contains all simple Amodules (up to isomorphism). Consequently, A ∈ F since it is an abelian category. This is impossible.
Choose a decomposition A = P ⊕ Q with Q = 0. The short exact sequence ( * ) gives rise to a commutative diagram:
Therefore, Q ∈ T since it is a summand of T 0 . Actually, Q is a projective generator of T . Indeed, for any T ∈ T , T and F 0 cannot have common composition factors. But the top of F 0 is isomorphic to the top of P . Therefore, Hom A (P, T ) = 0. In other words, T can be generated by Q. Again, by the Morita theory, T is equivalent to C -mod, where C = End A (Q) op . We finish the proof by showing Hom A (P, Q) = 0. Since Q ∈ T and F 0 ∈ F , Q and F 0 do not have common composition factors. Now the conclusion comes from the fact that P and F 0 have the same top up to isomorphism.
Recollements and torsion theories on Derived Categories
In this section we study recollements and torsion theories for derived categories of triangular matrix algebras. For a finite dimensional algebra A, D(A) is the unbounded derived category of A -Mod, and D b (A) is the bounded derived category of A -mod. By A P we mean the additive category of finitely generated projective A-modules, and K b ( A P ) is the homotopy category of perfect complexes; that is, bounded complexes whose entries are finitely generated projective modules. It is well known that objects in K b ( A P ) are compact, i.e., for any index set I and objects
if and only if A has finite global dimension. Since there is a natural embedding from
, we can view an A-module as a stalk complex concentrated in degree 0.
Recollements of triangulated categories are defined as follows (see [7, 13, 14] ).
Definition 3.1. A recollement of a triangulated category C by triangulated categories D and E is expressed diagrammatically as follows
(1) (i * , i * , i ! ), and (j ! , j * , j * ) both are adjoint triples; (2) i * , j ! and j * are fully faithful; (3) i ! j * = 0; (4) for each X ∈ C, there are triangles
The following criteria for existence of recollements of derived categories are described by Hügel, Koenig, and Liu in [13, 14, 17] , and by Nicolás and Saorín in [23, 24] . (1) T 1 is compact (i.e., quasi-isomorphic to an object in K b ( A P )), and excep-
In the situation that A has finite global dimension, a recollement of D(A) restrict to a recollement of the bounded derived category, and we have the following result. (1) Both T 1 and T 2 are compact and exceptional;
Now we apply the above results to a triangular matrix algebra A = (B, C, M ).
Proposition 3.4. Let A = (B, C, M ) be a triangular matrix algebra. Then D(A) has the following recollement:
Moreover, if pd C M < ∞, then D(A) has another recollement as below:
Proof. This is a direct application of Theorem 3.2. For the first recollement, we let T 1 = A1 B and T 2 = A1 C , both of which are compact objects in D(A). Proof. Since for both B and C, it is obvious End A (B)
op ∼ = B and End A (C) op ∼ = C, we only need to check the last two conditions. For C these two conditions are true since C = A1 C is projective. Therefore, ϕ is a homological epimorphism.
Take a minimal projective resolution P • for B. Clearly, P 0 = A1 B , and P i is contained in add(A1 C
In many cases we are more interested in bounded derived categories of finitely generated modules, so we ask if the above recollements restrict to D b (A). By Corollary 2.7 in [14] , if A has finite global dimension, the answer is yes. But clearly this condition is not necessary. (1) The recollement (3.1) restricts to
if and only if M as a right B-module has finite projective dimension, where
, and i * is the inclusion functor. (2) The recollement (3.2) restricts to
if and only if M as a left C-module has finite projective dimension, where
, τ ! and ι * are inclusion functors.
Recollements in this proposition are exactly the derived versions of the recollements (2.1) and (2.2); see [26] . For convenience of the reader, we give an alternative proof by Theorem 2.7 in [25] (with little modification), avoiding introducing the more complicated comma categories. The left (resp., right) eAe-module eA (resp., Ae) has finite projective dimension. Then there exists a recollement
, and i * is the inclusion functor. Conversely, if there exists such a recollement, then conditions (1-3) must be true.
Using this result, we can prove Proposition 3.6.
Proof. Let e = 1 B . Then eAe = B and A/AeA = C. We claim that conditions (1-4) in Theorem 3.7 hold if and only if pd M B < ∞ (denoted by ( * )). The first statement in Proposition 3.6 follows from this claim by Theorem 3.7.
Condition (2) is always true by Lemma 3.5.
is always true as well. Therefore, it is sufficient to show that both (1) and (4) are equivalent to ( * ). Since A C is projective and C A has first syzygy M A , The second statement is proved similarly by letting e = 1 C in Theorem 3.7. Again, we show that conditions (1-4) in Theorem 3.7 hold if and only if pd C M < ∞ (denoted by (⋄)).
By the proof of Lemma 3.5, (2) is true. According to [15] we call an algebra A derived simple (resp., bounded derived simple) if the unbounded derived category D(A) (resp., the bounded derived category D b (A)) has no nontrivial recollements by derived module categories of algebras. For finite dimensional algebras, the derived simple property implies bounded derived simple property; see Corollary 3.7 in [14] . By Propositions 3.4 and 3.6, we know that a nontrivial triangular matrix algebra A = (B, C, M ) is never derived simple, and when M as a left C-module or as a right B-module has finite projective dimension, then A is not bounded derived simple. In particular, we deduce: 3 To show that B has no self-extension we do not use the assumption that pd C M < ∞. Corollary 3.8. Let A be a finite dimensional algebra. If A has a simple projective module or a simple injective module, then it is not bounded derived simple, and hence not derived simple.
Proof. Without loss of generality we assume that A is basic. Suppose that it has a simple projective module which corresponds to a primitive idempotent e ∈ A. Define f = 1 A − e. Then A = (f Af, eAe, eAf ) is a triangular matrix algebra (the one-point extension) with eAe ∼ = k. By the second statement of Proposition 3.6, A is not bounded derived simple. The case that A has a simple injective module can be proved using the first statement of Proposition 3.6.
In the rest of this section we show that the torsion theory (C -mod, B -mod) of A -mod gives rise to a torsion theory of D b (A). First we recall the definition of torsion theories of triangulate categories from [5] . Definition 3.9. A pair (T , F ) of additive full subcategories in a triangulated category C is a torsion theory if the following conditions hold:
with T X ∈ T and F X ∈ F .
As before, let A = (B, C, M ). Let T (resp., F ) be the full subcategory of D b (A) constituted of objects T (resp., F ) such that the cohomologies H i (T ) ∈ C -mod (resp., H i (F ) ∈ B -mod). Then we have: Proof. We check that (T , F ) satisfies the three conditions in the previous definition. The second one is obvious. Let T ∈ T and F ∈ F . We check (1) by using induction on the lengths of complexes representing T and F . If both T and F has length 1, applying suitable degree shift we may assume that T is a C-module (regarded as a stalk complex in D b (A) concentrated in degree 0), and
, which is 0 for i 0. For i 1, since for a minimal projective resolution P
• of T , all P s ∈ add(C), we deuce Hom A (Ω s (T ), M ) = 0, where Ω is the Heller operator, and conclude that all extension group vanishes. Now suppose that (1) is true for all stalk complexes T ∈ T and for all complexes in F with length at most n 1. Take F ∈ F to be a complex of length n + 1. Applying a suitable truncation functor we obtain a triangle
such that both F ′ and F ′′ have length at most n. Furthermore, they both are contained in F by the definition of F . Applying Hom D b (A) (T, −) to it we get a long exact sequence
By induction, the first term and the last term are 0, so is the middle term. Thus, (1) is true for stalk complexes in T and all objects in F . Using the similar induction on the lengths of complexes in T , we conclude that (1) is true. Take an arbitrary object X ∈ D b (A). To construct the triangle in (3), we still use induction on the length of X. When it has length 1, without loss of generality we assume that X is an A-module. Then the short exact sequence 0 → 1 C X → X → 1 B X → 0 gives rise to the triangle. Suppose the conclusion is true for all complexes in D b (A) with lengths at most n. If X has length n + 1, we apply a suitable truncation functor and axioms of triangulate categories to get a triangle
where X ′ , X ′′ ∈ D b (A) have lengths at most n. By induction, X ′′ and X ′ [1] have two triangles
and
with T ′ , T ′′ ∈ T and F ′ , F ′′ ∈ F . Applying Hom D b (A) (T ′′ , −) to the second triangle we get an exact sequence
The last term is 0, so Hom
). In particular, the map αδ : T ′′ → X ′ [1] factors through β, and we get a commutative square:
By the Nine Lemma (1.1.11 in [4] ), it extends to the following commutative diagram where all rows and columns are triangles:
We claim the first column is the triangle we want. It suffices to show T ∈ T and F ∈ F . That is, H i (T ) ∈ C -mod and H i (F ) ∈ B -mod. But from the first row we have the following exact sequence with only finitely many nonzero terms
Since all cohomologies of T ′′ and T ′ are contained in C -mod, so is T . Similarly applying the cohomology functor to the third row we deduce that F ∈ F . The conclusion then follows from induction.
By considering the homotopy category of perfect complexes, we get the following torsion theory for K b ( A P ). If A has finite global dimension, this is another torsion theory of D b (A).
Proof. This is straightforward since Hom K b (AP ) (A1 B , A1 C [n]) = 0 for all n ∈ Z, and A1 B (resp., A1 C ) generates Tria(A1 B ) (resp., Tria(A1 C )).
These two torsion theories will play an important role when we construct tilting complexes and derived equivalences in next section.
Tilting Complexes and Derived Equivalences
The main task of this section is to construct derived equivalences between different triangular matrix algebras. By Rickard's fundament result (see [28, 29] ), derived equivalences are induced by tilting complexes. That is, objects T ∈ D b (A) which are compact, exceptional, and satisfy Tria(T ) = K b ( A P ). Tilting modules, when regarded as stalk complexes in D b (A) concentrated in degree 0, are special examples of tilting complexes.
In [19] we constructed a special type of tilting modules for certain triangular matrix algebras. We briefly describe the construction here. Suppose that the triangular matrix algebra A = (B, C, M ) satisfies the following two conditions: C is a self-injective local algebra (so it is a Frobenius algebra), and M as a left Cmodule has a free summand. In [19] we proved that T = A1 B ⊕τ −1 (A1 C ) is a tilting module, where τ is the Auslander-Reiten translation. Since this construction is a reasonable generalization of APR tilting modules originated in [1] , they are called by us generalized APR tilting modules. By a result of Happel and Unger in [12] , we know that the regular module A and this generalized APR tilting module are the only possibilities to complete the almost complete tilting module A1 B to a tilting module.
We want to know whether the algebra E = End A (T ) op for the generalized APR tilting module T is still a triangular matrix algebra glued by End
In general the answer is no, as explained in the following example.
Example 4.1. Let A be the path algebra of the following quiver with relations βα = 0, αβ = 0, and γα = 0.
This is a triangular matrix algebra with left projective modules
and right projective modules
Take a right projective presentation of the simple module S z , and apply the functor Hom A (−, A A ) to this presentation. Eventually we get the structure of τ −1 (S z ) = y x , isomorphic to the quotient A1 y /S z . The APR tilting module T = A1 x ⊕ A1 y ⊕ A1 y /S z has endomorphism algebra isomorphic to the path algebra of the following quiver with relations βγ = γα = 0, which is not a triangular matrix algebra.
The following proposition answers under what conditions the opposite algebra of the endomorphism algebra of a generalized APR tilting module is a triangular matrix algebra glued by End A (τ −1 (A1 C )) op and B.
Proposition 4.2. Let A = (B, C, M ) be a triangular matrix algebra such that C is a self-injective local algebra, and M as a left C-module has a free summand. Then
op is a triangular matrix algebra glued by
op and B if and only if M as a right B-module is projective.
Recall the construction of τ −1 (A1 C ) (described in [19] ) as follows. Since C = A1 C is self-injective and local, DC ∼ = C op , the opposite algebra of C, where D = Hom k (−, k). Therefore, DC has the following projective presentation as a right A-module:
where P 1 is a projective cover of M B . Applying the functor Hom A (−, A A ) we get:
Note that the first term Hom A (DC, A A ) = 0 by the given assumption that M has a free summand as a left C-module, and the second term is isomorphic to A1 C = C. Therefore, the above sequence turns out to be:
which is a minimal projective resolution of τ −1 (C). We remind the reader that this sequence in general is not almost split although it has the same leading and ending terms as the almost split sequence. For an example, see Example 4.6 in [19] .
op is a triangular matrix algebra glued by End A (τ −1 (A1 C )) op and B if and only if Hom A (τ −1 (C), A1 B ) = 0 since Hom A (A1 B , τ −1 (C)) = 0 (see Section 4 of [19] ). Applying the functor Hom A (−, A1 B ) to the above projective resolution we get
But the last term is 0 since by the given condition τ −1 (C)⊕A1 B is a tilting module. Therefore, the first term is 0 if and only if
In the left side, from the construction P 1 ∈ add(1 B A). Therefore, Hom A (P 1 , A A ) ∈ add(A1 B ), and hence
If E is a triangular algebra glued by End A (τ −1 (A1 C )) op and B, then from (4.1) and (4.2) we know M ∈ add(B B ) is projective as a right B-module. Conversely, if M is a right projective B-module, then it is a right projective A-module as well, so
That is, (4.1) is true. This finishes the proof.
We remind the reader that even if M is not a right projective B-module, the endomorphism algebra of the generalized APR tilting module may probably be a triangular matrix algebra. Here is an example. Example 4.3. Let A be the path algebra of the following quiver with relation βα = 0, which is a triangular matrix algebra glued by B = (1 x + 1 y )A(1 x + 1 y ) and C = 1 z A1 z ∼ = k. The bimodule spanned by β is not a right projective B-module.
By computation, τ −1 (z) = y, and the endomorphism algebra of the APR tilting module is the path algebra of the above quiver without relations, which is clearly a triangular matrix algebra. But it is not glued by End A (A1 x ⊕ A1 y ) and End A (τ −1 (z)).
We check that Hom
It is well known that tilting modules induce derived equivalences (see [11] ), so we have: Corollary 4.4. Let A be as in Proposition 4.1 and suppose that M as a right Bmodule is projective. Then the A = (B, C, M ) is derived equivalent to the triangular matrix algebra
Since A = (B, C, M ) is glued by two algebras B and C, we want to find relationships between tilting complexes of A and tilting complexes of B and C. A question of particular interest to us is to describe a way to glue a tilting complex of B and a tilting complex of C to acquire a tilting complex of A. This strategy has been described in [13] for general recollements. Here we use the same strategy to obtain tilting objects, and show that they give rise to derived equivalences between triangular matrix algebras.
Lemma 4.5. Let A be a finite dimensional algebra and suppose that D b (A) has the following recollement
We have: 
. Therefore, these two objects are compact. The second statement can also be proved by adjunction. For n = 0, we have:
In the rest of this section fix A = (B, C, M ) to be a triangular matrix algebra. We have the following correspondence for compact exceptional objects. Since j * is also an inclusion functor in our situation, Z is exceptional if and only if so is j ! (Z). If Z is compact, there is a perfect complex P
• in D b (B) quasi-isomorphic to Z. Since by our assumption M as a left C-module is of finite projective dimension, B as a left A-module has finite projective dimension as well. Therefore, P
• , regarded as an object in D b (A), is quasi-isomorphic to a perfect complex Q • , and hence is compact. Consequently, j * (Z) is quasi-isomorphic to Q
• and is compact. Conversely, if j * (Z) is compact, then Z ∼ = j * j * (Z) is also compact by the previous lemma. This finishes the proof.
From now on we suppose that M as a left C-module has finite projective dimension. Therefore, we have the following recollement
. Note that B = 1 B A, so both j * = R Hom B (1 B A, −) and i * are inclusion functors. To simplify notation, we identify objects and theirs images under these two functors. That is, we write Y (resp., Z) instead of i * (Y ) (resp., j * (Z)).
Let Y ∈ D b (C) be a tilting complexes of C and let Z ∈ D b (B) be a tilting complex of B. From the above proposition we know that both Y = i * (Y ) and j ! (Z) are compact and exceptional objects. However, in general the object X = Y ⊕ j ! (Z) (here we identify i * (Y ) with Y ) is not a tilting complex in D b (A). The following theorem gives a sufficient and necessary condition for X to be a tilting complex. 
Proof. By the previous proposition, both Y = i * (Y ) and j ! (Z) are compact objects in D b (A), so is their direct sum. Note that Tria(Z) = K b ( B P ), which is equivalent to Tria(A1 B ) as explained in the proof of the previous proposition. Moreover, j ! is a triangulated equivalence of these two categories. Therefore, Tria(j ! (Z)) = Tria(A1 B ). In particular, A1 B ∈ Tria(j ! (Z)). Clearly,
tilting complex if and only if Hom
The first two terms are zero for i = 0 by the previous proposition. We claim that
11. This establishes the first if and only if condition. Now we show the second if and only if condition. The above recollement gives rise to a triangle for the object j ! (Z) as follows:
As before, we identify objects and their images under i * or j * . Also note that j * j ! is isomorphic to the identity functor. Thus the above triangle is simplified to:
Applying the functor Hom D b (A) (Y, −) to this triangle we get an exact sequence:
for all n ∈ Z. This implies the second if and only if condition. The last statement comes from Rickard's theorem; see Theorem 4.9 in [16] for a version for left modules.
The structure of i ! j ! (Z) has a very explicit description. Let
is the right derived functor of the exact functor Hom A (A1 C , −). Therefore,
That is, i ! j ! (Z) up to quasi-isomorphism is a bounded complex each term of which is contained in add(M ).
If we consider the object Z ⊕ Y (identified with j * (Z) ⊕ i * (Y )), we get a similar conclusion as follows. It remains to prove that Tria(Y ⊕ Z) = K b ( A P ). This is also clear. Indeed, B ∈ Tria(Z), and C ∈ Tria(Y ). Since M has finite projective dimension as a Cmodule, M ∈ Tria(Y ) as well. The extension of B by M gives A1 B . Consequently,
We apply the above theorems to a few cases which are of most interest to people. The last isomorphism follows from the fact that the surjective map ϕ : A → A/A1 B A ∼ = C is a homological epimorphism; see Lemma 3.5. Now the conclusion follows from Theorem 4.8.
This corollary unifies some separate results in [2, 18, 22] as follows. Note that There is a little difference because in those papers the authors mainly work on right modules, and we work on left modules instead.
When s = 1, the above corollary tells us that B ⊕ T [1] is a tilting complex if and only if Ext This is Theorem 2.1 in [2] .
We remind the reader that not all tilting complexes in D b (A) can be obtained by this construction. Indeed, what we acquired up to now are some tilting objects giving derived equivalences between triangular matrix algebras. But a triangular matrix algebra can be derived equivalent to an algebra which is not a triangular matrix algebra, as shown in Example 4.1. Moreover, not all tilting complexes inducing derived equivalences between triangular matrix algebras can be constructed in this way. For instance, Proposition 4.2 and Corollary 4.4 assert that the generalized APR tilting module A1 B ⊕ τ −1 (A1 C ) brings a derived equivalence between two triangular matrix algebras. But it clearly cannot be obtained by the above construction since the only tilting complex (up to degree shift) in D b (C) is C itself, which is not a summand of the tilting complex described in Theorems 4.7 and 4.8.
The reader may want to decompose tilting complexes in D b (A) to tilting complexes in D b (B) and D b (C) using functors j * , i * and i ! . Unfortunately, this is not the case in general. For example, if we apply the functor i * = C ⊗ L A − to the generalized APR tilting module T we will get 0, since T is generated by 1 B T and hence C ⊗ Example 4.13. Let A be the following quiver with relation βα = 0. Let B be the algebra spanned by 1 x , and let C = 1 y , β, 1 z . Then A is a triangular matrix algebra with M = α .
x α / / y β / / z . In the end of this section we describe several algebras satisfying the assumption in the previous proposition. 1. This happens if and only if 1 C T ∈ add( C C), which is clearly a tilting C-module.
