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Abstract
In this paper we consider a new, bio-inspired computing model: the accepting network of splicing processors. We define two
computational complexity classes based on this model and show how they are related to the classical ones defined for Turing
machines, namely NP and PSPACE. Furthermore, we approach the topic of problem solving using these newly defined devices. In
this context, a linear time solution for one of the most interesting NP-complete problems, the SAT problem, is presented. The results
presented here suggest once more that nondeterminism might be approached in a deterministic way by means of multiplicities.
c© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper, we substitute the evolutionary processor placed in every node of a network of evolutionary processors
(NEP for short) by a splicing processor. The origin of networks of evolutionary processors is twofold. In [6] we
consider a computing model inspired by the evolution of cell populations, which might model some properties of
evolving cell communities at the syntactical level. Informally, at any moment in time, the evolutionary system is
described by a collection of words, where each word represents the DNA of one cell. Cells belong to species and their
community evolves according to mutations and division which are defined by operations on words. Only those cells
which are represented by a word in a given set of words, called the genotype space of the species, are accepted as
surviving (correct) ones. This feature parallels with the natural process of evolution.
On the other hand, a basic architecture for parallel and distributed symbolic processing, related to the Connection
Machine [13] as well as the Logic Flow paradigm [8], consists of several processors, each of them being placed in
a node of a virtual complete graph, which are able to handle data associated with the respective node. Each node
processor acts on the local data in accordance with some predefined rules, and then local data becomes a mobile agent
which can navigate in the network following a given protocol. Only such data can be communicated which can pass a
filtering process. This filtering process may require satisfaction of some conditions imposed by the sending processor,
by the receiving processor or by both of them. All the nodes simultaneously send their data and the receiving nodes
also simultaneously handle all the arriving messages, according to some strategies, see, e.g., [9,13].
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In [1] (see also the further developments [2,3,7,18]), we modify this concept (considered in [5] from a formal
language theory point of view) in the following way inspired from cell biology. Each processor placed in a node is a
very simple processor, an evolutionary processor. By an evolutionary processor we mean a processor which is able to
perform very simple operations, namely point mutations in a DNA sequence (insertion, deletion or substitution of a
pair of nucleotides). More generally, each node may be viewed as a cell having genetic information encoded in DNA
sequences which may evolve by local evolutionary events, that is point mutations. Each node is specialized just for
one of these evolutionary operations. Furthermore, the data in each node is organized in the form of multisets of words
(each word appears in an arbitrarily large number of copies), and all copies are processed in parallel such that all the
possible events that can take place do actually take place. Obviously, the computational process described here is not
exactly an evolutionary process in the Darwinian sense. But the rewriting operations we have considered might be
interpreted as mutations and the filtering process might be viewed as a selection process. Recombination is missing
but it was asserted that evolutionary and functional relationships between genes can be captured by taking only local
mutations into consideration [20]. Consequently, networks of evolutionary processors might be viewed as bio-inspired
computing models.
Here we replace the point mutations associated with each node by the missing operation mentioned above, that of
splicing. This new processor is called here a splicing processor. This computing model is similar to some extent to
the test tube distributed systems based on splicing introduced in [4] and further explored in [19]. However, there are
several differences: first, the model proposed in [4] is a language generating mechanism while ours is an accepting
one; second, we use a single splicing step, while every splicing step in [4] is actually an infinite process consisting of
iterated splicing steps; third, each splicing step in our model is reflexive; fourth, the filters of our model are based on
random context conditions while those considered in [4] are based on membership conditions; fifth, at every splicing
step a set of auxiliary words, always the same and proper to every node, is available for splicing. We want to stress
from the very beginning that the splicing processor we discuss here is a mathematical object only and the biological
hints presented above are intended to explain in an informal way how some biological phenomena are sources of
inspiration for our mathematical computing model. We do not claim that this model is either close to the biological
reality or can be implemented in a laboratory.
In a series of papers, there have been presented linear time solutions to some NP-complete problems using NEPs.
Solutions are given for the Bounded Post Correspondence Problem in [1], for the “3-colorability problem” in [2] (with
simplified networks), and for the Common Algorithmic Problem in [18]. These solutions are based on generating
NEPs. The work [16] proposes linear time solutions to two more NP-complete problems, namely 3CNF-SAT and
the HPP (Hamiltonian Path Problem), based on accepting networks of evolutionary processors (ANEP) having all
resources (size, number of rules and symbols) linearly bounded by the size of the given instance. However, [16]
presents for the first time such solutions based on ANEPs, and more importantly, by the definition of ANEPs, one can
evaluate the descriptional (number of nodes, rules, symbols) and computational (time) complexity of these ANEPs
with respect to their input word which is actually the given instance of the problem.
In this paper, following the same line of research from [15], we extend the results presented in [17]. First, we
present several results which relate the complexity classes defined for ANSPs to the classical complexity classes NP
and PSPACE. More precisely, we show that the classes defined for ANSPs and Turing machines are identical. Then,
we consider ANSPs as problem solvers and present a linear time uniform solution for SAT, having the property that
the underlying structure of the ANSP that solves the problem depends only on the number of variables in the input
formula. The other resources of the ANSP solving SAT (size, number of symbols, number of words and splicing rules
in every node) are also linearly bounded by the instance size; however, since any word and auxiliary word appears in an
arbitrarily large number of copies, one can generate in linear time, by parallelism and communication, an exponential
number of words each of them having an exponential number of copies. Once more, it turns out that multiplicities
may be considered as a deterministic view of nondeterminism (see also [14]).
2. Basic definitions
We start by summarizing the notions used throughout the paper. An alphabet is a finite and nonempty set of
symbols. The cardinality of a finite set A is written card(A). Any finite sequence of symbols from an alphabet V is
called a word over V . The set of all words over V is denoted by V ∗ and the empty word is denoted by ε. The length
of a word x is denoted by |x | while alph(x) denotes the minimal alphabet W such that x ∈ W ∗.
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A nondeterministic Turing machine is a construct M = (Q, V,U, δ, q0, B, F), where Q is a finite set of states, V
is the input alphabet, U is the tape alphabet, V ⊂ U , q0 is the initial state, B ∈ U \ V is the “blank” symbol, F ⊆ Q
is the set of final states, and δ is the transition mapping, δ : (Q \ F)×U → 2Q×(U\{B})×{R,L}. The variant of a Turing
machine we use in this paper can be described intuitively as follows: it has a tape divided into cells that may store
symbols from U (each cell may store exactly one symbol from U ). The tape is semi-infinite, namely it is bounded to
the left (there is a leftmost cell) and unbounded (arbitrarily long) to the right. The machine has a a central unit which
can be in a state from a finite set of states, and a reading/writing tape head which can scan in turn the tape cells. This
head cannot go beyond the left-hand end of the tape. Also, the head cannot write blank symbols. The input is a word
over V stored on the tape starting with the leftmost cell while all the other tape cells initially contain the symbol B.
When M starts a computation, the tape head scans the leftmost cell and the central unit is in the state q0. The
machine performs moves; a move depends on the contents of the cell currently scanned by the tape head and the
current state of the central unit. A move consists of: change the state, write a symbol from U on the current cell and
move the tape head one cell either to the left (provided that the cell scanned was not the leftmost one) or to the right.
An input word is accepted iff after a finite number of moves the Turing machine enters a final state. An instantaneous
description (ID for short) of a Turing machine M as above is a word over (U \ {B})∗Q(U \ {B})∗. Given an ID αqβ,
this means that the tape contents is αβ followed by an infinite number of cells containing the blank symbol B, the
current state is q , and the symbol currently scanned by the tape head is the first symbol of β provided that β 6= ε, or
B, otherwise.
A splicing rule over the alphabet V is a quadruple written in the form σ = [(x, y); (u, v)], where x, y, u, v are
words over V . Given a splicing rule σ over V as above and a pair of words (w, z) over the same alphabet V we define
the action of σ on (w, z) by:
σ(w, z) = {t | w = αxyβ, z = γ uvδ for some words α, β, γ, δ over V and t = αxvδ or t = γ uyβ}.
This action on pair of words can be naturally extended to a language L by
σ(L) =
⋃
w,z∈L
σ(w, z).
Furthermore, if M is a finite set of splicing rules over V , then we set
M(L) =
⋃
σ∈M
σ(L).
For two disjoint and nonempty subsets P and F of an alphabet V and a word w over V , we define the predicates
ϕ(1)(w; P, F) ≡ P ⊆ alph(w) ∧ F ∩ alph(w) = ∅
ϕ(2)(w; P, F) ≡ alph(w) ∩ P 6= ∅ ∧ F ∩ alph(w) = ∅.
The construction of these predicates is based on random-context conditions defined by the two sets P (permitting
contexts/symbols) and F (forbidding contexts/symbols). Informally, the former condition requires that all symbols
are permitting and no forbidding symbol is present in w, while the latter is a weaker variant such that at least one
permitting symbol appears in w but still no forbidding symbol is present in w.
For every language L ⊆ V ∗ and β ∈ {(1), (2)}, we define:
ϕβ(L , P, F) = {w ∈ L | ϕβ(w; P, F)}.
A splicing processor over V is a 6-tuple (S, A, P I, F I, PO, FO), where:
– S is a finite set of splicing rules over V .
– A is a finite set of auxiliary words over V . These auxiliary words are to be used by this splicing processor for
splicing.
– P I, F I ⊆ V are the input permitting/forbidding contexts of the processor, while PO, FO ⊆ V are the output
permitting/forbidding contexts of the processor (with P I ∩ F I = ∅ and PO ∩ FO = ∅).
We denote the set of splicing processors over V by SPV .
An accepting network of splicing processors (ANSP for short) is a 9-tuple Γ = (V,U, <,>,G,N , α, x I , xO),
where:
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• V andU are the input and network alphabet, respectively, V ⊆ U , and, also,<,>∈ U \V are two special symbols.
• G = (XG , EG) is an undirected graph without loops with the set of nodes XG and the set of edges EG . Each edge
is given in the form of a binary set. G is called the underlying graph of the network.
• N : XG −→ SPU is a mapping which associates with each node x ∈ XG the splicing processor N (x) =
(Sx , Ax , P Ix , F Ix , POx , FOx ).
• α : XG −→ {(1), (2)} defines the type of the input/output filters of a node. More precisely, for every node, x ∈ XG ,
the following filters are defined:
input filter: ρx (·) = ϕβ(x)(·; P Ix , F Ix ),
output filter: τx (·) = ϕβ(x)(·; POx , FOx ).
That is, ρx (w) (resp. τx ) indicates whether or not the word w can pass the input (resp. output) filter of x . More
generally, ρx (L) (resp. τx (L)) is the set of words of L that can pass the input (resp. output) filter of x .
• x I , xO ∈ XG are the input and the output node of Γ , respectively.
We say that card(XG) is the size of Γ . If α is a constant function, then the network is said to be homogeneous. In the
theory of networks some types of underlying graphs are common, e.g., complete, rings, stars, grids, etc. Networks of
evolutionary processors with underlying graphs having these special forms have been considered in [1–3,7,18]. We
focus here on complete ANSPs, i.e., ANSPs having a complete underlying graph (every two nodes are connected)
denoted by Kn , where n is the number of nodes.
A configuration of a ANSP Γ as above is a mapping C : XG −→ 2U∗ which associates a set of words with
every node of the graph. A configuration may be understood as the sets of words which are present in any node at a
given moment. Given a word w ∈ V ∗, the initial configuration of Γ on w is defined by C (w)0 (x I ) = {< w >} and
C (w)0 (x) = ∅ for all x ∈ XG \ {x I }. Notice that the auxiliary words do not appear in any configuration.
A configuration can change either by a splicing step or by a communication step. When changing by a splicing step,
each component C(x) of the configuration C is changed in accordance with the set of splicing rules Mx associated
with the node x and the set Ax . Formally, we say that the configuration C ′ is obtained in one splicing step from the
configuration C , written as C H⇒ C ′, iff
C ′(x) = Sx (C(x) ∪ Ax ) for all x ∈ XG .
Since each word present in a node, as well as each auxiliary word, appears in an arbitrarily large number of identical
copies, all possible splicings are assumed to be done in one splicing step.
When changing by a communication step, each node processor x ∈ XG sends one copy of each word it has, which
is able to pass the output filter of x , to all the node processors connected to x and receives all the words sent by any
node processor connected with x providing that they can pass its input filter.
Formally, we say that the configuration C ′ is obtained in one communication step from configuration C , written as
C ` C ′, iff
C ′(x) = (C(x) \ τx (C(x))) ∪
⋃
{x,y}∈EG
(τy(C(y)) ∩ ρx (C(y))) for all x ∈ XG .
Notice that, according to this definition, all the strings that can go out of a node go out even if they cannot pass any
input filter (so they are “lost”).
Let Γ be an ANSP, the computation of Γ on the input word w ∈ V ∗ is a sequence of configurations
C (w)0 ,C
(w)
1 ,C
(w)
2 , . . . , where C
(w)
0 is the initial configuration of Γ on w, C
(w)
2i H⇒ C (w)2i+1 and C (w)2i+1 ` C (w)2i+2,
for all i ≥ 0. By the previous definitions, each configuration C (w)i is uniquely determined by the configuration C (w)i−1.
In other words, each computation in an ANSP is deterministic. A computation halts (and it is said to be finite) if one
of the following two conditions holds:
(i) There exists a configuration in which the set of words existing in the output node xO is non-empty. In this case,
the computation is said to be an accepting computation.
(ii) There exist two consecutive identical configurations.
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The language accepted by Γ is
La(Γ ) = {w ∈ V ∗ | the computation of Γ on w is an accepting one}.
We say that an ANSP Γ decides the language L ⊆ V ∗, and write L(Γ ) = L iff La(Γ ) = L and the computation of
Γ on every x ∈ V ∗ halts.
The reader is referred to [11,12] for the classical time and space complexity classes defined on the standard
computing model of Turing machines.
In a similar way, we define two computational complexity measures using ANSP as the computing model. To this
end, we consider an ANSP Γ with the input alphabet V that halts on every input. The time complexity of the finite
computation C (x)0 , C
(x)
1 , C
(x)
2 , . . . ,C
(x)
m of Γ on x ∈ V ∗ is denoted by TimeΓ (x) and equals m. The length complexity
of the above computation is defined by
LengthΓ (x) = max{|w| : w ∈ C (x)i (z), 1 ≤ i ≤ m, z ∈ XG}.
The time complexity of Γ is the partial function from N to N,
TimeΓ (n) = max{TimeΓ (x) | x ∈ V ∗, |x | = n}.
For a function f : N −→ N we define
TimeANSP( f (n)) = {L | L = L(Γ ) for an ANSP Γ with TimeΓ (n) ≤ f (n) for some n ≥ n0}.
Moreover, we write PTimeANSP =
⋃
k≥0
TimeANSP(nk).
Analogously, the length complexity of Γ is the partial function from N to N,
LengthΓ (n) = max{LengthΓ (x) | x ∈ V ∗, |x | = n}.
For a function f : N −→ N we define
LengthANSP( f (n)) = {L | L = L(Γ ) for an ANSP Γ with LengthΓ (n) ≤ f (n) for some n ≥ n0}.
Moreover, we write PLengthAHNEP =
⋃
k≥0
LengthANSP(n
k).
It is easy to note that for any ANSP Γ , if TimeΓ is bounded by a linear polynomial, then LengthΓ is also linearly
bounded.
3. Complexity results
The first result of this section proves that ANSPs are computationally complete.
Theorem 1. For any Turing machine M there exists an ANSP that accepts exactly the same language as M does.
Proof. Let M = (Q, V,U, δ, q0, B, F) be a Turing machine accepting the language L .
We define the following alphabet:
• U ′ = U ∪ {<,>, $, #,⊥, >′} ∪ {<q | q ∈ Q} ∪ {<q,b,R | q ∈ Q, b ∈ U \ {B}} ∪ {<q,L | q ∈ Q}.
We now consider the ANSP Γ = (V,U ′, <,>, K2|U |+2,N , α, In,Out), where K2|U |+2 is the complete graph with
2|U | + 2 nodes: {In,Out, Sim,Res} ∪ {RInsb | b ∈ U \ {B}} ∪ {LInsb | b ∈ U \ {B}}. The other parameters of this
ANSP are defined as follows:
• In
. SIn = {[(<, ε); (<q0 , #)], [(ε,>); (#, B$ >′)]},
. AIn = {<q0 #, #B$ >′},
.
{
P IIn = ∅, F IIn = U ′,
POIn = {<q0 , B, $}, FOIn = {<},
. α(In) = (1).
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• Out
. SOut = ∅,
. AOut = ∅,
.
{
P IOut = {<q f | q f ∈ F}, F IOut = ∅,
POOut = ∅, FOOut = ∅,
. α(Out) = (2).
• Sim
. SSim = {[(<q a, X); (<q1,b,R, #)] | (q1, b, R) ∈ δ(q, a), q ∈ Q, a, X ∈ U }∪
{[(<q a, X); (<q1,L b, #)] | (q1, b, L) ∈ δ(q, a), q ∈ Q, a, X ∈ U }∪
{[(<q B, $); (<q1,b,R B, #)] | (q1, b, R) ∈ δ(q, B), q ∈ Q}∪
{[(<q B, $); (<q1,L bB, #)] | (q1, b, L) ∈ δ(q, B), q ∈ Q},
. ASim = {<q,b,R # | q ∈ Q, b ∈ V }∪ {<q,L b# | q ∈ Q, b ∈ V }∪
{<q,b,R B# | q ∈ Q, b ∈ V }∪ {<q,L bB# | q ∈ Q, b ∈ V },
.

P ISim = {<q | q ∈ Q}, F ISim = ∅,
POSim = {<q,b,R | q ∈ Q, b ∈ U }∪ FOSim = {<q | q ∈ Q} ∪ {#},
{<q,L | q ∈ Q},
. α(Sim) = (2).
• Res
. SRes = {[(X,⊥); (#, >′)] | X ∈ U ∪ {$}},
. ARes = {# >′},
.
{
P IRes = {⊥}, F IRes = ∅,
PORes = {>′}, FORes = {#},
. α(Res) = (2).
• LInsb
. SLInsb = {[(X, b >′); (#,⊥)] | X ∈ U ∪ {$}}∪
{[(<q,L , X); (<q b, #)] | q ∈ Q, X ∈ U },
. ALInsb = {#⊥} ∪ {<q b# | q ∈ Q},
.
{
P ILInsb = {<q,L | q ∈ Q}, F ILInsb = ∅,
POLInsb = {⊥}, FOLInsb = {<q,L | q ∈ Q} ∪ {#},
. α(LInsb) = (2).
• RInsb
. SRInsb = {[(X, >′); (#, b⊥)] | X ∈ U ∪ {$}}∪
∪{[(<q,b,R, X); (<q , #)] | q ∈ Q, X ∈ U },
. ARInsb = {#b⊥} ∪ {<q # | q ∈ Q},
.
{
P IRInsb = {<q,b,R | q ∈ Q}, F IRInsb = ∅,
PORInsb = {⊥}, FORInsb = {<q,b,R | q ∈ Q} ∪ {#},
. α(RInsb) = (2).
In the following we prove that the ANSP constructed above accepts the same language as M does. To this end,
we assume that the input word of Γ is w ∈ V ∗. The computation of Γ on w can be structured in three phases, as we
describe below.
The first phase of the computation is a pre-preprocessing phase. In the beginning of the computation of Γ on w,
every node contains the corresponding auxiliary words only, except for In which further contains < w >. This word
will be transformed by two splicing steps (note that after the first splicing step no word is allowed to leave In) into
<q0 wB$ >′; then it verifies the conditions of the output filter and is hence sent out by this node into the network; no
other word that can leave node In is obtained in this phase.
After this first phase, the computation enters the simulation phase. At the beginning of each iteration of this phase,
we assume that in the last communication step a word from the set {<q w1B$w2 >′| q ∈ Q, w1, w2 ∈ U∗} was
broadcast into the network; note that this condition holds after the pre-processing phase for w1 = w and w2 = ε. A
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word of this form can enter only two nodes. The first possibility is to enter the output node Out, provided that q ∈ F ,
and the computation enters the accepting phase, namely the computation halts and w is accepted. In the second case,
the word enters node Sim. Here some cases should be analyzed:
(i) If w1 = aw′1, then the set of words {<q1,b,R w′1B$w2 >′| (q1, b, R) ∈ δ(q, a)} ∪ {<q1,L bw′1B$w2 >′|
(q1, b, L) ∈ δ(q, a)} is obtained in one splicing step; these words are then communicated by the node Sim. All
the other words produced in this splicing step in Sim can neither leave Sim, nor enter any further splicing, hence
they are irrelevant for the rest of our computation.
(ii) If w1 = ε, then the set of words {<q1,b,R B$w2 >′| (q1, b, R) ∈ δ(q, B)} ∪ {<q1,L bB$w2 >′| (q1, b, L) ∈
δ(q, B)} is obtained in one splicing step; these words are then communicated by the node Sim. As above, all the
other words produced in this splicing step in Sim can neither leave Sim, nor enter any further splicing.
To summarize, after a splicing step, the node Sim broadcasts in the network words of the form <q,b,R u1B$u2 >′ or
<q,L u1B$u2 >′ for some q ∈ Q, u1, u2 ∈ U∗.
The words of the form <q,b,R u1B$u2 >′ enter RInsb only, while words of the form <q,L u1B$u2 >′ enter all
the nodes LInsb, b ∈ U \ {B}. Now, after two splicing steps, a word of the form <q,b,R u1B$u2 >′ is transformed
into the word: <q u1B$u2b⊥ which is then sent out. After the same two splicing steps, each word of the form
<q,L u1B$u2 >′, with u2 = u′2b that entered LInsb is transformed into the word <q bu1B$u′2⊥ which is sent out.
Note that after a splicing step, each word <q,L u1B$u2 >′, with u2 = u′2b that entered LInsc, c 6= b, is transformed
into the word <q bu1B$u2 >′ which can neither leave LInsc nor enter any further splicing.
Now, the words broadcast by all nodes RInsb and LInsb, b ∈ U \ {B} enter the node Res, where the symbol ⊥ is
transformed into >′ and the whole process resumes.
By the considerations above we have obtained the following: in an iteration of the simulation phase, which consists
of exactly 4 splicing and 4 communication steps, the network transforms a word of the form <q w1B$w2 > into a
set of words of the form <q1 w′1B$w′2 > if and only if the ID w2qw1 of the Turing machine M is changed in one
move into the ID w′2q1w′1. No other words that can be communicated in the network are obtained. In conclusion, the
language accepted by Γ is the same as the language accepted by M . 
The ANSP constructed in the proof of Theorem 1 has several (both descriptive and computational) complexity
properties that are useful for our goal. First, it is plain that M decides L iff Γ decides L . Second, we observe that the
size of Γ is linearly bounded by the cardinality of the working alphabet of the Turing machine M (2|U |+ 2). Third, if
any accepting/rejecting computation of the Turing machine M on a word of length n requires at most f (n) steps, then
TimeΓ (n) ∈ O( f (n)). Finally, if the maximum length of a word produced during an accepting/rejecting computation
of M on a word of length n is f (n), then LengthΓ (n) ∈ O( f (n)).
These arguments prove the following properties:
Proposition 1.
1. If L ∈ N P then L ∈ PTimeANSP.
2. If L ∈ PSPACE then L ∈ PLengthANSP.
The next result states that the languages accepted by ANSPs are recursively enumerable.
Theorem 2. For any ANSP Γ , accepting the language L, there exists a Turing machine M that accepts the same
language L.
Proof. We construct a nondeterministic Turing machine M as follows:
(1) M has a finite set of states associated with each node of Γ . This set is divided into disjoint subsets such that
each filter (input or output), each rule, and each auxiliary word has an associated subset of states.
(2) The input word of Γ is initially on the tape of M . First the Turing machine places this word between the two
symbols <,>. Then, the Turing machine simulates nondeterministically its itinerary through the underlying network
of Γ . Let us suppose that the contents of the tape of M is α; the Turing machine works according to the following
strategy:
(i) When M enters a state from the subset of states associated to a rule of the node N1: [(x, y); (z, t)], it searches in
α for the occurrences of the word xy. If any such occurrence is found, and there exists an auxiliary word in the
node N1 that contains an occurrence of zt as a subword (this could be checked by storing the state associated with
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the above splicing rule, and using the states associated with the auxiliary words of the node), the splicing rule
is applied nondeterministically for any pair of such occurrences. One of the two newly obtained words, chosen
nondeterministically, becomes the word whose evolution in the network is followed from now on, and M enters
a state associated with a filter. If α does not contain any occurrence of xy, or no auxiliary word in the currently
simulated node contains zt , then M blocks the computation.
(ii) When M enters a state from the subset of states associated to a filter, it checks whether α can pass that filter. If α
cannot pass it, M blocks the computation. Note that M checks first the condition of the output filter of the current
node (sending node) and then the condition of the input filter of the receiving node (which becomes the current
node).
(iii) As soon as M has checked the input filter condition of the output node of Γ , it accepts its input word.
It is rather plain that M accepts L . 
Clearly, if Γ decides L , so does M . The following complexity related observations can be made. If Γ needs at
most f (n) steps to accept/reject any word of length n, then the Turing machine M needs at most O( f 2(n)) steps to
accept/reject the same word. This is due to the fact that in the simulation of each of the f (n) steps of the computation
of Γ , M needs to perform subword matchings in the word on its tape and to replace a part of the word on its tape with
another word; in both cases the number of steps needed to perform these operations is O( f (n)). Also, if Γ produces
words of length at most f (n) during a computation on a word of length n, then the Turing machine M will have words
of length at most f (n) on its tape.
Therefore, we can state now the following results:
Proposition 2.
1. If L ∈ PTimeANSP then L ∈ N P.
2. If L ∈ PLengthANSP then L ∈ PSPACE.
Thus, we have the main result of this paper:
Theorem 3.
1. N P = PTimeANSP.
2. PSPACE = PLengthANSP.
Although the results above show that ANSPs offer a framework for tracking difficult problems, we address the
problem of finding the most efficient algorithm for a given problem. Consequently, in the next section we present an
ANSP-based algorithm working in linear time for the classical NP-complete problem SAT.
4. Solving problems with ANSPs
We discuss briefly and informally how ANSPs could be used as problem solvers. A possible correspondence
between decision problems and languages can be done via an encoding function which transforms an instance of a
given decision problem into a word, see, e.g., [10]. We say that a decision problem is solved in linear time by ANSPs
if the following conditions are satisfied:
(1) The encoding function can be computed by a deterministic Turing machine in linear time. Therefore each instance
of the problem is linearly related to its associated word.
(2) For each instance of the problem one can effectively construct, in linear time, an ANSP which decides, again in
linear time, the word encoding the given instance. This means that the word is accepted if and only if the solution
to the given instance of the problem is “YES”. This effective construction is called a linear time solution to the
considered problem.
In this section we present a linear solutions to an NP-complete problem: SAT (Satisfiability). This is the original
NP-complete problem. It has direct applications in mathematical logic, artificial intelligence, VLSI engineering,
computing theory, etc. It can also be met indirectly in the area of constraint satisfaction problems. But it is perhaps
most important theoretically as the root problem from which all other NP-completeness proofs originate.
An instance of SAT consists of a formula E with n variables and m clauses. More precisely, the formula E is
a conjunction (i.e., ∧) of m clauses, with each being the disjunction (i.e., ∨) of several different variables or their
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negations (i.e., .¯ ) from a set of n variables. We naturally assume that each variable or its negation appear in at least
one clause. The problem asks whether or not there exists an assignment of the n boolean variables such that the m
clauses are all satisfied.
Theorem 4. SAT can be solved in linear time by ANSPs. Furthermore, the other resources (size, number of symbols,
splicing rules and auxiliary words) of the ANSPs solving a given instance of SAT are linearly bounded by the size of
the given instance of SAT.
Proof. Let V be the set of variables, V = {x1, x2, . . . , xn} and φ = (C1) ∧ (C2) ∧ · · · (Cm) be a boolean formula,
where the negation of a variable xi is denoted by x¯i . Each such formula may be viewed as a word over the alphabet
U = V ∪ V¯ ∪ {∧,∨, (, )}, where V¯ = {x¯ | x ∈ V }. We define the alphabet:
W = {[xi = 1], [xi = 0] | 1 ≤ i ≤ n} ∪U ∪ {#,↑, <,>, 1}.
We now consider the ANSP Γ = (U,W, <,>, K2n+3,N , α, In,Out), where K2n+3 is the complete graph with
the 2n + 3 nodes In, Out, Comp, (xi ← 0), (xi ← 1), 1 ≤ i ≤ n, and the other parameters are defined as follows:
• In:
. SIn = {[(<, (); (< [x1 = b], #)] | b ∈ {0, 1}}∪
{[(<, [xi = b]); (< [xi+1 = b′, #)] | i ∈ {1, . . . , n − 1}, b, b′ ∈ {0, 1}},
. AIn = {< [xi = b]# | b ∈ {0, 1}, i ∈ {1, . . . , n}},
.
{
P IIn = ∅, F IIn = W,
POIn = {[xn = b] | b ∈ {0, 1}}, FOIn = ∅,
. α(In) = (2).
• Out:
. SOut = AOut = P IOut = POOut = ∅,
. F IOut = U, FOOut = W ,
. α(Out) = (1).
• (xi ← 1):
. S(xi←1) = {[(ε, xi ) >); (#, 1) >)], [(ε, (x¯i ) >); (#,↑)], [(ε,∨x¯i ) >); (#, ) >)]} ∪ {[(ε, xk) >); (#,↑)] | 1 ≤
k 6= i ≤ n},
. A(xi←1) = {#1) >, #) >},
.
{
P I(xi←1) = {[xi = 1])}, F I(xi←1) = {[xi = 0], 1},
PO(xi←1) = ∅, FO(xi←1) = {#,↑},
. α((xi ← 1)) = (2).
• (xi ← 0):
. S(xi←0) = {[(ε,∨xi ) >); (#, ) >)], [(ε, (xi ) >); (#,↑)], [(ε, x¯i ) >); (#, 1) >)]} ∪ {[(ε, xk) >); (#,↑)] | 1 ≤
k 6= i ≤ n},
. A(xi←0) = {#1) >, #) >},
.
{
P I(xi←0) = {[xi = 0])}, F I(xi←0) = {[xi = 1], 1},
PO(xi←0) = ∅, FO(xi←0) = {#,↑},
. α((xi ← 0)) = (2).
• Comp:
. SComp = {[(ε, x ∨ 1) >); (#, 1) >)] | x ∈ V ∪ V¯ }∪ {[(ε,∧(1) >); (#, >)]}∪
{[(ε, [x1 = b](1) >); (#, [x1 = b] >)] | b ∈ {0, 1}},
. AComp = {#[x1 = b] >| b ∈ {0, 1}} ∪ {# >, #1) >},
.
{
P IComp = {1}, F IComp = ∅,
POComp = ∅, FOComp = {#, 1},
. α(Comp) = (2).
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Let us outline the working mode of Γ on the input wordw = φ.We can assume that there are no identical clauses in
φ. Roughly speaking, the algorithm implemented by this network is the following: first, all possible values are assigned
to the variables, in the node In, and, then, the formula is computed from right to left. In the initial configuration the
word < w > lies in the input node In. In the first 2n − 1 computational steps, out of which n are splicing ones, no
word can be communicated since no word can leave the node In. More precisely, after k splicing steps all words
< [xk = bk] . . . [x1 = b1]φ >
with b j ∈ {0, 1}, 1 ≤ j ≤ k are in In. After the first 2n − 1 steps each of these words will contain either [xn = 1] or
[xn = 0] hence, they can pass the output filter of In and be communicated to all the other nodes. All these words have
two parts: a prefix where either 0 or 1 is assigned to each variable, called the value-prefix, and the rest consisting of a
conjunction of clauses, called the formula-suffix, which ends with >. All the words of this form will be referred to as
correct words. Every word that contains [xk = bk], k ∈ {1, . . . , n}, in its value-prefix can enter the node (xk ← 1),
if bk = 1, the node (xk ← 0), if bk = 0, and Comp in both cases.
Let us suppose it enters (xk ← 1). We should analyze several cases according to the form of its formula-suffix:
• If the formula-suffix has the form G ∧ (F ∨ xk) >, then it is transformed into G ∧ (F ∨ 1) >.
• If the formula-suffix has the form G ∧ (xk) >, then it is transformed into G ∧ (1) >.
• If the formula-suffix has the form G ∧ (F ∨ x¯k) >, then it is transformed into G ∧ (F) >.
• If the formula-suffix has the form G ∧ (x¯k) >, then it is transformed into G∧ ↑ and this word will never leave the
node. Note that in this case the variable assignment is unsatisfactory.
It is easy to note that all the other words obtained in the splicing steps carried out in (xk ← 1) contain #, therefore
they will never leave this node. Moreover, if the formula-suffix of a word does not have a form among those analyzed
above, after a splicing step the word gets the symbol ↑ in its right-hand end and can never leave the node. The
computation carried out in the node (xk ← 0) is analogous.
We suppose that the word enters Comp. Again, several cases are to be analyzed:
• If the formula-suffix has the from G ∧ (F ∨ x ∨ 1) >, then it is transformed into G ∧ (F ∨ 1) >.
• If the formula-suffix has the from G ∧ (x ∨ 1) >, then it is transformed into G ∧ (1) >.
• If the formula-suffix has the form G ∧ (1) >, then it is transformed into G >.
• If the formula-suffix has the from (1) >, then it is transformed into >.
As in the former cases, all the other words obtained in the splicing steps carried out in Comp contain #; consequently,
they will remain in this node forever. Note that each word still containing the symbol 1 cannot leave node Comp. After
several splicing steps no symbol 1 is present in the word, it goes out from Comp and the process resumes.
In conclusion, after a word leaves one of the nodes (xk ← bk) it enters either a node (x j ← b j ) with j 6= k, or
Comp. When a word having an empty formula-suffix is obtained it enters the node Out, proving that the input formula
was satisfiable. If no such word is obtained, then the computation halts since two consecutive identical configurations
are reached. In this case, the input formula cannot be satisfied by any variable assignment.
Also we should note that after a splicing step in a node (xk ← bk), the number of occurrences of variables in
the formula-suffix of the new word either decreases by 1 and the word enters again a node (x j ← b j ), or remains
unchanged and the new word enters Comp. Here, after each splicing step this number is smaller and smaller in the
formula-suffix of the new words. To conclude, if the given formula φ is satisfiable and the number of occurrences of
the variables from V in φ is p, then after at most 2p splicing steps (or 4p computational steps) a word containing the
correct assignment of the variables satisfying φ enters Out. Actually, a deeper analysis of the ANEP described above
leads to the conclusion that, if φ is satisfiable, then the node Out receives simultaneously all correct assignments.
Summarizing, the total number of steps needed to decide whether or not a given formula φ as above is satisfiable is
4p + 2n. If the formula is not satisfiable, then the node Out remains empty and the computation halts after at most
4p + 2n + 1 steps.
We want to stress also that the other resources of Γ (size, number of symbols, number of auxiliary words and
splicing rules in every node) are linearly bounded with respect to the number of variables. This solution should be
understood correctly, we do not solve SAT in linear time and space since any word and auxiliary word appears in
an arbitrarily large number of copies, and one can generate in linear time, by parallelism and communication, an
exponential number of words each of them having an exponential number of copies. 
82 F. Manea et al. / Theoretical Computer Science 371 (2007) 72–82
It is worth mentioning that the ANEP constructed above remains unchanged for any instance with the same number
of variables. Therefore, the solution is uniform in the sense that the network, excepting the input and output nodes,
may be viewed as a “program”: according to the number of variables, we choose the filters, the splicing words and the
rules, then we assign all possible values to the variables, and compute the formula, for each assignment, from right to
left.
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