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Various parts of the CMS trigger and in particular the Level-1 hardware trigger will be upgraded to cope
with increasing luminosity, using more selective trigger conditions at Level 1 and improving the
reliability of the system. Many trigger subsystems use FPGAs (Field Programmable Gate Arrays) in the
electronics and will beneﬁt from developments in this technology, allowing us to place much more
logic into a single FPGA chip, thus reducing the number of chips, electronic boards and interconnections
and in this way improving reliability. A number of subsystems plan to switch from the old VME bus to
the new microTCA crate standard. Using similar approaches, identical modules and common software
wherever possible will reduce costs and manpower requirements and improve the serviceability of the
whole trigger system. The computer-farm based High-Level Trigger will not only be extended by using
increasing numbers of more powerful PCs but there are also concepts for making it more robust and the
software easier to maintain, which will result in better efﬁciency of the whole system.
& 2012 Elsevier B.V. All rights reserved.1. Overview of the CMS trigger system
The Compact Muon Solenoid (CMS) experiment at CERN
studies physics at TeV scale energies at the Large Hadron Collider
(LHC). For each LHC bunch crossing the trigger system has to take
the decision to reject or retain a physics event. This is done in two
stages (see Fig. 1).
The hardware based Level-1 Trigger (L1T) [1] checks for each
clock cycle of the LHC’s 40-MHz clock if the event contained any
data that should undergo further scrutiny by the High-Level
Trigger (HLT) [2]. This check is based on a subset of the data read
out at coarse resolution and coming mostly from the muon
systems and the calorimeters. In case of a positive verdict the
Level-1 Trigger sends out a ‘‘Level-1 Accept (L1A)’’ signal to read
out all parts of the CMS detector at full resolution. The L1A rate is
limited to 100 kHz. The HLT, which consists of a computer farm
running a version of the CMS analysis software, then takes a ﬁnal
decision based on the complete detector information. The events
so accepted are sent to the permanent storage. The HLT trigger
rate is limited to a few hundred Hz.
The schematic of the hardware-based Level-1 Trigger is shown
in Fig. 2. Data from the Electromagnetic Calorimeter (ECAL) and
the Hadron Calorimeter (HCAL) are combined and processed in
the Regional Calorimeter Trigger (RCT) and the Global Calorimeterll rights reserved.Trigger (GCT). Data from the three muon detector systems
(Resistive Plate Chambers (RPCs), Cathode Strip Chambers (CSCs),
and Drift Tubes (DTs)) are combined in the Global Muon Trigger
(GMT). These calorimeter and muon data plus data from beam
detectors and a few other sources not shown in Fig. 2 are then
combined in the Global Trigger (GT).
The Trigger Control System [3] in the GT checks if all parts of
the CMS detector are in a position to accept a trigger by using
feedback from the ‘‘Trigger Throttling System (TTS)’’, veriﬁes if
some additional conditions are fulﬁlled and then sends out the
L1A signal via the ‘‘Trigger, Timing and Control (TTC)’’ system [4].
An important requirement for the Level-1 Trigger is that the
decision must be sent out soon enough so that all detector data
are still available in the readout pipelines: the L1T latency is
currently limited to about 4 ms or 160 clock cycles of the LHC’s
40-MHz clock. This imposes signiﬁcant constraints on the L1T
electronics.2. Why upgrade?
By the time of this writing, a particle compatible with a low-
mass Higgs boson has been found and studies with higher lumin-
osity are needed to conﬁrm its couplings and other properties.
No heavy particles indicative of ‘‘New Physics’’ such as W’, Z’ or
supersymmetric particles have been found so far. Searches will be
continuing at increasing luminosity and – after the LHC upgrade –
at higher energy. If such particles exist, much higher luminosity will
M. Jeitler / Nuclear Instruments and Methods in Physics Research A 718 (2013) 11–1512be required to study their properties in detail. Higher statistics and
thus higher luminosity is also needed for certain measurements of
Standard Model parameters, such as the rates of the very rare
decays Bs-mþm and B-mþm, which have not been observed so
far. Rates signiﬁcantly higher than the values predicted by the
Standard Model would be an indication of New Physics.
The LHC is therefore planning to increase the instantaneous
luminosity up to and far beyond its design value of 1034 cm2 s1.
This also entails an increase in pile-up, i.e. the number of individual
proton collisions per bunch crossing. To make good use of the
higher statistics under these conditions both the detectors them-
selves and their trigger and data acquisition systems have to be
upgraded.
In general, ﬁrst-level trigger systems allow us to take quick
decisions as to which events should be recorded by using coarse-
grain detector information that can be retrieved much faster than
the full detector readout data. The price to pay is inefﬁciency
(some good events are lost) and noise (events are recorded which
do not fulﬁll the established quality criteria and are useless for
physics). Higher resolution in trigger data can help to improve
efﬁciency and reduce the noise rate. In addition, the amount of
uninteresting events can also be reduced by using more elaborate
trigger algorithms, such as coincidences between signals from
several decay products of an event one is looking for.
However, improving efﬁciency and reducing noise is not the
only motivation for detector and trigger upgrades. At a hadronFig. 1. Overview of the CMS trigger system.
Fig. 2. The CMS Lecollider such as the LHC the inner detectors (trackers and to a
lesser extent calorimeters) suffer radiation damage and may have
to be replaced together with their front-end electronics. More-
over, due to the long life cycle of large collider experiments and
the high rate of innovation in the electronics industry, obsoles-
cence of components is becoming more and more important.
It may be hard or impossible to get replacements for damaged
components and at the same time smaller, cheaper and more
long-lived electronic components with less power consumption
and better performance appear on the market.
Differently from new projects the upgrade of existing, running
experiments such as CMS poses the additional challenge that the
experiment’s performance during data taking must not be jeo-
pardized by upgrade work. Interventions on the detectors must
therefore be timed to take place at times when the accelerator
stops for maintenance or upgrades (LHC shutdowns) or else be
carefully planned so as to be able to go on in parallel without
creating problems for data taking.3. Upgrade schedule and technology
According to the present LHC schedule, the collider will be
upgraded during 2013 and 2014 to reach its design collision
energy of
ﬃﬃ
s
p ¼ 14 TeV and reach or even exceed its design
luminosity of 1034 cm2 s1. This period of the ‘‘Long Shutdown
1’’ (LS1) will be used to perform the ﬁrst step toward an upgrade
of the trigger systems. However, the full upgrade may not be
completed by 2015, so that at the startup after LS1 CMS will still
be largely using the present systems.
Some of the upgraded systems will be gradually put into
operation during the following data taking period in 2015–2017
while major interventions will be possible during a second Long
Shutdown in 2018–2019 (LS2). Fundamental changes will occur
during the third Long Shutdown of the accelerator (LS3) scheduled
for 2022–2023 when the CMS silicon tracker will be replaced. This
will also allow installing longer on-detector memories, which will
result in an increase in the latency available for trigger calculations
and thus permit more complex operations at Level 1.vel-1 Trigger.
Fig. 3. The CMS Global Trigger in a typical 9U-VME crate of the original L1 Trigger
system. The system consists of a large number of different custom-built modules.
Connections are mostly by bulky galvanic cables. In a ﬁrst step toward an upgrade,
the links for transmitting calorimeter data (blue-green cables in center) were
replaced by optical ﬁbers in early 2012. (For interpretation of the references to
color in this ﬁgure legend, the reader is referred to the web version of this article.)
Fig. 4. Electronics modules in a mTCA shelf. Connections to other subsystems are
established by means of optical ﬁbers.
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custom-built 9U VME modules. The large number of different
electronics modules is a challenge for maintenance and makes it
hard to keep sufﬁcient numbers of spares for replacement in case
of faults (see Fig. 3 for a typical example).
Many of the internal connections between the various parts of
the Level-1 trigger systems rely on bulky parallel cables. While
such connections minimize latency they need much space and
can create maintenance problems. One of the aims and challenges
of the planned upgrades will be to replace many of these
connections by robust, high-speed optical ﬁbers while keeping
the system within the allowed latency budget.
The availability of small, powerful chips and the use of optical
ﬁbers will allow us to use a smaller form factor than the present
large and mechanically challenging 9U VME modules. A number
of subsystems are planning to switch to the commercial Micro
Telecommunications Computing Architecture (m TCA, microTCA;
see Fig. 4).The use of powerful FPGAs (such as the Virtex-7 from Xilinx
corporation) will allow combining the functionality of several
VME modules in one chip. This will permit to largely compensate
the latency increases due to the serializing and deserializing
(‘‘SerDes’’) units needed for serial data transmission over optical
ﬁbers. This high concentration of functionality in fewer large chips
means that more and more of the design effort will shift from
hardware to ﬁrmware development. This will allow us to use a
much reduced number of different electronics modules, which can
be either built by a few of the institutes in the CMS Collaboration or
purchased from industry (Commercial Off-The-Shelf components
(COTs)). This should make the overall system more robust and
signiﬁcantly simplify the task of keeping a sufﬁcient number of
spare modules available. Such a module would be generic and the
main features would be a powerful FPGA of the latest generation
and a sufﬁcient number of optical input/output lines. In case
components become unavailable the functionality and the ﬁrm-
ware could be easily ported to a newer version of such a module,
possibly also with a newer FPGA. So, obsolescence of electronics
components should not be an important problem in this case.4. Muon systems
CMS uses three types of muon detectors: Drift Tubes (DTs) in
the barrel, Cathode Strip Chambers (CSCs) in the endcaps, and
Resistive Plate Chambers (RPCs) over the whole rapidity range.
All of these systems participate in the Level-1 Trigger by sending
track candidates to the Global Muon Trigger. The high rates at
increasing luminosity are particularly problematic in the high-
rapidity region of the endcaps.
Due to budget constraints part of the outermost CSCs and RPCs
were not installed before the LHC startup and will be added in the
upcoming shutdown in 2013–2014. At the same time, some on-
detector electronics will be replaced, and this will allow us to
improve the resolution in transverse momentum and thus to
reduce data rates while keeping the present trigger efﬁciency.
The current track-ﬁnding method in the CSCs will be improved by
a pattern matching system allowing us to accommodate higher
detector occupancies. The upgraded CSC Track Finder electronics
will send trigger data of higher granularity, which will allow us to
use more powerful algorithms in the subsequent trigger stages.
Signiﬁcant progress to strongly reduce rates while maintaining
almost the same efﬁciency has been achieved already in 2012.
By improving the transverse-momentum assignment in the CSC
Track Finder and optimizing the merging scheme for information
from the various muon subsystems in the Global Muon Trigger,
the overall single-muon rate has been reduced by 50% with
little impact on the efﬁciency (see Fig. 5). This shows that in the
muon trigger there is a great potential for coping with higher
luminosities.
For the Drift Tube trigger, the ﬁrst phase of the upgrade will be
directed not so much at increasing performance but rather at
improving the reliability and ease of maintenance of the system
by moving most of the front-end on-detector electronics (the so-
called ‘‘Sector Collectors’’) out of the experimental cavern into the
radiation safe electronics cavern, which is always accessible. This
was not done originally because of noise and cross-talk problems
on long galvanic cables. These problems can now be avoided by
using optical links. At a later stage, improvements in resolution
will permit to also achieve better performance. The Drift Tube
Track Finder, which features a large number of parallel cable
connections between the electronic modules to combine data
from different sectors, will be made more robust by switching to
larger chips, thus reducing the number of electronics modules,
and optical interconnections.
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Data from the Electromagnetic Calorimeter and the Hadronic
Calorimeter of CMS are combined in the Regional Calorimeter
Trigger and the Global Calorimeter Trigger to yield candidates for
isolated and non-isolated electrons, central jets, forward jets, and
tau jets (narrow jets typical of t-leptons), as well as total and
missing transverse energies (see Fig. 2). Improving the resolutionFig. 5. Efﬁciencies of the Level-1 Single-Muon trigger with a threshold of 14 GeV
in transverse momentum over the pseudorapidity range of 9Z9o2:1 in 2011 and
2012. The efﬁciency decreased only insigniﬁcantly while the trigger rate over the
same range in pseudorapidity was reduced by 30%.
Fig. 6. Calculated changes in rates and efﬁciencies for isolated elewill allow us to signiﬁcantly reduce rates at low transverse
energies while maintaining or improving the present efﬁciency
(see Fig. 6 and Ref. [5]).
Minor modiﬁcations have already allowed us to achieve
signiﬁcant rate reductions in 2012. So, the sum over the trans-
verse energies of all jets is a useful trigger information for
searches for New Physics but the rate of this trigger shows a
highly non-linear dependence on pile-up due to contributions
from unrelated individual proton–proton collisions. Introducing a
threshold on the jet seed (a jet’s central tower) energy has
allowed us to strongly reduce the pile-up effect and thus maintain
the rate of this trigger at a level where it is useful for physics. This
indicates that there is the potential for adapting the calorimeter
trigger systems so as to deliver useful triggers also at much higher
luminosities.
Currently, two different schemes for the calorimeter trigger
upgrade are under investigation (see Fig. 7). One of them main-
tains the present approach, where separate parts of the electro-
nics process information from parts of the calorimeters in parallel,
and this information is subsequently combined to yield candi-
dates for calorimeter objects. In this scheme, information has to
be exchanged between modules processing information from
neighboring parts of the detector. The alternative ‘‘time-multi-
plexed’’ approach foresees making the whole detector informa-
tion available to one of a number of processors in a round-robin
scheme (see Ref. [6] for details). This second approach automa-
tically solves the problem of information exchange between
neighboring sections but care must be taken not to increase
the overall latency required for reaching a decision. More research
is being carried out along both lines before a decision can be
taken as to which system offers the best performance guarantee
for CMS.ctrons and for tau jets after the calorimeter trigger upgrade.
Fig. 7. Parallel-processing (left) and time-multiplexed (right) approaches for the upgrade of the CMS calorimeter trigger.
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The Global Trigger combines information from the Global Muon
Trigger (located in the Global Trigger crate, see Fig. 3, at the far
right) and the Global Calorimeter Trigger and calculates the trigger
decision based on a number of different algorithms [7]. To make use
of the available higher resolution provided by the upstream muon
and calorimeter systems and discussed in the preceding sections
the Global Trigger will be upgraded with high-bandwidth optical
inputs. At the same time, the system will be made much more
compact and reliable by putting the functionality of all the different
custom-built modules visible in Fig. 3 into two or three powerful
off-the-shelf modules in a mTCA crate [8]. This will also allow us to
increase the number of algorithms (currently limited to 128) and to
perform more complex operations in the future. While at the
moment there is already a possibility of combining objects from
different trigger sources in a simple way (‘‘correlation conditions’’),
in the future it will be possible to calculate more complex
quantities such as invariant or transverse masses by using large
look-up tables or digital signal processors (DSPs) available in
modern FPGAs. In this way, it will be possible to migrate an
increasing part of calculations presently made in the High-Level
Trigger into the Level-1 Trigger, thus allowing to keep the L1T rate
below 100 kHz even at much higher energy and luminosity.7. High-Level trigger
The HLT consists of a large computer farm (at present about
13 000 CPU cores under Linux) running a special version of the CMS
analysis software. Extending and upgrading this farm will even-
tually allow us to increase the calculation time available for the
various HLT algorithms from its present average of about 100 ms to
1 s per event. Currently, the data are distributed among the PCs of
the farm by using a shared-memory approach. For the future there
are plans to make the information exchange more robust by using
message queues allowing the various applications to access the
data. It is also foreseen to isolate the HLT trigger algorithms from
the data acquisition (DAQ) software so that physics algorithms can
be updated without touching the DAQ framework and ofﬂine code
can be run in the HLT without modiﬁcations.8. Conclusions and outlook
The trigger upgrade project of CMS is well on its way to allow
the trigger to face the challenge of increasing luminosity and
energy and efﬁciently operate over the next 10 years. A major
change will occur when the silicon tracker is replaced in 2022–
2023. To cope with further increases in luminosity, it is foreseen
to then integrate the tracker into the Level-1 trigger. There are
ideas how to do this, following either a push approach (tracker
provides trigger primitives for all bunch crossings) or a pull
approach (low-level trigger queries the tracker to check for tracks
in a speciﬁc region) or a combination of both [9]. The concrete
design is yet to be developed and work on CMS trigger upgrades
will go on for many years to come.Acknowledgments
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