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ABSTRACT
The Saturn satellite Hyperion (S7) is an interesting
object due to its strong orbital resonance with Titan (S6),
its large orbital eccentricity, and its grossly nonspherical
figure. It has been proposed by Peale (1977) that Hyperion
may be in a nonsychronous yet commensurate spin-orbit state.
More recently, it has been proposed by Wisdom, et al (1984)
that the satellite may be tumbling in a state of chaotic
rotation, with unstable period and pole orientation. The
question of the rotation state of Hyperion can be answered or
at least constrained by ground-based measurements of the
satellite's lightcurve, which should have a large amplitude
due to the figure of the satellite.
Photometric observations of Hyperion were made with the
MASCOT, a CCD-based camera, during 1/83 and 4-5/83. A fourth
order polynomial in the image coordinates was adopted as a
model to deal with the strongly nonlinear background light
field due to Saturn. BVRI magnitudes were derived from the
4-5/83 data, which were not, however, useful in determining
the lightcurve because of their poor temporal coverage. The
1/83 data was more nearly temporally complete, and a sparse
but interesting light curve suggestive of a 7 or 14 day
rotation period was derived. This lightcurve is in itself
insufficient evidence to justify any firm conclusions about
the rotation state of Hyperion.
The observations of Thomas, et al (1984) and Goguen
(1983, 1984) both point to a period close to 13 days, stable
over many orbital revolutions. Such a period is consistent
with 5/3 or 8/5 spin-orbit commensurability, or possibly the
3/2 commensurability if the observations were biased by large
amplitude libration. Wisdom, et al believe that the 3/2,5/3
and 8/5 states do not exist and that the observational
results are due to sampling problems and a bizarre kind of
convergence effect they have noticed in simulated photometry
of synthetic chaotic lightcurves, in which a 13 period period
is measured more frequently than expected (Peale, 1984). The
chaotic argument is attractive, but observational results
which clearly show period and pole variation are needed to
confirm it.
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5I. INTRODUCTION
Hyperion, the seventh large satellite of Saturn, is one
of the more unusual of the natural satellites.. Due to its
3/4 orbital resonance with Titan (S6), its orbit about Saturn
has an eccentricity of about .1, one of the largest for
natural satellites in the Solar System. Because of its large
forced orbital eccentricity, it is possible in principle,
provided that other conditions do not forbid, for Hyperion to
rotate in a commensurate yet nonsynchronous state (Peale,
1977). This is of some interest as all of the planetary
satellites that are known or suspected to be tidally evolved
from their primordial spin states, and for which reliable
periods have been determined, rotate synchronously (Peale,
1977).
The Voyager encounters with the Saturn system revealed
Hyperion to be grossly nonspherical, with approximate axial
dimensions of 220x260x410 km (Farinella, et al, 1983). Much
of the surface of the satellite was imaged by the Voyager
probes, but it has proved to be difficult to map these images
onto a planetographic coordinate system due to uncertainty in
the rotation period and pole orientation of the satellite
(Smith, et al, 1982).
The unusual profile of this satellite has led to
speculation that its present shape may be due to the
catastrophic collisional disruption of a larger "proto-
Hyperion" during the period of intense bombardment of
I_ Il i. lll-l l -
planetary surfaces by debris and planetesimal bodies that is
believed to have occurred after the condensation of the solar
nebula (Farinella, et al, 1983). These researchers noted
that the asphericity of Hyperion is extreme in comparison to
solar system objects of diameter > 150 km. They determined
through numerical simulation of orbits near in phase space to
the orbit of Hyperion that low velocity ejecta from a
hypothetical collision would be perturbed by Titan into very
eccentric orbits, resulting in collisions with satellites
inside the orbit of Hyperion, or close encounters leading to
ejection from the Saturn system on a time scale much shorter
than that for reaggregation of the debris about the Hyperion
fragment.
The gross asphericity of the satellite has also raised
questions about the validity of the approximations
(principally time averaging of the equations of motion) made
by Peale (1977) in his investigation of the rotation state of
Hyperion. More recent work using elegant algebraic mapping
techniques which obviate the need for time-consuming
numerical integration of the unaveraged equations of motion
have indicated that Hyperion may be rotating with a
chaotically varying period and pole orientation (Wisdom, et
al, 1984). If this is found to be true, Hyperion is unique
among the natural satellites.
Fortunately, this last question may be answered
observationally. Because of the large departure of the
ratios of the axial dimensions of the satellite from unity,
Hyperion must have a large amplitude lightcurve. Thus, the
question of its rotation state can be resolved by
ground-based measurements that are in principle very simple.
The measurement of the brightness of Hyperion is
complicated by the fact that Saturn, about which Hyperion
orbits in an apparent ellipse which under the most favorable
conditions has semiaxes of -70" x -220", is brighter than
5the satellite by a factor of more than 105. Thus, Hyperion
is embedded in a background light field, due to atmospheric
and instrumental scattering and diffraction, that is not only
bright, under typical conditions approaching or exceeding the
surface brightness of the Hyperion image blur, but also
highly variable in the radial and azimuthal directions.
Consequently, standard techniques for photometric background
subtraction, which would be perfectly adequate for a
comparable object in a dark or flat field, are likely to
fail.
The background light field near the satellite must be
carefully sampled in order to permit the estimation of its
magnitude at the precise location of the satellite. A
variety of reasonable techniques for doing this with aperture
photometers have been devised and used with varying degrees
of success in this and similar problems. Low noise direct
imaging is an attractive alternative that has become
available in recent years. It permits complete sampling of
the spatial properties of the background light distribution,
something that is virtually impossible with an aperture
-~~~" " ~"I"~' I
photometer.
This latter course was adopted by the author in an
attempt to solve the problem of the rotation of Hyperion.
This paper presents the results of that work.
The remainder of this paper is divided into four major
sections. The first of these, section II, presents a
discussion of the detailed distribution of light near a
bright extended source and a discussion of various techniques
for dealing with it. In section III, the observations and
their reduction are presented. In section IV, the results
are interpreted in conjunction with other observations that
have been published or are in preparation by other authors,
and in light of the theoretical results of Wisdom, et al
(1984). In addition, the technique adopted by the author is
evaluated. The final section contains appendices.
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II. THE LIGHT FIELD NEAR A BRIGHT EXTENDED
SOURCE; METHODS OF BACKGROUND SUBTRACTION
THE BACKGROUND LIGHT FIELD
The non-flat component of the light field near a bright
source has contributions from three mechanisms: atmospheric
scattering, instrumental scattering and diffraction due to
edges and gradients in the aperture function of the
telescope. The observed light distribution will be the
convolution of all of these effects:
f(x,y) = [(Src * Atm) * Diff] * Instr (1)
where Src is the flux per unit solid angle, as a
function of the position on the sky
Atm is the atmospheric scattering function
for a point source
Diff is the point source diffraction
function; the fourier transform of the
aperture function
Instr is the instrumental point source
scattering function
The work of deVaucouleurs (1958), King (1971) and
Piccirillo (1973) indicate that the intensity of light
scattered by the atmosphere varies with the angular
separation from the source as r-2 over a range of angle from
-10" to > 10*. The value of the normalization, which
determines the total amount of light scattered, will, of
course, be strongly dependent on local atmospheric
conditions. For extended sources, this scattering function
must be convolved with the source distribution function. For
example, for a uniform disk of radius R,
Src*Atm(r) (1/r)ln[(r+R)/(r-R)]
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If the source distribution function does not have circular
symmetry, as in the case of Saturn, the background light
field expression will also have an angular (azimuthal)
dependence.
For locations in the focal plane away from the source of
the background light, the only contribution of diffraction to
the background light field is that due to the secondary
mirror support struts. Most reflecting telescopes have four
of these, oriented at 90* intervals. Because the cross
sectional dimension of these struts is always much smaller
than their length, an approximation to the diffraction
pattern expected from them may be computed by transforming a
fake aperture function composed of two perpendicular vanes of
finite thickness and infinite length.
The amplitude of the resulting interference pattern is
proportional to sin(kpd/2)6(q)/kp + sin(kqd/2)6(p)/kq +
2sin(kpd/2)sin(kqd/2)/k 2pq, where p and q are angles in the
focal plane, k = 2n/X, d is the thickness of the vane, and
6(x) is the Dirac delta function. This expression must be
integrated over the filter bandpass and then squared to
yield the intensity measured in the focal plane. For broad
bandpasses, the result, neglecting terms higher than second
order in angle, is approximately:
Diff(x,y) = 6(y)/x 2 + 6(x)/y 2
Thus, a point source will have light diffracted into
four "spikes", with the intensity along a spike varying as
the inverse square of the distance to the point source. This
- I
spatial dependence has been verified observationally by
Piccirillo (1973).
The diffraction spikes for an extended object are
considerably more complicated. In the case, as in the former
example, of a uniform disk of radius R, centered at (0,0),
the element of the diffraction spike parallel to the
x-direction at a vertical offset of y from the center of the
disk will have contributions from the chord of length
2 2 1/22R -y ) :
Diffx(x,y) (R2_y2)2 /(r 2-R); [x > R, lyl < RI,
Likewise,
Diffy(x,y) c (R2-x2 1/2/(r -R); [lyl > R, Ixl < R]
2 2 2
where r = x + y
For the simple source function of this example, for r >>
R, the profile of the spike perpendicular to its length is
approximately a semi-ellipse.
The final source of background light is dust and
scratches or other blemishes in the telescope and instrument
optics and unintended specular or diffuse reflections from
optics and other surfaces. It is impossible to make any
generalizations about the distribution to be expected from
this kind of scattering. Observations by Piccirillo (1973)
demonstrate that this kind of scattering does not necessarily
obey a simple law. The best that can be done for this
treatment is to suppose that the scattering law obeys a law
of the form rg(r), where g(r) < 0 and varies slowly with r.
An analytic or even approximate expression for equation
12
(1) is impossible to derive since the instrumental scattering
law is unknown. However, the following properties of the
light distribution are approximately correct:
1) An approximately 1/rn dependence, where n is a
constant over small scales and probably has a value
close to 2.
2) Diffraction spikes with approximately 1/r dependence
and a cross sectional profile that is strongly dependent
of the source distribution function.
The general shape of the background light distribution
near Saturn is illustrated in Figures 1 through 4.
SOME HISTORICAL TECHNIQUES
It is worthwhile to mention, at least in passing, some
of the techniques of aperture photometry that have been
employed to deal with this type of problem, since any
aperture technique can be easily applied to imaging data.
To begin with, it should be pointed out that under
sufficiently good observing conditions, comparatively simple
techniques may be used. The photometry by Zellner and Capen
of Phobos and Deimos, difficult objects due to their
proximity to Mars, was done using background estimates made
by simple averaging of sky measurements taken immediately
east, west, north and south of the satellite. These
observations and those of the satellites themselves were made
through small apertures, typically ~5 arcseconds in diameter,
during moments of excellent seeing (Zellner and Capen, 1974).
Conditions under which such a technique can be applied are
not common except at the very best sites. The conditions
prevailing at most sites will require more subtle means of
I I
Figure 1.
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Column number
East-West cross section of the background light
distribution near Saturn. The abscissa is column number
(the X-coordinate of the detector). The ordinate is the
signal in ADU per pixel. One ADU (Analog to Digital
converter Unit) represents -30 detected photons.
The "41" in the header is a serial image identification
number.
Hyperion is the peak centered at column 313. The center
of the disk of Saturn would be at -(362,93). In this image,
Hyperion is -1.4 days past inferior conjunction.
The signal from Hyperion in this image, a 900 s
exposure in the V bandpass made with the .6 m telescope
of the Wallace Astrophysical Observatory in Westford, MA
and the MASCOT CCD camera, is -5600 ADU.
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Figure 2.
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North-South cross section of the background light
distribution near Saturn. This is from the same image as
figure 1.
Hyperion is located at line 60. The satellite appears
to be at the inflection point of the north-south scattered
light profile.
Note the diffraction spike due to Saturn in lines 88
to 98. The spike is truncated at about one-half of its
peak brightness above the scattered light background due
to detector saturation.
Figure 3.
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A perspective view of the background light field near
Saturn, viewed from Northwest of Saturn. Hyperion, at
-(295,140), is about one day before superior conjunction.
Saturn is located at -~(365,70).
This image is a 240 s exposure in the V bandpass made
with the MASCOT and the 1.3 m telescope of the McGraw Hill
Observatory, Kitt Peak, AZ.
The signal from Hyperion in this image is -20000 ADU.
Relative to the signal from Hyperion, the amplitude of the
background is much smaller than that of the preceding image,
which was made at about the same distance from Saturn.
Figure 4.
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A perspective view of the background light field near
Saturn, viewed from Northwest of Saturn. This image is a
150 s exposure in the V bandpass made at McGraw Hill on
4/24/83. The detector has been rotated 900 from its
orientation in the previous image.
Hyperion, some hours before superior conjunction,
is at -(280,80).
Saturn is at -(350,95). The Saturn source distribution
of disk and rings is discernible in the complicated shape of
the diffraction spike.
background estimation.
From the mid-1960's until the mid-1970's there was
considerable debate among interested parties about the
reality of the alleged temporary brightening of the Jovian
satellite Io on emergence from eclipse. Much of the debate
centered on the acceptability of the various observers'
background estimation techniques.
The first observers to report the phenomenon were Binder
and Cruikshank. During measurements of the lightcurve of the
satellite as it reappeared from eclipse, they detected a
brightening of from .05 to .10 magnitudes which persisted for
about 15 minutes. They observed no similar anoraly in the
disappearance lightcurves. This led them to postulate the
existence of a tenuous atmosphere on Io which condensed as
the satellite cooled in Jupiter's shadow, increasing the
albedo of the satellite, and which sublimed or evaporated
after the satellite re-emerged into the solar radiation
field.
Because the reappearance of Io occurs only tens of
arcseconds from the limb of Jupiter, the gradient and
curvature of the background light field presented a serious
problem. Binder and Cruikshank attempted to deal with this
problem by measuring the sky brightness north and south of
the satellite and weighting these measurements, before
averaging them together, to account for the difference in
their distances from the limb of Jupiter. The method by
which the weights were determined was not stated in the first
18
papers (Binder and Cruikshank, 1964, 1966), but in a much
later paper (Cruikshank and Murphy, 1973), the weighting
factors were reported to be determined from a sample
background light profile derived by driving the aperture away
from the limb of the planet. In all of these papers, only
the radial dependence of the background light field was
mentioned; no mention was made of any azimuthal dependence
(such as might be expected in the diffraction spikes).
These reports excited the interest of other observers,
who began to observe Io eclipse reappearances themselves.
Many of these observers used background subtraction methods
similar or identical to that of Binder and Cruikshank.
Others, apparently distrustful of this method, adopted other
techniques. Franz and Millis used an area scanning
photometer in which the aperture was a narrow slit driven
radially away from the limb of Jupiter at high frequency.
Photon detections were recorded in a multichannel scaler,
with the channel number being dependent on the detection time
(modulo the aperture motion period). The resulting linear
array of data was a profile of the background light
distribution with a superposed Io image blur profile in the
center. For each observation, the background was
interpolated by eye underneath the hump due to Io and the
difference between the Io + sky profile and the interpolated
sky profile was measured by graphical means (Franz and
Millis, 1971, 1974).
Another group of researchers, Millis et al (1974), used
19
an aperture photometer in which a large aperture centered on
Io could be replaced with a set of smaller flanking
apertures, disposed north and south of the satellite, to
simultaneously measure the sky north and south of the
satellite without moving the telescope. The ratio of sky
flux through the flanking and central apertures was measured
as a function of distance from the limb of Jupiter along the
line of motion of Io (this was done before Io began to
reappear) in order to permit the estimation of the background
flux through the central aperture during the Io
measurements.
The above discussion illustrates the distinction between
model dependent and model independent assumptions. The
background estimation method of Cruikshank and Binder was
dependent on the validity of their assumption about the
spatial behaviour of the scattered light distribution, namely
that it was dependent only on the radial distance from the
limb of Jupiter. If this assumption is false (as the author
believes is the case), then the technique will only work by
chance, if it ever does.
On the other hand, the assumptions made by Franz and
Millis and Millis et al are more or less independent of what
is physically happening to cause the background light
distribution. The area scanning technique assumes that the
slope of the background light profile changes smoothly in the
region underneath Io where it cannot be seen. The flanking
aperture technique requires that the relative intensity of
20
the background distribution be nearly invariant in time. The
important thing, of course, is not that the assumptions be
model dependent or independent, but rather that they be
sound. From the previous discussion of the background light
field, it may prove to be easier to make assumptions about
the behaviour of the data, without reference to the physical
processes involved in creating it, than to try to describe
the physical processes as a way of interpreting the data. It
is interesting to note, in view of this, that the technique
based on the unsubstantiated assumptions was the only one of
the three with which anomalous brightening was detected (and
not consistently even then) (Franz and Millis, 1974).
Two other interesting techniques have both been applied
to photometry of Hyperion. The first of these is due to
Andersson and is notable in that it attempts to account for
the detailed distribution of background light near Saturn.
This technique uses a model light distribution determined by
convolving a model Saturn source distribution with a 1/r 2
scattering law. The Saturn model consists of one large
uniform disk, representing the planetary disk, flanked by two
smaller uniform disks, representing the ansae of the rings.
The background measurements were made either through
concentric apertures centered on Hyperion but of different
diameters, or else through apertures positioned on either
side of the satellite, equidistant to it, along the Saturn-
satellite radius vector. In either case, the model function
was used to derive an expected sky brightness at Hyperion
from the background measurements (Andersson, 1974).
The last technique to be mentioned is one recently
devised by Goguen, which in its essentials does not differ
greatly from that used by Zellner and Capen to perform
photometry of the Martian satellites. This technique uses
two circular apertures of identical size, of which one is
obstructed by an occulting disk, of diameter less than the
aperture, centered in the aperture. The unobstructed
aperture is used to measure the satellite + sky, while the
obstructed aperture is used to measure sky + satellite
spillover past the occulting disk (Goguen, 1984). Provided
that the aperture is sufficiently small, this method will
yield only a small systematic error in the estimate of the
sky brightness. Like the technique of Zellner and Capen,
this method demands excellent observing conditions.
A number of difficulties are inherent in aperture
photometry under difficult background conditions. One of
these is the uncertainty in the location of the aperture
relative to the background light field due to irregularities
in the telescope tracking, motion of the object (in planetary
work) and operator error. These difficulties are compounded
if it is necessary to move the telescope to sample the
background. Also, the need to make multiple observations
to sample the background distribution reduces the fraction
of observing time that can be spent on program objects (this
is true of all aperture photometry). A more serious problem
is the possibility of inadequate understanding of the
I_
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background distribution because it has been incompletely
sampled.
Comprehensive sampling of an extended intensity
distribution is an extremely time consuming task with any
device, such as an aperture photometer, that is not made for
two dimensional scanning or imaging. A simpler method, which
would provide an indication of the errors to be expected by
the background estimation technique adopted, would be to
perform object-background measurements in representative
locations in the background field in which no star or
satellite was present at the moment of the observation. The
reduction of such observations would yield a crude map of the
systematic errors introduced by the background estimation
technique. Interestingly, none of the previously mentioned
observers did this sort of test. Binder, Cruikshank and
Murphy relied on the disappearance lightcurves to validate
their background estimation method (Binder and Cruikshank,
1964, 1966, Cruikshank and Murphy, 1973). Andersson found
similar results with both of the sky sampling methods he used
and took this to mean that they were both acceptable
(Andersson, 1974). Goguen relied on the internal stability
of the final brightness estimates of his program objects
(Goguen, 1984).
None of the difficulties mentioned above are encountered
in imaging. The spatial properties of the background light
distribution are recorded at all scales from the width of the
detector field of view (FOV) down to the resolution limit
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imposed by the detector or atmosphere, and all this happens
simultaneously with the program object brightness
measurement. No assumptions need to be made about the nature
of the background distribution at the time of the
observation; rather, the detailed properties of the
background distribution may be examined after the fact, and a
suitable background subtraction technique selected on the
basis of this examination. If an aperture technique is to be
used, the apertures may be placed with high precision in the
digital representation of the background field. The aperture
dimensions can be much smaller than those typical of
"real-time" photometry since the object image is static and
there is no danger of misaligning the aperture on the object.
Finally, any assumptions can be thoroughly tested by
performimg test reductions in star- and satellite-free
portions of the background distribution that mimic in
intensity, slope or curvature the regions containing program
objects.
The comprehensive spatial information provided by
imaging data permits another approach to the background
problem: that of fitting a physically or mathematically
reasonable model to the observed intensity distribution.
Such a model would be optimized to fit well the observed
distribution at points surrounding the object of interest
and, thus optimized, would be used to estimate the background
intensity at points within the region containing signal from
the object of interest. The trustworthiness of a particular
_ _____; ___;__ _ _____
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could easily be tested in blank fields.
TWO DIMENSIONAL MODELS
Two classes of model may be considered in such an
approach. The first class contains those models that are
physically reasonable, that take into account the detailed
nature of the original intensity distribution and the
physical processes that distribute it into the otherwise dark
field. The second class contains models that are reasonable
from mathematical considerations such as the continuity
expected of the background distribution.
A physical model must in some way account for the
effects described at the beginning of this section. A
computationally simple model that deals with some of these
effects is that of Andersson. The author has tested this
model and has found that it does not predict the detailed
background intensity distribution sufficiently well to merit
its adoption. This is probably due to its simplification of
the Saturn source distribution function. A rigorous
distribution function would include the color difference
between the ring and disk and the radial and angular
variation in the surface brightness of the disk and rings.
Unfortunately, such a distribution function would be very
difficult to convolve with even a simple scattering function.
One of the principal merits of Andersson's model was that it
was very simple to convolve with the scattering function.
In view of the inadequacy of a representative simple
WdW AVA N" _~ ;C_~_ _
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model and the computational difficulty of the rigorous model,
physically reasonable models are probably not suitable for
the problem at hand. It is entirely possible that for
problems in which the source distribution is much less
complicated, this kind of approach would work very well.
Examples of such problems include photometry of the
satellites of Neptune and situations in which the background
light source is pointlike, such as in the determination of
the brightness of large planetary satellites of nearby stars
that may be detectable with high resolution imaging by the
Space Telescope.
The other alternative is to adopt computationally simple
models that can mimic the behaviour of the real distribution
over regions that are small compared to the typical scale for
variation of the background distribution yet large enough for
the purposes of photometry. Because such a model will not by
its nature necessarily describe the background distribution
well (as a physical model hopefully would) it will need to
have many free parameters, as opposed to the few that a
physically sound model would need (for example, the physical
model of Andersson had only 3 free parameters, while the
mathematical moel the author adopted required 15). Such a
model will almost certainly fail to describe the global
behaviour of the background distribution, but this is of no
concern as the problem at hand requires extrapolation only
over distances comparable to the detector/atmospheric
resolution limit.
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Two obvious types of models present themselves
immediately: those that involve expansions in orthogonal
characteristic functions such as Legengre polynomials or
sines and cosines, and those that do not, such as polynomials
in the image coordinates, polynomials in the inverse radius,
and exponentials of the radius raised to arbitrary powers.
The orthogonal function expansion is attractive from the
standpoint that the correlations between the fit parameters
would probably be small, resulting in rapid convergence to
unambiguous minima. However, practical considerations may
hinder their use. Trigonometric functions would be dangerous
to use in view of the impossibility of constraining their
behaviour in the region of the background field that must be
excluded from the fit because of the presence of the object
on which photometry is to be performed. Characteristic
polynomials such as Legendre or Hermite polynomials might be
undesirable in view of the time required to compute the model
(such a model would presumably contain characteristic
polynomials of many different orders in two reference
coordinates). Characteristic series expansions such as
Bessel functions would be even worse.
The remaining alternative is the class of "mongrel"
models such as simple polynomials or exponentials. For the
sake of computational simplicity and speed in convergence, a
simple polynomial in the image coordinates was adopted. Such
a model will converge immediately because it is linear in the
fit parameters. Visual investigation of some of the earliest
__~_ _
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images acquired for this project indicated that it was not
unreasonable to suppose that such a model would work.
The choice of a polynomial as the model is also
plausible if one considers the Taylor expansion of the true
(and unknown) distribution function about (xo,y,), which will
be assumed to be the location of an object on which
photometry is to be performed:
f(x,y) = (1/n!)[(x-x )._ + (y-yo)_ ]nn f(x,y)
0 0 ax ax
where the derivatives are evaluated at (xo,y o )
The polynomial model of order k simply terminates this
series at n = k. The error introduced by this termination is
f(x,y)-fk(x,y) = (1/(k+l)!)[(x-x ) + (y-y )x ]k+f(x,y)
where the derivatives are evaluated at (T,I), T and
r in the intervals (x,xo ) and (y,yo), respectively
The function f(x,y) is unknown, of course, but to get a
crude idea of the way the errors behave, the substitution
2 2 1/2
1/(x +y ) may be tried. The resulting expression is
tedious to evaluate, but its general properties are
approximately as a(Ar/R)k, where Ar is [(x-xo)2 +(-yo)2 1
/ 2
R is the distance to the background light source, and a is a
constant. From this it is clear that, as expected, the model
will work better if higher order terms in the polynomial are
included, that it will work better at greater distance from
the source of the background illumination and that it will
work better for smaller background region sizes.
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III. THE OBSERVATIONS AND THEIR REDUCTION
THE INSTRUMENT
The imaging detector used in this work was a CCD-based
camera called MASCOT (for Mit Astronomical Spectrometer/
Camera for Optical Telescopes). The Mascot has been
described elsewhere (Meyer and Ricker, (1980); Dewey and
Ricker, (1980); Ricker, et al, (1981)), so only those points
salient to the author's observations will be mentioned here.
The optical layout of the MASCOT (see Appendix IV.) has
two channels, one designed explicity for imaging and filter
photometry, the other intended for spectroscopy, but usable
for imaging by replacing the grating with a plane mirror.
This feature permits the observer to guide the telescope by
imaging through one channel while the other channel is
integrating.
The two channels are optically divided by an aluminized
glass plate tilted at 45" to the telescope optical axis. The
telescope is usually focussed so that this plate is bisected
by the telescope focal plane. The aluminization pattern on
this plate may be configured by the observer so that the
desired portions of the instrument FOV are transmitted to the
respective channels of the instrument. The presence of this
beamsplitter in the focal plane of the telescope presents the
possibility of using the aluminization to accomplish field
masking, an important consideration for observations made
near an extremely bright object.
OBSERVATIONAL METHODS OF LIMITING BACKGROUND LIGHT
Because Saturn is so much brighter than Hyperion (more
than 105 times as bright), it is highly desirable to keep
direct illumination from Saturn away from the detector in
the imaging channel. The transparent window in front of the
detector (which is mounted on a cooled block inside a vacuum
housing) is several centimeters in diameter, so that at
typical image scales, it is impossible with an unmodified
beam splitter to avoid direct illumination from Saturn
passing through the window when the image of Hyperion is on
the detector. Direct light from Saturn may not land on the
detector, but it will reflect off surfaces inside the
detector housing and may contribute strongly to the
background light distribution.
The amount of direct light from Saturn that is
transmitted to the imager channel can be reduced by a factor
of about 20 by using a beamsplitter that is aluminized over a
region that is only large enough to illuminate the detector.
A more extreme solution is to cut off the glass on one or
more sides of this small aluminized region, so that there is
no aluminum or glass surface off of which light from Saturn
could be reflected into the imager channel. With such a
procedure, most or all of the light from Saturn would be
transmitted to the spectroscope detector. This is almost as
bad as the former situation, because the two channels share a
common vacuum housing, and are simply mounted on different
faces of the same cold block. Most of the light would be
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absorbed by the spectroscope detector, but some of the
remainder would make its way to the imaging detector.
All of the above methods have been tried by the author
at one time or another. Two other methods for the
elimination of the direct illumination problem that have been
suggested to the author involve the perforation of the
beamsplitter with a small hole and the attachment of a small
sack to the rear of the plate, into which the image of Saturn
would be dropped and hopefully absorbed, or the attachment of
a small aluminized 45* prism, onto which the image of Saturn
could be placed and reflected back out of the telescope.
This latter method, which has the disadvantage that it
illuminates the dust on the telescope optics twice, has been
successfully employed for observations of Hyperion, though
none of these observations are presented in this paper. The
former method has yet to be tested.
Another contribution to the background light field that
can be removed with some effort is that from the diffraction
spikes introduced by the secondary mirror support struts.
They are of little consequence when Hyperion is far from
elongation and more than several hours from conjunction, but
during these times, they seriously complicate the reduction
technique adopted because they are very bright and spatially
complicated perpendicular to their length.
The spikes can be eliminated only by modifying the
telescope aperture function. This may be done in a brute
force way by using a telescope with an unobstructed aperture,
such as a refractor, or else by using a circular off-axis
aperture mask with a conventional reflector (at a tremendous
cost in throughput). A more elegant and less costly way
would be to mask out the secondary struts in an image of the
secondary formed somewhere inside the imaging instrument.
This is comparatively easy to do with the MASCOT. Appendix
IV. contains a discussion of the subject.
THE OBSERVATIONS
Photometric observations have been made by the author
and/or his collaborators during five observing runs in 1982
and 1983:
Table I. Observing runs 1982-1983
Dates Instrument Image scale Site
2/82 .6 m 2.7"/pixel Westford MA
3-4/82 .6 m ~.9 Mauna Kea HI
" 2.2 m ~.8 "
7/82 1.3 m .95 McGraw Hill AZ
1/83 .6 m 1.7 Westford MA
4-5/83 1.3 m .95 Mcgraw Hill AZ
The 2/82 observations, made over a period of just four
nights, were made with a poor image scale. The Mauna Kea
observations made with the .6 m telescope were worthless due
to the poor condition of the mirrors. The 2.2 m observations
were of very high quality, but there were very few of them.
The same is true of the 7/82 observations, which also
suffered from poor weather. These data sets are not
presented due to their poor temporal coverage.
The observing period 1/83 was largely cloudy, but there
were enough clear or partly clear nights to permit the
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measurement of a sparse but interesting lightcurve. Due to
the season, Saturn was visible for only about two hours each
morning before twilight. Due to the attendant constraints on
observing time and the total lack of information concerning
the rotation period to be expected, one color (V) photometry
relative to Titan was adopted. The use of a single filter
and the choice of a close standard object permitted a short
cycle time, which permitted testing for very short
(asteroidal) periods.
The drawbacks attendant upon such a course were the lack
of an absolute brightness calibration, since Titan's
brightness is stable only over timescales shorter than
several years (Andersson, 1977) (its V magnitude is not
currently even known) and the lack of any color information
for transformation into a standard system. Data from the
eight clear and partly clear nights are presented.
The observations made in 4-5/83 were not comprehensive
in time, but were made on a well defined photometric system,
the Kron-Cousins BVRI system. The data from the best night
is presented.
The filter set employed in both runs was that provided
with the instrument. As will be seen in the section on
absolute photometry, this filter set and the MASCOT detector
response together provide a good match to the Kron-Cousins
BVRI system.
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Table II. MASCOT BVRI Filter Sett
Bandpass Glass At(mm) Tmax Xpeak(A) FWHM(A)
B BG12 1 .61 4320 1019
GG385 2
BG18 1
V BGl8 1 .81 5480 1105
GG495 2.3
R KG3 2 .77 6445 1543
OG570 2
I RG9 2 .89 8820 3124
t (Ricker, 1984)
THE OBSERVING PROCEDURE
Digital images acquired with CCD-based cameras in
general, and with the MASCOT in particular, are afflicted
with a variety of systematic effects which, if not dealt
with, can cause a substantial reduction in the signal-to-
noise ratio of the final result. Fortunately, these effects
can be dealt with through the acquisition of auxiliary images
in which the details of illumination level and integration
length are chosen to isolate the individual effects. The
acquisition of some of these auxiliary images requires
considerable effort and time. The auxiliary images usually
do not need to be made during dark time, so the author
adopted the policy of acquiring most of the necessary images
during evening and morning daylight and civil twilight. A
short description of the types of auxiliary images required
and the author's procedure for acquiring them are presented
in Appendix I.
__ ___
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During the actual "dark" time, the sequence of images
acquired was dependent on the conditions. The observations
made from Westford were done relative to Titan, both for its
convenient proximity to Hyperion at all times and to attempt
to deal with the well-known variability of the transparency
at that site. At McGraw Hill, where the conditions were much
better, absolute photometry in the Kron-Cousins BVRI system
was performed, with periodic observations of three stars from
the Landolt BVRI sequences (Landolt, 1983) with dramatically
different colors for the purposes of measuring first and
second order extinction and the transformation
characteristics of the MASCOT. The Hyperion data acquired in
these observing runs are summarized below.
Table III. Hyperion Observations, 1/83 and 4-5/83
Date Photometry Conditions Pts acquired presented
1/09 V via Titan photometric @ 3% 2 @~400 s 2 (2)t
12 V via field partly cloudy 3 @-700 s 2 (3)
14 V via Titan photometric @ 3% 7 @ 900 s 2 (5)
18 V via Titan uncertain 5 @ 900 s *2 (4)
19 V via Titan photometric @ 20% 2 @ 900 s 2 (2)
20 V via Titan photometric @ 3% 5 @ 900 s 2 (4)
26 V via field partly cloudy 1 @ 900 s 1 (1)
28 V via field partly cloudy 1 @ 500 s 1 (1)
4/22 V via field nonphotometric 2 @ 240 s -
23 Absolute BVRI ? 7 @ 100-300 s 7
24 Absolute V ? 4 @ 150 s -
5/01 Absolute BV ? 2 @ 240s -
t Parenthesized numbers refer to the number of images
reduced before thorough testing of the fitting algorithm was
done. The results of this work are not presented here, but
the conclusions derived from it which are valid in spite of
the incorrect procedure are discussed later in this section.
DATA REDUCTION
The procedure used to bring the raw images to the state
at which they will yield useful photometric information are
described in Appendix I. What follows is a discussion of the
photometry and fitting procedures employed.
The photometry of sources represented in digital arrays
is a simple matter of summing the ADU (Analog to Digital
converter Units) contained in pixels deemed to contain photon
detections from the object and subtracting, for each pixel
so summed, a mean background level. This mean level is
determined by averaging the ADU present in pixels deemed to
contain little or no scattered or direct starlight in
addition to the uniform background level. Henceforth, the
set of pixels summed for the star counts will be called the
star region, and the set of pixels summed to estimate the
background will be called the sky region.
The estimated signal in ADU from the star, N*, may be
written
m n
N* = N -m/ n Y N. (2)
i=1. 1 j=1 (
where N* is the estimated signal in ADU
Ni is the measured signal in ADU in the ith
pixel of the star region
Nj is the measured signal in ADU in the jth
pixel of the sky region
m is the number of pixels in the star region
n is the number of pixels in the sky region
~iii;L i -~Il--~------------ -  I^----~I--
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The formal uncertainty in this number is
a N*= N*/Amp + m(l + m/n)a Nsky (3)
where a2Nsky is the formal sample variance of the
signal in ADU per pixel in the sky
region
Amp is the number of photoelectrons
represented by one ADU ("30 for the
MASCOT)
This procedure will introduce no systematic error when
the background level is uniform. For background
distributions that vary linearly with the image coordinates,
this procedure will introduce no systematic error as long as
the sky region is symmetrically disposed around the star
region and the star region itself is symmetric about its own
center. In the event that the background is not uniform,
equation (3) will overestimate the formal uncertainty in the
star signal.
The details of the derivation of expression (3) and the
star and sky region configurations used by the author are
presented in Appendix II.
In the event that the background light distribution
varies more strongly than linearly in the image coordinates,
the star signal yielded by expression (2) will deviate from
the true value by an amount that will increase with
increasing curvature of the background.
For the reasons described in section II, the author
adopted a 4th order polynomial in the frame coordinates as a
model of the background light distribution, with the
expectation that the model could be extrapolated from the sky
1____ _ _ _
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region surrounding a star into the star region to predict the
background there. The procedure adopted to choose the
dimensions of the star and sky regions for fitting are
discussed in Appendix III. After the fitting, for a given
star in a given image, of the model to the background, the
residual deviations of the data from the model were computed
for every pixel in the star and sky region. The resulting
background field was approximately flat (see Appendix III),
with zero mean. Photometry using expression (2) was then
performed.
Tests of the model in star-free fields in the most
severely curved portions of images from the 1/83 run made on
nights when Hyperion was close to conjunction demonstrated
that for sky regions up to about 33 pixels (56") square, the
systematic error resulting from the deviation of the actual
light distribution from the model was comparable to the
formal uncertainty in the estimated signal given by equation
(3) (see Appendix III). For the 1/83 data, this error was
typically 1% to 5% of the signal from Hyperion or the field
stars in the same image. The fitting errors in the photometry
of the 4/5/83 data were about 1% of the Hyperion signal. For
regions in the background light distribution further away
from Saturn, the fractional errors would be smaller. In view
of this, the systematic errors were neglected in the
subsequent computations. The properties of the array of
residuals (data - model) and the dependence of the systematic
error on aperture size are discussed in Appendix III.
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RELATIVE PHOTOMETRY
The observing run at Westford in January 1983 was
plagued by bad weather. About half of the nights were
completely clouded out. Of the remainder, three were
photometric at the 3% level, while a fourth was photometric
at the 15-20% level. The terrible conditions frustrated the
initial intention to perform photometry of Hyperion relative
to Titan alone. Instead, a net of field stars present in the
field of view of the camera (9.3' x 6.9') from night to night
were adopted as standards against which the brightness of
Hyperion could be judged from night to night.
It is clear that such a procedure would work on nights
that were clear, whether photometric or not, but three of the
nights for which data are presented were partly cloudy, and
exposures made on these nights were made through cloud cover
of up to one magnitude extinction. The danger is that the
relative brightnesses of Hyperion and the field stars could
be altered due to color dependent extinction in the cloud
layer. It turns out that this is not a problem, because the
majority of the water in a cloud is contained in droplets
larger than 5. in diameter (ice crystals in cirrus are even
larger) (Mason, 1971) and the wavelength dependence of
scattering (the principal source of extinction in a cloud) by
particles that are much larger than the wavelength of the
incident radiation is very weak (van de Hulst, 1981).
Approximate V magnitudes of the field reference stars
were determined on two truly photometric nights through the
il__ IIX
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use of Titan as a standard. The mean opposition magnitude Vo
and V phase coefficient PV were adopted from Andersson
(1974). A nightly adopted Titan V magnitude was determined
through the relationship
V = V0 + caV + 5(log(rA/aE))
where a is the phase angle of Titan (the phase angle of
Saturn is good enough for the purposes of this work) , a and
A are the mean opposition distances of Saturn from the Sun
(9.54 AU) and Earth (8.54 AU), respectively, and r and A are
the instantaneous distances of Saturn from the Sun and Earth,
respectively. The values of a, r and A are tabulated as
functions of date in the Astronomical Almanac.
As mentioned earlier in this section, the Vo magnitude
of Titan is not currently well known. Substantial and
seemingly periodic (with a period of many years) variations
in the brightness of the satellite are well documented
(Andersson, 1977; Thompson and Lockwood, 1981). The most
recent photometry of Titan that the author is aware of
(Thompson and Lockwood, (1981), in the Stromgren b and y
filter bandpasses) suggests that Titan may now be within a
few hundredths of a magnitude of its brightness during the
observations reported in Andersson (1974). Thus, there is an
irreducible (unless recent broadband observations of Titan
come to light) uncertainty of a few percent in the zero point
of the photometry.
In addition, the 1/83 observations are in one filter
only, so there is no hope of transformation into a standard
_ _
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system. The magnitude column in Table IV is labeled V to
reflect the fact that this is an instrumental magnitude
referred to a zero point that is uncertain by several
percent.
The positions and V magnitudes of the field stars are
presented in Table IV. The stated uncertainties are formal
1 a uncertainties. The columns labeled # Nights Observed
Photometric and Relative refer respectively to the number of
nights in which photometry could be performed relative to
Titan and the number of nights in which the stability of the
stars could be tested relative to other field stars. The
former set is, of course, a subset of the latter. Two stars
were found to be variable on the short time scale of the
observations. It is possible that some of the seemingly
stable stars are in fact longer period variables, but this is
of no concern as their relative brightnesses were stable to
within the uncertainties of the photometry for the duration
of the observing run.
The highest quality night in which observations were
made of stars N through S was photometric at only the .15 to
.20 magnitude level. The brightnesses of these stars were
measured relative to one another with a much higher degree of
precision, but their brightnesses as a set relative to stars
A through J are uncertain at the .15 to .20 magnitude level.
The positions of the stars were measured relative to
nearby SAO stars on the appropriate print of the Palomar
Observatory Sky Survey, for the purpose of setting up an
astrometric grid within the individual frame coordinate
systems. This was done with the intention of estimating the
systematic errors in the fitting procedure by taking
advantage of the fact that the Saturn-centered coordinate
system moves with respect to the both the star- and
satellite-centered coordinate systems, and so a particular
portion of the background field that contains a star on one
night will not, in general, contain one on the next.
Consequently, the systematic error in the photometry (as a
fraction of the background mean level less the underlying
flat sky) can be predicted by performing the fitting/
photometry procedure in these empty fields which contain
objects in subsequent or previous nights. Fortunately, it
was found that this procedure was unnecessary. The
uncertainty in the positions of the field stars is about .5".
Table IV. Field Star Photometry
Star # Nights Observed
ID al9 5 0  61950 V Photometric Relative
A 14 07 43.9 -10 16 23 13.38 + .04 1 2
B 07 44.0 21 05 15.45 .04 - 2
C 07 46.8 19 56 14.68 .03 2 4
D 07 48.6 18 40 15.5 t 2 5
F 08 09.4 20 56 14.36 .03 2 3
G 07 55.6 22 25 15.19 .04 1 3
H 07 56.5 23 07 15.24 .03 1 2
J 08 16.9 23 26 15.69 .04 1 2
N 08 53.1 22 07 15.41 * 1 2
O 08 42.7 25 19 15.76 * 1 2
P 09 01.6 22 42 15.10 * 1 2
Q 09 11.6 20 52 12.84 * 1 3
R 09 15.0 21 09 15.0 *§ 1 3
S 09 09.7 23 14 16.21 * 1 3
t this object varied by .6 magnitudes during the run
* these objects are correct relative to one another, but are
offset as a group from the other stars by as much as .2 mag.
§ this object varied by .4 magnitudes during the run
~ _I~_
Of these 14 stars, the field flux standard was chosen to
be the sum of stars C and F, due to the presence of one or
both of these stars in most of the images and the high
degree of stability they demonstrated relative to one another
and to other field stars. These two stars were also the ones
that had the best calibration to Titan. On nights when one
or both of these stars was not present in the field, the
expected flux of the missing star(s) was computed from the
known relationship between them and the other stable field
stars. The flux ratios of Hyperion to the adopted field
standard (C + F) have not been converted into Hyperion V
magnitudes for the purpose of analysis because the formal
uncertainty in the V magnitudes of stars C and F would
introduce an unnecessary additional uncertainty.
The initial fitting and photometry of the 1/83 data was
performed on many more images than are presented here.
Unfortunately, the author neglected to test the procedure on
empty sky fields until after most of this work had been done.
The tests revealed that the sky fitting region had been
chosen much too large, and that substantial systematic errors
(10% to 20%) were being introduced into the photometry as a
result. This work is not presented here, as it is of limited
value for night to night comparison of the brightness of
Hyperion relative to the field stars. Two useful facts were
gleaned from this effort, however: 1) the error introduced by
the fitting procedure is systematic; it does not vary on a
time scale of hours, and 2) Hyperion does not vary by more
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than the formal uncertainty in its relative brightness (2% to
10%, depending on the night) over a timescale of 2.5 hours,
which rules out rotation periods shorter than about ten
hours.
A subset of the data were reprocessed using smaller star
and sky regions, which the empty sky fitting/photometry
experiments demonstrated to be essentially free from
systematic error due to the fitting process (see Appendix
III). The results are presented in Table V.
Table V. Hyperion Relative Photometry, 1/83
Date Time UT Flux Standard Hyperion/(C+F)
1/09 10:49 (C+F) via Titan .433 ± .020
11:09 .425 .020
1/12 9:11 (C+F) via A .276 .018
9:29 .326 .027
1/14 9:51 C+F .434 .007
11:15 .432 .008
1/18 10:38 C+(F via C,A) .348 .009
11:11 .374 .012
1/19 9:23 C+F .272 .009
10:51 .291 .008
1/20 10:01 C+F .379 .011
10:47 .409 .010
1/26 10:50 (C+F) via N-Q,S .340 .017 t
1/28 8:54 (C+F) via Q,S .402 .020 t
t The uncertainty of these two points relative to each
other is as stated. However, there is a systematic
offset of these two points relative to the others that
may be as large as .2 magnitudes.
The lightcurve formed by these points is shown in Figure
5. The vertical scale is calibrated for the fractional
ratio of Hyperion to (C+F) as well as for the V of Hyperion,
given that VC+F = 13.76 ± .03 . The absolute offset of the
magnitude scale is consequently uncertain by about .03
magnitudes. The lightcurve has two pronounced minima, a well
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defined one near 1/19 and a less well defined one near 1/12.
The two data points on 1/26 and 1/28 may represent another
minimum near 1/26, but the absence on any data between 1/20
and 1/26 makes it impossible to be sure of this. This data
set is consistent with a rotation period of about 14 days.
It is also consistent with a rotation period of about 7 days.
ABSOLUTE PHOTOMETRY
The observations of 4-5/83 were dramatically superior in
quality to those of 1/83, due principally to the higher
altitude and drier climate of the site, which led to a much
less troublesome background light distribution near Saturn.
The individual images were processed in the same way as those
of the 1/83 run, with the exception that absolute photometry
in the Kron-Cousins BVRI system was performed. Because data
were acquired on only a few nights, the results from the
best night only have been reduced and are presented here.
The use of three calibration stars of very large color
range (more than 1.5 magnitudes in B-V) permitted the
characterization of the atmospheric transmission and the
MASCOT color response.
The transformation equations from the instrumental
system to the standard system are:
B = b o + EB(B-V) + CB
V = vo + EV(B-V) + CV
(4)
R = ro + ER(V-R) + CR
I = io + EI(R-I) + CI
II.;-I~_LL II~ ~~~ ~~~-~~---
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where the instrumental magnitudes at zero airmass bovor o
and io are
bo = bx - X(KL + (B-V)Kj)
= vx - X(Kv + (B-V)K")
r
, 
= rx - X(K) + (V-R)Kr )
io = ix - X(Ki + (R-I)KI)
where mo , mx are instrumental magnitudes
(-2.5(loglo(flux in ADU/s))) at 0 and X airmass,
respectively, and K' and K" are the first and second order
extinction coefficients, respectively.
Table VI. Extinction
Bandpass K'
B .314±.008
V .211 .088
R .163 .008
I .171 .004
and Transformation Coefficients 4/23/83
K" E C
-. 054±.009 .166±.017 18.402±.013
-. 011 .009 .090 .017 19.220 .013
-. 008 .018 .064 .031 19.143 .015
-. 147 .010 -. 126 .019 18.432 .008
The transformation curves are illustrated in Figure 6.
The set of equations (4) are solved iteratively, using
the instrumental colors at zero airmass as the first estimate
of the colors in the standard system. The iterative solution
required three iterations to converge to better than .001
magnitude for Hyperion and all of the standard objects.
The resulting magnitudes and colors for Hyperion for
this night, 4/23/83, mean UT of observations ~ 9:30, were
V(A,a) = 14.94 ± .023 at A = 8.766 AU, a = .3*
B-V = +.69 ± .056; V-R = +.43 ± .049; R-I = +.46 ± .047
Ill _L---l__l---- --~1-1 ~I --~-Ti_/l-i _ _ -(-~ -~~--- i-liiiL ii .. i._^- --- I I
0 S 0 • 0
Standard
system
magnitude
minus
instrumental
magnitude
at zero
airmass
B - bo
V - vo
R 
- ro
I - io
19.5
19.0
18.5
18.0
-0.3
Figure 6.
V - vo
R - r
o
B - bo
I
I - 10
0.3 0.6 0.9
Standard system color (B - V) , (V - R) ,(R - I
BVRI transformation curves for the MASCOT
S* 0 0 0 0
48
The resulting mean opposition magnitude, adopting V =
.030 mag/* (Goguen, 1984) and Pcolors = 0.000 mag/°
(Andersson, 1974) is Vo = 14.82 ± .023
The uncertainty in the computed V magnitude is due
principally to scatter in the extrapolation of the
instrumental v magnitudes to zero airmass, which probably
reflects transparency fluctuations of a few percent. The
signal in the Hyperion and standard star images (3 to 6 x 105
e-) would permit much more precise measurements in principle.
The large errors in the colors are due to the large error in
extrapolating the BRI measurements from the airmass at which
they were made (X = 2.2 to 2.5) to X = 0. In retrospect, it
might have been wiser to use X = 1.5 as the reference airmass
in equations (4), rather. than X = 0, though this would have
resulted in instrumental transformation equations that would
not be applicable to observations made on other nights.
The B-V color computed for Hyperion agrees well with the
results of other observers: .73 for-Tholen and Zellner
(1983), .74 for Andersson (1974), and .69 for Harris (1961).
The colors determined by Tholen and Zellner, and those by
Harris were not at opposition, but Andersson determined the
U-B and B-V phase coefficients of Hyperion to be zero, so the
comparison is safe.
The V-R and R-I colors may be reasonable. The author is
not aware of any other R and I photometry of Hyperion, but a
comparison may be made with the colors of the Sun. The Solar
colors are B-V = .65, V-R = .52, and R-I = .29 (Allen, 1973).
_1
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The eight color photometry of Tholen and Zellner (1983)
indicates that Hyperion's reflectivity increases more or less
uniformly from the near UV to the near IR, so it should be
redder than the Sun for every color. The V-R color for
Hyperion is thus suspicious. Unfortunately, only single
images in the B, R and I bandpasses were acquired on 4/23/84,
and no R and I photometry was performed on any of the other
nights, so the solution to this problem will have to wait for
further observations.
Additionally, Vo = 14.82 seems to be anomalously faint
in comparison to the results of other observers, even
considering that the satellite has a large amplitude
lightcurve. Prior determinations, which are not only V at
mean opposition, but also the mean V for the lightcurve, are:
14.20 by Goguen (1984), 14.16 by Andersson (1974) and 14.16
by Harris (1961).
Tholen and Zellner report V magnitudes in their 8 color
photometry paper (1983) which are useful as comparisons.
Reduced to mean opposition, their measurements, spaced ten
days apart, are 14.54 and 14.40 . Finally, the V of the 1/83
run can be reduced to mean opposition. The resulting Vo range
from 14.11 to 14.66
The author does not understand the reason for this
deviation. The four V observations made on the night of
4/23/83, on which the result Vo = 14.82 is based were made
over a wide range of airmass and time, and are consistent
with one another to within the scatter imposed by the
I
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extrapolation to zero airmass, and the standard star
photometry appears to be flawless. Yet the satellite is
allegedly .2 magnitudes fainter on this date than anyone has
observed it to be in 1982 or 1983.
It is possible that this is real. One of Andersson's
points was -.2 magnitudes fainter than the rest of his data
(he observed this anomaly in the U,B and V bandpasses), which
clustered pretty closely around Vo = 14.20. Perhaps Hyperion
has a dark spot on one hemisphere. If so, it escaped the
Voyager cameras (Smith, et al, 1982).
IV. CONCLUSION
THE AUTHOR'S PHOTOMETRY
The lightcurve derived from the 1/83 data is
frustratingly incomplete. Because of the clustering of the
data points around the minima and the overall sparseness of
the curve, it is senseless to try to model the data to
determine a period and an amplitude. The data are consistent
with rotation periods of ~7 or ~14 days (assuming two minima
and two maxima for each rotation of the satellite). In view
of the location and shape of the observed minima, these are
probably the only periods that the data will support. The
observed amplitude is about .55 ± .07 magnitudes peak-to-
peak. Nothing more can be said about the rotation of
Hyperion during the epoch of these observations on the basis
of the author's data.
The absolute photometry of 4/23/84 is puzzling. The V0
magnitude and the V-R colors look suspicious, yet the B-V and
R-I colors seem perfectly in line with what is already known
about Hyperion. Unfortunately, no other R and I photometry
of Hyperion was performed during the 4-5/83 observing run, so
it will be impossible to unravel the problem without new
observations. Perhaps the most useful result from this set
of data is the well defined characterization of the MASCOT
transformation properties listed in Table VI. The
trustworthiness of these coefficients is reinforced by the
results of BV photometry performed with the MASCOT by other
I
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observers. Their EB and EV coefficients are identical to the
author's to within the formal errors (French, et al, 1984).
OTHER PHOTOMETRY
Considerable work on the problem of the rotation period
of Hyperion has been done by other researchers. It is
worthwhile at this point to consider their work.
Andersson (1974) reported 13 nightly means for the
brightness of Hyperion for oppositions in 1970-1973. Ten of
these were within a single 80 day period during the
opposition of 1971-1972. These observations, reduced to mean
opposition, were nearly constant to within their precision
(about 4%), with the exception of a single point that was
about .2 magnitudes fainter than the rest of the data. The
flatness of this lightcurve is a strong indication that the
background subtraction technique adopted by Andersson worked
well, since any systematic errors should have shown up as an
orbital longitude dependent variation in the brightness of
Hyperion. The implication of this is that either Hyperion
was not rotating during this opposition, or else that the
pole of Hyperion's rotation was nearly along the Earth-
Saturn line of sight at that time. The latter alternative
would imply that the pole of Hyperion was about 25* north of
the satellite's orbital plane at that time.
The next set of measurements are those of Thomas, et al
(1984), which were performed using wide angle images from the
Voyager approaches to Saturn. These researchers report a
__~r_ ~___1_1~~__~~~ ~ ~___~
53
13.1 ± .3 day rotation period from 14 data points spread over
a span of 61 days from June to August 1981, during the
Voyager II approach to Saturn. Five data points spanning 27
days in October and November 1980, during the Voyager I
approach to Saturn, are consistent with this period, though
they do not demand it. It was also determined from the
Voyager II data that the pole of the satellite was more
nearly in the orbital plane of the satellite than out of it
during the period covered by that data. The Voyager I data
again were consistent with this view, though they did not
demand it (Thomas, et al, 1984).
The final data set is that of Goguen (1984). He made
approximately 30 high precision measurements over a period of
about 160 days, from March to August 1983 during the 1983
opposition of Saturn. From the data he determined a period
of 13.0 + .1 days (Goguen, 1984).
A theoretical result of great interest is that due to
Wisdom, et al (1984), that Hyperion is probably in a state of
chaotic rotation. The conclusions that Wisdom, et al arrive
at are critically dependent on the value of a spherical
asymmetry parameter wo = (3(B-A)/C)1/2 , where A,B,C (A<B<C)
are the 3 principal moments of inertia of the satellite. The
size of this parameter determines the nature of the
rotational phase space of the satellite. Given the value of
this parameter determined by analysis of Voyager images (wo =
.89 ± .22, Wisdom, et al, 1984), the following properties are
asserted to be true of Hyperion's rotational phase space:
_I __~; __I _
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1) the synchronous (p=l) and p=1/ 2 states are attitude
unstable.
2) the p = 2 and p = 9/4 states are attitude stable
3) the p = 3/2 state is nonexistent.
4) noncommensurate rotation is attitude and period
unstable for periods longer than about 10 days (the
chaotic "sea").
5) rotation, commensurate or otherwise, for periods
shorter than about 10 days is regular.
It must be noted that of the three data sets that
display significant variation in the brightness of Hyperion,
two sets demand a period near 13 days, while the third
permits such a period. These data sets span a time interval
of more than two years. The timescale for significant
evolution of the period and pole of Hyperion under chaotic
rotation in the chaotic "sea" between period = c and period =
~ 10 days, which is where Hyperion must be if it is rotating
chaotically (in the absence of non-conservative forces, it is
impossible for Hyperion to "break out" of the chaotic sea
into regions of stable rotation) is several orbital periods
(several x 21.3 days) (Wisdom, et al, 1984). The data of
Thomas, et al spans this length of time, while that of Goguen
spans a much longer time, and the separation between the two
sets is about twelve of these rotational evolution
timescales. The probabilty of the random coincidence of
these period determinations under the assumption of chaotic
rotation would seem to be very small,
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since the chaotic trajectories more or less uniformly fill
the accessible phase space (Wisdom, et al, 1984).
Wisdom and Peale report a very peculiar effect for
rotation in the chaotic "sea". They have computed synthetic
lightcurves for sample trajectories in the chaotic sea, and
have fit constant period lightcurve models to discrete time
sampled segments of these synthetic lightcurves of length
comparable to the estimated trajectory evolution timescale.
Histograms of the resulting best fit periods are peaked at 13
dayst They do not yet understand the cause of this effect
(though it may be something as simple as the time averaged
rotation period being near 13 days for all chaotic
trajectories), but it is an attractive explanation of the
observational results (Peale, 1984).
It is still possible that Hyperion is in fact in a
stable rotation state. The estimate of wo on which Wisdom,
et al base their prediction has a finite error. It is also
possible that the mathematical technique of Wisdom, et al is
wrong in its application to Hyperion, though an analogous
technique has brilliantly succeeded in explaining the
mechanism for clearing the Kirkwood Gaps (Wisdom, 1982,
1983).
Three different commensurabilities that do not involve
the ratios of unreasonably large integers and that could
account for the observed lightcurves are p = 3/2 (period =
14.2 d), p = 8/5 (period = 13.3 d) and p= 5/3 (period = 12.8
d). The p = 3/2 resonance seems highly unlikely in view of
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the small uncertainties in the periods determined by Thomas,
et al and Goguen, but it is possible that their results have
been confused somewhat by rotational libration of the
satellite. Goguen has observed what may be evidence of this
in the failure of his observed extrema to line up precisely
with each other when his data is folded at the best fit
period (Goguen, 1983). Such behavior is also consistent with
chaotic rotation.
The p = 5/3 and 8/5 states seem more reasonable in view
of the close correspondence of their associated rotation
periods with the observed periods. Wisdom, et al do not
mention these states in their treatment because they did not
show up as stable states for any of the values of wo they
considered (Peale, 1984). Thus, the only candidate for a
resonant explanation of the observational results is p = 3/2.
This state exists only for wo < .56, which is well outside
the error bars of the wo determination for Hyperion (Wisdom,
et al, 1984).
In regard to pole stability, what little evidence there
is is very uncertain. The results of Thomas, et al demand a
pole more nearly in the orbital plane than out of it during
the Voyager II approach, and support such a pole orientation
during the Voyager I approach. The lightcurve of Andersson
(1974) may imply a pole that was close to the orbital plane
during the 1971-1972 opposition. These facts are perhaps
best expressed in the statement that large pole orientation
changes have yet to be observed in Hyperion's rotation. On
the other hand, a pole orientation far away from the orbit
plane normal is an unexpected result under the assumption of
attitude stable rotation (the 3/2 resonance is attitude
stable, if it exists), which is an indirect indication that
the rotation may be chaotic.
Although the case for rotational chaos is strong, the
problem cannot yet be considered solved. A definitive result
must await photometric measurements of Hyperion's lightcurve
that not only span many months, as did the data of Goguen,
in order to test for the evolution of the period, but which
are also dense in time, so the the detailed shape of the
lightcurve can be studied for signs of pole wandering.
EVALUATION OF THE METHOD
From the discussion in Appendix III, it is clear that
the adopted reduction method worked well under the conditions
in which it was applied. The systematic error in the
fitting/photometry procedure was comparable to the formal
uncertainty in the photometry due to the background noise as
long as the fit region dimensions were carefully chosen. The
formal signal-to-noise ratios for the individual Hyperion
flux measurements in the 1/83 data were typically in the
range of 30 to 80 for nights in which the sky was not partly
overcast. Due to the need to employ field flux standards
which themselves were uncertain at the several percent level,
the final signal-to-noise ratios for Hyperion in the clear
nights were typically in the range 20 to 50, more than
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adequate to deal with the phenomenon under study.
The model adopted to deal with the background, though
possessing no particular merits other than a large number of
free parameters, fit the background just about as well as any
model could be expected to. At the same time, its
limitations are clear in view of the rapid increase in the
value of the systematic error as the sky region dimension
increases beyond the "critical" value (see Figure 10). For
more severely curved background distributions than the one
dealt with here, another model might be necessary.
For the problem of photometry of Hyperion, special
techiques are not necessary if the data are acquired at a
good site. If the Saturn diffraction spikes were suppressed
by the virtual aperture masking method discussed in Appendix
IV., a method as simple as that of Goguen would suffice to
yield photometry with a precision of 1% or better for images
acquired at McGraw Hill.
Though special background subtraction techniques may not
be necessary when the data are acquired at a good site, the
use of imaging detectors is desirable, for the reasons stated
in section II. Another advantage of imaging detectors is
that data of reasonable quality can be acquired under less
than optimal conditions through the use of field standard
objects. This expedient was the salvation of the 1/83 run,
and it is a desirable option when a temporally dense data
sample is required, as in the case of the lightcurve of
Hyperion.
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RESOLUTION OF THE QUESTION OF THE ROTATION STATE OF HYPERION
Considerable effort by many workers has already been
expended in the pursuit of a solution to this problem, with
ambiguous results. The problem by its nature requires an
enormous amount of observing time. The amount of time
required per night is small because even the shortest period
possible under chaotic rotation is much longer than one
night, so that a single brightness determination per night is
adequate. In terms of coverage, 5 or 6 months would be
desirable, so that the lightcurve would be sampled over
several chaotic evolution timescales. Of course, if shorter
coverage data sets continue to be acquired and the period
does change, the hypothesis of Wisdom, et al will have been
confirmed. On the other hand, if the period keeps coming up
13 days, the hypothesis will have to be shelved.
Whatever the case may ultimately be, continuous
observations would be desirable, because, chaotic or not, the
rotation state of Hyperion is very unusual, and continuous
monitoring would reveal details in the evolution of the
lightcurve such as libration (in the stable case) or pole
wandering (the chaotic case) which could not be studied in
any other way.
It is clear that no large instrument will be dedicated
to this kind of work, even if appealingly packaged with a
host of other planetary projects that could coexist with
Hyperion photometry due to the small nightly time requirement
of the latter. There are, however, many small telescopes in
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the class of the telescope used in the 1/83 run that are
located at good sites and which are comparatively
undersubscribed. Examples of such telescopes include the two
.6 m telescopes at Mauna Kea Observatory and the four .4 m
photoelectric photometry telescopes of Kitt Peak National
Observatory, two of which have actually been mothballed due
to lack of demand for them. Such telescopes would be
adequate to the task of measuring the lightcurve of Hyperion
if used with a very sensitive imaging detector such as the
MASCOT.
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APPENDIX I.
AUXILIARY IMAGES:
DESCRIPTION, USE, ACQUISITION AND PRELIMINARY TREATMENT
DESCRIPTION AND USE
A substantial portion of the effort that is required to
derive astronomical information from images made with
CCD-based cameras is devoted to removing the numerous
systematic errors with which such images are commonly
afflicted. These effects fall into three categories:
a) Bias: There. is an offset in the signal in each pixel
that is approximately constant from pixel to
pixel. The mean level depends on the adjustment
of trimpots in the on-camera electronics package,
and is typically in the range 100 to 500 ADU.
This observer and at least one other (Remillard,
1984) have noticed intermittent deviations of the
bias level in a frame from the nightly mean.
The bias level is measured for each pixel by
creating an image of short exposure length (so
that there will be little dark current) with no
illumination.
b) Dark current: The median dark current per pixel in
the MASCOT detectors is very low, less than 1
e- per second per pixel at typical operating
temperatures. The presence of lattice defects
with low work functions in certain pixels causes
these pixels to have much larger dark currents.
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The removal of the large dark current in such
pixels will improve the accuracy of photometry.
The dark current in each pixel is measured by
performing a long unilluminated integration.
c) Flattening: Due to inhomogeneities in the chemical,
mechanical or electrical properties of the
detector from pixel to pixel, the response of the
detector to uniform illumination exhibits
variations from one pixel to another. For the
MASCOT CCD's, the overall nonuniformity is about
1%, with a peak to peak variation not greater than
20%. (Since the time of the author's
observations, the most severe of these variations
have been eliminated by adjustment of the chip
clocking voltages (Ricker, 1984). The variation
is more pronounced between columns than within
columns, which may indicate that the source of the
variation is mechanical rather than chemical.
There may also be global nonuniformity in the
detector response caused by effects external to
the detector, such as vignetting.
The global and detailed nonuniformities in
response may be calibrated by observing a
uniformly illuminated field (a "flat field") in
the same filter bandpass as the program
observations.
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These effects are removed from a program image by
application of the following relation:
Iij =
(Rij - Bij) - (Dij - Bij)Xi/Xd
(Fij - Bij) - (Dij 
- Bij)Xf/Xd
Sky
where Iij
Rij
Bij
Dij
Fi
xi
Xd
Xf
Sky
is pixel (i,j) of the fully processed image
" " " " " raw image frame
" " " " " bias frame
" " " " " dark frame
" " " " " flat field frame
is the exposure length of the raw image
" dark frame
" " " " " " flat field
is the adopted mean signal level in ADU per
pixel of the flat field frame minus the
bias and dark current
The bias and dark frames subtracted from the
program and auxiliary frames need not be the same
frames. If the bias level or dark current vary
during a given night, the use of the bias and
dark frames made closest in time to the frames
they are to be subtracted from would be
advisable.
ACQUISITION OF AUXILIARY IMAGES
In order to devote as much as possible of the dark time
in a night to observations of program and standard objects,.
the author and many other observers have adopted the policy
of acquiring most or all of the auxiliary images during
daylight and bright twilight. The procedure typically
followed by the author is:
Evening: During daylight: Bias frames (-10) and long
(900-1800 s) dark frames (2-4).
During civil twilight: 2-3 flat fields made
against the twilit sky in each filter to be
used during the night.
(5)
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Due to the strong wavelength dependence of the intensity
of atmospherically scattered sunlight, it is possible to get
short exposure sky flat fields in many filters during civil
twilight. The typical sequence in the evening for the BVRI
filter set of Table III is:
1) I
2) B Or R - Depending on how red the sky is. The
3) R or B MASCOT is more sensitive in the R than in
the B bandpass, but the sky is brighter in
the B than in the R bandpass.
4) V
Short exposures are desirable to keep the non-uniform
illumination from stars to a minimum. The bright sky of
civil twilight permits the acquisition of flat fields with
respectable levels of illumination (desirable for good signal
to noise in flattening) with little contribution from stars.
A possible drawback to such a procedure is the
possibility that the flat field response is polarization
dependent, since Rayleigh scattered light is polarized for
scattering angles away from O0 or 1800. Many observers have
adopted the policy of making flat fields against the
illuminated interior of the telescope dome. This has the
advantage that the observer is not compelled to wait for the
sky to become dark enough that the detector will not saturate
and then rush to acquire the flat fields before it becomes so
dark that stars are a serious problem. The dome of the
McGraw Hill 1.3 m telescope has been fitted with a white
cloth target for this purpose.
By the end of civil twilght, the sky is sufficiently
dark that observations of standard objects (at least, those
I
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as bright as or brighter than the limit of the Landolt
sequences) may begin. The identical procedure, in reverse
order, is performed in the morning, starting at the beginning
of civil twilight.
PREPARATION OF THE AUXILIARY IMAGES
The author is not aware of a well documented procedure
for the preparation of auxiliary images for use in the
initial processing of program images. The following
procedure was adopted by the author to deal with what he
perceived to be the most serious problems in each of the
types of auxiliary images:
a) Bias:
In principle, an individual image would suffice to
remove tha bias level from all images made within a
reasonable span of time from it. The author, along with many
others, has adopted the practice of recording many such
images and averaging them to reduce the intrinsic detector
readout noise. This noise is typically 2 to 3 ADU (60 to 90
e-) per pixel, so the averaging of -10 bias images
essentially eliminates the readout noise in the resulting
bias image. In such an averaged image, the principal source
of noise is -.5 ADU truncation noise due to the rounding
of the averaged result in each pixel.
b) Dark:
The principal source of concern to the author in dealing
with dark images was the assured presence of numerous
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spurious bright pixels due to cosmic rays (such anomalously
bright pixels shall henceforth be called cosmic rays, though,
strictly speaking, they are only the trails left by cosmic
rays as they traverse the detector). Dark frames are
typically long exposures, and thus are likely to contain many
such anomalies. Cosmic rays are not a serious problem in the
processing of short exposure program frames, for which the
scale factor between the program frame and dark frame will
probably be very small. However, for long program exposures,
the scale factor may approach or exceed unity, and the errors
introduced by cosmic rays, which may contain hundreds of ADU,
will be more serious.
It is possible, though tedious, to find the cosmic rays
in an individual dark frame by inspection. They are
recognizable by their shape: usually asymmetric, and size: a
few pixels in extent, whereas the intrinsically hot pixels
are usually isolated. A simpler method is to take advantage
of the reproducibilty of the dark current and the random
nature of the cosmic ray flux.
The flux of cosmic rays at the surface of the Earth is
sufficiently low that a dark frame of 102 to 103 s duration
will contain not more than about 100 cosmic rays bright
enough to be a source of concern. Since the MASCOT detector
5
contains about 10 detector elements, the probability that an
individual pixel will contain signal from a cosmic ray will
-3
be less than several times 10 , the factor of several being
due to the size of each cosmic ray. The probability that the
__ _ ~~
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same pixel in two different dark frames will have significant
) flux from a cosmic ray is less than 10-5, since the cosmic
rays are randomly distributed within each frame. Thus, the
comparison of two dark frames of identical exposure length
should reveal every pixel, with the exception of perhaps one
or two, that is significantly contaminated by signal from
cosmic rays, where the meaning of "significantly" depends on
* the intrinsic noise in the uncontaminated pixels.
The author's practice has been to compare pixel by pixel
a set of dark-frames (comparing the frames pairwise within
) the set), replacing the brighter of two pixels in a given
pair by the fainter if the difference between them exceeds a
certain threshhold level. The level the author adopted was
* typically in the range of 10 to 20 ADU. Under these
conditions, typically 100 pixels per frame were altered (this
in an array or 328 x 245 elements).
) The set of dark frames thus cleaned was then averaged to
reduce the readout noise.
c) Flat field:
* The author relied exclusively on flat fields made
against the morning and evening twilit sky. Such images were
typically short in duration and nearly full well ( the
* capacity of each pixel is about 120,000e-), so that cosmic
rays were of no concern. A possible source of error in these
images was the presence of stars in the field of the frame.
) A star in the flat field will cause a hole in the processed
program image, and a hole will cause a negative or positive
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offset in the signal estimated for an object if the hole lies
in the star or sky region, respectively, of the object on
which photometry is to be performed.
In the auxiliary image observing procedure previously
described, several flat fields were acquired through each
filter (these fields were generally free of stars brighter
than a few percent of the sky level because such stars were
visible on the MASCOT monitor and were avoided when choosing
the sky field in which to make the flat frames). Because the
sky brightness during twilight is rapidly changing, the ratio
of star to sky brightness in consecutive flat fields is not
the same. The flattening of one such field against another
will completely remove the pixel to pixel response
variations. The field stars will not be flattened out,
however, and may be detected by displaying the flattened flat
field in such a way as to maximize the contrast at the sky
level. All field stars with surface brightnesses greater
than about .5% of the mean sky level can be detected in this
way.
The author dealt with stars so located by overwriting
the star with pixels shifted vertically (parallel to the
columns) from a region in the flat field with nearly
identical mean level and curvature. The shifting was done
vertically because pixel to pixel variations in the MASCOT
detectors are much more pronounced between columns than
within them.
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As a final test prior to the use of all three types of
auxiliary image, the author inspected them visually to look
for gross anomalies. Such, if found, were noted and
investigated to ascertain their origin.
A RESERVATION CONCERNING FLATTENING
The author adopted the standard flattening procedure (as
in equation (5)) for his reductions. This procedure is
strictly appropriate for the removal of the pixel to pixel
response variation if this variation is due to intrinsic or
externally imposed sensitivity variations between pixels.
Intrinsic sensitivity variations could be due to local
nonuniformities in the band structure. External sources of
sensitivity variation include vignetting and the clocking
electronics. It seems that the cause of the several large
amplitude bright/faint column pairs that until recently
characterized the MASCOT imaging channel flat field was
non-optimal voltage amplitudes in the serial clocking
circuit (Ricker, 1984).
Another possible source of apparent sensitivity
variation is simply variation in the size of the pixels. If
illuminated by a uniform field, larger pixels will collect
more photons and seem more sensitive than their neighbors,
whether or not their quantum efficiency is higher than that
of the neighboring pixels. If this effect plays a
substantial role in the nonuniformity of the detector
response, then flattening with equation (5) will introduce
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errors comparable to the fractional pixel response
variability for photometry of point sources. For surface
photometry of extended objects, equation (5) is correct
regardless of the source of the response variation, since
whatever the source of the variation, equation (5) will yield
a signal normalized to the average sensitivity (or pixel
size) of the whole detector.
If the pixel to pixel variation is due principally to
pixel size rather than sensitivity, then flattening with a
normal uniformly illuminated flat field would be unwise for
photometry of point sources. However, global nonuniformities
due to vignetting might be present, which would demand some
sort of flattening procedure. Under these circumstances, a
sort of global flat field could be constructed from an
ordinary flat field by smoothing the brightness distribution
to eliminate the high frequency variations (which, under this
assumption, would be due to pixel size variations) while
preserving the global nonflatness due to vignetting.
This question could be resolved by measuring the
relative sensitivity of different pixels to a constant
brightness light source that could be focussed to an image
smaller than one pixel (25p square). Any response variation
under point source illumination would be an intrinsic
sensitivity variation.
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APPENDIX II.
PHOTOMETRY OF ARRAYS
As in the discussion of section III., the estimated
signal in ADU from a star N* may be computed as follows:
m n
N* = N'i - m/n Nj (2)
i=l j=l
where N* is the estimated star signal in ADU
Ni is the measured signal in the ith pixel
of the star region
Nj is the measured signal in the jth pixel
of the sky region
n is the number of pixels in the star
region
n is the number of pixels in the sky
region
In the ith star region pixel,
Ni = Ni + Nsi
where N i is the number of ADU from the sky and
Nsi is the number of ADU from the star in
this pixel
Of course, both of these are unknown; only their sum Ni
can be measured. So,
m n
N* = (di + Nsi) - m/n N j or,
i=1 j
m m n
N* =1 Nsi + m/mi Ni - m/n Y Nj
1=1 1= j=l
To estimate the variance of this number, define
m-'r
Nsky = I/m_ Ni=l
n
Nsky = 1/n . Nj
j 1
as the estimates of the mean sky levels in the star and sky
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regions, respectively. Then
N* = N* + mNsky - mNsky
where N* is the true but unknown total number
number of ADU from the star in the
pixels of the star region.
Then,
2^ 2 2 2- 2 2-0 N* = a N* + m a Nsky + m a Nsky
where a 2 Nsky and a 2 Nsky are, respectively, the
variance of the mean sky level in the
star and sky regions
aN* (in ADU) = aN* (in photons)/(photons/ADU)
and aN* (in photons) = (N*.Amp) 1 /2
where Amp is the number of photoelectrons per ADU
but N. = N*
so aN* (in ADU) = (N*/Amp) 1 / 2
now, 2a 2 sky = 1/n a2 Nsky,
where o2Nsky is the sample variance in the
sky region.
2-W 2
It is safe to assume that a Nsky = a Nsky, so that
a2Nsky = 1/m 2Nsky
and a N* = N*/Amp + ma Nsky + /n ky
= N*/Amp + m(l + m/n)a Nsky (3)
The star flux estimate yielded by equation (2) is
susceptible to errors caused by anomalously bright or faint
pixels or groups of pixels in the star and sky regions.
Typical sources of such errors are cosmic rays and field
stars in the program image and/or flat field frame, and hot
pixels improperly removed in the dark current subtraction
procedure due to drift in the detector temperature between
the acquisition of the dark frames and the flat field and
program frames.
Such anomalies may be impossible to detect if they occur
within the star region, but they are comparatively trivial to
deal with when they occur in the sky region. Provided that
the local mean background level does not change throughout
the sky region by a substantial fraction of the pixel to
pixel noise, a simple two pass background computation scheme
could be adopted, in which some multiple of the background
standard deviation computed in the first pass would be used
as a discriminator to identify pixels that are either too
bright or too faint, which would be excluded from the
computation of the mean level on the second pass.
Such a procedure was implemented in the photometry
programs that the author used (except that only high pixels
were rejected), and was used in the photometry of objects in
which the background had not been fitted. For objects whose
background regions had been fitted, this anomalous background
pixel exclusion criterion was not used since the anomalous
pixels had already been located by inspection and dealt with
in the fitting process (see Appendix III). The background
distribution resulting from the fit was of zero mean, so the
exclusion of any pixels from the sky region was undesirable.
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LOCATION OF STAR AND SKY REGIONS
The software used by the author to perform the
photometry computations permitted the following three
configurations of sky and star region:
Sky
1) Column subtraction
This configuration is useful for
performing photometry on unflattened Star
images, in which strong column
dependent variations in the sky Sky
brightness can be expected. It may
also be desirable to use this Figure 7a): Columns
configuration in photometry of flattened images, as there are
usually residual column variations due to an imperfect match
between the spectral properties of the sky and that of the
flat field (this may no longer be the case, in view of the
reduction of the amplitude of the column variations achieved
by Ricker, (1984)).
2) Concentric circular apertures Sky
This configuration evenly weights the
background, and the light scattered Star
and diffracted from the star itself,
in angle.
Figure 7b):
Concentric Circles
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3) Concentric rectangular apertures
This configuration does not make a lot
Sky
of sense on its own, being a sort of
hybrid of the previous two, but having
Star
the advantages of neither. It was
adopted for photometry of images in
which the background had been fit
because the fitting program fit the
Figure 7c):
background in this configuration. Concentric Rectangles
All of these configurations have the drawback that they
include light scattered and diffracted from the star in the
sky estimation region. This problem could be eliminated by
choosing the sky region to be discontiguous to the star
region. If the background really is flat or, at worst,
linear in the coordinates, such a method should work well.
In the case of the problem at hand, where the background
around all of the program objects is nonlinear, the sky
region must be chosen to be adjacent to the star region for
both background fitting and photometry.
Because the fractional amount of light from a star that
is distributued into the sky region by the atmosphere and
optics is independent of the brightness of the star, it is
reasonable to disregard this effect except that in the
photometry of all objects, the same size apertures be used
so that the fraction of starlight wrongly attributed to the
background and consequently wrongly subtracted from the star
signal will be constant, resulting in a constant fractional
- ------------- I
decrement in signal for all objects. The decision about the
best dimensions for this aperture could be made after
investigation of the "curve of growth" of the star signal
with increasing star aperture. The signal and the formal
uncertainty both increase with increasing star aperture. At
some point, the signal-to-noise ratio must peak. This would
be a reasonable choice of aperture with which to perform all
the photometry.
Such a method would work as long as the seeing
conditions and the atmospheric scattering law did not vary
greatly during a single night. If these conditions could not
be met, some other objective method, such as extrapolating
the "curve of growth" for each star to large apertures could
be adopted.
In the work presented here, the "curves of growth" for
individual measurements were examined to see if unusual
things were happening in the background region. The flux
values chosen for photometric reduction were selected at a
fixed aperture size. The choice of this aperture dimension
was constrained by the requirements of the background fitting
procedure, so it is discussed in Appendix III.
Tables VII and VIII are sample listings of output from
the multiple aperture photometry program used in the
reduction of the data.
The headers of the listings are self-explanatory.
The columns labeled XRADIUS MIN and MAX are the half
dimensions in the X direction of the star and sky regions,
~i~~*~ ---III'- iil~-ii ci  I-1-1I -
Table VII.
FRAME 5:
58 MADE ON
Example of Photometry with the Column Background
Configuration
TITAN V, FULLY PROCESSED
1/ 9/1983 FROM 11: 8:28 TO 11: 0838 =
CENTER AT : (106,145):
18 SEC.
TITAN, COLUMNS
SKY PIXELS REJECTED IF THEY EXCEED MEAN+
XRADIUS YRADIUS
IN MAX MIN MAX IPIX
4 4 4 9 88
5 5 5 18 189
6 6 6 11 129
7 7 7 12 150
8 8 8 13 170
9 9 9 14 190
8 10 18 15 210
1 11 11 16 230
SKY
#REJ
2
08
8
8
8
AVGE.
64.3
52.4
45.8
42.4
41.1
39.8
49.2
39.1
4.0 SIGMA
STAR
SIG.
38.7
18.2
9.7
180.0
18.8
9.7
9.4
9.8
IPIX
81
121
169
225
289
361
441
529
FLUX
16988.2
19507.8
21889.5
21718.2
22021.9
22317.4
22376.5
22505.3
SIGMA
348.4
280. 1
125.7
149.5
170.3
185.0
198.8
225.3
Table VIII. Example of Photometry with the Concentric
Rectangle Background Configuration
FRAME 5. TITAN V, FULLY PROCESSED
58 MADE ON 1/ 9/1983 FROM 11: 8:28 TO 11: 8:38 =
CENTER AT : (186,145): TITAN, RECTANGULAR ANNULUS
SKY PIXELS REJECTED IF THEY EXCEED MEAN- 4.0 SIGMA
XRADIUS YRADIUS
MIN MAX MIN MAX
4 13 4 13
5 13 5 13
6 13 6 13
7 13 7 13
8 13 8 13
9 13 9 13
18 13 10 13
11 13 11 13
SKY
IPIX IREJ
640 8
682 6
558 2
584 8
448 8
368 8
288 8
288 8
18 SEC.
STAR
AVGE.
41.9
40.8
38.9
38.5
38.1
38.0
36.7
37.3
SIG.
16.3
12.6
11.4
18.8
9.4
9.5
9.3
9.7
#PIX
81
121
169
225
289
361
441
529
FLUX
18807.9
21888.4
22174.1
22582.8
22878.2
22943.2
23988.1
23471.3
SIGMA
147.0
139.1
148.4
149.8
168.5
180.2
195.2
223.5
_.-..._.___
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respectively. The columns labelled YRADIUS MIN and MAX are
the half dimensions in the Y direction of the star and sky
regions, respectively. Both the star and sky regions are
centered on the pixel stated. The stated radii are smaller
than the actual radii by .5 pixel, due to a convenient
computational convention adopted early in the reductions.
The four columns under the heading SKY are the number of
pixels in the sky region that were used to compute the sky
mean and variance, the number of pixels in the sky region
rejected by the anomalous pixel rejection criterion, the
average sky level for pixels not rejected and the sample
standard deviation of the signal in the sky pixels not
rejected.
The three columns under the heading STAR are the number
of pixels in the star region, the estimated star signal
according to equation (2), and the estimated uncertainty in
the star signal. The uncertainty in these tables is computed
by an incorrect formula ( ma 2Nsky ) which neglects the shot
noise in the star (though this is negligible in comparison to
the background noise for even very bright objects) and the
uncertainty in the mean background level that is subtracted
from each pixel of the star region (which is negligible when
the sky region is much larger than the star region: see
equation (3)). The additional uncertainty due to these
effects was incorporated into the photometry presented in
section III.
The stated uncertainty in the signal from Titan is
~r- ; .-ICI-"i.~ C. .I ~-- ii-~--i I-1ZI*--~
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actually much too large because of the gradient in the
background, which causes the computed sky standard deviation
to be larger than the real noise in the data. On the other
hand, the transparency at Wallace Observatory is not stable
at this level of significance, so the formal uncertainty in
this case is pretty worthless.
The contamination of the sky region by Titan light at
small star region apertures and the "curve of growth" with
increasing aperture dimension are clearly evident.
--~-~
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APPENDIX III.
THE BACKGROUND FITTING PROCEDURE
The model adopted to fit the background distribution was
a polynomial of 4th order in x and y:
f(x,y) = a + bAy + cAx + dAy2 + eAxAy + fAx + gAy3 +
hAy2Ax + jAyAx 2 + kAx 3 + mAy + nAy3 Ax +
AX2Ay2 + pAyAx 3 + qAx4 (6)
where Ax = x - xo , Ay = Y - Yo, (xorY o ) being the center
of the star region. The star and sky regions were concentric
squares or rectangles centered on (xo,yo).
The boundaries of the star region for each object were
chosen to include "most" of the light from the object. In
practice, the limits of the star region were set at the
closest separation from the center (xo,Y o ) at which the light
contribution from the object could not be distinguished from
the background noise under visual inspection of cross
sectional plots, in x and y, of the data. Because the radius
at which this occurs is strongly dependent on the brightness
of the object in question, the radius adopted for the
brightest star in each image was used throughout the whole
image. For the 1/83 data, typical x and y radii were 4.5 to
5.5 pixels, corresponding to 7.6 to 9.3 arcseconds (as an
aside, this illustrates one of the advantages of imaging over
photoelectric photometry. With an ordinary photometer, a 15"
radius aperture is considered small for the conditions
prevailing at Wallace Observatory).
The outer boundary, the limit of the sky region, was
;_~11_~1___/__1_____1__11_~_1~ ~^_1_
initially chosen to be at a radius of 19.5 pixels (33")
because the author desired a large baseline in x and y to
strictly constrain the model. This array size was close to
the largest that could be accommodated simultaneously with
the interactive fitting program in the memory of the
computing equipment used (Data General Nova line
minicomputers). After a large amount of effort had been.
expended to reduce most of the data using sky regions of this
size, it was discovered that they were too large (another
case, as in section II, of failure to substantiate
assumptions before proceeding on the basis of them) as they
introduced substantial systematic errors into the photometry
results, and that significantly smaller apertures (from 13.5
to 16.5 pixels in radius.) worked much better. A subset of
the data were reprocessed using the new aperture dimensions
for presentation in this paper. The systematic error vs
aperture size question will be discussed shortly.
Having chosen star and sky region dimensions, the author
visually inspected isophote contour plots of the region to be
fitted to check for anomalies in the background region that
might compromise the fit and the subsequent photometry.
Anomalously dim or bright pixels and pixels containing light
from field stars present in the sky region were excluded from
the fit by assigning to such pixels a weight of 0. "Normal"
sky pixels were assigned a weight of 1. The pixels in the
star region were assigned a weight of 0. The fit was then
performed and the residual deviations of the data frota the
~~-~i.. - - -
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model were computed for all the pixels in the star and sky
regions. The anomalous pixels in the sky region, which had
been excluded from the fit, were at this point set to zero
since the mean level of the residuals in the sky region
pixels that had been fit was zero. The star region residuals
were, of course, left alone.
In some images, the east-west diffraction spike of
Saturn intruded into the sky region, and on occasion into the
star region of Hyperion and the field stars. Under these
circumstances, the following procedure was adopted:
1) the sky region was fit, excluding from the fit the
star region, anomalous pixels and the diffraction spike. The
residuals from this fit were computed and saved.
2) returning to the flattened image, the diffraction
spike only was fit, with a lower order polynomial if
necessary, excluding anomalous pixels and any portion of the
star region that overlapped the spike. The residuals from
this fit were written into the residual array resulting from
step 1).
A sample of the hard output from a fitting experiment in
an empty portion of the Saturn background light field is
shown in Table IX. This field is located symmetrically north
of the Saturn diffraction spike from the location of Hyperion
in Figures 1. and 2.
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Table IX. Background Fitting Example
&RAME 5: HYP V, FULLY PROCESSED
41 MADE ON 1/18/1983 FROM 11: 3:39 TO 11:18:39 = 988 SEC.
IT REGION: 33 PIXELS BY 33 LINES CENTERED AT (313,126)
INAL VALUES AFTER 2/ 4 ITERATIONS
INITIAL
SK 2568.888
Y 8.08888
X 0.888888
YS 8.888888
XY 8.8800888
XS 8.88808888
YC 8.8808880
2X 8.8808888
Y2 8.800888800000
XC 8.8088880
YQ 8.888088
3X 8.808888000008
22 8.80088800000
Y3 8.880088888
XO 8.8008888
FINAL
2782.287
-15.94110
28.27685
8.1634583G
-8.6754382
8.2922838
-8.382553G
8.3150437G
-0.38805172G
8.7384948G
8.1957356G
-8.3694415G
8.5859188G
-8.1821271G
8.3494426G
SIGMA
1.888917
8.1313619
0.1305781
-1 8.2351273G
8.1644847G
0.2355523G
-2 8.6759617G
-2 8.5811782G
-1 8.5882855G
-2 8.6718623G
-3 8.8385375G
-4 8.6777814G
-3 8.7541455G
-2 0.6777968G
-3 0.8312892G
0.88865
-8.88824
0.88462
1.43845
-8.82434
8.88859
-8.17671
0.18447
-8.81931
8.89886
0.42432
-1.83439
8.14907
-8.86636
8.23789
UM OF SQUARED RESIDUALS = 210341.8841968138880
PER DEGREE OF FREEDOM = 195.848234819379788
The background field of this example corresponds to the
location of Hyperion at -1.4 days before superior
conjunction. This region is located symmetrically north of
of the Saturn diffraction spike from the position of Hyperion
in Figures 1 and 2, so the curvature of the background is
comparable to what is shown in those figures.
The star region for this fit was 11 x 11 pixels centered
at (313,126).
The fit parameters are listed in the same order that they
appear in equation (6).
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SYSTEMATIC ERRORS
The procedure described above will result in a residual
array with a background region in which the mean level is
zero and in which no anomalous pixels are present to bias the
results of the photometry. It is necessary to know something
about the behaviour of the residual array in order to be able
to trust the photometry that is subsequently performed on it.
Two principal concerns are that the model be well behaved in
the star region where there are no data points to constrain
it, and that it accurately predict the total number of ADU
due to the background in the star region.
For even the most severely curved light fields that the
author encountered during the reduction of the data presented
here, the residuals from the best fit model were very flat in
the star region. The reason for this is that the
coefficients of the order 2,3 and 4 terms were sufficiently
small that the contributions from these higher order terms
were small in the star region where Ax and Ay were
comparatively small. In the sky region, where Ax and Ay were
much larger, and powers of these very much larger, the model
did wiggle considerably. However, because the mean value of
(data - model) was constrained to be zero in the sky region,
this behaviour in the sky region did not have any systematic
effect on the photometry.
The model was thus nearly linear in x and y in the star
region, and the data was nearly linear (over such a small
region) also, so that little curvature could be expected in
;- ;- ;- -i- ;;~ ULi-~~
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the difference between the true background and model
background inside the star region. Though this was the case,
it was clear that the higher order terms in the model were
still desirable. Without them, the constant, linear and
quadratic coefficients, which were the only ones that
mattered in the star region, would have been forced to model
the higher order behaviour of the background distribution in
the sky region, and might have been set to values that would
not have modelled well the background distribution in the
star region. This can be seen in the fact that although the
3rd and 4th order coefficients were typically very small,
they were reasonably well constrained by the data, with
fractional uncertainties typically comparable to or less than
.5 (see, for example, Table IX).
The flat behaviour of the (data - model) array in the
star region and the wiggly behaviour in the sky region is
illustrated in Figures 8 and 9. This array is the set of
residuals from the fit shown in Table IX. It is hard to see
what is happening to the local mean level in Figure 8.
because of the noise in the data. In order to suppress the
high spatial frequency random noise and reveal the shape of
the distribution of residuals, the residual array was
smoothed by averaging the signal in a 5 x 5 box centered on
each pixel and assigning the result to that pixel in the
smoothed image. The result of this procedure is shown in
Figure 9. The residuals in the sky region look like they
could be locally well modelled by a 5th order polynomial,
:_~_ _ _~~X1__1 I ~___/__ _  1 1111 -1 _ lj ii-1_L-ll--~- --~- -_I . I.-i---~~~~ 1II~II- I-i*ii;_ .ili_.
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Figure 8.
110 297
Fit residuals from a portion of the Saturn background light field corresponding
to the location of Hyperion -1.4 days before superior conjunction. The star region
for the fit is the central 121 pixels (11 square). The sky region is 33 pixels
(-56") square, which is the largest sky region that did not result in unacceptably
large systematic errors in the photometry.
Figure 9.
140
112 299
The same array as that displayed in Figure 7., except that a 5 x 5 average
has been performed to suppress the high frequency noise and reveal the systematic
deviations of the model from the true background distribution. The outermost two
pixels on each side were lost because of the averaging procedure. The peak pixels
of this array in the positive and negative sense are 19 and -13 ADU respectively.
The mean sky level of the field in which the fitting was performed was -2800 ADU.
0
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which is what one would expect when using a polynomial model
terminated at 4th order. The additional terms required to
make the model a general 5th order polynomial were not
adopted because of space limitations in the computer memory.
It will be clear in what follows that such terms were, in any
event, unnecessary.
Though the behaviour of the residuals in the sky region
in Figure 8. looks rather alarming, it must be noted that the
amplitude of the smoothed systematic deviations is less than
1% of the mean sky level in the original sky region, and the
rms value of the residuals is about .25% of the mean level.
In terms of describing the sky region alone, the model
adopted seems to have worked very well.
Though the behaviour of the model has been demonstrated
to be tame in the star region, the question remains as to
whether this nearly linear model distribution correctly
predicts the total number of ADU due to the true background
distribution in the star region. This was ascertained by
performing the fitting/photometry procedure in empty regions
of the background distribution, such as that of Figure 8.
The results of such tests confirmed the trustworthiness
of the method under appropriate conditions.. The systematic
error in the fitting/photometry process was found to be
comparable to the formal uncertainty in the computed star
signal for sky region radii smaller than a critical value in
the range 17.5 to 19.5 pixels (for the 1/83 data). For sky
region radii at and greater than this value, the systematic
_ ~_i li __ __ ~ _ I I_^ ; I __ Y_ i _ _^I_ _ __ I ~__
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error was much larger than the formal uncertainty, and
increasing with increasing sky region radius.
It is not difficult to see why this should be.
Successful fitting/photometry is contingent on the ability of
the model not only to fit the data well in the sky region,
but also to extrapolate successfully to the star region. An
inescapable property of polynomials of order greater than 0
is that they increase or decrease without bound for
sufficiently large values of the argument. If the sky region
is too large, the model will fail to fit well everywhere.
Additionally, as the sky region is enlarged, the distance
over which the model must be extrapolated from regions in
which it fits well increases also, and the extrapolation also
will eventually fail.
Figure 10 illustrates this behaviour in a field
corresponding to the position of Hyperion at ~2 days before
superior conjunction, which is among the most severely curved
fields encountered during the 1/83 run. The field of Figures
8 and 9, which lies just East of this one was not used
because the background level passed the detector saturation
point for the largest background apertures. The detailed
behaviour of the systematic errors in the field of Figures 8
and 9 for apertures up to 16.5 pixels in radius is identical
to that shown in Figure 10. For comparison, the error
introduced by photometry using a straight application of
equation (2) with the same star and sky regions is shown
also.
1" - ; ; -- .. ----I~...~. .. .~
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Figure 10.
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-100 -
Systematic
error
in ADU
-300
-500
-700
-900
-1100
-1300
-1500
7.5 10.5 13.5 16.5 19.5 22.5
Sky region radius in pixels
Systematic errors versus sky region radius. The isolated points are the
errors introduced by straight photometry with equation (2). The points plotted
with error bars are the errors introduced by photometry after the application of
the fitting procedure. The star region radius is 1/3 the sky region radius. The
signal from Hyperion in this image was -5600 ADU, so the error in the fitting
procedure for sky radii less than 19.5 pixels is less than 3% of the Hyperion signal.
0 0
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THE FORMAL UNCERTAINTY
The formal uncertainty in the computed signal given by
equation (3) contains a contribution from the nonrandom
fluctuations in the array of (data - model) due to the
failure of the model to perfectly describe the background
distribution in the sky region. The other contribution to
the uncertainty is from the essentially random pixel to pixel
brightness fluctuation about the local mean due to readout
noise, shot noise, and imperfect flattening. The fractional
increase in the computed uncertainty varied with the severity
of the curvature of the background distribution being
fitted. For the array of Figures 8 and 9, the fractional
increase was 15%.
The formal uncertainties in the results of photometry in
fitted fields were always somewhat larger than the true
uncertainty due to the noise in the background. However,
these inflated formal uncertainties were comparable to the
systematic errors introduced by the fitting process.
Consequently, the author chose to neglect the systematic
errors (thus avoiding the painful process of astrometry and
error prediction mentioned in section III) and adopt the
inflated formal uncertainties as 1 a error estimates.
LIGHT SCATTERED FROM PROGRAM OBJECTS
The presence of a star or satellite in the star region
subtly alters the light distribution in the sky region, due
to the effects described in section II, and changes the fit
I -iiiiiii '*---;- ;~_. _- I-- --- ~~~-~~~-------_ 1r.
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results and photometry of the sky in the star region from
what it would have been in the absence of an object in the
star region. Because the terms in the model are not
orthogonal, it is not clear that the increments in the fit
parameters due to the addition of the scattered star light
will be equal to the values of the fit parameters for the
scattered star light by itself. Consequently, there is no
a priori guarantee that the effect on the fitting and
photometry will be the same for objects in different
locations in the background light field.
However, experiments performed with standard stars in
fields with flat backgrounds in order to normalize the
calibration photometry, most of which was performed without
background fitting, to the Saturn satellite fields
demonstrated than the effect on the star photometry was a
decrement in measured signal of only about 1%. As the formal
uncertainty in the Saturn satellite field photometry was
typically larger than this, the expected variation in the
effect of scattered program object light on the fitting and
photometry was neglected.
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VIRTUAL APERTURE MASKING WITH THE MASCOT
The direct illumination from an undesired bright object
can be eliminated by masking the image of the object in the
focal plane of the telescope. The diffraction spikes from
this object cannot be eliminated in this way, if the purpose
is to be able to study objects embedded in the spikes,
because the objects will be masked out along with the spikes.
The spikes must be removed by masking the aperture, which
will reduce the telescope throughput, but which will not
restrict the field of view.
It is inconvenient to remove the diffraction spikes by
masking the physical aperture of the telescope because of the
size of the masks required. Additionally, such masking is
likely to dramatically reduce the throughput of the
telescope. A simple alternative is find or create a small
real image of the aperture and perform the masking at this
image.
At an image of the aperture, the orientation of the
light rays entering and leaving the physical aperture are
preserved. The diffraction spikes are due to rays that pass
physically close to the secondary support struts as they
enter the telescope. These rays can be masked out at the
image of the secondary support struts by two perpendicular
occulting bars, which need to be only slightly wider than the
width of the secondary support strut images. This will
remove the light diffracted at the physical objective, but
the light that passes through the aperture mask will be
_. ; -iI ;; --:; ; ; I--------;;; --- ;' -"'~ ~1~1 -~ ~~ I
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diffracted by the mask. The diffraction due to the mask will
also be more severe than that caused by the secondary support
struts because the occulting bars will be wider than the
struts in the image of the aperture.
This additional diffraction will not be a problem as
long as the mask is not illuminated by direct light from the
bright object. This can be accomplished by masking out the
bright object in the telescope focal plane and forming the
image of the secondary support struts behind the focal plane.
Objects that are not masked out in the focal plane will have
brighter diffraction spikes of their own, due to the larger
obstruction in the image of the aperture, but the bright
spike due to the bright object will be eliminated.
The optical configuration of the
MASCOT is shown at right. The
A E
labelled optical elements are: A,
F
beamsplitter; B, spectrometer
collimator -lens; C, reflection
grating or plane mirror; D,
G
spectrometer camera lens; E, imager
field lens,; F, folding mirror; G, H
imager transfer lens; H, CCD detector D
vacuum housing. C
The field lens E images the objective
Figure 11.
onto the transfer lens G, which MASCOT Optical Layout
(Ricker, et al, 1981)
reduces the vignetting that would reproduced with
permission of author
otherwise occur at mirror F and lens G.
11~1_~1_
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The field lens E thus creates the desired image of the
secondary support struts. With the lens that is currently
installed in the MASCOT (260 mm f/5.2, (Ricker, et al,
1981)), this image is inaccessible because it is formed
inside lens G. The image can be made accessible by replacing
lens E with a lens of slightly shorter focal length, which
would form an image of the secondary support struts in front
of lens G, where they could be masked by occulting bars
attached to the platform on which lens G is mounted.
-
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