In this paper, work on a new wavelet packet basis selection paradigm is reported which emphasizes the crucial role of quantization strategy being used. This paradigm is coupled with a new Markov chain based estimation of the cost of zerotree quantization to develop a progressive wavelet packet image coder which gives better results than its wavelet counterpart.
INTRODUCTION
The last decade or so has seen a surge of interest in wavelet transform based image coding methods [ 1,2]. These methods, however, perform much better on images consisting of smooth regions with well-defined boundaries than on more complex or textured images. Wavelet packets were invented [3] to pinpoint the signal phenomena occurring locally in the frequency domain, and wavelet packet image coding methods such as 14, 51 have established their superiority over wavelet based methods for complex images and particularly those containing oscillatory patterns.
Various basis selection methods [6, 71 have been proposed to select the best basis among a library of available wavelet packet bases. The use of different cost functions may result in different best bases which, in turn, may produce different coding results using the same quantization method. It is, therefore, important to take into account the quantization strategy at the time of basis selection to ensure that the basis chosen by employing certain criterion will actually result in better performance in terms of coding gains.
In this paper, a new wavelet packet coding paradigm is advocated which unites both basis selection and quantization for compression purposes.
WAVELET PACKET IMAGE CODING

Wavelet Packets
In order to represent a signal f using the wavelet transform, the space V, of its approximation at a resolution 2-j is 
Basis Selection
Since this library of wavelet packet basis functions consists of a huge collection (more than 22D possible bases for a tree of depth D). various algorithms [6, 7] have been proposed to compute the cost of a decomposition (split) and decide whether such a split should be retained or the decomposed coefficients should be merged back to the previous level. Selection of the best basis B* from 2) ensures that there is no other basis in V which can represent f with a smaller cost (when using the cost function C). It does not, however, ensure that there is no other basis from another library of bases that can represent f with a smaller cost. Neither does it guarantee that there is no other cost function C' which can be used to select another basis 13' which is better than all other bases (including B*) in 2) (with respect to C') [SI.
Zerotree Quantization
Zerotree quantization is an effective way of exploiting the self-similarities among high frequency subbands at various resolutions. Wavelet based zerotree image coding methods [ 1,2] have proved their superiority over other wavelet based methods in terms of both computational complexity and compression performance. Moreover,, enabling the embedded (progressive) transmission (reconstruction), which is required in many applications, using a zerotree method is quite straightforward. These motivating factors led to the development of a general zerotree structure, termed cornpatible zerotrees, for wavelet packet transforms [9] . If X and Y denote two random variables representing the significance of child and parent coefficients respectively, then the following relation
tells us that encoding the conditioned significance is usually more efficient than just encoding the individual coefficients' significance. The performance of zerotree encoding depends largely upon the value of I ( X , Y ) for a given basis.
The larger the value of this measure, the more efficient the encoding is. Given a basis 17 for an image, this value determines how friendly the basis U would be to the zerotree quantization method.
NEW PARADIGM FOR BASIS SELECTION
An important issue that needs to be taken into account while selecting the best basis is that of the strategy used to encode the basis coefficients. Consider, for instance, the most commonly used encoding strategy which employs some sort of quantization Q (to suppress unimportant coefficients or some parts of them) followed by an entropy coding method. 
MARKOV CHAIN BASED COST ESTIMATION
One way of taking into account the mutual information between the parent and children subbands in this compatible zerotree organization is to estimate the cost of zerotree quantization without actually encoding the coefficients. The cost C(f, B ) of encoding the coefficients of a D-level wavelet packet basis B can be written as n-1 where = is the threshold value used at the ith iteration, n denotes the number of stages of encoding, and C , , and C,, denote the costs of encoding the significance map and the refinement information. It was observed that the symbol used to encode the refinement information using Shapiro's method is nearly random, which leads to the conclusion that it would suffice to estimate the first term in the above expression. The cost Cam can be estimated by computing the entropy of a discrete random variable whose value is drawn from the set of codewords used to encode the significance map. These codewords include two symbols (0 and 1) to represent whether a coefficient is significant or not, and a zerotree symbol whose probability can be computed as follows.
Due to the fact that the significance of child coefficients in a subband is related only to the significance of their parent coefficient, the subbands (nodes) belonging to each family of compatible zerotrees can be modelled as a non-homogeneous discrete-time Markov chain (MC) with time replaced by node depth in the tree (ie, the root compatible zerotree). Let X j denote a random variable corresponding to the coefficients of all nodes at tree depth j. The sample space for these random variables X I , Xz , . . . , X D (where D denotes depth of the tree or the number of transform levels) is (0, l}, where a value of 0 denotes that the coefficient is insignificant with respect to a threshold and 1 denotes its magnitude being larger than the threshold.
Let Pk(0) denote P T ( X~ = 0), the probability of a coefficient belonging to subband nodes at tree depth k being insignificant, and Pj,i(OIO) denote the probability of all child coefficients at depth j to be insignificant given all of their corresponding parent coefficients at the previous depth i are insignificant. It was observed that given a coefficient and all its child coefficients are insignificant, it is very likely that its siblings and all their children are insignificant too. The probability Pj,i(O(O) can, therefore, be approximated by the probability of all four child coefficients at depth j being insignificant given their parent coefficient at depth i is insignificant.
Let Pk(0) denote the joint probability of all the coefficients originating from nodes at tree depth k and all their child coefficients being insignificant. In other words, it denotes the probability of a zerotree of length D -k, which consists of (qDpk+l -1) coefficients in a wavelet zerotree.
According to the multidimensional pmf theorem of Markov chains Pk(0) is given by (5) gives the entropy of the one and zero codewords identifying respectively the position of significant coefficients and those insignificant coefficients which are not contained in any of the zerotrees. Fig. 1 shows the graph of the cost of encoding the significance map (both estimated and real) plotted against various threshold values for the Barbara image. The MC based computation of the cost of encoding the significance map proves to be a good estimate, particularly at large threshold values which correspond to low bit rates. The use of a bottom-up search method, along with a cost function that takes into account the quantization strategy, ensures the selection of a best basis for compressing a given image using that particular quantization method. Based on the cost estimate described in the previous section, a simple heuristic can be devised to select what can be termed as a zerotree friendly wavelet packet basis. The complexity of wavelet packet transform for an image of size M x N is 0 ( M N D ) where D is the number of transform levels or the depth of full wavelet packet tree. Moreover, the new basis selection algorithm needs to compute the estimated cost of quantization (qD-l -1)/3 times.
The idea of compatible zerotree quantization was combined with the wavelet packet basis for progressive image coding and its performance was tested on two standard 8-bit greyscale 512 x 512 images -Barbara and Fingelyrints -using both a wavelet basis and a zerotree friendly wavelet packet basis. The latter of these bases was selected using the cost estimate discussed earlier in Section 4 in order to maximize the mutual information I ( X , Y ) . For all the experiments, the factorized 9-7 biorthogonal filters [5] were used for efficiently computing the wavelet packet transform. Results for the performance of both variations of the CZQ coder -that is, with the wavelet basis CZQ.-WV and with the wavelet packet basis CZQ-WP -for both the test images are presented in Tables 1-2 . The measure used to describe the performance of each coder is the peak-signalto-noise-ratio (PSNR). While being capable of progressively reconstructing the encoded image and being relatively faster than other wavelet packet coders [5] , the CZQ-WP coder performs comparably well. The coding gains achieved by it on top of CZQ-W V are 0.6-1.5dB for Barbara, and 0.4-0.7dB for Finger-
priizts.
A closer look at the reconstructed images encoded at 0.25 bpp. reveals that CZQ-WP yields better visual quality than the state-of-the-art SPMT [2] image coder. Note, for instance, the quality of a portion (table cloth) of the reconstructed Barbara image encoded by CZQ-WP and SPIHT as shown in Fig. 2 
