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We analyze the short distance asymptotic behavior of some quantities formed out 
of fundamental solutions of Dirac operators minimally coupled to finite dimen- 
sional matrix-valued gauge potentials on even dimensional Euclidean spaces. The 
analysis gives a mathematically rigorous proof as well as a mathematically self-con- 
sistent description to the so-called “(Abelian) chiral anomaly” in quantum gauge 
field theories. ‘( ’ 1987 Academic Press, Inc 
I. INTRODUCTION AND MAIN RESULTS 
Let G,(x, y) be a fundamental solution of the Dirac operator minimally 
coupled to a finite dimensional (not ncccssarily skew-symmetric) r x r 
matrix-valued gauge potential A = {A,,}?= 1 (r b 1) on the even 2n (n > 1) 
dimensional Euclidean space 
{i[y”a;ol,-r”oA,(x)]-M} G,(x, y)=d(x-y), 
(1.1) 
iCa;G,&, Y) yp 0 1, 
+ G/Ax, Y) r”@A.(y)l +MG,(x, Y)= -6(x- Y), x, y E R’“. 
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Here {yP}FZ i, called “gamma matrices,” is a family of skew-symmetric 
2” x 2” matrices satisfying the Euclidean Dirac algebra 
yP(y” + y”yP = -2P”, p, v = l)...) 2n, (1.2) 
and MER\{O) . is a parameter denoting the mass of a “Dirac particle.” 
Summation over repeated indices is understood. The tensor product in 
(1.1) is the tensor product of the finite dimensional matrices, but, hence- 
forth, we shall sometimes omit the symbol of the tensor product. The 
matrix 1, denotes the identity matrix on C’. Let denote by M, the space of 
m x m matrices with complex elements and put 
B,=M,,@M,, (1.3) 
The fundamental solution G,(x, y) is then a priori considered as a B,- 
valued tempered distribution on R2” x R2”. 
Remark. If each A, is in Ck (R’“; M,) (the space of M,-valued k-times 
continuously differentiable functions on R*“), then every solution G,(x, y) 
of Eq. (1.1) is k - n - l-times continuously differentiable on the region 
R+R4’\((x, ~)ER’~xR’” 1 x=y}. (1.4) 
This is due to the elliptic regularity (note that Eq. (1.1) is Euclidean and 
hence the Dirac operator is elliptic). 
The purpose of this article is to analyze the asymptotic behavior of some 
quantities formed out of G,(x, y) as lx- ,vl tends to zero. 
Before stating the main results, some remarks may be in order. A general 
interest of studying problems associated with Eq. (1.1) comes from solving 
the so-called external field problems in quantum gauge field theories 
(QGFT) (see, e.g., Bellissard [4, 51 and Wightman [ 19]), although 
Eq. (1.1) is the Euclidean version of the corresponding equation on the 2n- 
dimensional Minkowski space. (The real physical case, of course, should be 
the case with n = 2, but, for mathematical generality, we consider the 
general case.) The main motivation for the present work is to give a 
mathematically rigorous proof as well as a mathematically self-consistent 
description to the so-called (Abelian) chiral anomaly in QGFT, which has 
played an important role in elementary particle physics (e.g., Zumino et al. 
[20] and references therein, Alvare-Gaume and Ginsparg [I]. Formal 
proofs of the “anomaly” based on the formal perturbation theory can be 
found in those references). In view of the physical significance of the 
anomaly, it also seems to be important to give a mathematically sound 
basis to it. The analysis of the problem is interesting also from purely 
mathematical point of view, because it relates an analytical quantity to a 
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topological one (see Theorem B). In our approach, the anomaly is 
mathematically characterized as an analytical and an asymptotic property 
of fundamental solutions of the Dirac operator. (A standard up-to-date for- 
mal “definition” of the anomaly is given as the variation of the “infinite 
determinant” of the Dirac operator under the “chiral transformation” 
[ 1,2,7, 171.) We also hope that our study in the present paper serves as a 
step in a rigorous approach to QGFT (e.g., Seiler [ 15, 16]), though our 
discussions here are restricted to the case of external (c-number) gauge 
fields. We shall work in R2n, but the results would be extended to the case 
of any manifold (cf. e.g., [2, 7, 81. The method of the proof and the 
mathematical characterization of the anomaly in [7] are different from 
ours: the above-mentioned viewpoint is taken). 
Let 
v,, = c2’ @ C’ (1.5) 
and A be the Laplacian on R2”. Then, the operator 
S=(-A+M’)” (1.6) 
is self-adjoint with domain H ,(RZn; V,), the Sobolev space of V,-valued 
functions on R”’ of order 1, and with a bounded inverse on 
H = L2(R2”; V,,), (1.7) 
the Hilbert space of V,-valued L2-functions on R’“. We then define a class 
of fundamental solutions of the Dirac operator. 
DEFINITION. Let 6 be a positive number. We say that a solution 
G,(x, y) of Eq. (1.1) is in the class F;,(A) if it is in P-class on R4,” and 
S-n-GCJ+* defines a unique bounded linear operator on H. 
We now proceed to state the main results. We denote by Tr the trace 
operator on B,, 
Tr = tr @ tr, (1.8) 
where tr denotes the trace operator on M,, or M,. In the present paper, we 
shall use the Fourier transform in the generalized sense and denote by f 
the Fourier transform of f, any tempered distribution. We also introduce 





Y  Y2”. 
The first of the main results is 
THEOREM A. Let 6 E (0, 1) and suppose that each A, (p = 1 
C’(R*“; M,) with conditions 
IIY”AJ m = sup IIYPAJX)ll < a, 
r.sl+ 
IPI J,, w+’ a, E L’(R*“; M,), p = l,..., 2n. 
Then, for every G, in F:,,(A), the asymptotic formula 
W-8 L)Cr 2n+ ‘Y’GAx, Y)I 
(-i)” 
= -2*(n-‘+yn- l)! 
~~Y~,Y,‘~~~n-,‘n-, (xv - Yv) 
Ix- Y12 
XF, (,,1] (y-Fl‘” .,I’ n ,(g+o(log Ix-YI) 
i Z--E p,, (X” - Y”) ,x-yI* +WogIx-Yl) (n= 1) 7c 
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(1.10) 






holds as /x - yl --f 0, where P”‘P2n 1s the Kronecker antisymmetric symbol 
and the M,-valued function F,,, (the “field strength”) is defined by 
J’,,(x) = %A,(4 - 4A,b) - CA,(x), A,(x)1 
with [ , ] being the commutator. 
(1.14) 
Remark. Let A, be in c” + ‘(R*“; M,) and suppose that there exists a 
solution of Eq. (1.1) satisfying formula (1.12) (( 1.13)). Then, for every 
solution (?A of Eq. (l.l), formula (1.12) ((1.13)) holds. This follows from 
the fact that, by the elliptic regularity (see the preceding remark), 
5,(x, y) - G,(x, y) is continuous on R2” x R’“. The same is true for for- 
mula (1.19) (see Theorem B). 
We note in this theorem that the order of singularity of the quantity 
(tr@ ~,)CY 2n+ ‘y”G,(x, y)] at x = y does not depend on the dimension 
parameter n. We shall see that this is due to an effect of Yap+‘. 
Let C,, be a smooth curve in R2” from x to y parameterized by a 
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function x(t), t~[0, 11, with x(0)=x and x(l)=y, and {tF)y’O be a 
family of ordered sequence of points in [0, l] with the property that 
t; = 0, t;,= 1 
for all k = 1, 2,..., and 
Nk-+O, sup It!,, -t;i -+o 




x; =x(tf), i= 1 ,..., N, , k = 1, 2 ,... 
One can show that, for A,, in C(R’“; M,) (p= l,..., 2n), the limit exists 
(Nelson [9]). 
Let 
Ib.,(x,c)=Tr[72”ilG, (x+i,x-i) @,(c.)j, (1.16) 
W:(x,e)=Tr[:i.“1’.4n(x+~,x-f)B1(~)1, (1.17) 
where 
cy = c r-(E/2) r+(r:/2). (1.18) 
In what follows, for simplicity, we shall take the straight line from 
x + ~12 to x - ~12 as CX, though one may take a more general class of cur- 
ves as C;. We then have 
THEOREM B. Let (~(j’}$, he any orthogonal system of vectors in R2”. 
Then, under the same assumption as in Theorem A, for every G, in F!,,(A), 
the formula 
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(-i)” 
= 22” - lnnn! E~~“~“‘~~“~ tr[FpIY,(x). . . Fp,y,(x)] (1.19) 
holds. 
Remarks. (1) The r.h.s. of (1.19) is, up to a constant, the nth Chern 
character of a complex vector bundle with curvature F= { Fpy)~;y=, . In 
the physics literature, this quantity is called the (Abelian) chiral anomaly 
(see Zumino et al. [20] and references therein). Theorem B gives a 
mathematically self-consistent description with a rigorous proof to the 
anomaly in a framework of theory of fundamental solutions of the Dirac 
operator. As we have already mentioned, infinite determinants of the Dirac 
operator may be used to “define” the anomaly and a formal correspon- 
dence to the 1.h.s. of (1.19) may be drawn. It seems, however, that the 
definition of infinite determinants of an operator acting in an infinite 
dimensional space is somewhat mathematically ambiguous, in particular, in 
the case where the operator has not only the point spectrum but also the 
continuous one. For mathematical theories of infinite determinants, see, 
e.g., Reed and Simon [12], Seiler [15]. (2) The meaning of QA(C;) in 
definitions (1.16) and (1.17) is as follows: Let G be a sub-Lie group of the 
general linear Lie group G(r, C) of order r and let g be a G-valued suf- 
ficiently smooth function on R”’ such that so is g-‘. Then, the (local) 
gauge transformation T,A of the gauge potential A is defined by 
(~,~),(x)=~,g(x)g(x)~‘+g(x)~,(x)g(x)~’ (1.20) 
(e.g., Itzykson and Zuber [6]). By Proposition 4.9 (see Sect. IV), the kernel 
GTJx> Y) = g(x) GAx, Y)~(Y)-’ (1.21) 
is a solution of Eq. (1.1) with T,A in place of A. Using the fact that 
@T,A(C.“.X) = &T(Y) @A(C.w) g(x)-‘, 
one can easily see that 
W TRA - -WA, WCs,= w;. 
This means that WA and W; are gauge invariant. This idea of gauge 
invariant method goes back to Schwinger [13, 141. 
The outline of this paper is as follows: In Sections II and III, we prove 
Theorems A and B, respectively. Our method to prove Theorem A is to use 
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a perturbative expression of G, and to estimate some terms, which are 
multidimensional improper integrals, and the remainder of the perturbative 
series. The point is to show that only finite low orders in the perturbative 
series dominate the asymptotic behavior of G,(x, y) at the short distance. 
Theorem B is proved by deriving a recursion formula for a,, Ws and using 
Theorem A. Section IV is devoted to the proof of the existence of fun- 
damental solutions of Eq. (1.1). We shall see that, under some conditions in 
addition to (1.1 l), F:,(A) (m = 0, 1) is not empty. We shall also construct 
a solution of Eq. (1.1) from the perturbation theory for IMl large enough, 
which also satisfies formulas (1.12) ((1.13)) and (1.19). In this case, the 
second condition of (1.11) is not necessarily required. In the last section, we 
give some remarks. In particular, we briefly discuss a “physical” con- 
sequence of Theorem B (a “topological quantization”). 
II. PROOF OF THEOREM A 
2.1. Preliminaries 
We first discuss the control of the remainder of the perturbation series 
for a solution G, of Eq. (1.1) which is a core of our proof. Our first goal is 
Lemma 2.4. 
For two operators B and C, we define the a priori formal operator 
(ad B)kC by the recursion relation 
(ad B)‘C = C, (ad B)kC= [B, (ad B)k ‘C], k 3 1, (2.1) 
where [ , ] denotes the commutator. We shall use the abbreviative notation 
such as 
yA = -$‘A,. (2.2) 
LEMMA 2.1. Let m 3 1 be fixed and suppose 
Then, (ad S)“‘yA defines a unique bounded linear 
given by (1.6). 
that 1 pl”yA E L’(R’“; B,). 
operator on H, where S is 
Proof. One can easily see that, for all f in a dense subspace in H, 
[(ad W”WflA( P) 
1 
J [ 
IpI+ 141 ‘VI 
=pqi 4 (p2 + M2)l’2 + (42 + M2)“2 I 
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Hence we get by Young’s inequality 
which implies the desired result. 1 
Since iya @ 1, is skew-self-adjoint with domain H,(R2”; V,), the resolvent 
G,=(i$@l,-M)-’ (2.3) 
exists as a bounded linear operator on H and is an integral operator with 
the kernel 
G,(x, Y) = Gdx - Y) 
1 
=02” s 
d2”p (yp - M) eipcx -Y) 
p*+lw . (2.4) 
LEMMA 2.2. Suppose that A satisfies condition ( 1.11) and 
) ~)~yid E L’(R’“; B,) for k = 1, m. Then, SmyA( G, yA)“’ (resp. ( GOyA)mSm) 
defines a unique bounded linear operator on H. 
Remark. If lpjkya E L’(R2”; B,) for k = 1, m, then I pl”ya E L’(R’“; B,) 
for all a E (1, m). 
Proof. We prove by induction. In the case m = 1, we have 
SyA(GOyA) = (ad S) yA. (G,yA) + yA(SGO) yA. 
By Lemma 2.1 and the boundedness of the operators SG, and yA the r.h.s. 
is bounded. Suppose next that SkyA(G,,yA)k defines a unique bounded 
linear operator on H for k = 1,2,..., m - 1 (m 3 2). We can write as 
S”yA(G,yA)” = f ,C,(ad S)“-kyA. (SG,) Sk-lyA(GoyA)kpl 
k=l 
x (G,,,A)“-k + (ad S)“‘yA * (G,yA)“, 
where we have used the commutativity of S with GO. With this expression, 
one can easily see that S”yA(G,yA)“’ defines a unique bounded linear 
operator on H. The proof for the boundedness of (G,,YA)~F’ is quite 
similar. 1 
LEMMA 2.3. Let p > 0 and suppose that A satisfies condition (1.11) and 
Iplkya EL’(R~“; B,) for k = 1, [p] + 1, where [p] is the Gauss ‘symbol. 
Then, for all m > 2[p] + 2, Sp(GOyA)“‘Sp defines a unique bounded linear 
operator on H. 
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Proof This is easily seen by using Lemma 2.2 and writing 
sP(G~~A)“sP = (SP- rPIGo). ~r~ly~(G,y~)r~i. (Go,,)“’ -2rPi 2 
x (Gay,@“‘+ lSbl+ 1 . SP- [PI 1 1 
LEMMA 2.4. Let 6 E (0, 1). Suppose that A satisfies condition (1.11) and 
(1.11’) in Theorem A and 
G;“= S-H- “G r+h 
A 
defines a unique bounded linear operator on H. Then, for all m > 2n + 2, the 
kernel [(G,yA )“G,](x, y) is a continuous uniformly bounded function on 
R2” x R2H 
Proof: Let 6, be the delta-function on R2’ with support { xf and put 
,f,=SF (iby 
(a priori) in the sense of tempered distribution. Then, f, is in L2(R2”) for 
all XE R2” and strongly continuous in x. By Lemma 2.3 and the 
assumption, the operator 
T(~F) _ s” + 6(coy~ )msn + riG;z 
A 
is bounded on H. Hence the function 
is meaningful for all x, y E R”’ and jointly continuous in x and y with a 
uniform bound on R2” x R’“. On the other hand, we have 
F(x, Y) = [(CoyA )“‘GA 1(x, I?), 9, YE R’“. 
Thus, we get the desired result. 1 
2.2. Completion of the Proof 
From Eq. ( 1.1) we have 
GA = Go + Go iyAG, (2.5) 
(a priori) in the sense of tempered distribution. Iterating this integral 
equation, we get for all N B 0, 
GA = 5 (G,iyA)mGO+ (GoiyA)Nt’GA. (2.6) 
m=O 
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Since the trace of the product of j y-matrices and y2n+1 with j< 2n - 1 is 
equal to zero, we have from (2.6), 
(tr@ ~,)CY 2”+ l~“G,(x, y)l 
= f .E(x, y)+(tr01,)Cy2”+ly~RN(x, y)l, (2.7) 
m=fl-1 
where 
J$, Y) = (tr 0 ~,)CY 2n+ ‘Y~G,WV’G,~(.~, ~1, 
R&, Y) = C(GoiyA)N+lGAl(x, ~1. 
By Lemma 2.4, we have for all N> 2n + 1, 
SUP IIR&, Y)ll < a. 
x,)’ E R2n 
(2.8) 
Thus we need only to estimate the short distance asymptotic behavior of 
the functions Jk(x, y), m = n - 1, n ,..., 2n + 1. 
By change of variables, we have 
~,,(,,,...~v,(qm)~~,YI”‘Ym(p, Q, 
’ C(P-Q,)~+M~I n,m=, UP+Q,)~+M~I (2.9) 
where 
Q, =; ,f q.,> 
,=l 
e,=; -k&,+ 2 q,)> 
( 
k = 2,..., m, 
J=I j=k 
N;l..‘“m(p, Q)=tr(y ‘“+‘Y”CY(P+Q,)-Ml Y”’ 
~~~C~~P+Q,~-~~Y”~CY~~-Q,,-~~}. 
To estimate the r.h.s. of (2.9), we devide the discussion into two cases. 
2.2.1. Case n Z 2 
We first estimate J;-,. By properties of y-matrices and the anti-sym- 
metry of the Kronecker symbol, we have 
409!126il-13 
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which, together with (2.9), gives 
x 4, I 





By using the generalized Feynman identity 
we can show that 
I”(&, Q)= -2n”jdt,...dt,p, 
(2.11) 
where D E R2” and L > 0 are functions of t,‘s and Qis, K, denotes the Bessel 
functon of the third kind of order v and e(t) is the Heaviside function. Sub- 
stituting (2.11) into (2.10) and using asymptotic properties of Bessel 
functions (see, e.g., Bateman et al. [3]), we finally obtain 
.r:-., (x+;, x-g 
(-i)” E, = -22fl--2?Cyn- l)!‘jp 
X&Pv~‘vl”‘~.~I”.~‘Ell,y,(X)...Elln~Iv,_,(X)+ O(1) (2.12) 
as E + 0, where 
E,,(x) = a,A”(x) - dJ,b). (2.13) 
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We next estimate J”, with m = n, n + l,..., 2n + 1. We first note that 
N;l’.‘“m is written 
where j/W “m is a polynomial of Qis and p,‘s with degree less than or 
equal to 2(m - n) + 1 with respect to p,‘s. Then, as in the case of m = n - 1, 
we can write J”, in terms of Bessel functions and, using asymptotic proper- 
ties of them, we get 
s.(x+;,x-;) 
= (2,)4~+yn - l)! 
. . . dq, &!l+ “. +“m’“~,Jq,). . . TV, 
x E, . pw, Y, 
/&I2 
(Q, + Wag I&l 1, m = n,..., 2n - 2, (2.14) 
= wg I4 1, m=2n-1,2n,2n+l (2.14’) 
as E -+ 0. 
One way to get formula (1.12) from (2.8), (2.12), (2.14), and (2.14’) is to 
compute Tpvvl “’ ” -(Q) explicitly, which, however, would be rather com- 
plicated and tedious. 
In the case where {A,) is commutative, we have 
as E + 0, for m = n, n + l,..., 2n + 1. This follows from the fact that, by the 
anti-symmetry of the Kronecker symbol, the first term of the r.h.s. of (2.14) 
vanishes. Thus, we get formula (1.12). 
For the general case, we proceed as follows: We first note that, by (2.8), 
(2.12), and (2.14), one can write as 
(tr,l~)[~2~+1gYG,(x+~,X-~)] 
(-i)” E, =- 
22n-2271n(n - l)! .)E)2 
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++Ww4O+O(log I-4) (2.15) 
as c-+0. Here FA={F,,,} is defined by (1.14) and @;(F,,A) is a 
polynomial of Fpv’s and A,% of the form 
2n ~ 3 
where the degree of @,,,JFA, A) with respect to Fp,,‘s (resp. A,,%) is 
2n - 2 -m (resp. 2m - 2n + 2). By considering the gauge covariance of the 
theory (see Remark (2) after Theorem B and Proposition 4.9 in Sect. IV), 
one can see that the second term of the r.h.s. in (2.15) is indeed identically 
zero. Thus we get formula (1.12). 
2.2.2. Case n = 1 
In this case, we need only to estimate J$, m = 0, 1, 2, 3 (see (2.7) and 
(2.8)). We have 
Jg (x+;, x-i) = tr[y”y”G,(s)l 
=~$wcl)K,(w4~, M>O 
i ~~‘6 -.-..-I 
=71 I&12’ 
M=O. (2.16) 
Therefore, we get 
as E -0. In the same way, we can show that Jk(x+ ~12, x- ~12) 
(m= 1,2, 3) is O(log 1~1) as s+O. Thus, we get formula (1.13). 
Remark. In the case M= 0 and r = 1, one has an explicit solution of 
Eq. (1.1) (Schwinger [14], Nielsen and Schroer [lo]), 
G,(x, y) = eqp(~v’p ~(“)GO(x - y), 
where 
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Using (2.16) and 
yy” = -p - Ey13, 
we can easily show that formula (1.13) holds. 
III. PROOF OF THEOREM B 
By (2.5) and properties of y-matrices, we have 
Then, using Eq. (1.1 ), the anti-commutativity of y2n+ ’ with yp and the 
cyclicity of the trace, we get 
a 
- W;(x, E) + 2iMW,(x, 6) 
axi, 
(3.1) 
It is easy to see that 
@,Jcy = 1 -EPA,(X) + 0(&Z), 
& wc:) = 4 a,A,(x) + o(2) 
(3.2) 
(3.3) 
as E + 0. Then, Theorem A combined with (3.1 t(3.3) gives 
1.h.s. of (3.1) = - 
( - i)” Fpl‘p,v ,... p-,,‘“-, EJp 
22(“- l$fyn - l)! .---T C 
x trCF,,(x) F,,,&) . . F,,m,,anm,(x)l, 
as E -+ 0. On the other hand, for any orthogonal system {P}~= I in R2”, we 
have 
Thus we get formula (1.19). 
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IV. EXISTENCE THEOREMS 
In this section we establish the existence of solutions of Eq. (1.1) which 
are in F!,,(A). 
LEMMA 4.1. Let m > 0 and 6 E (0, 1) be fixed. Suppose that 
Ipl”+“ya E L’(R*“; B,). Then, [S’, (ad S)myA] defines a unique bounded 
linear operator on H. 
Proof: For all f in a dense sub-space in H, one has 




(p2 + M*)6’* + (42 + M*)“‘* 
i 
I PI + I41 
x (p*+M*)“*+(q*+M*)“* i 
M (IPI - l4lm4P-4Vk/) 
(cf. the proof of Lemma 2.1). It is easy to see that 
I(P2+~2)“-(q2+~2)61 <(IPI + Id)” IIP 
Therefore, using Young’s inequality, we get 
II CS”, (ad V”~~Alf II2 .. t2nI,f 2-- 11 IpI”““yall 
which implies the desired result. 1 
- 1411”. 
llfll2> 
LEMMA 4.2. Let p > 0 be arbitrary and suppose that A satisfies (1.11) 
and IplkyA^ E L’(R*“; B,), k =p - [p], p. Then, S’yAS p (resp. SppyASp) 
defines a unique bounded linear operator on H. 
Proof. One can write as 
rpi 
Sj’yAS -0 = c Cp,Ck{ [SP- [PI, (ad s)C”] mkyA] . s-~(p k, 
k=O 
Lemmas 2.1 and 4.1 then implies the desired result. The boundedness of 
S-PyAS’ is proved in the same manner or by taking the adjoint of 
S”(yA)*SpP. 1 
DIRACOPERATORS 
LEMMA 4.3. Suppose that 
yii E L’ n L*(R’“; B,). 
Then, for all rn > n, the operator 
K(Am’ = (G,yA)” 




Proof. It is obvious that K$“) is an integral linear operator on H. The 
Fourier transform of the kernel is given (after some change of variables) by 
1 
Z@)(p, q)- (2z)2” 
s 
dx dy Ka”‘(x, y) c’~“-~~.’ 
1 
= (27t)“‘“- 1) 41 5 . ..dq.~,~,(~)~a(q,)~,(p-q,)~~(q,) 
x ... xyA(q,-&)(p-q,- ... -qm-,) 
xyA(p+q-q,- ... -qm-,). 
By Hiilder’s inequality, we can show that 
5 dp 4 llK!?(~, q)ll’ 
1 
6 (24”‘“- 1) IIGII:: ~ll,~ll,~2~m~1~ll~~Il:. (4.3) 
Since 
llG”(P)ll = tp2 +lM2)Ii2’ 
the r.h.s. of (4.3) is finite for all m > n. Thus we get the desired result. 1 
The first one of our existence theorems is 
THEOREM 4.4. Suppose that each A,(x) (u = l,..., 2n) is skew-symmetric 
with conditions (1 .l 1) and (4.1). Then, the operator 
R(A) = [$“(a, - A,) - M] -’ (4.4) 
exists as a bounded integral operator on H and its kernel is a solution of Eq. 
(1.1). Furthermore, if ( pIkyA E L’(R”‘; B,) for k = S, n + 1 (0 < 6 < l), then 
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therre exists a discrete set Ud in R such that, for all ,I E R\Ud, the operator 
S-“-vqIA) S”+d defines a unique bounded linear operator on H. 
Proof: It follows from the boundeness and the skew-symmetry of iyA 
that the operator 
D, E iy”(all - A,) (4.5) 
is skew-self-adjoint with domain D(D, ) = H, (R’“; V,). Therefore, for all 
A4 E R\{O >, the resolvent R(A) given by (4.4) exists as a bounded linear 
operator on H. By the second resolvent formula, one has 
N- 1 
R(A)= c (GOiyA)“G,+ (G,iyA)NR(A), N = 1, 2,.... 
m = 0 
By Lemma4.3, (GoiyA)NR(A) is Hilbert-Schmidt on H for all N>n and 
hence it is an integral operator. On the other hand, it is clear that 
(G,iyA)“G, is a bounded integral operator for all m = 0, 1, 2,... . Thus R(A) 
is an integral operator. The identities 
(DA-M)R(A)= 1 on H, 
R(A)(D, - M) = 1 on D(D, ), 
then imply that the kernel of R(A) satisfies Eq. (1.1). 
To prove the second half, let 
By Lemma 4.2, one can uniquely extend B to a bounded operator on H. By 
Lemmas 2.2 and 4.3, the operator 
is Hilbert-Schmidt for all m b 2n + 2 and hence compact. The same is true 
for the operator (BG,)“. Let m b 2n + 2. The operator-valued function 
z + (G,zB)” is obviously entire analytic in z E C and, if 
1 
“’ < IIGoll IIBII’ 
then 
[ 1 - (G,zB)~] ’ 
exists and is bounded. Therefore, by the analytic Fredholm theorem (e.g., 
DIRAC OPERATORS 203 
Reed and Simon [ 11 I), there exists a discrete set Sd c C such that, for all 
z E C\Sd, 
[ 1 - (G,zB)~] ~’ and [ 1 - (zBG$] --I 
exist for k = m, m + 1 and are bounded. We now define 
m-l 
T(z) E [ 1 - (G,zB)“] -’ 1 (G,zB)~G,,, z E C\Sd (m>2n+2). 
k=O 
Then one can easily see that 
(iya-zB-M) T(z)= 1 on H, 
T(z)(iy&zB-M)= 1 on DPo) 
On the other hand, we have for all I E R, 
(iy8-LB-M)S~“~6R(IA)S”+“=1 on D(Y+“), 
S~“~“R(IA)S”+“(iya-1B-M)= 1 on D( S” + ‘Do). 
Therefore we conclude that, for AER\S~, S”+“R(Lt) SilCh can be 
uniquely extended to a bounded linear operator on H and that the 
extension is equal to T(A). 1 
Remark. For the (essential) self-adjointness of iD, and hence for the 
existence of R(A), condition (1.11) can be relaxed. But here we do not dis- 
cuss the problem of self-adjointness of iD,. 
Theorem 4.4 can be extended to the case where A,(x) is not necessarily 
skew-symmetric. 
THEOREM 4.5. Suppose that A satisfies conditions ( 1.11) and (4.1). Then, 
there exists a discrete set Sd c C such that, for all z E C\Sd, R(zA) exists as 
a bounded integral operator on H and its kernel is a solution of Eq. (1.1) with 
zA in place of A. Furthermore, if lpjkyA E L’(R’“; B,) for k = 6, n + 1 
(0 < 6 < 1 ), then there exists a discrete set 3, c C such that, for all z E C\S,, 
S”-“R(zA) Sn+6 defines a unique bounded linear operator on H. 
Proof This can be proved in the same way as in the second half of the 
proof of Theorem 4.4, by using the analytic Fredholm theorem. We omit 
the details. 1 
Remark. Theorems 4.4 and 4.5 show that, under conditions (l.ll), 
(l.ll’), (4.1) with A,,EC”‘“+~ (R’“; M,), F;,(zA) is not empty, where 
z E C\Sd with S, a discrete set in C. 
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We next consider constructing a solution of Eq. (1.1) from the pertur- 
bation theory. 
LEMMA 4.6. There exists a constant C> 0 such that, if 
llYAI/ m < c M, 
then, for all m > 2n - 2, the limit 
exists uniformly in x, y E R*” and is uniformly bounded on R*” x R*“. 
Remark. In this lemma we do not need condition (4.1) nor the skew- 
symmetry of A,(x). 
Proof: Let 
1 
Q(x) = (2n)2n I 
eip.Y 
d*“p pz + M2 
M*n-2 
=(2n)” ,Mx,“-l K-,(I~xO~O. 
Then, noting that 
GO(X) = ( - 9 - M) Q(x), 
one can easily see that 
1 




H(x) = (2n)2” s d2”P tp2 :M2)I,* 
2 p41*“-’ 
=(2x)“+(1/2)’ ,Mx,“~“‘2’.K,~,l,2,(JMxl)~0. 
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By the asymptotic behavior of Bessel functions (e.g., [3]), we have for any 
& > 0, 
Therefore we get 
IIGo(x)ll 6 Cl [H(x) + lM12”p ’ e-IMx’ + IMI Q(x)] (4.7) 
with some constant C, > 0 independent of M. Let E(p) be the Fourier 
transform of IMI 2” ~ ’ exp( - lMx[ ). Then, it is easy to see that 
IE(P)I G ” 
(p2 + i&P)“2 
with a constant C2 > 0 independent of M. 
We now estimate the kernel 
R~)(x, y) = f [(GoiyA)“+ ’ +&G,](x, y). 
k=O 
We have 
II C(Go~~~Wol(x~ YNI 
6 Cl” llrAll4m 
Y+Fr,, 1 
dv,-.dy, 
x T#(y,)-T#(y,) T”(x- y+ y1+ ... +yy), (4.8) 
where we have used (4.7) and T#( y) denotes any of H(y), 
/MI “-’ exp( - /MyI) and JMJ Q(y). The integral of the r.h.s. in (4.8) is 
dominated by 
.g+’ 
(zn)2n S”p(p2+;2,1.+lY2’ s (4.9) 
which is finite for all q > 2n - 1, where C, > 0 is a constant independent of 
M. Estimates (4.8) and (4.9) then give the desired result. 1 
From Lemma 4.6 one can easily prove 
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THEOREM 4.7. Let m > 2n-2 and C, yA, A4, and R,(x, y) he as in 
Lemma 4.6. Then the kernel 
G/Ax, Y) = f C~WYA)~G,I(X~ Y) + K,b> Y) 
k=O 
(4.10) 
is a solution of Eq. (l.l), where the r.h.s. qf (4.10) is independent of 
m>2n-2. 
COROLLARY 4.8. Let G,(x, y) be as in Theorem 4.7. Suppose, in 
addition, that 
(i) G,(x, y) is differentiable on R‘!$'; 
(ii) each A,(x) (,u= l,..., 2n) is in C’-class. 
Then, formulas (1.12), (1.13) and (1.19) hold. 
Remark. If each A, is in Cn+2- class, then condition (i) is automatically 
satisfied by the elliptic regularity (see the first Remark in Sect. I). 
Proof This follows from Lemma 4.6 and the proof of Theorems A and 
B (note that, for (1.12), (1.13), and (1.19), only finite low orders of the per- 
turbative series contribute and that for the estimate of the remainder, the 
uniform boundedness is sufficient). 1 
Finally we remark on a relation between the gauge structure and 
solutions of Eq. ( 1.1). 
PROPOSITION 4.9. Let G,(x, y) be a solution of Eq. (1.1) and let g(x) be 
any M,-valued CL-function on R*" such that g(x) ’ exists for all x E R2" and 
is in C’-class. Then, g(x) G,(x, y) g(y))’ is a solution of Eq. (1.1) with 
T,A in place of A, where T, is given by (1.20). 
Proof A simple computation. 1 
V. CONCLUDING REMARKS 
We have derived the asymptotic formula of the quantities 
WC3 WY 2n+1yPGA (x+&/2, X-E/~)] and ~3; Tr[y2”+‘yPGA (x+E/~, 
X--E/~) QA(CX)] for G,(x, y) in a class of fundamental solutions of the 
Dirac operator D, - M on R*“, as E tends to zero, and shown that the class 
of fundamental solutions is not empty under some conditions for A. As an 
application to physics, this gives a rigorous proof as well as a 
mathematically self-consistent description to the (Abelian) chiral anomaly. 
Our analysis here was restricted to the case M> 0. We expect, however, 
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that, after some “infrared regularization” (if necessary), one can obtain the 
same asymptotic formulas as (1.12), (1.13), and (1.19) also for the case 
M = 0. In the two dimensional case with r = 1, we have already seen it for 
an explicit solution (Remark at the end of Sect. 2.2.2). Further, the results 
would be extended to the case of Dirac operators on even dimensional cur- 
ved manifolds. Analysis for this case will be discussed elsewhere. 
Finally, we briefly mention a “physical” consequence of Theorem B. As is 
well known, the Chern number is given by 
where 
F= Fuy dxp A dx’ 
and the product of F is taken in the sense of exterior multiplication. Then, 
Theorem B gives 
x 
[ 
& wgx, .5(j)) + 2iMW,(x, E(j)) = 1 2 (2n)! (n - l)! cM). (5.1) 
Recently, Uhlenbeck [18] has shown that, if each A,(x) is in the Lie 
algebra m(r) of SU(r) with 
and n # 1, then c,(A) is an integer. Thus, under such conditions, (5.1) 
means that the quantity of the 1.h.s. of (5.1), which is physically related to 
the “chiral current” of the “Dirac particle,” is “topologically quantized.” 
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