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Neben der Modellanpassung und der Signikanz der Kovariablen be
steht von Anwenderseite verst

arktes Interesse an Aussagen

uber den Vor
hersagewert eines Modells f

ur neue Patienten und den bisher gewonne
nen Erkl










benszeitmodelle aus verschiedenen Ans











uhrt beziehungsweise aus dieser hergeleitet und gegen

ubergestellt
Unter Verwendung von MartingalResiduen wird ein neuer Ansatz angege












Uberlebenszeitmodelle sind die f

ur andere Modelle bekannten Methoden zur
Sch






atze Meist wird eine Metrik verwendet die
den Abstand Verlust Fehler zwischen vorherzusagender Zielgr

oe und beobach
teten Werten dieser Gr






























Ein einfaches Anwendungsbeispiel ist ein Datensatz von   Magenkarzinompa
tienten nach vollst

andiger Resektion des Tumors einer prospektiven Studie der









Uberlebenszeit oder beschreibenden Parametern zu
verbessern lassen sich die Patienten in zwei Risikogruppen nach Risikofaktor
Prozentsatz befallener Lymphknoten






atzung von Vorhersage und Vorhersagewert sind die Zensierungen
geeignet zu ber

ucksichtigen und interpretierbare Mazahlen zu verwenden
 Vorhersage und Verlustfunktionen
Eine Vorhersage kann gemacht werden f






unftige Beobachtungen aus der Grundgesamtheit
Vorhergesagt wird die Zielgr

oe oft auch Parameter der empirischen Verteilung
oder unter einer Verteilungsannahme
Im parametrischen Kovariablenmodell werden Regressionsparameter f

ur den Ein
u der Kovariablen auf die Zielgr































Abbildung   Hoch und NiedrigRisikogruppe Magenkarzinompatienten
werden indem der erwartete Fehler oder auch Verlust der Vorhersage die mit Hil



















Die Verlustfunktion L als Funktion der Zielgr






Charakter und Struktur des Pr

adiktors S  dessen Verteilung und Wert
Werden erkl

arende Kovariablen X bei der Vorhersage verwendet lautet der



















Je nach Anwendung k












dratische Form der Verlustfunktion zur De
nition des mean squared error als

erwartetem Fehler















td St  ET  dem
Erwartungswert von T 




















Uberlebenszeit meist schief verteilt ist gilt der Erwartungswert oft nicht
als geeigneter Pr

adiktor Eine naheliegende einfache Alternative liefert der abso













Median von T  mit dem erwarteten Fehler EjT  S
 
j
Weiterhin wurde vorgeschlagen f

ur den Fehler beobachtete und vorhergesagte




acher zu bewerten als die gleiche Abweichung bei niedriger











Es folgt expElnT  als Pr

adiktor und V arlnT  als erwarteter Fehler
Es kann ebenso eine Zensierung des Verlustes ab einer gewissen Beobachtungs
dauer t

angezeigt sein wenn etwa f










andig korrekt gelten soll Zum besten Pr

adiktor und dessen Fehler f

uhrt





















































  EminT t

































































interpretieren ist Zensierung der Verlustfunktion bez

uglich der Lage des Fehlers
Andere Kriterien k

onnen ein Abfall in der Bewertung des Fehlers mit zu
nehmender Gr

oe des Fehlers sein Bei ohnehin groen Abweichungen zwischen
Beobachtung und Vorhersage sind die Verluste nicht so stark zu unterscheiden

















Uberlebenszeit Asymetrie der Verlustfunktion bez

uglich
der Richtung des Fehlers Dies kann ebenso umgekehrt gelten Eine exiblere






































Der Parameter a repr

asentiert hierbei die Asymetrie der Bewertung bez

uglich

















angigkeit von der Gr

oe des Fehlers f

ur positive beziehungsweise negative
Abweichungen Lt















ur eine niedrigere Gewichtung
von sp






Eine geringe Asymetrie bei der Gewichtung positiver und negativer Abweichun
gen der Vorhersage verursacht erhebliche Abweichungen bei der Wahl der besten


































anden ist nicht die Ausfallzeit sondern der Status 	Ausfall noch nicht





arer Verlustfunktionen kann die

Uberlebenswahrscheinlichkeit zu




 vorhergesagt werden Diese wird in
Beziehung gesetzt zum tats

achlichen Status der zum Zeitpunkt t
b
erreicht wurde









   t  t
b
  t  t
b
Dieser Status kann als















Uberlebenszeit bildet hier der Erwartungswert eine sinnvolle
Vorhersage Die quadratische bin
















































der Median von T  ergibt sich f

ur die optimale Vorhersage des Status also 






































































































Insgesamt wird dann statt einer Verlustfunktion mit der der Zeitpunkt des

Uber
gangs in den Status 	Ausfall	 vorhergesagt wird Lt

t oder nur der erreichte













Verlustfunktion verwendet mit der der Status im Verlauf der Zeit also die ge
samte












Der erwartete integrierte quadratische bin


















































Bei der Berechnung des Fehlers ist eine zus

atzliche Gewichtung der Zeitpunkte
t
b
bei der Integration in Abh

angigkeit von der Verteilung von T m

oglich und aus
inhaltlichen oder numerischen Gr















onnte gewichtiger sein als bei fortgeschrittenen

Uber
lebenszeiten Gewichtung der Verlustfunktion bez






andert sich jedoch nicht
Parametrische und semiparametrische Verlustfunktionen
Eine andere Art von Verlustfunktionen stellt jeweils eine parametrische Vertei
lungsklasse dar und ergibt sich aufgrund folgenden Zusammenhangs Im Falle der
quadratischen Verlustfunktion einerseits und der Normalverteilung andererseits
ist in der negativen logLikelihood bei l 




















Sind nicht Zeit oder Status vorherzusagen sondern Parameter einer angenom
menen Verteilungsklasse der Zielgr

oe kann die negative logLikelihood l	jt
als Verlustfunktion f

ur Likelihoodbasierte Modelle verwendet werden die statt
einer Metrik zwischen der Zielgr

oe und der vorherzusagenden Gr

oe den ange
nommenen Zusammenhang zwischen der Zielgr












ahlte parametrische Verteilungsklasse bestimmt die Struktur des Pr

adik




ur den erwarteten Fehler und ver
allgemeinernd f























adiktor ist das theoretische Analogon des MLSch

atzers wird
durch die Verlustfunktion l





ur eine vorgegebene pa
rametrische Form gesucht und ist die wahre Verteilung von T bereits von der










jetzt bei negativer logLikelihood der Normalverteilung 
opt




 V arT f 
Der erwartete minimale Fehler bei optimaler Vorhersage ET f  ergibt al
lerdings nur bei bekanntem 

die Varianz V arT f   in einer linearen Trans































	   


































jT  f   V arT f     e

















Im Kovariablenmodell ergibt sich f


























Wird nach einem parametrischen Kovariablenmodell gesucht mit 	  	n 
und soll  konstant sein bez

uglich X kann dies direkt in die Verlustfunktion
mit aufgenommen werden l

	jt x und der Erwartungswert der negativen log
Likelihood

uber alle x gemeinsam gebildet werden gegeben die marginale Vertei





























Es ergeben sich unter den f












Bei Vorhersage allein der E ekte und Verwendung des KovariablenModells von
Cox k

onnte die volle allgemeine PHLikelihood ohne Zensierung zur Formulie
rung einer semiparametrischen Verlustfunktion verwendet werden Es kann dann










ame hierzu die PartialLikelihood in Frage F

ur diese kann jedoch
weder eine Verlustfunktion noch deren Erwartungswert formuliert werden
Eine M

oglichkeit um dennoch eine Verlustfunktion und den Erwartungswert
des Verlustes angeben zu k

onnen der sich auf die E ekte in einem CoxModell
beziehen soll besteht in der Spezialisierung der allgemeinen PHLikelihood be
ziehungsweise der PartialLikelihood auf eine Weibullverteilung Bei geeigneter
Transformation der Zeit beziehungsweise Wahl der BaselineHazardrate folgt
f

ur T ein Weibullverteilungsmodell das die Kovariablene ekte





















tete negative logLikelihood formuliert werden Weiterhin folgt lnT einer Ex
tremwertverteilung oder auch einem linearen Regressionsmodell mit standard
extremwertverteiltem Fehlerterm siehe 	De
nitionen und Modelle	 Deshalb
kann die erwartete Likelihood auch unter Verwendung der Dichte der Extrem





































jx nicht bekannt Die Ver
teilung ist mindestens nicht vollst

andig bekannt das heit das Modell und die
 
Verteilungsklasse von T werden als bekannt angenommen die oder der Parameter
	jx sind jedoch unbekannt Um in beiden F












unftige Beobachtungen zu 
nden ist die gesch





Ist die Verteilungsklasse von T unbekannt wird die empirische Verteilung
"
Stjx verwendet Bei bekannter Verteilungsklasse ist 	jx zu sch

atzen bei einem
parametrischen Kovariablenmodell die Parameter 	 welche die Kovariablene ek
te  enthalten Dabei wird von festen Auspr

agungen der Kovariablen ausgegan
gen f






Stjx angeben zu k

onnen






jx aufgrund der Verlustfunktion aus
der Verteilung oder f

ur allgemeine Verlustfunktionen wenn keine geschlossene
Form des Pr

adiktors angegeben werden kann numerisch durch Minimierung des






adiktor bei quadratischer Verlustfunktion kann als Erwartungs











ur allgemeine Verlustfunktionen kann der erwartete Fehler verteilungsfrei gesch

atzt
































	unmittelbar vor t	 bedeuten soll
Ohne Zensierungen und f

ur stetige T handelt es sich bei der empirischen Vertei
lungsfunktion um eine gleichm






























ur den MSE etwa ergibt sich dann als Verlust die mittlere Summe der quadra
























Unter Verwendung von Kovariablen ergibt sich f

ur den erwarteten Fehler






der empirischen Verteilung der Elemente

































Bei kategorialen X das heit wenn eine geringe Anzahl von m

oglichen Vorhersa





ur stetige X w

urde sich jedoch f




















Wird die quadratische bin

are Verlustfunktion verwendet mit vorherzusagendem







































































































ur den gesamten Zeitverlauf vorherzu











derum kann die L










aren Verlustfunktion  auch bei Verwen





adiktoren von den f

ur einzelne Zeitpunkte berechneten lie
fert
Parametrische und semiparametrische Verlustfunktionen
Bei formal verteilungsfreier Sch

atzung der Vorhersage im Rahmen einer parame









































atzung der Vorhersage der E ekte die PL verwendet werden Sie
enth

alt die voneinander abh







































Eine zugrunde liegende Verlustfunktion kann jedoch nicht angegeben werden












atzung der Vorhersage bei Zensierungen
Sind aufgrund der Verlustfunktion Gr








onnen diese mit Hilfe der empirischen Verteilung bestimmt
werden Erreicht die

Uberlebensfunktion  beziehungsweise  in diesen F

allen






























in der Verlustfunktion enthalten war







Bereich der erhobenenen Daten  t
max





jx bei entsprechendem t
max
jx analog zu erhalten
 
F
ur Verlustfunktionen allgemeinerer Form mu der beste Pr

adiktor numerisch














































 Null Das heit zensierte
Beobachtungen werden bei der Vorhersage nicht ber

ucksichtigt Eine geeignetere






























Das Problem ergibt sich im kategorialen Kovariablenmodell analog Sind Zensie
rungen vorhanden ist also im Falle allgemeiner Verlustfunktionen eine numerische
L

osung nicht unmittelbar m

oglich Eine parametrische L






Bei Verwendung der quadratischen bin

aren Verlustfunktion tritt das gleiche Pro






















Uberlebenswahrscheinlichkeit beziehungsweise des Status zum
Zeitpunkt t
b
ist also wie oben nicht direkt als numerische L

osung sondern nur


























als empirische Verteilung von T ist bei parametrischen und
semiparametrischen Verlustfunktionen auch im Falle auftretender Zensierungen











 bleiben wegen 
i
im Exponenten der einzelnen Komponenten der PL






































	 zum Beispiel als MLSch

atzer zu bestimmen Dann kann
der beste Pr

adiktor laut Verlustfunktion aus der Verteilung oder f

ur allgemeine
Verlustfunktionen numerisch aus dem erwarteten Verlust bestimmt werden
Sind bei Verwendung des CoxModells aufgrund der Verlustfunktion Gr

oen als
Vorhersage gesucht die sich aus der Verteilung ableiten lassen wie etwa Erwar
tungswert oder Median kann nach der Sch















andige Verteilung zu erhalten
Es wird hier bemerkt da bei der parametrischen Sch

atzung der Vorher
sage davon ausgegangen wird da in der Grundgesamtheit keine Zensierungen




Bei quadratischer Verlustfunktion und gesch

atzter Normalverteilung folgt der
Erwartungswert der gesch

atzten Verteilung als bester Pr

adiktor Dieser ist bei der




 ET F  j# 

 























































Bei Verwendung der quadratischen bin

















































ur die integrierte quadratische bin








Parametrische und semiparametrische Verlustfunktionen
Lautet die Verlustfunktion l	jt ist also die Vorhersage bestimmter Parame
ter innerhalb einer gew

unschten Verteilungsklasse ausreichend soll diese Ver
























































Sind nur die E ekte der Kovariablen in einer nur semiparametrischen Verlust
funktion vorherzusagen ist deren Erwartungswert zu minimieren Da hierzu je
doch weder die volle allgemeine PHLikelihood noch die PL geeignet sind siehe

















Der Vorhersagewert eines Modells h

angt von verschiedenen Faktoren ab Zun

achst
von der Modellwahl und  wenn das beste Modell gew

ahlt wurde  inwieweit des
sen Modellannahmen erf

ullt sind Weiterhin beeinut die Stichprobenvarianz die
Varianz der gesch

atzten Parameter und somit der Vorhersage
 
Ein weiterer Faktor ist der Erkl

arungsgrad der Kovariablen Er spiegelt sich in
der Gr

oe und der Varianz der gesch

atzten E ekte der Kovariablen wider Die
Signi
kanz eines E ekts allein kann auf einem sehr groen Stichprobenumfang
beruhen





variablen eine Rolle trotz korrektem Modell niedriger Stichprobenvarianz bei
m

aigem Stichprobenumfang und signi
kanter E ekte kann sich eine niedrige
Pr

azision der Vorhersagen ergeben zum Beispiel bei Verwendung bin

arer Kova
riablen zur Vorhersage einer quantitativen Zielgr

oe Ebenfalls von Bedeutung
ist die Skalierung der Zielgr





oe auch bei perfekt









ur den Anteil der durch ein Kovariablenmodell
erkl

arten Varianz an der Gesamtvarianz im Falle quadratischer Verlustfunktion
R

 ist der multiple Korrelationskoe$zient r

 Allgemein soll als Ma f

ur den
Vorhersagewert eines Kovariablenmodells der Anteil des durch das Kovariablen
modell erkl

arten Fehlers am gesamten Fehler gesch

atzt werden Der 	gesamte
Fehler	 ist bei der Sch

atzung genauer zu spezi
zieren
Bei gleichzeitiger Betrachtung von T und X sind die bedingten Verteilungen
F tjx als wahre Verteilung anzusehen aus der sich die Randverteilung f

ur das
Modell ohne Kovariablen F

t ergibt Der erwartete Fehler f

ur das Kovariablen
modell ist dann der Erwartungswert des erwarteten Fehlers gegeben x gemittelt













Sollen die Kovariablen bei der Vorhersage nicht verwendet werden ergibt sich der
Pr



















































Die verwendete gewichtete Mischung der bedingten Verteilungen des Kovaria










Im Allgemeinen entspricht deren Verteilungsklasse nicht der Verteilungsklasse
des Kovariablenmodells eine Normalverteilungsmodell f

ur das Kovariablenmodell
zieht keine Normalverteilung f

ur das Nullmodell nach sich sondern eine Mischung
von Normalverteilungen mit variierenden Mittelwerten
Der Anteil des durch das Kovariablenmodell erkl

arten Fehlers an dem Feh





















































Diese gibt den Erkl





oe an der bei op
timaler Vorhersage in dem wahren Modell also maximal erreicht werden kann
F













Die EV mit Werten zwischen  und   ist eine Erg

anzung bei der Beurteilung eines
Vorhersagemodells So ist nicht nur eine Beurteilung m






oe trennen sondern mit welcher Pr

azision












Status zu einem bestimmten Zeitpunkt t
b
































 Die EV ergibt sich bei












































































ur den gesamten Zeitverlauf von Inter





der integrierten quadratischen bin












































































Parametrische und semiparametrische Verlustfunktionen
Bei Verwendung der negativen logLikelihoodFunktion als Verlustfunktionl

	jt x








 ist der Parameter





























Eine Vereinfachung bei der Bestimmung der Vorhersage mit Hilfe der Nullvertei
lung ist hier nicht m

oglich da x in der Verlustfunktion enthalten ist
Zun

achst scheint es naheliegend die EV als Entropiebasiertes Ma in Form des
Verh

altnisses der erwarteten negativen logLikelihoodFunktionen von Kovaria































jT  F    V arT F      e
im Falle der Normalverteilung Es ist auch im allgemeinen Fall sinnvoll die expo
nierte erwartete negative logLikelihoodFunktion in der EV zu verwenden siehe





























































































































mit den Eigenschaften KentO!Quigley Nagelkerke 














ur diskret verteilte T 
F

ur Modelle deren Likelihood eine Wahrscheinlichkeit darstellt und da


































Um eine EV unter Verwendung einer semiparametrischen Verlustfunktion zu
de
nieren die das CoxModell repr

asentiert kann der in 	Parametrische Ver





ur die Formulierung der erwarteten logLikelihood
in geschlossener Form zu erhalten wird das CoxModell zu einem Weibullvertei
lungsmodell spezi
ziert Hierbei werden die E ekte  aus dem CoxModell und
zus











andige wahre Verteilung anzugeben Betrachtet man die EV als Mazahl
zum Vergleich zweier Hypothesen so ist diese Erg

anzung zu einer 
ktiven Vertei
lung unbedingt als Teil beider Hypothesen zu betrachten um die Unabh

angigkeit























































































Die so formulierte EV ist invariant gegen

uber linearen Transformationen der Zeit















uber monotonen Transformationen der Zeit invarianten Ko














agungen der Kovariablen ausgegangen und als deren Verteilung





arten Variation unter Modellan
nahme
Wurden die Vorhersagen parametrisch gesch












Stjx kann diese verwendet werden um unter der Annahme da dieses Modell








































































































































Bei dieser Methode werden die Daten die zur Modellbildung verwendet wurden
nicht auch zur Modellbeurteilung verwendet Dadurch werden die tats

achlich auf
getretenen Verluste nach dem gebildeten Modell gegl

attet und extrapoliert In der

Anwendung bedeutet dies da das Problem der Beurteilung der Verluste der Vor
hersage f











von dem Grad der Validit

at des
Modells ab Hypothetisch k

onnen auerdem Modelle die aufgrund unterschied
lich bescha ener Datens






Varianz jedoch ausgleichend gr














arer Verlustfunktionen ist ebenso vorzugehen wodurch sich




































































































































Parametrische und semiparametrische Verlustfunktionen
Wie unter 	Parametrische Sch

atzung der Vorhersage	 wird auch hier davon aus


































































































zierung des CoxModells auf ein
Weibullmodell verwendet siehe 	Parametrische Verlustfunktionen	 um die ent
sprechenden gesch

atzten erwarteten logLikelihoodFunktionen zu formulieren




 und beliebig zu w

ahlen
de Parameter des Weibullmodells etwa #












atzung des erwarteten Fehlers des Kovariablenmodells zu verwenden F

ur
das Modell ohne Verwendung der Kovariablen ergeben sich aus der gesch

atzten














































    xftj
#


























arten Variation ohne Modellan
nahme
Die EV kann auch ohne die Annahme da das gesch

atzte Modell das wahre Mo
dell darstellt gesch

atzt werden Es werden die Fehler der Vorhersage nicht unter
Verwendung der gesch

atzten Verteilung sondern unter Verwendung der empiri
schen Verteilung von T berechnet also ohne Gl

attung und Extrapolation nach

































Bei einem anderen Zugang bezieht sich die Beurteilung auf die Daten Die vor
hergesagten Werte werden direkt den beobachteten Werten gegen

ubergestellt































































































































wendet ergibt sich ev
bin
analog wie ev
Bei Verwendung der integrierten quadratischen bin






Uberlebensfunktion kann statt der LebesgueIntegration
dt
b





 GrafSchumacher Dies scheint bei verteilungsfreier Sch

atzung
der EV zur Vermeidung einer Inter beziehungsweise Extrapolation sinnvoll Es
ergibt sich f





achlich beobachtete Zeitpunkte der bin































































als Normierung des Fehlers auf ein Maximum von   f






ur ein parametrisch gesch










































































atztem Kovariablenmodell ist es sinnvoll auch innnerhalb
















verwendet werden da im nonparametrischen Kovariablenmodell nur auf diesen
die Vorhersage beruht Es wird eine gleiche Wahrscheinlichkeitsmasse f

ur Elemen
te i aus verschiedenen Kategorien gew






















































































































folgt generell die Di erenz zwischen   und dem Verh

altnis des
Fehlers von Kovariablenmodell und Modell ohne Kovariablen





die Modellannahme nicht zur Integration verwendet ergibt



































































































angigkeit von der Stichprobengr

oe
 Das Ma ist f

ur stetige Modelle normiert und kann f

ur diskrete Modelle mit
maxev
LR


















ur Normalverteilung ergibt sich das klassische r

der linearen Regression
Ein weiterer Vorschlag sch

atzt den Vorhersagewert wie ev
LRnorm
nach einem
Normierungsprinzip jedoch direkt f

ur die LR Der maximal erreichbare Wert




































































altnis der logLikelihoodFunktionen Im Falle der





in der Anwendung plausible Er
gebnisse siehe etwa Mittelb

ockSchemper
Im Gegensatz zu LR
norm
lautet die Devianz die ebenfalls die Likelihood des











ist ohne Verwendung der Modellannahme zur Integration ist nicht anzu
geben Die Vervollst








ist fester Bestandteil der zu vergleichenden Hypothesen
kann dann jedoch nicht in der angenommenen Verteilung enthalten sein



















gemessen wird da die PL
weder als Verlustfunktion noch deren Erwartungswert angegeben werden kann













angegeben werden welcher in diesem Fall wegen plsat  




atzer liefert jedoch um auf Bruch
teile reduzierte Werte der anderen Sch

atzer siehe etwa Schemper
Auch die oben angegebene Devianz wird f









arten Variation bei Zensierungen
Die EV kann f

ur zensierte Daten verteilungsfrei gesch

atzt werden indem wie bei
der verteilungsfreien Sch








atzung der Fehler  etwa bei quadratischer Verlustfunktion der Varianz der
KM 







andert sich bei variierendem Anteil an Zensierungen







azision der Vorhersage erniedrigt
Deshalb ist der Fehler mit Hilfe der rv zu bestimmen wie im Falle allgemeiner Ver
lustfunktionen Bei Verwendung der empirischen Verteilung zur Gewichtung bei
der Mittelung werden dabei jedoch nur die nicht zensierten Elemente ber

ucksich
tigt Verschiedene Alternativen beziehen die Residuen von zensierten Elementen
unter Verwendung bestimmter Annahmen





ur kategoriale X kann bei noninformativem Zensierungsmechanismus bei glei
chem Risikopro
l im Mittel der gleiche Verlust f

ur die zensierten Elemente an
genommen werden wie f

ur die nichtzensierten Es folgt in Anlehnung an ev eine
Gewichtung der mittleren Fehler der nichtzensierten Elemente in den Kategori
































































S zu verwenden da nicht mehr von unvollst

andigen Beobachtungen















   t  t
j
  sonst






























































oglichkeit die EV zu sch

atzen ohne die Residuen der zensierten
Elemente zu vernachl

assigen und diese auch bei stetigen X zu ber

ucksichtigen
besteht in der De

























Eine vorhergesagte Ausfallzeit beliebig gr

oer als die beobachtete Zensierungszeit
wird als korrekt vorhergesagt angesehen und eine Ausfallzeit kleiner als die beob
achtete Zensierungszeit erh

alt als Fehler nur die Di erenz bis zur Zensierungszeit
Wird der fehlende Verlust f

ur die zensierten Elemente durch den jeweils minimal
anzunehmenden Verlust ersetzt kann die Verwendung der KM 

Uberlebensfunk
tion als empirischer Verteilungsfunktion zugunsten der

ublichen empirischen Ver
teilung aufgegeben werden Der gesch

atzte Fehler des Kovariablenmodells der
gesch

atzte Fehler des Nullmodells und schlielich rv
kons







onnen statt der Verluste f

ur die zensierten Elemente die Beobach
tungszeiten der zensierten Elemente erg






















































Uberlebensfunktion Ist die Beobachtungszeit eines zensierten Ele




 kann der beobachtete
Status f

ur die Berechnung des quadratischen bin







ur den gesamten Zeitverlauf von Inter










arten Variation ohne Modellannahme	
gesch

atzt werden Wird hierbei bei der Integration die empirische Verteilung ver
wendet so werden nur tats






und die einzelnen bin

aren Verluste im Zeitverlauf laut der empirischen Verteilung
von T gewichtet






















































gemacht werden Deshalb ist f
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Es geht dann f

ur ein zensiertes Element nur der bis zur Zensierung mebare
Fehler mit ein der gewichtet wird nach der Dauer unter Beobachtung und immer
geringer ist als der Verlust eines nichtzensierten Elements selbst wenn dieses
k

urzer unter Beobachtung stand
Bei verteilungsfreier Sch

atzung der Vorhersage sollten analog wie im Falle
ohne Zensierungen f

ur das Kovariablenmodell nur die tats

achlich in der Kate





ur die Mittelung f

ur ein Element i aus der Kategorie x verwendet werden Ein




uber die erhobenen Daten hin
aus ist bei vorliegenden Zensierungen auerdem deshalb notwendig da im Falle
von Zensierungen am Ende der Beobachtungsdauer in einer Kategorie x f

ur ein
nichtzensiertes Element aus dieser Kategorie f

ur t  t
max
jx der beobachtete Sta





Ein anderer Vorschlag l

at sich bei Vorliegen von Zensierungen nicht auf die










arten Variation ohne Modellannahme	 beschrieben
so da anders als beim letzten Vorschlag zensierte Elemente das gleiche Gewicht
 





aufsummierte Verlust jeweils durch die Anzahl der
Summanden geteilt F






verwendet Sei die Anzahl der verwendetenen Ausfallzeitpunkte
f


















Dann geht bei parametrischem Kovariablenmodell der Verlust zensierter Elemen
te mit dem gleichen Gewicht in den integrierten quadratischen bin

aren Fehler ein







































































































atzung der EV ohne Modellannahme bei Zen















der Ausfallproze Da die Zust

ande 	Ausfall	 oder 	Zensierung	 absorbierend



























Die individuelle Hazardrate wird

uber die Zeit unter Beobachtung hinaus 













gibt die erwartete Anzahl von Ausf

allen an und nimmt nach Ende der individu
ellen Beobachtungsdauer nicht mehr zu
Die Di erenz zwischen beobachtetem Ausfallproze und kumuliertem Intensit

atspro








und ist ebenfalls ab dem Ende der Beobachtungsdauer konstant wenn ein absor























































































Es wird dem beobachteten Zustand bei t
b
statt der kumulierten Wahrscheinlich
keit f

ur einen Ausfall bis t
b







ubergestellt Dabei nimmt im Gegensatz zur Wahrscheinlichkeit die Anzahl
der Ausf

alle ab der abgelaufenen individuellen Beobachtungszeit t nicht mehr zu
Durch die Begrenzung bei der Vorhersage auf die individuelle Beobachtungsdau
er innerhalb der Verlustfunktion ist eine separate Behandlung der Verluste von














vermieden da auch die Vorhersage entsprechend eingeschr

ankt wird Jedoch ist
die Vorhersage individuell jedes Element erh

alt eine von seiner Beobachtungszeit
abh

angige Vorhersage der erwarteten Anzahl an Ausf

allen





t ist ein Martingal dessen Summe beziehungsweise Mittelwert f

ur jeden Zeit
punkt  ist Mit dessen Hilfe kann

uber die gesamte Beobachtungsdauer integriert
und so ein vielseitiges Residuum je nach Integrand erhalten werden In seiner all


















































































































besteht nicht mehr da im nichtzensierten Fall e
t


























erreicht als Maximum   und als Minimum 	
Eine M

oglichkeit eine weniger schief verteilte Gr

oe zu erhalten ist eine Trans
















Positive Residuen werden durch einen Logarithmus vergr

oert und groe negative
Residuen durch eine Wurzeltransformation verkleinert Bei semiparametrischer
Modellannahme f


















 expx ergibt dev
i
den Beitrag von Element i zur Devianz Dev
PL

Allgemeines MartingalResiduum zur Sch

atzung der EV





Verlust der Vorhersage nicht bez



























Es vergleicht die tats

achliche Ausfallzeit eines Elements i mit der entsprechenden
vorhergesagten Gr

oe unter der Bedingung da Element i bis t
i
unter Risiko
steht Die beobachtete Ausfallzeit f

ur ein zensiertes Element ist  F

ur Elemente
mit kurzen Ausfallzeiten ergeben sich eher positive Residuen Elemente mit sp

ater

































ur nichtzensierte Elemente an
Es k




















































ur den erwarteten Fehler im Modell mit beziehungsweise ohne
Kovariablen ergibt sich als Mittel der beobachteten Fehler Das Verh

altnis der













































































Abbildung  MartingalResiduen f

ur die NiedrigRisikogruppe oben Symbol
Raute und HochRisikogruppe unten Symbol Dreieck bei Verwendung des
verteilungsfrei gesch

atzten Kovariablenmodells Im Vergleich Residuen derselben













Uberlebenszeit angeben welcher nicht bei Zensierungen f

ur





atzungen ist so eine Beurteilung des Vorhersagewertes m

oglich
jedoch ist die Abh

angigkeit von der angenommenen Zeit unter Beobachtung f

ur
die Vorhersage selbst problematisch







Wurde die Vorhersage parametrisch das heit unter Verwendung einer gesch

atz
ten Verteilung bestimmt so kann die EV unter der Annahme berechnet werden
da
#














gibt dann einen Wert an der
f

ur dieses Modell gilt jedoch nicht unbedingt f

ur die zugrunde liegenden Daten
da diese bei der Beurteilung nicht mehr verwendet werden Ist die obige Annahme
nicht erf










ktiver Wert mit entsprechend geringem Bezug zu den
Daten













atzung des Fehlers ohne
Verwendung der Kovariablen wird dann ein Modell als korrekt angenommen das
nicht von der Existenz von Unterschieden in der Population ausgeht Jedoch ist
auch in der Anwendung bei Vernachl

assigung der Kovariablen die Verwendung




t die realistischere Alternative f

ur einen
Vergleich Gleiches gilt f

























schiedlich zu interpretierende Ergebnisse Es wird nicht die durch die Kovariablen
erkl








 So kann die erkl

arte Variation von Kovariablenmodellen bei

spielsweise bei unterschiedlichen Verteilungen verglichen werden
Weiterhin kann sowohl bei Vorhersagen unter Verteilungsannahme als auch
verteilungsfreien Vorhersagen die EV verteilungsfrei gesch

atzt werden Bei Ver
wendung der empirischen Verteilungsfunktion und ohne das Vorliegen von zen
sierten Beobachtungen gilt wegen der optimalen Anpassung der empirischen Ver
teilung an die Daten anders als oben f



























ahler und im Nenner die Residuen der Vorhersagen die verteilungs
frei gesch

atzte EV ist die erkl

arte ResiduenVariation rv Es werden die Fehler
ohne Annahme eines wahren Modells gesch

atzt und so gleichzeitig die Anpassung
der Daten an das gew

ahlte Modell bestimmt Deshalb kann sich bei nicht korrek
tem Modell anders als oben selbst bei
#
   im Extremfall ev   ergeben
Diese Di erenz zwischen
#





des der Kovariablen als Strafterm f

ur die nicht optimale Anpassung des Modells
interpretiert werden KornSimon  Ebenso kann ein Unterschied der unter
Modellannahme und ohne Modellannahme gesch

atzten Fehler des Kovariablen
modells als ein Indikator f

ur den Bedarf eines weiterentwickelten Regressionsmo
dells gelten GrafSchumacher Der analoge Vergleich der Fehler im Nenner





klasse und ResponseFunktion Ein gleicher Wert von ev und
#
EV weist auf eine
korrekte und ausreichende Modellspezi
kation hin und der Wert kann als relativer
Gewinn bei der Pr

azision der Vorhersage aufgrund Trennsch

arfe und Verteilung
der Kovariablen interpretiert werden




ute der Anpassung des Modells





unstigen Verteilung von X beispielsweise diskreter Verteilung
eine niedrige Pr






EV    w





ute des Modells zu interpretieren
So k






arungsgrad der Kovariablen in diesem Modell bez

uglich des
Kovariablenmodells insgesamt oder bez

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