We present a comprehensive statistical analysis of the properties of Type Ia SN light curves in the near infrared using recent data from PAIRITEL and the literature. We construct a hierarchical Bayesian framework, incorporating several uncertainties including photometric error, peculiar velocities, dust extinction and intrinsic variations, for principled and coherent statistical inference. SN Ia light curve inferences are drawn from the global posterior probability of parameters describing both individual supernovae and the population conditioned on the entire SN Ia NIR dataset. The logical structure of the hierarchical model is represented by a directed acyclic graph. Fully Bayesian analysis of the model and data is enabled by an efficient MCMC algorithm exploiting the conditional probabilistic structure using Gibbs sampling. We apply this framework to the JHK s SN Ia light curve data.
INTRODUCTION
Type Ia supernova (SN Ia) rest-frame optical light curves have been of great utility for measuring of fundamental quantities of the universe. As standardizable candles, they were critical to the detection of cosmic acceleration (Riess et al. 1998; Perlmutter et al. 1999 ). The cosmic acceleration may be caused by a dark energy component of the universe (Frieman et al. 2008 provide a recent review). SN Ia have been used to constrain the equation-of-state parameter w of dark energy (Garnavich et al. 1998) , and recent efforts have measured w to 10%, (Wood-Vasey et al. 2007; Astier et al. 2006; Kowalski et al. 2008; Hicken et al. 2009b) . SN Ia have also been used to establish the extragalactic distance scale and measure the Hubble constant (Freedman et al. 2001; Jha et al. 1999; Riess et al. 2005 Riess et al. , 2009a ,
The effectiveness of SN Ia as distance indicators has been improved greatly by the construction of empirical methods that exploit relationships between peak optical luminosities of SN Ia and distance-independent measures such as light curve shape or color that have been observed in the burgeoning sample of nearby low-z SN Ia (Hamuy et al. 1996a; Riess et al. 1999; Jha et al. 2006; Hicken et al. 2009a) . Methods have included ∆m 15 (B) (Phillips 1993; Hamuy et al. 1996b; Phillips et al. 1999) , MLCS (Riess et al. 1996a (Riess et al. , 1998 Jha et al. 2007 ), "stretch" (Goldhaber et al. 2001 CMAGIC (Wang et al. 2003) , and SALT (Guy et al. 2005 . The largest systematic uncertainty that limits the precision of rest-frame optical light curves is dust extinction in the host galaxy and the entanglement of dust reddening with the intrinsic color variations of SN (e.g., Conley et al. 2007 ).
Early observations of SN Ia in the infrared were made by Kirshner et al. (1973) ; Elias et al. (1981 Elias et al. ( , 1985 ; Frogel et al. (1987) and Graham et al. (1988) . Studies of nearby SN Ia light curves in the NIR have found the peak near-infrared luminosities of SN Ia have a dispersion smaller than ±0.20 mag (Elias et al. 1985; Meikle 2000; Krisciunas et al. 2004a,c) . Furthermore, the effect of dust extinction is significantly diminished at nearinfrared wavelengths, relative to the optical. The combination of optical and near-infrared observations of SN Ia light curves could lead to even better SN Ia distances (Krisciunas et al. 2007 ).
Wood -Vasey et al. (2008) (hereafter WV08) compiled the largest homogeneous sample of NIR SN Ia observations, taken with the Peters Automated InfraRed Imaging TELescope (PAIRITEL; Bloom et al. 2006) . After combining these with NIR light curve observations from the literature to yield a sample of 41 NIR SN Ia, they constructed template light curves by interpolating and smoothing the data. They measured the scatter in the absolute magnitudes at time of B maximum in each of the J, H, and K s bands and found σ(M H ) ≈ 0.15 mag, σ(M J ) ≈ 0.33 mag and σ(M Ks ) ≈ 0.26 mag. This analysis did not take into account NIR light curve shape vari-ations, but it was found, as in Krisciunas et al. (2004a) , that the Hubble diagram residuals had no trend with the optical light curve width.
The purpose of this paper is twofold. First, we formulate the hierarchical Bayesian approach to probabilistic inference with SN Ia light curves in general. A proper Bayesian approach provides a principled, coherent framework for inference based on the joint probability density over all quantities of interest conditioned on the available data. It is natural to employ a simultaneous multilevel approach and derive joint probability densities over the parameters of individual supernova light curves, their distance moduli, and also the variables that describe the population, including those governing the joint probability distributions over multi-band absolute magnitudes and light curve shape parameters. This approach enables consistent statistical inference of all hierarchical parameters, by coherently incorporating several sources of uncertainty, including peculiar velocity uncertainties, photometric measurement errors, intrinsic randomness of light curves, and dust extinction into the global posterior probability density conditioned on the entire data set simultaneously. This framework leads to a natural and consistent method for probabilistic distance prediction with new SN Ia light curve data. The logical structure of our hierarchical model for SN Ia light curve inference is demonstrated by the equivalent directed acyclic graph (DAG), a graphical model that facilitates easy inspection of the probabilistic relationships.
Although the probabilities for fully Bayesian analysis of SN Ia light curves are simple to write down, the joint posterior distribution is generally non-gaussian and difficult to evaluate. To enable probabilistic inference, we have developed a Markov Chain Monte Carlo (MCMC) algorithm, BayeSN, designed to exploit the conditional probabilistic structure using Gibbs sampling. We employ this code for both training the statistical model and using the model to predict distances. The use of advanced sampling methods facilitates the computation of marginal probabilities of parameters from the global joint posterior density.
In the second part of the paper, we apply this framework to the NIR SN Ia light curve data from the compilation of WV08. We first construct model template light curves for the JHK s bands. We compute fixed maximum likelihood template models between -10 and 20 days for the H and K s using all available data. The J-band data is typically much less noisy than the H and K, so we construct an extensive J-band model between -10 and 60 days that accounts for light curve variations, in particular the structure around the second maximum. Next, we apply the BayeSN method to simultaneously (1) fit the individual JHK s light curves, (2) compute the population characteristics, especially the absolute magnitude variances and covariances with J-band light curve shape and (3) estimate the joint and marginal uncertainties over all hierarchical parameters. We construct a Hubble diagram for the training set SN Ia and compute its residual errors.
The average Hubble diagram residual of the training set SN is an optimistic assessment of the predictive ability of the statistical model for SN Ia light curves because it uses the SN data twice: first for estimating the model parameters (training), and second in evaluating the error of its "predictions". Hence, the residuals, or training errors, underestimate the expected prediction error. This effect is present for all models based on finite training data, and is particularly important for small sample sizes. We perform bootstrap cross-validation to realistically estimate the out-of-sample prediction error and to test the sensitivity to the finite NIR SN Ia sample. This technique ensures that the same SN are not simultaneously used for training and prediction. It has not been used previously in SN Ia statistical modeling and inference.
This paper demonstrates hierarchical Bayesian modeling and distance estimation for SN Ia light curves in the NIR only. The application of these methods to combined optical and NIR light curves for the estimation of dust and distances will be described in a subsequent paper (Mandel et al. 2009, in prep.) . This paper is organized as follows: In §2, we describe the hierarchical Bayesian framework for SN Ia light curve inference. The structure of the hierarchical model can be depicted formally as a directed acyclic graph presented in §2.3. In §2.4, we describe BayeSN, an MCMC algorithm designed for computing posterior inferences in the hierarchical framework. In §3, the construction of template light curve models in JHK s is described. In §4, we apply this approach to the NIR light curve data, and summarize the posterior inferences for both individual supernovae and the population. In §4.4, we construct Hubble diagrams by applying the statistical model and describe the application of bootstrap cross-validation to estimate prediction error. In §4.5, we discuss the potential impact of dust in the NIR sample. We conclude in §5. In appendix §A, we briefly review the conditional independence properties of graphical models. Appendix §B presents mathematical details of the BayeSN method, and appendix §C describes its use in practice.
HIERARCHICAL BAYESIAN FRAMEWORK FOR SN IA LIGHT CURVE INFERENCE
Simple Bayesian analysis describes an inference problem in which a generative model H with a free parameter θ is assumed to underly the observed data D. The Bayesian paradigm is to derive inferences on θ from the posterior density of the parameter conditioned on the data: P (θ| D, H) ∝ P (D| θ, H)P (θ|H), where the first factor is the likelihood function and the second factor is the prior on the model parameter. Hierarchical, or multi-level, Bayesian analysis is a modern paradigm of statistical modeling, which enables the expression of rich probabilistic models with complex structure on multiple logical levels (Gelman et al. 2003) . For example, if D i represents the data on individual i, and θ i is a model parameter describing i, the values of θ i themselves may be drawn from a prior or population distribution P (θ i | α, β), which in turn depends on unknown variables that describe the group level probabilistic model. These unknown variables α, β are termed hyperparameters to distinguish them from the individual level parameters θ i . The hierarchical Bayesian joint posterior distribution over all parameters {θ i } and hyperparameters α, β conditioned on the data for many (N ) individuals D = {D i } is then:
(1) where the last factor represents the hyperprior density on the hyperparameters. The fully Bayesian approach is to analyze the full joint posterior density of all parameters and hyperparameters simultaneously conditioned on the entire data set. This ensures the complete and consistent accounting of uncertainty over all the inferred parameters. We can build in complex probabilistic structure by layering single-level models, at the individual level and also at possibly multiple population levels, and expressing the conditional relationships that connect them. The hierarchical Bayesian paradigm is very well suited to combining information and uncertainties from many logical sources of randomness, interacting in non-trivial ways, in a principled, coherent and consistent statistical framework for studying structured data. This is the strategy we adopt in this paper.
In contrast to more classical methods of model fitting, the Bayesian approach is less concerned with the optimization problem, i.e. finding the "best" values or point estimates of model parameters fitted to given data, and more concerned with the construction of the full joint probability model, consistent integration over uncertainties, and the simulation and sampling of the joint posterior density. For most non-trivial models, the integrations of interest are analytically intractable, so we employ modern computation techniques to enable probabilistic inference. We introduce an MCMC algorithm (BayeSN) that uses stochastic simulation to calculate posterior inferences from the hierarchical framework.
SN Ia Light Curve Models
A central task in the statistical analysis of Type Ia SN light curve data is fitting empirical light curve models to time-series photometric data in multiple passbands. A data set for an individual supernova s, {D F }, consists of observations in n photometric filters,
be the set of N F observations in band F . We assume these have already been corrected for time dilation (Blondin et al. 2008 ) and K-corrected to the supernova rest frame, so that t i is the rest-frame phase of the observation referenced to the time of maximum light in B-band (i.e. t = 0 corresponds to B max ), m F i is the apparent magnitude in filter F at this phase, and σ 2 F,i is the measurement variance.
We wish to fit to this data a light curve model,
, where F 0 is the F -band apparent magnitude of the model at a reference time t = 0, and l F (t, θ F ) is the normalized light curve model such that l F (0, θ F ) = 0. A vector of light curve shape parameters, θ F , governs the functional form of the light curve models and may take on different values for each supernova.
At the present time there is no known set of physical functions l F (t, θ F ) describing the temporal evolution of supernovae light curves. Theoretical SN Ia models alone provide insufficient guidance, so these functions must be constructed from the light curve data itself. Typical parameterizations are motivated by a combination of simplicity, intuition, mathematical convenience and the empirical study of detailed light curve data of a large sample of supernovae. The ultimate utility of a functional form lies in its ability to fit the observed modes of variation in data and capture the observable information in the light curves. Examples of light curve shape functions are:
1. "Stretch" template method (Perlmutter et al. 1999; Goldhaber et al. 2001) :
, where the shape parameter is θ F = s F , the "stretch" factor in filter F , and f (·) is a fiducial light curve, e.g. the Leibundgut template (Leibundgut 1989) , which is a function of the restframe supernova phase with respect to t 0 , the time of B max .
2. The ∆m 15 (B) decline rate parameterization (Hamuy et al. 1996b; Phillips et al. 1999) . Here the light curve shape parameter is θ B = ∆m 15 (B), the magnitude decline between the peak and 15 days after the peak in B-band. The light curve function is defined at particular values of θ B i using BV I light curve templates generated from observed supernovae. Interpolation is used to fit light curves at intermediate values of ∆m 15 (B). Prieto et al. (2006) presented an updated formulation.
3. MLCS (Riess et al. 1996a (Riess et al. , 1998 Jha et al. 2007) :
The light curve model in U BRV I is of the form:
, where F 0 (t), P F (t), and Q F (t) are defined by templates. The light curve shape parameter is θ F = ∆.
In this section, we do not assume any particular form for the light curve models l F (t; θ F ). The results will be applicable to a broad class of possible models. Without loss of generality, light curve model can depend on some parameters (θ 
where l
is a vector of coefficients to the linear parameters. It is convenient for computational purposes to separate the linear from nonlinear shape parameters. The parameter F 0 could be considered a linear parameter and included with θ L . However, they are physically distinct quantities, as F 0 sets the apparent magnitude scale for the light curve whereas θ F L generally models the shape of the light curve, so we keep them separate. 
Let us construct a vector of ones, 1, of the same length as the data m F s , and a measurement error covariance matrix W F . Due to the practical difficulties of estimating the error covariances, the current standard assumption is that the error terms ǫ F i are independent, so that W F ii = σ 2 F,i is diagonal. The likelihood function for the light curve can be compactly written as:
where N (x| µ x , Σ x ) denotes the multivariate normal density in the random vector x with mean µ x and covariance Σ x . Since the photometric observations in multiple filters are sampled with independent noise, the likelihood function of all light curve parameters over all bands given the multi-band data {D F } is the simple product of n single-filter likelihoods.
We define the observable (or apparent) parameters vec-
. This vector, with the light curve model functions l F (t; θ F ), encodes all the information needed to reconstruct the apparent light curve of a single supernova, i.e. the apparent magnitudes at the reference time and the light curve shape parameters in each of n photometric bands F . Similarly, we define the intrinsic (or absolute) parameters vector ψ = (M F 1 , . . . , M F n ; θ F 1 , . . . , θ F n ) encoding all the information describing the absolute light curves of the supernova. The absolute magnitude at peak in filter F is M F = F 0 − µ − A F , where µ is the distance modulus and A F is the dust absorption in that filter, for a particular supernova.
Redshift-Distance Likelihood Function
Type Ia SN can be used as distance indicators because we possess some knowledge of their relative distances in the low redshift regime (where they are independent of the cosmological parameters Ω M , Ω Λ , and w) from the Hubble law and measured redshifts to the host galaxies of the SN. However, inference of true luminosities and absolute distances requires external calibration (e.g. from Cepheids) or knowledge of the Hubble constant, H o , which has not yet been independently measured to high precision. If we are concerned only with relative distance estimation, it is sufficient to fix the distance scale with an assumed h = H o /100 km s −1 . The uncertainty in these local distances is then dominated by the peculiar velocity field, which we model probabilistically.
Let z c be the cosmological redshift of a SN. The measured redshift is z, with measurement variance σ 2 z , corrected to the CMB and the local infall flow model of Mould et al. (2000) . In a smooth cosmological model, the distance modulus is related to z c :
is the luminosity distance in Mpc. If we model the effect of random peculiar velocity as a Gaussian noise with variance σ
, and the likelihood func-
The posterior density of the distance modulus conditioning only on the redshift is P (µ|z) ∝ P (z|µ). We use a flat prior P (µ) ∝ 1, since we have no a priori knowledge about µ without the data. For recession velocities cz ≫ σ pec , f (z c ) can be linearized about the fixed z to find f −1 (µ), so that, to a good approximation, 
Under the assumption that peculiar velocity uncertainty amounts to Gaussian noise, at recession velocities cz < 5σ pec , the approximation of P (µ|z) with a normal distribution breaks down, due to the non-linearity of the logarithm. This effect is inconsequential for our analysis because even though the distribution becomes non-Gaussian, at such low recession velocities, its width in magnitudes is much larger than the dispersion in SN Ia absolute magnitudes. The redshift of a very low-z SN Ia carries little information about the absolute magnitude, so that P (µ|z) is essentially flat over the width of the posterior density in µ conditioning on the light curves of the SN. Hence, the exact form of P (µ|z) is irrelevant in this regime. SN Ia light curves can be used to infer the distances of these near-field supernovae and to measure the the local velocity field (Riess et al. 1995; Haugbølle et al. 2007; Neill et al. 2007 ).
The SN Ia Population Distribution
The utility of Type Ia SN for cosmological studies lies in the observed correlation of their peak luminosities with the shapes of their optical light curves. Although the peak optical luminosities of SN Ia range over a factor of 3, using correlations with light curve shape reduces the scatter about the Hubble line to less than ∼ 0.20 mag. Physical modeling and simulation of SN Ia progenitors may provide useful explanations for the observed relationships between the observable properties of SN Ia and their peak luminosities. Such work may also describe detailed probabilistic relationships between the two. For example, we can define the joint population distribution of absolute magnitudes (at the reference time) and the observable light curve shapes in multiple passbands. In our notation this population distribution is P (ψ| Physical Parameters) where the "Physical Parameters" may include, for example, the mass of the progenitor, the chemical composition and distribution within the progenitor, and the details of the explosion mechanism. Hillebrandt & Niemeyer (2000) provide a review of progress in SN Ia explosion modeling.
In the absence of such detailed information, we learn the probabilistic relationships from the data. We describe the SN Ia population distribution as P (ψ| µ ψ , Σ ψ ). Here, µ ψ is a vector of hyperparameters that describe the average intrinsic characteristics, and Σ ψ is a collection of hyperparameters describing the dispersion (variance) and correlations of the intrinsic characteristics of absolute light curves. Since we have no information on these hyperparameters a priori, we seek to estimate them (and their uncertainties) from the data.
We will include this distribution in the global posterior density in the mathematical form of a "prior" on the intrinsic parameters ψ of a single SN. However, it is better to think of this distribution as a "population" distribution from which the intrinsic parameters are randomly drawn. Its hyperparameters are unknown and must be estimated simultaneously from the data. It has a different interpretation in the context of the hierarchical model than the fixed prior of the simple Bayesian treatment (which has no hyperparameters to be estimated).
Since we have no a priori information on the functional form of P (·| µ ψ , Σ ψ ), we must make some assumptions. The simplest choice for a multivariate probability density that models correlations between parameters is the multivariate Gaussian. In the rest of this paper we will assume P (·| µ ψ , Σ ψ ) = N (·| µ ψ , Σ ψ ) with an unknown mean vector µ ψ = E(ψ s ) and unknown covariance matrix Σ ψ = Var(ψ s ). The intrinsic parameters of individual supernovae are independent, identically distributed random variables drawn from this probability density:
. If the data indicate a different distribution from the one we have assumed, we can attempt another choice of the form of the intrinsic population distribution.
The population hyperparameters µ ψ , Σ ψ are the most important variables in this hierarchical framework. During the training process, they model the intrinsic statistical properties of the SN Ia light curves, including the average behavior, intrinsic variability, correlations between different modes of light curve shape variation, correlations between absolute magnitudes in different filters, and cross-correlations between light curve shape parameters and the absolute magnitudes. When the model is used to make predictions, they are crucial for using this information, and its uncertainty, to make distance estimates for new SN Ia light curves.
Incorporating Dust Information
Dust along the line of sight from the supernova to the observer causes both extinction and reddening of the emitted light. These effects originate from Galactic dust, which has been measured and mapped (Schlegel et al. 1998) , and dust in the supernova's host galaxy, which is often more important, poorly understood and is currently the largest systematic uncertainty in cosmological inference with SN Ia . Previous efforts to estimate dust extinction from SN Ia color excesses include Riess et al. (1996b) , Phillips et al. (1999) , and Krisciunas et al. (2000) .
We incorporate the effects of host galaxy dust on supernova observations probabilistically within the full statistical model as follows. The extinction in a given passband is denoted A F . Assuming a CCM reddening law (Cardelli et al. 1989) , the extinction in a given band can be related to the visual extinction
V , so that there are two free parameters: the magnitude of visual extinction A V and the slope of the extinction law in the optical bands R V . The fixed regression coefficents a F and b F are determined from the dust reddening analysis of supernova spectra. Jha et al. (2007) suggested using an exponential prior on the nonnegative A V extinction to a particular supernova.
Interpreted as a population distribution, this can be incorporated into our framework as:
(10) where τ AV is a hyperparameter describing the exponential scale length or the average amount of visual extinction to the population of SN Ia. The form of the population distribution of the R V is unknown, but we suppose it may be specified with hyperparameters α R . For example, if R V is fixed to a single known value, e.g. α R = 1.7 or 3.1, we may set P (R V |α R ) = δ(R V −α R ). Or one may allow the R V to vary within a population probability density, e.g. R V ∼ N (µ R , σ 2 R ), where the hyperparameters α R = (µ R , σ 2 R ) may be fixed or we may attempt to learn them from the data, if the data is sufficiently informative. It is not known a priori whether A V and R V can be treated as independent random variables and if the population probability density of (A V , R V ) is separable as indicated in Eq. 10.
When modeling the near infrared observations, it makes more sense to reference the extinction values to the H-band, rather than to A V . For given A H , R V values, the extinction in any band, A F can be computed from the dust law. The ratio of near infrared to visual extinction is roughly A H /A V ∼ 0.2. Since the behavior of dust in the near-infared is relatively insensitive to the slope of the reddening law in the optical bands, R V , it makes sense to set it to a fixed representative global value α R . With this choice, the extinction population distribution is:
where τ AH is the exponential scale length in magnitudes of the population distribution of H-band extinctions. To simplify the notation, we denote this hyperparameter as τ A ≡ τ AH , which controls the dust scale for all filters through the reddening law.
Conditionally Conjugate Hyperpriors
To estimate the population hyperparameters µ ψ and Σ ψ , we make our priors on them explicit, called hyperpriors. If we lack any external motivating evidence, we should choose non-informative or diffuse hyperpriors. Additionally, it is convenient to choose the hyperprior from a parametric family that is conditionally conjugate to the parametric family of the population density. This means that the posterior density of the hyperparameters conditioned on the values of the other parameters and data is from the same parametric family of probability densities as the hyperprior. This property is advantageous because if one can sample directly (generate random numbers from) the hyperprior density, then one can sample directly from the conditional posterior density of the hyperparameters. This is useful for constructing Markov chains for statistical computation of the posterior density using Gibbs sampling (section 2.4).
The hyperparameters µ ψ and Σ ψ describe a multivariate normal density on ψ s . The conjugate family to the multivariate normal with unknown mean and covariance matrix is the Normal-Inverse-Wishart. This hyperprior can be expressed as
The non-informative or diffuse conditionally conjugate density is obtained in the limit as κ 0 → 0, ν 0 → −1, |Λ 0 | → 0 (Gelman et al. 2003 ) (the conventions regarding the Wishart distributions differ: we choose the convention that if W ∼ Inv-Wishart ν (S −1 ) is a random matrix, then E(W ) = S/(ν −d−1), where d is the dimension of the d × d covariance matrix). In this limit, the hyperprior of the population mean µ ψ becomes flat and the hyperprior of the covariance Σ ψ is a diffuse distribution over the space of positive semi-definite matrices, so that the hyperprior does not favor any particular solution.
For the extinction exponential scale length τ A > 0, we choose a uniform positive hyperprior, expressing no prior preference for a particular value. If this is viewed as an Inv-Gamma(−1, 0) density on τ A , it is conditionally conjugate to the exponential distribution. 
otherwise, A The relationship between the intrinsic and observable parameters of supernova s can then be written compactly as:
This equation encodes the relationship between apparent magnitudes, absolute magnitudes, extinction and distance moduli. In this expression, neither dust nor distance modify the light curve shape parameters, θ F s common to both the observable φ s and intrinsic ψ s vectors. The joint posterior probability density for the parameters of a single supernova, conditioned on the values of the hyperparameters and the data, is proportional to the product of
• the probability of observing the photometric data given the apparent light curve,
• the probability of the distance modulus given the measured redshift,
• the probability of an absolute light curve equal to the apparent light curve minus the distance modulus and extinction, and
• the probability of the extinction value and dust law, conditioned on the population hyperparameters of the absolute light curves and dust properties: 
For full generality we have derived the global joint posterior density in the case that we wish to estimate the probable values of the hyperparameters α R from the data. If we fix the R s V to a fixed global value α R , this is equivalent to evaluating the above joint density conditioned on R s V = R V = α R . All fully Bayesian inferences on the remaining parameters and hyperparameters are based on mapping out this global joint posterior density. The marginal posterior density of the hyperparameters,
We refer to the set of SN in D, Z as a training set, and "training" means computing the marginal posterior density of the hyperparameters, conditioned on this data. In the Bayesian paradigm we are interested not just in point estimates of the hyperparameters, e.g. "best values"μ ψ ,Σ ψ ,τ A , but on their joint posterior probability density as a quantification of their uncertainties.
The Predictive Posterior Density
The ultimate purpose of SN Ia light curve inference is to estimate luminosity distances to distant SN that are not included in the nearby, low-z training set. That is, given observations of a new supernova's multi-band light curveD s , we wish to fit the light curve model and to predict the distance modulus. Prediction differs from training in the fact that we do not use any prior information on the distance (from e.g. the redshift) in our probability calculus. The predictive posterior density for the new supernovas (with parameters denoted by tilde) conditioned on the population hyperparameters and the new light curve dataD s is:
We must also incorporate our (joint) uncertainties of the hyperparameters. This is encapsulated in the marginal posterior density of the hyperparameters from the training set. The full predictive posterior probability density for the new supernovas is the previous expression multiplied by the training posterior density P (µ ψ , Σ ψ , τ A , α R | D, Z) and integrated over the probability of the hyperparameters µ ψ , Σ ψ , τ A , α R . The marginal predictive posterior density of the new supernova's distance modulusμ s , P (μ s |D s , D, Z), is obtained by integrating this over the remaining parameters,
Representation as a Directed Acyclic Graph
We have constructed the posterior density of all individual parameters and population-level hyperparameters conditioned on the observed dataset of multi-band SN Ia light curves. This was done by layering relationships of conditional probability. All hierarchical joint probability densities of data and parameters can be represented in terms of a probabilistic graphical model known as a directed acyclic graph. The graph consists of nodes representing parameters and data connected by arrows that represent probabilistic dependencies. It obeys the restriction that there are no directed cycles, i.e. it is impossible to move from any node along the arrows and return to the same node. The acyclic requirement ensures that inference from the posterior density contains no loops of circular logic. It is useful to represent complex inference problems, involving many potential sources of randomness, with an equivalent directed acyclic graphical model. Although all the information about the model and data is expressed by writing down the joint probability density explicitly, probabilistic graphical models serve as a useful visual representation of the structure of the hierarchical model and their interface with data. Formal graphical models have not been used before in SN Ia inference, and they are not prevalent in astronomy, so we provide a basic introduction below. Further background and theory of graphical models can be found in Bishop (2006) , Jensen (2001) and Pearl (1988) .
The directed graph is constructed as follows. Each parameter or datum corresponds to a node (or vertex). Conditional relationships between nodes are encoded using directed links or arrows (edges). Hence the joint probability of two variables P (x, y) = P (x)P (y|x) is represented by x → y. For obvious reasons, the parameter x is termed the parent and y is termed the child. More generally, in a high-dimensional problem, if there exists a directed path of any length between node x and another node y, then y is a descendant of x. The joint probability distribution over N random variables θ i represented by a directed graph can be written as the product of the conditional probabilities (the factorization):
If a parameter is observed (and thus conditioned on), its node is shaded. If the parameter is unknown and hidden, it is left open. The graph clearly distinguishes between the observed data and the hidden variables that are inferred. Graphical models are most useful in inference problems involving many potentially interacting components or sources of randomness. The complexity of the problem is reflected in the connectedness of the graph. The links between the nodes encode statements of conditional independence ( §A).
Directed Graph for Model Training
The directed graph corresponding to the global posterior density conditioned on the training set D of N SN Ia is shown in Figure 1 . The pathways from the roots to the data can be understood as a generative model for a data set of SN Ia light curves. At the highest hierarchical level (far left), the population distributions for SN Ia and dust extinction are described by unknown hyperparameters µ ψ , Σ ψ , and τ A . At the next level, each supernova s draws intrinsic light curves ψ s and extinction values A s from these populations as independently and identically distributed random samples. These hidden parameters combine with the supernova distance modulus µ s to produce the observable light curve φ s , which is sampled with measurement noise to produce the photometric light curve data D s . In addition, the (hidden) distance modulus is associated with a redshift z s , observed with both measurement noise and peculiar velocity uncertainty. For a sample of SN Ia light curves, this process is replicated N SN times. Our goal is to compute the joint posterior density of all the open nodes conditioned on the data in the shaded nodes.
The conditional independence properties of the graph and model imply that, although the individual parameters of one SN are conditionally independent from those of a different SN, given the population hyperparameters, they are not marginally independent. The hidden hyperparameters are unknown a priori; they must be learned from the data jointly with the individual SN parameters. Thus, the full graph does not factor into independent N SN subgraphs. We must condition the whole graph and the global joint density on a database of many SN Ia light curves simultaneously rather than on each supernova individually. Figure 1 shows that the SN Ia population hyperparameters µ ψ , Σ ψ are conditionally independent from every other parameter and datum in the graph, given the intrinsic SN parameters {ψ s }:
Here we use (·) to indicate all the other parameters in the global joint density that have not been denoted explicitly. Similarly, given all the extinction values of the supernovae, {A s }, the extinction population exponential scale is conditionally independent from all other parameters (and data), so that
The graph also shows that ψ s , µ s and A s are conditionally dependent in the posterior distribution, because
-Directed acyclic graph for hierarchical Bayesian inference from a training set of Type Ia SN light curves. This is a graphical representation of the joint distribution of unknown parameters and observations for a training set of N SN Ia. Each parameter is represented by a node, and the links between node indicate relationships of conditional probability. The variables in the far left column are the hyperparameters which describe the population probability distribution of supernova characteristics, and the population distribution of extinction values. The variables in the middle left column describe the distances, extinctions, and absolute light curves of individual supernovae. The variables in the middle right column are the observable parameters that describe the apparent light curves of individual SN Ia. The final column contains the observations of the redshifts and multi-band light curves of individual SN Ia. The open nodes describe unknown and hidden parameters, whereas the shaded nodes describe observed values that are conditioned upon in the posterior density. their descendant D s is observed, even though they are a priori independent random variables. This dependency is reflects the tradeoffs involved in explaining the observed light curves as a combination of random fluctuations due to dust, intrinsic randomness of the absolute light curves, and distance uncertainties attributed to peculiar velocities. The Bayesian approach is not to pick out just one possible combination of the separate factors, but to consider the probability distribution over the whole ensemble of hypotheses.
Another consequence of this conditional dependency is that there are unblocked paths between the SN Ia population hyperparameters, µ ψ and Σ ψ and the dust extinction hyperparameter τ A . These paths pass through the conditionally dependent parameters A s , ψ s , and φ s for each supernova. Thus, the population hyperparameters are also conditionally dependent. This implies that posterior inferences of µ ψ , Σ ψ and those of τ A cannot be separated. This is why we take the global approach, conditioning the global posterior density on the entire data set simultaneously, and exploring the complete joint parameter space.
The conditional independence structure implied by the graph depends neither on the choices of distributions made in Section 2.2, nor on the particular functional light curve model that is assumed. We depicted the directed graph for inference with fixed R V . If we wish to learn about R V , it would become a random variable with a population distribution. Hence the graph would include nodes for each R s V and a node for the hyperparameters α R , with the appropriate links.
-Directed acyclic graph for training and prediction with Type Ia SN light curves. The rectangle depicts a plate representing the N SN SN Ia in the training set. The tilde parameters describe a new supernova for which we seek to predict the distance modulus. The open nodes describe unknown and hidden parameters, whereas the shaded nodes describe observed values that are conditioned upon in the predictive posterior density.
Directed Graph for Prediction
The directed graph for the prediction task using data from a new supernova is presented in Figure 2 . We depict the entire training set of supernovae on a plate which is understood to represent N SN different instances. The quantities relevant to the prediction supernova are labeled with tildes. The essential difference between training and prediction is that in the training set we use distance information from the redshift, whereas in prediction we do not. The task of prediction is to infer the joint probability density of the hidden quantitiesμ,Ã, andψ by fitting the light curve dataD described by the observable parametersφ plus measurement noise. The unblocked paths between the training set and the prediction set depict how information from the training set constrains the population hyperparameters (i.e. by informing the posterior density), which in turn pass that information (and its uncertainty) onto the prediction variables. The marginal predictive posterior density for the new supernova's distance modulus is obtained by integrating over the uncertainties in the population hyperparameters µ ψ , Σ ψ , and τ A , and over the extinctioñ A, magnitudes and the shape parameters,φ.
Statistical Computation of the Global Posterior
Density The global posterior probability density of all parameters and hyperparameters of the full model conditioned on the training set database of SN Ia observations, Eq. 18, is a function of many variables. Consider a minimal model that does not account for dust extinction. We suppose it has one shape parameter θ, and models light curves in three filters. There are four observable parameters, plus one for the distance modulus, for each supernova. In addition, the hyperparameters µ ψ and Σ ψ contain four plus ten variables (since the covariance matrix of the absolute magnitudes and light curve shape param-eters must be symmetric). Suppose a minimal training set contained observations of forty SN Ia light curves in the three filters. The total number of variables, which is the dimensionality of the space over which the global posterior density is defined, is 214. Clearly, mapping the joint posterior on a rectangular multidimensional grid is intractable. Even a relatively crude grid, with only five points per dimension, would require more than 10 149 evaluations of the posterior density.
To address the complexities of hierarchical inference with realistic data sets, it would be practically useful to construct a statistical inference approach without appealing to the asymptotic results from large-sample theory. The only way to account for all uncertainties in the model parameters consistently is to compute the full hierarchical joint density, Eq. 18, and estimate all individual parameters and hyperparameters simultaneously, conditioned on the entire SN Ia database. Marginal estimates of parameters are obtained by integration over non-Gaussian uncertainties. However, the obstacles to this approach are two-fold: (1) we must compute the global posterior density in a parameter space with hundreds of dimensions, and (2) the marginal estimates of single parameters require integration of the posterior density over hundreds of other parameters.
We tackle both of these problems by using stochastic simulation techniques to sample the full parameter space efficiently. In this section we describe the construction and operation of a Markov Chain Monte Carlo (MCMC) algorithm that takes advantage of the conditional independence structure evident in the directed acyclic graph (Fig. 1) of Section 2.3 to sample the global posterior density, Eq. 18.
Metropolis-Hastings and the Gibbs Sampler
Markov Chain Monte Carlo is a general and wellestablished technique for statistical analysis and is well suited for Bayesian computations. It is employed, for example, in CMB and joint cosmology analyses (Lewis & Bridle 2002; Tegmark et al. 2004) , for fitting light curve models (Mandel & Agol 2002) to planetary transit observations (Holman et al. 2006) , and for radial velocity analysis of extrasolar planetary systems (Ford 2005) . Since MCMC has not been used previously in SN Ia light curve inference methods, we briefly review some basic elements of MCMC to establish terminology. More thorough treatments of MCMC methods and theory can be found elsewhere (Gilks et al. 1995; Liu 2002; Gelman et al. 2003) .
The purpose of an MCMC algorithm is to generate a Markov chain stochastic process that is irreducible and ergodic, and converges in probability to a stationary distribution that is the same as the target distribution (the posterior density). Upon convergence, the probability that the chain is in a particular state is equal to the posterior density of the state, and the proportion of time the chain spends in a given region of parameter space is proportional to the posterior probability of that region. Hence, MCMC can be used to generate many samples from an arbitrary, complex probability distribution (which cannot be sampled from directly), and those samples can be used to represent the target distribution and compute characteristics of the distribution, such as means, modes, intervals and integrals.
The cornerstone of many MCMC implementations is the Metropolis-Hastings algorithm. Suppose our target posterior probability density is P (θ|D) for a vector of generic parameters θ, and can be computed up to a normalization constant. The MCMC algorithm generates a sequence of samples. Let θ t denote the tth sample. We start with some initial estimate θ t=1 , and generate subsequent values of the chain as follows. We select a proposal (or jumping) probability density Q(θ * |θ), giving the probability of proposing θ * for the next value given that the current state is θ. This proposal density is chosen so that it can be directly sampled (e.g. a Gaussian). If the current state is θ t , then we generate a proposal θ * from Q(θ * |θ t ). We then compute the Metropolis-Hastings ratio:
The proposal θ * is accepted (θ t+1 = θ * ) with probability min(r, 1). If it is not accepted, the proposal is rejected and the next value of the chain is the same as the current value θ t+1 = θ t . In the next iteration a new proposal is generated from Q(θ * |θ t+1 ) and the algorithm repeats. A special case of Metropolis-Hastings is the randomwalk Metropolis algorithm in which the proposal distribution is symmetric Q(θ * |θ) = Q(θ|θ * ) and the proposal is centered around the current position, e.g. θ * ∼ N (θ, σ 2 I). Gibbs sampling is another very useful case of the Metropolis-Hastings rule and proceeds by simply drawing from the conditional probability of each block of parameters in turn, conditioning on the others as fixed, until all the parameters have been sampled. We can employ Gibbs sampling in our hierarchical SN Ia framework because the model is built up from conditional relations, and many of the conditional posterior distributions can be directly sampled. Our BayeSN algorithm uses a combination of these strategies to generate efficient MCMC chains.
The BayeSN Algorithm -Training
We describe the BayeSN MCMC algorithm in the context of computing the global posterior in Eq. 18 for fixed R V . Let S = ({φ s , µ s , A s H }, µ ψ , Σ ψ , τ A ) be a vector containing all the current values of the parameters and hyperparameters in the model (the "state" or position). BayeSN utilizes a sequential Gibbs sampling structure that updates blocks of parameters in S. After a full scan (after all parameters have been given a chance to update), the current state of S is recorded as an MCMC sample. To begin a chain we populate S with a set of initial positions. The BayeSN MCMC algorithm works in two stages: a) sampling the population hyperparameters conditional on the individual parameters, and b) sampling the individual supernova parameters conditional on the population hyperparameters. An outline of the Gibbs scan follows; more details are presented in the appendices §B, §C.
1. Update the SN Ia population hyperparameters, µ ψ , Σ ψ , conditional on the current values {ψ s }, obtained from the current parameters: ψ s = φ s − vµ s − A s . This is done by Gibbs sampling directly from the conditional posterior density
2. Gibbs sample the extinction population hyperpa-
Next we update the individual supernova parameters, conditional on the population hyperparameters we have just sampled. The individual parameters of one supernova are conditionally independent from those of another supernova, given the hyperparameters. We cycle s through the list of SN Ia, and for each supernova s we repeat steps 3a to 3c to update observable parameters for each passband F . Let φ
, and φ −NL,F s denote all the observable parameters in φ s other than the apparent magnitude, linear shape parameters, and nonlinear shape parameters in F , respectively. 3a.
Gibbs sample the apparent magnitude F 0,s by drawing directly from the conditional posterior
3c. Random-walk Metropolis update the nonlinear shape parameters in band F , θ F NL,s , using a jumping kernel Σ NL,F jump,s to move through the conditional density
3d. Update the distance modulus µ s using MetropolisHastings. We propose a new µ s drawn from a Gaussian approximation to the conditional posterior density
, and use MetropolisHastings rejection to correct for the approximation.
3e. Update the extinction A s H using a randomwalk Metropolis step along the conditional density
, with a jumping scale σ 2 jump,s . 4. Steps 3a to 3e are repeated for all SN Ia in the data set. After all parameters have been updated, we record the current state of S as an MCMC sample, and return to step 1. After we have iterated n times we finish with a Markov chain S = (S 1 , . . . S t , . . . S n ).
BayeSN Algorithm -Prediction
The prediction mode of BayeSN follows essentially the same algorithm. We assume that the prediction set is sampled from the same population as the training set. This could be false, for example, if the SN Ia in the prediction set had extremely different observed light curves. This would also be false if either observational selection effects or progenitor evolution caused a distant prediction set to sample a different portion of the SN Ia population, or a physically different population, that is not represented in the nearby training set. Training and prediction actually can be conducted simultaneously in a single run of the Gibbs sampler. The main distinction is we do not condition on the redshifts of the SN in the prediction set, i.e. the factor P (µ s |z s ) would be replaced by P (µ s ) ∝ 1 in step 3d above. With this change, the BayeSN algorithm will generate inferences on the graphical model in Fig. 2 , for both the training and prediction set SN simultaneously.
In many cases, however, we may wish to train the model on the training set SN once, and store the posterior inferences of the population hyperparameters. To make predictions for new SN, we would recall this information and repeatedly apply it to the new data, without updating the training posterior inferences. We can do this by making two changes to the above algorithm. The goal is to generate a Markov chain S P that samples the predictive posterior density. We assume we have already done a training MCMC and have a chain S that samples the training posterior density conditioned on the training set D, Z. Steps 1, 2 and 3d change to:
1P & 2P. Draw the population hyperparameters µ ψ , Σ ψ and τ A from the marginal posterior training density P (µ ψ , Σ ψ , τ A |D, Z). This is easily done by picking a random sample from the training chain S and using the values of the hyperparameters in that sample.
3dP. Gibbs sample the predictive µ s from P (µ s | φ s , A s ; µ ψ , Σ ψ , τ A , D, Z), omitting the factor P (µ s |z s ) since we do not condition on the redshift for prediction SN s.
With these steps the algorithm is run to build up a Markov chain S P of samples from the predictive posterior density.
CONSTRUCTING TEMPLATE MODELS FOR NEAR INFRARED SN IA LIGHT CURVES
To complete the statistical model we must specify functional models for the normalized light curves, l F (t; θ F ), such that F 0 + l F (t; θ F ) describes the apparent light curve. The function l F (t; θ F ) captures variations in the light curve shapes in the observed filters. There is significant freedom in defining these functions and they will generally depend on the application. For the remainder of this paper, we apply the hierarchical model described above to the SN Ia data in the JHK s NIR bands. In this section, we describe our methods for generating empirical template light curve models in the JHK s bands.
In the H and K s bands, we model the light curves using maximum likelihood templates that assume the normalized light curves of all the SN are identical, at least between -10 and 20 days from maximum light in B. In the J-band, where the PAIRITEL photometry is better, we construct a light curve model that captures the shape variations, specifically the timing and amplitudes of the initial decline, trough, second rise, second peak and subsequent decline. This Flexible Light-curve Infrared Template (FLIRT) model is constructed over the range -10 to 60 days past maximum light in B and depends on four light curve shape parameters to desribe the features of the J-band light curve.
Maximum Likelihood Light Curve Templates
The simplest possible light curve model assumes that the normalized light curve in filter F of all SN are identical. The normalized light curve data from all SN are sampled with noise from an underlying light curve function of the rest frame phase l F (t). A strategy for describing this function is to construct a template that is defined by a set of knots {p F , τ } and an interpolation method. The knots are defined such that l
F , where the vector s(t; τ ) is defined by an interpolation method that is linear in the knot values p F . We choose a natural cubic spline rule which ensures smoothness in the template up to two continuous derivatives (Press et al. 2007) . It is convenient to choose the τ i to lie on a regular grid with spacing ∆τ such that one of the τ j = 0 coincides with the reference time (T Bmax ), forcing the corresponding p 
where S is a matrix with ith row equal to s(t s i ; τ ). The joint maximum likelihood estimates of the apparent magnitudes {F s 0 } and the templatep F is obtained by maximizing the log joint likelihood function subject to the linear constraint f (0) = p j = 0. This can be accomplished using the method of Lagrange multipliers. The quadratic optimization problem can be solved easily using non-iterative linear methods and yields a unique solution. The maximum likelihood template light curve model produced this way is defined as l F (t) = s(t; τ )·p F for band F . The H and K s bands templates are depicted in Fig. 3 Although the J-band light curves are very similar in shape near the peak, past 10 days after B max , there are variations in the time and depth of the trough and the time and height of the second peak. This behavior may be explained by the changes in the ionization states of iron in the SN atmosphere (Kasen 2006) . We describe an empirical model for J-band light curves that transforms with simple scalings to mimic the individual decline timescales, trough depths, second rise timescales and second peak amplitudes of each supernova light curve. These scalings are suggested by an inspection of the light curves.
We posit a J-band fiducial normalized light curve f (λ) that can be transformed to accommodate the variations in characteristic time scales and amplitudes observed in individual J-band light curves. Here λ is a feature time scale describing the timings of features in the fiducial light curve. We can map this time scale to the chronological time scale t of a particular supernova by introducing a time-warping function that allows the pre-trough phase to be scaled independently from the post-trough phase. The rate at which the feature time maps to the chronological time is:
where the parameters α, β are positive constants and of order one and λ t is the feature time of the trough in the fiducial light curve. The solution is t(λ) = α min(λ, λ t )+ β(λ − λ t ) + where u + = max(u, 0). This function can be inverted as
These equations represent simple transformations between the chronological and feature time axes, or the "horizontal" dimensions. Even after adjusting for variations in the two timescales, there are still variations in the depth of the trough and the amplitude of the second peak. This suggests that an individual normalized light curve is related to the standard light curve f (λ) as
where f 0 = f (0) ≡ 0, and the parameters d and r are positive constants of order one. The decline parameter d controls the depth of trough by scaling the decline from maximum light, "vertically" in the magnitude dimension. A larger d will produce a deeper trough and a faster decline rate (in magnitudes per day). At the trough the magnitude is J(
and rise parameter r controls the rise in flux towards the second maximum relative to the trough magnitude. A larger r will produce a higher second peak and a faster rise rate. This parameterization is constructed to preserve continuity in the light curve even as different phases are scaled in amplitude. This quantitative parameterization of two constants (α, β) to control time scales and two constants (d, r) to control amplitudes in two different regimes of the light curve is sufficient to describe the variation in Jband light curves. This is a simple transformation from the fiducial light curve to the realized light curves of individual supernovae. After the fiducial light curve f (λ) is solved as a continuous function of feature time λ, one can easily measure any key features, such as the feature time of trough minimum (λ t ), the feature time of second peak (λ p2 ), and the normalized magnitudes at these points, f (λ t ) and f (λ p2 ). For any particular supernova's J-band light curve, we can measure these features using the solved parameters. The chronological time of the trough is T tr = t(λ t ) = αλ t , the trough-to-second-peak time is T 2 − T tr = β(λ p2 − λ t ), the depth of the trough is J(
and the height of the second peak above the trough is
The parameters of the model can be directly related to observable features of light curves.
Maximum Likelihood Construction of the FLIRT model
The FLIRT model described above is completely specified by the fiducial normalized light curve function f (λ). We represent this function in the same way as the Maximum Likelihood Light Curve Template ( §3.1). A set of knots (p, τ ) is defined on a regular grid, such that f (λ) = s(λ; τ ) · p, where the vector s(λ; τ ) is fully specified by natural cubic spline interpolation. Once p is known, an individual supernova light curve can be fitted with the FLIRT model by means of nonlinear maximization of the likelihood to get point estimates of the light curve shape parameters θ J s = (d s , r s , α s , β s ) and apparent magnitude F s 0 . All that is now required is an estimate of the fiducial template p. The joint posterior over the supernova parameters and the fiducial template is proportional to the likelihood function It is straightforward to solve for the FLIRT model template iteratively. We select a subset of SN light curves that are well sampled. First we pool the photometric data together and estimate the Maximum Likelihood Light Curve Templatep 0 ( §3.1) as a first approximation. Then we fit the FLIRT model using this template to each SN light curve by conditional maximization of P (J The template is rescaled so that the sample median values of the fitted SN shape parameters (d, r, α, β) are equal to one (so that the fiducial template model, which has shape parameters equal to one, reflects a typical light curve).
In practice, it is convenient to measure the relative decline rates d/α and the relative rise rates r/β rather than the depths and heights directly. The light curve shape parameters are then θ J = (d/α, r/β, α, β). The maximum likelihood J-band FLIRT fiducial templatê p J is listed in Table 1 , and depicted in Fig. 4 , which also shows the effects of varying each of the parameters. The trough of the fiducial template is located at (λ t , f (λ t )) = (14.43 days, 1.64 mag) and the second peak is (λ p2 , f (λ p2 )) = (29.55 days, 0.90 mag).
In Fig. 5 we display the J-band FLIRT fiducial light curve, along with the J-band photometry for the 39 SN listed in Table 2 , shown in grey. We have also transformed each SN light curve data set using the fitted light 1) is shown as the middle curve along with models with one parameter varied while keeping the others fixed. For example, the first panel depicts (0.7, 1, 1, 1) and (1.3, 1, 1, 1). The parameters correspond to the initial decline rate, the second rise rate, the time from peak to trough and the time from trough to second peak. 
Note. -All templates are interpolated using natural cubic splines.
curve parameters in Table 2 to the same scales as the fiducial light curve by inverting Eq. 25. The dramatic reduction of dispersion from 5 to 60 days shows that the FLIRT model successfully captures the shape variations in the J-band SN Ia light curves. The double-peaked light curve structure is also seen in the H, K and I bands. In the future, it may be worth exploring FLIRT models in those bands. -The J-band light curve data (blue squares) exhibits significant shape variation after the initial decline. After fitting for these variations using the FLIRT model, the data was transformed to the fiducial frame and overplotted (black dots) with the fiducial FLIR template light curve (black line). This demonstrates that the FLIRT model successfully captures these light curve shape variations. (Jha et al. 1999; Hernandez et al. 2000; Krisciunas et al. 2000; Di Paola et al. 2002; Valentini et al. 2003; Krisciunas et al. 2001 Krisciunas et al. , 2003 Krisciunas et al. , 2004a Krisciunas et al. ,b, 2007 Elias-Rosa et al. 2006 Pastorello et al. 2007; Stanishev et al. 2007; Pignata et al. 2008) . Of these, three (SN 2005bl, SN 2005hk, and SN 2005ke) are omitted because they are fast-declining, peculiar SN with "dromedary" H-band light curves that have only one peak, whereas most H-band light curves are "bactrian," having two peaks. We use the remaining data set with two exceptions. The very late J-band secondary maximum of SN 2002cv, and its extreme reddening and estimated optical extinction (A V > 8) (Elias-Rosa et al. 2008) suggest this light curve is unusual, so we have omitted it from the analysis. We have also omitted the PAIRITEL observations of SN 2005eu, because we judged the JHK s image subtractions to be of poor quality. The final, edited set of observations covers 39 SN Ia. We have only used photometric measurements with signal-to-noise ratio > 3. Extensive studies of two SN in this set, SN 2005cf and SN 2006X, were presented by Wang et al. (2008 Wang et al. ( , 2009 .
APPLICATION AND RESULTS

Nearby SN Ia NIR Light Curves
To construct the H and K s -band templates (Fig. 3 , Table 1 ) we used all the light curve observations from the data set. For the J-band light curves we selected a subset of 16 well-sampled light curves to generate the fiducial FLIRT template (Fig. 4, Table 1 ). This subset consisted of SN1998bu, SN 1999ee, SN 2001bt, SN 2001cn, SN 2001cz, SN 2002bo, SN 2005el, SN 2005eq, SN 2005na, SN 2006D, SN 2006N, SN 2006X, SN 2006ac, SN 2006ax, SN 2006le, and SN 2006lf. All photometric data were K-corrected to the SN rest frame by linearly interpolating the tables of Krisciunas et al. (2004b) , and registered to a common phase by subtracting from the Julian Day the time of B-band maximum, T Bmax , as determined by the MLCS2k2 fits to the optical light curves observed by the CfA Supernova Group (Hicken et al. 2009a ). The phases were corrected for time dilation using the heliocentric redshifts. Recession velocities were corrected to the CMB+Virgo infall rest frame, as described in WV08. Furthermore, a peculiar velocity uncertainty σ pec = 150 km s −1 (Radburn-Smith et al. 2004) was assumed. Luminosity distances were computed from the redshifts assuming an LCDM model with Ω M = 0.27, Ω Λ = 0.73 and a Hubble constant scale of h = 0.72 (Freedman et al. 2001; Spergel et al. 2007) . At the most distant end of the sample at z ≈ 0.04, the relative difference between the luminosity distances in LCDM and in an Einstein-de Sitter universe is 2%.
JHK s Light Curve Model Specification
The light-curve models we construct for the JHK s data set consist of maximum likelihood templates for H and K s between -10 and 20 days ( §3.1, Fig. 3 ) and the J-band FLIRT model between -10 and 60 days ( §3.2, Fig.  4 ) with ∆τ = 5 days. The H and K s models have no light curve shape parameters, and the J-band FLIRT model has four: θ H = ∅, θ Ks = ∅, and θ J = (d/α, r/β, α, β). The multiband normalized light curve models as defined in Eq. 2 are then fully specified by
NL ) is determined by Eq. 24 and Eq. 25.
In the notation of the hierarchical framework described in §2, the observable or apparent parameters are φ s = (J 0 , H 0 , K s0 , d/α, r/β, α, β) for each for supernova s, and the intrinsic or absolute parameters are Since dust extinction and reddening have small effect on the NIR light curves in our sample, we omit the full modeling of the multiband extinctions A s and dust population characteristic τ A . The most optically reddened SN in the sample (SN 1999cl, 2006X, and SN 2003cg ) are also at low redshifts, where the adopted velocity model gives them little weight in the determinations of population means and covariances of the NIR absolute magnitudes. Hence we set all A s to zero and use the one-population model for SN Ia NIR light curve randomness only. In §4.5 we estimate the potential effect of dust on our posterior inferences. In the near future, we will use the full two-population model with NIR and optical data for a simultaneous hierarchical modeling of SN Ia light curve shapes and dust extinction.
After plugging the specified JHK s light curve models and parameter dependence into the hierarchical framework of §2, we perform probabilistic inference using the BayeSN algorithm of §2.4 to compute the joint posterior density over all individual parameters for the 39 SN and population hyperparameters. There is a total of 347 parameters and hyperparameters in the statistical model. Initial positions for the Markov chains were obtained by adding random noise to the MLE estimates of the SN parameters obtained in §3. It is not necessary to specify initial guesses for the hyperparameters. We set the scale of the inverse Wishart hyperprior, Λ 0 = ǫ 0 I by choosing a small value ǫ 0 = 10 −4 . We found our inferences were insensitive to ten-fold changes in ǫ 0 .
The BayeSN MCMC algorithm was run for 5 independent chains with 2 × 10 4 samples each. The GelmanRubin statistic was computed for all parameters: the maximum value was 1.03 and 99% had values less than 1.02, with the mean and median values less than 1.005. Acceptable values of the G-R statistic are typically less than 1.10 (Gelman et al. 2003) . The first 2000 samples of each of the chains were then discarded as burn-in and the chains were concatenated for posterior analysis. We found that our inferences were insensitive to the burn-in cutoff if it was greater than ∼ 1000 samples.
Posterior Inferences
The MCMC results produce samples from the global posterior density over all parameters and hyperparameters, Eq. 18. We summarize the posterior density by examining marginal posterior densities over subsets of parameters. Inferences at the level of individual supernovae can be summarized by the probability density P (φ s , µ s | D, Z) for each supernova s. Inferences at the SN Ia NIR population level are summarized by P (µ ψ , Σ ψ | D, Z). This can be further broken down into the marginal densities over mean properties of absolute light curves P (µ ψ | D, Z), the probability over covariances between multiband absolute magnitudes
, marginal densities the covariances in light curve shape: P (Σ(θ, θ)) and marginal posterior densities over covariances between light curve shape and absolute magnitudes:
. These posterior densities are integrals over the global posterior density and can all be computed easily and directly from the MCMC chain. We show example light curve data and model fits in Figs. 6, 7, and 8.
SN Ia JHKs Light Curves
The univariate marginal posterior median and standard deviations of the individual SN light curve parameters φ s = (J 0 , H 0 , K s0 , d/α, r/β, α, β) for each of the 39 SN are listed in Table 2 . The light curve fits are excellent, especially in the J-band, where the PAIRITEL photometry is the best. The MCMC chains quickly find the region of parameter space near the peak of the posterior probability distribution, especially if the data tightly constrain the light curve fits.
The SN light curve data in the training set is not homogeneously well sampled. Some SN, e.g. SN 2006X, have extremely good sampling in JHK s from before maximum to well past the secondary maximum. Such well sampled, complete data sets constrain the observable light curve parameters very well. Other SN are sparsely sampled or have incomplete coverage over the range of the model, for example SN 1999gp, SN 2007cq, SN 2005ao . Some SN, for example SN 1998bu, are well sampled in the early part of the J-band light curve but the measurements stop before the secondary maximum. Several SN in our sample (SN 1999ee, SN 2000bk, SN   2000ca, SN 2005iq, and SN 2007cq ) have no K s -band data.
In these cases the advantages of the Bayesian approach are clear. Since we have defined a joint probability density over all data and parameters (both of which are considered random variables) in Eq. 18, we have a probability distribution over the parameters that are not well constrained by the individual SN data because of missing observations. The Bayesian computation yields sensible numerical estimates of the poorly constrained parameters and their uncertainties using the joint probability over the observed parameters, the population distribution of individual SN parameters, and the uncertainty in the hyperparameters of the population distribution, all conditioned on the actual observed data and its uncertainty. For the very well-sampled, complete light curves, the posterior density over SN light curve parameters will be dominated by the information from its own light curve data. An example of this is SN 2006X, shown in Fig. 6 along with the light curve fits. For sparse light curves, for example, SN 2006cp (Fig. 7) , some of the parameters will be informed by the population distribution constrained by the whole training set of SN. In an intermediate case (e.g. SN 2005cf, Fig. 8 , an incomplete light curve), a balance between the existing data, observed parameters and the population distribution of the poorly constrained parameters is achieved, and an appropriate uncertainty is computed. These computations are already handled automatically by our sampling of the global posterior probability density.
NIR Absolute Magnitudes
A summary of posterior inferences of the SN Ia NIR light curve population hyperparameters is presented in Table 3 . The univariate expectation of the means µ ψ is shown along with the standard deviations of the univariate marginal densities. We list the modal values of the square root of the variances σ The light curve data is adequately sampled in the early part of the light curve up to second rise, but ends before reaching the second peak and decline. The BayeSN method estimates the second maximum and late-time decline using a combination of the constraints imposed by the data and the population distribution of the training set. For example, the final data point provides a lower bound for the time of the second maximum. This makes the posterior distribution of the β parameter non-gaussian.
values of the covariance matrix Σ ψ , and the standard deviations of their univariate marginal posterior probability densities. We also list the modal values of the correlations ρ(·, ·) obtained from the off-diagonal terms of the covariance Σ ψ after factoring out the variances. The marginal modes are estimated from the histogram of MCMC samples in each quantity. In addition we list the tail probabilities of each correlation coefficient, defined as
The smaller the tail probability, the greater the evidence that the correlation is different from zero, either positively or negatively. The probability densities of correlation coefficients have support between -1 and 1 and are typically asymmetric. The probability densities of variance parameters are also non-gaussian, since they are forced to be positive, and have fat tails towards higher variance. This captures the intuition that for a finite sample with fixed scatter, it is more difficult to discount the hypothesis that it arose from a high-variance distribution rather than a low variance one. The population mean absolute magnitudes are µ(M J ) = −18.25 ± 0.03, µ(M H ) = −18.01 ± 0.03, and µ(M Ks ) = −18.25 ± 0.04 mag (on the scale of h = 0.72), and the population standard deviations are σ(M J ) = 0.17 ± 0.03, σ(M H ) = 0.11 ± 0.03, and σ(M Ks ) = 0.19 ± 0.04 mag. In Figure 9 , we show the bivariate joint posterior density of the mean and variance for the absolute magnitude in each band, and the bivariate modal values. The skews in the posterior densities for the variances are visible. The absolute magnitude in the H-band clearly has much less intrinsic dispersion than in the J-and K-band and is the best constrained. We have used bivaraite kernel density estimation with the MCMC samples to compute the 68% and 95% highest posterior density contours and the mode, shown in the figure. Figure 10 shows the marginal posterior estimates of the individual SN H and J absolute magnitudes (obtained from, e.g. P (J s 0 −µ s | D, Z)) plotted with contours representing the 68% and 95% probability contours of the bivariate population density P (M J , M H | µ ψ , Σ ψ ) estimated using the modal values of the covariance matrix Σ ψ (Table 3) . We also show the marginal posterior density of the correlation coefficient for the pair of absolute magnitudes.
We see that the absolute magnitudes in J and H are highly correlated (ρ ≈ 0.73) with strong evidence for positive correlation (P (ρ > 0) > 0.97). The data also suggest that intrinsically brighter SN are typically bluer in J − H color. Interestingly, this parallels the "brighterbluer" relation seen in optical light curves (e.g. Guy et al. 2005; Jha et al. 2006 ). There is also evidence for positive correlations between M J , M Ks and M H , M Ks , although the modal correlations are weaker (ρ ≈ 0.4 − 0.5, Table  3 ).
Statistical Structure of J-band Light Curve Shapes
We examine the statistical relationships between the different features of the J-band light curve. We focus only on those correlations which are significantly different from zero, as measured by the tail probabilities of the posterior distribution (Table 3) .
The peak-to-trough initial decline rate, as measured by d/α, is moderately correlated (ρ ≈ 0.55) with the trough-to-second peak rise rate, as measured by r/β. The posterior probability of a positive correlation is 98%. This trend indicates faster pre-trough declines lead to -Strong correlation ρ between J-and H-band peak luminosities. The grey ellipses contain 95% and 68% of the bivariate population probability distribution using the modal values of the population covariance. The straight lines indicate sets of constant J − H color. There appears to be a trend that bluer J − H objects are also intrinsically brighter. The marginal posterior probability density of the correlation coefficient obtained via MCMC is shown in the inset. The mode is ρ = 0.73, and P (ρ > 0) = 0.97 is obtained by numerical integration of the marginal density.
faster post-trough rises. There is a strong correlation (ρ ≈ −0.77) in the early light curve between the initial decline rate and the time to trough (α), demonstrating that slower declining light curves have later troughs. There is a moderate (ρ ≈ −0.43) correlation between the post-trough rise rate and the trough-to-second peak time (β), suggesting that in the post-trough phase, slower risers have later secondary maxima. The posterior probability of a negative correlation is 93%. As shown in Table  3 , there is no correlation between the early time scale (α) and the late, post-trough time scale (β).
Statistical Correlations between NIR Absolute
Magnitudes and Light Curve Shape
Statistical correlations between peak SN Ia absolute magnitudes and light curve shape are of paramount importance to cosmological studies, because they relate the intrinsic luminosity, a hidden, intrinsic parameter, to a distance-independent observable measure. Relations between optical light curve shape and optical luminosity have been leveraged to improve the utility of SN Ia as standard candles and distance indicators. We present the first quantitative search and measurement of correlations between near infrared absolute magnitudes and light curve shape as measured from the J-band light curves. Again, we only highlight correlations having the highest posterior probability of being non-zero as measured from the tail probability. Figure 11 show the M J and r/β estimates for individual SN together with 68% and 95% probability contours of the population density P (M J , r/β| µ ψ , Σ ψ ) using the expected posterior estimate of the population mean and the modal covariance matrix. The most likely correlation is moderate (ρ ≈ 0.52). The evidence for a positive correlation is fairly strong: P (ρ > 0) = 97%. This demonstrates that brighter SN Ia J-band light curves are likely to rise more slowly to the second maximum. Figure 12 , shows a moderate correlation (ρ ≈ 0.59) of J-band rise rate with the H-band luminosity. There is good evidence for a positive correlation (P (ρ > 0) = 0.97). Figure 13 shows that the K s -band luminosity has a fairly strong correlation with the J-band rise rate (ρ ≈ 0.76) with strong evidence (P (ρ > 0) = 99%) for a positive relation. In these bivariate plots we have only shown individual SN with posterior uncertainty smaller than the population width in each parameter. The fully Bayesian calculation properly accounts for the uncertainties in the parameters of individual SN when determining the posterior density of the population correlation.
Taken together these correlations suggest that SN Ia light curves brighter in the NIR at peak have slower rates of evolution at later times, as measured from the J-band light curve. A larger sample of SN Ia light curves in the NIR is needed to confirm these correlations. The best measured light curves tend to be at lower redshifts, where peculiar velocity uncertainties make the absolute magnitudes highly uncertain. Supernovae farther out in the Hubble flow have better determined absolute magnitudes but are likely to have poorer quality measurements of the whole light curve evolution. Continued monitoring of local SN in the NIR over a wide range of distances and redshifts will help to solidify our estimates of these correlations (by narrowing their posterior probability densities and providing better estimates of the modal correlation coefficients).
Using the trained statistical model, we can estimate the expected precision of distance prediction for different types of light curve observations represented by subsets of the observable light curve parameters in φ s . Suppose the observable vectorφ s of a new hypothetical SN can be partitioned into the observed parameters and the unobserved parametersφ s = (φ -Evidence for moderate correlation between the J-band second rise rate and the J-band peak luminosity. The grey ellipses contain 95% and 68% of the bivariate population probability distribution using the modal values of the population covariance. The inset shows the marginal posterior probability density of the correlation coefficient obtained via MCMC, along with the mode and probability of positive correlation with the absolute magnitude. -Moderate correlation between the J-band second rise rate and the H-band peak luminosity. The grey ellipses contain 95% and 68% of the bivariate population probability distribution using the modal values of the population covariance. The inset shows the marginal posterior probability density of the correlation coefficient obtained via MCMC, along with the mode and probability of positive correlation with the absolute magnitude. marginalizing overφ u s and the posterior uncertainty of the hyperparameters µ ψ , Σ ψ for various partitions ofφ s . We find that the statistical model implies the following properties: (1) If one only observes the light curve around T Bmax , then the single most valuable measurement is the H-band apparent magnitude, providing a distance modulus precision of ∼ 0.14 mag; the J-and K s -bands do not add much more statistical power. (2) If one monitors the J-band light curve at late times to measure the second rise to the secondary maximum, the moderate correlation of the rise rate with absolute magnitudes can be used to decrease the uncertainty towards ∼ 0.1 mag. In the next section, we will test the predictive performance of the model using the NIR SN Ia sample. -Evidence for correlation between the J-band second rise rate and the Ks-band peak luminosity. The grey ellipses contain 95% and 68% of the bivariate population probability distribution using the modal values of the population covariance. The inset shows the marginal posterior probability density of the correlation coefficient obtained via MCMC, along with the mode and probability of positive correlation with the absolute magnitude.
The Hubble Diagram of JHK s SN Ia Light Curves
Hubble Residuals and Training Error
We list in Table 4 the redshifts and several estimates of the distance moduli to the SN Ia in our training set. We list the redshift-based LCDM Hubble flow distance and its uncertainty, described by Eq. 8, on the H o = 72 km s −1 Mpc −1 scale. This describes the factor P (µ s |z s ), conditioning on the redshift only, and incorporating the assumed σ pec = 150 km s −1 peculiar velocity uncertainty and the redshift measurement error. As a product of the Bayesian treatment, we obtain the posterior estimate of the distance modulus, combining the redshift information with the statistical light curve model and conditioning on the entire dataset to generate an "information update." This is expressed as the marginal posterior probability P (µ s | D, Z). The mean and standard deviation of this probability density are listed as µ post and σ post for each supernova.
The typical measure of the quality of a model for SN Ia standard candles is the average residual in the Hubble diagram. First, the redshift-based distance moduli and photometric light curves are used to "train" a statistical model, by determining the mean absolute magnitude and variance, and perhaps relationships between absolute magnitude and light curve shape. Once these parameters of the statistical model are determined from the training set data, the photometric light curves are fed into the model without the redshift-based distances to "predict" standard candle distances using the model. These new distances are compared to the Hubble flow distances to calculate the average residual error.
This measure of "training error" may be called the resubstitution error because it involves using the redshifts and light curve data of the training set to train the model parameters, and then the resubstituting the light curve data back into the model to produce distance "predictions" as if the light curve data were new.
In our fully Bayesian formulation, the process of "training" corresponds to computing the (non-gaussian) pos- a Corrected to the CMB+Virgo frame. b µpost and σpost are the mean and standard deviation of the trained posterior density in the distance modulus. µ resub and σ resub are the mean and standard deviation of the resubstituted predictive posterior of the distance modulus.μ pred and s pred are the average and scatter over multiple bootstrapped training sets of the expected predictive distance moduli. σ 2 pred is the quadrature sum of predictive uncertainty and the scatter over bootstrap predictions.
terior density over the hyperparameters P (µ ψ , Σ ψ | D, Z) obtained by integrating over Eq. 18. This is to be contrasted with simpler approaches that merely find point estimates of the model parameters. The process of prediction uses this posterior probability together with new light curve dataD s to compute the predictive posterior P (μ s |D s , D, Z). The marginalization over the hyperparameters correctly incorporates the uncertainties in the means, variances, and correlations of the absolute magnitudes and light curve shape parameters. Recall that the training set is D = {D s } and Z = {Z s }. The resubstitution distance estimate is obtained by settingD s = D s and computing the predictive probability P (µ s | D s , D, Z) for each supernova s in the training set. The uncertainty-weighted mean resubstitution error is then a sum over all resubstituted predicted distances for each supernova. Table 4 . Figure 14 shows the Hubble diagram constructed from the resubstitution distance moduli from our JHK s statistical model. We compute the training resubstitution error over the training set SN with recession velocities cz > 2000 km s −1 , and find err resub = 0.10 mag.
Cross-Validation and Prediction Error
The resubstitution error is an optimistic estimate of the predictive, or generalization, error arising from predicting the distances of new SN Ia light curves that were not in the training set ("out of sample"). The resubstitution prediction P (µ s | D s , D, Z) conditions on the data D s twice: once during training when it is included in the training set D, Z and once in resubstitution to assess training error. Double use of the data for both training and evaluation is likely to lead to optimistic measures of predictive performance, underestimating the true predic- tive error. It is always possible to reduce the residuals of a fit to a finite, noisy sample by introducing arbitrarily more complex relations, but arbitrarily complex models will typically not generalize well to new data. We should compute the generalization error for out-of-sample cases to assess predictive performance of the statistical model. The distinction between the training error, or Hubble residual, and the expected prediction error has not been fully addressed in the literature on SN Ia light curve inference methods. In this section, we describe the novel application of a cross-validation procedure to assess the prediction error and to test sensitivity of the statistical model to the training set SN.
To estimate the out-of-sample prediction error and to avoid using the light curve data twice for training and evaluation, we performed bootstrap cross-validation (Efron 1983; Efron & Tibshirani 1997) . We sample SN with replacement from the original training set to simulate the generation of alternative training sets of the same size. Because of the random resampling, each bootstrapped training set will typically contain duplicate SN data sets and will be missing others. Each bootstrapped training set of size n SN will be missing approximately (1 − 1/n) n ≈ 37% of the SN in the original training set. The SN missing from the bootstrap training set form a prediction set, on which we assess the predictive error of a model trained on the complementary training set. Let . This random process is repeated so that each supernova distance is predicted several times from different bootstrapped training sets. This process avoids using each SN light curve simultaneously for both prediction and training.
We repeated this process fifty times for the original training set in Table 2 . On average, each supernova is held out of the training set and its distance modulus µ s is predicted about eighteen times. For each supernova, the average over all of its predictionsμ pred and the standard deviation s pred over all predictions are listed in Table 4 . We also list the sum of the variance over predictions s 2 pred and the average uncertainty of a prediction (the variance of
Often the uncertainty of a single prediction is larger than the scatter of the predictions from different bootstrapped training sets, although this is not always true. In Fig. 15 we show the Hubble diagram of mean predicted distance moduliμ pred and their total scatter σ pred . Because we do not use the data twice for training and prediction, the scatter about the Hubble line is less tight than in the resubstitution Hubble diagram, Fig. 14 .
The "leave-one-out" bootstrap error is computed as an uncertainty-weighted average of squared prediction errors.
and the weights are (w
. This bootstrap error estimate is known to be upwardly biased. Efron (1983) and Efron & Tibshirani (1997) have shown that a better estimate of prediction error is obtained by averaging the bootstrap error with the resubstitution error, using the ".632 bootstrap estimator": −1 ) in our sample, we compute this estimate of prediction error: Err .632 = 0.15 mag. This is a larger error than the resubstitution error computed above, as expected. However, it is a more realistic estimate of predictive performance of distance estimation with our JHK s light curve model and the current SN sample. This result confirms that NIR SN Ia are excellent standard candles.
This process of resampling of alternative training set tests how sensitive the predictions are to the composition of the finite training set. If the statistical model is reasonable, and we had an infinite training set, we would expect the original training set to be representative of the population of NIR SN Ia and we would expect the resampled training sets (and also the complementary held out sets) to look like the original, and also be representative of the population. We would expect that the prediction error and the resubstitution error to be almost the same. Our actual training set is finite, so the resampled sets will not look exactly like the original set. This procedure tests the sensitivity to the finite sample in addition to making predictions without double use of the light curve data.
The gap between the estimated prediction error (0.15 mag) and the resubstitution error (0.10 mag) tells us that the trained statistical model is sensitive to the finite sampling of the training set. A larger training set we would be more robust to resampling and we expect that the fu- ture predictive uncertainty will be in between the current resubstitution error and the estimated predictive error. A naïve argument would suggest that if this gap of 0.05 mag between the prediction error and the training error decreases with the square root of the number of SN Ia in the sample, then a set of ∼ 200 SN Ia would reduce it to about 0.02 mag, and a few hundred would be needed to reduce it to ∼ 0.01 mag. To build up statistical strength and further solidify our knowledge of the properties of SN Ia in the NIR, we are continuing our campaign to observe SN Ia in the near infrared with PAIRITEL.
The Effect of Dust on the SN Ia NIR Sample
The results presented thus far have ignored the effects of dust extinction in the NIR sample. We can examine the possibility of extracting information about the dust distribution from the NIR by looking at the colors J 0 − H 0 , J 0 − K s0 , and H 0 − K s0 at peak. From the population hyperparameters we can compute the mean and standard deviation of these colors. The mean colors are -0.25, 0.0 and 0.25, and their population dispersions are 0.14, 0.20, 0.17, respectively. This means that, for optical extinctions that are less than A V ∼ 2−3, dust extinction in the near infrared cannot be clearly distinguished from intrinsic color variations, because of the diminished effects of dust absorption in the NIR. Only SN with much greater NIR reddening carry information on the dust distribution from their NIR data alone. Estimates of the optical A V extinctions of the SN in our sample from MLCS analysis of optical light curves (Hicken et al. 2009a) were reported in WV08. There are only three highly reddened SN with A V > 2: SN 1999cl, 2006X, and SN 2003cg (A V = 3.49, 3.83, 4.20, respectively) in the sample of 39 SN, and they are depicted in Figs. 14, 15 with open circles. Although they are redder in their NIR colors than the population mean, their colors are only about ∼ 1 − 2σ redder, so they are barely distinguishable from the intrinsic color variations. This conclusion does not change if we calculate the mean and standard deviation of the colors by including or excluding the highly optically reddened SN.
If we take the A V estimates from the optical data at face value, we can estimate the likely effect of dust extinction on our posterior estimates of absolute magnitudes. The relative weight of a particular supernova in posterior inferences about absolute magnitude-related quantities (means, variances and correlations) is inversely proportional to its magnitude uncertainty due to peculiar velocities:
µ,s . Comparing these weights to the A V for each SN, we find that 87% of the magnitude weight lies with SN with A V < 0.5, 97% of the weight is in A V < 1, and 99.7% of the weight is in A V < 2. The three SN with A V > 2 have a total weight of 0.32% in magnitude calculations. Although the highly reddened supernovae have large Hubble residuals in Figs. 14, 15, since they are at low redshifts where the contribution of peculiar velocity uncertainties to their distance uncertainty is large, they have little influence on the posterior inferences about the NIR absolute magnitudes. Furthermore, they have no effect on the estimates of the training error or prediction error, because only the Hubble flow SN at cz > 2000 km s We conclude that the NIR sample alone contains little if any information about the dust distribution and hence it is not worthwhile to use the full model described in §2 at this time to infer the dust properties. Additionally, if we extrapolate the A V estimates obtained from the optical data to the near infrared, the estimated effect of dust extinction is fairly small. These rough estimates do not take into account the non-gaussianity of the dust distribution and a full Bayesian analysis of the directed graph in Fig. 1 , conditioned on both the NIR and optical data simultaneously will be required to obtain informative inferences about the dust properties (Mandel et al. 2009, in prep.) .
CONCLUSION
We have constructed the hierarchical Bayesian formulation of statistical inference with SN Ia light curves, and represented the probabilistic structure using formal graphical models. Furthermore, we have presented a Markov Chain Monte Carlo algorithm that uses the conditional independence structure of the equivalent directed acyclic graph to efficiently sample the global posterior probability distribution over individual light curve parameters and population hyperparameters for training the statistical model on the low-z data set, and for prediction on future SN Ia data. We have applied this approach and computational method to the JHK s light curve data set compiled by WV08, including a recent homogeneous set of light curves from PAIRITEL, and computed the joint posterior probabilities over all individual light curve parameters (Table 2 ) and the statistical characteristics of the population, including the covariance of absolute magnitudes and J-band light curve shape parameters (Table 3) .
We summarize the assumptions of our statistical model. First, we have assumed that the normalized Hand K s -band light curves of different SN are identical between -10 and 20 days around maximum. Furthermore, we have posited a parametric light curve model for the J-band between -10 and 60 days that captures the variations in the double-peaked structure. A quick look at the data and the template models we have constructed in Fig. 3 and Fig. 5 reveals that these are reasonable models for the JHK s data. The major assumption in the application of our hierarchical model is that the parameters governing the multi-band absolute light curves are drawn from a jointly multivariate Gaussian population distribution. This is the simplest multivariate distribution that models correlations, and its use is reasonable in the absence of other guiding information. Our results (Figs. 9-13) reveal no obvious deviations from this assumption, but this is certainly not proof, especially with a small sample. This assumption must be constantly reevaluated in applications of the hierarchical framework to larger or different data sets or with other light curve models. In this paper, we have not estimated the dustrelated aspects of Fig. 1 , because the effects of dust are small for our NIR sample. However, in future studies in conjunction with optical data, the full graph can be computed using BayeSN to perform probabilistic inference of the SN Ia population and dust distribution.
The marginal intrinsic scatter in peak absolute magnitudes were found to be σ(M J ) = 0.17 ± 0.03, σ(M H ) = 0.11±0.03, and σ(M Ks ) = 0.19±0.04. We have presented the first quantitative measurements of the correlations of NIR absolute magnitudes with J-band light curve shape. We showed that with greater than 95% probability there are positive correlations between peak JHK s absolute magnitudes and the J-band post-trough rise rate. Intrinsically dimmer SN Ia light curves tend to rise to the second J-band maximum faster. Since in our J-band model, the post-second-peak decline rate is linked to rise rate, this also suggests that the late-time slopes of Jband light curves are steeper for dimmer SN. We have also quantitatively measured correlations of the rise rate with other aspects of the light curve shape (Table 3) , which show that faster decline rates go with faster rise rates, shorter times to trough and shorter times to the second maximum. These results suggest that NIR SN Ia are excellent standard candles at peak, and they can be improved by using the information in the late-time light curve.
These relations may be useful for better understanding of SN Ia progenitor explosions in conjunction with physical modeling. The theoretical models of Kasen (2006) suggest that the structure of the secondary maximum in the NIR is related to the ionization evolution of the iron group elements in the SN atmosphere. They also indicate that NIR peak absolute magnitudes have relatively weak sensitivity to the input progenitor 56 Ni mass, with a dispersion of ∼ 0.2 mag in J and K, and ∼ 0.1 mag in H over models ranging from 0.4 to 0.9 solar masses of 56 Ni. The optical and bolometric peak magnitudes have much larger variations over the same range of mass. Further observational studies of SN Ia in the NIR may place valuable constraints on theoretical explosion models.
We constructed a Hubble diagram with the training set SN Ia, and found an average residual of 0.10 mag for cz > 2000 km s −1 . We have also performed bootstrap cross-validation to estimate the out-of-sample prediction error, which was found to be an excellent 0.15 mag. The gap between these estimates suggests that a larger sample is needed to solidify our inferences about the population of near-infrared SN Ia light curves. Our group continues to collect an extensive set of nearby NIR SN Ia light curves using PAIRITEL. With an ever-growing data set, in the near future, we will be able to expand the model considered here to include more extensive light curve models in H and K s , and to combine the NIR and optical data to gain a better understanding of SN colors and dust extinction (Mandel et al. 2009, in prep.) .
It is worth considering whether the propitious properties of SN Ia in the NIR can be leveraged by future space missions for SN Ia cosmology. The measurement of dark energy properties by the NASA/DOE Joint Dark Energy Mission will be limited by systematic effects, in particular dust extinction. The diminished absorption by dust and the narrow dispersion of peak luminosities in the NIR, particularly in the H-band, may be crucial to the precise measurement of dark energy, if observations of high-z SN can be conducted in the rest-frame NIR.
APPENDIX
A. CONDITIONAL INDEPENDENCE AND D-SEPARATION
Let P ({θ i }) be a joint distribution of random variables represented by a directed acyclic graph. Consider three disjoint subsets of the random variables {θ i } : A, B and C. Two sets are marginally independent if P (A, B) = P (A)P (B). Two sets, A and B, are conditionally independent given a third set C if P (A, B|C) = P (A|C)P (B|C). Marginal independence between A and B can be seen in a directed graph because there will be no links between the nodes in set A and the nodes in set B. Conditional independence indicates that if the values of the nodes in C are known, then the variables in A and those in B are statistically independent. Graphically, this means that all directed or undirected paths (ignoring the arrows) from one set to the other are "blocked" by nodes in C.
Conditional independence between two sets of nodes given a third set can be ascertained from a directed graph using the d-separation property (Pearl 1988) : A path between a node in A and a node in B is blocked at node θ i if (1) the intermediate node θ i is in set C and the arrows meet at θ i in a tail-to-tail or head-to-tail fashion (not convergent), or (2) the arrows meet head-to-head (convergent) and the intermediate node θ i is not in C, and neither are any of its descendants. The nodes A are d-separated from the nodes B given set C if all paths between elements in A and B are blocked. If the nodes A are d-separated from the nodes B by C, then A is conditionally independent from B given C. indicate all the intrinsic parameters in ψ s other than the peak absolute magnitude, the linear shape parameters, and the nonlinear shape parameters in filter F , respectively.
1. We have used the conjugate hyperprior density P (µ ψ , Σ ψ ) defined in Eqns. 12 and 13 and choose the noninformative limit by setting κ 0 = 0, ν 0 = −1, and Λ 0 = ǫ 0 I for small ǫ 0 . Letψ be the sample mean of the {ψ s }, and let S ψ = NSN s=1 (ψ s −ψ)(ψ s −ψ)
T be the matrix sum of squared deviations from the mean. The conditional posterior density P (µ ψ , Σ ψ | {ψ s }) can be decomposed as Σ ψ | {ψ s } ∼ Inv-Wishart N −1 [Λ 0 + S ψ ] −1 and µ ψ | Σ ψ , {ψ s } ∼ N (ψ, Σ ψ /N SN ) (Gelman et al. 2003) . We first directly sample a new covariance matrix Σ ψ from the inverse Wishart distribution The matrix drawn in this way is guaranteed to be a proper covariance matrix (i.e. positive semi-definite). Conditional on that matrix we directly sample a new population mean µ ψ from the multivariate normal distribution.
2. LetĀ be the sample mean of the {A jump,s ), and apply the Metropolis rejection rule. 3d. We allow for the possibility that the probability density of the distance modulus conditioned on the redshift only, P (µ s |z s ), may be mildly non-Gaussian. The conditional posterior density is P (µ s |φ s , A s ; µ ψ , Σ ψ , D s , z s ) ∝ N (φ s − A s − vµ s | µ ψ , Σ ψ ) × P (µ s |z s ), and generally cannot be sampled directly. However, we can approximate P (µ s |z s ) ≈ N (µ s |µ g ≡ f (z s ), σ 2 µ ) with a Gaussian using Eq. 8. We choose the Metropolis-Hasting proposal distribution to be Q(µ * ψ v) −1 describe the distance information from the individual SN light curves only. We draw a proposed µ * s from Q. The Metropolis-Hastings ratio is computed from Eq. 21 using the above conditional posterior density and the proposal density. After cancellation of terms, this simplifies to: r = P (µ * s |z s )N (µ s | µ g , σ 2 µ )/P (µ s |z s )N (µ * s | µ g , σ 2 µ ). If P (µ s |z s ) is actually close to Gaussian, Eq. 8, then the M-H ratio is identically one, and the proposal µ * s is always accepted, as this is the same as Gibbs sampling. If P (µ s |z s ) is mildly non-Gaussian, then r and the acceptance rate will be slightly less than one.
3dP. For distance prediction, the distance modulus µ s is Gibbs sampled from the conditional posterior density N (µ s |μ, s 2 ). 3e. Sample a proposed extinction A 
C. BAYESN -PRACTICAL CONSIDERATIONS
The chain is seeded with initial starting estimates for all the parameters. It is useful before running the MCMC to obtain rough point estimates of the light curve parameters using, e.g. the maximum likelihood estimate (MLE). Point estimates of the distance moduli can be obtained from E(µ s | z s ). The extinction values A s H can be chosen to be small random numbers. Random noise is added to these point estimates to generate different starting positions of each chain, to ensure that each chain begins in a different region.
The Metropolis steps within the Gibbs scan use jumping kernels that must be tuned to generate efficient MCMC chains. The scalar kernels σ jump,A,s are tuned to generate ∼ 40% acceptance rates for their respective Metropolis steps. This is easily done by running a few preliminary short chains to compute the average acceptance rates and adjusting the jumping sizes accordingly. The nonlinear jumping kernel, Σ NL,F jump,s is a matrix if there are more than one nonlinear parameters in the light curve model for band F . This can be estimated from the inverse of the Fisher information matrix at the MLE estimate, or from the sample covariance of the θ F NL,s chain values, to reflect the shape of the underlying density. The overall size of the matrix is then scaled to produce acceptance rates of ∼ 40% in preliminary short runs, or ∼ 23% if the dimensionality of θ F NL,s is high (Gelman et al. 2003) . Once the jumping kernels have been set to appropriate values, long chains are run.
To assess the convergence of the MCMC, a few independent long chains with different initial positions are run. The BayeSN computation is easily be parallelized as each independent MCMC chain can be run on a separate processor. The Gelman-Rubin statistic (Gelman & Rubin 1992) compares the between-chain variances with the within-chain variances in each parameter to compare the coverages of the chains . If the chains have converged, the Gelman-Rubin ratio should be close to 1. The sample paths of representative parameters are inspected visually to ascertain that the chains are well mixed. Upon convergence, the initial portions of each chain are discarded as "burn-in", and the chains are concatenated for final inferences.
