Abstract-This paper is Part I of a series of two papers where we address sequential estimation of wide-sense stationary autoregressive moving average (ARMA) state processes by particle filtering. In Part I, we present estimation methods for ARMA processes of known model order, where the parameters are first known and then unknown. The driving noise of the ARMA process is Gaussian with unknown variance. We derive the transition density of the ARMA state for settings that correspond to different assumptions of a priori knowledge. Instead of estimating all the unknown parameters of the model, we treat them by Rao-Blackwellization. We propose a particle filtering method, with appropriate variations according to available information, for sequential estimation of the unknown state as it evolves with time. We demonstrate the performance of the proposed methods by extensive computer simulations.
I. INTRODUCTION
T HIS paper is Part I of a series of two papers where we address sequential estimation of wide-sense stationary autoregressive moving average (ARMA) processes by particle filtering (PF). We consider a state-space model where the state is represented by a stationary ARMA process of known model order, and the observations are nonlinear functions of the state. In Part II [1] , we extend the problem by considering the case where the order of the process is also unknown.
ARMA processes are defined by their autoregressive (AR) parameters, a 1 , a 2 , · · · , a p , moving average (MA) parameters b 1 , b 2 , . . . , b q , and driving noise u t . The order of the process is p for the AR part and q for the MA part, and thus, it is referred to as ARMA(p, q). The study of ARMA processes (and the special cases of AR and MA processes) has a long history. It started in the early 1950s [2] , and its popularity rose considerably in the 1970s with [3] . Their investigation in state-space form was introduced in [4] . The state-space representation was considered to allow for optimal estimation of the unknown ARMA parameters.
Later in [5] , the ARMA processes were hidden (unobserved), and the objective was to estimate them too. Two classes of problems were considered, one where the processes were observed via linear functions of the states and another, where the functions were nonlinear. For the first class, optimal filtering methods were presented and, for the latter, approximation methods based on model transformations and the use of the quasi-maximum likelihood (QML) and the importance sampling principles were proposed.
In general, hidden linear stochastic processes with nonlinear observations have been extensively studied. Some have focused on Bayesian analysis [6] , while others have used QML type approximating techniques [7] . In engineering and statistics, hidden AR processes have been investigated with PF methods [8] - [10] . In these papers, the unknown AR parameters have been estimated by way of weighted particles. In [11] , the log-volatity of a process was modeled as an AR(p) and the unknown parameters were integrated out (no particles were generated for them). The importance of considering the MA part (correlated noise) is justified by the memory properties exhibited by many real-life time series [12] .
The estimation of hidden ARMA processes is a much more challenging task than the estimation of AR processes. The increased challenges are due, amongst others, to the nonlinearities induced by the MA part. Even when the ARMA process is directly observed, the derivation of the exact parameter densities is intractable and thus, approximations have to be used, as for example in [13] , [14] . The problem is certainly much more difficult when the ARMA process is not observed, as in these series of papers. If in addition, observations are nonlinear functions of the ARMA process, one has to employ advanced techniques for sequential estimation. In this paper, we resort to PF methods [15] , which have the capacity of overcoming these difficulties and have already been successfully applied in somewhat similar state-space models [16] - [18] .
In practice, it is unlikely (if not impossible) to have full knowledge of the underlying ARMA parameters. Hence, we consider the problem of estimating hidden ARMA(p, q) processes when their parameters are unknown. Since the adopted PF methodology requires special care in handling static parameters, we rely on a technique known as Rao-Blackwellization. With Rao-Blackwellization, one integrates out some of these (or all) static parameters and, in principle, does not generate particles for them. This allows for reduced variance in estimating the state process. In the proposed methods, we will implement Rao-Blackwellization analytically when possible and, when not, resort to a numerical approach.
The contribution of these series of papers is in the novel PF methods for estimating hidden ARMA processes. Furthermore, we avoid parameter estimation and exploit the RaoBlackwellization of all the unknown ARMA parameters. In Part I of the series, we assume that the model order of the process is known and, in Part II [1] , that the model order is unknown. In this paper, we first address the problem where the ARMA parameters are known (the driving noise variance of the process is unknown) and then, when the parameters are unknown. We use the solution of the first problem in building the solution to the second problem. The exponential forgetting property of ARMA models is a key for the good performance of the proposed method. Preliminary work has been already reported in [19] .
The rest of the paper is organized as follows. In Section II, we provide a brief overview of ARMA processes and PF. We formulate the problem in Section III and propose new PF solutions in Section IV. In the following Section V, we discuss relevant issues related to the proposed method. We present results of extensive computer simulations, which demonstrate the performance of the PF methods, in Section VI. We make our final conclusion in Section VII.
II. BACKGROUND
We address a set of problems where the considered model has a state-space form given by
where
d y is a sequence of observations (d x and d y are the dimensions of the state and the observation vectors, respectively), and θ g and θ h are sets of static parameters that can be known or unknown. A standard objective is to estimate the unknown state x t (and possibly the parameters θ g and θ h ) given the current and past observations y 1:t , which is known as filtering. State-space models are a very flexible framework for signal processing, and they have been applied to a myriad of applications [4] , [20] .
In this paper, the hidden process is an ARMA (p, q) process, which is mathematically described by
where p is the order of the AR component of the process with parameters a i , i = 1, · · · , p; q is the order of the MA component with parameters b j , j = 1, · · · , q; and u t is the innovation of the process. Typically, the u t s are assumed to be zero-mean independent and identically distributed (i.i.d.) samples with variance σ 2 u . The AR part of the model takes into account the previous values of the process, while the moving-average part adds correlated innovations to the process.
In our work, x t is a unidimensional zero-mean wide-sense stationary ARMA process and thus, d x = 1 for the rest of the paper. The challenges of multivariate ARMA processes are out of the scope of this work. We denote the covariance of the state process by γ(τ ) = E(x t x t−τ ). The ARMA process in (2) is stationary if and only if the roots of the AR polynomial
each root z i must satisfy |z i | < 1. When these conditions are fulfilled, one can readily determine the second order statistics of the process, i.e., the autocovariances γ(τ ). If the process is Gaussian, this entails that one can obtain the probability density of any vector constructed from the process. In the addressed problem, the function h(·, ·, ·) is, in general, nonlinear in its arguments. Furthermore, it is well known that optimal solutions for estimating the ARMA parameters of the process do not exist even if x t is observed directly (i.e., y t = x t ). Thus, we have to seek for suboptimal solutions. Our approach is based on sequential Monte Carlo sampling, popularly known as PF [21] - [24] . Since the publication of [25] , PF has been accepted by the research community and successfully applied in a wide range of disciplines, including engineering [26] , geophysical sciences [27] , biology [28] , [29] , and economics [30] . PF methods provide random measure approximations to the densities of interest and are flexible enough to deal with nonlinearities and non-Gaussianities. Instead of point estimates, these methods provide approximated posterior densities.
With PF, we recursively compute approximations of relevant probability densities, expressed by random discrete probability measures. The points that represent the support of the random measure are called particles. The particles are assigned weights, which can be interpreted as probability masses. The random measure is, thus, composed of particles and their weights, i.e.,
where δ(·) is the Dirac delta function, x (m ) is the mth particle, w (m ) is the weight of that particle, and M is the total number of particles.
The key to PF is the sequential computation of the random measures. Let f M (x t ) be the approximation of the posterior of the state x t given observations y 1:t , at time instant t, i.e.,
) is done in two steps. In the first step, one propagates the particles x
where π(x t+1 |x (m ) 1:t , y 1:t+1 ) is the proposal (instrumental, importance) density of x t+1 , and x (m ) 1:t is the genealogical lineage of the particle, which we refer to as the mth particle stream. The second step is the computation of the weights of x
where f (y t+1 |x
) is the transition density of the state. The computation of the weights is followed by their normalization, so that they sum to one.
PF also needs a third step, called resampling [31] . Namely, if the PF method proceeds with propagation and weight computation only, the random discrete probability measure will degenerate -most of the particles except for a very few will have negligible weights. As reported in [23] , this degeneracy occurs within a few steps of the sequential processing. As a result, the performance of the method quickly deteriorates over time. With resampling, one prevents this from happening. Resampling amounts to drawing randomly from f M (x t ) according to the weights w (m ) t , thereby deciding which particles to propagate.
Within the PF framework, researchers have addressed problems similar to the one we consider here. We note that the main inconvenience in such problems is the presence of fixed parameters. In most of the existing work, particles of all the unknown states and parameters are jointly generated [9] , [18] , [32] , and then weighted according to the observations. However, it has been extensively reported that PF suffers when the models contain fixed parameters [33] . To overcome such limitations, various methodologies have been suggested, including the use of artificial parameter evolution [25] , kernel smoothing techniques [32] , density assisted particle filters [34] , marginalization [16] or smoothed MAP estimation [35] .
Here, we shift our attention from parameter estimation and exploit an alternative technique known as Rao-Blackwellization [36] . Rao-Blackwellization is a statistical procedure that guarantees reduced estimation variance of the variables of interest. In a nutshell, Rao-Blackwellization consists on integrating out some of the variables of the model. This technique has already been applied to PF [37] - [40] . In our model, the unknown static parameters are the ARMA parameters and the driving noise variance, and we integrate them out. In the PF context, when the integration is carried out analytically, there is no need for generating particles of the marginalized variables (which improves the accuracy of the method). When Rao-Blackwellization of the ARMA parameters cannot be implemented analytically, we propose a Monte Carlo approximation to the integral.
III. PROBLEM FORMULATION
In this paper, we address sequential estimation of a dynamic state process with nonlinear observations of the state. More specifically, we consider ARMA(p, q) state processes, where the complete model of interest is mathematically represented as follows:
where t represents discrete time, x t is the ARMA state process, the u t s are zero-mean Gaussian innovations with variance σ . The function h(x t , θ h , v t ) is in general nonlinear, and it can be of any form for as long as the likelihood f (y t |x t ) can be computed up to a proportionality constant.
Given the observations y 1:t ≡ y 1 y 2 · · · y t , the goal is to sequentially estimate the posterior distribution of x t , f (x t |y 1:t ), for which we resort to PF. Due to the challenges of the considered model, drawing samples from the optimal distribution π(x t+1 |x 1:t , y 1:t+1 ) is challenging if not impossible. Thus, we resort to the simple but frequently used transition density f (x t+1 |x 1:t ) for sampling, which leads to particle weight updates according to w
). The challenge is on deriving the transition density f (x t+1 |x 1:t ) for ARMA(p, q) processes with and without parameter knowledge.
IV. PROPOSED METHOD
We first lay out in Section IV-A the foundations of our approach by deriving the relevant densities when the ARMA parameters a and b are known. We subsequently relax the assumptions of known ARMA parameters in IV-B. We reiterate that the model order of the process is assumed known.
A. Known ARMA Parameters
When all the parameters of a stationary ARMA process are known, one can analytically derive the sufficient statistics of the process. For a unidimensional zero-mean ARMA(p, q) process with Gaussian innovations u t as in (5), the joint distribution of
is jointly Gaussian, i.e.,
The covariance matrix Σ t+1 ∈ R (t+1)×(t+1) is a symmetric Toeplitz matrix of the form
where γ(τ ) is the autocovariance function of x t . We have that, for a zero-mean ARMA(p, q) process with innovation variance σ
where the ψ j values are obtained from
In this paper, we use the notion of a standardized autocovariance function defined as γ(τ ) =
. Thus, we can rewrite the covariance matrix of the vector
(10) When the parameters a, b and σ 2 u are known, the joint distribution follows x 1:t+1 = N (x 1:t+1 |0, σ 2 u Σ t+1 ), where Σ t+1 is computed as described in Appendix A.
This allows us to express the transition density of the next state conditioned on the available states at any given time t, x 1:t , also as a Gaussian; that is,
We now relax our assumptions and study the case when the parameters of the ARMA process are known but its driving variance is unknown.
1) Unknown Noise Variance:
In practical scenarios, the variance of the Gaussian noise σ 2 u is unknown. Here, we deal with this uncertainty by marginalizing it. Namely, we obtain the transition density f (x t+1 |x 1:t , a, b) via
where f (σ , we obtain that the transition density of x t+1 given x 1:t and the parameters a and b, is the following scaled Student's t-distribution:
with
and μ t+1 and c t+1 are defined by (12) . The expressions in (11) and (14) suggest that we can implement a PF scheme to estimate a latent ARMA process with known a and b as follows.
Suppose that at time instant t, we have the random measure
Upon reception of a new observation at the next time instant t + 1, one carries out the three steps of PF:
1) Resampling of the state (to avoid sample degeneracy) by drawing from a categorical distribution defined by the random measure
(In principle, this step does not have to be performed at every time instant.) 2) Propagation of the particles by drawing samples from the transition density, given the previous (resampled) streams of particles, i.e.,
where f (x t+1 |x (m ) 1:t ) follows (11) or (14) depending on whether σ 2 u is known or unknown.
3) Computation of the non-normalized weights of the drawn particles according to
followed by normalization of the weights. The result is a new random measure
t+1 .
B. Unknown ARMA Parameters
The transition density of the ARMA(p, q) state can be derived analytically only when dealing with processes whose ARMA parameters are known. However, assuming full knowledge of these parameters is too restrictive. Therefore, we now address the problem of sequentially estimating x t when all the parameters are unknown.
We again approach the problem by Rao-Blackwellization, i.e., we integrate out all the static unknowns: the ARMA parameters and the innovation variance. Thus, we work with the state transition density
For the general ARMA(p, q) case, one cannot obtain the analytical solution to the above integral [41] , [42] . However, for the AR(p) model, such a solution can be derived. We first present our derivation of this solution, and then turn our attention to the general ARMA(p, q) model.
1) AR(p) Processes with Unknown Parameters:
In this case, the state process x t is of the form
If we assume a constant prior for a, we have that the posterior of a for t > p + 1 can be written as [43] f (a|x 1:t , σ
where we have defined
Finally, the transition density conditioned on σ 2 u is given by
with h t = x t x t−1 · · · x t−p+1 . We note that the transition density in (20) is of exactly the same form as the transition density given by (11) . In taking care of σ 2 u , we proceed in the same way as in the previous section. We first find f (σ 
, where
With this result, the final expression for f (x t+1 |x 1:t ) is identical to (14) , where the parameters ν t , σ 2 t , μ t+1 and c t+1 , are given by (23) and (21) . Thus, the PF for the AR(p) process with unknown a and σ 2 u is analogous to the one already presented for the ARMA(p, q) process with known parameters.
2) ARMA(p, q) Processes with Unknown Parameters:
For the more general ARMA(p, q) case, our approach is once again to integrate out the static parameters in order to obtain f (x t+1 |x 1:t ) via (16) . First, we rewrite (16) as follows: (24) where we separate the marginalizations of the ARMA parameters and the noise variance. We first deal with the unknown a and b, before taking care of the unknown σ 2 u . When the ARMA parameters a and b are unknown, we assume that their prior is constant over the region of stability of the ARMA process. As already pointed out, there is no analytical solution to marginalization of a and b, so we proceed with a numerical approach. Let θ = (a b ) , and let us approximate the posterior f (θ|x 1:t , σ 2 u ) by a random measure given by
where θ (j ) is a sample of θ drawn from f (θ|x 1:t , σ 2 u ) and J is the total number of drawn parameter samples. With this approximation, the integral with respect to the ARMA parameters in (24) can be rewritten as
Note that the subscript t of a and b indicates samples obtained at that time instant, and not that these parameters change over time. We now need to address how to draw samples from the posterior of f (a, b|x 1:t , σ 2 u ). We explain this by assuming that at time instant t − 1, we already had samples of a and b, which we denote by a
t−1 . Next, we approximate the posterior f (a, b|x 1:t , σ 2 u ) with a Gaussian density. This is justified by the asymptotic Gaussian behavior of parameter posteriors under some regularity conditions [44] . Note that the parameter posterior is indeed Gaussian for AR(p) processes. The sufficient statistics of the distribution approximating f (a, b|x 1:t , σ Finally, we proceed by marginalizing out the unknown variance of the driving process from the transition density, i.e., f (x t+1 |x 1:t )
which is of the same form as the one in (13) . Thus, the solution for the transition density with unknown parameters is a weighted sum of densities
For given parameter samples a
t , the transition density when σ 2 u is known is Gaussian as in (11); when the variance is unknown, it is a scaled Student's t-distribution as in (14) .
We conclude with the proposed PF scheme: 1) At time instant t, consider the random measure for the joint state and parameter vector ρ t = (x t θ t )
The superscript (m, j) indicates that for a given sample x (m ) t , we have J particles of the a and b parameters obtained through (25) . Thus, the total number of particles is MJ.
2) Approximate the joint posterior distribution of ρ t with a multivariate Gaussian,
3) Downsample from MJ to M and obtain a set of resampled streams x
. The parameters of the conditional Gaussian, η θ t , Q θ t , are readily obtained from the full joint posterior f (ρ t ). 5) Propagate the state by sampling from the transition density
, where f (j ) (x t+1 |x , and normalize them to obtain a new random measure
.
V. DISCUSSION

A. Computational Complexity of the Method
The presented method relies first on the computation of the sufficient statistics for the transition density and, second, on the PF steps of sampling, weighting and resampling. The computational cost of obtaining the required parameters is constant (i.e., O (1), as shown below) and thus, the Monte Carlo sampling determines the complexity of the method. For the known ARMA parameter case in IV-A and unknown AR parameter case in IV-B1, the computational complexity of the method is O (M ), and it increases to O (MJ) for the unknown parameter case in IV-B2.
1) Computation of Sufficient Statistics:
The autocovariance function of an ARMA process is infinite in duration and thus, the vectors used in (12) and (15) (29) where the values are recursively updated by following these steps:
1) set
where t = γ(0) + α t γ t and Π t is a t × t permutation matrix with 1s on the antidiagonal.
B. Bayesian PF Posteriors
Here, we highlight the potential of the proposed method to compute other informative densities, such as parameter posteriors and predictive densities of the state and/or the observations. At any given time instant t, one takes the provided density
) to obtain the following mixture densities: (1,1). (d) ARMA(3,1). (e) ARMA(4,4) .
C. The Short-Memory Property of ARMA Processes
We discuss here one of the prominent properties of the studied ARMA(p, q) processes: their short-memory; namely, that most of the relevant information in these models is contained within the most recent past only. To that end, we examine the features of the autocovariance function γ(τ ) of AR(p), MA(q), and ARMA(p, q) processes [20] :
r For AR processes, γ(τ ) decays exponentially. r For MA processes, γ(τ ) is zero after the first q lags. r For ARMA(p, q) processes, γ(τ ) decays exponentially for lags bigger than m = max(p, q). In summary, the dependence of ARMA(p, q) models on past samples decays exponentially. This property of quick forgetting is the key justification for the good performance of the proposed PF method. In PF methods, one must be careful with the particle path degeneracy issue (see [46] and [47] for details). However, even if in our problem the sufficient statistics (12), (15) , (21) and (23) are explicitly written in terms of the full past history x 1:t , the dependence on past samples decays exponentially, and is negligible after a certain lag. This short-memory property is evident from the behavior of the recursive terms: as t → ∞, γ t → 0 and κ t → 0, thus β t → 0 and α t → 0. The decay of α t as a function of the time-lag τ decreases exponentially for all ARMA(p, q) models (some examples are illustrated in Fig. 1 ) and can be summarized as follows:
1) The envelope of α t (i.e., the curve outlining its extremes), decays to zero exponentially. 2) The AR parameters primarily affect the shape of α t , but not its speed of decay.
3) The rate of the decay depends on the model order (p, q) but, more importantly, on the MA parameter values. 4) For most of the invertibility range of the ARMA model, i.e., zeros within the unit circle, α t decays very quickly. 5) Only when the zeros are close to the unit circle, α t decays more slowly. Thus, even if one needs to be careful with the issue of path degeneracy and its effect on PF methods, because the autocovariance function of ARMA models decays quickly, its influence on the performance on our method is very much contained. When exponential forgetting holds, one can establish uniformin-time convergence of PF methods for functions that depend only on recent states. We conclude that, even if no formal proof is presented, the proposed particle method has to converge due to the short-memory of the ARMA processes. Nevertheless, we acknowledge that any improved solution that mitigates the path-degeneracy issue can only be beneficial for our proposed method [48] .
D. Truncation of Sufficient Statistics
The short-memory feature of ARMA(p, q) models suggests a modification of the proposed method so that we save in computations and memory without sacrificing in performance. The modification consists in truncating the computation of the sufficient statistics μ t+1 and c t+1 to a maximum lag τ max . This reduces the computational cost (one computes γ(τ ) only for a relatively short window τ = 0, · · · , τ max ), while incurring a negligible information loss (γ(τ ) ≈ 0, τ > τ max ). The computation of the sufficient statistics based on a truncated sequence is approximately equal to the sufficient statistics obtained from the full sequence:
This approximation is validated by results in Section VI.
VI. SIMULATION RESULTS
In this section, we evaluate the performance of the proposed method by simulating the stochastic log-volatility (SV) model, popular in the study of nonlinear state-space models [11] , [49] . The observations are zero-mean with time-varying log-variance equal to the ARMA(p, q) state process. More specifically,
where v t is a standard Gaussian variable and the state noise u t is a zero-mean Gaussian variable. We evaluate the proposed PF methods in this nonlinear model both with known and unknown ARMA parameters.
Given knowledge of all the ARMA parameters, the state equation is linear and Gaussian and thus, one only needs to deal with the nonlinearities in the observation equation. A family of very popular approaches is based on the Kalman Filter (KF), such as the extended KF [50] , the Unscented KF [51] and other SigmaPoint Kalman Filters [52] . However, as reported in [53] , these methods fail when addressing the SV model. The reason is that they never update the prior beliefs because the Kalman gain is null. The problem gets further complicated when the ARMA parameters are unknown, due to the nonlinearities introduced by the MA parameters and the t-distributions due to the unknown σ 2 u . For this reason, we first compare our method with a KF that runs on a modified stochastic volatility model, with known parameters. We use the performance of the proposed PF method in the known parameter case as a benchmark for more challenging scenarios.
A. Known ARMA Parameters
We evaluate the proposed PF method by comparing it to an alternative based on [5] and [54] . Due to the failure of KF-based methods for the SV model, a transformation of the model is suggested to circumvent the nonlinearity. Thus, we change y t = e x t 2 v t in (32) to log(y 
if the variable z t is approximated with a Gaussian distribution f (z t ) ≈ N (z t |μ z , σ 2 z ). However, the exact likelihood cannot be obtained, since the model is not conditionally Gaussian. We provide filtering results for this approximated KF (Approx.KF) and the proposed PF method for different ARMA(p, q) models in Table I . Unless otherwise indicated, 1,000 particles are used for the PF method and the results are presented as the Mean Square Error (MSE) of the hidden state estimates, averaged over 100 realizations of 500 samples long time series.
From the table, we see the advantage of using the proposed PF method, as it outperforms the alternative for all the studied ARMA(p, q) models. This superior accuracy, however, comes with the additional computational complexity of the Monte Carlo sampling.
Note that these results have been obtained by using the full covariance matrix of the ARMA(p, q) models to determine the transition density in (11) . However, most of the relevant infor- mation in ARMA models is contained in only the most recent samples (see Section V-C). In Fig. 2 , the impact of truncating the covariance matrix to different lags (i.e., τ max ), as proposed in Section V-C, is evaluated. No significant performance difference is seen for lags greater than 10 in all the studied models, while the computational burden of recursively updating (12) and (15) is avoided.
We reiterate that there is no loss of information with the autocovariance truncation by showing the evolution of the estimation error over time in Fig. 3 (averaged over 10 realizations of 10 000 samples long ARMA(1,1) processes). First, we observe that the estimation is unbiased for any window (the averaged bias is 0.0043 for τ max = 25 and 0.0051 for τ max = 100). Second, the consistency over time reinforces our claims on the negligible effect of the path degeneracy.
In Fig. 4 , we show the performance of our PF method when the state innovation variance σ 2 u is known and unknown. We observe the loss in performance induced by not knowing the driving noise variance. Again, the negligible effect of truncating the covariance matrix is noticed.
B. Unknown ARMA Parameters
Here we show results of the methods described in Section IV-B. In general, the method is able to successfully estimate the log-volatility x t for different ARMA(p, q) processes, as shown in Fig. 6(a)-(c) for specific realizations. Note the difficulty in accurately estimating the MA(q) processes, as plain correlated noise is not very informative. We further illustrate the method's potential by plotting the evolution of the posterior densities of the unknown ARMA(1,1) parameters in Fig. 5 .
Next, we show the performance of the PF method for AR(p) processes. The results are presented in Table II , where the entries are the MSEs of the estimates of the hidden state x t . The results demonstrate a mild deterioration in performance as our knowledge about the AR processes decreases.
We further evaluate the method for unknown AR processes to validate the numerical approximation of the integration (RaoBlackwellization) of the unknown parameters (Unknown AR, RB numerical J=10 in Table III) . We compare it with both 
est).
The MSE results of the hidden process are shown in Table III (in all the cases, the variance of the driving noise of the process was unknown). The performance of the Rao-Blackwellized methods is in between the case when the parameters are known and the case when the PF method estimates the parameters and the process jointly.
These results demonstrate that the Rao-Blackwellization of the unknown parameters provides a superior performance. Namely, 1) it always outperforms the PF that jointly estimates all the parameters, 2) it provides estimation accuracy comparable to that of the benchmark (Known AR), and 3) the numerical approximation to the analytical solution is accurate.
The MSE results for general ARMA(p, q) processes are presented in Table V for both known and unknown σ 2 u . The accuracy of the proposed PF is reasonably close to the benchmark, which is now the known parameter case (Known ARMA in Table V) , as there is no closed form solution available.
Besides, we evaluate the quality of the Monte Carlo integral for different J values. Even though, in general, the more particles (larger J) used in (28) , the more accurate the estimate becomes, the improvement is negligible compared to the computational burden.
Finally, we emphasize the importance of considering ARMA(p, q) processes instead of using higher order AR models to approximate them. For AR(p) cases, the analytical RaoBlackwellization of its unknowns has been derived in closed form and, thus, this alternative might seem appropriate.
However, the results presented in Table IV show how considering a true ARMA(p, q) state outperforms the alternative approximation. The ARMA model provides a more parsimonious solution whereas the AR approximation is less accurate mainly due to the high dimension of the model. 
VII. CONCLUSION
In this paper we addressed the problem of recursive estimation of a hidden ARMA(p, q) process of known order from noisy nonlinear observations of the process. We proposed a novel PF method, with variants for the cases of known/unknown driving noise variance and known/unknown ARMA parameters. The method is based on the concept of Rao-Blackwellization. The more general scheme, where all the static parameters of the ARMA process are unknown, implements the Rao-Blackwellization numerically. We demonstrated the performance of the proposed method with extensive computer simulations. In the follow-up paper of these series [1] , we address the more general problem where the order of the ARMA model is unknown.
APPENDIX A NUMERICAL COMPUTATION OF THE ARMA AUTOCOVARIANCE FUNCTION
A numerical computation of the autocovariance recursions in (8) and (9) is derived by basic algebraic transformations. First, we write the equations in a linear system form as given by (34) , where a i = 0 and b j = 0 if i > p and j > q, respectively. By basic algebraic transformations of (34) as shown at the bottom of this page, one can show that the autocovariances of an ARMA(p, q) process satisfy the relationship given by (35) as shown at the top of the next page.
APPENDIX B BAYESIAN POSTERIOR OF σ 2 u
We provide succinct derivation of the posterior of the unknown state noise variance σ 
where f (σ 
γ (2) . . . 
