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Algorithms are presented to improve the e ciency for the generation of trial orientations and
for the calculation of the Rosenbluth weight in a con® gurational-bias Monte Carlo (CBMC)
simulation. These algorithms were tested for N p T and N V T simulations of n-octane, 3-methyl-
heptane, and 3,4-dimethylhexane at di erent temperatures and densities using a preliminary
version of the TraPPE united-atom representation for the CH3, CH2 and CH groups. It was
found that for a system of 144 molecules these algorithms speed up the calculation three times
for n-octane and almost four times for 3,4-dimethylhexane, resulting in a decreased di erence
in simulation time between a branched molecule and a linear isomer. For larger systems the
speedup is even greater. It is shown that the excluded volume of an atom is the dominant term
for the selection of a trial orientation, which leads to an improved CBMC algorithm called
dual cuto con® gurational-bias Monte Carlo (DC-CBMC).
1. Introduction
Con® gurational-bias Monte Carlo (CBMC) [1± 5] is
an advanced simulation technique for complex mol-
ecules. CBMC simulations are used frequently for the
calculation of vapour± liquid equilibria of linear alkanes
[6± 8], branched alkanes [9± 11], and for the simulation of
adsorption of alkanes within porous structures [12± 16].
These simulations are still computationally expensive.
The architecture of the molecule has a large in¯ uence
on the simulation time and the acceptance probability
for a CBMCmove [9]. Therefore we have developed new
algorithms which not only give an overall speedup, but
also decrease the di erence in CPU time between a
linear molecule and its branched isomers.
To explain the improved algorithms, the basics of
CBMC are summarized below. A more detailed discus-
sion can be found in [4]. In the CBMC scheme it is
convenient to split the total potential energy of a trial
site into two parts. The ® rst part is the internal, bonded,
intramolecular potential (u internal) which is used for the
generation of trial orientations. The internal potential
often has the form [17, 18]
u
internal = å u bend(µ) + å u tors( u ), (1)
u
bend(µ) = 12 k µ[µ- µ0]2, (2)
u
tors( u ) = C 0 + C 1 cos ( u ) + C 2 cos
2 ( u ) + C 3 cos
3 ( u ), (3)
where u bend(µ) is the bond-bending energy and u tors( u ) is
the torsion energy. The second part of the potential, the
external potential (u ext), is used to bias the selection of a
site from the set of trial sites. Note that this split into
u
internal and u ext is completely arbitrary and can be opti-
mized for a particular application.
For a new con® guration, a randomly chosen molecule
is regrown segment by segment. If the entire molecule is
being regrown than f trial sites for the ® rst bead are
placed at random positions in the simulation box [19].
The Rosenbluth weight of this segment is
w 1(n ) = å
f
j=1
exp (- b u ext1j ), (4)




1i (b i ) =
exp (- b u ext1i )
w 1(n )
. (5)
For the other segments l of the molecule, k trial orienta-
tions b i are generated according to the Boltzmann




(b i ) db =
exp (- b u internall i ) db
ò exp (- b u internall ) db
. (6)
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Out of these k trial orientations one is chosen according




(b i ) =
exp (- b u extl i )
å kj=1 exp (- b u extl j )
. (7)
This procedure is repeated until the entire chain has
been grown. The Rosenbluth weight W (n ) of the new
con® gurations is de® ned as





exp (- b u extl j )[ ]. (8)
The old con® guration is retraced in a similar way, except
that for each segment only k - 1 ( f - 1 for the ® rst
bead) trial orientations are generated with a probability
according to equation (6) (randomly for the ® rst bead).
The k th ( f th) trial orientation is the old orientation. The
Rosenbluth weight W (o) of the old con® guration is
de® ned as





exp (- b u extl j )[ ], (9)
where w 1(o) is th Rosenbluth weight of the ® rst segment
of the old con® guration. In order to satisfy the detailed
balance condition, the new con® guration is accepted
with probability
acc (o ® n ) = min 1,W (n )
W (o)( ) . (10)
The CBMC algorithm greatly improves the conforma-
tional sampling for molecules with an articulated struc-
ture, and increases the e ciency of chain insertions
(required for the calculation of chemical potentials,
grand canonical, and Gibbs ensemble simulations) by
several orders of magnitude.
There are two parts in the CBMC algorithm which
dominate the computational expense.
1. Generation of trial con® gurations. This part becomes
computationally expensive when the distribution
P
generating
l i is narrow, which is the case for branched
alkanes and/or at low temperatures. The di erence in
simulation time between a branched molecule and its
linear isomer is due to di erences in the widths of
these distributions. In section 2, a more e cient algor-
ithm will be presented to generate trial positions with a
distribution according to equation (6).
2. Calculation of external potential energies. To calcu-
late the external potential of a trial segment, a loop over
all molecules has to be performed. In section 3 it will be
explained how to reduce the cost of such a loop.
2. Generation of trial orientations
The conventional algorithm for generating a trial
orientation in accordance with equation (6) is to gen-
erate a random vector on a sphere, compute the internal
potential energy, and accept or reject it using the accep-
tance/rejection scheme [4, 20, 21]. This algorithm is
shown schematically in ® gure 1.
This algorithm is not very e cient because a large
number of trial orientations with an unfavourable µ
will be generated which are all rejected during the accep-
tance/rejection step. When the probability distribution
according to equation (6) is very narrow, this becomes
the rate limiting step in a simulation. A better algorithm
will generate only values of µwhich are close to µ0 [22].
A simple way to do this is to split the internal potential
into u bend(µ) and u tors( u ) . If a single bond-bending angle
is considered then the probability of generating an angle
µ is
P (µ) dµ= exp [- b u bendi (µ)]db
= exp [- 12 b k µ(µ- µ0)2] sin (µ) dµ. (11)
This is close to a Gaussian distribution with mean µ0
and standard deviation 1 /(k µb ) . A random angle µ is
generated from a Gaussian distribution and then cor-
rected for the sin (µ) term via the acceptance/rejection
scheme [4, 20, 21]. The assumption that the bond-
bending part is Gaussian is valid only when the prob-
ability density P (µ) is negligible near µ= 0 and µ= p .
Tests show that this assumption is valid for alkanes,
even at extremely high temperatures.
Once an angle is accepted the problem is reduced to
that of ® nding a site on the cone de® ned by µ that
satis® es the torsional angles, and any remaining bond-
bending angles. The orientation of b i is chosen randomly
upon a cone with angle µ, å ( u tors + u bend) is computed
(excluding the bond-bending angle used to generate the
cone), and the acceptance/rejection scheme is again
used. This algorithm is shown schematically in ® gure 2.
Simulations of a single ideal chain (an ideal chain is
de® ned as a chain with only internal intramolecular
interactions) have been performed to compare the two
algorithms for a range of molecular architectures. Table
1 shows the CPU time for generating 105 ideal chains at
400K and at 800K. It is clear that for both tempera-
tures the new algorithm is much faster than the old one,
and that the di erence in CPU time between the genera-
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10 generate vector b i random on a sphere [4,20,21]
calculate u bendi (µ) , u torsi ( u ) and fac = exp [- b (u bendi (µ) + u torsi ( v) )]
generate a random number rm between 0 and 1
if(rm .gt. fac) goto 10
Figure 1. Conventional algorithm for the generation of trial
orientations in accordance with equation (6).
tion of a linear and a branched alkane has decreased
signi® cantly. Using the new method, the di erence in
CPU time required to sample branched versus linear
isomers still increases as the temperature is reduced,
but it does so at a lower rate than the old method. In
both cases the increase in CPU time is due to the prob-
ability distribution P generatingl i narrowing as the tempera-
ture decreases.
However, the generation of trial orientations is only
one part of the cost of the simulation, while the main
cost of simulating non-ideal ¯ uids is due to the loop over
all other molecules needed in order to compute the
Rosenbluth weights. Table 2 shows that the speedup
gained by generating bond angles from a Gaussian dis-
tribution is only 1.2 for the simulation of linear octane,
while for 3,4-dimethylhexane a factor of 1.8 is achieved
(cf. simulations 1 and 2). Note that even with the new
algorithm, heavily branched alkanes remain almost
twice as expensive to simulate as their linear counter-
parts, and the CBMC moves have lower acceptance
rates.
3. Dual cut-o con ® gurational-bias Monte Carlo
Consider two molecules, A and B, each of which has a
maximum distance d a and d b from its centre of mass to
any of its interaction sites. Given the cuto distance for
the potential is r cut, then when the centres of mass
(COM) of the two molecules are separated by more
than d a + d b + r cut, the molecules cannot have any
direct interaction. Thus, the distances between all inter-
action sites do not have to be computed [23]. The maxi-
mum distance from the centre of mass of a molecule to
any of its sites has to be updated only after a successful
change of its conformation. In table 2 it is shown that
for systems of 144 octanes, implementation of this COM
cuto decreases the CPU time by about 20% (cf. simu-
lations 1 and 3). Note that this speedup increases greatly
for large system sizes. The speedup for a system of 1152
n-octanes is a factor of 5.
In a CBMC move, the COM cuto can be used also
when the Boltzmann factors of the k trial orientations
for segment i have to be calculated. A list is made of all
molecules j which have a distance to segment i - 1 that
is less than l + r cut + d j , where l is the bond length
between segments i and i - 1. The external energy of
each bead of each molecule on this list with the k trial
sites must be computed in order to calculate the Boltz-
mann factor and Rosenbluth weight.
The disadvantage of the use of this list is that the
number of interactions that need to be calculated in
such a list can be large. To reduce the size of the list,
we split the external potential into two parts
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10 generate an angle µ from a Gaussian distribution with mean µ0
and standard deviation 1 /k µb [4, 20, 21]
generate a random number rm between 0 and 1
if (rm .gt. sin(µ) ) goto 10
generate a random position on a cone with angle µ
calculate f ac = exp [b u torsi ( u ) ]
generate a random number rm between 0 and 1
if(rm.gt . f ac) goto 10
Figure 2. Improved algorithm for the generation of trial
orientations in accordance with equation (6).
Table 1. CPU time (arbitrary units) for generating 105 ideal
chains. The force® eld is described in appendix A.
Algorithm 1 Algorithm 2
400K 800K 400K 800K
Propane 2.9 2.1 1.0 1.0
Butane 18 7.9 4.1 2.8
2-Methylpropane 34 17 8.6 6.4
Hexane 48 20 11 6.4
2-Methylpentane 74 34 15 10
3-Methylpentane 156 52 30 15
Decane 107 44 24 14
2,4-Dimethyloctane 248 91 49 26
2,4,6-Trimethylheptane 338 117 67 34
Table 2. CPU time divided by the number of accepted CBMCmoves ( h ) and the percentage accepted CBMC moves for the N p T
simulation of isomers of n-octane with di erent algorithms (T = 450K). The force® eld and details of the simulation are
described in the appendixes.
Simulation
1 2 3 4 5
Improved orientation algorithm no yes no yes yes
COM no no yes yes yes
r cut* Ð Ð r cut r cut optimal
h % h % h % h % h %
n-Octane 0.58 6.5 0.46 7.1 0.48 6.7 0.36 7.0 0.18 6.7
3-Methylheptane 0.89 5.3 0.60 5.8 0.71 5.6 0.39 7.0 0.22 6.5
3,4-Dimethylhexane 1.46 4.7 0.81 5.0 1.25 4.9 0.63 5.1 0.40 4.8
u
ext = u ext + d u ext, (12)
where u ext is a potential that is less expensive to calculate
than u ext, and d u ext the di erence between the two poten-
tials. A useful choice for u ext is the potential described by
a shorter cuto radius (r cut*)
u
ext( r ) = u ext( r < r cut*) + d u ext( r cut*< r < r cut), (13)
where u ext( r < r cut*) consists only of interactions within
a distance r cut*. We can use this additional cuto radius
to generate a list that is much shorter than the one used
for r cut. Dual cuto con® gurational-bias Monte Carlo
(DC-CBMC) uses the potential u ext( r < r cut*) for gen-
eration of the chain, and thus calculates the Rosenbluth
weight faster than CBMC. However, this would lead to
an incorrect distribution if we used the conventional
acceptance rule (equation (10)). The correct distribution
is recovered by using
acc (o ® n) = min 1,W (n)
W (o)
exp (- b [d u ext(n) - d u ext(o)])( )
(14)
as the acceptance rule, where W (n) and W (o) are the
Rosenbluth weights calculated using u ext . ² The proof is
given in appendix D. Thus, a DC-CBMC regrowth
requires only the calculation of the full potential for
the ® nal con® guration, and not for all of the trial orien-
tations. (The potential of the selected con® guration can
be calculated also using a pair list. This pair list can be
made readily when the pair list for the calculation of the
Rosenbluth weight is made.)
In the appendixes we prove that the distribution gen-
erated by DC-CBMC is equal to the distribution gener-
ated by ordinary CBMC. However, DC-CBMC does
generate a di erent Markov chain. Therefore it is not
obvious that DC-CBMC is more e cient since, for ex-
ample, the percentage of accepted moves may drop sig-
ni® cantly if the additional cuto radius is decreased. It is
reasonable to assume that a new con® guration gener-
ated by DC-CBMC is equally as independent as a new
con® guration in the old scheme. Hence, a good compar-
ison of the e ciency is the CPU time divided by the
number of accepted moves. Our test simulations show
that as long as r cut* is larger than the Lennard-Jones size
parameter s , the percentage of accepted moves does not
decrease signi® cantly (see table 3). We de® ne the com-
putational cost of the simulation ( h ) as the CPU time
divided by the number of accepted DC-CBMC moves. ³
The e ciency of the simulation is the inverse of the
computational cost. In ® gure 3 and table 3 the computa-
tional cost is shown as a function of the additional cuto
radius. For r cut*= r cut we recover the original CBMC
algorithm, and r cut*= 0 corresponds to a random inser-
tion of the chain. As r cut* is decreased the e ciency
increases almost twofold until, for very low r cut*, the
e ciency decreases dramatically. The optimal r cut* is
that for which the e ciency is highest. We found that
for all octanes this optimal radius is approximately
4.0AÊ , which is roughly the size of a pseudo-atom. This
suggests that the excluded volume is the dominant term
for the CBMC generation of a chain.
To investigate the e ect of temperature and density
on the e ciency of DC-CBMC, we performed N V T
simulations at several temperatures and densities. In
® gure 4, the computational cost versus r cut* is shown
for the N V T simulation of n-octane at three tempera-
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² Note that this division of the external energy can be done
in any consistent fashion, and is typically used in conventional
CBMC to account for Lennard-Jones tail corrections. This
may also be used for Ewald corrections in charged systems.
³ In order to obtain information on the computational cost
of a typical simulation, in addition to CBMC moves other
types of moves are also performed. See the Appendix for
details.
Table 3. CPU time divided by the number of accepted DC-CBMC moves ( h ) and the percentage accepted DC-
CBMC moves as a function of r cut* for the N pT simulation of isomers of n-octane (T = 450K). The
improved algorithm for the generation of trial orientatons was used. The force® eld and details of the
simulation are described in the appendixes.
n-Octane 3-Methylheptane 3,4-Dimethylhexane
r cut * /A
Ê
h % h % h %
2.5 2.89 0.3 1.80 0.6 1.93 0.8
3.0 0.87 1.3 1.06 1.2 1.19 1.4
4.0 0.18 6.7 0.22 6.5 0.40 4.8
5.0 0.18 7.0 0.24 6.2 0.41 4.8
6.0 0.22 6.2 0.29 5.4 0.40 5.1
10.0 0.29 6.6 0.37 5.6 0.50 5.2
14.0 0.36 7.0 0.39 7.0 0.63 5.1
tures. The optimal r cut*and the gain in e ciency do not
change signi® cantly with temperature.
The in¯ uence of the system density on r cut* is plotted
in ® gure 5. Again, the optimal r cut* is constant. Both
DC-CBMC and CBMC are computationally more
expensive at higher densities because the insertion of a
trial segment becomes more di cult. Figure 5 suggests
that the plot of the logarithm of the e ciency versus
r cut* consists of two linear parts, so the optimal r cut*
can be calculated easily.
4. Conclusion
It is demonstrated that for a system of 144 octanes the
use of DC-CBMC and generating angles from a Gauss-
ian type distribution is three to four times faster than
conventional CBMC (see table 2). The speedup origi-
nating from the use of a centre-of-mass based cuto
increases with increasing system size. The simulation
of branched alkanes remains computationally more
expensive than the simulation of linear alkanes, but
the di erence in CPU time per accepted move is
reduced. The optimal DC-CBMC additional cuto
radius r cut* suggests that the excluded volume is the
most important term for biasing the selection of
CBMC growth.
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Figure 4. CPU time divided by the number of accepted DC-
CBMC moves ( h ) as a function of r cut* for the N V T
simulation of n-octane at di erent temperatures ( q =
0.61 gml- 1). The improved algorithm for the generation
of trial orientations was used. The force® eld and details of
the simulation are described in the appendixes.
Figure 5. CPU time divided by the number of accepted DC-
CBMC moves ( h ) as a function of r cut* for the N V T
simulation of n-octane at T = 650K and at di erent den-
sities. The improved algorithm for the generation of trial
orientations was used. The force® eld and details of the
simulation are described in the appendixes.
Figure 3. CPU time divided by the number of accepted DC-
CBMCmoves ( h ) as a function of r cut* for the N p T simu-
lation of isomers of n-octane (T = 450K). The improved
algorithm for the generation of trial orientations was
used. The force® eld and details of the simulation are
described in the appendixes.




At the time of this work the new transferable poten-
tials for phase equilibria (TraPPE) force® eld was not yet
complete for the alkanes. Thus, we have used a hybrid
force® eld which combines the TraPPE methyl group
[23], the Siepmann± Karaborni± Smit methylene group
[6, 7], and a preliminary version of the TraPPE methine
group. These Lennard-Jones parameters were ® tted to
give the vapour± liquid equilibria of a range of alkanes.
1. The united-atom representation is used, i.e., CH3,
CH2 and CH are each considered to be one pseudo-
atom.
2. The Lennard-Jones parameters are:
CH3 : e /k B = 98K, s = 3.75 AÊ ,
CH2 : e /k B = 47K, s = 3.93 AÊ ,
CH : e /k B = 10K, s = 4.6 AÊ .
Interactions between di erent united atoms are calcu-
lated with
e i j = ( e i i e j j )
1 /2, (A 1)
s i j =
s i i + s j j
2
. (A 2)
3. Intermolecular interactions are truncated at 14AÊ
and the usual tail corrections are added [4, 20]. Intra-
molecular Lennard-Jones interactions are considered for
sites separated by more than 3 bonds.
4. Bond lengths are ® xed at 1.54AÊ
5. Bond angles are 114ë for CH2 centred angles and
112 ë for CH centred angles. The bond-bending energy is
described by equation (2) with k µ/k B = 62 500K rad- 2
[17].
6. The torsion energy is described by equation (3).
The constants are taken from [18, 24].
Appendix B
NpT simulations
Systems of N = 144 molecules were simulated at a
temperature of 450K and a pressure of 100kPa for
2500 cycles (one cycle is equal to N Monte Carlo
moves). Trial moves were selected randomly with a
® xed probability P from four possible moves: CBMC
(or DC-CBMC) regrowth of the chain starting with
the second segment² (P = 0.79,k = 6), isotropic
volume change (P = 0.01), translation of a randomly
chosen molecule (P = 0.1) and rotation of a randomly
chosen molecule about its centre of mass (P = 0.1). All
maximum displacements were adjusted to give a 50%
acceptance rate. The initial con® gurations were equili-
brated for 104 cycles.
Appendix C
NVT simulations
Systems of N = 144 octane molecules were simulated
at a constant temperature and volume for 2500 cycles.
Trial moves were selected randomly with a ® xed prob-
ability P from three possible moves: CBMC (or DC-
CBMC) regrowth of the chain starting with the second
segment (P = 0.80,k = 6), translation of a randomly
chosen molecule (P = 0.1) and rotation of a randomly
chosen molecule about its centre of mass (P = 0.1). All
maximum displacements were adjusted to give a 50%
acceptance rate. The initial con® gurations were equili-
brated for 104 cycles.
Appendix D
Proof of equation (14)
The ¯ ow of con® gurations from state o to state n can
be written as
K (o ® n) = N (o)p (o ® n) acc (o ® n) (D1)
where N (o) is the probability of the system residing in
state o, p (o ® n) is the probability that we attempt to
move the system from state o to state n, and acc(o ® n )
is the probability of accepting this move. Detailed bal-
ance requires that the ¯ ow of con® gurations from o to n
is equal to the ¯ ow of con® gurations from n to o. From
this we can derive the following expression [7]
acc (o ® n)
acc (n ® o)
=
exp [- b u ext(n)]
exp [- b u ext(o)]








exp (- b [d u ext(n) - d u ext(o)]) . (D2)
It is straightforward to show that equation (14) obeys
this equation.
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