Multiple Access (MIMO-NOMA), in which a base station with antennas serves sources simultaneously. Both and are very large numbers and we consider the cases that > . The GMPID is based on a fully connected loopy graph, which is well understood to be not convergent in some cases. The large-scale property of the MIMO-NOMA is used to simplify the convergence analysis. Firstly, we prove that the variances of the GMPID definitely converge to that of Minimum Mean Square Error (MMSE) detection. Secondly, two sufficient conditions that the means of the GMPID converge to a higher MSE than that of the MMSE detection are proposed. However, the means of the GMPID may still not converge when / < ( √ 2 − 1) −2 . Therefore, a new convergent SA-GMPID is proposed, which converges to the MMSE detection for any > with a faster convergence speed. Finally, numerical results are provided to verify the validity of the proposed theoretical results.
Unlike the Orthogonal Multiple Access systems, the signal processing in the NOMA systems will cost a higher complexity at the base station (BS) [9] . Low-complexity uplink detection for MIMO-NOMA is a challenging problem due to the interference between the users [6] , [9] , especially for the massive access. In [8] , it shows that with proper designed superposition coded modulation (SCM), Iterative Linear Minimum Mean Square Error (LMMSE) detection approaches the sum capacity of the MIMO-NOMA systems. However, the complexity of LMMSE detection is high due to large matrix inversion [16] . To avoid the matrix inversion, the classical iterative algorithms like Jacobi and Richardson algorithm are applied in [17] , [18] . Another promising detection for MIMO-NOMA is message passing algorithm (MPA) [19] , [20] . There are two MPAs, one of which is the Gaussian Belief Propagation (GaBP) algorithm based on a graph consisted of variable nodes [21] , [22] , the other one is the Gaussian Message Passing Iterative Detection (GMPID) based on a pairwise graph consisted of variable nodes and sum nodes [10] , [23] [24] [25] .
For the factor graph with a tree structure, the means and variances of the message passing algorithm converge to the true marginal means and variances respectively [20] . However, if the graph has cycles, the message passing algorithm may fail to converge. There are three well known sufficient convergence conditions of the loopy GaBP algorithm, i.e., diagonaldominance, convex decomposition and walk-summability [21] . Recently, a necessary and sufficient convergence condition of the GaBP is given in [22] . For the GMPID based on the pairwise graph, a sufficient condition of the mean convergence is given in [23] . However, the high-complexity matrix inversion is calculated at the sum nodes during the message updating. In general, the GMPID has lower computational complexity and a better Mean Square Error (MSE) performance than the GaBP algorithm [10] . Montanari [24] has proved that the GMPID converges to the optimal MMSE solution for any arbitrarily loaded randomly-spread CDMA system, but it only works for CDMA MU-MIMO system with binary channels. In [10] , the convergence of GMPID based on a pairwise graph is analysed and improved for the massive MIMO that < . However, the convergence of GMPID for the MIMO-NOMA that > still remains unknown. In this paper, based on the large scale property of the system (large and ), we analyse the convergence of the GMPID and propose a new fast-convergence detector for massive access MIMO-NOMA. Let = / and > 1. The contributions of this paper are summarized as follows. 1) We prove that the variances of GMPID definitely converge to the MSE of MMSE detection. 2) Two sufficient conditions that the means of GMPID converge to a higher MSE performance than that of the MMSE detector for { : >(
proposed, which converges to the MMSE detection with a faster convergence speed for any { : > 1}.
II. SYSTEM MODEL
In this section, the MIMO-NOMA system model and some preliminaries about the iterative detection for the massive MIMO-NOMA systems are introduced.
1) System Model: Consider an uplink MU-MIMO system as showed in Fig. 1 In this system, autonomous singleantenna terminals simultaneously communicate with an array of antennas of the base station (BS) under the same frequency. We consider the system has massive users, i.e., is large and > . All the users interfere with each other at the receiver and are non-orthogonal both in time domain and frequency domain in the NOMA systems due to the large number of users. Then, the × 1 received y at time is
is the × 1 independent additive white Gaussian noise (AWGN) vector at time , and x = [ 1, , ⋅ ⋅ ⋅ , , ] is the message vector sent from users. In this paper, we consider the fading channels H whose entries are i.i.d. with (0, 1), and the BS knows H. 2) Transmitters: As illustrated in Fig. 1 , at user , an information sequence U is encoded by a channel code with rate into a -length coded sequence x ′ , ∈ , = {1, 2, ⋅ ⋅ ⋅ , } and then interleaved by anlength independent random interleaver Π and get x = [ ,1 , ,2 , ⋅ ⋅ ⋅ , , ] . In this paper, we assume that x ∼ (0, 2 ) for ∈ 1 This assumption does not lose any generality since signal shaping to approach Gaussian signaling can be realized by properly designing the constellation points of the transmissions. According to the Shannon theory [26] , it is well known that the capacity of Gaussian channel is achieved by a Gaussian input. Therefore, the independent Gaussian sources assumption are widely used in the communication networks [27] . 
4) Element Signal Estimator (ESE):
For the ESE, with the input prior messagesl ( , ), we can calculate the prior mean and variance of ( ) bȳ
for any index . Actually,¯is time invariant. Then, the input messagesl ( , ) are replaced by the¯, and¯. The extrinsic mean and variance for , (denoted by and , ) are calculated according to the Gaussian message combining rule [20] bȳ
where ∈ , ∈ , andˆandˆ, are the variance and mean of the estimation (total messages that contain the prior and extrinsic messages) for , .
III. LMMSE ESE AND PERFORMANCE ESTIMATION
For the Gaussian sources, LMMSE detection is an optimal linear detector under MSE measure as it minimizes the MSE between sources and estimation [28] . In addition, it is proved that iterative LMMSE detector achieves the sum capacity of MIMO-NOMA with proper channel code design [8] .
and V x denote the covariance matrix of the sources x. The output of the LMMSE detector [16] iŝ
where
where ∈ and =¯/ 2 is the signal-to-noise ratio. For the uncoded symmetric MIMO-NOMA systems with fixed¯= 2 , the performance of the uncoded MIMO-NOMA system is very poor when > 1, because the interference between the users limits the system performance [10] . Hence, the channel code for each user is used to combat the user interference in the MIMO-NOMA systems. In the . . . . . . coded MIMO-NOMA system, the variance¯decreases with the number of iterations. As a result, the system performance is improved through the joint iteration between the LMMSE detector and user decoders. The complexity of LMMSE detection is
), where is the number of out iterations between the ESE and decoders. However, the complexity of LMMSE estimator is still too high when the number of users is very large.
IV. GAUSSIAN MESSAGE PASSING ITERATIVE DETECTOR
In Fig. 2 , the GMPID based on a pairwise factor graph is considered for the MIMO-NOMA systems. However, the GMPID that based on a fully connected loopy factor graph does not always converge. In [10] , for the MU-MIMO system with < , the convergence analysis of the GMPID is given. However, for the case > , the results in [10] are not suitable any more, and the convergence analysis is more difficult due to intractable interference between the large number of users. In this section, for the coded MIMO-NOMA with > , the GMPID and its convergence analysis will be proposed. Due to the chip-by-chip ESE, we drop the subscript in the rest of this paper.
A. Message Update at Sum Nodes of GMPID
The message update at the sum nodes is given by
where , ∈ , ∈ , denotes the th iteration, is the th element of the received vector y, and ℎ is the element of channel matrix H. In addition, → ( ) and → ( ) denote the mean and variance passing from the th variable node to th sum node respectively, → ( ) and → ( ) denote the mean and variance passed from th sum node to th variable node respectively. The initial value v (0) equals to +∞ and x (0) equals to 0, where v ( ) and x ( ) are vectors containing → ( ) and → ( ), respectively.
B. Message Update at Variable Nodes of GMPID
The message update at the variable nodes is denoted by
where ∈ , , ∈ and¯and¯denote the estimated variance and mean of from the decoder . Unlike the GMPID in [10] , here the messages¯and¯, ∈ from the user decoders are considered in the variable update.
C. Decision and Extrinsic Output of GMPID
The decision is made based on all the messages coming from all the sum nodes. When the MSE of the GMPID meets the requirement or the number of iterations reaches the limit, we output
for ∈ , ∈ . However, during the iteration, the GMPID output the extrinsic messages by
where ∈ , ∈ .
D. Complexity of GMPID
As the variance calculations are independent of the received signals y and the means, it can be pre-computed before the iteration. In each iteration, it needs about 4 multiplications. Therefore, the complexity is as low as ( ), where is the number of iterations at ESE.
E. Variance Convergence of GMPID
The following gives the variance convergence of GMPID. Theorem 1: In the symmetric large-scale MIMO-NOMA systems, i.e.,¯=¯for ∀ ∈ , = / is fixed and → ∞, the variances of GMPID converge to that of the LMMSE detection.
Proof: From (5) and (6), we have
As the initial value v (0) is equal to +∞, it is easy to see that v ( ) > 0 for any > 0 during the iteration. So v ( ) has a lower bound 0. From (9), we can see that v ( ) is a monotonically non-increasing function with respect to v ( −1). Moreover, we can get v (1) < v (0) = +∞ for the first iteration. The inequations correspond to the componentwise inequality. Therefore, it can be shown that v ( ) ≤ v ( − 1) with v (1) ≤ v (0) from the monotonicity of the iteration function. This means that {v ( )} is a monotonic decreasing sequence but is lower bounded. Thus, sequence {v ( )} converges to a certain value, i.e., lim
With the symmetry (¯=¯for ∀ ∈ ) of all the elements of v * , we can get * → =ˆ, ∈ , ∈ . Thus, from (9), the convergence pointˆcan be solved bŷ
It can be rewritten as
When is large, taking an expectation on (11) with respect to the channel parameters ℎ 2 and ℎ 2 , we get −1ˆ2 + ( 2¯− 1 + − )ˆ− 2 = 0. (12) Thenˆis the positive solution of (12), i.e.,
It is easy to verify thatˆ=ˆ(refer to Proposition 1). Similarly, sequence {v ( )} converges to a certain value, i.e., → → , ∈ and ∈ . From (5), we can get
F. Mean Convergence of GMPID
Unlike the variances, the means do not always converge. Firstly, we give the classical iterative algorithms [17] by
where B is a given matrix, and c is a given vector. The Jacobi detector and Richardson algorithm are special cases of it.
Proposition 2 [17] : Assuming that the matrix I − B is invertible, the iteration (15) converges to the exact solution
The mean convergence of GMPID are given as following. (5) and (6), we have
From the variance convergence analysis, the → ( ) and → ( ) converge to andˆ. Therefore,
where =ˆ/¯. Then, we get → ( ) = ( ). Thus,
} is a diagonal matrix and = h h , ∈ {1, 2, ⋅ ⋅ ⋅ , } are the diagonal elements of the matrix HH . When is large, from the law of large numbers, the matrix D HH can be approximated by I . Assuming that {x ( )} converges to x * , then we have
From (7), we the full estimation aŝ
That is the GMPID converges tox if it converges. In addition,x
where =ˆ/ 2 = ( −1 − ) −1 , the first equation is based on the matrix inverse lemma. Let c = y − Hx and B = − (HH −D HH ), then (18) is a classical iterative algorithm [17] . Thus, we can get Theorem 2 with Proposition 2.
When → ∞, from random matrix theory [28] , we have
Then, from the Theorem 2, we have the following corollary. Corollary 1: When = / is fixed and → ∞, the GMPID converges tô
if ( + 2 √ ) < 1, where = ( + 2 /ˆ) −1 , and is given in (13) . This sufficient condition can be simply approximated to
Different from the case < , the GMPID does not converge to the LMMSE detection even if the GMPID is convergent when > .
Corollary 2: Even if the GMPID is convergent, it has a worse MSE performance than that of the MMSE detection.
Proof: The proof is omitted due to the page limit.
V. A NEW FAST-CONVERGENCE DETECTOR SA-GMPID
As shown in the convergence analysis in Section IV, the GMPID does not converge to the optimal LMMSE detection. The main reason is that the spectral radius of GMPID does not achieve the minimum value. Therefore, we propose a new scaled-and-added GMPID (SA-GMPID) by modifying the GMPID with linear operators, that is i) keeping the variance update unchanged as it converges to the LMMSE detection, ii) scaling the received y and the channel matrix H, i.e., H ′ = √ H and y ′ = √ y, where ℎ ′ = √ ℎ is an element of matrix H ′ and is a relaxation parameter, and iii) adding a new term ( − 1) → ( − 1) for the mean message update at the sum node. Then, we can optimize the relaxation parameter to minimize the spectral radius of SA-GMPID.
A. Message Update at Sum Nodes of SA-GMPID
The message update at the sum nodes (5) is modified as
for , ∈ , ∈ .
B. Message Update at Variable Nodes of SA-GMPID
The message update of the variable nodes (6) is changed to
where¯= ∑ ℎ 2¯+ 2 , and ∈ , , ∈ .
C. Decision and Extrinsic Output of SA-GMPID
The decision of the SA-GMPID is given by
for ∈ , ∈ . The extrinsic messages of SA-GMPID is
where¯=¯(ˆ− 1ˆ−¯− 1¯) , and ∈ , ∈ . Remark 1: From Theorem 2, we can see that the GMPID converges to the LMMSE if it is convergent withˆ=¯. Therefore, we let → ( ) =¯and → ( ) =¯in the mean message update (26) , to assure that the SA-GMPID can converge to the LMMSE detection.
As the variance expressions are the same as the GMPID, the variances of SA-GMPID converge to the same results as the GMPID. Hence, we focus on the means of the SA-GMPID.
D. Mean Convergence of SA-GMPID
Similarly, we get the matrix form of SA-GMPID Comparing (32) with (22), we have / − > 1. Therefore, we have the following corollary.
Corollary 3: The proposed SA-GMPID converges faster than the GMPID when = / is fixed and → ∞. It should be noted that the complexity of SA-GMPID algorithms is almost the same as that of the GMPID.
VI. SIMULATION RESULTS
In this section, we present the numerical simulation results for the MIMO-NOMA systems. Assume that the sources are i.i.d. with ∼ (0, 1), = 1 2 . Fig. 3 of the MMSE detection (III) is also shown in Fig. 3 . It can be seen that for the different input¯, the performance estimate of the MMSE detection (III) is accurate. From the left three subfigures in Fig. 3 , we can see that the GMPID converges to a higher MSE than that of the MMSE detection for any input¯, which coincides with the conclusions in Theorem 2. However, from the right three subfigures in Fig. 3 , it can be seen that the proposed SA-GMPID always converges to the MMSE detection and has a faster convergence speed than the GMPID, which verifies the conclusions in Theorem 3. Fig. 4 illustrates the complexity comparison between the different detection algorithms with different MSE for 1000×700 MIMO-NOMA system with = 10/7 for the different input . We can see that the complexity of the SA-GMPID detector increases with decreasing the MSE. It also shows that the proposed SA-GMPID has a good convergence performance and much lower computational complexity. The MSE performance of GMPID, Jacobi algorithm and GaBP algorithm are divergent in this case as the = 10/7 is very close to 1. Fig. 5 presents the BER of the SA-GMPID and MMSE detection for a practical 30×15 MIMO-NOMA systems transmitting digital modulation waveforms with = 2. The original GMPID is divergent in this system for the small value of . In this system, each user is encoded with a Turbo Hadamard channel code [29] , where the code length is 2.82 × 10 5 . A 10-bit superposition coded modulation [30] is employed for each user to produce Gaussian like transmitting signals. Hence, the transmitting length of each user is 2.82 × 10 4 , the rate of each user is = 0.1452 bits/symbol, and the system sum rate is 4.356 bits per channel use. / 0 is calculated by / 0 = 1 2 2 . The Shannon limit of 30 × 15 MIMO-NOMA system is / 0 = −8.523dB. In this simulation, we let = 1, which decreases the complexity of SA-GMPID to ( ). Fig. 5 shows that for the 30 × 10 MIMO-NOMA system, it only needs about 7 iterations for the proposed SA-GMIPD converging to the MMSE detection, and the performance is only 1.5dB away from the Shannon limit. It consists with our theoretic analysis that the proposed SA-GMIPD can always converge to the MMSE detection quickly, even when = 2 < ( √ 2 − 1) −2 .
VII. CONCLUSION
We consider the GMPID for the MIMO-NOMA with massive access that the number of users is larger than the number of antennas .The convergence of GMPID is analysed in this paper. It is proved that the variances of GMPID converge to the MSE of MMSE detection. Two sufficient conditions that the GMPID is convergent with a higher MSE than that of the MMSE detection are presented.
A new SA-GMPID algorithm is proposed, which is proved to converge to the MMSE detection in mean and variance for any > . Numerical results are provided to verify the proposed theoretical results.
