Some time ago, Rideau and Winternitz introduced a realization of the quantum algebra su q (2) on a real two-dimensional sphere, or a real plane, and constructed a basis for its representations in terms of q-special functions, which can be expressed in terms of q-Vilenkin functions, and are related to little q-Jacobi functions, q-spherical functions, and q-Legendre polynomials. In their study, the values of q were implicitly restricted to q ∈ R + . In the present paper, we extend their work to the case of generic values of q ∈ S 1 (i.e., q values different from a root of unity). In addition, we unitarize the representations for both types of q values, q ∈ R + and generic q ∈ S 1 , by determining some appropriate scalar products. From the latter, we deduce the orthonormality relations satisfied by the q-Vilenkin functions.
I INTRODUCTION
on S 2 is not unitary with respect to the scalar product used to unitarize the corresponding realization of su (2) , and that a new scalar product should therefore be determined to cope with this drawback.
The purpose of the present paper is twofold: firstly, to find a solution for Q Jq (η) for generic q ∈ S 1 (i.e., for q different from a root of unity), and secondly, to unitarize the representations for both q ∈ R + , and generic q ∈ S 1 . As a consequence, the explicit orthonormality relations of the q-Vilenkin and related functions will be established.
In Sec. II, the representations of su q (2) on Functions f (θ, φ) on S 2 can thus be projected onto functions f (ρ, φ) on the real plane, or functions f (z, z) of a complex variable and its conjugate.
The su q (2) generators H 3 , H + , H − satisfy the commutation relations [4] [H 3 ,
3) and the Hermiticity properties 4) where in Eq. (2.3), we assume q = e τ ∈ R + , or q = e iτ ∈ S 1 (but different from a root of unity). From H 3 and H ± , one can construct a Casimir operator The generators H 3 , H + , H − can be realized [6] by the following operators, acting on functions f (z, z) or f (θ, φ),
where
For future use, it is also convenient to write H ± in terms of polar coordinates on the real plane as
Here, N J M N q is a constant, which can be expressed as 11) in terms of some yet undetermined normalization constant γ(J, N, q), and q-factorials, de-
Equation (2.10) also contains two functions of η, Q Jq (η) and R J M N q (η). The latter is a polynomial, whose explicit form is given by
12) the summation over k being restricted by the condition that all the factorials in the denominator be positive. The former is defined by the functional equation
whose solution, only determined up to an arbitrary multiplicative factor f Jq (η) such that
14)
will be discussed in detail for both q ∈ R + , and generic q ∈ S + , in the next section.
In terms of spherical coordinates, Eq. (2.10) becomes [6] 
16)
the constant γ(J, N, q) into γ(J, N, 1) = 1, and the q-Vilenkin functions into ordinary ones 
where the integral over z, z extends over the whole complex plane.
III DETERMINATION OF Q Jq (η)
Following Rideau and Winternitz [6] , as a solution of Eq. (2.13), we may consider the function
where 1 Φ 0 is a basic hypergeometric series in the notations of Ref. [3] .
For q ∈ R + , use of the q-binomial theorem [3] leads to the expressions
if 0 < q < 1, and
if q > 1. For integer J values, both expressions reduce to the inverse of a polynomial, For such a purpose, let us linearize Eq. (2.13) into
by setting
In terms of the operator X ≡ η∂ η , Eq. (3.5) can be rewritten as
Let us consider the difference equation
If we are able to find a solution to the latter, then
will be a solution of Eq. (3.7).
We will now proceed to demonstrate Lemma III.1 For 0 < η < ∞, and q = e iτ different from a root of unity, the function
is a solution of Eq. (3.8) .
Proof. We note that if some function L q (η) is a solution of Eq. (3.8) for q = e iτ , Let us introduce a function M(v) of a complex variable v, defined by
where on the right-hand side, there appear two multivalued functions v τ /π , and ln w, where
For the function v τ /π , let us choose a branch cut along the positive real axis, so that
, where v = |v| exp(iα), and 0 < α < 2π. On the two sides of such a cut, the argument of the logarithm on the right-hand side of Eq. (3.12), takes the values
and
respectively.
Considering next the function ln w, it is easy to show that its branch point at w = 0, and its branch cut along the negative real axis in the complex w plane cannot be reached within the truncated v plane, since the condition exp [iτ (α/π − 1)] = −1 cannot be fulfilled for 0 < τ < π, and 0 < α < 2π.
Hence, when integrating the function M(v) in the complex v plane, one should consider contours avoiding the branch point v = 0, the branch cut Re v > 0, Im v = 0, and the simple pole at v = −1. Let us consider the two vanishing coutour integrals Taking now Eqs. (3.13) and (3.14) into account, we obtain 
and 
where L q (η) admits the integral representation given in Lemma III.1.
In the present section, we will determine a new scalar product ψ 1 |ψ 2 q that unitarizes the realization (2.6) of su q (2), and goes over into the old one ψ 1 |ψ 2 , defined in Eq. (2.18), whenever q → 1. For such a purpose, we shall first impose that Eq. (2.4) is satisfied by the realization (2.6) with respect to ψ 1 |ψ 2 q . The residual arbitrariness in the measure will then be lifted by demanding that ψ 1 |ψ 2 q satisfies the usual properties of a scalar product.
We shall successively consider hereunder the cases where q ∈ R + , and generic q ∈ S 1 .
A The case where q ∈ R + Let us make the following ansatz for ψ 1 |ψ 2 q ,
in terms of the polar coordinates ρ, φ on the real plane, defined in Eq. (2.1). Here a 1 , a 2 , and f 1 (ρ, q), f 2 (ρ, q) are some yet undetermined constants and functions of the indicated arguments, respectively, and A q ≡ q −2q∂q is the operator that changes q into q −1 , when acting on any function of q,
It is easy to check that
with respect to (4.1). Let us now impose the condition
By combining Eqs. (2.6) and (4.1), the left-hand side of this condition can be written as
After integrating by parts and making some straightforward transformations, it becomes
On the other hand, for real q values the right-hand side of Eq. (4.4) can be written as
It now remains to equate the right-hand side of Eq. (4.6) with that of Eq. (4.7). Both of them being some linear combinations of four different types of terms, containing one of the operators q −i∂ φ , q i∂ φ , q −ρ∂ρ , or q ρ∂ρ , acting on some function, respectively, it is sufficient to separately equate such terms. The conditions on the first two classes of terms impose that
while those on the last two lead to the equations
whose solutions are given by 10) in terms of two undetermined constants B 1 (q), and B 2 (q).
Let us now further restrict the sesquilinear form (4.1), where substitutions (4.8) and (4.10) have been made, by imposing that it is Hermitian, i.e., In addition, we remark that Eqs. (4.4) and (4.11) imply that For q → 1 or τ → 0, we find that B(q) → 1, so that ψ 1 |ψ 2 q → ψ 1 |ψ 2 , where the latter is given by Eq. (2.18), as it should be.
The results obtained can be summarized as follows:
Proposition IV.1 For q ∈ R + , the scalar product 
where a 1 , a 2 , f 1 (ρ, q), f 2 (ρ, q), and A q keep the same meaning as before.
Condition (4.3) is again automatically satisfied. Turning now to condition (4.4), it is
easy to see that Eqs. (4.6) and (4.7) remain valid, except for the interchange of ψ 1 (ρ, φ, q) with ψ 1 (ρ, φ, q −1 ). Hence, Eq. (4.4) is also fulfilled by choosing a 1 , a 2 , f 1 (ρ, q), and f 2 (ρ, q)
as given in Eqs. (4.8), and (4.10).
A difference with the case where q ∈ R + appears when imposing the Hermiticity condition (4.11). The latter is now equivalent to the relations
showing that the real constants B 1 (q), and B 2 (q) remain independent. In the present case, keeping only one of the two terms on the right-hand side of Eq. (4.21) would therefore lead to a well-behaved scalar product.
As shown in Appendix B, condition (4.15) now reads
Among the infinitely many solutions of this equation, we may select the most symmetrical one,
Hence, whenever q → 1 or τ → 0, the limit of ψ 1 |ψ 2 q is again ψ 1 |ψ 2 , as it should be.
In conclusion, we obtain Proposition IV.3 For generic q ∈ S 1 , the scalar product 
V Conclusion
In the present paper, we did extend the study of the su q (2) representations on a real twodimensional sphere, carried out by Rideau and Winternitz [6] , in two ways.
Firstly, we did prove that such representations exist not only for q ∈ R + , but also for generic q ∈ S 1 . For such a purpose, we did provide an integral representation for the functions Q Jq (η), entering the definition of the q-Vilenkin functions, whenever J takes any half-integer value.
Secondly, we did unitarize the representations by determining appropriate scalar products for both ranges of q values. Such scalar products are expressed in terms of ordinary integrals, instead of q-integrals, as is usually the case [5] .
The resulting orthonormality relations for the q-Vilenkin and related functions should play an important role in applications to quantum mechanics, such as those considered in
Refs. [10, 11] . 
Its squared norm can therefore be expressed as
in terms of the integral
and the same with q replaced by q −1 .
By introducing Eqs. (3.2) and (3.3) into Eq. (A3), we obtain
if q > 1. In Eqs. (A4) and (A5), we denote byB q (x, y) Ramanujan's continuous q-analogue
to distinguish it from the discrete q-analogue of the same, known as B q (x, y) (see e.g. 
.
The values of x, which appear in Eqs. (A4) and (A5), being x = J + N + 1 ∈ N + , we have to calculate the limit of the right-hand side of Eq. (A7) when x → m ∈ N + . Using L'Hospital rule, we find
Hence, for x = m, y = n, m, n ∈ N + , Eq. (A7) becomes
where in the last step, we introduced q-factorials, defined as in Sec. II.
From Eqs. (A4), (A5), and (A9), it follows that for any q ∈ R
By taking Eq. (2.11) into account, the squared norm of Ψ J JN q , defined in Eq. (A2), therefore becomes
which proves Eq. (4.16).
APPENDIX B: PROOF OF EQUATION (4.23)
The purpose of this appendix is to evaluate the squared norm of the function Ψ J JN q (z, z) when the scalar product (4.21) is used, and Eqs. (4.8), (4.10), and (4.22) are taken into account.
Since for q ∈ S 1 , Ψ J JN q is still given by Eq. (A1), its squared norm reads
Here
with
According to whether J is integer or half-integer, we have to insert Eq. (3.4) or Eq. (3.20)
into Eq. (B3). In both cases, the result reads
This is obvious in the former case. In the latter, by using the property
Eq. (B3) can be transformed into
Repeated use of Eq. (3.8) for various arguments then directly leads to the searched for result (B4).
To evaluate I ′ q for F Jq (η) given by Eq. (B4), we cannot use the same method as that employed in Appendix A to calculate I q , because in the q-analogue of the beta integral, given in Eq. (A6), q is assumed real. Let us therefore rewrite the integrand of I ′ q in the form
where the coefficient a 
is a q-binomial coefficient. From Eq. (B9), we obtain 1; −q 
