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NEKI MODELI ZA RJESAVANJE PROBLEMA
PLANIRANJA I KONTROLE TRANSFORMACIJSKIH
PROCESA U PRIMJENI KOMPJUTORA KOD OSOBA S
re5rocnMA soclJALNE INTEGRAcIJA
Za planiranje, kontrolu ievaluaciju upotrebe kompjutora u otklanjanju ili ublaiavanju nepoieljnih oblika
pona5anja iod osoba s te:om menialnom retardacijom moZe se predloZiti Sest bazidnih metoda, Od
modela kojima se rjedavaju problemi odredivanja latentnih struktura primarnih i sekundarnih smetnii
mo2e se piedloiiti iomponentna analiza kaojedna od najjednostavniiih i najefikasnijih metoda' Da bi
se kontrolirali elekti tretmana, potrebno je u svakoj vremenskoj todki transformacijskog Procesa
oat"ain"ii;"jnad;be specifikacije u latentnom i manifestnom prostoru. U tu svrhu predla2e se klasidna
regresijska procedura te kanonGka metoda. Za klasifikaciju osoba s tezom menlalnom retardacijom
pr!r.'m"nit""tacijama primarnih i sekundarnih smetnji moie se koristiti metoda za taksonomsku
analizu pod modelom distinktnih taksona. Metoda za prePoznavanje uzoraka pod regresijskim
modelom trebala bi, u ovom sludaju, dati bolje rezultate s obzirom na to da se detektirana nepoieljna
pona5anja pojavljuju kao kriteriji ili klase uzoraka. Prepoznavanje i klasif ikacija osoba s leiom mental-
nom retardaciyom j obzirom na nepoieljna ponaSanja izvodit 6e se na osnovi manifestacija primarnih
i sekundarnih smetnji kao prediktorskog skupa varijabli. Poslije klasifikacije osoba u grupe potrebno
je analizirati postoje li razlike medu grupama u manilestacijama primarnih. i sekundarnih smetnji
1oSt"e"n;u napodru6ju senzorike, perJepcije, kognicije, komunikacije, emocija, 
motivacije itd.). U tu
svrhu koiistila bi se metoda za robustnu diskriminativnu analizu. Na osnovi rezultala diskriminativne
analize moZe se priii izradi transformacijskih programa za svaku pojedinu grupu posebno, te za one





Poznato je da se planiranje i programiranje
transformacijskih procesa moze promatrati
kao iedan zatvoren sustav za regulaciju i
kontrolu nekog stohastidkog procesa, s un-
aprijed def iniranim f unkcijama cilja. SadaSnji
matematieki, statistidki i informatioki in-
strumentarij desto nije dostatan za eksplicit-
no definiranie modela i konstrukciju
algoritama pomodu kojih se mogu egzaktno
lzvorni strudni dlanar
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planirati i kontrolirati neki transformacijski
procesi kod djece s tezom mentalnom retar-
dacijom.
lako ne postoje neka op6a pravila ili teorije
koje odreduju sto je potrebno primijeniti u
odredenim realnim uvjetima da bi transfor'
maciiski proces proizveo oCekivane rezul-
tate, ipak je mogu6e prona6i odgovaraju6e
modele koji bi trebali dati Zeljene efekte u
primjeni kompjutora kod djece s tezom
mentalnom retardacijom. 
1
1 Ovaj rad ie dio znanstvenog projeKa: "Mogu6nosti upolrebe kompiutorske tehnike kod otklaniania nepozelinih
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U tehnidkim znanostima, a Posebno u
elektronici i radunarstvu postoje modeli i
algoritmi koji egzaktno riesavaju probleme
kontrole nekih automatskih procesa a
temelje se natehnici linearnog programiran-
ja te u primjeni diferencijalnih jednadlbi u
modeliranju i simuliranju tih procesa.
7a razliku od metoda za rjesavanje
problema planiranja, programiranja i
kontrole transformacijskih procesa, mnogo
bolja je situacija s modelima i algoritmima s
pomo6u kojih se vr5i evaluacija provedenih
tretmana, sto pripada u podrudje multi-
varijatne statisticke analize. Te su se metode
i do sada Cesto primjenjivale za analizu
procesa udenja i vje2banja, odnosno za
valorizaciju efekata tretmana. Tako naprim-
jer, metode komponentne ifaktorske analize
ne samo da su pogodne za odredivanje
latentnih struktura nego i za analizu krivulja
vjeZbi i strukturalnih promjena. Za analizu
kvantitativnih i kvalitativnih promjena mogu
se uspjesno primijeniti kanonidka analiza
kao i regresijski model. Takoder se mogu
primijeniti i za analizu efekata tretmana ako
je proces vjelbanja opisan u skladu sa
statistidkim zahtjevima.
Taksonomske procedure mogu se
primijeniti za analizu kvalitativnih promjena
kao i za klasifikaciju entiteta u grupe sa
zajednidkim svojstvima. Metode za prepoz-
navanje uzorakatakoder se mogu primijeniti
za klasifikaciju entiteta i prepoznavanje u
koju klasu uzoraka pripadaju. Za ispitivanje
razlika medu uzorcima ili grupama dobri
rezultati postiZu se primienom dis-
kriminativne analize ili multivarijatne analize
varijance.
Bazidne procedure iz podrudja mulli-
varijatne statistidke analize koje 6e biti pred-
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f olene za v alorizaciju upotrebe kompjutora
u otklanjanju ili ublaZavanju nepoZeljnih
pona5anja kod osoba s teZom mentalnom
retardacijom, mogu se podijeliti na:
1. Procedure za odredivanje latentnih
struktura
2. Procedure za odredivanje jednadZbi
specifikacije
3. Procedure za klasifikaciiu entiteta
4. Procedure za ispitivanje razlika.
1. SVRHA RADA
Svrha upotrebe kompjutora u tretmanu je
otklanjanje ili ublaZavanje nepoZeljnih
ponasanja kod osoba s tezom mentalnom
retardacijom, i to u tri najde56a oblika:
agresije, autoagresije i stereotipije. PoSto se
kao pozitivan stimulator upotrebljava
kompjutor, ne6e biti velikih problema oko
skupljanja i mjerenja karakteristika u svim
ekvidistantnim todkama transformacijskog
procesa. Tako prikupljeni podaci mo6i6e se
statistidki obraditi s pomocu metoda multi-
varijatne analize.
Svrha ovoga rada je predlaganje modela i
algoritama za valorizaciju efekata tretmana
tokom i nakon transformacijskog procesa.
Predlozene 6e biti metode taksonomske
analize i prepoznavanja uzoraka da bi se, na
objektivan nadin, izvr5ila klasifikacija osoba
s telom mentalnom retardacijom prema
manifestacijama nepoleljnih ponasanja.
Poslije objektivne klasifikacije mole se
provesti diskriminativna analiza ili multi-
varijatna analiza varijance, da bi se utvrdilo
postoje li razlike izmedu grupa kako u pros-
toru nepoleljnih ponasanja, tako iu prostoru
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primarnih i sekundarnih smetnji manifes-
liranih kao o5tedenja na podrudjima: sen-
zorike, percepcije, kognicije, komunikacije,
emocija, motivacije itd.
Kako skup nezavisnih varijabli ne mjeri
samo primarne i sekundarne smetnje koje
uzrokuju pojavu nepoZeljnih ponaSanja,
potrebno 6e biti odrediti latentnu strukturu
melodom komponentne ili faktorske anal-
ize. Promjene u konfiguraciji latentnih
dimenzija kao i njihov odnos prema oblicima
nepoZeljnog pona5anja mogu se analizirati




Metode za odredivanje latqntnih dimenzija su:
a) Komponentna analiza (Hoteling, 1933;
Morison, 1967)
b) Faktorska analiza (Horst, 1965; Fulgosi,
1979)
Da bi se mogle pratiti promjene u strukturi
primarnih isekundarnih smetnji kod osoba
s tezom mentalnom retardacijom potrebno
je odreclivati latentne dimenzije u svakoj ek-
vidistantnoj vremenskoj todki t ; | -- O, 1,2,
Za odredivanje latentnih dimenzija koje bi se
koristile za programiranje i kontrolu tretmana
sigurno je najpogodniji komponentni model
jer je jednostavan i uspje5an kako s
matematicke tako i sa defektoloSke odnosno
informaidketodke glediSta (Momiro/i6, 1984).
2.1.1. Komponentnl model za odretllvanle
latentnlh dlmenz{a
Neka je Zt- (Zii)t, i = 1,2,...,n i j= 1,2,...,m
matrica ulaznih podataka gdje je n broj en-
titeta, a m broj varijabli, Varijable iz Zt su
slandardizirane tako da je
Zrr 1n = 0 , gdje je 1n vektor sa n jedinica.




Latentne dimenzije za svaku vremensku
toeku t, odreduju se ovako:
Neka je L1 = (1p)t i p = 1,2,...,k matrica prvih
k svojstvenih vrijednosti matrice Rt,
Za odredivanje broja komponenti k moZe se
predloZiti PB krilerij lStatec i Momirovi6,
1 971) ili Guttman-Kaiserov (G$ kriterij.
Prema PB kriteriju broj glavnih komponenti
odreduje se kao:
k
) 1,0 = trag (t-diag-1 R,)-t.p:.|
Po GK kriteriju broj glavnih komponenti
odreduje se kao:
1,0 t 1.
Neka jeX1 = (\p)t , j=1,2,...,m ip=1,2,...,k
matrica svojstvenih vektrora matrice Rt
pridruZenih svojswenim vrijednostima L1 i
normiranih tako da je
xl Xt=Xt XI =t
gdje je I matrica identiteta.
Operacijom
H, = \ L1r/e
izradunavaju se glavne osovine rnatrica
korelacija R t (Hotelling, 1933).
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Da bi latentne dimezije, ti. glavne osovine
bile u relacijama koje su naibliZe prirodnim
relacijama, potrebno bi bilo provesti neki od
postupaka za parsimonijsku transf ormaciju'
PredlaZe se Kaiser-Harrisova orthoblique
transformacija sustava svojstvenih vektora'
koja izvodi ove operacije:
XtTt Dt = &
gdje je
Df = ldiao (rl Ltrt))
uz uvjet
TITI = TITI =l
Osim matilce sklopa A1 operacija raduna i
korelacije'izmedu kom Ponenti
M t = D-r1 + TI L, Tt D-r1
Zatim raduna korelacije izmedu manifestnih
varijabli i rotiranih komponenti kao:
Ft = Xt Xt Tt D-t'
te b pondere za izralunavanie faktorskih
vrijednosti Prema formuli:
Pt = Xt Tt D-,t
Da bi se utvrdilo koliko koja komponenta
pridonosi definiranju latentnog pro$ora,
raduna se ude56e svakog faktora u zajed-
nidkoj varijanci prostora na ovako:




lako ie napisano vi5e od 30 razliditih
programa za komponentnu i faktorsku
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anallzu i nalaze se u programskoj biblioteci
SRCE*SS- MAKRO na SveuCili5nom radun-
skom centru ( sRc-e), nitijedan ne moze biti
implementiran na PC AT 386 iliAT 286, jer
su napisani u SS programskom jeziku (
Statec i suradnici, 1983). Zato treba napisati
programe za komponentnu i faktorsku
analizu za potrebe projekta *) kojise mogu
izvoditi na AT 386 iliAT 286.
Ne postoji niti iedan paket sa statistidkim
programima koli ne sadrZi programe za
komponentnu i faklorsku analizu (SPSS'
BMDP, SAS, PSTAT, SSP itd.).
2.2. Jednad2be sPecif ikaciie
Primjenjuju se u fazi programiranjatretmana
jer dobro definiraju funkcionalne strukture
znadajne za postizanje dobrih efekata tret-
mana. Da bi se kontrolirali efekti tretmana'
jednadibe specif ikacile, potre0no
odredivati u svakoj vremenskoj todki t trans-
formaciiskog procesa, po mogu6nosti u
latentnom i manifestnom prostoru. Zaizr adu
jednadZbi specifikacije mogu se predloZiti
regresijski i kanonidki model.
2.2.1. Regresiiski model
Neka je dat linearni regresijski model kao
K=ZF + e
gdje su:
K - vektor kriteriiskih varijabli KI = (kr,
Z - matrica prediktorskih varijabli Zr= (7ii)t
i = 1,2,...,ni i = 1,2,...,m




e - vektor PogreSaka ei
DefeKologija, Vol. 28, (1 991 ), 1 , 129-l 39. Nikolii, B.: Neki modeli za rjo5avanje ...
Ako su u matrici Z i vektoru K stand-
ardizirane vrijednosti, tada matricu
korelacija izmedu prediktora u todki t
dobivamo kao
Rt=n-t zT z,
Vektor korelacija izmedu kriterijske varijable
i prediktora u toekit dobivamo kao
-t -rt=n'Ki Zt
Potrebno je prona6i Kt* takav da vrijedi:
"", =t( K,i- rt*)2j:1
To znadi prona6i l(1* takav da kvadrat
pogre5ke e2 bude minimalan. lz toga
slijedi da seBs vektor parcijalnih regresijskih
koeficijenata raduna kao:
fr=R-l r 1
Koeficijent determinacije dobit 6emo
operacijom:
or=Bl r1
Koeficijent multiple korelacije raduna se kao
f = Dltz
Programska biblioteka sRcE*ss-MAKRo
sadrii vi5e od 10 programa za klasidnu i
robustnu regresijsku analizu (REG, SRA,
cAos itd.).
2.2.2. Kanonidki model
Neka je Z1= (ziih ;i = 1,2,....,ni j = 1,2,....,m
matrica standardiziranih multivarijatno nor-
malno distribuiranih manifestnih ili latentnih
varijabli u todkit (1. skup varijabli).
Neka je C1= (c i1)t, i= 1,2,....ni j= 1,2,....r
takoder matrica standardiziranih multiva-
rijatno normalno distribuiranih varijabli u
tockit (2. skup varijabli).
Matrica Z t ima logidki status prediktorskih a
matrica C t kriterijskih varijabli. Osim toga,
mora biti zadovoljen uvjet da je
m=r
Matrica korelacija izmedu varijabli u 1. skupu
raduna se kao
Rrr=n-1 ZI zt
Matrica korelacija izmedu varijabli 2. skupa
ra6una se kao
Rzz=n-t ctt c,





Kanonidka korelacijska analiza (Hotelling,
1936; Anderson, 1958) rjeSava karakteri-
stidnu jednadZbu:
(Rtz Ri Rer - Lp R11 ) Xlo = 0
uz uvjete
X1to R11 X1p=1 p=1,2,...,m
Xrp Rrr Xrq=O p*q
Svojstvene vrijednosti L koje predstavljaju
kvadrate kanonidkih rorelacija testiraju se
Bartlettovim testom znadajnosti (Bartlett,
1941, 1978), (Momirovi6, 1984).
Kanonidki faktori za oba skupa varijabli
radunaju se kao
Fr = Rtt Xr
Fz= Rzz Xz
gdje je
Xzp = Ri) R21 X1, Lr'rn
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X1p i Xzp su matrice kanonidkih pondera 1.
i 2. skupa varijabli. ViSe od 10 programa
napisanih u programskom jeziku SS im-
plementirano je u programskoj biblioteci
SRCE*SS- MAKRO. Osim Programa za
rje5avnje klasidnog kanonidkog modela im-
plementirani su i programi koji rje5avaju
probleme robustne ili kvazikanonidke ana-
lize ( QCR , QCCR ).
2.3. Procedure za klaslfikacilu entlteta u
grupe ill klase
Da bismo mogli osobe s tezom mentalnom
retardacijom klasificirati prema manifes-
tacijama nepoZeljnih ponaSanja ili prema
karakteristikama na varijablama primarnih i
sekundarnih smetnji, mogu se predloZiti
dvije globalne metode. Te metode su:
a) Taksonomska analiza
b) Prepoznavanje uzoraka ili oblika
Postoji nekoliko stotina procedura koje
rje5avaju probleme taksonomske analize
(Tou i Gonzales, 1974). Kako se tak-
sonomska analiza primjenjuje kao pomo6na
metoda u analizi kvalitativnih i kvantitativnih
promjena (Momirovi6 isuradnici, '1978), to
6e metoda bitisadrzana u prijedlogu algorit-
ma za analizu kvalitativnih promjena pod
modelom distinktnih taksona koji 6e, u
sklopu ovoga projekta, biti prezentiran u
idu6em radu.
Ovdje se prezentira jedna metoda za
prepoznavanje uzoraka koja je primjerena
rjeSavanju problema transformacije
nepoZeljnih oblika ponasanja kod osoba s
teiom mentalnom retardacijom' Klase
uzoraka definirane su oblicima nepoleljnih
pona5anja kao kriterijem, a klasifikacija se
w5i na osnovi izmjerenih karakteristika na
varijablama primarnih i sekundarnih smetnji.
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Koeficijenti prepoznavanja procjenjuju se s
pomo6u multiple linearne regresije (Ar-
thanari i Dodge, 1981).
Neka je data matrica podataka
4 = (Xij)s, i = 1,2,...,n i j = 1,2,...,m
u vremenskojtodkit, gdje je n broj entiteta,
a m broj nezavisnih ili prediklorskih varijabli.
Y1= (Yij)t ,i= 1,2,...,ni j= 1,2,...,r
koja predstavlja izmjerene podatke u r zavis-
nih ili kriterijskih varijabli na istom uzorku
ispitanika n u nekoj vremenskoj todki t.
Generalni model prepoznavanja uzoraka
ima oblik
Yt=Xt Ft
gdje je & = (Pki)r, k=1,2,...,m ', i=1,2,...,r
matrica koeficijenta prepoznavan,ia uz m
nezavisnih varijabli i r zavisnih varijabli ili
klasa uzoraka u nekoj vremenskoj todki t.
MatricaB, dobiva se ovako:
T-l
ft = (Xt' Xt) ' Xt Yt
Prepoznavanje entiteta odnosno
kategorizacija u pojedine klase uzoraka vrsi
se ovako:
Mt=Xtft
gdjeje M1 = (m i r)t, i = 1,2,...,n ;k = 1,2,...,r
matrica alokacije ili prepoznavanja uzoraka
(Nikoli6, 1984, 1986).
Entitet pripada onoj klasi uzoraka
(kriterijskoj varijabli) r na kojoj ima najve6i
pozitivan rezultat.
Za rje5avanje problema prepoznavanja
uzoraka napisano je nekoliko programakojise
nalaze u programskoj biblioteci SRCE*SS-
MAKRO, kao, naPrimjer, SHEYTAN,
PARECON-R, PARECON, PARECON-N. ZA
potrebe woga projekta PARECON 6e biti
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prilago(len za PC AT 386 iAT 286.
2.4. Procedute za anaLzu razllka medu
uzorclma
Da bi se utvrdilo postoje li razlike medu
grupama osoba s tezom mentalnom retar-
dacijom u manifestacijama primarnih i
sekundarnih smetnji, moZe se koristiti neka
od procedura za diskriminativnu analizu ili
multivarijatnu analizu varijance. U tu svrhu
bit Ce predlozen algoritam za robustnu dis-
kriminativnu analizu lStatec i Momirovi6,
1984).
Neka je data matrica podataka Z t = (Z i i )t ,
i=1,2,...,n i i=1 ,2,...,m u vremenskoj todki t,
gdje je n broj entiteta, a m brojvarijbli.
Neka je definirana neka nominalna varijabla
N svojim kategorijama k1 ; 1 = 1,2,...,r, gdje
je r broj grupa ili subuzoraka entiteta. Za
svaki entitet e1 C P, kojije opisan nominal-
nom varijablom N C U, definirajmo vektor
B;1=(bir,biz,...,biJ
kojije konstruiran tako da ako je
e; €k1 ,bir=1
ei €kr,bir=0
Od vektora B i 1 organizirajmo jednu selek-
torsku matricu
B = (b i 1) , i=1,2,...,n;1=1 ,2,...,r,
gdje je n broj entiteta, a r broj grupa ili sub-
uzoraka.





potrebno.je rijeSiti karakteristidnu jednadZbu
G1=\ \ Xf
Zadrlimo p svojstvenih vrijednosti Lt i njima
odgovarajucih svojstvenih vektora Xt tako
da je
P=min(r-1 ,m)
gdje je r broj grupa ili subuzoraka, a m broj
varijabli.
Tako je odreden broj diskriminativnih
funkcija p. Samo za zadrLane Lt iXt izradun-
ajmo (Hotelling, 1933) mataricu glavnih
osovinautodki tkao:
Ht=Xt Lt1l2
Matrica diskriminativnih vrijednosti Lt
raduna se na ovaj nadin.
Lt=HI Ht
Matrica diskriminativnih koeficijenata
raduna se na ovaj nadin.
Ct=H, L;ttz
Centroidi grupa ili subuzoraka u svakoj
vremenskoj todki mogu se izradunati kao
Qt=Mt Gt
Matricu korelacija At izmedu varijabli i dis-
kriminativnih funkcija dobit 6emo poslije
operacija:
wt=cl Rt ct
S, = (oiag W)-1l2 w1(diag wp-t/z
F 1 = (diag w,)-'l' cl R t
At = S-rt FtM , = (diag Br B1-t Br z,
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gdje je S, matrica korelaci,ia izmedu dis-
kriminativnih dimenzija.
Najde56a procedura kola se nalazi im-
plementirana u svim glavnim statistidkim
paketima u sviietu je kanonidka dis-
kriminativna analiza. U programskoj
biblioteci Sveudili$nog radunskog centra
(SRC-e) SRCE*SS-MAKRO nalazi se
desetak razliditih programa za diskriminativ'
nu analizu i multivarijatnu analizu varijance,
kao:
ANVAR, CANDID, CANDID-G, DIANA' SDA'
DISCRIM, SSRES itd.
4. ZAKLJUEAK
Problem planiranja i kontrole transfor-
macijskog procesa koji ima svrhu, uz
pomo6 kompjutora, ublaziti manifestacije
nepoZeljnih oblika pona5anja kod djece s
teZom mentalnom retardacijom, mo6i de se
rijesiti primjenom bazidnih metoda za multi-
varijatnu statislidku analizu kao sto su:






Na osovni ovih Sest bazidnih metoda
kreirani su algoritmi za analizu kvantitativnih
i kvalitativnih promjena kojima 6e se
analizirati promjene na varijablama primar-
nih i sekundarnih smetnji, kako po inten-
zitetu, tako i u odnosima medu varijablama.
Za veli dio algoritama trebat 6e napisati
kompjutorske programe da bi se mogli im-
plementirati na PC AT 386 i AT 286.
Ocito je da sve predloZene metode nece biti
primijenjene za multivarijatnu analizu
prikupljenih podataka, nego 6e se tokom
eksperimenta birati one alternativne metode
od kojih se u datom sludaju mogu odekivati
najprecizniie i najcjelovitije informacije.
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SOME MODELS FOR THE SOLUTION OF PLANING PROBLEMS AND THE
CONTROL OF THE TRANSFORMATION PROCESSES IN THE APPLICATION
OF COMPUTERS IN PERSONS WITH DIFFICULTIES tN SOCIAL INTEGRATION
Summary
For planing, control and evaluation of the computer use in eliminating and diminishing undesired ways
of behavior in severely mentally retarded persons, six basic methods can be used. Between models
used for estimating latent structures of primar and secundar disturbances COMPONENT ANALYSIS is
one of the simplest and most efficient methods. To control the effects of the treatment it is neccesary to
estimate specification equations for the each time spot of the transformation process in the latent and
manifest space. For this purpose clasical BEGRESSION PROCEDURE AND CANONIC METHOD can
be used. For the classification of persons with severe mental retardation, according to manifestation of
primary and secondary disturbances the method for laxonomic analisis under the model of distinct
taxons can be used. Since detected undesired behaviors occur as criteria or classes of samples. The
method for RECOGNISING SAMPLES under the regression model will in this case give much better
results. The recognition and classification of severely mentally retarded persons according to their
undesired behaviors will be based on the manifestations of primar and secundar disturbances as a
predictor cluster of variables. After classifying persons in groups it is neccesary to analyze if there exist
differences between groups in manifesting primar and secundar disturbances (sensoric, perceptive.
cognitive, communicative, emotional, motivational disturbances). For this purpose the method lor the
ROBUST DISCRIMINATIVE ANALISIS will be used. On the bases of the results of the discriminative
analyses, transformation programs can be devolopped for the each group as well as for the persons
who haven't been classified according to their charaoteristics in any of existing classes and entity
groups.
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