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a b s t r a c t
Given a weight function σ(x) on [−1, 1], or more generally a positive Borel measure, the
Erdős–Turán theorem assures the convergence in Lσ2 -norm to a function f of its sequence
of interpolating polynomials at the zeros of the orthogonal polynomials or equivalently at
the nodes of the Gauss–Christoffel quadrature formulas associated with σ . In this paper
we will extend this result to the nodes of the Gauss–Radau and Gauss–Lobatto quadrature
formulas by passing to the unit circle and taking advantage of the results on interpolation
by means of Laurent polynomials at the zeros of certain para-orthogonal polynomials with
respect to the weight function ω(θ) = σ(cos θ)| sin θ | on [−π, π]. As a consequence, an
application to the construction of certain product integration rules on finite intervals of the
real line will be given. Several numerical experiments are finally carried out.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
When dealing with the theory of orthogonal polynomials with respect to a positive Borel measure µ supported on a
compact K of the complex plane, the most exhaustively studied cases correspond to the election of K as an interval [a, b] of
the real line (−∞ ≤ a < b ≤ ∞) or the unit circle, i.e., K = T := {z ∈ C : |z| = 1}. When [a, b] is a finite interval, say
[a, b] = [−1, 1], then the connection between orthogonal polynomials on the real line with respect to a measure µ(x) on
[−1, 1] and orthogonal polynomials on the unit circle with respect to the measure ν(θ) given by dν(θ) = |dµ(cos θ)| was
deduced by Szegő in his famous book [1, Theorem 11.5]. Since then, this connection has been greately exploitted to deduce
algebraic and analytic properties for sequences of orthogonal polynomials on the interval [−1, 1] starting fromknown results
for the orthogonal polynomials on the unit circle.
At the same time, in the ninety’s decade a theory concerning more general rational functions with prescribed poles than
polynomials was produced (see e.g. [2]) giving rise to the so-called orthogonal rational functions either on the real line or on
the unit circle. In this respect, a similar connection to the polynomial situation was found by A. Bultheel and collaborators
(see e.g. [3,4]). On the other hand, the so-called Szegő quadrature formulas introduced in [5] represent the analog on the
unit circle of the Gaussian formulas on [−1, 1] so that a connection between both quadrature formulaswas established in [6]
(see also [7]).
In this paper a further step in the connection between the unit circle T and the interval [−1, 1] is given by means of
the Joukowski transformation, first involving questions related to interpolation procedures and then deducing properties
of certain integration rules on finite intevals of the real line. For our purpose and without loss of generality, we will restrict
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ourselves to an absolutely continuous measure µ on [−1, 1], i.e. dµ(x) = σ(x)dx so that σ is a weight function on this
interval.
Thus, the paper has been organized as follows. In Section 2 some convention for notations and preliminary results
are considered. Section 3 is mainly concerned with the L2 convergence with respect to a weight function σ on [−1, 1]
of certain sequences of interpolating polynomials to a function f defined on this interval. When the interpolation nodes
are conveniently taken as the nodes of the Gauss, Gauss–Radau and Gauss–Lobatto formulas, then the convergence will
be proved by passing to the unit circle and dealing with the interpolation problem of 2π-periodic functions by Laurent
polynomials at the zeros of certain para-orthogonal polynomialswith respect to theweight functionω(θ) = σ(cos θ)| sin θ |
on [−π, π], extending the well-known Erdős–Turán theorem. Section 4 is concerned with the approximation of certain
integrals by means of the so-called product integration rules. Some algebraic aspects will be analyzed and a shorter and
simpler proof of a known result on convergence based upon the Gaussian nodes will be proved, taking advantage of the
results given in Section 3 and extending this convergence result when some of the nodes are located at ±1. In Section 5,
error and rate of convergence estimates for the product integration rules considered in Section 4 will be deduced and finally
in Section 6 some illustrative numerical experiments will be carried out and analyzed.
2. Preliminary results
We start this section with some convention for notations and some preliminary results. The field of complex numbers
will be denoted by C and the Riemann sphere by C = C ∪ {∞}. We denote by T := {z ∈ C : |z| = 1} the unit circle
of the complex plane and by D := {z ∈ C : |z| < 1} and E := {z ∈ C : |z| > 1} its interior and exterior, respectively.
P := C[z] is the complex vector space of polynomials in the variable z with complex coefficients, Pn := span{1, z, . . . , zn} is
the corresponding vector subspace of polynomialswith degree less than or equal to nwhileP−1 = {0} is the trivial subspace.
Λ := C[z, z−1] denotes the complex vector subspace of Laurent polynomials in the variable z and form, n ∈ Z,m ≤ n, we
define the vector subspaceΛm,n := span{zm, zm+1, . . . , zn}. For a given function f (z)we define the ‘‘substar-conjugate’’ as
f∗(z) := f (1/z) whereas for a polynomial Pn(z) ∈ Pn \ Pn−1 its reversed (or reciprocal) as P∗n (z) := znPn∗(z) = znPn(1/z).
For any u ∈ T, a polynomial P is called u-invariant if P∗(z) = uP(z). Also, the Kronecker delta symbol and the integer part
of xwill be denoted by δj,k and E[x], respectively.
Consider the space of real trigonometric polynomials of degree n,
Tn := span {cos kθ, sin kθ}nk=0 ,
whose dimension is 2n + 1. We will say that Tn(θ) ∈ Tn \ Tn−1 is of exact degree n and since Tn(θ) = Tn(θ + 2π), we
will restrict ourselves to intervals of length 2π , namely the strip −π < θ ≤ π . In Section 3 we will deal with certain
interpolation problems using an odd or even number of nodes in subspaces of Tn. In this respect, it should be recalled that a
system of continuous functions {f0, . . . , fm} on an interval [a, b] represents a Haar system on [a, b], if and only if, {f0, . . . , fk}
is a Chebyshev system on [a, b] for all 1 ≤ k ≤ m. It can be proved that Tn is a Chebyshev system on [−π, π] (see e.g. [8,
Theorem 1.2]); however, it is not a Haar system: check simply that {1, cos θ} is not a Chebyshev system. Hence, we cannot
initially assume that the interpolation problem for 2n distinct nodes on (−π, π] has always solution; see Theorem 3.1
further.
We will also deal with a weight function σ(x) on a finite interval [a, b], which will be taken, without loss of generality,
as [−1, 1]. So, σ(x) satisfies σ(x) > 0 a.e. on [−1, 1] and  1−1 σ(x)dx < ∞. Let ⟨f , g⟩σ =  1−1 f (x)g(x)σ (x)dx be for all
f , g ∈ Lσ2 ([−1, 1]) the induced inner product, ‖f ‖σ =
√⟨f , f ⟩σ be the associated norm and {πk(x)}∞k=0 denote the sequence
of orthonormal polynomials forσ(x) on [−1, 1] i.e., for all k ≥ 0, πk ∈ Pk\Pk−1, ⟨πk, πk⟩σ = 1 and for all k ≥ 1, ⟨πk, xj⟩σ = 0
with 0 ≤ j ≤ k− 1.
From the weight function σ(x) on [−1, 1], we can obtain a weight function on [−π, π] defined by
ω(θ) := σ(cos θ)| sin θ | (1)
and such that∫ 1
−1
f (x)σ (x)dx = 1
2
∫ π
−π
g(eiθ )ω(θ)dθ, g(eiθ ) = f (cos θ). (2)
Observe that it follows from (2) that if g(eiθ ) = f (cos θ), then
‖f ‖σ =
∫ 1
−1
|f (x)|2σ(x)dx
1/2
= 1√
2
∫ π
−π
g(eiθ )2 ω(θ)dθ1/2
= 1√
2
‖g‖ω. (3)
With a slight abuse of notation, the weight function ω on [−π, π] induces a weight function on T that we also denote
by ω and from the function f on [−1, 1] we define the function
g(θ) = g(eiθ ) = f (cos θ), θ ∈ [−π, π]. (4)
Observe that g is an even function or equivalently, g(z) = g(z¯) for all z ∈ T.
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Now, from the inner product induced byω on the unit circle, that is ⟨f , g⟩ω =

T f (z)g(z)ω(θ)dθ with z = eiθ and f , g ∈
Lω2 (T), we denote by {ρk(z)}∞k=0 the family of monic orthogonal polynomials with respect to ω on T, or Szegő polynomials
(see [9,1]). We denote also by {Bk(z, τk)}∞k=0 with {τk}∞k=0 ⊂ T a sequence of para-orthogonal polynomials with respect to
ω, earlier introduced in [5]. The nth polynomial Bn(z, τn) is defined to be orthogonal to the set span{z, z2, . . . , zn−1} and
characterized in terms of the Szegő polynomials as Bn(z, τn) = Cn[ρn(z)+ τnρ∗n (z)]with Cn ≠ 0. Observe also that Bn(z, τn)
is τn-invariant. The fact that such polynomials have exactly n distinct zeros on T makes them to play a crucial role in the
construction of quadrature formulas on the unit circle with the highest domain of validity, or Szegő quadrature formulas,
which are the analogs of the Gauss–Christoffel or Gaussian quadrature formulas on intervals of the real line. Here, because
of the density ofΛ in C(T) := {f : T→ C, f continuous}with respect to the uniform norm (see e.g. [10, pp. 304–305]), the
domain of validity of the Szegő rules is choosen to be a subspace of Laurent polynomials; see e.g. [11–14,5,15] for further
details.
We comment now some convention for notation throughout the rest of the paper. In order to present some of the results
on interpolation and quadrature formulas when either the nodes lie on (−1, 1) or when one or two nodes are located at±1
within a common framework, we fix r, s ∈ {0, 1} and consider a set of n+ r + s distinct nodes {xk}n+sk=1−r ⊂ [−1, 1], ordered
as xi < xj as i < j and such that
{xk}nk=1 ⊂ (−1, 1), x0 = −1 if r = 1 and xn+1 = 1 if s = 1. (5)
Thus, setting
xk = cos θk with {θk}n+sk=1−r ⊂ [0, π], θi ≠ θj when i ≠ j, (6)
we will consider also the associated set of 2n+ r + s distinct nodes {zj}2n+sj=1−r ⊂ T given by
zk = eiθk , zn+k = zk for k = 1, . . . , n, z0 = −1 if r = 1 and z2n+1 = 1 if s = 1. (7)
Finally, a usefull connection between the zeros of orthogonal polynomials on [−1, 1] and the zeros of para-orthogonal
polynomials with real coefficients is given in [6]. Indeed, the following follows from the results presented in that paper.
Theorem 2.1. Let σ(x) be a weight function on [−1, 1] and ω(θ) the symmetric weight function on [−π, π] defined by (1). Let
{xk}nk=1 be n distinct nodes on (−1, 1) and {zj}2nj=1 be the associated 2n distinct nodes on T given by setting r = s = 0 in (6)–(7).
If Bn(z, τn) denotes an nth para-orthogonal polynomial with respect to ω and τn ∈ T, then the following holds.
1. {xk}nk=1 denotes the zeros of the nth orthogonal polynomials with respect to σ(x), if and only if, {zj}2nj=1 denotes the zeros of
B2n(z, 1).
2. {xk}nk=1 denotes the zeros of the nth orthogonal polynomials with respect to (1− ax)σ (x), with a ∈ {±1} fixed, if and only if,
{a} ∪ {zj}2nj=1 denotes the zeros of B2n+1(z, a).
3. {xk}nk=1 denotes the zeros of the nth orthogonal polynomials with respect to (1− x2)σ (x), if and only if, {±1}∪ {zj}2nj=1 denotes
the zeros of B2n+2(z,−1).
3. Interpolation and L2 convergence
In this section we shall be mainly concerned with the L2 convergence with respect to a given weight function σ(x)
on [−1, 1] when considering certain sequences of interpolating polynomials to a function f (x) defined on [−1, 1]. When
the interpolation nodes are conveniently taken on [−1, 1], the convergence will be proved by extending the well-known
Erdős–Turán theorem (see e.g. [16]). Thiswill be donebypassing to theunit circle bymeans of the Joukowski transformation1
x = 12 (z+z−1), conformallymapping the unit circleT onto the interval [−1, 1] andD onto the cut Riemann sphereC\[−1, 1],
and then dealing with the interpolation problem of 2π-periodic functions by means of trigonometric polynomials or more
generally, by Laurent polynomials.
Thus, first suppose the case r = s = 0, i.e., consider n distinct nodes {xk}nk=1 ⊂ (−1, 1) and let {zj}2nj=1 ⊂ T be the
associated 2n distinct nodes given by (6)–(7). Setting Pn−1(f ; x) ∈ Pn−1 such that Pn−1(f ; xk) = f (xk) for all k = 1, . . . , n,
we will try to find a Laurent polynomial L(g; z) ∈ Λ−p,q with g given by (4) and p and q nonnegative integers such that
p+ q = 2n− 1, interpolating g at {zj}2nj=1 and satisfying Pn−1(f ; cos θ) = L(g; z) where z = eiθ . For this purpose, let us try
with p = n−1 and q = n, that is, let Ln−1(g; ·) ∈ Λ−(n−1),n be such that Ln−1(g; zj) = g(zj) for all j = 1, . . . , 2n. It is clear that
Ln−1(g; ·) is uniquely determined. Indeed, if Ln−1(g; z) = z1−nQ2n−1(z) with Q2n−1(z) ∈ P2n−1, then Q2n−1(zj) = zn−1j g(zj),
for all j = 1, . . . , 2n. Furthermore, from the symmetry it follows that Lˆn−1(g; z) := Ln−1(g; 1/z) ∈ Λ−n,n−1 also satisfies
Lˆn−1(g; zj) = g(zj) for all j = 1, . . . , 2n. Our aim is to show that Ln−1(g; z) = Lˆn−1(g; z) = Pn−1(f ; cos θ) with z = eiθ . For
it we need the following auxilliary result (see [8, Theorem 1.3]).
1 Also called the Joukowsky or Zhukovsky transform.
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Theorem 3.1. Assume {θj}2nj=1 ⊂ (−π, π] such that θj ≠ θk if j ≠ k, {yj}2nj=1 arbitrary real numbers and consider the following
interpolation problem: find Sn(θ) ∈ Tn such that
Sn(θj) = yj j = 1, . . . , 2n. (8)
Then, setting γn =∑2nj=1 θj it holds that
1. if γn ≠ kπ for any integer k, there exists a unique solution to (8) both in Tn−1 ⊕ span{cos nθ} and in Tn−1 ⊕ span{sin nθ};
2. if γn = kπ for some even integer k, there exists a unique solution to (8) in Tn−1 ⊕ span{sin nθ};
3. if γn = kπ for some odd integer k, there exists a unique solution to (8) in Tn−1 ⊕ span{cos nθ}.
We are now in a position to prove the following results.
Theorem 3.2. Let {xk}nk=1 be n distinct nodes on (−1, 1) and denote by Pn−1(f ; x) the unique polynomial in Pn−1 such that
Pn−1(f ; xk) = f (xk) for all k = 1, . . . , n, f being a real function on (−1, 1). Let {zj}2nj=1 ⊂ T be the associated 2n distinct nodes
given by setting r = s = 0 in (6)–(7) and g given by (4). Let Ln−1(g; ·) ∈ Λ−(n−1),n and Lˆn−1(g; ·) ∈ Λ−n,n−1 be such that
Ln−1(g; zj) = Lˆn−1(g; zj) = g(zj), for all j = 1, . . . , 2n. Then, Ln−1(g; z) = Lˆn−1(g; z) = Pn−1(f ; x), where x = cos θ and
z = eiθ .
Proof. Set xk = cos θk with θk ∈ (0, π), θn+k = −θk for all k = 1, . . . , n and define Mn−1(g; z) := Pn−1

f ; z+1/z2

∈
Λ−(n−1),n−1. SinceMn−1(g; zj) = Pn−1(f ; cos θj) = f (xj) = g(zj) for all j = 1, . . . , 2n, the proof is concluded. 
Remark 3.3. From the proof of Theorem 3.2, it is observed that the other possibilities of choices p < n− 1 or q < n− 1 are
rejected.
As a consequence of Theorem 3.2, for the weight functions σ(x) and ω(θ) related by (1) and from (3) we deduce the
following.
Corollary 3.4. Under the same assumptions as in Theorem 3.2, it holds that
‖f − Pn−1(f ; ·)‖σ = 1√
2
‖g − Ln−1(g; ·)‖ω = 1√
2
‖g − Lˆn−1(g; ·)‖ω.
Let us next consider simultaneously the two cases satisfying r + s = 1. Now, the situations are easier than before since
we are dealingwith an odd number of nodes onT, say 2n+1, andwe can consider the subspaceΛ−n,n. Indeed, the following
result holds.
Theorem 3.5. Let r, s ∈ {0, 1} be such that r+s = 1 and consider the set of n+1 distinct nodes {xk}nk=1 ⊂ (−1, 1) and x0 = −1
if r = 1 or xn+1 = 1 if s = 1. Let f be a real function on [−1, 1], {zj}2n+sj=1−r ⊂ T be the associated 2n+ 1 distinct nodes given by
(6)–(7) and g given by (4). Let P r,sn (f ; ·) be the interpolating polynomial to f at the nodes {xk}n+sk=1−r and Lr,sn (g; ·) ∈ Λ−n,n such
that Lr,sn (g; zj) = g(zj) = f (cos θj) for all j = 1 − r, . . . , 2n + s. Then, Lr,sn (g; ·) are Laurent polynomials with real coefficients
and it holds that P r,sn (f ; x) = Lr,sn (g; z), where x = cos θ and z = eiθ .
Proof. Setting Lr,sn (g; z) =
∑n
l=−n alz l, since Lr,sn (g; 1/z) is also a solution of the interpolation problem it follows that
Lr,sn (g; z) = Lr,sn (g; 1/z), yielding ak = a−k for all k = 0, . . . , n. Thus,
Lr,sn (g; z) = a0 +
n−
k=1
ak

zk + z−k = a0 + 2 n−
k=1
ak cos kθ
= a0 + 2
n−
k=1
akTk(x),
where Tk(x) = cos(k arccos x) = cos kθ is the Chebyshev polynomial of the first kind and of degree k. On the other
hand, set xk = cos θk and θn+k = −θk for all k = 1, . . . , n, as well θ0 = 0 if r = 1 or θn+1 = π if s = 1. Thus, we
have 2n + 1 distinct nodes on [−π, π] so that there exists a unique real trigonometric polynomial Sr,sn ∈ Tn such that
Sr,sn (θj) = g(eiθj) = f (cos θj), for all j = 1− r, . . . , 2n+ s. Furthermore, Sr,sn (−θj) = g(e−iθj) = g(eiθj) = f (cos θj), yielding
by virtue of unicity that Sr,sn is an even function and then one can write S
r,s
n (θ) =
∑n
k=0 a˜k cos kθ . From here and the unicity
the proof follows. 
Corollary 3.6. Under the same assumptions as in Theorem 3.5, it holds that
‖f − P r,sn (f ; ·)‖σ =
1√
2
‖g − Lr,sn (g; ·)‖ω.
Finally, let us consider the case r = s = 1.
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Theorem 3.7. Let {xk}n+1k=0 be n + 2 distinct nodes satisfying (5), {zj}2n+1j=0 be the associated 2n + 2 distinct nodes on T given by
setting r = s = 1 in (6)–(7), f a real function on [−1, 1] and g given by (4). Let Pn+1(f ; ·) ∈ Pn+1 such that Pn+1(f ; xk) = f (xk)
for all k = 0, . . . , n + 1 and let Ln+1(g; ·) ∈ Λ−n,n+1 such that Ln+1(g; zj) = g(zj) for all j = 0, . . . , 2n + 1. Then, it follows
that
Pn+1(f ; x) = Pn+1(f ; cos θ) = 12 [Ln+1(g; z)+ Ln+1(g; 1/z)] ,
where x = cos θ and z = eiθ .
Proof. Since Ln+1(g; z) ∈ Λ−n,n+1, then Ln+1(g; 1/z) ∈ Λ−(n+1),n and it holds that Ln+1(g; 1/zj) = Ln+1(g; zj) =
g(zj) = g(zj), for all j = 0, . . . , 2n + 1. Define Hn+1(z) := 12 [Ln+1(g; z)+ Ln+1(g; 1/z)]. Then, Hn+1 ∈ Λ−(n+1),n+1,
Hn+1(z) = Hn+1(1/z) and Hn+1(zj) = g(zj) for all j = 0, . . . , 2n + 1. If we write Hn+1(z) = ∑n+1l=−(n+1) alz l, then a−k = ak
for all k = 0, . . . , n+ 1. That is,
Hn+1(z) = a0 +
n+1−
k=1
ak

zk + z−k = a0 + 2 n+1−
k=1
ak cos kθ
= a0 + 2
n+1−
k=1
akTk(x) = P˜n+1(x) ∈ Pn+1.
Since P˜n+1(xk) = Hn+1(zk) = g(zk) = f (cos θk) = f (xk) for all k = 1, . . . , n, Hn+1(1) = f (1) and Hn+1(−1) = f (−1), it
remains to prove that the coefficients ak are real, for all k = 0, . . . , n+ 1. For it, let us consider the (2n+ 2) distinct nodes
{θj}2n+1j=0 on [−π, π] as follows: θ0 = 0, {θk}nk=1 ⊂ (0, π), θn+k = −θk and θ2n+1 = π . Making use of Theorem 3.1, we see
that γn+1 =∑2n+1j=0 θj = π . Therefore, there exists a unique real trigonometric polynomial Sn+1 of the form
Sn+1(θ) =
n−
k=0

a˜k cos kθ + b˜k sin kθ

+ a˜n+1 cos(n+ 1)θ
such that Sn+1(θj) = g(eiθj) = g(zj), for all j = 0, . . . , 2n + 1. Now, Sn+1(−θ) is a trigonometric polynomial of the same
form satisfying the same interpolation condition. Hence, Sn+1(θ) = a˜0+∑n+1k=1 a˜k cos kθ , a˜k ∈ R for all k = 0, . . . , n+ 1. By
the unicity, it follows that ak = a˜k ∈ R for all k = 0, . . . , n+ 1. 
Remark 3.8. The proof of Theorems 3.5 and 3.7 can be simplified.2 Indeed, for Theorem 3.5 we can proceed as in the proof
of Theorem 3.2 and for Theorem 3.7, observe that the proof is concluded when we obtain Hn−1 ∈ R (note that real Lagrange
interpolation problem has unique solution, always real solution). However, we prefer to keep the proofs presented because
they have some interest since they are closely related to trigonometric interpolation problems.
Corollary 3.9. Under the same assumptions as in Theorem 3.7, it holds that
‖f − Pn+1(f ; ·)‖σ ≤ 1√
2
‖g − Ln+1(g; ·)‖ω.
Proof. Observe that ‖f−Pn+1(f ; ·)‖σ = 1√2‖g−Hn+1‖ω , withHn+1(z) = 12 [Ln+1(g; z)+ Ln+1(g; 1/z)]. Setting Lˆn+1(g; z) =
Ln+1(g; 1/z), one has
‖f − Pn+1(f ; ·)‖σ = 1√
2
g + g2 − Ln+1(g; ·)+ Lˆn+1(g; ·)2

ω
≤ 1
2
√
2

‖g − Ln+1(g; ·)‖ω + ‖g − Lˆn+1(g; ·)‖ω

.
Now the proof follows since ‖g − Ln+1(g; ·)‖ω = ‖g − Lˆn+1(g; ·)‖ω . 
We conclude this sectionwith a result on convergence in the Lσ2 norm, σ(x) being aweight function on [−1, 1] andwhere
the interpolating nodes are taken as the zeros of orthogonal polynomials associated with σ . Thus, for r, s ∈ {0, 1} fixed, let
us introduce the new weight function on [−1, 1] given by
σr,s(x) = (1+ x)r(1− x)sσ(x); (9)
2 We thank a referee for pointing our attention to this.
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letπ r,sn (x) be an orthogonal polynomial of degree nwith respect to σr,s and {xr,sk }nk=1 be the zeros ofπ r,sn . Setting x1,00 = x1,10 =
−1 and x0,1n+1 = x1,1n+1 = 1, observe that {xr,sk }n+sk=1−r represents the set of zeros of the n-point Gauss–Christoffel quadrature
formula when r = s = 0, the (n + 1)-point left and right Gauss–Radau rules when r = 1, s = 0 and r = 0, s = 1,
respectively, and the (n+ 2)-point Gauss–Lobatto quadrature formula when r = s = 1. Recall here that the zeros of π r,sn (x)
are closely related to the roots of certain para-orthogonal polynomials, see Theorem 2.1.
Given the real function f (x) on [−1, 1], consider the polynomial P r,sn (f ; x) of degree n+ r + s− 1 interpolating f at the
nodes {xr,sk }n+sk=1−r .
For our purposes we need the following generalization of the Erdő’s–Turán theorem for the unit circle, which can be
found in [17],
Theorem 3.10 (Erdős–Turán Theorem for the Unit Circle). Let ω(θ) be a weight function on [−π, π] (or on T) and let g(z) be a
bounded function on T such that g(eiθ )ω(θ) is integrable on [−π, π]. For each n ≥ 1, let {zj,n}n+1j=1 be the zeros of the (n+ 1)th
para-orthogonal polynomial Bn+1(z, τn+1) with respect to ω(θ) and τn+1 ∈ T. Let Rn(g; ·) denote the interpolant in Λ−p(n),q(n)
to g at the nodes {zj,n}n+1j=1 , where p(n)+ q(n) = n and limn→∞ p(n) = limn→∞ q(n) = ∞. Then, Rn(g; ·) converges to g in the
Lω2 -norm, that is,
lim
n→∞
∫
T
|g(z)− Rn(g; z)|2 ω(θ)dθ = 0, z = eiθ .
Finally, from Corollaries 3.4, 3.6 and 3.9 and from Theorem 3.10 we can prove the following.
Theorem 3.11. Let σ(x) be aweight function on [−1, 1] and let f (x) be a bounded function on [−1, 1] such that f σ is integrable
on [−1, 1]. For each n ≥ 1, let P r,sn (f ; x) ∈ Pn+r+s−1 be the interpolating polynomial to f as defined above. Then,
lim
n→∞ ‖f − P
r,s
n (f ; ·)‖2σ = limn→∞
∫ 1
−1
f (x)− P r,sn (f ; x)2 σ(x)dx = 0.
Remark 3.12. When r = s = 0 in Theorem 3.11 we obtain the classical Erdős–Turán theorem concerning interpolation
at the Gaussian nodes for σ(x). Thus, we have seen that this result has been extended to the polynomial interpolation at
the nodes of the Gauss–Radau and Gauss–Lobatto formulas. Making use of the interpolation on the unit circle by means
of Laurent polynomials and taking as nodes the zeros of certain para-orthogonal polynomials associated with the weight
function ω(θ) given by (1) has allowed us to carry out a common framework for the different cases. On the other hand,
Theorem 3.11 was earlier proved in [18, Theorem 4.15] for the particular case σ(x) = (1− x2)−1/2.
4. An application to product integration rules
In this section we will consider a class of quadrature rules for the integral
Iα(f ) =
∫ 1
−1
f (x)α(x)dx, (10)
where α is Lebesgue integrable and f is at least Riemann integrable. Both α and f could take complex values. The integral
(10) is to be approximated by means of the so-called product integration rules (see e.g. [19–21]) of the form
Iαn (f ) =
n−
k=1
Akf (xk), (11)
where {xk}nk=1 is a preassigned set of distinct points in [−1, 1] and where the weights Ak are determined by requiring that
(11) exactly integrates any polynomial in Pn−1, or equivalently
Iαn (f ) = Iα(Pn−1(f ; ·)), (12)
with Pn−1(f ; x) the unique polynomial in Pn−1 interpolating f at the nodes {xk}nk=1.
As it is well known, the success of such rules depends on the choice of the nodes (see [21]). In this respect, when taking
{xk}nk=1 as the zeros of the nth orthogonal polynomial with respect to a certain weight function σ(x), convergence can be
assured in the class of the Riemann-integrable functions, as shown in [21, Theorem 1]. In this section, we will present a
shorter and simpler proof and extend this result when some of the nodes are located at ±1. This will be done by taking
advantage of the results given in Section 3.
We will start on a scenary as general as possible by assuming that α(x) can be a complex function and setting β(θ) :=
α(cos θ)| sin θ |. Consider first the case r = s = 0. Thus, let {xk}nk=1 be n distinct nodes on (−1, 1) and {zj}2nj=1 the associated
2n nodes on T given by (6)–(7). Now, setting
Iβ(g) =
∫ π
−π
g(eiθ )β(θ)dθ, (13)
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we can consider the following product rules for Iβ(g):
Iβ2n(g) =
2n−
j=1
λjg(zj) = Iβ(g), ∀g ∈ Λ−n,n−1 (14)
and
I˜β2n(g) =
2n−
j=1
λ˜jg(zj) = Iβ(g), ∀g ∈ Λ−(n−1),n. (15)
Observe that Iβ2n(g) = Iβ(Ln−1(g; ·)) and that I˜β2n(g) = Iβ(L˜n−1(g; ·)) with Ln−1(g; z) ∈ Λ−n,n−1, L˜n−1(g; z) ∈ Λ−(n−1),n and
Ln−1(g; zj) = L˜n−1(g; zj) = g(zj), for all j = 1, . . . , 2n. Now, we can prove the following.
Proposition 4.1. Let {xk}nk=1 be a preassigned set of distinct nodes in (−1, 1), {zj}2nj=1 the associated 2n nodes on T given by
setting r = s = 0 in (6)–(7) and Iαn (f ) be the product integration rule (11) for Iα(f ) given by (10). Then, for all k = 1, . . . , n it
follows that
Ak = λk + λn+k2 =
λ˜k + λ˜n+k
2
, (16)
where {λj}2nj=1 and {λ˜j}2nj=1 are the set of weights of Iβ2n(L) and I˜β2n(L) given by (14) and (15), respectively.
Proof. Set lk(x) ∈ Pn−1 such that lk(xj) = δj,k and define gk(z) := lk
 1
2

z + 1z
 ∈ Λ−(n−1),n−1. Then, it holds gk(zj) =
gk(zn+j) = δj,k, 1 ≤ j, k ≤ n. Since Ak = Iα(lk) = 12 Iβ(gk) the proof follows by applying the quadrature rules (14) and (15),
respectively. 
Suppose now simultaneously the two cases satisfying r+ s = 1. Let {xk}n+sk=1−r be n+1 distinct nodes satisfying (5). From
the associated 2n+ 1 distinct nodes {zj}2n+sj=1−r ⊂ T given by (6)–(7), consider the following product integration rule for Iβ(g)
given by (13):
Iβ2n+1(g) =
2n+s−
j=1−r
λjg(zj) = Iβ(g), ∀g ∈ Λ−n,n. (17)
Then, proceeding as in Proposition 4.1 we have
Proposition 4.2. Under the above conditions, let Iαn+1(f ) =
∑n+s
k=1−r Akf (xk) be the product integration rule for Iα(f ) given by
(10), based upon the nodes {xk}n+sk=1−r , with r, s ∈ {0, 1} and r + s = 1. Then,
Ak = λk + λn+k2 , k = 1, . . . , n, A0 =
λ0
2
if r = 1, An+1 = λ2n+12 if s = 1
and where {λj}2n+sj=1−r is the set of weights of the product integration rule given by (17).
A similar result hold for the case r = s = 1; see Proposition 4.5 further. Thus, when passing to the unit circle, from the
above Propositions we see that in order to compute the weights in a product rule for α(x) on [−1, 1] we must compute the
weights of a rule for β(θ) = α(cos θ)| sin θ | on T and the number of weights here is the double of the required number on
[−1, 1]. This drawback can be overcomewhendealingwith a real valued functionα. Indeed, thiswill be done as a consequene
of the following,
Proposition 4.3. Let r, s ∈ {0, 1} be fixed, {zj}2nj=1 a set of 2n distinct nodes on T\ {±1} such that zn+k = zk for all k = 1, . . . , n
and set z0 = −1 if r = 1 and z2n+1 = 1 if s = 1. Let β(θ) be a symmetric real Lebesgue integrable function on [−π, π] and set
Ir,s2n (g) =
2n+s−
j=1−r
λ
r,s
j g(zj) = Iβ(g) =
∫ π
−π
g(eiθ )β(θ)dθ, ∀g ∈ Λ−n,n−1+r+s.
Then,
1. λr,sn+k = λr,sk for all k = 1, . . . , n if r = s. Furthermore, λ1,10 , λ1,12n+1 ∈ R when r = s = 1.
2. λr,sj ∈ R for all j = 1− r, . . . , 2n+ s if r ≠ s.
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Proof. Wewill prove 2; case 1 can be shown in a similar way. From Theorem 3.5, Ir,s2n (g) = Iβ(Ln(g; ·))with Ln(g; z) ∈ Λ−n,n
such that Ln(g; zj) = g(zj) for all j = 1− r, . . . , 2n+ s. Now, Ln(g; z) =∑2n+sj=1−r lj(z)g(zj) with lj ∈ Λ−n,n and lj(zk) = δj,k.
It can be easily checked that
lj(z) =
znj Q2n+1(z)
Q ′2n+1(zj)zn(z − zj)
,
where Q2n+1(z) =∏2n+sj=1−r(z − zj) ∈ P2n+1 has real coefficients. Hence, for all j = 1− r, . . . , 2n+ s,
λ
r,s
j = Iβ(lj(z)) =
znj
Q ′2n+1(zj)
∫ π
−π
Q2n+1(z)
zn(z − zj)β(θ)dθ, z = e
iθ .
Then, since zn+k = zk for all k = 1, . . . , n, it follows that
λ
r,s
k =
znk
Q ′2n+1(zk)
∫ π
−π
Q2n+1(z)
zn(z − zk)β(θ)dθ
= z
n
n+k
Q ′2n+1(zn+k)
∫ π
−π
Q2n+1(1/z)
(z−1)n(z−1 − zn+k)β(θ)dθ.
Therefore, since β(−θ) = β(θ), making the change of variable θ = −t we see that λr,sk = λr,sn+k for all k = 1, . . . , n.
Furthermore, since z0, z2n+1 ∈ {±1}, one deduces that λr,s0 , λr,s2n+1 ∈ R. We will see now that the other λr,sj are also real.
Indeed, by writting zj = eiθj for all j = 1 − r, . . . , 2n + s, consider the set of 2n + 1 nodes {θj}2nj=1 ⊂ (−π, π) along
with θ0 = −π or θ2n+1 = π and satisfying θn+k = −θk for all k = 1, . . . , n. Then, there exists a real trigonometric
polynomial Sn ∈ Tn such that Sn(θj) = g(zj), for all j = 1 − r, . . . , 2n + s. Now, Sn(θ) = ∑2n+sj=1−r Sj(θ)g(zj) with Sj ∈ Tn
and such that Sj(θk) = δj,k. By virtue of unicity it follows that Sn(θ) = Ln(g; eiθ ) and consequently, λr,sj = Iβ(Sj) ∈ R for all
j = 1− r, . . . , 2n+ s, because both Sj and β are real. 
From Propositions 4.1–4.3 we deduce the following
Corollary 4.4. Let r, s ∈ {0, 1} be fixed and consider a set of n + r + s distinct nodes {xk}n+sk=1−r satisfying (5). Assume α(x) a
real Lebesgue integrable function on [−1, 1] and set
Ir,sn (f ) =
n+s−
k=1−r
Ar,sk f (xk) = Iα(f ) =
∫ π
−π
f (x)α(x)dx, ∀f ∈ Pn−1+r+s.
Then, if {λj}2n+sj=1−r denotes the set of weights of the quadrature rules given in Proposition 4.3, it follows that
Ar,sk = ℜ

λ
r,s
k

, ∀k = 1, . . . , n,
Ar,s0 =
λ
r,s
0
2
∈ R if r = 1, Ar,sn+1 =
λ
r,s
2n+1
2
∈ R if s = 1.
Let us now see that the weights of the rule I1,12n+2(g) in Proposition 4.3 are real indeed.
Proposition 4.5. Let {zj}2nj=1 be 2n distinct nodes on T \ {±1} such that zn+k = zk for all k = 1, . . . , n, set z0 = −1 and
z2n+1 = 1, and let β be a real symmetric Lebesgue integrable function on [−π, π] and Iβ(g) given by (13). Set
Iβ2n+2(g) =
2n+1−
j=0
λjg(zj) = Iβ(g), ∀g ∈ Λ−n,n+1,
I˜β2n+2(g) =
2n+1−
j=0
λ˜jg(zj) = Iβ(g), ∀g ∈ Λ−(n+1),n.
(18)
Then, λj = λ˜j ∈ R, for all j = 0, . . . , 2n+ 1.
Proof. Since β is real and symmetric, there exists α(x) on [−1, 1] such that β(θ) = α(cos θ)| sin θ |. For all k = 1, . . . , n,
set zk = eiθk with θk ∈ (0, π), θi ≠ θj if i ≠ j and define xk = cos θk, x0 = −1 and xn+1 = 1. Thus, we have n + 2 distinct
nodes on [−1, 1] so that for Iα(f ) given by (10) we can construct the corresponding (n+ 2)-point product rule,
Iαn+2(f ) =
n+1−
k=0
Akf (xk) = Iα(f ), ∀f ∈ Pn+1.
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Set Iˆβ2n+2(g) =
∑2n+1
j=0 λˆjg(zj), where λˆ0 = 2A0, λˆ2n+1 = 2An+1 and λˆk = Ak = λˆn+k, for all k = 1, . . . , n. Now, wewill check
the domain of validity of this quadrature formula. For it, take lwith−(n+ 1) ≤ l ≤ n+ 1, so that with z = eiθ one has
Iˆβ2n+2(z
l) =
2n+1−
j=0
λˆjz lj = 2

A0(−1)l + 12
n−
k=1
Ak

z lk + z lk

+ An+1

.
By considering for n ≥ 0 the nth Chebyshev polynomial of the first kind Tn(x) = cos(n arccos x), one can write
Iˆβ2n+2(z
l) = 2

A0T|l|(−1)+
n−
k=1
AkT|l|(xk)+ An+1T|l|(1)

= 2Iα(T|l|(x)).
On the other hand, since β(−θ) = β(θ),
Iβ(z l) =
∫ π
−π
eilθβ(θ)dθ =
∫ π
−π
cos(lθ)β(θ)dθ = 2
∫ 1
−1
T|l|(x)α(x)dx
= 2Iα(T|l|(x)).
So, it follows that Iˆβ2n+2(z l) = Iβ(z l) for all −(n + 1) ≤ l ≤ n + 1, or equivalently, Iˆβ2n+2(L) = Iβ(L) for all L ∈ Λ−(n+1),n+1.
Hence, λj = λ˜j = λˆj for all j = 0, . . . , 2n+ 1 and the proof follows. 
Finally, one could wonder whether for each n ≥ 1 the weights of the rule I0,02n (g) in Proposition 4.3 are real too. In this
respect we have the following
Proposition 4.6. Let β(θ) be a real symmetric Lebesgue integrable function on [−π, π], Iβ(g) be given by (13) and {zj}2nj=1 be a set
of 2ndistinct points onT\{±1} such that zk = zn+k for all k = 1, . . . , n. Consider Iβ2n(g) =
∑2n
j=1 λjg(zj) such that I2n(L) = Iβ(L)
for all L ∈ Λ−(n−1),n. Then, the weights {λj}2nj=1 are real, if and only if, Iβ(z−nQ2n(z)) = 0, where Q2n(z) =
∏2n
j=1(z − zj).
Proof. From Proposition 4.3 we know that λj = λn+j for all j = 1, . . . , n and
λj = Iβ(lj), lj(z) =
zn−1j Q2n(z)
Q ′2n(zj)zn−1(z − zj)
∈ Λ−(n−1),n, j = 1, . . . , 2n. (19)
Consider I2n(g) =∑2nj=1 λjg(zj). Then,
I2n(zk) =
2n−
j=1
λjzkj =
2n−
j=1
λjz−kj =
∫ π
−π
z−kβ(θ)dθ
= Iβ(zk), z = eiθ , − n ≤ k ≤ n− 1.
Hence,
λj = Iβ(l˜j), l˜j(z) =
znj Q2n(z)
Q ′2n(zj)zn(z − zj)
∈ Λ−n,n−1, j = 1, . . . , 2n, (20)
and the proof follows from (19)–(20) since
ℑ λj = zn−1j2iQ ′2n(zj)
∫ π
−π

1− zj
z
 Q2n(z)
zn−1(z − zj)β(θ)dθ
= z
n−1
j
2iQ ′2n(zj)
∫ π
−π
z−nQ2n(z)β(θ)dθ, z = eiθ , j = 1, . . . , 2n. 
Remark 4.7. Under the hypothesis of Proposition 4.6, we have already seen that Iβ2n(g) has real weights, if and only if, it is
exact in Λ−n,n. This is equivalent to the fact that the quadrature formula Iαn (f ) given by (11) for Iα(f ) given by (10), where
α(x) on [−1, 1] is such that β(θ) = α(cos θ)| sin θ |, xk = ℜ(zk) and Ak = λk for all k = 1, . . . , n, exactly integrates any
polynomial in Pn. This condition is equivalent to Iα(Rn) = 0, where Rn(x) =∏nk=1(x− xk) (proceed as in [22, pp. 101–102]).
So, making use of the Joukowsky transformation it follows that Rn(x) = z−nQ2n(z)with Q2n(z) as defined in Proposition 4.6
and x = 12 (z + z−1). Thus, Iα(Rn(x)) = 0 is equivalent to Iβ(z−nQ2n(z)) = 0.
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Now we have been mainly concerned with algebraic aspects of the product rules for Iα(f ) given by (10) under the only
assumption that the nodes are distinct, but nothing has been said about the ‘‘goodness’’ of such these rules with respect to
the numerical aspects, for instance, the convergence and the stability. For this purpose, we will make some special election
of the nodes. Indeed, let σ(x) be a weight function on [−1, 1] and consider the weight functions σr,s(x) on [−1, 1] defined
in (9) (r, s ∈ {0, 1}). For each n ≥ 1, let {xr,sk,n}nk=1 be the zeros of an orthogonal polynomial of degree n with respect to σr,s
and set x1,00,n = x1,10,n = −1 and x0,1n+1,n = x1,1n+1,n = 1. Define
Ir,sn (f ) =
n+s−
k=1−r
Ar,sk,nf (x
r,s
k,n) = Iα(f ), ∀f ∈ Pn−1+r+s. (21)
Then, we can prove the following.
Theorem 4.8. Let α(x) be a Lebesgue integrable and possibly complex function on [−1, 1] such that∫ 1
−1
|α(x)|2
σ(x)
dx <∞, (22)
σ(x) being a weight function on [−1, 1]. Then, under the above conditions, it holds that limn→∞ Ir,sn (f ) = Iα(f ) for any Riemann
integrable function f on [−1, 1].
Proof. Let P r,sn (f ; x) denote the polynomial of degree n− 1+ r + s interpolating f at the nodes {xr,sk,n}n+sk=1−r . Since Ir,sn (f ) =
Iα(P r,sn (f ; ·))we have that Iα(f )− Ir,sn (f ) = Iα(f − P r,sn (f ; ·)). Hence,Iα(f )− Ir,sn (f ) ≤ ∫ 1−1 f (x)− P r,sn (f ; x) |α(x)|dx
=
∫ 1
−1
f (x)− P r,sn (f ; x) |α(x)|√
σ(x)

σ(x)dx.
Making use of the Cauchy–Schwartz inequality and from (22) it follows thatIα(f )− P r,sn (f ; ·) ≤ M‖P r,sn (f ; ·)− f ‖σ ,
and the proof follows from Theorem 3.11. 
As indicated at the beginning of this section, the case r = s = 0 in Theorem 4.8 was earlier proved by Sloan and Smith
in [21]. Here, we have given a shorter and simpler proof and extended that result to the family of product rules based upon
the Radau and Lobatto nodes. In this respect, making use of the Banach–Steinhaus theorem (see e.g. [23, Theorem 2.5]) it
follows that there exist positive constantsMr,s such that for each n ≥ 1,
n+s−
k=1−r
Ar,sk,n ≤ Mr,s,
{Ar,sk,n}n+sk=1−r being the coefficients of the product rule defined by (21). In [21] a further step was given by showing under the
same hypothesis as in Theorem 4.8 that
lim
n→∞
n−
k=1
A0,0k,n f x0,0k,n = ∫ 1−1 f (x) |α(x)| dx. (23)
Thus, onemightwonderwhether (23) could be extended to the other product rules (21). Instead of trying to adapt the details
of the proof of Theorem 4.8 in [21], we will pass again to the unit circle by taking advantage of the following,
Theorem 4.9. Let ω(θ) be a weight function on [−π, π] and let {Bn(z, τn)}∞n=1 be a set of para-orthogonal polynomials with
respect to ω(θ) and τn ∈ T. Let {zk,n}nk=1 denote the set of zeros of Bn(z, τn) and consider
Iβn (g) =
n−
k=1
λk,ng(zk,n) = Iβ(g) =
∫ π
−π
g(eiθ )β(θ)dθ, ∀g ∈ Λ−p(n),q(n),
{p(n)}∞n=1 and {q(n)}∞n=1 being nondecreasing sequences of nonnegative integers such that p(n) + q(n) = n − 1 and
limn→∞ q(n) = limn→∞ p(n) = ∞ and β(θ) being a Borel integrable and possibly complex function on [−π, π] such that π
−π
|β(θ)|2
ω(θ)
dθ < +∞. Then,
lim
n→∞
n−
k=1
λk,n g(zk,n) = ∫ π
−π
g(eiθ ) |β(θ)| dθ
hold for all bounded Riemann integrable function g on T.
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Remark 4.10. Actually, Theorem 4.9 was proved in [24, Theorem 4.7] on a more general setting concerning quadrature
rules with preassigned nodes on T and exactly integrating rational functions with prescribed poles in the extended complex
plane and not on T. Thus, when all the poles collapse at the origin and the infinity, the rational functions become Laurent
polynomials and Theorem 4.9 can be deduced.
We are now in a position to conclude this section by proving the following.
Theorem 4.11. Let {Ir,sn (f )}∞n=1 be for fixed r, s ∈ {0, 1} the product integration rules given in (21) for Iα(f ) =
 1
−1 f (x)α(x)dx,
where α(x) is a real Lebesgue integrable function on [−1, 1] such that  1−1 |α(x)|2σ(x) dx < +∞ and σ(x) is a weight function
on [−1, 1]. Then,
lim
n→∞
n+s−
k=1−r
Ar,sk,n f xr,sk,n = ∫ 1−1 f (x)|α(x)|dx
holds for any bounded Riemann integrable function f .
Proof. We will only prove the case r = s = 1 and will also omit the super-indexes for simplicity in the notation; the other
cases can be shown in a similar way. Indeed, by Corollary 4.4 and Proposition 4.5 it follows that
A0,n = λ0,2n2 , Ak,n = λk,2n, k = 1, . . . , n, An+1,n =
λ2n+1,2n
2
,
where
Iβ2n+2(g) =
2n+1−
j=0
λj,2ng(zj,2n) = Iβ(g), ∀g ∈ Λ−n,n+1,
with λn+k,2n = λk,2n for all k = 1, . . . , n and {zj,2n}2n+1j=0 the associated 2n+ 2 distinct nodes on T.
From Theorem 2.1 we see that {zj,2n}2n+1j=0 are the zeros of the para-orthogonal polynomial B2n+2(z,−1). Thus, making
use of Theorem 4.9 with p(n) = E  n−12  and q(n) = n− 1− p(n) and with g given by (4) it finally follows that
lim
n→∞
n+1−
k=0
Ak,n f xk,n = lim
n→∞
λ0,2n
2
g(−1)+
n−
k=1
λk,2n g zk,2n+ λ2n+1,2n2 g(1)

= 1
2
lim
n→∞
2n+1−
j=0
λj,2n g zj,2n
= 1
2
∫ π
−π
g(eiθ ) |β(θ)| dθ
=
∫ 1
−1
f (x) |α(x)| dx.
This concludes the proof. 
5. Error estimates and convergence
In this section we shall be first concerned with the error estimates for the product integration rules considered in the
previous section.
Before to start, let us point out briefly some remarks on the Joukowski transformation x = 12 (z + z−1) introduced in
Section 3. The interior and exterior of the unit circle are both mapped conformally onto the extended x-plane with the
interval [−1, 1] deleted. The image of the unit circle T is the interval [−1, 1] traced from 1 to−1 and then back to 1. Setting
x = u + iv and z = ϱeiθ , then the image of the point (ϱ cos θ, ϱ sin θ) is the point  12 (ϱ + ϱ−1) cos θ, 12 (ϱ − ϱ−1) sin θ.
Thus, for 0 < ϱ1 < 1 < ϱ2, the circles Γϱi := {z ∈ C : |z| = ϱi} for i = 1, 2 maps onto the ellipses
Eϱi ≡ u =
1
2

ϱi + ϱ−1i

cos θ, v = 1
2
ϱi − ϱ−1i  sin θ,
−2π ≤ θ < 0 if i = 1, 0 ≤ θ < 2π if i = 2.
Observe that the sum of semi-axes of Eϱi are ϱ
−1
1 > 1 or ϱ2 > 1 and that the foci of Eϱi are at ±1 for i = 1, 2. When z is
solved for x, we obtain z = x±√x2 − 1.
Let α be a Lebesgue integrable and possibly complex function on [−1, 1], f be a Riemann integrable function on [−1,
1], Iα(f ) =
 1
−1 f (x)α(x)dx and σ be a weight function on [−1, 1] such that
 1
−1
|α(x)|2
σ(x) dx < ∞. For fixed r, s ∈ {0, 1},
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let {xr,sk,n}nk=1 be the zeros of the nth orthogonal polynomial with respect to the weight function on [−1, 1] given by
σr,s(x) = (1 + x)r(1 − x)sσ(x), set x1,00,n = x1,10,n = −1 and x0,1n+1,n = x1,1n+1,n = 1 and let Ir,sn (f ) be given by (21). From
Theorem 4.8, it holds that limn→∞ Ir,sn (f ) = Iα(f ). For all n ≥ 1, set
Rr,sn (f ) := Iα(f )− Ir,sn (f )
=
∫ 1
−1
f (x)α(x)dx−
n+s−
k=1−r
Ar,sk,nf (x
r,s
k,n)
= 1
2
R˜r,s2n (g) (24)
where
R˜r,s2n (g) =
∫ π
−π
g(eiθ )β(θ)dθ −
2n+s−
j=1−r
λ
r,s
j,2ng(z
r,s
j,2n). (25)
Here, g is given by (4),β(θ) = α(cos θ)| sin θ | for θ ∈ [−π, π], {zr,sj,2n}2n+sj=1−r is the associated set of 2n+r+s distinct nodes on
T3 and {λr,sj,2n}2n+sj=1−r is the set of weights of the quadrature formulas considered in Propositions 4.1–4.3. Thus, we are dealing
with a (2n+ r + s)-point product rule on the unit circle and our intention now will be to make use of some upper bounds
known in the literature for R˜r,s2n (g) in order to recover an upper bound for the error R
r,s
n (f ).
For our purposes, we could make use of the upper bounds given in [25] for analytic functions up to a finite number of
isolated poles outside T. Instead, we can take advantage of certain error bounds for analytic functions recently obtained
in [26] and concerning quadrature formulas exactly integrating rational functions with prescribed poles not on T. Thus,
when all the prescribed poles are located at the origin and infinity it follows the following (see [26]).
Theorem 5.1. Let β be a Lebesgue integrable complex function on [−π, π], I˜n(g) = ∑nk=1 λkg(zk) an n-point quadrature
formula for I˜β(g) =
 π
−π g(e
iθ )β(θ)dθ exact inΛ−p,q with p, q ≥ 0 and set R˜n(g) = I˜β(g)− I˜n(g). Assume that g is analytic in
a certain region G containing T. Then, there exist real numbers ϱ1 and ϱ2 with 0 < ϱ1 < 1 < ϱ2 such that
|R˜n(g)| ≤ ‖g‖Γϱ1∪Γϱ2 (‖β‖ + ‖In‖)

ϱ
p+1
1
1− ϱ21
+ ϱ
1−q
2
ϱ22 − 1

, (26)
where for ϱ > 0, Γϱ = {z ∈ C : |z| = ϱ}, ‖β‖ =
 π
−π |β(θ)|dθ , ‖In‖ =
∑n
k=1 |λk| and ‖g‖A = max{|g(z)| : z ∈ A} for
A ⊂ C.
We can prove now the following (compare with the approach given in [27], where the main result, Theorem 1, can be
directly deduced from Theorem 5.1).
Theorem 5.2. Let α be a Lebesgue integrable and possibly complex function on [−1, 1], Iα(f ) =
 1
−1 f (x)α(x)dx, f an analytic
function in a certain region H containing [−1, 1] and σ a weight function on [−1, 1] such that  1−1 |α(x)|2σ(x) dx < ∞. For fixed
r, s ∈ {0, 1}, let {xr,sk,n}nk=1 be the zeros of the nth orthogonal polynomial with respect to the weight function on [−1, 1] given by
σr,s(x) = (1+ x)r(1− x)sσ(x), set x1,00,n = x1,10,n = −1 and x0,1n+1,n = x1,1n+1,n = 1 and let Ir,sn (f ) be given by (21). Then there exist
ϱ > 1 such that
|Rr,sn (f )| =
Iα(f )− Ir,sn (f )
≤ 1+ ϱ
1−r−s
(ϱ2 − 1)ϱn−1
‖α‖ + ‖Ir,sn ‖ ‖f ‖Eϱ , (27)
where ‖Ir,sn ‖ =
∑n+s
k=1−r
Ar,sk,n, ‖α‖ =  1−1 |α(x)|dx, Eϱ denotes the ellipse
Eϱ =

(x, y) ∈ C : (ϱ2 + 1)−2x2 + (ϱ2 − 1)−2y2 = ϱ−2 (28)
which surrounds [−1, 1] and ‖f ‖A = max{|f (z)| : z ∈ A} for A ⊂ C.
Proof. It follows from the above considerations by taking p = n, q = n − 1 + r + s and ϱ = min{ϱ−11 , ϱ2} > 1 in
Theorem 5.1 and since ‖α‖ = 12‖β‖ and ‖Ir,sn ‖ = 12
∑2n+s
j=1−r |λr,sj,2n|, {λr,sj,2n}2n+sj=1−r being the set of weights of the quadrature
formulas considered in Propositions 4.1 and 4.2. 
3 From Theorem 2.1 this set of nodes is actually the set of zeros of the para-orthogonal polynomial B2n+r+s(z, γ ) with respect to the weight function
ω(θ) := σ(cos θ)| sin θ | on [−π, π], where γ = 1 if r = 0 or γ = −1 if r = 1.
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Next we will be concerned with estimations of the rate of convergence of the quadrature formulas Iαn (f ) previously
considered. We will pass again to the unit circle by taking advantage of the following (see [28])
Theorem 5.3. Under the hypothesis of Theorem 4.9, suppose that g is analytic in a certain region G containing T, let Γ be the
boundary of G and limn→∞ p(n)/n = r, 0 < r < 1. Then, limn→∞ |I˜β(g)− Iβn (g)|1/n ≤ κ < 1, where κ = max{κ1, κ2} being
κ1 = max
|z|r : z ∈ Γ ∩ D , κ2 = max |z|r−1 : z ∈ Γ ∩ E .
Finally we can prove the following.
Theorem 5.4. Under the hypothesis of Theorem 5.2 it holds that
lim
n→∞
Iα(f )− Ir,sn (f ) 1n ≤ ϱ−1 < 1,
where ϱ > 1 is such that f is analytic in the ellipse Eϱ ⊂ H given by (28).
Proof. Observe that g given by (4) is analytic in the annulus limited by Γϱ−1 and Γϱ . From (24) and by setting p(n) = E[n/2]
in Theorem 5.3 it follows that
lim
n→∞
Rr,sn (f ) 1n = limn→∞

1
2
 1
n
[R˜r,s2n (g) 12n ]2 = κ2 < 1,
yielding the proof with ϱ = κ−2 and κ defined as in Theorem 5.3. 
6. Numerical examples
Throughout this section some numerical experiments will be carried out in order to illustrate the effectiveness of the
quadrature formulas introduced in Section 4 when dealing with estimations of Iα(f ) =
 1
−1 f (x)α(x)dx, where α is Lebesgue
integrable on [−1, 1] and possibly complex and f is at least Riemann integrable. The computations have been done with the
aid of MAPLE r⃝ 10.4 As we have already seen, by considering an auxiliary weight function σ on [−1, 1] satisfying (22), we
can proceed by passing to the unit circle and then making use of product integration rules for Iβ(g) =
 π
−π g(e
iθ )β(θ)dθ ,
where β(θ) = α(cos θ)| sin θ | and g(eiθ ) = f (cos θ) for θ ∈ [−π, π], based upon the zeros of certain para-orthogonal
polynomials with respect to the weight function ω(θ) = σ(cos θ)| sin θ |.
For our purposes we will take σ(x) = (1− x2)−1/2; hence, ω(θ) ≡ 1 and it is very well known that the para-orthogonal
polynomials with respect to ω are explicitly given by Bn(z, τn) = zn + τn, with τn ∈ T for all n ≥ 1. Thus, the nodes of
the product integration rules we are dealing with throughout this section can be computed in an extremely simple way.
We will also take n, n+ 1 and n+ 2 nodes for the rules based upon the Gauss, Radau and Lobatto nodes associated with σ ,
respectively. In what follows we will call them Gauss-type, Radau-type and Lobatto-type quadrature formulas.
We will be concerned with the so-called Jacobi-type functions, i.e. functions of the form α(x) = (1− x)a(1+ x)b with a
and b such thatℜ(a) > −1,ℜ(b) > −1. Let us start making a comparison between the proposed quadrature formulas when
a = b = 1+ i, i.e. α(x) = (1− x2)1+i, which has been also considered in [29]. The absolute errors are displayed in Table 1
for different functions and nodes and from the results one can see that such quadrature formulas provide us acceptable
estimations. For the same function α, we will make nextly a comparison between the Lobatto-type product integration
rule and the classical Trapezoidal and Simpson rules with 11 nodes. The absolute errors are shown in Table 2 for different
functions. Again, from the results we can conclude that the Lobatto-type rule considerably improves the results in all the
cases. In Table 3 is also presented the weights and nodes of this Lobatto-type rule. In general, the complex character of the
weights is clearly shown.
In the following numerical experiment we take α(x) = (1−x2)5 andwe compare the proposed product integration rules
with the usual Gauss–Jacobi quadrature formula. The absolute errors are displayed in Table 4 for different functions and
taking n = 11. As we can see from this table, in some cases the results provided by our rules can compete with those given
by the classical Gauss–Jacobi rule. Here it should be taken into account that since we have fixed 11 nodes, the Gauss–Jacobi
quadrature formula is exact for any polynomial of degree up to 21. In Table 5 we present similar numerical experiments
but now handling the same dimension in the domain of exactness in the quadrature formulas yielding 6 and 12 nodes for
the Gauss–Jacobi and Gauss-type rules, respectively. Now the comparison is more realistic since both procedures are exact
for any polynomial of degree up to 11. Also in Table 6 we show the set of weights and nodes in the 13-point Lobatto-type
product integration rule. Now the real character of theweights is clearly shown, in accordancewith Proposition 4.5. Actually,
only two weights are negative, being precisely those corresponding to the end nodes±1.
From the results obtained on Tables 3 and 6 it should be emphasized the presence of nodes of the form ±xk and the
equality of the weights corresponding to these nodes that enable us to explain the errors which are zero indeed for the
function f (x) = sin x in Table 4. Actually, this is a consequence of the following.
4 MAPLE is a registered trademark of Waterloo Maple, Inc.
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Table 1
Absolute errors in the product integration rules for Iα(f ), where α(x) = (1− x2)1+i , f1(x) = ex , f2(x) = 1x−5 , f3(x) = 1x−2 and f4(x) = |x|.
f (x) n Gauss-type Radau (+1) type Radau (−1) type Lobatto-type
f1(x) 4 7.951E−05 2.734E−04 2.760E−04 2.221E−05
f1(x) 8 6.679E−11 4.369E−10 4.524E−10 1.512E−11
f1(x) 12 4.441E−16 8.882E−16 9.931E−16 4.441E−16
f2(x) 4 7.612E−07 2.142E−06 2.165E−06 2.124E−07
f2(x) 8 5.551E−12 1.770E−11 1.897E−11 1.282E−12
f2(x) 12 5.551E−17 4.344E−16 5.332E−16 1.144E−16
f3(x) 4 6.890E−04 7.081E−04 7.138E−04 1.947E−04
f3(x) 8 2.894E−07 3.488E−07 4.047E−07 7.679E−08
f3(x) 12 1.876E−10 3.405E−10 4.322E−10 6.109E−11
f4(x) 4 2.172E−01 1.838E−02 1.838E−02 7.660E−02
f4(x) 8 5.245E−02 5.770E−03 5.770E−03 2.106E−02
f4(x) 12 2.311E−02 2.660E−03 2.660E−03 9.900E−03
Table 2
A comparison of the absolute errors in the estimation of Iα(f ) with α(x) = (1− x2)1+i between the Lobatto-type, Trapezoidal and Simpson rules with 11
nodes.
f (x) Trapezoidal rule Simpson rule Lobatto-type rule
x2 2.322E−02 2.221E−02 0
(x2 − 2)−1 2.312E−02 2.103E−02 6.287E−07
ex
3
3.525E−02 3.146E−02 3.634E−07
|x2 − 4| 7.594E−02 6.715E−02 1.831E−15
ee
x
1.890E−01 1.752E−01 3.632E−07
ex + e−x 7.456E−02 6.811E−02 2.028E−14
ex
2−x 3.306E−02 3.072E−02 1.483E−08|x− 1.1|−1 9.365E−02 8.133E−02 5.890E−04
exp(|x− 2|−1) 4.989E−02 4.504E−02 3.678E−08
(x+ 2)i 2.166E−02 1.968E−02 5.187E−10
eix 1.408E−02 1.223E−02 9.479E−15
Table 3
The set of eleven weights and nodes in the Lobatto-type product integration rule for Iα(f ) with α(x) = (1 − x2)1+i . Here we have used Theorem 2.1 and
Proposition 4.2.
Weights Nodes
0.00173068200030+ 0.00147772835192i ±1.00000000000000
−0.00691903349088− 0.00794349850572i ±0.95105651629515
0.03105063757681− 0.05499902209421i ±0.80901699437495
0.15167700401271− 0.06889958232889i ±0.58778525229247
0.26883325999242− 0.02670304713170i ±0.30901699437495
0.31421912539220− 0.00034569937432i 0
Table 4
A comparison of the absolute errors in the estimation of Iα(f )with n = 11 and α(x) = (1− x2)5 between the proposed product integration rules and the
classical Gauss–Jacobi quadrature formula.
f (x) Gauss-type Radau (+1) type Radau (−1) type Lobatto-type Gauss–Jacobi
x2 6.939E−17 1.110E−16 4.163E−17 5.551E−17 8.970E−16
(x2 − 2)−1 1.577E−07 1.834E−08 1.834E−08 2.406E−08 8.835E−12
|x| 1.484E−02 3.172E−03 3.172E−03 2.382E−02 6.801E−03
(x+ 2)i 3.400E−10 5.772E−11 9.989E−11 1.964E−11 2.589E−15
ee
x
2.315E−07 7.185E−08 4.214E−08 1.465E−08 7.381E−14
sin(x) 3.401E−16 2.056E−16 8.470E−17 2.338E−16 1.907E−15
Table 5
A comparison of the absolute errors in the estimation of Iα(f )with α(x) = (1− x2)5 between Gauss-type product integration rules with twelve nodes and
the classical Gauss–Jacobi quadrature formula with six nodes.
f (x) Gauss-type Gauss–Jacobi
x2 5.551E−17 1.214E−16
(x2 − 2)−1 2.404E−08 1.560E−07
|x| 2.382E−02 8.418E−03
(x+ 2)i 1.964E−11 3.920E−10
ee
x
1.465E−08 2.663E−07
sin(x) 2.526E−16 1.653E−16
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Table 6
The set of weights and nodes in the 13-point Lobatto-type product integration rule for Iα(f )with α(x) = (1− x2)5 .
Weights Nodes
−0.00002295008352 ±1
0.00002267380227 ±0.96592582628907
0.00010608038606 ±0.86602540378444
0.00580586112959 ±0.70710678118655
0.05378275573457 ±0.5
0.17881253704263 ±0.25881904510252
0.26177987271001 0
Table 7
Computation time in seconds in the computation of the weights in a Lobatto-type product integration rule with α(x) = (1 − x2)1+i , either directly or by
the FFT algorithm.
Nodes Direct FFT
20 4.850E−04 3.100E−05
40 1.844E−03 7.800E−05
100 1.184E−02 1.870E−04
200 5.328E−02 4.220E−04
500 2.810E−01 1.110E−03
1 000 9.530E−01 2.359E−03
2 000 3.969E+00 5.657E−03
5 000 2.081E+01 1.381E−02
10000 8.217E+01 2.953E−02
20000 3.272E+02 6.250E−02
50000 2.031E+03 1.655E−01
100000 8.155E+03 3.534E−01
Remark 6.1. Let σ be an even weight function on [−1, 1] and set ω(θ) = σ(cos θ)| sin θ | for θ ∈ [−π, π]. Then, the
para-orthogonal polynomials Bn(z, τn) associated with ω where τn ∈ T satisfies for all n ≥ 1,
B2n(z, τ2n) = B2n(−z, τ2n) and B2n−1(−z, τ2n−1) = −B2n−1(z,−τ2n−1).
Moreover, set β(θ) = α(cos θ)| sin θ | with α a complex function on [−1, 1] and consider the product integration rules
Iβ2n(g), I
β
2n+1(g) and I
β
2n+2(g) given by (14), (17) and (18), respectively and where the nodes are taken as the zeros of the
para-orthogonal polynomials B2n(z, 1), B2n+1(z,±1) and B2n+2(z,−1) associated with ω, respectively. Here it should be
understood that for the two rules Iβ2n+1(g) given by (17) we take τ2n+1 = 1 when r = 1, s = 0 and τ2n+1 = −1 when r = 0,
s = 1. Then, it can be shown that the weights associated with two opposite nodes in Iβ2n(g) and in Iβ2n+2(g) are equal and the
weight associated with a node in Iβ2n+1(g) when r = 1, s = 0 is equal to the weight associated with its opposite in Iβ2n+1(g)
when r = 0, s = 1.
We finally comment that, since the nodes of the proposed product integration rules are the roots of a complex number
τn ∈ T, we could alternatively compute themmaking use of the explicit expressions for theweights deduced in [30]. There it
is proved that the weights can be efficiently calculated by means of the well-known Fast Fourier Transform (FFT) algorithm.
In Table 7 we present the computation time which has been required in order to compute the weights of the Lobatto-type
product integration rule either directly (Direct) or by the FFT algorithm (FFT) for different numbers of nodes.
Acknowledgement
Thework of the three authors is partially supported by Dirección General de Programas y Transferencia de Conocimiento,
Ministerio de Ciencia e Innovación of Spain under grant MTM 2008-06671. The work of the first author was made during
a stay at the Department of Computer Science, Katholieke Universiteit Leuven, and it is partially supported by the Fund of
Scientific Research (FWO), project ‘‘RAM: Rational modeling: optimal conditioning and stable algorithms’’, grant ♯G.0423.05
and the Belgian Network DYSCO (Dynamical Systems, Control, and Optimization), funded by the Interuniversity Attration
Poles Programme, initiated by the Belgian State, Science Policy Office. The scientific responsibility rests with the author. The
work of the third author has been partially supported by a Grant of Agencia Canaria de Investigación, Innovación y Sociedad
de la Información del Gobierno de Canarias.
References
[1] G. Szegő, Orthogonal polynomials, in: Amer. Math. Soc. Coll. Publ., vol. 23, Amer. Math. Soc., Providence, RI, 1975.
[2] A. Bultheel, P. González-Vera, E. Hendriksen, O. Njåstad, Orthogonal Rational Functions, in: Cambridge Monographs on Applied and Computational
Mathematics, vol. 5, Cambridge University Press, Cambridge, 1999.
R. Cruz-Barroso et al. / Journal of Computational and Applied Mathematics 235 (2010) 966–981 981
[3] A. Bultheel, R. Cruz-Barroso, K. Deckers, P. González-Vera, Rational Szegő quadratures associated with Chebyshev weight functions, Math. Comp. 78
(2009) 1031–1059.
[4] P. Van gucht, A. Bultheel, A relation between orthogonal rational functions on the unit circle and the interval [−1, 1], Commun. Anal. Theory Contin.
Fract. 8 (2000) 170–182.
[5] W.B. Jones, O. Njåstad, W.J. Thron, Moment theory, orthogonal polynomials, quadrature, and continued fractions associated with the unit circle, Bull.
Lond. Math. Soc. 21 (1989) 113–152.
[6] A. Bultheel, L. Daruis, P. González-Vera, A connection between quadrature formulas on the unit circle and the interval [−1, 1], Appl. Numer. Math.
132 (2001) 1–14.
[7] A. Bultheel, L. Daruis, P. González-Vera, Positive interpolatory quadrature formulas and para-orthogonal polynomials, J. Comput. Appl.Math. 179 (1–2)
(2005) 97–119.
[8] R. Cruz-Barroso, P. González-Vera, O. Njåstad, On bi-orthogonal systems of trigonometric functions and quadrature formulas for periodic integrands,
Numer. Algorithms 44 (2007) 309–333.
[9] B. Simon, Orthogonal polynomials on the unit circle, Part 1: Classical theory, in: Amer. Math. Soc. Coll. Publ., vol. 54.1, Amer. Math. Soc., Providence,
RI, 2005.
[10] P.J. Davis, Interpolation and Approximation, Dover Publications, New York, 1975.
[11] A. Bultheel, L. Daruis, P. González-Vera, Quadrature formulas on the unit circle with prescribed nodes and maximal domain of validity, J. Comput.
Appl. Math. 231 (2) (2009) 948–963.
[12] R. Cruz-Barroso, L. Daruis, P. González-Vera, O. Njåstad, Sequences of orthogonal Laurent polynomials, bi-orthogonality and quadrature formulas on
the unit circle, J. Comput. Appl. Math. 200 (2007) 424–440.
[13] Ya. Geronimus, Polynomials orthogonal on a circle and their applications, in: Transl. Math. Monographs., vol. 3, Amer. Math. Soc., 1954, pp. 1–78.
[14] P. González-Vera, J.C. Santos-León, O. Njåstad, Some results about numerical quadrature on the unit circle, Adv. Comput. Math. 5 (1996) 297–328.
[15] G. Szegő, On bi-orthogonal systems of trigonometric polynomials, Magyar Tud. Akad. Mat. Kutató Int. Kőzl. 8 (1963) 255–273.
[16] E.W. Cheney, Introduction to Approximation Theory, Chelsea, New York, 1966.
[17] L. Daruis, P. González-Vera, Some results about interpolation with nodes on the unit circle, Indian J. Pure Appl. Math. 31 (10) (2000) 1273–1296.
[18] R. Cruz-Barroso, P. González-Vera, F. Perdomo-Pío, On the computation of the coefficients in a Fourier series expansion, in: B.H.V. Topping, et al. (Eds.),
Innovation in Engineering Computational Technology, Saxe-Coburg Publications, Stirlingshire, Scotland, 2006, pp. 347–370.
[19] P. Rabinowitz, On the convergence of interpolatory product integration rules based on Gauss, Radau and Lobatto points, Israel J. Math. 56 (1) (1986)
66–74.
[20] P. Rabinowitz, The convergence of interpolatory product integration rules, BIT 26 (1) (1986) 131–134.
[21] I.H. Sloan, W.E. Smith, Properties of interpolatory product integration rules, SIAM J. Numer. Anal. 14 (1982) 427–442.
[22] Krylov, Approximate Calculation of Integrals, MacMillan, New York, 1962.
[23] W. Rudin, Functional Analysis, McGraw-Hill Science, 1991.
[24] A. Bultheel, P. González-Vera, E. Hendriksen, O. Njåstad, Orthogonal rational functions and interpolatory product rules on the unit circle. II. Quadrature
and convergence, Analysis 18 (1998) 185–200.
[25] J.C. Santos-León, Error bounds for interpolatory quadrature rules on the unit circle, Math. Comp. 70 (233) (2000) 281–296.
[26] B. de la Calle Ysern, P. González-Vera, Rational quadrature formulae on the unit circle with arbitrary poles, Numer. Math. 107 (2007) 559–587.
[27] B. de la Calle Ysern, Error bounds for rational quadrature formulae of analytic functions, Numer. Math. 101 (2005) 251–271.
[28] A. Bultheel, P. González-Vera, E. Hendriksen, O. Njåstad, Quadrature formulas on the unit circle and two-point Padé approximation, in: A.M. Cuyt (Ed.),
Nonlinear Numerical Methods and Rational Approximation II, Kluwer, Dordrecht, 1994, pp. 303–318.
[29] P. González-Vera, G. López-Lagomasino, R. Orive, J.C. Santos, On the convergence of quadrature formulas for complex weight functions, J. Math. Anal.
Appl. 189 (1995) 514–532.
[30] J.C. Santos-León, Product rules on the unit circle with uniformly distributed nodes. Error bounds for analytic functions, J. Comput. Appl. Math. 108
(1999) 195–208.
