ABSTRACT. We explicitly characterize when the Milnor number at the origin of a polynomial or power series (over an algebraically closed field of arbitrary characteristic) is the minimum of all polynomials with the same Newton diagram, which completes works of Kushnirenko [Kus76] and Wall [Wal99] . Given a fixed collection of n convex integral polytopes in R n , we also give an explicit characterization of systems of n polynomials supported at these polytopes which have the maximum number (counted with multiplicity) of isolated zeroes on n , or more generally, on the complement of a union of coordinate subspaces of n ; this completes the program (undertaken by many authors including Khovanskii [Kho78], Huber and Sturmfels [HS97], Rojas [Roj99]) of the extension to n of Bernstein's theorem [Ber75] on number of solutions of n polynomials on ( * ) n . Our solutions to these two problems are connected by the computation of the intersection multiplicity at the origin of n hypersurfaces determined by n generic polynomials.
INTRODUCTION
There is a vast literature on the theory of Newton polyhedra, initiated by V. I. Arnold's hypothesis that 'reasonable' invariants of objects (e.g. singularities, varieties, etc) associated to a 'typical' (system of) analytic function(s) or polynomial(s) should be computable in terms of their Newton diagrams or Newton polytopes (definition 3.1) . In this article we revisit two of the original questions that shaped this theory, namely the question of computing the Milnor number 1 of the singularity at the origin of the hypersurface determined by a generic polynomial or power series, and the question of computing the number (counted with multiplicity) of isolated zeroes of n generic polynomials in n variables. The first question was partially solved in a classical work of Kushnirenko [Kus76] and a subsequent work of Wall [Wal99] ; Bernstein [Ber75] , following the work of Kushnirenko [Kus76] , solved the second question for the 'torus' ( * ) n (where is an algebraically closed field and * := \ {0}), and many other authors (including Khovanskii [Kho78] , Huber and Sturmfels [HS97] , Rojas [Roj99] ) gave partial solutions for the case of the affine space n . Extending the approach from Bernstein's proof in [Ber75] of his theorem, we give a complete solution to the first problem, and complete the program of extending Bernstein's theorem to n (or more generally, to the complement of a union of coordinate subspaces of n ).
In [Kus76] Kushnirenko gave a beautiful expression for a lower bound on the generic Milnor number and showed that a polynomial (or power series) attains this bound in the case that its Newton diagram is convenient 2 (which means that the Newton diagram contains a point on each coordinate 1 Let f ∈ [x1, . . . , xn] , where is an algebraically closed field. Then the Milnor number µ(f ) of f at the origin is the dimension (as a vector space over ) of the quotient ring of [[x1, . . . , xn] ] modulo the ideal generated by partial derivatives of f with respect to xj's.
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Kushnirenko used the term commode in French; 'convenient' is also widely used, see e.g. [BGM12] .
axis), and it is Newton non-degenerate, i.e. the following is true (see definition 5.5 for a precise formulation):
for each weighted order 3 ν on [x 1 , . . . , x n ] with positive weights, the partial derivatives of the corresponding initial form 4 of f do not have any common zero on ( * ) n . (NND) However, it is straightforward to construct examples which show that (i) if the Newton diagram is not convenient, Newton non-degeneracy of f does not imply 'finite determinacy' of f , i.e. it does not imply that the origin is an isolated singular point of f = 0 (take e.g. f := x q 1 · · · x q n , where q is an integer ≥ 2 not divisible by char( )), (ii) even if the Newton diagram is convenient, Newton non-degeneracy is not necessary for the Milnor number to be generic (see example 5.6 ), (iii) if char( ) > 0, then there are (convenient) diagrams Γ such that no polynomial with Newton diagram Γ is Newton non-degenerate (see example 5.8).
Wall [Wal99] found another sufficient criterion, called inner Newton non-degeneracy by Boubakri, Greuel and Markwig [BGM12] , for the Milnor number to be generic. He showed that inner Newton non-degeneracy implies finite determinacy, correcting defect (i), and that Kushnirenko's formula computes the Milnor number for inner Newton non-degenerate polynomials. However, inner Newton non-degeneracy also suffers from defects (ii) and (iii) (see examples 5.7 and 5.8) , and it remained a topic of ongoing investigations to completely understand what makes the Milnor number generic (see e.g. the works of Boubakri, Greuel and Markwig [BGM12] , Greuel and Nguyen [GN12] ).
In [Kus76] Kushnirenko proved another beautiful result that the number (counted with multiplicity) of isolated solutions on ( * ) n of n generic (Laurent) polynomials f 1 , . . . , f n with identical Newton polytope P is bounded by n! Vol(P), and that the bound is attained if and only if the following nondegeneracy condition is satisfied (in which case we say that f 1 , . . . , f n are BKK non-degenerate) for each non-trivial weighted order ν on [x 1 , . . . , x n ], the corresponding initial forms of f 1 , . . . , f n do not have any common zero on ( * ) n . (BKK) Bernstein [Ber75] removed the restriction of f i 's having identical Newton polytopes. He showed that the general upper bound for the number (counted with multiplicity) of isolated solutions on ( * ) n is the mixed volume (definition 3.10) of Newton polytopes of f 1 , . . . , f n , and that the bound is attained if and only if f 1 , . . . , f n are BKK non-degenerate. A number of authors have worked on extending Bernstein's result, also known as the Bernstein-Kushnirenko-Khovanskii bound (in short BKK bound) , to the case of n ; in particular, Khovanskii [Kho78] gave a formula for the extended BKK bound in the special case that the Newton polytopes are such that generic systems have no zeroes in any (proper) coordinate subspace of n ; Huber and Sturmfels [HS97] introduced the notion of stable mixed volumes and used it to give a formula in the case that the Newton polytopes are such that generic systems have no non-isolated zeroes in n ; Rojas [Roj99] extended the method of Huber and Sturmfels to give a formula in terms of stable mixed volumes that works without any restriction on Newton 3 A weighted order corresponding to weights (ν1, . . . , νn) ∈ Z n is the map ν : [x1, . . . , xn] → Z given by ν( aαx α ) := min{ n k=1 α k ν k : aα = 0}.
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Given a weighted order ν, the initial form of f = α aαx α ∈ [x1, . . . , xn] is the sum of all aαx α such that ν(x α ) = ν(f ). polytopes 5 . However, the conditions for the attainment of the bound had not been characterized -only some sufficient conditions were known, see e.g. [Kho78, Section 4] , [Roj99, Main Theorem 2].
Main results.
All the results of this article are valid over an algebraically closed field of arbitrary characteristic. 1.1.1. Intersection multiplicity. Since the Milnor number of the singularity at the origin of f = 0 is simply the intersection multiplicity (definition 4.3) at the origin of the partial derivatives of f , the problem of understanding genericness of the Milnor number naturally leads to the problem of understanding genericness of intersection multiplicity at the origin of hypersurfaces determined by n polynomials f 1 , . . . , f n with fixed Newton diagrams. We give a complete solution to this problem:
Theorem 1.1 (Theorem 4.12). The intersection multiplicity is the minimum if and only if the following non-degeneracy condition holds:
for each weighted order ν on [x 1 , . . . , x n ] with positive weights and for each coordinate subspace K of n , the corresponding initial forms of f 1 | K , . . . , f n | K do not have any common zero on ( * ) n .
We also give a new formula for the minimum intersection multiplicity (theorem 4.6). Given a fixed collection of n diagrams in R n , it can be combinatorially characterized (corollary 4.4) if the intersection multiplicity at the origin is infinite for every collection of polynomials with these Newton diagrams; if this is not the case, then the the set of polynomials satisfying (BKK 0 ) is Zariski dense in the space of polynomials with these Newton diagrams (corollary A.4). Finally, we give a criterion which is equivalent to (BKK 0 ), but is computationally less expensive (lemma 4.14).
Milnor number.
Let f be a polynomial or a power series in n variables over , and Γ 1 , . . . , Γ n be the Newton diagrams of partial derivatives of f . Assume that the minimum intersection multiplicity at the origin of all polynomials with these Newton diagrams is finite (this can be determined combinatorially due to corollary 4.4). Then applying theorem 1.1 we show that
Theorem 1.2 (Theorem 5.3). The Milnor number of f at the origin is the minimum if and only if
∂f /∂x 1 , . . . , ∂f /∂x n satisfy (BKK 0 ), in which case we say that f is partially Milnor non-degenerate.
In particular, while (inner) Newton non-degeneracy is determined by partial derivatives of initial forms of f , partial Milnor non-degeneracy is determined by initial forms of partial derivatives of f . Note that
• A priori it is not clear if partially Milnor non-degenerate polynomials exist. Indeed, the collection of polynomials f 1 , . . . , f n which arise as derivatives of some polynomial is (contained in) a proper closed subvariety of the space of all polynomials with Newton diagrams Γ 1 , . . . , Γ n , and it is a priori conceivable that this subvariety is contained in the complement of the Zariski dense set of polynomials which satisfy (BKK 0 ). Assertion (2) of theorem 5.3 ensures that this is not the case.
• In particular, partial Milnor non-degeneracy does not suffer from any of the defects (i)-(iii). 5 The formulae that appear in [RW96, Theorem I] and [Roj99, Affine Point Theorem II] for the number of roots and intersection multiplicity are incorrect -see appendix C. However the formula from [Roj99, Corollary 1] in terms of stable mixed volumes is correct -this can be seen either by directly adapting the proof of the result of Huber and Sturmfels [HS97] to arbitrary Newton polytopes and arbitrary characteristics, or by observing that our formula (theorem 6.9), which works for all Newton polytopes and characteristics, is in the case of zero characteristic equivalent to the formula in [Roj99, Corollary 1] .
• It follows from Kushnirenko's [Kus76] and Wall's [Wal99] works that if a polynomial is Newton non-degenerate and has convenient Newton polytope, or if it is inner non-degenerate, then it is partially Milnor non-degenerate; we also give direct proofs of these results (Proposition 5.11). In Proposition 5.11 we also show that if the singularity at the origin of f = 0 is isolated, then Newton non-degeneracy implies partial Milnor non-degeneracy, i.e. Newton non-degeneracy plus finite determinacy guarantee the minimality of the Milnor number at the origin; this seems to be a new observation.
• In particular our results give an effective solution (corollary 5.4), valid for fields of arbitrary characteristic, to the following problem considered and solved in the characteristic zero case by Kushnirenko [Kus76] : Problem 1.3. Given a subset Σ of (Z ≥0 ) n , determine if there exists a power series f in n variables supported at Σ such that the Milnor number at the origin is finite. If there exists such a function, then also determine the minimum possible Milnor number of such f . 1.1.3 . Extension of the BKK bound to n . Given a fixed collection P := (P 1 , . . . , P n ) of n convex integral polytopes in R n , we characterize those systems of polynomials supported at these polytopes for which the number (counted with multiplicity) of isolated zeroes on n (or more generally, on the complement of the union of a given set of coordinate subspaces of n ) is the maximum (theorem 6.15). More precisely, we (combinatorially) divide the coordinate subspaces of n into two (disjoint) groups T P andT ′ P such that for a given system f = (f 1 , . . . , f n ) of polynomials supported at P, • for every K ∈T ′ P , if f has non-isolated roots on the 'torus' 6 of K, then the number of its isolated roots on n is less than that of a generic system.
• if K ∈T P , then the existence of non-isolated roots of f on the torus of K does not necessarily imply that the number of isolated roots of f on n is less than that of a generic system. and (b) for all K ∈T P and for all weighed orders ν on [x 1 , . . . , x n ] centered at the torus of some
We also give an equivalent version of the non-degeneracy criterion from theorem 1.4 which is computationally less expensive (lemma 6.19), and a new formula for the maximum possible number of isolated zeroes on n (theorem 6.9).
1.2.
Idea of proof of non-degeneracy criteria, and differences from Bernstein's theorem. 1 .2.1. Our proof of the correctness of non-degeneracy criteria for the intersection multiplicity at the origin and for the extension of BKK bound follows Bernstein's [Ber75] polynomial homotopy approach for the proof of correctness of BKK non-degeneracy. In particular, the basic idea of the proof of sufficiency of the non-degeneracy criteria is as follows: given a sytem f = (f 1 , . . . , f n ) of polynomials in x := (x 1 , . . . , x n ) we consider a one parameter family of systems f (x, t) =
(f 1 (x, t), . . . , f n (x, t)) of polynomials that f (x, 0) = f . If for generic t the intersection multiplicity at the origin of f 1 (x, t), . . . , f n (x, t) is smaller than that of f 1 , . . . , f n , then there is a curve C consisting of non-zero roots of f 1 (x, t), . . . , f n (x, t) for t = 0 which 'approaches the origin' as 't approaches zero'. Similarly, if for generic t the number of isolated roots of f 1 (x, t), . . . , f n (x, t) on n is greater than that of f 1 , . . . , f n , then there is a curve C consisting of isolated roots of f 1 (x, t), . . . , f n (x, t) for t = 0 such that as 't approaches zero', C either 'goes to infinity', or 'approaches' a non-isolated root of f 1 , . . . , f n . If K is the smallest coordinate subspace of n containing C and ν is an appropriate weighted order such that ν(x i ) is proportional to the order of vanishing of x i | C at the limiting point on C as t approaches 0, then the non-degeneracy criteria are violated for K and ν. 1.2.2 . Similarly, the basic idea of our proof of the necessity of the non-degeneracy criteria is as follows: given a degenerate system f = (f 1 , . . . , f n ) of polynomials and a coordinate subspace K of n such that (BKK 0 ) fails for f 1 | K , . . . , f n | K , we try to construct following Bernstein [Ber75] an explicit deformation of f (x, t) of f such that for generic t there is a non-zero root of f 1 (x, t), . . . , f n (x, t) on K which approaches the origin as t approaches zero; if this is possible, then it follows that the intersection multiplicity at the origin of a degenerate system is higher than the minimum possible value. Similarly, if the non-degeneracy criterion for the extended BKK bound fails for f 1 | K , . . . , f n | K , we try to construct a deformation f (x, t) of f such that for generic t there is an isolated root of f 1 (x, t), . . . , f n (x, t) on K which approaches either infinity or a non-isolated root of f as t approaches zero. 1.2.3 . The proof of sufficiency of (BKK 0 ) follows easily from the arguments outlined in section 1.2.1. However, the proof of necessity of (BKK 0 ) runs into a problem in the case that it fails for f 1 | K , . . . , f n | K for some coordinate subspace K such that the dimension of K is less than the number N K of f j 's which do not identically vanish on K. In that case generic systems have no solution on the 'torus' (see footnote 6) of K, so that Bernstein's deformation trick outlined in section 1.2.2 can not be executed. However, we show in lemma 7.8 that this scenario can be ignored: if
It follows that the deformation trick can be performed on K ′ . The necessity of (BKK 0 ) follows then in a straightforward way via the arguments sketched in section 1.2.2 . Regarding the non-degeneracy criterion for the extended BKK bound, however, one has to be more careful and show that for generic t the extra root of f (x, t) is in fact isolated. 1.2.4 . While the non-degeneracy criterion (BKK 0 ) for intersection multiplicity is simple and very close to the non-degeneracy criterion (BKK) for the BKK bound, the non-degeneracy criterion in theorem 1.4 for the extended BKK bound is evidently more complicated. One of the reasons for this is the presence of non-isolated zeroes: indeed, if a system of n polynomials has a non-isolated root on ( * ) n , then it follows from Bernstein's theorem that the number of isolated roots on ( * ) n is less than that of a generic system 7 . However, for the case of n , it is possible to have two systems of polynomials with identical Newton polytopes such that both have the maximum possible number of isolated roots, but one has non-isolated roots on n while the other has only isolated roots (example 2.1). More precisely, one has the following: Proposition 1.5 (A special case of corollary 6.18). Let P := (P 1 , . . . , P n ) be a collection of n convex integral polytopes in (R ≥0 ) n . Then each coordinate subspace K of n has one (and only one) of the following properties: 7 provided a generic system has at least one isolated root on ( * ) n .
( 1) It follows that while trying to detect degeneracy of f 1 , . . . , f n for the extended BKK bound, for every coordinate subspace K of n ,
• non-isolated roots of f 1 | K , . . . , f n | K should be detected only if K is as in assertion (1) of Proposition 1.5 (this is partly why condition (a) of theorem 1.4 is applied only to coordinate subspaces fromT ′ P ), and • a criterion should be formulated to detect if any isolated root of
in the set of zeroes of f 1 , . . . , f n in n (example 2.2); this is partly condition (b) of theorem 1.4. 1.3 . Idea of proof of the formulae for intersection multiplicity and the extended BKK bound.
Our formulae for intersection multiplicity (theorem 4.6) and extended BKK bound (theorem 6.9) are quite different from the formulae arrived in [HS97] and [Roj99, Corollary 1] via Huber and Sturmfels' polynomial homotopy arguments, and we do not know of any direct proof of their equivalence. Huber and Sturmfels' formulae originate from taking points in a generic fiber of the map determined by a non-degenerate system of polynomials, and tracking how many of these approach the origin (for the intersection multiplicity) or the pre-image of the origin (for the extended BKK bound). On the other hand, our formulae originate from the same approach as of Bernstein's proof of the BKK bound: given a non-degenerate system of polynomials f 1 , . . . , f n , we consider the curves in the zero set of f 2 , . . . , f n , and sum up the order at the origin (for the intersection multiplicity) or at points at infinity (for the extended BKK bound) of the restriction of f 1 along these curves. On the level of convex geometry, our formulae generalize the following (well-known) property of the mixed volume of n convex bodies P 1 , . . . , P n :
where MV denotes the mixed volume, the sum on the right hand side is over all 'directions' ω, ω(P 1 ) is the maximum of ω, v over all v ∈ P 1 , and L ω (P j ) is the 'leading face' of P j in the direction of ω. In particular, as in the case of ( * ), the expressions on the right hand sides of our formulae from theorems 4.6 and 6.9 are not symmetric in their arguments. It will be nice to have a convex geometric argument for their symmetric dependence on the input polytopes. Remark 1.6. Combining Kushnirenko's [Kus76] results with ours we see that if the Newton diagram of a polynomial f is convenient, then the Milnor number of the singularity at the origin of f = 0 is given by Kushnirenko's formula from [Kus76] iff f is Milnor non-degenerate 8 . In particular, in this case Kushnirenko's and our formulae compute the same number. However, the latter expresses the number as a sum of positive numbers, whereas the former is an alternating sum -it should be interesting to find a direct proof for the equivalence of these formulae. 8 provided there exist Newton non-degenerate or inner non-degenerate polynomials with the same diagram -which depends on the characteristic of the field. 1.4 . Organization. In section 2 we give some examples of new phenomena that one encounters when extending BKK bound from the torus to the affine space. Section 3 introduces some notations and conventions to be used throughout this article. In section 4 we state the solution to the intersection multiplicity problem, which we apply in section 5 to the problem of generic Milnor number. Section 5 also contains some open problems (problem 5.12) on Milnor non-degeneracy. In section 6 we state the results on extended BKK bound. Sections 7 to 10 are devoted to the proofs of results from sections 4 and 6. Appendix A contains some technical results on existence and deformations of systems of polynomials which satisfy certain stronger non-degeneracy conditions; we suspect these are well known to experts, but we could not find any reference in the literature. Appendix B contains a technical lemma on the algebraic definition of intersection multiplicity which we use in the proofs of computations of intersection multiplicity (theorem 4.6) and the extended BKK bound (theorem 6.9). In appendix C we give some counter examples to [RW96, Theorem I] and [Roj99, Affine Point Theorem II]. 1.5 . Acknowledgments. I thank Pierre Milman and Dmitry Kerner for reading some of the earlier drafts of this article and providing inputs which made it substantially richer and more readable.
In a sequel we apply the results of this article to the study of the general 'affine Bézout problem' of counting number of isolated solutions of an arbitrary (i.e. possibly degenerate) system of polynomials: we start from the extended BKK bound as the first approximation, and correct it in a finite number of steps to find the exact number of solutions. Explicit non-degeneracy criteria (such as the ones from this article) are required at each step to detect if the correct bound has been reached. 
Let 
(b) On the other hand, if a 1 = a 2 , b 1 = b 2 , and the rest of the coefficients are generic, then
However, all the zeroes of f 1 , . . . , f 3 on ( * ) 3 are still isolated, and Bernstein's theorem guarantees that
, and the rest of the coefficients are generic, then again {z = a 1 + b 1 xy = 0} is the positive dimensional component of V (f 1 , f 2 , f 3 ). However, (BKK) fails for the weighted order ν with weights (−1, 1, 2) for (x, y, z), and Bernstein's theorem implies that
Example 2.2. Take f 1 , f 2 ∈ [x 1 , x 2 ] such that the Newton polytope (see definition 3.1) P i of each f i contains the origin, the mixed volume MV(P 1 , P 2 ) of P 1 and P 2 is non-zero, and f 1 , f 2 are BKK non-degenerate (i.e. they satisfy (BKK)). Let f 3,1 , f 3,2 , f 4,1 , f 4,2 be arbitrary polynomials in [x 1 , x 2 ], and set
Then (a) If the coefficients of f 3,1 , f 3,2 , f 4,1 , f 4,2 are generic, then Bernstein's theorem implies that
NOTATIONS, CONVENTIONS AND REMARKS
Throughout this article, is an algebraically closed field of arbitrary characteristic and n is a positive integer.
• The support of h is Supp(h) := {α : c α = 0} ⊆ Z n .
• The Newton polytope N P(h) of h is the convex hull conv(Supp(h)) of Supp(h) in R n .
• The Newton diagram N D(h) of h is the union of the compact faces of (R ≥0 ) n + N P(h).
• 
and denote by π I : k n → k I the projection in the coordinates indexed by I, i.e.
the j-th coordinate of
For Γ ⊆ R n , we write
We denote by * the algebraic torus \ {0}, and write
We write A I for the coordinate ring where
.8 below). We will often abuse the notation and identify ν with v. Given I * ⊆ I, we say that the center of ν is ( * ) I * if
• ν i j ≥ 0 for all j, 1 ≤ j ≤ m, and • I * = {i j : ν i j = 0}. In particular, we say that ν is centered at the origin if ν i j > 0 for each j, 1 ≤ j ≤ m. If there exists j such that ν i j < 0, then we say that the ν is centered at infinity. We write V I (resp. V I 0 , V I ∞ ) for the space of all monomial valuations (resp. monomial valuations centered at the origin, monomial valuations centered at infinity) on A I . We also write V :
Definition 3.4.
A weighted degree ω on A I is the negative of a monomial valuation on A I . We say that ω is centered at infinity on A I if ω(x i ) > 0 for at least one i ∈ I, or equivalently, if −ω ∈ V I ∞ . We denote by Ω I ∞ the space of all weighted degrees centered at infinity on A I , and write Ω ∞ := Ω
[n]
∞ . Remark 3.5. We want to emphasize that by our definition the greatest common divisor of weights of each non-trivial monomial valuation or weighted degree is 1.
The initial face (resp. leading face) of Γ and the initial form (resp. leading form) of f corresponding to ν (resp. ω) are defined as
is defined as follows:
• otherwise d is the positive greatest common divisor of the non-zero elements in {k 1 , . . . , k l }.
Convention 3.9. An assertion of the form "codimension of X in Y is m", where X is a subvariety of Y and dim(Y ) < m, means that X = ∅.
Remark 3.11.
Note that according to our definition MV(P, . . . , P) = n! Vol(P). There is another convention present in the literature in which mixed volume is defined to be 1/n! times the mixed volume from our definition. We chose to follow the convention that makes our formulae simpler.
INTERSECTION MULTIPLICITY
In this section we state our results on intersection multiplicity at the origin of generic systems of n polynomials or power series in n variables. Corollary 4.4 characterizes collections of diagrams which admit polynomials with finite intersection multiplicity at the origin. Theorem 4.6 gives a formula for the minimum intersection multiplicity and Remark 4.9 describes the meaning of the terms that appear in the formula. The necessary and sufficient conditions for the attainment of the minimum intersection multiplicity are described in theorem 4.12. Lemma 4.14 gives an equivalent criterion with fewer conditions. Definition 4.1. Let G := (Γ 1 , . . . , Γ m ) be an ordered collection of diagrams in R n and I be a nonempty subset of [n] . Define
We say that
• G is I-isolated at the origin iff N I G ≥ |I|. The choice of the term isolated in definition 4.1 is motivated by the following lemma:
Proof. Note that {j :
If G is not I-isolated at the origin, then it follows that V (f 1 , . . . , f m )∩ I is defined by less than |I| elements, which implies the first assertion (note that the assumption 0 ∈ j Γ j is necessary). The second assertion follows from Bernstein's theorem.
is the dimension (as a vector space over ) of the quotient ring of
Theorem 4.6 below describes the formula for the minimum intersection multiplicity; it uses definition 4.5 which in turn uses notions from definitions 3.3 and 3.6 .
Theorem 4.6 (Formula for generic intersection multiplicity). Let Γ 1 , . . . , Γ n be diagrams in R n . Let
Then with notations as in definition 4.5,
where for each I ∈ I G ,1 ,
Convention 4.7. In this article, in particular in (3) and (5), we use the following conventions:
(a) ∞ times 0 is interpreted as 0.
(b) Empty intersection products and mixed volumes are defined as 1. In particular, the term (3) in n = 1 case, and the term
case are both defined as 1.
Note that π {1,2} (Γ j ), for each j ∈ {2, 3}, is the diagram of a linear polynomial with no constant terms. Therefore
It is straightforward to see that Γ 2 + Γ 3 has two facets with inner normals in (R >0 ) 3 , and these inner normals are ν 1 := (1, 1, 1) and ν 2 := (2, 2, 1). Then
Remark 4.9 ('Explanation' of the right hand side of (5)). Use the notations from theorem 4.6. Let
] * 0 is the sum (counted with multiplicity) of order of vanishing at the origin of restrictions of f 1 at the branches of the curves on (
Remark 4.10. It is not too hard to show that under Convention 4.7 identity (5) is equivalent to the following identity:
Given a diagram Γ and a point α in (R ≥0 ) n , we say that α is below Γ iff there exists ν ∈ V 0 such that ν(α) < ν(Γ). Identity (6) provides an easy way to see the monotonicity of intersection multiplicity, i.e. the following fact (for which we do not know of any simple algebraic proof):
Indeed, it suffices to prove the assertion for the case that Γ ′ j = Γ j for j = 2, . . . , n. Expanding the second term in the sum on the right hand side of (6) gives:
for all ν ∈ V I 0 and all I, the assertion follows. We now describe the non-degeneracy condition for the intersection multiplicity at the origin.
Definition 4.11.
• We say that polynomials
We say that polynomials f 1 , . . . , f n are G -non-degenerate iff they are G -admissible and f 1 | I , . . . , f n | I are BKK non-degenerate at the origin for every non-empty subset I of [n].
Theorem 4.12 (Non-degeneracy for intersection multiplicity).
Then the following are equivalent:
Proof. See section 7.2.
Remark 4.13. Note that we define G -non-degeneracy only in the case that
then every system of G -admissible polynomials violates the condition from definition 4.11. In view of the non-degeneracy conditions for the extended BKK bound in section 6, it seems that for the correct notion of non-degeneracy which would extend to [Γ 1 , . . . , Γ n ] 0 = ∞ case, one has to
by "the subvariety of ( * ) n defined by In ν (f i )'s has the smallest possible dimension," • and add a set of conditions analogous to property (c) of P-non-degeneracy (definition 6.14) to ensure 'correct infinitesimal intersections' of the subvarieties in the torus determined by restrictions of the polynomials to different coordinate subspaces.
In the proof of theorem 4.12 in section 7 we use the following result which shows that while testing for G -non-degeneracy one can omit certain coordinate subspaces of n .
Lemma 4.14. Let G := (Γ 1 , . . . , Γ n ) be a collection of n diagrams in R n . Define
where
Proof. This is precisely corollary 7.9.
MILNOR NUMBER
In this section we apply the results from section 4 to study Milnor number at the origin of generic polynomials or power series. We define the notion of (partial) Milnor non-degeneracy (definition 5.1) and show in theorem 5.3 that it is the correct notion of non-degeneracy in this context. As an immediate corollary we give an effective solution to problem 1.3 (corollary 5.4) . We also recall (definition 5.5) the classical notions of non-degeneracy, give examples to illustrate that they are not necessary for the minimality of Milnor number (examples 5.6 and 5.7), and give direct arguments (Proposition 5.11) to show that they are special cases of partial Milnor non-degeneracy (at least when the origin is an isolated singularity). We end this section with statements of some open problems. 
In zero characteristic partial Milnor non-degeneracy is equivalent to Milnor non-degeneracy.
Let f, Γ 1 , . . . , Γ n be as in definition 5. 1 . Let A be the space of polynomials g such that Supp(g) ⊆ Supp(f ). Recall the definition of µ(f ) from footnote 1.
Theorem 5.3 (Non-degeneracy for Milnor number at the origin).
(
Proof.
Assertions (1), (3) and (4) follow from corollary 4.4, theorems 4.6 and 4.12, and Remark 4.10. We now prove assertion (2). Without any loss of generality we may assume that
Assume without loss of generality that I = {1, . . . , k}. Take a generic g ∈ A. Due to lemma 4.14 we may also assume that ∂g/∂x j | I ≡ 0 for precisely k values of j; denote them by
+ terms with quadratic or higher order in (x k+1 , . . . , x n ) If g 0 ≡ 0, then each j i > k, and
Since g j l 's are independent of each other, and since dimension of the (convex hull of the) sum of supports of In ν (g j l )'s is smaller than k, it follows that for generic g ∈ A, V (In ν (g j 1 ) ,
Let Λ be the 'smallest' linear subspace of R n such that the support of In ν (g 0 ) is contained in a translation of Λ; let l := dim(Λ). Choose a basis
This completes the proof of assertion (2). 
In the case that either of these conditions holds, the minimum value of all
µ(f ) such that Supp(f ) = Σ is precisely [Γ 1 , . . . , Γ n ] 0 .
Relation between Milnor non-degeneracy and the classical non-degeneracy conditions. Definition 5.5 ((Inner) Newton non-degeneracy [BGM12, Section 3]). Let
We write j(f ) for the ideal generated by the partial derivatives of f . A C-polytope is a diagram containing a point with positive coordinates on every coordinate axis. If no point of Supp(f ) lies 'below' 9 P, then for a face ∆ of P, we write In ∆ (f ) := α∈∆ c α x α . An inner face of a polytope P is a face not contained in any coordinate subspace. We say that
• f is inner Newton non-degenerate with respect to a C-polytope P iff ⊲ no point in Supp(f ) lies 'below' P. ⊲ for every inner face ∆ of P and for every non-empty subset I of [n],
• f is inner Newton non-degenerate iff it is inner Newton non-degenerate with respect to a C-polytope P.
9
See the sentence immediately following identity (6) Example 5.6 (Newton non-degeneracy is not necessary for Milnor non-degeneracy). Let f := x 1 + (x 2 + x 3 ) q , where q ≥ 2 is not divisible by char( ). Then N P(f ) is convenient and f is not Newton non-degenerate. However, f is Milnor non-degenerate with µ(f ) = 1.
Example 5.7 (Inner Newton non-degeneracy is not necessary for Milnor non-degeneracy). Let f :=
Let ∆ be the facet of N D(f ) with inner normal (1, 1, 1) . Then ∆ is an inner face of N D(f ) and In ∆ (f ) = x 3 3 + x 1 (x 1 + x 2 ) 2 . it is straightforward to check that for all but finitely many characteristics (including zero),
• The origin is an isolated singular point of V (f ).
•
Example 5.8 (Diagram which admits no (inner) Newton non-degenerate polynomial). If char( ) > 0 and Γ is any diagram which has a vertex all of whose coordinates are divisible by char( ), then every polynomial with Newton diagram Γ is (inner) Newton degenerate.
We say that ν ′ is compatible with ν iff ν ′ | A I is proportional to ν.
We now give direct proofs that the classical non-degeneracy conditions are special cases of partial Milnor non-degeneracy, at least when µ(f ) < ∞. We use the following lemma, which is straightforward to verify. Proof. Note that the first assertion is a special case of the second one. Nonetheless, we start with a direct proof of the first assertion since it is easier to see. Let Γ := N D(f ) and
Therefore we can find ν ′ ∈ V 0 such that ν ′ is compatible with ν and In ν ′ (Γ) ⊂ R I . Then In ν ′ (f ) depends only on (x i : i ∈ I). Since f is Newton non-degenerate, it follows that ∂(In ν ′ (f ))/∂x i , i ∈ I, do not have any common zero in ( * ) n . Now note that for each i ∈ I such that ∂(In ν ′ (f ))/∂x i is not identically zero,
This implies that In ν ((∂f /∂x i )| I ), i ∈ I, do not have any common zero in ( * ) I , as required for partial Milnor non-degeneracy of f . Now we prove the second assertion. Assume µ(f ) < ∞ and f is not partially Milnor nondegenerate. It suffices to show that f is not Newton non-degenerate. Pick I ⊆ [n] and ν ∈ V I 0 such that In ν (∂f /∂x 1 | I ), . . . , In ν (∂f /∂x n | I ) have a common zero in ( * ) n . We may assume that I = {1, . . . , k}, 1 ≤ k ≤ n. At first consider the case that f | I ≡ 0. Pick ν ′ ∈ V 0 such that • ν ′ satisfies lemma 5.10 with m = n and
Then j(In ν ′ (f )) have a common zero in ( * ) n , so that f is not Newton non-degenerate, as required. Now assume that f | I ≡ 0. Without any loss of generality we may assume that ∂f /∂x i | I ≡ 0 iff i = k + 1, . . . , l, k < l ≤ n. Then we can write
It is straightforward to check that there are positive integers m k+1 , . . . , m n such that if ν ′ is the monomial valuation corresponding to
) have a common zero in ( * ) n , and therefore f is not Newton non-degenerate, as required.
It remains to prove the third assertion. Assume f is inner Newton non-degenerate with respect to some C-polytope P. For each i ′ ∈ I, let M i ′ be the set of integral elements in P of the form α + e i ′ with α ∈ R I (where e i ′ is the i ′ -th unit vector), and define
Given η ∈ V 0 , we write P η for the face In η (P) of P. Let ν ′ 0 ∈ V 0 be a weighted order such that
is not an inner face. Assume without loss of generality that I = {1, . . . , k}. We now modify ν ′ 0 as follows: decrease the ratio of weights of x k+1 and x 1 while keeping the ratios of weights of x j and x 1 fixed for every other x juntil the corresponding face contains a point with positive x k+1 -coordinate. Then repeat the same process for x k+2 , . . . , x n . Let ν ′ 1 be the resulting weighted order. Note that
does not contain an element with positive x i -coordinate}. Then P ν ′ 1 is not an inner face iffĨ is non-empty. Assume without loss of generality thatĨ = {l + 1, . . . , k}, 1 ≤ l ≤ k}. Define ν ′ 2 by modifying ν ′ 1 in the same way as the construction of ν ′ 1 , by decreasing relative weights of x i 's for i ∈Ĩ. Then P ν ′ 2 is an inner face containing P ν ′
1
. In particular, P
By inner non-degeneracy of f it follows that j(In P ν ′ 2 (f )) does not have any zero in ( * ) I\Ĩ . It is straightforward to check using (i) and (ii) that the partial derivatives of In P ν ′ 2 (f ) that do not identically vanish on I\Ĩ belong to the set of In ν ((∂f /∂x j )| I ), 1 ≤ j ≤ n. Since for each i ∈Ĩ, x i does not appear in the expression of In ν ((∂f /∂x j )| I ) for any j, 1 ≤ j ≤ n, it follows that In ν ((∂f /∂x j )| I ), 1 ≤ j ≤ n, do not have any common zero in ( * ) I , as required.
Problem 5.12.
(1) Find a more 'natural' definition of Milnor non-degeneracy. In particular, is it possible to replace the artificial looking condition "[Γ 1 , . . . , 
EXTENDING BKK BOUND TO COMPLEMENTS OF UNIONS OF COORDINATE SUBSPACES
In this section we extend Bernstein's theorem to the complement of an arbitrary union of coordinate subspaces in n . The main results are theorem 6.9, which gives a formula for the maximum number of isolated solutions of polynomials with given Newton polytopes, and theorem 6.15, which gives an explicit characterization of those systems of polynomials which attain this maximum. Lemma 6.19 gives an equivalent characterization involving fewer conditions. 6.1. Extended BKK bound. Throughout this section P := (P 1 , . . . , P m ) is an ordered collection of convex integral polytopes in (R ≥0 ) n . Definition 6.1. We say that f 1 , .
The following result gives combinatorial characterizations of I ⊆ [n] such that P is ( * ) I -isolated or ( * ) I -trivial. It also shows that if P is not ( * ) I -isolated, then the zeroes of every collection of P-admissible system of polynomials on ( * ) I is non-isolated.
(1) The following are equivalent: We now isolate a collection of coordinate subspaces of n such that all the isolated zeroes on n of a generic P-admissible system of polynomials lie on the complement of their union. Define
The following is an immediate corollary of Proposition 6.2.
Now we introduce some notations which will be convenient in dealing with complements of coordinate subspaces of n . We denote by V I S the set of monomial valuations ν on I which are centered at I \ I S , i.e. for which there exists S ∈ S I such that
• ν(x s ) = 0 for all s ∈ S.
• ν(x s ) > 0 for all s ∈ I \ S.
Finally, for I = [n], we write n S for
S and V S for V
[n] S . Example 6.5.
• I ∅ = I and V I ∅ = ∅; in particular n ∅ = n .
For each z ∈ n , we write [f 1 , . . . , f n ] z for the intersection multiplicity of f i 's at z, and for W ⊆ n , we define
In other words, [f 1 , . . . , f n ] W is the number (counted with multiplicity) of the zeroes of f 1 , . . . , f n on W . We also write [f 1 , . . . , f n ] iso W for the number (counted with multiplicity) of the zeroes of f 1 , . . . , f n on W which are isolated in the (possibly larger) set of zeroes of f 1 , . . . , f n on n . Note that
The following corollary is simply a reformulation of corollary 6.3 in terms of the notations introduced in definitions 6.4 and 6.6. Corollary 6.7. Let P := (P 1 , . . . , P n ) be a collection of n convex integral polytopes in (R ≥0 ) n . Let E P be as in (9). Then
Given a collection S of subsets of [n], theorem 6.9 below gives the formula for the number of isolated zeroes of a generic system of polynomials on n S . The formula uses definition 6.8; it is instructive to compare formula (13) with formula (5) from theorem 4.6. Definition 6.8. Given a collection S of subsets of [n] and a collection P := (P 1 , . . . , P n ) of n convex integral polytopes in (R ≥0 ) n , define
Theorem 6.9 (Extended BKK bound). With the notation from definition 6.8, define
where N I P is as in (8). Let Γ j be the Newton diagram of generic polynomials supported at P j , 1 ≤ j ≤ n. Then
where for each I ∈ I S ,P,1 ,
Proof. See section 10.
Example 6.10. Consider f 1 , f 2 , f 3 from example 4.8. We compute [f 1 , f 2 , f 3 ] 3 by applying theorem 6.9 with S = ∅ (recall from example 6.5 that 3 = 3 ∅ ). Let P i be the Newton polytope of f i for each i, and set P := (P 1 , P 2 , P 3 ). It is straightforward to see that E P = ∅, I S ,P,1 = {{1, 2, 3}, {3}}. Moreover, P 2 + P 3 has precisely two facets with outer normals in R 3 \ (R ≤0 ) 3 , and the outer normals are ω 1 := (1, 1, 1) and ω 2 := (2, 2, 1). It follows that
6.2. Non-degeneracy condition for the extended BKK bound. In general it is possible that a given polynomial system has an isolated zero on a coordinate subspace K of n , even though generic systems with the same Newton polytopes (as those of the given system) have no zeroes on K; for example, the system (x + y − 1, 2x − y − 2) (over a field of characteristic not equal to two) has an isolated zero on the coordinate subspace y = 0. Definition 6.11 introduces a class of coordinate subspaces for which this is not possible.
Definition 6.11. Let P := (P 1 , . . . , P n ) be a collection of n convex integral polytopes in (R ≥0 ) n . For I ⊆ [n], define N I P as in (8). We say that P is ( * ) I -exotrivial if (a) there isĨ ⊇ I such that |NĨ P | < |Ĩ|, i.e. I ∈ E P , or (b) P is ( * ) I -trivial, and there isĨ ⊇ I such that (1) P is ( * )Ĩ -trivial, (2) |NĨ P | = |Ĩ|, (3) |N I * P | > |I * | for each I * such that I ⊆ I * Ĩ . Proposition 6.12. Let P := (P 1 , . . . , P n ) be a collection of n convex integral polytopes in (R ≥0 ) n and
Proof. It is proven in lemma 8.1.
Remark 6.13. The prefix 'exo' in exotrivial is to convey that I satisfies the conclusion of Proposition 6.12 due to an 'external' reason, namely the presence of someĨ ⊇ I as in definition 6.11. The other reason for I satisfying the conclusion of Proposition 6.12 is 'internal': the presence of somẽ I ⊆ I satisfying certain properties; we omit the discussion here since it is not relevant for the purpose of this article.
Definition 6.14 introduces P-non-degeneracy, and theorem 6.15, which is the main result of this section, shows that this is the correct non-degeneracy criterion for the extended BKK bound. Definition 6.14. Let f 1 , . . . , f m , m ≥ n, be polynomials in (x 1 , . . . , x n ) and S be a collection of subsets of [n].
• We say that
• Let P := (P 1 , . . . , P n ) be a collection of n convex integral polytopes in (R ≥0 ) n . Let S be a collection of subsets of [n]. Define
• We say that polynomials f 1 , . . . , f n are P-non-degenerate on n S iff (a) They are P-admissible.
(b) For all I ∈ T ′ S ,P , f 1 | I , . . . , f n | I are BKK non-degenerate both at infinity and at (S ∪ T S ,P ) I = {S ∈ S ∪ T S ,P : S ⊆ I}.
(c) For all I ∈ T S ,P , f 1 | I , . . . , f n | I are BKK non-degenerate at T ′ I S ,P = {S ∈ T ′ S ,P : S ⊆ I}. Theorem 6.15 (Non-degeneracy condition for the extended BKK bound). Let P := (P 1 , . . . , P n ) be a collection of n convex integral polytopes in (R ≥0 ) n and f 1 , . . . , f n be P-admissible polynomials in (x 1 , . . . , x n ). Let T S ,P be as in (14) .
(2) The following are equivalent:
In particular, in this case all zeroes of f 1 , . . . , f n on n S ∪T S ,P are isolated.
Proof. See section 8.2.
Example 6.16 (Example 2.1 continued). Let P := (P 1 , P 2 , P 3 ), where P i are the Newton polytopes of f i from example 2.1. We computed in example 2.1 that [P 1 , P 2 , P 3 ] 3 = 2. Now we examine when f 1 , f 2 , f 3 are P-non-degenerate on 3 , so take S = ∅. It is straightforward to check that E P = ∅, T S ,P = {{1, 2}} and T ′ S ,P is the collection of all non-empty subsets of {1, 2, 3} excluding {1, 2}. In cases (a) and (b) of example 2.1, it is straightforward to check that f 1 , f 2 , f 3 are P-nondegenerate, so that theorem 6.15 implies that the extended BKK bound is attained in these cases, as we saw in example 2. 1 . On the other hand, in case (c) the discussion from example 2.1 shows that for I = {1, 2, 3} the BKK non-degeneracy at infinity fails with ω = (1, −1, −2); this violates condition (b) of P-non-degeneracy and therefore theorem 6.15 implies that the number of isolated zeroes of f 1 , f 2 , f 3 is less than [P 1 , P 2 , P 3 ] 3 = 2, as observed in example 2.1.
Example 6.17 (Example 2.2 continued). Let P := (P 1 , P 2 , P 3 , P 4 ), where P i are the Newton polytopes of f i from example 2.2, and let S := ∅. It is straightforward to check that E P = ∅, T S ,P = {{1, 2, 3, 4}} and T ′ S ,P is the collection of all proper non-empty subsets of {1, 2, 3, 4}. It follows that in case (b) of example 2.2, condition (c) of P-non-degeneracy fails with I = {1, 2, 3, 4} and the monomial valuation ν corresponding to weights (0, 0, 1, 2) for (x 1 , . . . , x 4 ). Theorem 6.15 therefore implies that in this case the number of isolated zeroes of f 1 , f 2 , f 3 , f 4 is less than [P 1 , P 2 , P 3 , P 4 ] 4 , as we found out in example 2.2. Theorem 6.15 implies a dichotomy among coordinate subspaces of n : Corollary 6.18. Let P = (P 1 , . . . , P n ) be a collection of n convex integral polytopes in (R ≥0 ) n and S be a collection of subsets of [n] . Assume [P 1 , . . . , P n ] n S > 0. Then for every P-admissible system f = (f 1 , . . . , f n ) of polynomials and every subset I of [n] such that I ∈ S (so that ( * ) I ⊆ n S ), (1) If I ∈ T S ,P , then the existence of non-isolated roots of f on ( * ) I does not necessarily imply
(2) If I ∈ T ′ S ,P , then the existence of non-isolated roots of f on (
Proof. This is proven in section 8. 3 .
The following result describes a criterion which is equivalent to P-non-degeneracy, but requires checking fewer conditions. Lemma 6.19. Let P := (P 1 , . . . , P n ) be a collection of n convex integral polytopes in (R ≥0 ) n and S be a collection of subsets of [n] . Define T * S ,P := {I ∈ T S ,P : |N
where N I P , T S ,P , T ′ S ,P are respectively as in (8), (14) and (15). Let f 1 , . . . , f n ∈ [x 1 , . . . , x n ]. Then the following are equivalent:
(ii) property (b) of P-non-degeneracy holds with T ′ S ,P replaced by N S ,P , (iii) property (c) of P-non-degeneracy holds with T S ,P replaced by T * S ,P . Proof. This is lemma 8.2.
Remark-Example 6.20 (Warning). In property (c) of P-non-degeneracy T ′ S ,P can not be replaced by N S ,P . Indeed, let
where a, b, c, a ′ , b ′ , c ′ are generic elements in * . Consider the ordering (w, x, y, z) of the variables. If P is the collection of newton polytopes of f 1 , . . . , f 4 , then T S ,P (resp. T ′ S ,P ) is the collection of all subsets of {1, 2, 3, 4} containing (resp. not containing) 1. It is straightforward to check that (c) of of P-non-degeneracy on 4 fails with I = {1, 2, 3, 4} and ν = (1, 0, 1, 1) and therefore the the number of isolated solutions of f 1 , . . . , f 4 on 4 is less than [P 1 , P 2 , P 3 ] iso 4 . However, if T ′ S ,P is replaced by N S ,P in (c), then this system would be P-non-degenerate on 4 .
PROOF OF THE NON-DEGENERACY CONDITION FOR INTERSECTION MULTIPLICITY
In this section we prove theorem 4.12 following the outline in section 1.2. We start with clarifying what we mean by a 'branch' of a curve and the corresponding 'initial coefficients' of the (restrictions of) coordinate functions. The initial coefficients of a branch corresponds in an obvious way to a common zero of the corresponding initial forms of polynomials defining the curve (lemma 7.4), and this is in a sense the basic observation behind Bernstein's non-degeneracy conditions. In lemmas 7.6 and 7.7 we compile some (straightforward) facts about weighted blow-ups at the origin. The main technical result of section 9.1 is lemma 7.8 which is our key to circumvent the problem outlined in section 1.2.3 . In section 7.2 we use these results to prove theorem 4.12.
Preparatory results.
Definition 7.1. Let C be a (possibly reducible) curve on a variety X. Let π C ′ : C ′ → C be a fixed desingularization of C andC ′ be a fixed non-singular compactification of C ′ . A branch of C is the germ of a point z ∈ C ′ , i.e. it is an equivalence class of the equivalence relation ∼ on pairs B := (Z, z) such that
• Z is an open subset of an irreducible component ofC ′ and z ∈ Z.
In the case that z ∈ π −1 C ′ (O) for some O ∈ C, we say that B is a branch at O. If z ∈C ′ \ C, we say that B is a branch at infinity (with respect to X). Definition 7.2. Assume X ⊆ n . Let B := (Z, z) be a branch of a curve C ⊆ X. Identify Z * := Z \ z with its image on C and let I B := {i : x i | Z * ≡ 0}. Note that I B is the smallest coordinate subspace of n which contains Z * . For f ∈ [x 1 , . . . , x n ], we write f | B for f | Z * and ν B (f ) for ord z (f | B ). Let I := I B and d := gcd(ν B (x i ) : i ∈ I B ). We denote by ν I B the monomial valuation in V I corresponding to weights ν B (x i )/d for x i for each i ∈ I. Fix an arbitrary element φ B in (X) such that φ B | B is well defined and ord z (φ| B ) = 1. Define
Note that In(B) depends on the choice of φ B . In all cases below, whenever a branch B is considered, the corresponding φ B is assumed to be fixed in the beginning; in other words, branches are to be understood as triplets (Z, z, φ).
Remark 7. 3 . In general ν I B is not the restriction of ν B to the coordinate ring A I of I . Indeed, ν I B is a monomial valuation, but unless B is a coordinate axis, ν B | A I is not even a discrete valuation, e.g. if f is a non-zero polynomial in A I that vanishes on B, then ν B (f ) = ∞.
If char( ) = 0, then the weights of ν I B are proportional to the exponents of initial terms of Puiseux series expansions of x j determined by B and In(B) is (up to multiplication by a non-zero constant) the vector of coefficients of these initial terms. The following lemma states the fact, which is straightforward to verify, that In(B) is a common zero of the initial forms (corresponding to ν I B ) of all polynomials which vanish on B. 
. Now we interpret common zeroes of initial forms of f j 's in terms of weighted blow-ups of n at the origin. Definition 7.5. Let ν ∈ V 0 . The ν-weighted blow up X ν at the origin with respect to (x 1 , . . . , x n )-coordinates is the blow up of n at the ideal q N generated by all monomials x α in (x 1 , . . . , x n ) such that ν(x α ) = N p, where p := lcm(ν 1 , . . . , ν n ) and N is a sufficiently large integer. The exceptional divisor E ν has a natural structure of the weighted projective space P(ν 1 , . . . , ν n ) with (weighted) homogeneous coordinates [x 1 : · · · : (1) z is a common zero of
is in the intersection on X ν of the strict transforms of {f j = 0}.
(1) X ν can be identified with the strict transform of 
Our next result (lemma 7.8) plays a crucial role in this article; it is the key to lemmas 4.14 and 6.19 which state that when testing for our non-degeneracy conditions, we may omit the coordinate subspaces which are problematic for the reason described in section 1.2.3.
Lemma 7.8. Let I be a non-empty subset of
Then there existsĨ I andν ∈ VĨ such that (3) ν is compatible with ν.
Proof. We may assume without any loss of generality that I = {1, . . . , k} and T I = {1, . . . , l}, 1 ≤ k < n, l < n − k. Let a := π I (u). Then a = (a 1 , . . . , a k , 0, . . . , 0) for some a 1 , . . . , a k ∈ * . At first consider the case that ν is the trivial valuation. Assumption (2) then says that a is a common zero of f 1 , . . . , f m in ( * ) I . Let (z 1 , . . . , z n ) be the translation of (x 1 , . . . , x n ) by a, i.e.
Let X ν * be the weighted blow up of n at a in (z 1 , . . . , z n ) coordinates corresponding to a monomial valuation ν * such that
Let E ν * be the exceptional divisor of the blow up X ν * → n . Pick a point a ′ on the intersection of E ν * with the strict transform Y ′ of ( * ) I . Since
This proves the lemma for the case that ν is the trivial valuation.
Now assume ν is not the trivial valuation. Note that the hypotheses and conclusions do not change if we multiply any of the f j 's by a monomials in (x i : i ∈ I). It follows that after a monomial change of coordinates on ( * ) I we may assume that
Assumption (2) then implies that f 1 , . . . , f m have a common zero a = (a 1 , . . . , a k−1 , 0, . . . , 0) with a 1 , . . . , a k−1 ∈ * . Now consider the translation (z 1 , . . . , z n ) of (x 1 , . . . , x n ) by a, and define X ν * , E ν * and Y ′ as in the proof of the trivial case. Then there is an affine open subset U of X ν * with coordinates
Now the same arguments as in the proof of the trivial case complete the proof.
Let G := (Γ 1 , . . . , Γ n ) be a collection of n diagrams in R n . Define N G and N I G as in (7) and (2).
Corollary 7.9 (Lemma 4.14). Let
Proof. We may assume [Γ 1 , . . . , Γ n ] 0 = 0 (since otherwise both assertions are always true). We only have to prove (2) ⇒ (1). It suffices to prove the following claim: "if there is
We prove the claim by induction on n − |I|. If |I| = n, then I ∈ N G , so there is nothing to prove. Now assume that the claim is true whenever
Then lemma 7.8 implies that there existsĨ I such that f 1 | Ĩ , . . . , f n | Ĩ are BKK degenerate at the origin. Since |Ĩ| > k, we are done by induction.
Proof of theorem 4.12.
In view of corollary 4.4 it suffices to treat the case that 0 < [Γ 1 , . . . , Γ n ] 0 < ∞. At first we establish that G -non-degeneracy is sufficient for the intersection multiplicity to be generic. Convention 7.10. Below sometimes we work with n+1 with coordinates (x 1 , . . . , x n , t). In those cases we usually denote the coordinates of elements of n+1 as pairs, with the last component of the pair denoting the t-coordinate. In particular, the origin of n+1 is denoted as (0, 0). Let f 1 , . . . , f n and g 1 , . . . , g n be two systems of G -admissible polynomials such that 7.4 implies that f i 's are G -degenerate. So we may assume that [f 1 , . . . , f n ] 0 < ∞. Let Z be the subscheme of n+1 defined by polynomials h i : .8 implies that there exists an open subsetŨ of n+1 containing (0, 0) and (0, 1) such that (i)Z := Z ∩Ũ has dimension 1.
Claim 7.11.
(ii) No irreducible component ofZ is 'vertical', i.e. contained in a hyperplane of the form {t = ǫ} for some ǫ ∈ . (iii) For generic ǫ ∈ , the points onZ ∩ {t = ǫ} are isolated zeroes of
SinceZ is a complete intersection, we can writeZ = m iZi , whereZ i 's are irreducible compoents ofZ and m i 's are intersection multiplicities of h 1 , . . . , h n alongZ i 's. We may assume thatZ 1 is the line {0} × . For each ǫ ∈ , let H ǫ := V (t − ǫ) ⊆ n+1 . Then
It follows that
Since H 0 intersectsZ properly, it follows that there is another irreducible componentZ 2 ofZ such that 
Since ν is a (positive multiple of some) valuation in V I 0 , it follows that f i 's are Gdegenerate, as required.
It remains to prove that G -non-degeneracy is necessary for the intersection multiplicity to be generic. Take f 1 , . . . , f n which are not G -non-degenerate. We have to show that [f 1 , .
Let N G and N I G be as in (7) and (2). Corollary 7.9 implies that there is I ∈ N G and ν ∈ V I 0 such that
where ν j := ν(x j ) and ν ′ j is an integer greater than ν j , 1 ≤ j ≤ k. Note that c(0) = 0 and c(t) ) and t −µ j (g j (c(t)) are polynomials in t. Let U be a neighborhood of the origin on n such that the origin is the only point in
Identity (19) implies that (iv) h j (x, 0) is a non-zero constant times f j for each j, 1 ≤ j ≤ k.
Let Z be the subscheme of U ×T defined by h j (x, t), 1 ≤ j ≤ n. LetZ be the union of the irreducible components of Z containing (0, 0). Since 0 is an isolated point on V (f 1 | I , . . . , f k | I ), it follows that (0, 0) is an isolated point of Z ∩ {t = 0}. This implies thatZ has pure dimension one. In particular,
SinceZ is a complete intersection, we can writeZ = m iZi , whereZ i 's are irreducible components ofZ and m i 's are intersection multiplicities of h 1 , . . . , h n alongZ i 's. We may assume thatZ 1 = Z t andZ 2 =C. For each ǫ ∈ T , let H ǫ be the hypersurface U × {ǫ} in U × T . Then for all ǫ ∈ T * ,
where [h 1 | t=ǫ , . . . , h n | t=ǫ ] 0 is the intersection multiplicity at the origin of h 1 | t=ǫ , . . . , h n | t=ǫ . Now choose a neighborhoodŨ of (0, 0) in U × T such that Z ∩Ũ ∩ H 0 consists of only {(0, 0)}. Since H 0 intersects eachZ i properly, it follows by (iv) and definition of intersection multiplicity that
PROOF OF NON-DEGENERACY CONDITIONS FOR THE EXTENDED BKK BOUND
In this section we prove theorem 6.15 following the approach outlined in section 1.2. In section 8.1 we study properties of exotrivial coordinate subspaces and prove lemma 6.19. The main technical result of section 8.1 is lemma 8.3 which is the basis for property (c) of P-non-degeneracy. In section 8.2 we use these results to establish theorem 6.15 8. 1 . Some properties of exotrivial coordinate subspaces. Throughout this section P := (P 1 , . . . , P n ) is a collection of n convex integral polytopes in (R ≥0 ) n , f 1 , . . . , f n are P-admissible polynomials in (x 1 , . . . , x n ), and S is a collection of subsets of [n]. In the proof of the result below we use the notion of complete BKK non-degeneracy (definition A.1).
Lemma 8. 1 ( 6.12) . Let I ⊆ [n]. If P is ( * ) I -exotrivial, then the zero set of f 1 , . . . , f n on n has no isolated point on ( * ) I . Proof . If there existsĨ ⊇ I such that |NĨ P | < |Ĩ|, then the statement is clear; so assume P is ( * ) Itrivial and there isĨ ⊇ I as in property (b) of definition 6.11. By restricting all f j 's to Ĩ , we may assume thatĨ = [n]. Let V f be the set of isolated zeroes of f 1 , . . . , f n in n . It suffices to consider the case that V f = ∅.
Let g 1 , . . . , g n be P-admissible polynomials which are completely BKK non-degenerate on n (corollary A.4). Let
there exists an open subsetŨ of n+1 containing V f × {0} which satisfies properties (i)-(iii) from the proof of Claim 7.11. LetZ := V (h 1 , . . . , h n ) ∩Ũ and H ǫ := V (t − ǫ) ⊆ n+1 , ǫ ∈ . Let Z,H ǫ be the closures respectively ofZ, H ǫ in P n × P 1 . Pick z ∈ V f and an irreducible component Z * ofZ containing (z, 0). Since Z * intersectsH 0 properly, and sinceH 0 is linearly equivalent tō H 1 , it follows that Z * intersectsH 1 as well. Pick a branch B of Z * at (z * , 1) ∈ Z * ∩H 1 . Let I := I B ⊆ [n + 1],ν := νĨ B (definition 7.2), I * :=Ĩ ∩ [n] and ν * :=ν| A I * . Since g j and f j have the same Newton polytope for each j, it follows thatν(f j ) =ν(g j ) = ν * (g j ). Sinceν(t − 1) > 0, it follows thatν(t) = 0 and Inν(h j | Ĩ ) = t In ν * (g j | I * ), 1 ≤ j ≤ n. Lemma 7.4 then implies that In ν * (g 1 | I * ), . . . , In ν * (g n | I * ) have a common zero in ( * ) I * . But then P is not ( * ) I * -trivial (lemma A.2). By our assumption on I it follows that I * I. Since z is in the closure of ( * ) I * in n , it follows that z ∈ ( * ) I , as required. . . . , x n ] and the notations be as in lemma 6.19. Then (1) property (b) of P-non-degeneracy holds iff it holds with T ′ S ,P replaced by N S ,P , (2) property (c) of P-non-degeneracy holds iff it holds with T S ,P replaced by T * S ,P . Proof. Since N S ,P ⊆ T ′ S ,P , for assertion (1) we only have to show the (⇐) implication. It follows by definition 6.11 that for every I ∈ T ′ S ,P \ N S ,P , there existsĨ ∈ N S ,P such that I Ĩ and |N I * P | > |I * | for each I * such that I I * Ĩ . 6.2 implies that |NĨ P | = |Ĩ|. Since restricting all f j 's to Ĩ yields a system with the same number of non-zero polynomials as the number of variables, it suffices to prove the following claim: "if there is I ⊆ [n] such that |N I | > |I| and f 1 | I , . . . , f n | I are BKK degenerate at infinity (resp. at (S ∪ T S ,P ) I ), then there isĨ I such that f 1 | Ĩ , . . . , f n | Ĩ are BKK degenerate at infinity (resp. at (S ∪ T S ,P )Ĩ )." This follows by an immediate application of lemma 7.8, completing the proof of assertion (1). Assertion (2) follows from a similar application of lemma 7.8. Lemma 8.3 and corollary 8.4 below are key to property (c) of P-non-degeneracy.
Proof. It is straightforward to check that π I (a) is in V (f 1 , . . . , f n ); we only have to show that it is non-isolated in there. 6.2 implies that there is J ⊆ [n] such that p := dim( j∈J P j ) < |J|. Let Π be the (unique) p-dimensional linear subspace of R n such that j∈J P j is contained in a translate of Π. Let Π 0 := {α ∈ Π : ν · α = 0} and r := dim(Π 0 ). Then either p = r, or p = r + 1. We consider these cases separately:
Case 1: p = r. Let α 1 , . . . , α r be a basis of Π 0 . In this case Π = Π 0 , so that for each j ∈ J, f j is ν-homogeneous and is a linear combination of monomials in x α 1 , . . . , x αr . For each i, 1 ≤ i ≤ n, let c i := a α i . LetỸ be the sub-variety of ( * ) n determined by x α i − c i , 1 ≤ i ≤ r and Y be the closure ofỸ in n . Then
Indeed, it is clear if ν is the trivial valuation. Otherwise let C be the curve parametrized by
It follows that one of the irreducible components of V (f j : j ∈ J) containing π I (a) has codimension smaller than |J|. This implies the lemma in this case.
Case 2: p = r + 1. Choose a basis α 1 , . . . , α n of Z n such that
LetỸ and Y be as in the proof of case 1. Let
Then y i 's form a system of coordinates on ( * ) n and the projection onto (y r+1 , . . . , y n ) restricts to an isomorphismỸ ∼ = ( * ) n−r . Let β 1 , . . . , β n ∈ Z n be such that
Then Y is the closure of the image of the map
Let Y ′ be the closure of the image of the map
Note that Y ′ is an affine toric variety corresponding to the semigroup generated by
Let Θ be the coordinate hyperplane of Z n−r generated by the first n − r − 1 axes. (21) implies that β ′ j 's lie on Θ for j ∈ I and 'above' Θ otherwise. Let Σ be the cone in R n−r generated by β ′ 1 , . . . , β ′ n . Note that (0, . . . , 0, 1) is in the dualΣ of Σ. Choose an edge E ofΣ such that (viii) E is an edge of the face ofΣ whose relative interior contains (0, . . . , 0, 1).
(ix) the last coordinate of each non-zero element on E is positive.
Let Z ′ be the torus invariant divisor of Y ′ corresponding to E and Z be the isomorphic image of Z ′ in Y . Let η = (η r+1 , . . . , η n ) be the smallest non-zero element on E with integer coordinates. For each b : 
On the other hand, (iii) and (viii) imply that π I (a) ∈ Z. Since dim(Z) = n − r − 1 > n − |J|, this proves the lemma.
and ν ∈ V J with center in ( * ) I . Assume P is ( * ) J -exotrivial and
Proof. Note that π I (a) ∈ V (f 1 , . . . , f n ). It suffices to consider the case that J satisfies property (b) of definition 6.11 (since in the other case the statement is clear). Then there isĨ ⊇ J such that P is ( * )Ĩ -trivial, |NĨ P | = |Ĩ|, and
Replacing f j 's by f j | Ĩ and then applying lemma 7.8 we see that the hypothesis of the corollary remains true if we replace J byĨ and therefore the corollary reduces to the case that J = [n]. Then it follows from lemma 8. 3. 8.2. Proof of theorem 6.15. Assertion (1) follows from a straightforward application of Proposition 6.12. Assertion (3) follows from Proposition 6.12 and Claim 8.5.
Proof. Take an irreducible curve C ⊆ V (f 1 , . . . , f n ) ∩ n S ′ and let I be the smallest coordinate subspace of n which contains C. Since I ∈ T ′ S ,P , applying lemma 7.4 with a branch B of C at infinity shows that property (b) of P-non-degeneracy fails.
It remains to prove the second assertion. The (⇒) implication follows from Claim 8.6 below. Claim 8. 6 . If f 1 , . . . , f n and g 1 , . . . , g n are two systems of P-admissible polynomials such that
) be the set of isolated zeroes of f 1 , . . . , f n (resp. g 1 , . . . , g n ) on n S ′ . Corollary A.8 implies that there exists an open subset U of n S ′ × which contains V f × {0} and V g × {1}, and satisfies properties (i) -(iii) from the proof of Claim 7.11. Without any loss of generality we may also assume that (iv)Ũ ∩ {t = 1} (resp.Ũ ∩ {t = 0}) does not intersect any non-isolated zeroes of
DefineZ,Z, H ǫ ,H ǫ as in the proof of lemma 8. 1. Property (iv) implies that
SinceH 1 ·Z =H 0 ·Z, it follows that there exists (z, 0) ∈Z such that one of the following holds:
Pick z satisfying one of the preceding conditions. Let Z * be an irreducible component ofZ containing (z, 0) and let B be a branch of Z * at (z, 0). DefineĨ,ν, I * and ν * as in the proof of lemma 8. 1 . Note that (v) I * ∈ S ′ (since Z * ∩ (( * ) I * × ) non-empty and open in Z * ). Property (iii) from the proof of Claim 7.11 implies that there are P-admissible systems of polynomials which have isolated zero(es) on ( * ) I * . Lemma 8.1 then implies that P is not ( * ) I -exotrivial. Combining this with observation (v), we have (vi) I * ∈ T ′ S ,P . Since g j and f j have the same Newton polytope for each j, it follows thatν(f j ) =ν(g j ) = ν * (f j ). It remains to prove that P-non-degeneracy on n S is necessary for the number (counted with multiplicity) of isolated solutions in n S ′ to be maximal. So take P-admissible f 1 , . . . , f n which are not P-non-degenerate on n S . We will show that [f 1 , .
Claim 8.7. There exists I ∈ N S ,P and ν ∈ V I such that In ν (f 1 | I ), . . . , In ν (f n | I ) have a common zero z in ( * ) I , and one of the following holds:
If property (b) of P-non-degeneracy fails, then lemma 8.2 implies that the claim is true and either (a ′ ) or (b ′ ) holds. On the other hand, if property (c) of P-non-degeneracy fails, then there exist I ′ ⊆ J ⊆ [n] such that J ∈ T S ,P , I ′ ∈ T ′ S ,P , and In η (f 1 | J ) . . . , In η (f n | J ) have a common zero a ∈ ( * ) n for some η ∈ V J with center in ( * ) J ′ . Corollary 8.4 implies that π I ′ (a) is a non-isolated point of V (f 1 , . . . , f n ). Now pick the smallest I ⊇ I ′ such that |N I P | = |I| (where N I P is as in (8)). Since J is not exotrivial, it follows that I ∈ N S ,P . An application of lemma 7.8 (with I = I ′ and ν = the trivial valuation) implies that there exists ν ∈ V I centered at ( * ) I ′ and a common zero z of
. Therefore (c ′ ) holds, and it completes the proof of the claim.
Let I, ν, z be as in Claim 8.7. Since I ∈ N S ,P , it follows that |I| = |N I P | . We may assume that
There is a non-empty open subset W of ( * ) I such that every y ∈ W is an isolated zero of h y,1 , . . . , h y,k . Proof. Lemma A.5 implies that for generic c :
On the other hand, since P is ( * ) I -nontrivial, it follows that [P 1 , . . . , P k ] iso ( * ) I > 0, so that Claim 8.6 and lemma A.2 imply that φ −1 (c) is non-empty for generic c ∈ ( * ) k . This implies the first assertion. For the second assertion, take W to be an open subset of (
Let W be as in Claim 8. 8 . . . . , h n ) ∩ U * has only one dimensional 'non-vertical' components. LetZ be the union of irreducible components of Z * containing points from V f × {0}. For each ǫ ∈ , let H ǫ be the hyperplane {t = ǫ} in n+1 . Then for generic ǫ ∈ ,
On the other hand, observations (c)-(e) imply that {(t, c(t)) : t ∈ * } does not belong to any component ofZ. Since for generic ǫ ∈ * , c(ǫ) is an isolated zero of
, as required. 8. 3 . Proof of corollary 6.18. Example 2.1(b) validates the first assertion, and the second assertion follows from Claim 8.5.
PROOF OF THE INTERSECTION MULTIPLICITY FORMULA
In this section we prove theorem 4.6 using the approach outlined in ??. The computation of intersection multiplicity becomes easier if a generic system satisfies a property which is stronger than (BKK 0 ); section 9.1 is devoted to the proof of existence of such systems. The proof of theorem 4.6 is then given in section 9.2. 9. 1 . Strongly G -non-degenerate systems. Definition 9.1. Let G := (Γ 1 , . . . , Γ n ) be a collection of n diagrams in R n and f 1 , . . . , f n be polynomials in (x 1 , . . . , x n ). We say that f i 's are strongly
We now show the existence of strongly non-degenerate polynomials. Let G := (Γ 1 , . . . , Γ n ) be a collection of n diagrams in R n . Fix polytopes P j such that Γ j is the Newton diagram of a polynomial with Newton polytope P j , 1 ≤ j ≤ n. Let A j be the space of polynomials with support in P j , 1 ≤ j ≤ n, and let A := n j=1 A j . (f 1 , . . . , f n ) ∈ U I,J,J ′ satisfies (22). We may assume that I = {1, . . . , k}. Let A J be the coordinate ring of A J := j∈J A j and K J be the field of fractions of A J . Let R := K J (x 1 , . . . , x k )[x k+1 , . . . , x n ] and m be the maximal ideal of R generated by x k+1 , . . . , x n . Since V (f j : j ∈ J) is a complete intersection near generic points of I , it follows that the ideal q J generated by f j , j ∈ J has finite codimension in R m . As in the proof of lemma B.1, compute a standard basis of q J in R m and consider the product h ∈ A J [x 1 , . . . , x k ] of all the coefficients of all the monomials in (x k+1 , . . . , x n ) that appear in the basis elements. Let W be the zero set of h in I × A J . If (x, (f j : j ∈ J)) ∈ ( I × A J ) \ W , then I is the only irreducible component of V (f j : j ∈ J) containing x.
Let π J : W → A J be the natural projection. If π J is not dominant, then we are done. So assume there is an irreducible component W ′ of W which projects dominantly to A J . Let
where A J ′ := j ′ ∈J ′ A j ′ . Let π : Y → A J × A J ′ be the natural projection. It suffices to show that π is generically finite-to-one. Fix a generic f J := (f j : j ∈ J) ∈ A J such that h| I ×{f J } ≡ 0. Then Z := dim(π −1 J (f J )) = k − 1. Since |J ′ | = k − 1, it is straightforward to see that Z ∩ V (f j ′ : j ′ ∈ J ′ ) is finite for generic (f j ′ : j ′ ∈ J ′ ), as required. where the right hand side of (23) is as in theorem 4.6. Proof . We prove theorem 9.3 by induction on n. It suffices to treat the case that [Γ 1 , . . . , Γ n ] 0 < ∞. The theorem is true for n = 1 (see Convention 4.7), so assume it is true for all dimensions smaller than n. It is straightforward to check that if 0 ∈ Γ j for some j, 1 ≤ j ≤ n, then both sides of (23) are zero. So assume 0 ∈ Γ j for all j, 1 ≤ j ≤ n. (24) where ord B (f 2 , . . . , f n ) is the intersection multiplicity of f 2 , . . . , f n along B. We now compute the right hand side of (24). so that |J| ≥ n − |I|. On the other hand since G is I-isolated at the origin (corollary 4.4), it follows that |J| ≤ n − |I|. Therefor |J| = n − |I|. The I-isolation at the origin then also implies that f 1 | I ≡ 0, so that I ∈ I G ,1 , as required.
Now we prove assertion 2. We may assume J ′ = {2, . . . , k}. Let X ν be the ν-weighted blow up σ ν : X ν → I at the origin and let U := ( * ) I ∪ E * ν ⊆ X ν (definition 7.5). Then U is open in X ν . For each j, 1 ≤ j ≤ k, let D j be the divisor on I determined by f j , and D ′ j be the strict transform of D j on X ν . The complete BKK non-degeneracy of f 2 , . . . , f n implies that there are only finitely many points in E ν common to D ′ 2 , . . . , D ′ k , and all these points are in E * ν ; moreover, these are precisely the points on the strict transforms of the branches in B I 0,ν . Finally, by the BKK non-degeneracy at the origin, none of the points in E * ν ∩ D ′ 2 · · · ∩ D ′ k belong to D ′ 1 ; in particular this implies identity (25). It follows that where the right hand side of (29) is as in theorem 6.9.
Let S ′ := S ∪ E P . Define I S ,P := {I ⊆ [n] : I ∈ S ∪ E P ∪ {∅}, |N I P | = |I|, P is ( * ) I -non-trivial} where N I P is as in (8), i.e. I S ,P,1 is simply the subset of I S ,P consisting of subsets of [n] containing 1. 6.2, corollary 6.3 and assertion 3 of lemma A.2 imply that (i) all roots of f 1 , . . . , f n in X I S ,P := I∈I S ,P ( * ) I are isolated, (ii) and in turn each isolated root of f 1 , . . . , f n is contained in X I S ,P . Let Z be the union of irreducible components of V (f 2 , . . . , f n ) on X I S ,P . Pick an irreducible component Z of Z and the the smallest I ∈ I S ,P such that ( * ) I contains Z.
Claim 10.2. dim(Z) = 1 and I ∈ I S ,P,1 .
Proof. It follows from definition of I that |N I P | = |I|. If N I P ⊆ {2, . . . , n}, then lemma A.2 implies that V (f 2 , . . . , f n ) ∩ ( * ) I is finite. Since dim(Z) ≥ 1, this contradicts the construction of I. It follows that 1 ∈ N I P , so that I ∈ I S ,P,1 . This implies that |N I P \ {1}| = |I| − 1. The same arguments as in the proof of Claim A.3.1 then show that dim(V (f j : 2 ≤ j ≤ n) ∩ ( * ) I ) = 1.
For each I ∈ I S ,P,1 , let Z I := Z ∩ ( * ) I , and let B I be the set of branches of Z I . For each ν ∈ V I S ′ (resp. ω ∈ Ω I ∞ ), let B I ν (resp. B I ω ) be the set of all branches B ∈ B I such that ν I B = ν (resp. Identity (29) now follows exactly in the same way as the proof of (23) from (24).
APPENDIX A. EXISTENCE AND DEFORMATIONS OF NON-DEGENERATE SYSTEMS
In this section we establish existence of non-degenerate (with respect to a given collection of diagrams or polytopes) systems of polynomials and show that generic systems are non-degenerate. Throughout this section f 1 , . . . , f m , m ≥ 1, denote polynomials in (x 1 , . . . , x n ) and Γ i (resp. P i ) denote the Newton diagram (resp. Newton polytope) of f i , i = 1, . . . , n.
Definition A.1.
• We say that f 1 , . . . , f m are completely BKK non-degenerate iff for all J ⊆ [m], In ν (f j ), j ∈ J, have no common zero in ( * ) n for all ν ∈ V such that dim(In ν ( j∈J N P(f j ))) < |J|.
• Let S be a collection of subsets of [n]. We say that f 1 , . . . , f m are completely BKK-nondegenerate on n iff {f j | I : f j | I ≡ 0} are completely BKK non-degenerate for every non-empty subset I of [n].
Lemma A.2. Let G := (Γ 1 , . . . , Γ n ) and P := (P 1 . . . , P n ). given by [RW96, Theorem 1] is precisely the intersection number of the divisors of zeroes of the corresponding (generic) polynomials. However, in general these divisors intersect non-trivially at infinity (this is precisely what happens in the case of the examples below), so that their intersection number may be greater than the number of roots.
In each of the examples below, we define polynomials f 1 , f 2 , f 3 ∈ [x, y, z], and for each j, write P j (resp.P j ) for the Newton polytope of f j (resp. the convex hull of P j ∪ {0}).
Example C.1. Let f 1 := ax + by, f 2 := a ′ x + b ′ y, f 3 := pz k x + q, where a, b, a ′ , b ′ , p, q are generic elements in and k ≥ 1. Then [P 1 , P 2 , P 3 ] 3 = [f 1 , f 2 , f 3 ] 3 = 0. However, it is straightforward to compute directly that iff 1 ,f 2 ,f 3 are generic polynomials such that the Newton polytope of eachf i is P i , then the number of solutions in ( * ) 3 off 1 ,f 2 ,f 3 is k. It then follows from Bernstein's theorem [Ber75] that MV(P 1 ,P 2 ,P 3 ) = k. Example C.2. Let f 1 = ax+by+cx 2 , f 2 = a ′ x+b ′ y+c ′ x 2 , f 3 = pz k x+q, where a, b, c, a ′ , b ′ , c ′ , p, q are generic elements in and k ≥ 1. Then [P 1 , P 2 , P 3 ] 3 = k < MV(P 1 ,P 2 ,P 3 ) = 2k.
