The paper determines all meromorphic functions f in C such that f and F have finitely many zeros, where F = f (k) + a k−1 f (k−1) + . . . + a 0 f with k ≥ 3 and the a j rational functions. MSC 2010: 30D35.
Introduction
Let the function f be meromorphic in an annulus Ω(r 1 ) = {z ∈ C : r 1 < |z| < ∞}, with r 1 positive (not necessarily the same at each occurrence in this paper). Let k ≥ 2 and let a 0 , . . . , a k−1 be functions which are rational at infinity, that is, analytic on some Ω(r 1 ) with at most a pole at ∞. Write D = d/dz and
in which L[y] denotes the operator L acting on the function y. The central objective of this paper is the classification of all those f for which f and F have no zeros in Ω(r 1 ). By a standard change of variables f = e P g, F = e P G, with P a polynomial, it may be assumed that a k−1 (∞) = 0. This problem, part of which appeared as 1.42 in the collection [1] , has a long history going back to Hayman's conjecture in [10] , proved in [3, 18] , that if k ≥ 2 then the only meromorphic functions f in the plane for which f and f (k) have no zeros are those of form f (z) = e az+b or f (z) = (az + b)
−n with a, b ∈ C and n ∈ N = {1, 2, . . .}: more generally, if f and f (k) have finitely many zeros then f = Re P , with R a rational function and P a polynomial [5, 18] , so that f ′ /f is rational. The problem for k = 2 and coefficients which are rational at infinity was fully solved in [18, 19] . Theorem 1.1 ( [18, 19] ) Let the function f be meromorphic in S ≤ |z| < ∞ for some S > 0 and let the functions a 1 and a 0 be analytic there and rational at infinity. Assume that a 1 (∞) = 0 and that f and F = f ′′ + a 1 f ′ + a 0 f have no zeros in S ≤ |z| < ∞. 
2)
where A, B ∈ C and g is analytic in |z| ≥ S, while f 1 is a solution of the homogeneous equation Here both f 1 and f 2 admit unrestricted analytic continuation without zeros in |z| > R 1 for some R 1 > 0, and (f 2 /f 1 ) 1/N is analytic in |z| > R 1 . (iv) There exist solutions f 1 , f 2 of (1.3), each admitting unrestricted analytic continuation without zeros in |z| > R 1 for some R 1 > 0, a function M which is rational at infinity, and non-constant polynomials Q, Q 1 such that
(b) If deg ∞ (a 0 ) is odd then f may be determined by applying part (a) to φ(z) = f (z 2 ), Φ(z) = 4z 2 F (z 2 ) = φ ′′ (z) + (2za 1 (z 2 ) − 1/z)φ ′ (z) + 4z 2 a 0 (z 2 )φ(z).
A refinement of this theorem for meromorphic functions in the plane may be found in [21, Theorem 1.3] . For k ≥ 3 and f, F zero-free in the whole plane, the case of constant coefficients was solved in full by Steinmetz in [23] , while polynomial coefficients were treated in [4] for entire f , and for meromorphic f by Brüggemann in [2] . The following theorem, which settles all cases, will be proved. Theorem 1.3 Let k ≥ 3 and let the function f be meromorphic in some annulus Ω(r 1 ), with f ′ /f not rational at infinity. Assume that f and F = L[f ] have no zeros in Ω(r 1 ), where L is as in (1.1) with the a j analytic in Ω(r 1 ) and rational at infinity, and with a k−1 (∞) = 0. Then f satisfies at least one of the following. (i) The logarithmic derivative f ′ /f has a representation which continue without zeros in some annulus Ω(r 2 ). Here Q(T ) is rational at infinity, and u, v, y ′ 1 /y 1 and a 0 , . . . , a k−2 all have representations in terms of Q(T ), T , a k−1 and their derivatives. Moreover, if T ′ is not rational at infinity then k is even and z −1/2 T ′ (z) is rational at infinity. In both cases (i) and (ii) there exist r 3 > 0 and functions a 1 , a 0 , each rational at infinity, such that f ′′ + a 1 f ′ + a 0 f has no zeros in Ω(r 3 ).
The conclusions of Theorems 1.1 and 1.3 are closely related, and the last assertion of Theorem 1.3 makes it clear that this is no coincidence. If Q is a constant d in (1.7) then integration shows that f is a constant multiple of y 1 (v/u − 1)
d . Conclusion (1.5) may be compared with that of Theorem 1.2, and links closely to (1.2) of Theorem 1.1 and [21, Theorem 1.3(II)]. Examples II and III in Section 2 demonstrate that in (1.7) the multiplicities of poles of f may be unbounded, in sharp contrast to the situation in Theorem 1.2, where any poles of f must all have the same multiplicity m. Example III also shows that T ′ need not be rational at infinity in (1.7). Some previous partial results for rational coefficients may be found in [13, 17] . Methods from [2, 3, 4, 23] are essential to the proof of Theorem 1.3; these are supplemented by a result (Lemma 3.1) on integer-valued analytic functions, facilitating the analytic continuation of several asymptotic representations. A decisive role is played by a criterion (Lemma 13.1) for certain auxiliary functions to satisfy a second order differential equation, which simplifies the subsequent analysis considerably.
The author acknowledges extensive discussions and correspondence on this problem with the late Günter Frank; these took place over many years and have contributed substantially to the methodology of this paper. Indeed, the Wronskian-based method invented by Frank [3, 5] underpins much of the successful work on these and related problems. Thanks are also due to the referees for their valuable comments.
Examples
Throughout the paper c will be used to denote non-zero constants, not always the same at each occurrence, and C * will denote C \ {0}.
Example I
This example goes back to [4] , and may be compared with conclusion (i) of Theorem 1.3 and that of Theorem 1.2. Let H be such that δ = H ′′ /H ′ ≡ 0 is a polynomial, and write
Then it is easy to check (see the remark following (6.5) Taking f to be e P g or e P h for a suitably chosen polynomial P gives polynomial coefficients a j with a k−1 = 0 such that f and F = L[f ] have no zeros.
Example II
Let P be a non-constant polynomial which takes positive integer values at all zeros of 1 − e z , and write
Then f is meromorphic and zero-free in the plane, with a pole of multiplicity P (z) at a zero z of 1 − e z . A standard calculation yields polynomials R j such that f ′′′ (z) f (z) = R 2 (z)e 2z + R 1 (z)e z + R 0 (z) (1 − e z ) 3 .
where the b j are rational functions, then F (z) f (z) = B 2 (z)e 2z + B 1 (z)e z + B 0 (z) (1 − e z ) 3 ,
Thus F may be made zero-free in some Ω(r 1 ) by setting
2) these equations being solvable for b 1 and b 2 , since (Q 1 − Q 0 )P + 2Q 0 P = (Q 1 + Q 0 )P ≡ 0 by (2.1). Similar calculations show that it is possible to achieve each of
(1 − e z ) 3 ;
3)
Finally, should it be the case that b 2 (∞) = 0, there exist a polynomial Q 2 and rational functions a j , with a 2 (∞) = 0, such that writing h = e Q 2 f gives
Example III
This is adapted from [19] . Let Y (z) = z m/2 , where m ∈ N, and set h = cosh Y . Then h is entire with only simple zeros. Let P 1 be an even polynomial which takes negative integer values at all odd integer multiples of πi/2, and set P = P 1 (Y ). Then P is a polynomial and setting
defines f as a meromorphic function in the plane, with no zeros. Next,
and so R is zero-free in some Ω(r 1 ). Moreover,
and S ′ /S = (P − 2)h ′ /h. Hence the same construction, with P replaced by P − 2, gives rational functions c j , d j and e j such that
is free of zeros in some Ω(r 2 ), as is F .
Preliminaries
Lemma 3.1 Let the function g be analytic on the half-plane H + given by Re z ≥ 0, such that g(n) ∈ Z for all n ∈ Z ∩ H + and |g(z)| = o 2 |z| as z → ∞ in H + . Then g is a polynomial. Next, let h(z) = e 2πiαz u(z), where α ∈ R and u is analytic on H + , with log + |u(z)| = o(|z|) as z → ∞ in H + , and assume that h(n) = 1 for all large n ∈ N. Then u(z) ≡ 1 and α ∈ Z.
Proof. The first assertion is proved in [20] . To prove the second part let δ 1 ∈ (0, ∞) be small: then there exist p ∈ Z and q ∈ N such that
Here t = 0 if α is rational, while if α ∈ Q then suitable p and q exist by Dirichlet's approximation theorem [9, p.155] . Write z = qw, F (w) = e 2πitqw u(qw).
If n ∈ N is large then
Thus F is a polynomial, by the first part, and so F (w) ≡ 1. Moreover, t = 0, because otherwise there exists θ ∈ {−π/4, π/4} such that F (re iθ ) → 0 as r → +∞, and so u ≡ 1. Finally, α = p/q must be an integer, since 1 = h(qn + 1) = exp(2πip/q) for large n ∈ N. ✷ Lemma 3.2 Let d 1 , d 2 and λ be positive constants and let g be a zero-free analytic function on the half-plane Re(w) > 0, with log
Proof. This is standard: set w = (1+z)/(1−z) and g(w) = G(z) for |z| < 1. With ρ = (1+r)/2 this leads to
as r → 1−. It remains only to observe that there exists c 1 = c 1 (α) > 0 such that if |w| is large and
Suppose that p and q are (both formal or both locally analytic) solutions of the equations p
where the d j and ν j are rational at infinity, and let L be as in (1.1). Then there exist coefficients b j , each rational at infinity, such that p and q satisfy
Moreover, if d 0 ≡ 0, 1 and e 1 and e 0 are rational at infinity, then there exist coefficients E µ , each rational at infinity and depending only on the d j , e j and ν j , such that E 2 ≡ 0 and
Proof. Formula (3.2) follows from (3.1) and a simple induction argument, which deliver
with the b j,m rational at infinity and
To prove the second part, suppose that d 0 ≡ 0, 1 and write P = p ′ /p and Q = q ′ /q so that Q = AP + B, with A, B rational at infinity and A ≡ 0, 1. This yields
and so
✷ Lemma 3.4 Suppose that u and v are linearly independent (both formal or both locally analytic) solutions of an equation
with the B j rational at infinity, and assume that
, where E 1 is rational at infinity. Then u and v solve an equation
where E 0 is also rational at infinity.
Proof. Since u and v are solutions of the equation W (u, v, y) = 0, it is enough to prove that
✷ 4 Asymptotics for linear differential equations
As in [2] a fundamental role will be played by formal and asymptotic expansions for solutions of linear differential equations. For an equation L[y] = 0, with L as in (1.1) and the a j rational at infinity, classical results (see [24, Theorem 19.1] or [2, 16] )) show that there exist p ∈ N and a fundamental set of k linearly independent formal solutions
which satisfy the following: γ j is a complex number; n j is a non-negative integer; the exponential part P j (z 1/p ) is a polynomial in z 1/p ; the U j,µ (z 1/p ) are formal series in descending integer powers of z 1/p , that is, in which at most finitely many positive powers occur; the lead series U j,n j is not the zero series. Formal solutions (not necessarily linearly independent) with these properties will be referred to henceforth as canonical formal solutions.
A standard approach [24] to obtaining these
), so that a fundamental solution set for L[y] = 0 corresponds to the first row of a matrix solution
, where Q(z) is a diagonal matrix, its entries polynomials in z 1/p , while G is a constant matrix, which may be assumed to be in Jordan form, and U(z) is a matrix with entries which are formal series in descending integer powers of z 1/p . Furthermore, for each θ ∈ R there exists δ = δ(θ) > 0 such that L[y] = 0 has a fundamental set of analytic solutions
in the sense of asymptotic series (see [24, Theorem 19 .1] or [22] ). Here
It may be assumed that the exponential parts P j (z 1/p ) have zero constant term, and this convention will be used throughout. Given any exponential part P j (z 1/p ) arising for L[y] = 0, there is always a canonical formal solution with exponential part P j (z 1/p ) which is free of logarithms, that is, has n j = 0; this holds because the matrix G may be chosen to be in Jordan form. The following lemma is well known [2, 16, 24] . 
✷
For the special case of a second order equation, suppose that A * is rational at infinity, with A * (z) = (1 + o(1))c n z n as z → ∞, where c n ∈ C * and n ≥ −1. Then infinity is an irregular singular point for
and asymptotics are developed via Hille's method [14] as follows. The critical rays are given by arg z = θ * , where c n e i(n+2)θ * is real and positive. If 0 < β < 2π/(n + 2) then, in a sector given by |z| > r 1 , | arg z − θ * | < β, there exist linearly independent analytic solutions, for j = 1, 2,
If n = −1 then this sector should be understood as lying on the Riemann surface of log z. To one side of the critical ray, one of these solutions is large and the other small, and these roles are reversed as the critical ray is crossed. Any linear combination
has a sequence of zeros tending to infinity near the critical ray. Moreover, the corresponding formal solutions, to which the φ j are asymptotic, may be calculated readily from A * (z) and Z, with n j = 0 and p ∈ {1, 2} in (4.1) (see [19] for details).
Lemma 4.2 Suppose that F 1 , . . . , F k are formal expressions, each of which is given by
with γ j ∈ C, r j a rational function, q j a polynomial and U j (z) = 1 + O(1/z), in which O(1/z) denotes a formal series in negative integer powers of z. Assume that none of the r j vanishes identically, and that q j − q j ′ is non-constant for j = j ′ . Then the formal Wronskian W = W (F 1 , . . . , F k ) has an expansion
Proof. This is standard, and is proved by induction on k, using 
Note that g might not be meromorphic in Ω(r 1 ), but g ′ /g is, and has a simple pole with residue 1 at every pole of f ; moreover, at a pole of f of multiplicity m 0 , calculating the leading Laurent coefficient of F/f gives
Now write locally, using Abel's identity, W (f 1 , . . . , f k ) = cY and 
Here a pivotal role is played by whether or not the differential operators L and M are the same, and Brüggemann's method in [2] depends on reducing the problem to the case L = M. It will be proved in Proposition 6.1 below that if L = M then all poles z of f with |z| sufficiently large have the same multiplicity. Thus Example II in Section 2 demonstrates that L and M can indeed be different operators. By Frank's method, the A j are analytic in some annulus Ω(r 1 ) and satisfy T (r, A j ) = S(r, f ′ /f ), where S(r, f ′ /f ) denotes any term which is O(log T (r, f ′ /f ) + log r) as r → ∞, possibly outside a set of finite measure [11] : see [6, Section 2 and Lemmas A, B and 5] for details, including the Nevanlinna characteristic in Ω(r 1 ). Denote by Λ the field generated by the a j , A j and their derivatives: then T (r, λ) = S(r, f ′ /f ) for all λ ∈ Λ. To simplify the subsequent calculations it is convenient to write
It is then well known that there exist equations
and In particular, the p j and t j are linearly independent local solutions of (5.5) and (5.6) respectively. The following lemma [4] is key to Frank's method: see also [6, Lemma C].
. . , c k−2 and C 0 , . . . , C k−2 be analytic functions on a plane domain U, such that p 1 , . . . , p k are linearly independent solutions of (5.5). Then the functions p 
✷ Because the proof of Lemma 5.1 is based on purely formal calculations, an analogous statement holds linking formal solutions of (5.5), (5.6) and (5.7). Since the coefficient of
µ , the equations (5.7) may be written in the form
in which T µ and S µ are linear differential operators with coefficients in Λ. In particular these equations are satisfied by G = g, Φ = q. Taking µ = k − 1 in (5.7) produces
Now µ = k − 2 and (5.9) give (as in [7, p.162] 
(5.10) Next, combining (5.9) with (5.7) for µ = k − 3 yields, with d j denoting elements of Λ,
Note that (5.11) holds even if k = 3, in which case M k,k−4 [G] = 0. Differentiating (5.10) and using (5.9) and (5.11) leads to 
. This is equivalent to the equations (5.5) and (5.6) being the same, and hence equivalent to the operators L and M being identical. In this case, t j = p ′ j g + p j q is a solution of (5.5) for 1 ≤ j ≤ k. Since p 1 and p 2 are linearly independent, p 1 p 
For θ ∈ R and κ ∈ C the number of distinct zeros of κ−H 1 in r 1 +1 ≤ |z| ≤ r, | arg z−θ| ≤ π/4, is at most the number of zeros of p
there, which is bounded by a power of r as r → ∞, by [6, Lemma 2] or standard sectorial methods. Hence f ′ /f has finite order of growth, by the second fundamental theorem, and every λ ∈ Λ is rational at infinity. Let ν be the largest integer with 0 ≤ ν ≤ k − 1 such that c 0,ν ≡ 0. Then every pair {G, Φ} satisfying the system (5.8) (including {g, q}) has
by (5.9) . Observe that the operator T * has order at least 1, and in particular is not the zero operator, since otherwise (5.4) leads to (−p ′ /p)g = q = η 1 g, with η 1 ∈ Λ, so that f ′ /f ∈ Λ, and hence f ′ /f is rational at infinity, contrary to assumption. It follows from (5.8), (5.9) and (5.13) that if {G, Φ} solves (5.8) then G solves the system 14) as does, in particular, g. Conversely, if G solves the system (5.14) (in the analytic or formal sense), then (5. Suppose that N has order 1: then g ′ /g ∈ Λ, and so p ′ /p and f ′ /f belong to Λ, by (5.4) and (5.13), so that f ′ /f is rational at infinity, contrary to assumption. Thus N has order at least 2, but at most 3, and the system (5.14) has a solution G with G/g non-constant. By an argument from [4] (see [6, Proof of Theorem 3, Case 1B] for details), p ′ /p has a representation as a rational function in the p j and their derivatives. The same sectorial argument as used in Case 1 shows that f ′ /f has finite order of growth, as has g k = f /F , and all members of the field Λ are rational at infinity.
Hence the fact that N has order at most 3 gives an operator V 2 , having order at most 2 and coefficients which are rational at infinity, with the following property. Every solution G of (5.14) has
. It now follows, using the Wiman-Valiron theory [12] and estimates for logarithmic derivatives [8] applied to g, that f has finite order. It also follows that f has an unbounded sequence of poles, since otherwise f ′ /f is rational at infinity. The following key lemma has thus been proved.
Lemma 5.3
With the hypotheses of Theorem 1.3, the function f ′ /f has finite order, all elements of the field Λ are rational at infinity, and
Furthermore, if the operators L and M are not the same then the following additional conclusions hold. The function g solves a homogeneous linear differential equation N[y] = 0, of order 2 or 3, with coefficients which are rational at infinity. Moreover, f has finite order and an unbounded sequence of poles, and there exist functions α, β, γ, all rational at infinity, such that Proof. The approach here is essentially due to Frank and Hellerstein [4] .
If d = 0 then comparing residues shows that f has no poles in some Ω(r 2 ) and F/f , which has finite order by Lemma 5.3, satisfies g −k = F/f = R 1 e P 1 with R 1 rational at infinity and P 1 a polynomial, so that f ′ /f is rational at infinity, by (6.1), contrary to assumption. Assume henceforth that d = 0 in (6.1), which makes g meromorphic of finite order in Ω(r 1 ). Suppose that f has no poles in some Ω(r 2 ). Then g has no zeros and poles there and g = R 2 e P 2 in (6.1), with R 2 rational at infinity and P 2 a polynomial. This gives, since f ′ /f is not rational at infinity, f
where R and S are rational at infinity and P is a polynomial. It follows using [11, Lemma 3.5 ] that
Since F/f has neither zeros nor poles in Ω(r 2 ), the coefficient of e (k−1)P must vanish identically, leading to the first equation of (1.5), with H ′ = Se P , and to
′′ /H ′ does not vanish at infinity, because P ′ does not. Suppose next that f has an unbounded sequence of poles. At a pole z of f , with |z| large and with multiplicity m, equations (5.2) and (6.1) deliver
so that d k must be real and greater than 1, by the arithmetic-geometric mean inequality. A further application of the same inequality to χ ′ /χ shows that all poles z of f with |z| sufficiently large have fixed multiplicity m. Set T 1 = f ′ /f . Since g k and T 1 have finite order, standard estimates [8] give
, for |z| outside a set F 0 of finite measure and 1 ≤ j ≤ k. If |z| ∈ F 0 and log + |T 1 (z)|/ log |z| is sufficiently large this leads, using (6.1) and [11, Lemma 3.5] , to
for |z| outside a set of finite measure and applying the Wiman-Valiron theory [12] to 1/f shows that f has finite order. Furthermore, since f and g have finite order and all poles z of f with |z| sufficiently large have fixed multiplicity m, the function
) produces a first order linear differential equation for g of form
with d 0 ∈ C and δ rational at infinity, and with δ(∞) = 0, because f /F = g k has an essential singularity at infinity. This equation may be solved to give g = d 0 H/H ′ , where H ′′ /H ′ = δ and H(z) = ∞ and H ′ (z) = 0 for large z in a sector containing an unbounded sequence of poles of f . It follows, using (6.1) again, that
Now comparing residues shows that d 1 = −m in (6.4), giving the second equation of (1.5).
To determine the solutions of L[y] = 0, write
Then it is easy to verify that
where P k−1 denotes any polynomial of degree at most k − 1. In fact, the action of the differential operator M k on φ, ψ and (H ′ ) −k P k−1 (H) amounts to k times differentiating with respect to H the terms e H , H −m and P k−1 (H). Define Z locally by
Then a standard change of variables gives
, with coefficients which are readily computable and rational at infinity, such that
, and the last equation of (6.5) shows that L k [w] = 0 has linearly independent solutions y j given locally by (1.6).
The next step is to show that L k = L. When f has no poles in some Ω(r 2 ), combining the first equation of (1.5) with (6.3) and the remarks immediately following it yields
Thus the operators L and L k must agree: otherwise f satisfies a homogeneous linear differential equation with coefficients which are rational at infinity, and so has finite order, contradicting (6.2). On the other hand, when f has an unbounded sequence of poles, (1.5) and (6.4) lead to
Again the operators L and cL k must agree, and c must be 1, because otherwise f cannot have an unbounded sequence of poles. Thus, in both cases, the y j solve L[y] = 0. Next, using (1.5) and (1.6) shows, after multiplying y 2 by a constant if necessary, that
This gives f = cy 1 exp(y 2 /y 1 ) or f = cy
Since f equals cZφ or cZψ, there exists r 3 > 0 such that L 2 [f ] has no zeros in Ω(r 3 ), and Proposition 6.1 is proved. ✷
Annihilators
The remainder of the proof of Theorem 1.3 focuses on the case where the operators L and M differ. In this case Lemma 5.3 ensures that if φ is a non-trivial solution of L[y] = 0, and ψ is a non-trivial solution of
Here χ may vanish identically, in which case ψ will be said to annihilate φ, and vice versa. This notion makes sense when φ and ψ are both analytic solutions, and also when they are both formal solutions. The terminology in this section is as in Section 4, and the convention that exponential parts have zero constant term still applies. The following variant of an auxiliary result from [2] is key to the proof of Theorem 1.3.
which is free of logarithms and has exponential part κ. In addition, take a fundamental set of canonical formal solutions f 1 , . . . , f k of L[y] = 0, such that f j has exponential part q j , and a fundamental set of canonical formal solutions w 1 , . . . , w k of M[y] = 0, where w j has exponential part s j . Then the following conclusions hold.
(ii) There exists λ = λ(G) ∈ {1, . . . , k} such that the collection s 1 , . . . , s k consists of 
Suppose first that the W j are linearly independent. Then (i), (7.2) and Lemma 4.1 yield
which implies that κ = 0 and that {s 1 , . . . , s k } = {q 1 , . . . , q k }, again by Lemma 4.1. This proves conclusion (iv), and that (7.1) applies when the W j are linearly independent. Now suppose that the W j are linearly dependent: then G annihilates a non-trivial solution g 1 of L[y] = 0. It may be assumed that the exponential parts and formal series appearing in G and the f j and w j all involve integer powers of z 1/p , for some fixed p ∈ N. Because G is free of logarithms, (5.16) implies that V [G]/G is a formal series in descending powers of z 1/p , and therefore so is g ′ 1 /g 1 . Thus g 1 is a canonical formal solution of L[y] = 0, and by Lemma 4.1 it may be assumed that g 1 = f 1 ; moreover, every formal solution g 2 of L[y] = 0 which is annihilated by G has W (g 1 , g 2 ) = 0, so that g 2 is a constant multiple of g 1 . This proves (iii). Now set
. . , U k are linearly independent, and M[y] = 0 has a fundamental set {U * , U 2 , . . . , U k } of canonical formal solutions, with exponential parts s * , q 2 + κ, . . . , q k + κ respectively. Using (7.2) twice, as well as Lemma 4.1, shows that these exponential parts have sum 0 and s * = q 1 − (k − 1)κ, which leads to (7.1). ✷
The following lemma, in which transcendentally fast means faster than any power of z, Proof. If g tends to zero transcendentally fast on a sector, then F/f = g −k tends to infinity transcendentally fast there; since f has finite order by Lemma 5.3, this contradicts standard estimates [8] for logarithmic derivatives f (j) /f . Next, if N[y] = 0 has a fundamental set of canonical formal solutions with the same exponential part κ, then κ is a polynomial in z, by Lemma 4.1 and Abel's identity. Here κ cannot be the zero polynomial, because g k is transcendental, and so there exists a sector on which every solution of N[y] = 0, including g, tends to zero transcendentally fast, which is a contradiction.
Assume now that G is a non-trivial analytic solution of N[y] = 0 which tends to 0 transcendentally fast in a sector S, but annihilates no non-trivial solution of
are linearly independent solutions of M[y] = 0 on S. Because N[y] = 0 has order at most 3 and at least two distinct exponential parts, the asymptotics in Section 4 give rise to a subsector S * of S on which G(z) = 0 and
as z → ∞, for some q ∈ N and all j ∈ {1, . . . , k}. This is clear if one solution h j as in (4.2) dominates the others on a subsector, and so evidently holds unless there are two solutions h j as in (4.2), with the same exponential part, for which the powers γ j differ by δ ∈ iR \ {0}; but in this case, for any given A ∈ C * , a subsector may be chosen on which log |z δ − A| is bounded. Define functions Y , φ and Φ on S * by
3)
It follows that
This delivers in turn
The second special case Proposition 8.1 With the hypotheses of Theorem 1.3, suppose in addition that L = M and that there exist E ∈ N and a function R which is rational at infinity such that all poles z of f(z) = f z E with |z| sufficiently large have multiplicity R(z). Then f satisfies at least one of conclusions (i) and (ii) of Theorem 1.3.
The proof of Proposition 8.1 will occupy the remainder of this section. Observe first that f has finite order and an unbounded sequence of poles, by Lemma 5.3. Next, it may be assumed that E = 1. To see this, let ω = exp(2πi/E) and let z 0 be large and a pole of f of multiplicity m 0 . Let w E 0 = z 0 . Then w 0 is a pole of f of multiplicity m 0 = R(w 0 ). This is true for all E choices of w 0 and so R(z) = R(ωz) for all large z, which gives R(z) = S z E for some function S which is rational at infinity. Thus the multiplicity m 0 of the pole of f at z 0 satisfies m 0 = R(w 0 ) = S(w E 0 ) = S(z 0 ). Assume for the remainder of this section that E = 1.
Lemma 8.1 There exist functions d 0 , d 1 , both rational at infinity, such that f and g satisfy
Moreover, d 0 either has d 0 (∞) = ∞ or is constant and equal to a negative integer.
Proof. Let d 0 = −R. By the remark following (5.1), there exists r 0 > 0 such that f ′ /f − d 0 g ′ /g has no poles in Ω(r 0 ), and so is rational at infinity since g k and f have finite order. The last assertion follows from the fact that f has an unbounded sequence of poles. ✷ Lemma 8.2 There exist functions ν 1 , ν 0 , both rational at infinity, such that g satisfies (1.8).
Proof. The equation (8.1) yields, using (5.1),
Combining this with (5.15) gives
and an equation (1.8), as asserted, 
and so, since g k has an unbounded sequence of zeros,
In the next lemma the convention that exponential parts have zero constant term is retained.
Lemma 8.3
There exists an equation (4.3), with A * rational at infinity, such that yU −1/2 solves (4.3) for every solution y of (1.8), where U ′ /U = −ν 1 . The equation (1.8) has a pair of linearly independent canonical formal solutions with distinct exponential parts, and (4.3) has an irregular singular point at infinity.
If κ is a non-zero exponential part for equation (1.8) , then there exists a locally analytic solution u 1 of (1.8), with exponential part κ, which continues without zeros in some Ω(r 2 ) and annihilates a non-trivial locally analytic solution y 1 of L[y] = 0, where y 1 is given by
Moreover, both zu
Proof. The existence of the equation (4.3) solved by yU −1/2 for every solution y of (1.8) is a standard consequence of Abel's identity. Now the exponential parts κ 1 , κ 2 for (1.8) are polynomials in z 1/2 , by (4.4), and their sum is a polynomial in z; thus κ j (z) = Q j (z) + z 1/2 (−1) j Q * (z) with Q * and the Q j polynomials in z. Suppose that κ 1 = κ 2 = κ 0 . Then κ 0 is a polynomial, and must be non-constant since g satisfies (1.8) and f /F = g k has an essential singularity at infinity. But this implies the existence of a sector on which every solution of (1.8), including g, tends to zero transcendentally fast as z → ∞, which contradicts Lemma 7.2. Thus κ 1 = κ 2 , so that (4.3) has an irregular singular point at infinity, and at least one canonical formal solution of (1.8) has non-zero exponential part.
Take a canonical formal solution u 1 of (1.8) with exponential part κ = 0. Then u 1 is given by a formal expression as in (4.1), but free of logarithms, and u ′ 1 /u 1 is a formal series in descending powers of z 1/2 . Since f has finite order and an unbounded sequence of poles, the function g ′ /g is not rational at infinity. Thus g cannot solve a first order homogeneous linear differential equation with coefficients which are rational at infinity, and so the division algorithm for linear differential operators [15, p.126] shows that the operator N of Lemma 5. 
and hence (8.4). Thus y 
4). ✷
Choose a critical ray arg z = θ * for the equation (4.3) and a sector S * , symmetric about the critical ray, and with internal angle slightly less than 4π/(2 + deg ∞ A * ), in which f has an unbounded sequence of poles, these being zeros of g. In the sector S * , equation (4.3) has two linearly independent zero-free analytic solutions, by (4.4) . Denote these by u * = uU −1/2 and v * = vU −1/2 say, where u and v solve (1.8). Here u and v have distinct exponential parts κ u and κ v , each a polynomial in z 1/2 , and it may be assumed that κ u is non-constant and
since u and v may be interchanged and multiplied by constants. Now Lemma 8.3 shows that there exist locally analytic solutions u 1 of (1.8) and y 1 of L[y] = 0 respectively, such that u 1 has exponential part κ u , while (8.4) holds and both zu
are rational at infinity. Thus u 1 must be a constant multiple of u and so, by (8.1),
Poles z of f occur where v(z)/u(z) = 1, and have multiplicity equal to −d 0 (z), by (8.6). Furthermore, by (4.4), ζ = (1/2πi) log(v * /u * ) = (1/2πi) log(v/u) maps S * conformally onto a domain containing a right or left half-plane ±Re ζ > M 0 > 0. Since d 0 takes integer values at all points in S * where ζ is integer-valued, applying Lemma 3.1 shows that there exists a polynomial
The second equation of (8.6) can now be written in the form
which gives (1.7), and it suffices to consider two cases.
Case I
Suppose first that Q is constant and one exponential part for (1.8) is 0. Then d 0 = Q(T ) is constant and v has exponential part 0 in S * , because u does not. A pole of f of multiplicity 
. Now comparing (1.8) and (8.2) shows that, since d 0 is constant, c k−2 − C k−2 must vanish, so that Proposition 6.1 may be applied, and f satisfies conclusion (i) of Theorem 1.3.
Case II
rational at infinity. Since u and v are linearly independent and zero-free in S * , the solution V 1 must be a constant multiple of v. Now suppose that v has exponential part 0 in S * : then Q is non-constant, and (8.7) implies that T = log(v/u) is algebraic at infinity. Thus v continues without zeros in some Ω(r 2 ), because u does, and the same argument as applied to u in the proof of Lemma 8.3 shows that zv
is rational at infinity as asserted. ✷
The functions u ′ /u, v ′ /v and T ′ = v ′ /v − u ′ /u are all defined for large z ∈ S * and given by convergent series in descending powers of z 1/2 . Denote by ψ the result of continuing a function element ψ once counter-clockwise around a circle |z| = r 3 > r 2 , starting in S * . Since u and v both continue without zeros, there exists ζ 0 ∈ C such that
Lemma 8.5 There exist d 2 ∈ [0, 1/2] and functions E 0 , E 1 and E 2 ≡ 0, each rational at infinity, such that
as z → ∞ in S * , while E 2 f ′′ + E 1 f ′ + E 0 f has no zeros in some Ω(r 3 ). If subcase (a) applies in (8.9), then T ′ is rational at infinity, with T ′ (∞) = 0, while if subcase (b) applies then d 2 = 1/2 and H 0 (z) = z 1/2 T ′ (z) is rational at infinity, with H 0 (∞) = 0.
Proof. Suppose first that subcase (a) applies in (8.9). Then u ′ /u, v ′ /v and T ′ are all rational at infinity, and so is T 1 in (8.6). Thus applying Lemma 3.3 to f and g gives, in view of (8.1), (8.8) and Lemma 8.2, functions E 0 , E 1 and E 2 , each rational at infinity, such that E 2 ≡ 0 and
.
Since u has non-zero exponential part, this gives a sector on which u and v both tend to zero transcendentally fast, and hence so does every solution of (1.8), including g, contradicting Lemma 7.2. Thus there exists d 2 ∈ C such that (8.10) holds as z → ∞, with arg z arbitrary, and T ′ (∞) = 0, since u has non-zero exponential part. If
Assume now that subcase (b) holds in (8.9). Because f has an unbounded sequence of poles in S * and y 1 continues without zeros, (8.8) leads to
uv are rational at infinity, and so are T 1 + T 2 and T 1 T 2 by continuation of the first equation of (8.6). On the other hand (8.11) implies that
, with H 2 rational at infinity. This yields
Since u has non-zero exponential part, either 
and so E 2 f ′′ + E 1 f ′ + E 0 f again has no zeros in some Ω(r 3 ). ✷
Recall that ζ(z) = T (z)/2πi maps a subdomain of S * conformally onto a right or left halfplane. If z 1 ∈ S * and ζ(z 1 ) ∈ Z then e T (z 1 ) = v(z 1 )/u(z 1 ) = 1, while f has a pole at z 1 of multiplicity −d 0 (z 1 ) = −Q(T (z 1 )), by (8.8), and (5.2) gives
Lemma 8.5 makes it possible to write, on S * , 14) in which log
Thus (8.13), (8.14) and Lemma 3.1 together imply that kd 2 ∈ Z and u 0 ≡ 1, so that v and u have representations, for some branch of Q 0 (T ) 
As T 1 is known, the c j can be computed from the a j , and vice versa. Using (8.5) and (8.8), write
There exist computable coefficients R j,µ ∈ Λ such that, for j ∈ N,
The relations (8.18) hold by a straightforward induction argument, since the S j satisfy
Using (8.15), (8.17) and (8.18) now delivers
in which ν = k − j + µ. Now e −T = u/v grows transcendentally fast on a subsector of S * , whereas each element of the field Λ has form v(z) = v 1 (z) + z 1/2 v 2 (z), with v 1 and v 2 rational at infinity. Thus e −T is transcendental over Λ and so is Y 1 = 1 − e −T . Since (8.7), (8.13), (8.18) and Lemma 8.1 together imply that R j,0 ≡ 0 for j = 1, . . . , k and that 
A change of variables
In order to prove Theorem 1.3 it now suffices, in view of Proposition 6.1, to show that the hypotheses of Proposition 8.1 are satisfied when L = M. Since the value of E is immaterial in Proposition 8.1, a change of variables z → z n may now be employed to ensure that, in the terminology of Section 4, the integer p is 1, so that the exponential parts and associated asymptotic or formal series involve only integer powers. Indeed, let k ≥ 3 and n ≥ 2 be integers and let f , F and f satisfy
where the a j are rational at infinity with a k−1 (∞) = 0. Take linearly independent locally analytic solutions
Lemma 9.1 For each integer m ≥ 1 there exist rational functions c p,m (z), depending only on m and n, such that
Next, if the assertions of the lemma hold for some m ≥ 2 then, as z → ∞,
✷ Now (9.1) and (9.2) yield, as z → ∞,
Hence there exist functions a j (z), all rational at infinity and with a k−1 (∞) = 0, such that
The new operator is
If f is as in the hypotheses of Theorem 1.3 then running Frank's method as in Section 5 for f and F gives rise to auxiliary functions g, h = −(f ′ /f)g and w j , which satisfy, using (5.1), 10 The main step Proposition 10.1 Assume that f and F are as in the hypotheses of Theorem 1.3, and that f has finite order and an unbounded sequence of poles. Then there exist E ∈ N and a function R which is rational at infinity such that all poles z of f(z) = f z E with |z| sufficiently large have multiplicity R(z). (C) The function g solves no second order homogeneous linear differential equation with coefficients which are rational at infinity. Moreover, the operator N has order 3 and may be written in the form
with the B j rational at infinity, while α ≡ 0 in (5.16) and
Proof. Assumption (A) is legitimate because of Proposition 6.1, while (B) is justified by taking f(z) = f (z m 1 ) in place of f , for some m 1 ∈ N, as in Section 9. Next, the first three assumptions of (C) are valid since otherwise (5.16) shows that f and g satisfy an equation (8.1) with d 0 and d 1 rational at infinity, in which case the conclusion of Proposition 10.1 follows from a comparison of residues. The last assumption of (C) is justified by Proposition 6.1. ✷ Lemma 10.2 Assume that there exists a function a * which is rational at infinity, with the property that −f ′ /f + dg ′ /g − a * has no zeros in some Ω(r 2 ), where
Assume further that a * (∞) = 0. Then g is given by
in which P ′ is rational at infinity, with P ′ (∞) = 0. If, in addition, d = 0 or d = k − 1 then f satisfies the conclusion of Proposition 10.1.
Proof. As in (5.4) , write p ′ /p = f ′ /f + a k−1 /k and q = −(p ′ /p)g. Then g and q solve the equations (5.7) to (5.12). Moreover, a = a * −a k−1 /k is rational at infinity and −p ′ /p + dg ′ /g −a has no zeros in Ω(r 2 ). Since poles of p ′ /p have negative residues and are simple zeros of g, while f ′ /f and g k have finite order, it is possible to write
with P ′ rational at infinity. Then (5.9) and (10.3) yield
and by Lemma 10.1(C) it may be assumed that P ′ ≡ 0. Differentiation of this equation leads to 5) and so x = 0 and d = (k − 1)/2, as asserted, again by Lemma 10.1(C). Now assume that a * (∞) = 0, which implies that a(∞) = 0. The following is an extension of a method from [7] . Since C k−2 = D k−2 + c k−2 , formula (5.10) becomes, in view of (10.3),
and (5.12) may be written as 
again using Lemma 10.1(C). Combining (10.4) with (10.6) and (10.7) leads to 
Next, matching the coefficients of g ′ and using (10.9) results in
Examining the coefficients of g in (10.5) and (10.8) in the light of (10.9) and (10.10) leads to
Therefore P ′ (∞) = 0, since a(∞) = 0, and using (10.11) to eliminate a from (10.9) delivers
Setting Z = 1/D k−2 yields in turn a linear differential equation of form
(10.12)
; because k, 2x ∈ Z, this forces 2k = ±4, a contradiction. Assume henceforth that k 2 − 4x 2 − 3 = 0: then the integrating factor for (10.12) is (P ′ ) 2 e η 1 P , with η 1 = 0, and the general solution to (10.12) is
Since P ′ and Z are rational at infinity with P ′ (∞) = 0, this yields Z = η 2 (P ′ ) −2 and
as well as
(10.14)
using (10.11). Combining (10.4), (10.13) and (10.14) shows that g solves the equation
Now write ζ = P (z) and Y 0 (ζ) = y(z)P ′ (z) so that
Thus (10.15) becomes
The auxiliary equation for the complementary function of (10.16) is then
Suppose that 1 is a double root of (10.17) . Then g has a representation g = (P ′ ) −1 e P Q 2 (P ), for some polynomial Q 2 ≡ 0 of degree at most two. Since P ′ (∞) = 0, there cannot exist a sector on which g has an unbounded sequence of zeros, contradicting the assumption that f has an unbounded sequence of poles. Now suppose that 1 is a simple root of (10.17), or that (10.17) has a repeated root. Then the fact that η 3 = 0 gives
Here β 2 = 0 by Lemma 10.1(C), since otherwise g satisfies a second order linear differential equation, and β 3 = 0 by the assumption that f has an unbounded sequence of poles. Denote by ψ the result of analytically continuing a function element ψ once around a given circle |z| = r 3 > r 2 . Then there exists ζ 0 ∈ C such that P = P + ζ 0 and
where ω k = 1. Because β 3 P ′ (∞) = 0, examining the coefficients of e ω 3 P and e ω 1 P leads to
Differentiating the last relation then shows that e ω 1 ζ 0 = ω, since β 2 = 0, and
so that ζ 0 = 0 and P is rational at infinity, which forces g to solve a second order equation, contradicting Lemma 10.1(C). Thus (10.2) holds, with the ω j ∈ C * pairwise distinct, since η 3 = 0, and ω 1 = 1, and none of the β j can vanish, again by Lemma 10.1(C). The proof of (10.2) is now complete.
Next, suppose that d = 0 or d = k − 1, so that x = ±(k − 1)/2. Now (10.13) and (10.14) imply that (10.16) takes the form
The auxiliary equation for the complementary function has roots λ j = 1−jk/(k −1), for j = 1, 2, and (10.2) becomes, in view of Lemma 10.1(C), Again the e j are all non-zero, and e 5 = e 6 since g cannot have multiple zeros. If r 4 is large and some continuation of e ηP takes the value e 5 at some z 0 ∈ Ω(r 4 ) then z 0 is a zero of g, and so is a pole of f of multiplicity m 1 satisfying −m 1 = d + e 7 /ηe 5 , so that (5.2), (10.18) and (10.19) imply that at the point z 0 the following equations are satisfied:
Similarly, all zeros of continuations of e ηP − e 6 to Ω(r 4 ) are poles of f of multiplicity m 2 , where −m 2 = d − e 7 /ηe 6 , and
The exponential parts for the equation N [y] = 0
Let p and q be polynomials in z, and let θ ∈ R. Write p ≺ q (respectively, p q, p ≃ q) to indicate that Re p(re iθ ) < Re q(re iθ ) (respectively Re p(re iθ ) ≤ Re q(re iθ ), Re p(re iθ ) = Re q(re iθ )) as r → +∞. Since each P θ (r) = Re p(re iθ ) is a polynomial in r, every θ ∈ R has p ≺ 0 or p ≃ 0 or 0 ≺ p, and if p is not constant then all but finitely many θ ∈ [0, 2π] have either p ≺ 0 or 0 ≺ p.
Suppose that N[y] = 0 has linearly independent canonical formal solutions with exponential parts κ 1 , κ 2 , κ 3 . The κ j are polynomials in z by Lemma 10.1, and it will be assumed as before that κ j (0) = 0 for all j, from which it follows that if κ j − κ j ′ is constant then κ j − κ j ′ ≡ 0.
Lemma 11.1 The κ j are not all the same polynomial, and there does not exist θ ∈ R with κ j ≺ 0 on arg z = θ for j = 1, 2, 3.
Proof. The first assertion is proved in Lemma 7.2, and the second holds because otherwise g k = f /F tends to zero transcendentally fast on a sector, contradicting Lemma 7.2. ✷ Lemma 11.1 does not exclude two of the κ j being the same polynomial, possibly identically zero, and this case will be dealt with in Sections 15 and 18. When there is no repetition among the κ j , the next lemma shows that there are two subcases to handle. Lemma 11.2 Suppose that the κ j are pairwise distinct. Then it is possible to label the κ j and choose a ray arg z = θ ∈ R such that
Proof. If one of the κ j is identically zero label the other two as κ a and κ b , and choose θ ∈ [0, 2π] such that κ a ≺ 0 on arg z = θ. A small change to θ delivers either κ b ≺ κ a , which leads to (B),
Assume now that none of the κ j is the zero polynomial. Let m * be the largest of the degrees of the κ j and, with no loss of generality, write
If α 2 = 0 then it is easy to choose a ray arg z = θ on which κ 1 ≺ κ 2 ≺ 0 and, by varying θ slightly if necessary, either κ 3 ≺ 0 or 0 ≺ κ 3 . Lemma 11.1 then implies that (A) must hold. Next, suppose that α j = 0 for all j. If α 2 /α 1 is not a negative real number choose a ray on which α 1 z m * and α 2 z m * both have negative real part and κ 3 ≃ 0. Shifting θ slightly gives either κ 1 ≺ κ 2 ≺ 0 or κ 2 ≺ κ 1 ≺ 0, and Lemma 11.1 forces (A) to hold, subject to re-labelling if necessary.
Thus the proof is complete, after re-labelling if necessary, unless both α 2 /α 1 and α 3 /α 1 are negative real numbers, in which case the argument of the previous paragraph applies with κ 2 and κ 3 in place of κ 1 and κ 2 . ✷ 12 A decomposition of the operators N and V By Lemma 10.1(C), the equation N[y] = 0 in Lemma 5.3, which is satisfied by g, has order 3, and so the asymptotics for its solutions may be complicated. However, the following lemma gives a condition under which two linearly independent solutions of N[y] = 0 must together solve a second order equation, for which the asymptotics are then considerably simpler.
Lemma 12.1 With N and V as in Lemma 5.3, suppose that g 1 and g 2 are linearly independent (both formal or both locally analytic) solutions of N[y] = 0 such that
where d is rational at infinity. Then g 1 and g 2 solve an equation (3.4) and
where E 1 , E 0 and δ are rational at infinity. If, in addition, d is constant then
Thus equation (12.1) can be rewritten, using (5.16), in the form (12.2), with E 1 rational at infinity. Applying Lemma 3.4 shows that g 1 and g 2 solve an equation (3.4) , with E 0 also rational at infinity. Because g 1 and g 2 are linearly independent solutions of N[y] = 0 and (3.4), the operator N factorises using (10.1) and the division algorithm for linear differential operators [15, p.126] as 
where D k−2 is rational at infinity, so that
Comparing coefficients with (12.5) leads, using Lemma 10.1(C), to
Now (12.2) and (12.6) deliver, with .2) to (12.4) (12. 3) and (12.4) deliver
Here the function a * = −xE 1 + a k−1 /k is rational at infinity and In the context of Section 11, Lemma 13.1 applies if there is a repeated non-trivial exponential part among the κ j , or if (11.1) holds for some ray arg z = θ.
Proof. Choose z 0 ∈ S such that z 0 is not a singular point for any of the operators L, M, N, and such that
The second condition of (13.1) implies that w is a simple zero of g w , and by (13.2) the residue of f ′ w /f w at w is G 0 (w), which must belong to the set {0, . . . , k − 1}. Since this holds for all w near z 0 , the function G 0 is a constant d ∈ {0, . . . , k − 1}, and so g 1 and g 2 satisfy the hypotheses of Lemma 12.2, and hence solve an equation (3.4). Cauchy's estimate for derivatives shows that W (g 1 , g 2 ) tends to 0 transcendentally fast in a subsector of S, which gives E 1 (∞) = 0 by Abel's identity. The remaining assertions hold by Lemma 12.2. ✷
Decaying solutions with different exponential parts
This section will deal with one case of the situation in Section 13, in which two linearly independent solutions of N[y] = 0 decay in the same sector and have different exponential parts, corresponding to (11.1) in Lemma 11.2. The case of a repeated non-trivial exponential part will be addressed in Section 15. The methods of this section are heavily influenced by [2] , but a decisive role will be played by Lemma 13.1 and the second order equation ( Next, let the operators L, M have canonical formal solutions with exponential parts q j , s j respectively, labelled so that
on arg z = θ (the last phrase will be omitted henceforth). The q j and s j are polynomials in z with zero constant term. It may be assumed that θ is chosen so that if p 1 , p 2 ∈ {q 1 , . . . , q k , s 1 , . . . , s k } and
Lemma 14.1 There exists λ ∈ {1, . . . , k} such that the canonical formal solution g 1 of (3.4) with exponential part κ 1 annihilates a canonical formal solution f λ of L[y] = 0 with exponential part q λ , and the exponential parts for M[y] = 0 are
Moreover, this f λ may be assumed to be g 
Proof.
Suppose not: then an exponential part q 1 + κ 1 occurs in the list (14.2) . But this term, in view of (11.1) and (14.1), cannot be realised as
Proof. Suppose that this is not the case. Then the term q k + κ 1 , which does occur in the list (14.2), must be maximal according to the ordering . But (11.1) implies that
This is a contradiction since the second or third term in (14.4) occurs in the list (14.3) . ✷
Thus by (14.2) the s j in (14.1) can now be written as
Note that each of these relations initially holds with ≃ in place of =, but may be assumed to be an identity, by the remark following (14.1). The same property will subsequently be used on a number of occasions without explicit reference.
Proof. Suppose first that q µ − (k − 1)κ 2 ≺ s µ . Then (11.1) and (14.1) give µ > 1 and
in which all of the first µ terms occur in the list (14.3) . Hence the second list in (14.1) includes µ terms s all satisfying s ≺ s µ , which is a contradiction. Now suppose that s µ ≺ q µ − (k − 1)κ 2 . Then µ < k and in the list (14.3) there are at least µ terms s all satisfying s s µ ≺ q µ − (k − 1)κ 2 . Of these, µ − 1 are q 1 + κ 2 , . . . , q µ−1 + κ 2 (this list being void if µ = 1), and it must be the case that q µ+1 + κ 2 s µ ≺ q µ − (k − 1)κ 2 . But then (11.1) and (14.5) yield a contradiction via
✷ Lemma 14.4 implies that among the q j + κ 2 (j = µ) there are at least µ − 1 terms s with s q µ − (k − 1)κ 2 , and if µ > 1 these must include q 1 + κ 2 , . . . , q µ−1 + κ 2 ; similarly, there are at least k − µ terms with q µ − (k − 1)κ 2 s, and if µ < k these must include q µ+1 + κ 2 , . . . , q k + κ 2 . It follows that (14.5) and (14.6) yield
✷ By (11.1) there exists a canonical formal solution g 3 of N[y] = 0 which is free of logarithms and has exponential part κ 3 . Lemma 14.6 The exponential part κ 3 is not the zero polynomial, and case (A) applies in (11.1).
Proof. Suppose that κ 3 ≡ 0. Then Lemma 7.1 and (14.6) give at least one j with q j = s j = q j + κ 2 ≺ q j , a contradiction. 
Proof. Suppose first that ν < k. Then the list (14.7) includes q k + κ 3 , which must be maximal with respect to the ordering , since 0 ≺ κ 3 . But µ = k by assumption, which gives
using (14.6), and this contradicts (11.1). Thus ν = k in (14.7). Now suppose that
and so s 1 = q 1 + κ 3 , whereas (14.6) gives s 1 = q 1 + κ 2 since µ = 1, again contradicting (11.1).
✷
Proof. Suppose instead that 2 ≤ µ ≤ k − 1. Then, by Lemma 14.7, the list (14.7) consists of
Using (14.5), (14.6) and (14.8) gives
and
Define τ as follows: if 2 ≤ µ ≤ k − 2 take τ = k − 1, and if µ = k − 1 choose τ = 1. In either case µ = τ, τ + 1, since k ≥ 4 by assumption. Thus (14.5), (14.6) and (14.8) deliver
Combining (14.9), (14.10), (14.11) and (14.12) yields
contradicting the fact that κ 2 ≺ 0. 
in which the ω j are pairwise distinct, while P ′ and the H j are rational at infinity and H j e ω j P = N[e ω j P /P ′ ]. This forces each H j to vanish identically, so that the equation N[y] = 0 has three pairwise distinct exponential parts for its solutions, which is a contradiction. ✷
Two lemmas concerning trivial exponential parts
If at least one of the three exponential parts arising from the equation N[y] = 0 is trivial (that is, the zero polynomial), then it is not necessarily the case that N[y] = 0 will have two linearly independent solutions decaying in the same sector, so that a second order equation (3.4) may not be available. The approach to this case will combine Lemma 3.1 with some ideas from [2] . 
If 0 ≺ κ 1 in (16.1) then λ = k and 
The case where (11.2 
) holds
This section will deal with the case where there exists a ray for which conclusion (11.2) arises in Lemma 11.2. In this situation Lemma 16.2 makes it possible to assume that the exponential parts for N[y] = 0 are P , 0 and −P , where P is a polynomial in z of positive degree ρ. Hence N[y] = 0 has canonical formal solutions which are free of logarithms and satisfy
Since N[g] = 0, the order of growth of g k = f /F is ρ g k = ρ. Choose a ray arg z = θ 0 on which Re P (z) = O(|z| ρ−1 ) as |z| → ∞, such that f has a sequence of poles (and so g has a sequence of simple zeros) tending to ∞ in the sector | arg z − θ 0 | ≤ π/2ρ. Take a sector Σ given by | arg z − θ 0 | ≤ π/ρ − δ 1 , where δ 1 is small and positive, and write 2) in which the φ j are analytic solutions on Σ, and the last relation holds in the sense of asymptotic series, as in Section 4. Here the fact that the asymptotics for N[y] = 0 may be extended to hold in Σ follows from the work of Jurkat [16] : in the present case, where the exponential parts are P , 0 and −P , it is relatively simple to establish, using the Phragmén-Lindelöf principle. Since g has infinitely many zeros in Σ, at least two of the b j , and so at least one of b 1 and b 3 , must be non-zero. By replacing P by −P , it may be assumed that b 1 = 0. Now take a ray arg z = θ lying in Σ, on which P ≺ 0 ≺ −P , and apply Lemma 16.1 with κ 1 = P . It follows from (16.2) and (16.3) that
and so, by (7.2),
Hence the equations
respectively, in which the q j are pairwise distinct. Since a k−1 = A k−1 , Lemma 4.2 implies that
To prove (17.11) use (17.1), (17.7) and (17.8) to write
Here O(z ω ) denotes any formal series in descending integer powers of z with leading power at most ω ∈ Z. Eliminating γ via the last equation yields
and now (17.11) follows from Cramer's rule. Next, since N ≤ ρ − 1, (17.3) and (17.
is again a canonical formal solution of M[y] = 0 with exponential part q j , and so a constant multiple of w j . Since k ≥ 4, this implies in view of (17.5) that
for j = 1 and j = 2, or for j = k − 1 and j = k. If (17.12) holds for j = 1 and j = 2 then (17.9), (17.10) and (17.12) give
from which it follows that
Similarly, if (17.12) holds for j = k − 1 and j = k, then (17.9), (17.10) and (17.12) give
2) then f satisfies the conclusion of Proposition 10.1.
Proof. Using (5.16) write, on Σ,
A zero of g arises wherever U 1 /U 2 = e Φ = −1, and the multiplicity of the pole of f at such a point is
By (17.1) and (17.2), the function ζ = (1/πi)Φ = (1/πi) log U 1 /U 2 maps the sector Σ univalently onto a region containing a half-plane ±Re ζ > M 1 ∈ R, and (17.14) holds wherever ζ is an odd integer. Thus (17.1), (17.2), (17.7) and Lemma 3.1 give a polynomial Q * such that
Suppose first that Q * (Φ) is rational at infinity in (17.15) . Then it follows from Lemma 12.1 that U 1 and U 2 solve a second order equation (3.4) with E 1 and E 0 rational at infinity, and so does g, by (17.13), contradicting Lemma 10.1(C).
It may therefore be assumed henceforth that Q * is non-constant. Then (17.14) and (17.15) show that the multiplicity m 0 (z) of a pole z ∈ Σ of f tends to ∞ as z → ∞, faster than |z| 
Furthermore, the left-hand side of (17.15) has a meromorphic continuation along any path in Ω(r 1 ), as has Φ ′ , but if a continuation of U 1 /U 2 has a zero or pole at some z 0 then Φ(z) = log U 1 (z)/U 2 (z) behaves like m 1 log(z − z 0 ) as z → z 0 , for some m 1 ∈ Z \ {0}. Therefore (17.15) implies that e Φ = U 1 /U 2 continues without poles or zeros in Ω(r 1 ), and so any zeros of continuations of U 1 and U 2 are shared.
Take any sector Σ * given by | arg z − θ * | ≤ π/ρ − δ 1 , where Re P (re iθ * ) = O(r ρ−1 ) as r → ∞, let U 1 , U 2 be continuations of U 1 , U 2 to Σ * , and write 
Suppose that U 1 and U 2 have a sequence ζ µ → ∞ of common zeros in Σ * . The matrix with rows (d 1 , d 2 , d 3 ) and (e 1 , e 2 , e 3 ) has rank 2, since U 1 and U 2 are linearly independent, and so Cramer's rule gives e 4 , e 5 ∈ C and a permutation (j, j ′ , j ′′ ) of (1, 2, 3) such that
Here e 4 e 5 = 0, as ψ j (ζ µ ) = 0 for large µ. But this gives a contradiction, since the fact that
It follows that U 1 and U 2 continue without zeros in some annulus Ω(r * ). Lemma 3.2 shows that there exists ρ 2 > 0 such that any continuation of U 2 to any sector in Ω(r * ) satisfies log |U 2 (z)| = O (|z| ρ 2 ) as z → ∞ there. Take a sector Σ * * given by θ 1 < arg z < θ 2 , where these θ j are such that no θ ∈ [θ 1 , θ 2 ] has Re P (re iθ ) = O(r ρ−1 ) as r → ∞. For any continuation of U 2 to Σ * * there exist P * ∈ {−P, 0, P } and a matching η
repeated application of the Phragmén-Lindelöf principle to the continuations of U 2 (z)z −η 2 or its reciprocal shows that P * = 0, and so η * = η 2 . Examining (17.16) in the light of (17.17), first on a subsector of Σ * on which e P is large and subsequently on a subsector where e −P is large, forces 0 = e 1 = e 3 . Choosing Σ * = Σ gives e 0 ∈ C such that z e 0 U 2 (z) is analytic and zero-free of finite order of growth in some annulus Ω(r * * ). This, coupled with almost identical reasoning applied to U 1 , shows that U Here the χ j have asymptotic series on Σ in descending integer powers of z and, by Lemma 17.2, η 3 − η 1 − 2(η 2 − η 1 ) = η 1 + η 3 − 2η 2 is a non-negative even integer. Evidently A, B and E = C 2 are analytic on Σ, and E does not vanish identically, since zeros of g are simple. Furthermore, it is clear from (17.18 ) that, at a zero of g in Σ,
(e P − B) 2 = E = C 2 , g ′ = Ae −P (2(e P − B)(P ′ e P − B ′ ) − E ′ ). Proof. Note first that B +dC does not vanish identically, since B 2 −C 2 does not. All conclusions of the lemma clearly follow from (17.19) if b 2 = 0 or η 3 − η 1 − 2(η 2 − η 1 ) > 0, and in particular if conclusion (A) of Lemma 17.2 holds.
Assume therefore that b 2 = 0 and η 3 − η 1 = 2(η 2 − η 1 ). Then (17.19) implies that C(z) = C(z) 2 z 2(η 1 −η 2 ) has an asymptotic series on Σ in descending non-positive integer powers of z. If this asymptotic series for C(z) vanishes identically then, by making Σ slightly narrower if necessary, it may be assumed that E(z) = C(z) 2 and E ′ (z) both tend to zero in Σ transcendentally fast, that is, faster than any negative power of z, but f still has infinitely many poles there. This implies using ( Proof. The function g has a zero in Σ wherever e P = B + dC, and at such a zero (17.20) gives
Here (17.22) shows that ζ = (1/2πi)(P (z) − log(B(z) + dC(z))) maps a subdomain of Σ univalently onto a half-plane ±Re ζ > M 1 ∈ R. Because (5.2) implies that (g ′ ) −k is integervalued at each zero of g, and so at points where ζ is integer-valued, it follows from (17.19), (17.21) (17.24) that the multiplicity m 0 (z) of the pole of f at z ∈ Σ tends to ∞ faster than some positive power of |z| and, since the exponent of convergence of the zeros of e P − (B + dC) in Σ is ρ, this implies that N(r, f ) has order greater than ρ, which is incompatible with conclusion (B) of Lemma 17.2.
Hence conclusion (A) of Lemma 17.2 must hold. In view of (17.19) and Lemma 17.4 , it follows that η 1 + η 3 = −2(ρ − 1) and γ d = η 3 − η 1 , and that Proof. Since e 4 = 0 in (17.25), writing 27) shows that Φ continues meromorphically along any path in Ω(r 3 ). Any zero of any continuation of U 1 is either simple or double, since U 1 solves N[y] = 0, and must be a pole of Φ, by (17.27 ).
Comparing multiplicities in (17.27) excludes simple zeros of U 1 , and double zeros of U 1 have to be triple poles of Φ ′ and so double poles of Φ. Furthermore, any zeros of any continuation of Φ must be double, again by (17.27 ). Thus K = Φ 1/2 continues meromorphically along paths in Ω(r 3 ), and is locally univalent since K ′ (z) = 1/U 1 (z) = 0. ✷
Again because e 4 = 0 in (17.25), there exists a polynomial Q 2 of degree 2 such that (17.2) and continuation of g into Ω(r 3 ) give g = Q 2 (K)/K ′ , whether or not U 2 ≡ 0, where K is as in Lemma 17.8. Hence g = 0 forces K = a, where Q 2 (a) = 0, and so g ′ = Q ′ 2 (a) = ±b for some b ∈ C * , by elementary properties of quadratics. It now follows using (5.2) that all poles of f in Ω(r 3 ) have the same multiplicity, and f satisfies the conclusion of Proposition 10. There exists a third canonical formal solution g 3 , which has exponential part κ and, by Lemma 7.1, annihilates some canonical formal solution h µ of L[y] = 0, with exponential part q µ say. Consider the terms R j = V [g j ]/g j , for j = 1, 2; these are formal series in descending integer powers of z. Hence
is a formal solution of M[y] = 0, for j = 1, 2, and either is identically zero or has exponential part q µ . Since the exponential parts for M are all different, S 1 and S 2 must be linearly dependent, and some non-trivial linear combination g 4 of g 1 and g 2 must annihilate h µ , as does g 3 . Therefore 
Thus W (g 3 , g 4 ) has non-zero exponential part, so that E 1 (∞) = 0 in (3.4), and the conclusion of Proposition 10.1 follows from Lemma 12.2. ✷
