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Abstract--This study presents a structural framework for analyzing land-use/environ- 
mental interactions and formulating planning models accounting for these interactions. 
A general conceptual planning model is first developed. Its applicability is illustrated 
through a review of major environmental pollution transfer models, and through the 
development of a prototypical model that is progressively expanded to account for 
centralized treatments, ransfer modifications, hort-term and long-term dynamics, and 
the stochasticity ofthe environment. 
1. INTRODUCTION 
The last fifteen years have witnessed a tremendous expansion in the literature dealing 
with environmental systems economics, management, and planning, albeit in a rather 
fragmented fashion, focusing on specific environmental issues, media and pollutants, with 
little account for their interrelatedness. Much of the published literature has primarily 
dealt with air and water quality issues, and secondarily with solid waste management. 
There have nevertheless been some attempts at comprehensiveness, best illustrated by 
the Regional Environmental Quality Management (REQM) model developed by Resources 
for the Future[l]. Despite its broader scope encompassing solid, liquid, and gaseous re- 
siduals generation and impacts, the REQM model has several conceptual shortcomings: 
(a) it is a static model where time is not considered, either in the short or in the long run; 
(b) the spatial distribution of activities and population is fixed; and (c) the natural systems 
models are deterministic. The present study is an attempt at reviewing and organizing the 
vast above-mentioned literature, and at developing a structural framework which should 
help in designing environmental management/planning models, with a particular emphasis 
on location/land-use variables, and in delineating further esearch areas. 
t A preliminary version of this paper was presented atthe 23rd European Congress of the Regional Sciencc 
Association, Poitiers, France, August 30-September 2, 1983, 
* Berman Visiting Professor at The Hebrew University of Jerusalem during the academic year 1985-1986. 
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The remainder of the article is organized as follows. Section 2 consists in a review of 
the decision variables, constraints, and interactions that should be accounted for in a 
conceptual planning model, the major components ofwhich are described in general math- 
ematical terms. Environmental/natural systems models are reviewed in the cases of air 
and water pollution, noise, and visual pollution, and their structural similarities and dif- 
ferences analysed in Section 3. Detailed illustrations of the general model are presented 
in Section 4 with static modeling approaches. These static models are expanded into both 
short-term and long-term dynamic models in Section 5. Stochastic variables are introduced 
into the modeling framework in Section 6, and the form of the objective function and 
ways of implementing the optimal plans in competitive decentralized market systems are 
discussed in Section 7. Finally, Section 8 concludes and outlines areas for further esearch. 
2. A CONCEPTUAL PLANNING MODEL 
The purpose of this section is to conceptually ay out the structure of a comprehensive 
planning model encompassing land-use, economic, and environmental interactions in a 
region viewed essentially as a closed one, at least environmentally. The basic problem 
considered is the allocation of different land uses to potential sites in the region, including 
the selection of the locations and capacities of transportation li ks, and the determination 
of an environmental pollution control plan, that will optimize some regional welfare func- 
tion subject o several technological, mass balance, iocational, and environmental stan- 
dards constraints. The model can be organized in five major subsystems. 
2.1. The land-use subsystem 
Assume there are K (k = 1 ~ K) activities and I (i = 1 ~ I) sites to which these 
activities can be assigned. Let Xki be the amount of activity k assigned to site i (e.g., the 
amount of a specific type of housing or the capacity of a road link at a given location). 
The interrelationships that exist among the variables Xk; may be expressed by a set of 
constraints: 
G(X) ~ O, (1) 
where 
= (Xll . . . . .  Xki . . . . .  Xm). 
This set includes constraints related to allocating possibly fixed stocks of activities, max- 
imum land availability at each site, activity interactions such as transportation flows ex- 
pressed through gravity or entropy-type equations, or input-output exchanges among the 
various economic sectors, etc. There is an important literature on land-use planning 
models, as partly summarized in Miron[2], which illustrates the type of constraints rep- 
resented in Eq. (1). 
2.2. The residuals generation subsystem 
Assume there are P (p = 1 ~ P) different ypes of residuals that may be generated 
by the K activities. These residuals may represent solid, liquid, or gaseous materials, or 
energy in the form of heat or noise, or visual nuisances. Each activity is likely to produce 
given amounts of some of these residuals under standard production technologies. These 
gross residuals amounts may be reduced through input substitution, technology change, 
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pollution abatement, recycling, and conversion from one residual form to another. We 
assume that these changes take place in situ, i.e., at the very location of the activity 
concerned. Let Epki be the final amount of residual p generated by activity k at location 
i, and Zaki the magnitude of the pollution-reducing measure a( = 1 --0 A). For each activity 
(k, i), the following general relationship holds: 
H(Xk i ,  Zk i ,  Ek i )  = O, (2) 
where 
Zki = (Z l  l i  . . . . .  Zaki . . . . .  ZAki) 
F-'ki m (E lk i  . . . . . .  Epki  . . . . .  Epk i ) .  
- -N  The vector Eki is the sum of two vectors, Eki and Uii, with 
Eki - -N  =" Ek i  + F-~ki, (3) 
where --N Ek; represents the amounts of residuals directly discharged into the environment, 
and E~i those amounts ent over for further treatment incentralized systems (e.g., regional 
wastewater t eatment plants or solid waste collection and treatment). The sharing of Epki 
among these two types of rE,charges i  a decision variable in the model. 
2.3. The centralized treatment subsystem 
A centralized treatment system consists in a collection etwork conveying the residuals 
from their primary sources to treatment plants, and in a final disposal network conveying 
the untreated residuals from the primary sources and treatment plants to locations where 
they are discharged into the environment. Note that treatment plants need not exist in 
such systems: for instance, wastewater can be piped to remote downstream discharge 
points where residuals will do less harm, and solid wastes are truck-collected and directly 
transported to the landfills, points of final disposal into the environment. Such systems 
do exist or are technologically feasible for solid wastes, wastewater, air pollutants, and 
residual heat (in the form of liquid water or steam). Let S be the number of such possible 
systems (s = 1 ~ S). Each system is characterized by the following decision variables: 
(a) number, locations, capacities, and efficiencies of the treatment plants, (b) conveyance 
network links locations and capacities, and (c) locations of final residuals discharge points. 
Let -T~ be the vector of such decision variables for system s, and Ps the subset of residuals 
to be treated in system s. If E': is the vector of residuals amounts potentially treatable in 
system s, with 
- - c  c Es = {Epki [ p e es ,  k = 1----~ K, i = 1----~ I}, 
and if EFjs is the amount of residual p discharged by system s at disposal ocation j (= 
1 ~ J), the interrelationships characterizing any treatment system s can be summarized 
by the following system of equations: 
Ks( Ts, E~I, EFs ) = 0 (s = 1~ S), (4) 
where 
f f f  ( Et(1 s ,  F E F = . . . . .  Ep j  . . . . . .  PsJS). 
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While, in general, each system is independent of the others, some interactions may exist 
among them: for instance, the sludge from wastewater treatment plants may be transported 
to a landfill or an incinerator. Such interactions can be formally accounted for in Eqs. (4) 
by deleting the index s. 
2.4. The environmental subsystem 
The residuals inputs to the environment (air, water, land) are represented by the vectors 
~'~i and ~F. These residuals are transported, iluted, and modified, ultimately leading to 
pollutant concentrations or levels at the various regional sites i, measured by Rp;. The 
receptors of interest are the K land uses, including "passive" activities uch as agriculture 
or outdoor ecreation. The residuals transfer process is controlled by natural factors such 
as wind speed and direction, streamflow, etc., but may be modified in different ways. 
Walls or vegetation screens may attenuate noise, instream oxygenation may reduce the 
dissolved oxygen deficit in rivers, dense land-uses may modify the airflow and thermal 
structure of the atmosphere and thus the air pollution diffusion process, etc. Let N be 
the vector of the exogenous environmental parameters, and M the vector of direct inter- 
vention on the transfer process (e.g., screens, flow augmentation, artifical stream aeration, 
stack height and emission speed, etc.). The environmental transfer, including chemical 
transformations, may be summarized by: 
L(E N, E F, N, M, X, R) = O, (5) 
where 
~N 
~= 
-K= 
(~f ' ,  . . . .  ~s ~ . . . . .  E~) 
(Rll . . . . .  Rpi . . . . .  RpI) 
2.5. The externality reception subsystem 
The general environmental management goal is the respect of environmental standards 
stating the maximum acceptable concentration R*k for pollutant p and activity k. Such a 
standard is to be enforced at site i only if some activity k is assigned to that site. In some 
cases, it is feasible to consider receptor protection and/or further treatment ofthe pollution 
at the reception site: for instance, building construction standards for accoustic protection 
or polluted water treatment before usage. Let Ui be the vector of protection/treatment 
variables at site i. The standard enforcement constraint can then be expressed by: 
Qi(Ri, R*, Xi, Ui) <- O. (6) 
Constraints (6) can be easily adjusted to account for synergistic reactions among pollutants 
at the reception level. In such a case, the concept of "isodeath curve" can be used[3], 
wherein different combinations of pollutant concentrations have the same toxicity effect, 
which is to be limited to some maximum level. 
2.6. Discussion 
The basic decision variables considered in the previous ections include (1) land uses/ 
activities X, (2) pollution abatement measures at the sources 2, (3) centralized treatment 
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systems characteristics -T, (4) environmental transfer modifications M, and (5) protection/ 
treatment measures at the reception sites U. The planning problem is then to optimize 
some function of these variables, F(X,  Z, T, M, U), subject o the above-discussed con- 
straints. The various possible forms of the function F will be reviewed in Section 7. It is, 
at this point, clear that the general relationships and constraints reviewed in the previous 
sections have a conceptual but not an operational value. The remainder of the study 
analyzes these relationships as applied to the real world, and introduces dynamic and 
stochastic dimensions, absent in the conceptual model for the sake of clarity in 
presentation. 
3. REVIEW OF ENVIRONMENTAL SYSTEMS MODELS 
The environmental transfer process was conceptually summarized by Eqs. (5). The 
purpose of this section is to illustrate the modeling of this transfer in the case of air and 
water quality, noise, and visual pollution. 
3.1. Air pollution 
The fundamental pproach to determining the distribution of pollutants in the atmos- 
phere is to seek the solution of the set of partial differential equations representing the 
mass balance of each pollutant species in any elementary volume dv = dx dy dz in which 
the pollutant species appears. This system, known as the Fickian equations of diffusion, 
must be solved under appropriate initial and boundary conditions. The basic equation 
ORp 
= - V(uRp) - Vqp + Ca + Ep (p = 1---~ P) (7a) 
Ot 
simply expresses that the accumulation of pollutant p in volume dv during time dt (ORp/ 
Ot) is related to the rates of pollutant inflow to and outflow from this volume (-7(uRp) 
-- ~qp), to the production and destruction rates of the pollutants by chemical reaction 
(Cp), and to the emission rate (Ep) in the same volume during the same period. The inflow 
and outflow of pollutants take place through two processes: advection (-~7(uRp)) and 
diffusion (Vqp), where qp is the mass flux of pollutant p due to turbulent diffusion. Ad- 
vection is the process by which materials and energy are transported through space by 
the movement of the fluid medium in which they are either suspended or dissolved, at 
the same velocity as this fluid. Diffusion involves different types of processes such as the 
Brownian motion of molecules, eddy diffusion due to the swirling motion of the fluid, and 
turbulent mixing. Whatever the type, the result of diffusion is eventually to distribute 
materials/energy evenly throughout the fluid body. The tendency is for mass and energy 
to move from regions of higher concentrations to regions of lower concentrations. The 
rate of mass transfer due to diffusion is generally assumed to be proportional to the 
concentration gradient with: 
qp = - K VRp, (7b) 
where the diffusivity matrix K has components hat depend on the gradients of the wind 
field and vertical temperature, and on the surface roughness. Given a fixed coordinate 
system (Ox, Oy, Oz) with the x-axis oriented in the wind direction, let Kx, Ky, and Kz be 
the eddy diffusivity coefficients inthe three axis directions. Equation (7a) is then rewritten 
as: 
ORp ORp 02Rp 02Rp 02Rp 
- u + Kx- -  + Ky- -  + Kz - -  + Cp + Ep. (8) Ot Ox Ox 2 Oy 2 Oz 2 
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['(i.,.1,j, k) 
I 
( i r i rk)  ~ O i ( 
J 
F ig .  1. Po l lu t ion  d i f fus ion  e lementary  box .  
x(i ) 
In general, the interest is on steady-state conditions (i.e., when ORp/Ot = 0) and not in 
temporary, transitory conditions. The general approach is to seek numerical solutions by 
transforming Eq. (8) into a system of difference quations that permits a step-by-step 
numerical calculation of the concentrations at the center of each cell of a three-dimensional 
grid superposed on the area analyzed. The spatial derivatives are approximated by dif- 
ference equations involving the values of concentrations and other variables at groups of 
neighboring points. Assume that the diffusion airspace is divided into an array of boxes 
(or volumes of fluid) indexed by (i, j, k) and with sides (Ax, Ay, Az). The indices i, j, 
and k refer to the downwind, crosswind, and vertical directions, respectively. Consider 
the box (i + 1,j, k), as illustrated in Fig. 1. Discretizing Eq. (8), the conservation of mass 
for this box implies that: 
Uk(Rp.i+ l.j,k - Rpijk) AyAz = (Kx)k AyAz (Rp,i+2,j,k -- Rp,i+ l,j,k)/Ax 
+ (Kx)k AyAz (Rp,i,j,k -- Rp,i+ I,j,k)/Ax 
+ (Ky)k AxAz  (Rp,i+l,j+l,k --  gp,i+j,j,k)/Ay 
q- (Ky)k AxAz  (Rp.i+ l,j- i .k - Rp.i+ i.j.k/Ay 
-k (gz)k+(1/2) AyAx (Rp,i+l,j,k+l - -  Rp,i+l,j,k)/Az 
+ (gz)k-(I/2) AyAx (Rp,i+l,j,k-i - Rp,i+l.j,k)/Az 
+ Cp.i+ l.j,k + Ep,i+ l,j,k. 
(9) 
Consider first the case where the chemical reaction component Cp is irrelevant. If the 
wind speed and diffusion coefficients are given parameters, then Eq. (9) represents a
linear relationship between concentrations and emissions. If this equation is written for 
all the possible ceils in the airspace, with due regard to boundary conditions, the resulting 
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system of equations can be written in matrix form as 
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BuR n = Ep, (10) 
where R u is the vector of concentrations and Eu the vector of emissions in all the airspace 
cells. The matrix Bu is made up of the wind speed and diffusion coefficients parameters. 
Inverting Bp leads to: 
R u = Bp 'Ep  = A uEe .  (I1) 
Equation (1 l) points out a linear relationship between emissions and concentrations. Each 
coefficient in A u represents the marginal concentration, in some cell, due to a marginal 
emission in some other cell. Such a linear model always characterizes the solution of 
linear partial differential equations (i.e., where the unknown function and its derivatives 
of any order are all of degree one). When chemical reactions are involved, the problem 
is more complex, and two different cases should be considered. First, assume that Cn 
simply represents a decaying process of the first order, that is: 
C u - h n Rp. (12) 
In this case, Eq. (9) is still linear, and the previous results hold. Second, assume that Cu 
involves the chemical production of pollutant p through the interactions of other pollu- 
tants, that is 
Cp = Cp(Rj  . . . . .  R~ . . . . .  Rp) j ~ p. (13) 
If Eq. (13) is linear, then the previous results hold, but the vectors R e and Ep must be 
extended to include all pollutants. Generally, however, the chemical production rate C u 
is a polynomial in the concentrations Rp, where the coefficients are the reaction rate 
constants obtained from laboratory chemical measurements. Among the most important 
atmospheric reaction is the creation of photochemical smog involving, in particular, ni- 
trogen oxides and hydrocarbons, in the presence of oxygen and sunlight (see, for instance, 
[4]). The photochemical smog production rate is modeled as a polynomial in other pol- 
lutants concentrations. In such a case, Eq. (9) is nonlinear, and overall inearity no longer 
holds. Nevertheless, the system of Eqs. (9) can be solved step-by-step for any vector of 
emissions E, and the resulting concentrations R calculated for any cell. However, in this 
case, the sources effects are not separable, i.e., it is then impossible to distinguish the 
relative contribution of each source to a receptor point. 
It should be noted that the Gaussian diffusion model most often used or referred to in 
the literature corresponds tothe solution of Eq. (8) under steady-state conditions, without 
chemical transformation (besides decay), and with restrictive assumptions about wind 
speed and diffusion coefficients characteristics. The Gaussian model naturally leads to 
linear relationships between emissions and concentrations. For extensive reviews of dif- 
ferent, simplified approaches to air pollution diffusion modeling, see [5 and 6]. 
3.2. Water pol lution 
3.2.1. The case o f  surface waters. The mass conservation approach summarized in
Eqs. (7a), (7b) applies to the transport, dilution, and transformation f residuals in surface 
waters, in particular flowing water bodies such as rivers. In this case, the problem is 
generally reduced to one dimension (i.e., the x-axis is following the river course), and the 
68 JEAN-MICHEL GULDMANN 
river is compartimented in elementary reaches (the cells). Generally, lateral diffusion is 
assumed away (i.e., Ky = K~ = 0), and it is often so the case for downstream diffusion 
(i.e., Kx = 0). The most well-known and frequently considered river pollution issue is 
the relationship between Biochemical Oxygen Demand (BOD) and Dissolved Oxygen 
(DO). This relationship involves purely advective transport and first-order decay chemical 
reactions (see, for instance, [1]). I fE  is the amount of BOD rejected at point x = 0, the 
resulting dissolved oxygen deficit (DOD) resulting from the biochemical decomposition 
at point x is: 
K~ [e  -K l (x /u )  - -  e-Kz(x /u ) ]  __ E 
DOD = Kz - Ki Q ,  (14) 
where u is the stream speed, Q the river flow, K1 the rate of BOD degradation, and K2 
the rate of natural reoxygenation of the river. DOD is a critical water quality parameter 
which is indeed linearly related to the BOD emission E. It should be noted that the 
parameters K1 and/£2 both depend on the river temperature T. K2 also depends upon the 
river flow Q. If there are changes in the river temperature due to heat releases, then the 
relationship between DOD and (E, T) is no longer linear, but its functional form is explicitly 
available. Generally, heat effects are modeled with a constant decay of temperature dif- 
ferential equation 
d (T -  TE) 
u - K3(T -  TE), (15) 
dx 
where Te is the final equilibrium temperature (see, for instance, [7]). 
BOD-DO types of models do not provide sufficient information about other aspects of 
water quality, such as algae densities, population sizes of certain species of fish, and 
concentrations of other non-organic and non-degradable materials. Hence, ecological 
models have been developed that incorporate such biological mechanisms as feeding, 
growth, predation, excretion, and death. The model developed by Resources for the Fu- 
ture[ 1 ] represents such an attempt, wherein the components of the ecosystem are grouped 
in classes according to their function, and each class is represented by an endogenous or 
state variable such as nitrogen, phosphorus, suspended solids, organic materials (BOD), 
algae, bacteria, fish, zooplankton, DO, toxics, and heat (temperature). Given such exo- 
genous inputs as BOD, nitrogen, phosphorus, toxics, suspended solids and heat, the model 
determines the DO, fish, and algae concentrations a final outputs. The model is structured 
as a set of differential equations applying to each reach of a river. These equations assure 
mass continuity of the materials considered while accounting for the transfers among 
classes and between adjacent reaches. The model is solved through step-by-step numerical 
simulation, but, due to its high level of nonlinearity, it cannot yield an explicit relationship 
between inputs and outputs. Finally, other surface water models, such as lake eutrophi- 
cation models, are modeled similarly (see [8]). 
3.2.2. The case o f  underground waters. The propagation of pollutants in underground 
aquifers is modeled by using the fundamental mass conservation equation, which is solved 
numerically. Such a modeling is illustrated by the study of Gorelick and Remson[9], who 
developed unit source-concentration matrices and breakthrough curves showing the his- 
tory of solute concentration atany particular supply well resulting from the unit injection 
of solute which has migrated ownstream. Because of the slow movement of underground 
aquifers, it is necessary to introduce the temporal dimension in the transfer coefficients 
linking sources and receptors. For each potential injection site, a simulation was executed 
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in which the sole source of pollution was injection at that site. Each run simulated a unit 
injection rate (100 kg/day) for one 200-day period, and no injection thereafter. In essence, 
Gorelick and Remson's approach consists in computing transfer coefficients aijkh where 
i and j refer to injection and reception sites, and k and h to injection and reception times. 
The effects of all the unit injections are then linearly superposed. Note that the linearity 
results from the linear structure of the mass conservation equation where chemical re- 
actions are assumed away. 
3.3. Noise 
The propagation and attenuation ofnoise in urban areas depend upon the distance from 
the source, the meteorological conditions (wind, humidity, temperature), the existence 
of surfaces that absorb and reflect noise, and barriers such as buildings, walls, and veg- 
etation. Noise level is measured indecibels (dB), a logarithmic measure of sound pressure. 
If dBi is the sound pressure at noise source i, and do- the distance between source i and 
receptor j, the noise level dBj at receptorj resulting from the superposition of the noises 
emitted by I sources is (see, for instance, [10]); 
[ l°""'°] 
dBj = lOlog i=, ~ d2 J " (16) 
Equation (16), which is correct for noise propagation over a free field without obstructions, 
can be adjusted to account for the noise frequency band[10]. There are several formulas 
to account for the effects of barriers and noise absorption and reflection by the ground. 
In the case of walls, for instance, the noise reduction L is given by the Parkin formula, 
with: 
AL = 10 log(20x) 
- o] V'R 2 +H 2 -R  + X/D 2 +H 2 - 
x 
(17) 
(18) 
where R is the source-wall distance, D the wall-receptor distance, H the height of the 
wall, and X the noise wave length. 
While the noise transfer process can be modeled analytically and explicitly in the case 
of free fields (Eq. 16), this may not be the case with more complex noise paths, as suggested 
by Eq. (18), and a step-by-step simulation approach may then be the only available al- 
ternative. Even in the case of free fields, note that the relationship between emission and 
reception is not linear. 
3.4. Visual pollution 
There have been, in recent years, several attempts to quantify visual impacts and visual 
quality, with both statistical and detailed simulation approaches. For reviews of these 
studies, see Guldmann[11, 2]. The approach proposed here for visual pollution transfer 
analysis was developed in [11] and further efined in [12]. It consists first in calculating 
visual intervisibility coefficients A~-j between any relevant couple of points (i, j) in space, 
where j is a viewer point and i refers to the object that is viewed. Aij is set equal to 1 if 
there is full visibility, 0 if there is no visibility, and in between if there is partial visibility. 
To compute Ao-, it is necessary to analyze, in a step-by-step simulation, the screening 
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effects of all the intervening topographic and land-use structures located on the visual 
line (i - j). In [11], the impact of a given object k located at i on a viewer a t j  is defined 
as  
Vii = Ek Aifld~} (19) 
where E~ is some measure of the intrinsic visual attractiveness of object k, du the distance 
between i and j ,  and c~ a distance exponent. 
In Eq. (19), E~ represents the "visual pollution emission," and [Aij/d~.] the visual 
pollution transfer coefficient, and therefore there is a linear relationship between "emis- 
sion" and "concentrat ion."  A more complex approach is adopted in [12], wherein the 
different landscape components viewed from a given point are projected on a picture plane 
in order to compute area measurements of the degree of intrusion of the different landscape 
components in the area of the total scene. The next step is then to use these areal measures 
as arguments in a nonlinear visual preference function. While this approach is more 
integrative than the previous one, its drawback is that there is no longer any linearity 
between "emiss ion"  and impact. 
4. STATIC MODELING 
The purpose of this section is to illustrate the applicability of the general planning 
model outlined in Section 2. A basic model is first developed, which is then extended to 
account for centralized treatments and modifications of the pollution transfer process. 
4.1. A basic model 
Assume that fixed stocks of activities XTk must be allocated among I sites, each with 
a land area availability L;. Let lk be the unit land input of activity k, and e~,k the unit 
emission rate of that activity for pollutant p. Assume there is only one technology for 
abating each pollutant at the source, that these technologies are not interacting, and that 
there is no conversion from one pollutant form to another. Let qpki be the amount of 
pollutant p abated at source (k, i). Assume further that the pollution transfer models are 
simple linear transfer coefficients Apij, and that there are no synergistic effects at the 
reception. The constraints of the model can then be written as follows: 
1 
~, Xki = XTk 
i=1  
K 
E lkXki  "< L i  
k - I  
epkXki  -- qpki -- Epki = 0 
K I 
~, ~_, AeijEpki - Rpj = 0 
k=l  i=1  
Rpj ~ R*k + Mo(1 - Ykj) 
1 if Xki > 0 
ykj = 0 if Xki = O" 
(k = 1 --~ K): allocation of activity stocks; (20) 
(i = 1 --~ I): land availability; (21) 
(Vp, k, i): pollution emission balance; (22) 
(Vpij = ! ~ 1): concentration calculation; (23) 
('¢p, j, k): standard constraint; (24) 
(25) 
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The definition of ykj calls for the specification of additional constraints: 
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Xkj -< Mo Yk2 (26) 
ykj -< Mo Xkj, (27) 
wherein Mo is an arbitrarily large number. Constraints (20)-(27) are linear in both con- 
tinuous and integer zero-one variables. The need to introduce integer side constraints for 
the standards definition was initially recognized by Werczberger[13] in the specific case 
of air pollution. Several variances of the above model have appeared in the literature in 
the case of air pollution[14, 15, 16], and in the case of air and water pollution and solid 
wastes[17], the latter, however, introducing centralized treatment systems in the model. 
However, most other published contributions take land uses as given, that is, they focus 
essentially on constraints (22) and (23). This is particularly the case of the RFF model[l], 
where the process of residuals abatement is analyzed through a complex interindustry 
input-output submodel. Most contributions specific to water quality involve centralized 
systems, and are referred to in the next section. Contributions in the area of noise and 
visual pollution control involve transfer modifications, and are discussed in Section 4.3. 
Model (20)-(27) can be adjusted to account for more complex transfer functions and 
synergistic pollution effects. In the general case 
Rp.i =- L(Epki  [ k = 1--~ K,  i = 1~1) ,  (28) 
where L can be any function, analytically explicit or only computable through simulation. 
The nonlinearity introduced into the constraints calls for the use of nonlinear program- 
ming algorithms, for instance the algorithms of feasible directions (see [18]), wherein 
constraints are linearly approximated, using the derivatives: 
ORpj OL 
OEpki OEpki " 
(29) 
The values of the derivatives (29) can be computed irectly if an analytical formulation 
is available, or approximated through simulation (see, for instance, [11]). If there are 
synergistic effects among pollutants at the reception, then the combinations ofacceptable 
pollutant concentrations may be specified by a constraint 
fk (R l i  . . . . .  Rpi  . . . . .  Re  j) = O. (30) 
Constraints (24) are then replaced by the following constraints: 
fk (R j i  . . . . .  Rp. i . . . . .  Re  j) <- (1 - Yki) Mo 
fk (R l i  . . . . .  Rpi  . . . . .  Rpj) ~ (Ykj - 1) Mo. 
(31) 
(32) 
Constraints (31) and (32) ensure that, if Xk.i > 0, then constraint (30) is strictly verified. 
Otherwise, fk can take any value in the interval [ -  Mo, + Mo], which may be set as large 
as necessary. 
Finally, model (20)-(27) can be adjusted to account for treatment at the receptor. Let: 
Rpkj  = Rpk  + Mo(l - Yki), (33) 
72 
and 
JEAN-MICHEL GULDMANN 
Rp*j rain * = (Rpkfl. (34) 
k 
The magnitude of the treatment can be measured by the excess of the actual concentration 
over the maximum acceptable one, or: 
Upj = max(0, Rpj - R*fl. (35) 
The variable Upj is to appear in the objective function of the model as a determinant of 
the cost of treatment at the receptor. Besides the decrease in concentration (i.e., Ups-), 
other variables may intervene in the determination of this cost: for instance, the amount 
of river water treated before it is available for drinking or other purposes. Also note that 
Upj can be specific to some activities, with: 
Upk~ = max(0, Rpki -- Rpkfl. (36) 
This would, for instance, be the case of noise protection in different ypes of buildings 
through windows, reinforcement, etc. Finally, note that the functions rain and max can 
be expressed by equivalent sets of constraints involving new zero-one variables. 
4.2. Centralized treatment systems 
Assume that S locations (s = 1 ~ S) have been determined as potential sites for 
pollution treatment plants. Let Qs be the amount of pollution to be treated at plant s. 
These sites are nodes of a potential pollution conveyance network, the optimal structure 
of which is to be determined endogenously by the overall model. Let m be a pure tran- 
shipment node in this network (m = 1 --~ M) and c a node where emissions into the 
environment may take place. Let D(m) and O(m) be the sets of destination and origin 
nodes linked to node m, and Ep,. the pollution emitted at node c (= 1 ~ C). The pollution 
flow balances for each type of node are then: 
E Qlm - ~ Qml = 0: balance at transhipment ode m, (37) 
leO(m) leD(m)  
"~ Qlc - ~ Qcl - /?pc = O: balance at emission node c, (38) 
leO(c) leD(c) 
~ Qls - ~ Qsl - Q, = O: balance at treatment plant s, (39) 
leO(s) leD(s) 
with Qab being the pollution flow on network link (a-b). The total emission E~k,- of source 
(k, i) is divided into two flows, u Epki into the environment and ECki into the conveyance 
network for centralized treatment. The pollution flow balances at source site (node) i are 
then: 
N epkXki - qpki - Epk i  - ECpki = 0 (40) 
K 
ECpki - • Q/,, - ~] Qic - ~] Qi, = 0. (41) 
k = 1 reeD(i) teD( i )  ,FeD(i) 
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Finally, the pollution concentration equation (23) is rewritten as: 
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K 1 C 
Z Z ApijENp ki q- Z ap,, iEm- Rpj = O. (42) 
k- - I  i=1 c=l  
The cost of such systems includes both the costs of the conveyance network links and 
the costs of the treatment plants. Hence, the flow variables Q,b and Q.~ are to appear as 
arguments of the cost function. 
Centralized treatment systems have been mostly modeled in the case of wastewater. 
Some approaches only involve emissions constraints[19, 20, 21, 22], while others involve 
water quality models, generally of the BOD-DO type[23, 24, 25, 26]. These various models 
differ in terms of their solution algorithms, the structure of their cost functions (economies 
of scale, indivisibilities, etc.), and the way they deal with the time dimension. However, 
all these water-related models do not involve Iocational decisions. Such decisions are, in 
qontrast, considered in the air-pollution-related model developed by Guldmann and She- 
fer[27]. Finally, note that solid waste regional systems are structurally similar to the above- 
mentioned water and air pollution systems, the conveyance system consisting of trucks 
instead of pipes, and with a variety of treatment plants, such as composters, incinerators, 
and landfill. Such systems are necessary because solid wastes cannot, generally, be dis- 
posed into the environment a  the sources (e.g., individual households). Also, note that 
solid waste per se is not a form of pollution, but it generates water pollution, through 
underground aquifer infiltration or surface water runoff, air pollution (odors, smokes, 
etc.), and visual pollution. There is a large literature on the design of solid waste collection 
and disposal systems, generally focusing on the location of the facilities, districting, rout- 
ing, and truck fleet selection (see, for instance, [28]). However, in none of these models 
is the transfer of solid-waste generated pollutants into the environment dealt with. 
4.3. Pollution transfer modification 
4.3.1. Air pollution. Increasing emission stack height is a traditional approach to 
reduce ground-level concentrations, simply by diffusing the pollutant plume into a larger 
portion of the atmosphere. Optimization models accounting for stack height variables 
have been developed by Guldmann and Shefer[29]. Their approach consists in developing 
transfer coefficients Apij(h), where h is the stack height of the source at site i, through 
repeated applications of the Gaussian model for different h values, and subsequent curve- 
fitting. This approach introduces nonlinearity in the concentration equation (23). An al- 
ternative is to consider a finite number of possible stack heights and to index accordingly 
the transfer coefficients, thus keeping the model inear. The emission variables E~ki and 
Ep, would have to be indexed similarly, and stack height cost would have to be accounted 
for in the objective function. In addition to stack height, stack diameter, gas exhaust 
velocity, and gas temperature have also an impact on diffusion conditions through the 
plume rise phenomenon (see [6]). These parameters, which can be controlled and are 
therefore decision variables, could also be formally introduced into the specification of 
the transfer coefficients. 
Laying out greenbelts (forest, woods, tree rings) in urban areas is another approach 
for fixing the gaseous and particulate matter of the atmosphere. A methodology dealing 
with this air quality management option is developed in [30], leading to the specification 
of transfer coefficients Apij(V), where V is the vector of vegetation amounts at the different 
relevant greenbelt sites. It is shown that, when the number of such sites is small, an 
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analytical formulation of Apij(g) can  be developed. However, in the general case, sim- 
ulation is necessary to approximate the derivatives of the transfer coefficients (OA/OV), 
which are then to be embedded into the nonlinear solution algorithm of the planning model. 
Note that the variables V must then appear in the objective function as arguments of 
greenbelt-related costs and benefits. 
Besides the previous "active" control options, it is important to remember that the 
man-built opography created by buildings and streets modifies regional wind flows and 
the atmospheric temperature structure, and thus the conditions of pollution diffusion. The 
air drift towards the city's center due to heat built-up, or heat island effect, is well-known. 
The impact on airflow of complex terrains made up of buildings has been analyzed by 
Kotake and Sano[31] by coupling a small-scale model with a large-scale one, involving 
the simultaneous solutions of the Navier-Stokes flow equation, yielding the wind speed 
field, and of the diffusion equation, both through numerical methods. In the large-scale 
model, the flow field is estimated irectly from meteorological data without solving the 
flow equation. The small-scale model takes as boundary conditions the flow and concen- 
tration values yielded by the large-scale one, and accounts in detail for the geometric 
conditions of the terrain (building sizes, forms, etc.) and the physical features of the 
sources. Conceptually, if X, W, and R represent the land-use, wind field, and concentration 
vectors, the approach can be summarized by: 
w = F (X)  
R = G(W,  E) = G[F(X) ,  E]. 
(43) 
(44) 
In this case, however, it is impossible to develop an explicit, analytical formulation of 
the transfer process, and simulated approximations of the transfer gradients (i.e., aR/OX, 
OR/OE) would have to be used in the planning model. 
4.3.2. Water pollution. Flow augmentation a d stream aeration are the most wide- 
spread methods for "actively" increasing the pollution assimilative capacity of  rivers 
(see, for instance, [32, 33]). Referring to Eq. (14) which relates BOD to DOD, the flow 
variable Q is an argument of the natural reoxygenation coefficient/£2 (i.e., K2 = K2(Q)) 
and of the river speed u (i.e., u = u(Q)). Hence, in this case, an analytical formulation 
of the transfer coefficient Ap~/(Q) is available and can be introduced into the planning 
model. The costs and benefits associated toflow augmentation are numerous and complex, 
due to the multiple purposes erved by reservoirs (recreation, water supply, flood control, 
power generation). In the case of artificial stream aeration, it is possible[33] to linearly 
relate the change in dissolved oxygen in any stream reach to an input of oxygen in any 
upstream reach, and hence the concentration equation (23) is straightforwardly extended 
to 
K 1 
• ApijEpki - E A°ijOi - Rpj = O, (45) 
k = ' i=  I i~ l l  
where Oi is the oxygen input to reach i, and I, the set of reaches where reoxygenation 
can take place. Note that aeration costs depend both on the amount of oxygen injected 
and on the level of instream dissolved oxygen in the vicinity of the aerators. 
There are also several interactions between water supply and water quality that must 
be accounted for. For instance, the withdrawal of large amounts of water from rivers from 
various usages, and their later disposal in those rivers may significantly modify river flow 
conditions, and thus the parameters of the water pollution transfer process. The same 
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problem may take place in the case of underground aquifers, where water pumping and 
wastewater injection may impact the groundwater velocity field, and thus the conditions 
of pollution diffusion. In such a case, it is necessary to solve simultaneously and nu- 
merically both the equation of flow and the equation of diffusion. This issue has been 
dealt with by Willis[34] and Gorelick[35]. As in the case of the air diffusion pattern modified 
by land uses, it is necessary to embed simulation techniques into the planning model. 
Finally, land-use patterns do modify the complex interactions between rainfall and 
riverflow. Such interactions can be analyzed with numerical simulation models, which 
account for all the hydrological processes such as surface runoff, infiltration, interception, 
underground runoff, and evapotranspiration. Illustrative of such approaches it the "Stan- 
ford Model" developed by Crawford and Lindsay[36]. From a conceptual viewpoint, such 
processes may be summarized by: 
Q = F(X) (46) 
R = G(Q, E), (47) 
where Q is the flow of either ivers or underground aquifers. As Eq. (46) cannot, in general, 
be formulated explicitly, simulation techniques must again be embedded into the planning 
model. 
4.3.3. Noise. Noise screens have been integrated as a management option, together 
with noise abatement at the sources and receptors, in [10]. Let X s and )(jR be the noise 
level reductions at the source i and at the receptor j, Sh the scale of the screening alter- 
native h attenuating noise between i and j, and A t- the unit attenuation of the noise from 
i to j  due to h. Following[10], Eq. (16) is rewritten as: 
(48) 
While Eq. (48) points to an explicit analytical formulation of the transfer process, it is 
likely to be an approximation of the role of screens. Indeed, the implicit assumption is 
that there is a linear relationship between amount of screen and attenuation, and that the 
cumulative ffects of different screens are additive. However, the Parkin formula (18) 
clearly suggests that a complete description of the real process is more complex, and 
possibly calls for the use of simulation techniques embedded into the planning model. 
4.3.4. Visual pollution. The visual pollution transfer process depends primarily on 
intervisibility. As demonstrated in [11], the value of the intervisibility coefficient Ai; de- 
pends upon the sizes of all the intervening features on the sight line (i-j). These features 
include man-built structures (i.e., land uses), natural and uses (forests, topography, etc.) 
and purposefully set up visual screens and modified topography. It was shown that no 
explicit formulation of the A,-j's accounting for these factors can be developed, and again 
the only alternative is to use simulation techniques. 
5. DYNAMIC MODELING 
In this section, the structural framework presented in the previous ections is extended 
to account for (1) the short-term intra-annual variability of environmental conditions, and 
(2) the long-term pluri-annual changes in land uses and technology. 
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5.1. Short-term dynamics 
In the previous sections, a single state of environmental conditions was considered, 
and the pollution transfer process modeled accordingly (e.g., the transfer coefficient Apij). 
This state generally refers to worst conditions (e.g., river low flow) or to a weighted 
average of different conditions, the weights being the frequencies of occurrence of these 
conditions. The latter case has commonly applied to the computation of annual transfer 
coefficients using the Gaussian formula and linking constant air pollution emissions to 
average annual concentrations. Unfortunately, with such approaches it is impossible to 
analyze the implications of environmental variability in terms of (1) optimal locational 
and pollution control policies, and (2) the achievement of environmental standards for 
averaging periods different from that of the selected single state. For instance, in.addition 
to achieving an average level of air quality to prevent chronic and long-term health effects, 
it is also necessary to prevent he attainment of some threshold levels at any time in order 
to avoid acute short-term health effects, associated with relatively short durations (e.g., 
3-24 hr.). However, the second objective is not likely to be met if optimal emission levels 
and the locations of polluting activities are determined with respect o yearly average 
standards. Indeed, the intra-annual variations in meteorological conditions are likely to 
produce, for some or all receptors, very favorable as well as unfavorable conditions. As 
for river pollution, the low flow critical conditions may be of very short duration, and the 
assimilative capacity of the river may be much better during the rest of the year. In such 
a case, is it then economically efficient to install capital-intensive pollution treatment 
systems that will be under-utilized most of the time, instead of another mix of control 
measures possibly entailing higher unit operating costs but smaller capital costs? 
The implications of the variability of river flow conditions are analyzed by Yaron[37] 
who develops amultiseasonal mathematical program using the concept of multistage linear 
programming. The year is divided into seasons of known duration and characteristics. 
Some decision variables have fixed values throughout the year (industrial production and 
abatement technologies), while the others have seasonally variable values (levels of pol- 
lution treatment at municipal plants), and the locations of all the polluters are given. The 
planning implications of the hourly, daily, and/or monthly variability of meteorological 
conditions are integrated in the air quality models developed by Hilst et a/.[38] and Guld- 
mann[39]. Hilst et al. consider an isolated power plant and maximize its total annual 
emissions ubject o hourly, daily, and annual ambient standards, for a given two-year 
record of hourly meteorological data. Guldmann presents a linear programming cost min- 
imization model applied with average monthly transfer coefficients computed on the basis 
of monthly wind-stability roses. This model determines the optimal monthly fuel blendings 
(in terms of sulfur contents) at several polluting plants, subject o both annual and monthly 
air quality standards. 
In order to account for the variability of environmental conditions, the time dimension 
must be introduced into our general planning model. Assume that the year is divided in 
a succession of T elementary subperiods of equal length (t = l ~ T), during which a 
steady state exists in the environmental conditions. Constraints (22)-(24) of the basic 
model are then modified as follows: 
epkXk i  - -  qpk i t  - -  Epk i t  = 0 V(p, k, i, t), (49) 
K 1 
~ ap~j,Epk,, - Rpj, = 0 V(p, j, t), (50) 
k=l  i= l  
Rm, <-- Rpkj + Mo(1 - Yk j )  V(p, j ,  k, t), (51) 
where qpki,, Epki,, and Rpi, refer to emission reductions, net emissions, and concentrations 
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during subperiod t, and Apij, is the transfer coefficient for that period. R~k~ is the standard 
for the basic subperiod length. However, it is necessary to add other constraints to the 
model. First, the pollution treatment capacity KApk~ must be accounted for, with 
qpkit <- KApki (Vt) ,  (52) 
and operating and investment costs must be included separately in the objective function. 
Second, assume that there is a standard * Rpk, pertaining to an averaging time of n sub- 
periods. The constraints for all the possible n-subperiod sequences are then: 
t/ 
1 ~ Rp,j,t+i <--R*k, + Mo(1 - yj, j-) 
n i= l  
(t = 0~ T -  n). (53) 
Finally, variable gross emissions may also be introduced into the model by adding the 
time dimension to the emission factor (i.e., epkt). 
5.2. Long-term dynamics 
Populations grow and move, land-use and transportation patterns hift, and technology 
progresses, and as a consequence the structure of the pollution problems in urban areas 
is modified: new pollution sources and new receptors ensitive to pollution appear, old 
ones disappear, and others change their emission and reception characteristics. As the 
chains of causation between locations/pollution control decisions and the ultimate pol- 
lution impacts may be quite complex and the time lag important, it is necessary to embed 
the land-use planning/environmental pollution control problem in a long-term, multiperiod 
framework. 
The basic model (20)-(27) is easily extended to account for multiperiod ecisions. 
Consider a planning horizon mode of 0 periods (,r = 1 ~ 0), each period being a year (or 
several years). The one-time flow variable X~i must be replaced by the stock variable 
XL-, representing the amount of activity k located in site i during period "r. This stock is 
the net sum of inflows and outflows of activities during past periods. Let qpki,, Epki,, and 
Rpj, be the emissions reductions, net emissions, and concentrations during period -r. Con- 
straints (22)-(27) are then rewritten as follows: 
epkXSkir -- qpki~ -- Epkir =- 0 V(p, k, i, 'r), (54) 
K 1 
E E ApijEpkiT - npj.r = 0 V(p,  j ,  "r), (55) 
k=l  i=1  
Rpj-~ -< R*k + Mo(l - Ykj,) V(p, j, k, "r), (56) 
1 if X~j~> 0 
ykj, = 0 if X],j, = 0' (57) 
X~j~ <- Moykj~, (58) 
Ykj, <-- MoXSkj~. (59) 
Let A KApki, be the incremental capacity of pollution treatment equipment installed uring 
period "r. Capacity constraints must then be added, with: 
"r 
qpki.r <- E A KApkit V(p, k, i, 'r). (60) 
t= l  
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It is clear that the land-use related constraints become much more complex in this inter- 
temporal perspective. For an extensive discussion of land-use related factors, such as 
relocation, land development, transportation network development, etc., the reader is 
referred to[40]. From a comprehensive iewpoint, it is also clear that centralized systems 
and transfer modifications options, as well as the short-term dynamics brought about by 
environmental variability, should also be embedded in the long-term, intertemporal frame- 
work. However, these extensions will not be formalized here, as they would not add to 
the conceptualization purpose of this study. 
6. STOCHASTIC MODELING 
The models described in the previous sections are truly deterministic. For instance, 
whatever the steady-state period selected, it is assumed that the environmental factors 
that condition the transfer process always remain the same, that is, the coefficients Apij 
orApij, do not vary. Obviously, this is not perfectly true, although the extent of the random 
variability of these coefficients i a matter of empirical research. For instance, assume 
that a given month always corresponds to the critical low-flow conditions. While low, 
this flow is very unlikely to remain the same from one year to another. The critical question 
is then: which annual flow should be selected to model the transfer process? 
The approach suggested here is to treat the transfer coefficients as random variables, 
and to transform the deterministic model into a chance-constrained one, wherein some 
violation of the standard is allowed, while strictly controlling the frequency of this vio- 
lation. If R*k is now defined as the concentration level that should not be exceeded with 
a frequency higher than o~, the probabilistic extension of the deterministic constraints 
(23)-(24) is: 
(61) 
where "P"  means probability. The method to solve a chance-constrained program (CCP), 
a technique pioneered by Charnes and Cooper[41], is to formulate deterministic equiv- 
alents to the chance constraints, and to apply an appropriate algorithm to the resulting 
deterministic optimization model. 
A further possible xtension is to treat he controlled residual emissions Epki as random 
variables, because, for instance, of random factors determining the efficiency of the treat- 
ment process. Such a randomness is considered by Riordan[42], who analyzes the optimal 
discharges by polluters into a river during the period of low flow, under the assumption 
of normally distributed aily wasteflows. The optimal control of random emissions i also 
analyzed by Beavis and Walker[43]. In the case of air pollution, Guidmann[44] shows that 
the common assumption that the annual frequencies of the different meteorological con- 
ditions remain constant from year to year is not correct, based on an analysis of actual 
meteorological data, and solves the resulting chance-constrained model with different 
approximation methods. Finally, note that other methods, such as Markov chains, have 
been used to deal with environmental randomness ( ee, for instance, Loucks and Lynn[45] 
in the case of river flow and pollution). It is, however, clear that, overall, little research 
has been devoted to the integration of environmental randomness into planning models, 
and further esearch in this direction is desirable. 
7. OBJECTIVE FUNCTION AND PLAN IMPLEMENTATION 
The previous ections have been devoted to an analysis of the constraints of the land- 
use/environmental planning model, and to the determination f the relevant decision var- 
Environmental nd land-use planning optimization models 79 
iables. To complete the formulation of the model, it is necessary to add an objective 
function to be optimized subject o the model's constraints. In most of the studies referred 
to previously, the objective is to minimize the total costs (operating and investment) of 
pollution control, including the costs of residual treatment, of modifying the environment, 
of centralized systems, and of final protective measures. When land-use is endogenous 
to the model, then land development, relocation, and transportation costs should also be 
included in the cost function]40]. When production and consumption of goods are en- 
dogenous to the model, the objective should then be the maximization of total net benefits, 
equal to gross consumption benefits minus all the above-discussed costs (see, for instance, 
[46]). Alternatively, Muschett]47] maximizes employment subject o air quality standards. 
Finally, still another approach is to maximize environmental quality subject o financial 
constraints on the total outlay for pollution control]48]. Such an approach consists in 
minimizing the highest pollution concentration. 
Once determined, the optimal plan must be implemented. Besides direct centralized 
enforcement, it is important o assess the feasibility of decentralized ecision-making 
procedures, such as using taxes (e.g., emission tax) and subsidies. In the case of simple 
models formulated as linear programs, it can be demonstrated (e.g., Guldmann and 
Shefer,[6], among many others) that the dual program does yield such taxes and subsidies. 
However, when the model involves such centralized options as central treatment plants 
and transfer modifications (e.g., building reservoirs for low flow augmentation), the non- 
linearity of the model calls for alternative approaches to incentives determination, such 
as multilevel programming]49], or game theory applied to cooperative games with side 
payments]50]. Clearly, the problem of implementing the optimal plan in a decentralized 
fashion calls for further research. 
8. CONCLUSIONS 
A structural framework for the design of environmental/land-use planning models has 
been presented, based upon an extensive review of the related literature. The various 
policy options have been discussed and embedded into a prototypical model, which has 
been extended to account for the temporal dimensions and the stochasticity of environ- 
mental factors. Areas of further research include, in particular, probabilistic methodol- 
ogies and plan implementation through decentralized procedures. 
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