A sophisticated analysis approach based on the concept of fluorophore localization provides dynamic super-resolution data of GFP-labeled live cells using a common, arc lamp-based wide-field fluorescence microscope.
super resolution for common probes and common microscopes
Keith A Lidke A sophisticated analysis approach based on the concept of fluorophore localization provides dynamic super-resolution data of GFP-labeled live cells using a common, arc lamp-based wide-field fluorescence microscope.
One class of methods for achieving fluorescence super-resolution is based around finding the positions of fluorescent molecules that label the cellular structure of interest [1] [2] [3] . In this approach, positions can be determined precisely and accurately using fluorescent probes that can be photoactivated, photoconverted or photoswitched to generate single images with emitter densities of only about one active fluorophore per diffraction-limited area. Many imageseach containing stochastic subsets of active fluorophoresare collected and analyzed to attain the spatial sampling required for a super-resolution image. One drawback of this approach is that the active density of fluorophores in each frame must be kept low, forcing long imaging times and requiring the use of probes that can be manipulated to a low single-frame density. Now Cox et al. 4 describe a new approach to modeling such datasets using a Bayesian analysis that can work with fluorophore densities as high as those found when using conventional labeling and imaging.
In their analysis, called Bayesian blinking and bleaching (3B) analysis, they model the entire time series as a set of blinking and bleaching fluorophores; the analysis is weakly constrained by prior information about the blinking and bleaching characteristics of the fluorophore, which can be estimated from separate experiments. The result is that a few seconds of data collection using a typical lamp-based wide-field fluorescence microscope can yield an image with resolution approaching 50 nanometers.
Recently, several methods have been described to analyze images containing multiple emitters in a diffraction-limited area by fitting with multiple fluorophore models [5] [6] [7] . The aim of these approaches is to find the single best estimates of fluorophore positions (point estimates). But as the density of emitters becomes high, these approaches fail because many different models of fluorophore location, parameterized with different numbers of fluorophores and intensities, may fit the data almost equally as well.
In another recently described approach 8 , the difference images of subsequent frames are used to identify bleaching and blinking events and to localize fluorophores. When conventional fluorophores are used, however, many fluorophores may need to be bleached to improve the signal-to-background ratio to an acceptable value.
In the 3B approach, the entire time series is globally analyzed, and a fluorophore location probability map is generated by making a weighted average over all possible models; the set of models includes varying numbers of emitters, emitter locations and fluorophore temporal dynamics. The probability map calculation takes into account the prior information about the blinking and bleaching of the fluorophore as well as how well the models fit the data.
As illustrated in Figure 1 , for data with a low density of fluorophores, the 3B analysis is similar to the point-estimate analysis. However, the 3B analysis averages over the possible Keith A. Lidke is at the University of New Mexico, Albuquerque, New Mexico, USA. e-mail: klidke@unm.edu No reliable point estimates npg bleaching and blinking models to give a spatial probability of fluorophore locations. In the case of high-density fluorophores, the point estimate fails because many models with different numbers of fluorophores or different fluorophores locations may fit the data nearly equally well (Fig. 1) . Here is where the 3B analysis comes into its own. In the 3B approach, an average of all models is taken, so that the ambiguity in the models simply results in a more distributed range of possible fluorophore locations and shows up in the probability maps as what appears to be a region with worse resolution. Longer imaging times allow for better location estimates, so that imaging time can be traded for spatial resolution.
The 3B analysis provides exciting new possibilities for super-resolution imaging with simple optical setups and probes that are neither photoactivatable nor photoswitchable, but there are a few caveats. The images generated with the 3B analysis must be interpreted with care. Fluorescence microscopy images taken from confocal and widefield setups are understood by the viewer as an underlying structure that is blurred out homogeneously with the microscope pointspread function. This intuition cannot be directly applied to interpreting the 3B pro bability maps. Structure in the probability map indicates both sample structure and the ambiguity in the modeling of the data. Some structures, such as thin, linear structures may have anisotropic ambiguity, with the result that the effective resolution across the probability map image can be heterogeneous. The 3B approach shifts the complexity of super-resolution from the optical setup onto the postprocessing analysis. Adequately sampling from the set of all possible models is a demanding computational task, and analyzing datasets requires several hours per square micrometer of data analyzed, although the conventional images are immediately available.
Despite a few minor caveats, the ability to achieve super-resolution images of dynamic structures in living cells with simple optical setups makes the 3B method a powerful new tool for cellular imaging.
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making sense out of nonsense to visualize editing in the fly nervous system

Chammiran Daniel & Marie Öhman
In vivo methods to capture processing events such as RNA editing in specific cell types are sparse. Researchers have now developed a method to visualize adenosine-to-inosine editing activity in individual fruit fly neurons using a reverse-engineered fluorescent reporter.
Our understanding of complex nervous systems has increased tremendously in recent years. At the molecular level, however, there are many questions still to be solved, particularly how individual neurons differ from each other in their gene expression. Postor co-transcriptional RNA processing events are common modulators of gene expression in neurons that function to increase synaptic plasticity, which is important for memory and learning. A very specific way of controlling neuronal gene expression is by RNA editing. Although RNA editing is mainly assayed in cell culture or tissue, in a paper in this issue, researchers describe a way to visualize activity in neurons in the context of an animal 1 .
In the animal brain, mRNA editing by adenosine deamination has been proven to be essential for increasing the diversity of the proteome involved in neurotransmission. The adenosine deaminase that acts on RNA (ADAR) editing enzymes convert adenosine to inosine in highly structured RNA. Because inosine is recognized as guanosine during translation, adenosine to inosine (A-to-I) editing can change the code for specific amino acids. Thus, editing is important in neuronal cell type-specific regulation of synaptic development and behavior by fine-tuning gene expression and increasing protein diversity in both insects and mammals 2, 3 . Recoding by the ADAR enzymes commonly occurs in mRNA encoding receptors, ion channels and other regulators of neurotransmission and signaling 4 . ADAR enzymes also act on noncoding sequences such as untranslated regions, introns and microRNAs, thereby contributing to post-transcriptional regulation at multiple levels 5 .
RNA editing is often measured as a nucleotide discrepancy after DNA sequencing of a reverse-transcribed PCR product. The recent development of high-throughput sequencing techniques to detect variations in the neuronal transcriptome has shown that RNA editing by nucleotide deamination is more common than previously anticipated 6 . In future developments of these techniques, one can foresee that it will be possible to determine differences in editing between individual cells and also in response to external stimuli. However, tools to measure the enzymatic activity of proteins involved in nucleotide modification in single cells are still limited. Little is therefore known about the A-to-I editing activity in different neuronal subtypes and how it affects their function.
Jepson et al. 1 have developed a powerful method to visualize the activity of the Drosophila melanogaster ADAR (dADAR) enzyme in individual cells in vivo. Editing of mRNA substrates by the ADAR enzymes involves the formation of structurally diverse double-stranded RNA, often involving both exonic and downstream intronic sequences. The authors took advantage of their previous knowledge about a complex dADAR substrate
