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Private set intersection (PSI) protocols are cryptographic protocols that allow two parties
to securely compute the intersection of their private input sets without disclosing elements
outside of the intersection. While this simple functionality turns out to be instrumental for
many real-world applications, existing protocol designs and implementations unfortunately
incur an impractical computation and/or communication overhead. As a consequence, service
providers currently deploy insecure alternatives that threaten users’ privacy at a large scale.
Therefore, in this thesis, we design, implement, and evaluate practical PSI protocols to provide
viable privacy-preserving alternatives for three specific application scenarios: mobile contact
discovery, mutual authentication for Apple AirDrop, and database intersection analytics.
Mobile Contact Discovery. Mobile messengers commonly offer a feature that allows users
to discover their existing contacts on the platform based on the phone numbers stored in
their address book. Unfortunately, we find that popular messengers implement contact
discovery either by uploading the users’ entire address books in the clear or by using simple
hashing-based protocols. As we show that such hashing-based protocols are vulnerable to
brute-force attacks, the users’ entire social graphs are exposed to anyone with access to the
service providers’ infrastructure. To instead perform the matching procedure between address
books and user databases in a privacy-preserving manner, we develop and optimize two PSI
protocols that are significantly more efficient than the state-of-the-art protocols of Kiss et
al. (PoPETs’17) while also providing security against malicious clients.
By closely investigating the contact discovery implementation of three popular messen-
gers (WhatsApp, Telegram, and Signal), we also find that due to insufficient rate limits,
attackers can crawl the global user databases simply by enumerating phone numbers. For
this problem, we propose multiple mitigation techniques, including a novel PSI-compatible
rate-limiting scheme that strictly improves over the approach currently deployed by Signal.
This part of the thesis is based on the following two publications:
[KRS+19] D. KALES, C. RECHBERGER, T. SCHNEIDER, M. SENKER, C. WEINERT. “Mobile Private
Contact Discovery at Scale”. In: 28. USENIX Security Symposium (USENIX Security’19).
Website: https://contact-discovery.github.io. Full version: https://ia.cr/
2019/517. USENIX Association, 2019, pp. 1447–1464. CORE Rank A*. Appendix B.
[HWS+21] C. HAGEN, C. WEINERT, C. SENDNER, A. DMITRIENKO, T. SCHNEIDER. “All the Numbers
are US: Large-scale Abuse of Contact Discovery in Mobile Messengers”. In: 28.
Network and Distributed System Security Symposium (NDSS’21). Website: https://
contact-discovery.github.io. Full version: https://ia.cr/2020/1119. Internet
Society, 2021. CORE Rank A*. Appendix A.
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MutualAuthentication forAppleAirDrop. Based on the reverse-engineering efforts of Stute
et al. (USENIX Security’19), we identify two privacy vulnerabilities in Apple’s proprietary
offline file sharing service AirDrop. They are rooted in the exchange of vulnerable hash
values of contact identifiers during the authentication handshake that determines whether
two device owners are mutual contacts. We demonstrate both attacks with a proof-of-concept
implementation called “AirCollect” that can almost instantly recover the mobile phone numbers
of nearby Apple users who open the sharing pane on their devices.
As a privacy-preserving alternative, we develop “PrivateDrop”. Our solution is based on two
consecutive executions of optimized PSI protocols that provide security against malicious
parties and additionally enforce authentic inputs. We implement PrivateDrop in Apple’s
native programming language Swift and show in an empirical performance evaluation on
real Apple devices that the overall authentication delay of below one second preserves the
user experience of the original insecure AirDrop protocol.
This part of the thesis is based on the following two publications:
[HHS+21a] A. HEINRICH, M. HOLLICK, T. SCHNEIDER, M. STUTE, C. WEINERT. “DEMO: AirCollect:
Efficiently Recovering Hashed Phone Numbers Leaked via Apple AirDrop”. In: 14.
ACM Conference on Security and Privacy in Wireless and Mobile Networks (WiSec’21).
Website: https://privatedrop.github.io. Full version: https://ia.cr/2021/893.
ACM, 2021, pp. 371–373. Appendix C.
[HHS+21b] A. HEINRICH, M. HOLLICK, T. SCHNEIDER, M. STUTE, C. WEINERT. “PrivateDrop: Practi-
cal Privacy-Preserving Authentication for Apple AirDrop”. In: 30. USENIX Security
Symposium (USENIX Security’21). Website: https://privatedrop.github.io. Full
version: https://ia.cr/2021/481. USENIX Association, 2021, pp. 3577–3594.
CORE Rank A*. Appendix D.
Database Intersection Analytics. Scenarios where two companies or governmental agen-
cies want to conduct analyses on data subjects they have in common without revealing
their entire database are usually addressed with generic circuit-based PSI protocols that can
compute arbitrary functions of the database intersection. The best prior circuit-based PSI
protocols of Pinkas et al. (USENIX Security’15 and ACM TOPS’18) have a complexity
of O(n log n/ log log n), where n is the number of database entries. In our work, we create
the first circuit-based PSI protocol with almost linear ω(n) complexity that also significantly
outperforms prior works in terms of concrete performance. Our construction is based on
a novel hashing scheme called “2D Cuckoo hashing”, which we analyze experimentally by
spending millions of core hours on a high-performance computer.
This part of the thesis is based on the following publication:
[PSWW18] B. PINKAS, T. SCHNEIDER, C. WEINERT, U. WIEDER. “Efficient Circuit-Based PSI via
Cuckoo Hashing”. In: 37. Advances in Cryptology – EUROCRYPT’18. Vol. 10822. LNCS.
Code: https://encrypto.de/code/2DCH. Full version: https://ia.cr/2018/120.
Springer, 2018, pp. 125–157. CORE Rank A*. Appendix E.
Overall, this thesis contributes to make private set intersection protocols sufficiently practical
to provide privacy-preserving solutions for three widely-used real-world applications.
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Zusammenfassung
Protokolle zur privaten Schnittmengenberechnung (im Englischen private set intersection,
PSI) sind kryptographische Protokolle, die es zwei Parteien erlauben, die Schnittmenge ihrer
geheimen Eingabemengen zu berechnen, ohne dass Elemente außerhalb der Schnittmenge
bekannt werden. Obwohl diese einfache Funktionalität instrumental für eine Vielzahl von
praktischen Anwendungen ist, erzeugen existierende Protokolle leider einen unpraktikablen
Berechnungs- und Kommunikationsmehraufwand. Aus diesem Grund nutzen Dienstanbieter
derzeit unsichere Alternativen, welche die Privatsphäre von Nutzern massiv gefährden.
Daher entwerfen, implementieren und evaluieren wir in dieser Thesis effiziente PSI Protokolle,
um praktikable Privatsphäre-schützende Alternativen für drei spezifische Anwendungssze-
narien anbieten zu können: mobile Kontaktermittlung, Authentifizierung für Apple AirDrop
und Analyse von Datenbankschnittmengen.
Mobile Kontaktermittlung. Mobile Messenger bieten Nutzern in der Regel die Möglichkeit,
existierende Kontakte auf der Plattform basierend auf den Telefonnummern in ihren Adressbü-
chern zu finden. Leider implementieren populäre Dienste diese Kontaktermittlung entweder
durch das Hochladen der gesamten Adressbücher oder durch simple Hashing-basierte Proto-
kolle. Da wir zeigen, dass solche Hashing-basierten Protokolle anfällig für Brute-Force-Angriffe
sind, sind die gesamten sozialen Graphen der Nutzer für jeden einsehbar, der Zugriff auf
die Infrastruktur der Dienstanbieter erlangt. Um den Abgleich zwischen Adressbüchern und
Nutzerdatenbanken auf Privatsphäre-schützende Art und Weise durchzuführen, entwickeln
und optimieren wir zwei PSI Protokolle, die signifikant effizienter sind als die derzeit besten
Protokolle von Kiss et al. (PoPETS’17) und außerdem noch Sicherheit gegenüber böswilligen
Nutzern bieten.
Durch eine nähere Untersuchung der Implementierung von Kontaktermittlungsverfahren von
drei populären mobilen Messengern (WhatsApp, Telegram und Signal) finden wir außer-
dem heraus, dass durch unzureichende Beschränkung der Anfragen Angreifer die globalen
Nutzerdatenbanken durchsuchen können, einfach indem aufeinanderfolgende Telefonnum-
mern abgefragt werden. Für dieses Problem schlagen wir mehrere Schutzmaßnahmen vor,
einschließlich eines neuen PSI-kompatiblen Verfahrens zur Beschränkung der Anfragen, das
eine strikte Verbesserung gegenüber der von Signal derzeit eingesetzten Methode darstellt.
Dieser Abschnitt der Dissertation basiert auf folgenden zwei Publikationen:
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Authentifizierung fürAppleAirDrop. Basierend auf den Reverse-Engineering-Bemühungen
von Stute et al. (USENIX Security’19) identifizieren wir zwei Privatsphäre-gefährdende
Schwachstellen in Apple’s proprietärem Dienst AirDrop, der das lokale Teilen von Dateien
ermöglicht. Diese Schwachstellen beruhen auf dem Austausch von unsicheren Hashwerten von
Kontaktdaten während des Authentifizierungsschritts, der ermittelt, ob zwei Gerätebesitzer
gegenseitige Kontakte sind. Wir demonstrieren beide Angriffe mit einer Machbarkeitsstudie
namens “AirCollect”, die fast unmittelbar die Mobilfunknummern von in der Nähe befindlichen
Apple-Nutzern offenbart, die das “Teilen”-Menü auf ihren Geräten öffnen.
Als Privatsphäre-schützende Alternative entwickeln wir “PrivateDrop”. Unsere Lösung ba-
siert auf zwei aufeinanderfolgenden Ausführungen von optimierten PSI Protokollen, die
Sicherheit gegenüber böswilligen Parteien gewährleisten und zusätzlich die Authentizität von
Eingabewerten garantieren. Wir implementieren PrivateDrop in Apple’s nativer Programmier-
sprache Swift und zeigen in einer empirischen Evaluation auf echten Apple Geräten, dass die
Gesamtdauer des Authentifizierungsschritts von unter einer Sekunde die Benutzererfahrung
des originalen, unsicheren AirDrop Protokolls aufrecht erhalten kann.
Dieser Abschnitt der Dissertation basiert auf folgenden zwei Publikationen:
[HHS+21a] A. HEINRICH, M. HOLLICK, T. SCHNEIDER, M. STUTE, C. WEINERT. “DEMO: AirCollect:
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Analyse vonDatenbankschnittmengen. Szenarien in denen zwei Firmen oder Regierungs-
behörden Analysen auf gemeinsamen Datensubjekten durchführen wollen, ohne ihre ge-
samten Datenbanken preiszugeben, werden üblicherweise mit generischen, Schaltkreis-
basierten PSI Protokollen adressiert, die beliebige Funktionen der Datenbankschnittmenge
berechnen können. Die besten vorherigen Schaltkreis-basierten PSI Protokolle von Pinkas et
al. (USENIX Security’15 und ACM TOPS’18) haben eine Komplexität von O(n log n/ log log n),
wobei n die Anzahl der Datenbankeinträge ist. In unserer Arbeit entwickeln wir das erste
Schaltkreis-basierte PSI Protokoll mit fast linearer ω(n) Komplexität, welches vorherige Ar-
beiten auch bezüglich konkreten Leistungswerten übertrifft. Unsere Konstruktion basiert auf
einem neuen Hashverfahren namens “2D Cuckoo Hashing”, das wir experimentell analysie-
ren, indem wir mehrere Millionen Stunden Rechenzeit auf einem Hochleistungsrechner in
Anspruch nehmen.
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Dieser Abschnitt der Dissertation basiert auf folgender Publikation:
[PSWW18] B. PINKAS, T. SCHNEIDER, C. WEINERT, U. WIEDER. “Efficient Circuit-Based PSI via
Cuckoo Hashing”. In: 37. Advances in Cryptology – EUROCRYPT’18. Bd. 10822. LNCS.
Code: https://encrypto.de/code/2DCH. Full version: https://ia.cr/2018/120.
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Insgesamt tragen wir mit dieser Thesis dazu bei, Protokolle zur privaten Schnittmengenbe-
rechnung effizient genug zu gestalten, sodass wir Privatsphäre-schützende Lösungen für drei
weitverbreitete praktische Anwendungen realisieren können.
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1 Introduction
One of the ongoing global mega trends is digitization. This trend is further accelerated with
the COVID-19 pandemic forcing people world-wide to move their entire professional and to
large extents also personal lives to online platforms [SC20]. Consequently, the amount of
sensitive data that is produced daily in digital form and shared with the platform providers that
power this digital revolution increases significantly [Dom20]. The responsible utilization and
protection of such sensitive data is a strict requirement to enable trust and sustainable growth
in digital ecosystems [Gla17]. Despite regulatory efforts to enforce data protection and data
minimization principles (e.g., with the European GDPR [Eur16]), we unfortunately continue
to witness a staggering number of reports of data breaches [Hun19] and abuse [Con18].
In April 2021 alone, personal contact information (including phone numbers and email
addresses) of more than 1 billion users were leaked from major platform providers such
as Facebook [Hol21] and LinkedIn [Can21a].
To some extent, these incidents simply stem from lacking protective measures, but also the
excessive collection, processing, and exchange of sensitive user data to facilitate convenience
features [New21] and/or to increase the platform provider’s profit [WE21]. While some
platform providers lobby to establish the narrative that certain types of data leaks are a
completely normal phenomenon [Can21b; Ham21], we hope and show there is a better way.
Specifically, cryptographic techniques from the area of secure computation make it possible
to utilize sensitive data while at the same time providing strict and well-defined guarantees
in terms of protecting confidentiality. One of these techniques that we closely investigate in
the following is so-called Private Set Intersection (PSI).
Set intersection itself is a trivial mathematical operation that computes Z = X ∩ Y for two
input sets X and Y . However, when two dedicated parties, Alice and Bob, each have one set
and want to compute their intersection, things get more interesting. Of course, Alice could
simply give all her data to Bob for him to compute the intersection and return the result.
Unfortunately, this gives Bob access to Alice’s entire private and potentially sensitive data set.
Instead, we want to realize the ideal functionality depicted in Figure 1.1, where a trusted
third party receives the input sets over secure channels and performs the operation on behalf
of Alice and Bob. In the end, the trusted third party only discloses the elements in Z but no
information about elements in (X ∪ Y ) \ Z , i.e., elements outside of the intersection remain
confidential. This is what we refer to with the term Private Set Intersection (PSI).
Unfortunately, technical equivalents of trusted third parties do not exist in reality. The
closest approximation are Trusted Execution Environments (TEEs) such as Intel Software
Guard Extensions (SGX) [Int19] that shield sensitive code and data in so-called enclaves
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Z = X ∩ YAlice Bob
Z Z
X Y
Figure 1.1: Ideal functionality for Private Set Intersection (PSI) between Alice and Bob on
their respective private input sets X and Y . Depending on the use case, output Z
can be returned to both or only one of the parties.
via hardware isolation and cryptographic techniques to guarantee confidentiality as well
as integrity of execution. However, TEEs have been successfully compromised time and
again, especially via subtle side-channel attacks (e.g., [BMW+18; BMS+20]). Nevertheless, it
is possible to realize the ideal functionality by emulating the behavior of the trusted third
party in an interactive cryptographic protocol that is proven to be secure in presence of
certain types of adversaries. Here, we mainly distinguish between semi-honest and malicious
adversaries. Semi-honest adversaries in an “honest-but-curious” fashion try to learn as much
information as possible while still adhering to the protocol specification (e.g., because they
are incentivised by the threat of financial penalties). On the contrary, malicious adversaries
might even deviate arbitrarily from the protocol in an attempt to cheat.
Cryptographic two-party PSI protocols exist since the 1980’s [Sha80; Mea86], but are still
a very active and surprisingly broad field of research. As a sub-field of cryptography under
the umbrella term of secure computation, the landscape of two-party PSI protocols can
be categorized according to numerous aspects. In addition to the mentioned adversary
models, an important distinction is to be made between specialized and generic or so-called
circuit-based PSI. Specialized PSI protocols rely on cryptographic building blocks such as Diffie-
Hellman key exchange, blind-RSA, El-Gamal encryption, Homomorphic Encryption (HE),
Oblivious Transfer (OT), or Oblivious Pseudo-Random Functions (OPRFs) to securely com-
pute nothing but the intersection itself [FNP04; JL09a; CKT10; CT10; JL10; BBC+11; CT12;
DCW13; PSZ14; PSSZ15; FHNP16; KKRT16; CLR17; KLS+17; RR17a; RR17b; CHLR18;
PSZ18; RA18; KRS+19; PRTY19; PRTY20]. On the other hand, generic PSI protocols uti-
lize Multi-Party Computation (MPC) protocols such as Yao’s garbled circuits [Yao82; Yao86]
or the protocol by Goldreich, Micali, and Wigderson (GMW) [GMW87] that can securely
evaluate Boolean circuits to determine the intersection [HEK12; PSZ14; PSSZ15; PSWW18;
PSZ18; FNO19; PSTY19; KK20; CGS21; RS21]. Besides computing the intersection, this
approach allows them to trivially compute arbitrary functions on top of the intersection
that might be of interest – without disclosing the intermediate intersection result. How-
ever, the lines are blurred, as there also exist specialized protocols to compute specific PSI
variants (e.g., PSI-Sum [IKN+17; IKN+20; MPR+20] and PSI-Cardinality [CGT12; DD15;
EFG+15]) as well as hybrid constructions [CO18; GMR+21]. We visualize this simplified
categorization in Figure 1.2.
The reason for all these ongoing research activities and directions is that early developments
as well as completely generic approaches turned out impractical in terms of required compu-
tation (how much time is spend on cryptographic operations) and communication (how much












Figure 1.2: Simplified landscape of PSI protocols.
and sets with millions or even billions of elements. Despite the many applications for PSI that
have been proposed theoretically over the years, there is a significant gap to truly practical
solutions for concrete use case scenarios. Only in recent years, we see first deployments of PSI,
e.g., Google running a PSI variant with their customers to securely compute the conversion
rate for online advertisements [IKN+20] and an integration into Google’s Chrome browser
for compromised credential checking [TPY+19].
The goal of this thesis is to significantly advance the practicality of specialized as well as
generic PSI protocols with concrete real-world applications in mind. Ultimately, we hope to
facilitate further large-scale deployments of PSI by reaching new levels of practical perfor-
mance. For this, we investigate three applications that at their core revolve around the set
intersection problem. For these applications, we demonstrate the shortcomings of currently
deployed insecure and privacy-invasive systems by devising attacks to exploit inherent vulner-
abilities that leak sensitive user data. Then, we design, optimize, implement, and evaluate
practical PSI protocols to provide alternative privacy-preserving solutions. Furthermore, we
engage in the public discourse by responsibly disclosing the privacy vulnerabilities that we
discovered to service providers, raising awareness for existing privacy risks and our alternative
privacy-preserving solutions with media coverage, and presenting our research results to the
general public in accessible formats.
In the following, we first introduce each of the studied applications on a high level. Then,
we outline our contributions towards investigating and making these applications privacy-
preserving via PSI.
1.1 Applications for Private Set Intersection
Set intersection as depicted in Figure 1.1 is a very basic functionality. However, it turns
out to be instrumental for a variety of real-world applications. In this thesis, we closely
study three applications in three different settings. In a business-to-consumer setting, we
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study mobile contact discovery, in a consumer-to-consumer setting the mutual authentication
used in Apple’s AirDrop protocol, and in a business-to-business setting analytics for database
intersection. In the following, we briefly describe each setting, discuss the applicability of set
intersection, and the associated (privacy) challenges.
Mobile Contact Discovery. Mobile messaging applications like WhatsApp1, Telegram2,
and Signal3 all provide a feature that allows users to immediately start messaging exist-
ing contacts from their address book that are also registered with the respective messenger.
This feature is called mobile contact discovery. It utilizes the fact that users are identified via
their mobile phone numbers to match address book entries against the database of registered
users and thereby discover existing contacts. As visualized in Figure 1.3, this can be modeled
as a set intersection problem by having the clients input their address book and the service
providers their user database to the ideal functionality.
Z = X ∩ YClient Service
ProviderZ
Contacts X Users Y
Figure 1.3: Ideal functionality for PSI when applied to mobile contact discovery between a
client with contact set X and a service provider with user database Y .
PSI for mobile contact discovery, which we also call mobile private contact discovery, enables
to conduct this process in a privacy-preserving way as users only have to reveal those of their
contacts that are actually registered with the messengers. Also, the database of the service
provider is protected.
Proposing a suitable PSI protocol for mobile private contact discovery comes with a number of
challenges. First, there are strict performance requirements as users expect almost immediate
results and also efficiency requirements due to the resource-constraint mobile setting. Second,
one has to accommodate especially for malicious clients that can arbitrarily manipulate their
application code (without facing penalties) in an attempt to extract the service provider’s
global user database.
Mutual Authentication for Apple AirDrop. AirDrop is Apple’s proprietary wireless protocol
that allows users to conveniently transfer files between nearby Apple devices, e.g., iPhones,
iPads, or MacBooks. Whenever Apple users open the sharing pane in iOS or macOS, AirDrop
automatically scans for potential receiver devices and displays the results including contact
names and pictures. Furthermore, AirDrop offers a so-called “contacts only” mode. Receivers
with this mode enabled answer incoming requests only from known contacts. To map nearby
devices to contacts and to implement the “contacts only” mode, the AirDrop protocol generally
performs an authentication handshake where the involved devices check whether they are






phone numbers or email addresses is stored in the receiver’s address book, and vice versa.
This semantic as implemented in AirDrop can be modeled as two consecutive instances of set
intersection as visualized in Figure 1.44.
Z = X ∩ YSender Receiver
Z
IDs X Contacts Y
Z = X ∩ YSender Receiver
Z
Contacts X IDs Y
Figure 1.4: Ideal functionality for PSI when applied to mutual authentication for Apple
AirDrop. IDs is a set of the users’ own phone numbers and email addresses,
whereas contacts is a set of phone numbers and email addresses stored in the
users’ address books.
PSI for AirDrop’s mutual authentication protocol allows both parties to keep their contact
identifiers and address book entries completely private in case no match is found. In case a
match is found, only the matching identifiers are revealed. As for mobile contact discovery,
we must consider user expectations regarding the resulting authentication delay, the resource
constraints of mobile devices, and malicious behavior of users.
Database IntersectionAnalytics. Companies and government agencies often face use cases
where performing analyses over commonly known subjects (e.g., customers or citizens) would
yield (mutual) benefits. For example, two companies could be interested to know how many
customers they have in common in order to decide whether initiating a joint marketing
campaign is a promising idea. To enable such analyses, it is common practice to exchange
or sell entire databases – unless the data is so sensitive that such endeavors are prohibited
by law (e.g., medical data). This process, which we call database intersection analytics, can
be also modeled as a generic case of set intersection as visualized in Figure 1.5. Here, a
function f is applied on the intersection result to output the desired analysis instead of the
plain intersection. For more advanced analyses, it is also possible to perform analytics over
data associated with the primary keys that determine the intersection.
Z = f (X ∩ Y )Alice Bob
Z Z
X Y
Figure 1.5: Ideal functionality for PSI when applied to database intersection analytics be-
tween Alice and Bob on their respective private input sets X and Y with function f
to be computed on the intersection result. Z not necessarily is a set of elements
but represents an arbitrary computation result in the range of f . Elements in X
and Y may contain additional payloads to be considered by f .
4Alternatively, it could also be modeled with a variant of set intersection that returns a single Boolean value
indicating whether the intersection is empty or not.
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PSI for database intersection analytics allows both parties to keep unrelated database entries
private and not even leak the intersection result. Instead, only the output of the agreed-
upon analysis function is revealed, which might be only a single bit indicating whether the
intersection is empty or not. For this, the function must be symmetric, i.e., the result must be
independent of the order of inputs. In terms of requirements, it is often possible to argue that
security against semi-honest adversaries is sufficient. This is because in a business-to-business
context, the involved parties may face severe legal, financial, and reputational risks when
being caught cheating.
1.2 Thesis Outline and Summary of Contributions
The following chapters describe our contributions to make each application presented in §1.1
privacy-preserving via practical PSI protocols. Furthermore, we describe the impact of our
research and put it into context of related work and recent developments.
We briefly summarize the chapters as follows:
Chapter 2 We first investigate how mobile contact discovery is currently implemented in
popular mobile messengers [KRS+19; HWS+21]. Unfortunately, all messengers either
directly upload all phone numbers stored in the users’ address books to the service
providers or run a naive hashing-based protocol. As we demonstrate with new op-
timized techniques, curious or compromised service providers can reverse received
hashes of mobile phone numbers within milliseconds [HWS+21]. As an alternative,
we propose two significantly optimized two-party PSI protocols based on [PSSW09;
HL10; KLS+17] with security against malicious clients [KRS+19]. Compared to pre-
vious works [CLR17; KLS+17; CHLR18; RA18], we reach practical performance for
large-scale user databases as our empirical evaluation on Android devices over Wi-Fi
and LTE connections demonstrates. We make our private contact discovery imple-
mentations readily available to application developers via the open-source platform
CogniCrypt [KNR+17] for secure integration of cryptographic software.
Furthermore, in [HWS+21] we find that current deployments of mobile contact dis-
covery severely threaten the privacy of users as major services can be crawled at large
scale via enumeration attacks due to insufficient rate limits. Specifically, we conduct
large-scale crawling attacks on WhatsApp, Telegram, and Signal and perform analyses
on the gathered statistics to provide unique insights into the privacy awareness of users.
As a mitigation for such attacks, we design and evaluate a PSI-compatible rate-limiting
scheme for services like Signal that do not store a synchronization state for contact
discovery on their server.
We maintain a project website at https://contact-discovery.github.io with com-
prehensible explanations of our research in English and German. Additionally, an “ex-
plainer video” is available in English and German on YouTube at https://youtu.
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be/4vgKHmNaAAw and https://youtu.be/P_K166jvG7U, respectively. Our press re-
leases received significant national as well as international media coverage as doc-
umented at https://encrypto.de/news/contact-discovery. Moreover, our work
in [KRS+19] received the second prize in the German IT-Security Award 2020 as an
outstanding IT security innovation of great practical and market relevance.
Chapter 3 In our work [HHS+21b], we first investigate Apple’s current AirDrop implementa-
tion. It turns out that the mutual authentication protocol is implemented by exchanging
hash values of contact identifiers (phone numbers and email addresses), which are
vulnerable to various brute-force and dictionary attacks due to their low entropy. We
describe two practical attack scenarios and provide a proof-of-concept implementation
that can extract mobile phone numbers of Apple users within seconds.
As a remediation, we propose “PrivateDrop” utilizing two consecutive executions of a
maliciously secure two-party PSI protocol based on [JL10] and enriched with signed
inputs [CZ09; CKT10; CT10]. We suggest several optimizations to improve performance
and integrate PSI tightly into the AirDrop protocol flow. Our prototype implementa-
tion evaluated on actual iPhones and MacBooks demonstrates the practicality of our
approach with an authentication delay well below one second.
We maintain a project website at https://privatedrop.github.io with comprehen-
sible explanations of our research in English and German. Our press releases received
national and especially international media coverage as documented at https://
encrypto.de/news/privatedrop.
Chapter 4 We present the first two-party semi-honest circuit-based PSI protocol for privacy-
preserving database intersection analytics withω(n) complexity, where n is the number
of elements in the input set of each party [PSWW18]. This almost linear complexity is
reached by designing a novel hashing scheme that we call “2D Cuckoo hashing”. Since
the iterative version of this algorithm is too complicated to be analyzed formally, we
accurately determine its failure probability via large-scale experiments and set parame-
ters accordingly. These experiments required 5.5 million core hours on the Lichtenberg
high-performance computer of the TU Darmstadt.
Our work made first important steps towards practical circuit-based PSI with linear
complexity. Following our research, there have been more recent works with O(n)
complexity and concrete performance improvements [PSTY19; CGS21; RS21] as well
as other constructions for database intersection analytics [BKM+20; LPR+20; MRR20;
GMR+21], which we review in this chapter.
The final Chapter 5 concludes this thesis with suggestions for future work.
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1.3 Open Access and Responsible Disclosure
The full versions of all papers provided in the appendices of this dissertation are freely available
on the IACR Cryptology ePrint Archive at https://eprint.iacr.org. The source code of all
prototype and proof-of-concept implementations described in this thesis, which were also used
for our empirical performance evaluations, is publicly available on GitHub at https://github.
com/encryptogroup and further repositories clearly linked in the respective publications.
This helps other researchers to reproduce our results and build upon our software. By
choosing the software licenses as permissive as possible (e.g., MIT License), we hope our
code is even used by companies as inspiration for creating production-ready implementations
of privacy-preserving applications.
We reported the privacy vulnerabilities discovered in the course of our research via responsible
disclosure procedures to Apple, Facebook, Signal, and Telegram, and coordinated with the
companies the timelines of our publications. For our findings, Facebook awarded a bug
bounty, which we donated to the Electronic Frontier Foundation (EFF) in order to support
their activities in defending fundamental privacy rights.
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Mobile contact discovery refers to a feature implemented in most mobile messengers (e.g.,
WhatsApp1, Telegram2, and Signal3) that allows users of such applications to conveniently
connect with their existing contacts. For this, all contacts stored in the address book applica-
tion of a user’s phone are checked against the database of registered users of a messenger.
As phone numbers serve as the primary identifier, users can therefore immediately start
messaging existing contacts that are also registered with a particular service. This procedure
initially happens when launching a newly installed messenger for the first time, which is
why such applications usually request permission to access the address book. Furthermore,
a synchronization is triggered whenever new contacts are added to the address book and
periodically to update the status of existing contacts.
Since address book entries accurately represent a user’s social graph, such data must be
considered as sensitive information and should be protected accordingly. In contrast to social
graphs visible on social network platforms such as Facebook, address books additionally
contain more sensitive contacts. For example, which kind of doctors a person is seeing enables
conclusions from which disease someone is suffering. Such knowledge could in turn be abused
for discrimination (e.g., employers refusing to hire someone due to expected sick leaves)
as well as for targeted advertisement or scams (e.g., ineffective yet expensive treatments
for desperate patients). Furthermore, knowledge about secret contact relationships (e.g., a
whistleblower being in contact with a journalist) could be abused to blackmail users with the
threat to harm their reputation by publishing the information or by making them the target
of an investigation.
Likewise, the databases of service providers are an attractive target that should be protected
sufficiently. This is because the simple information which phone numbers are actively using a
particular messenger can be valuable to attackers. For example, attackers could utilize such
databases to compromise a large number of devices with ransomware once they find a security
vulnerability in a messaging application that can be exploited by sending a specifically crafted
message. Moreover, such databases usually not only contain the binary information whether
a particular number is registered, but also further sensitive profile data that is revealed during
the contact discovery process. User profiles often include profile picture(s), short status texts,
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user profiles when enriched with other data sources, and to accurately monitor user behavior
via timestamps.
Unfortunately, it is rather unclear how mobile contact discovery is implemented in practice,
especially which measures are in place to protect users’ social graphs as well as service
providers’ databases. This to some extent even applies to open-source messengers like Signal
with reports that the deployed server code diverges from what is available in the public
repository, which has not been updated for over a year [Böc21].
In this chapter, we therefore describe our contributions in terms of investigating how contact
discovery is currently implemented for popular messengers (cf. §2.1.1). As we find that
neither users’ social graphs nor the service providers’ databases are properly protected, we
propose and evaluate secure alternatives based on Private Set Intersection (PSI, cf. §2.1.2)
that scale to large user databases. Finally, we put our efforts into perspective by comparing
them to relevant related works (cf. §2.2).
2.1 Our Contributions
Our contributions towards privacy-preserving mobile contact discovery are two-fold: First, we
convincingly demonstrate that currently deployed contact discovery methods are vulnerable
to large-scale abuse (cf. §2.1.1). Then, as a replacement for currently deployed insecure
methods, we propose scalable PSI protocols that are specifically optimized for the use case of
mobile private contact discovery (cf. §2.1.2).
2.1.1 Large-scale Abuse of Contact Discovery in Mobile Messengers
In a preliminary study contained in [KRS+19] (cf. Appendix B), we find by analyzing privacy
policies, network traffic, and source code that contact discovery in common mobile messengers
is implemented by either regularly uploading all phone numbers stored in the users’ address
books to the service providers or by using a naive hashing-based protocol4, where phone
numbers are transferred in hashed form to the service providers. Uploading all phone numbers
directly leaks the users’ social graphs to the service providers, where they are even stored
to be able to push immediate contact discovery updates when one of the contacts joins the
service. Also, for the naive hashing-based protocol it is known that brute-force attacks can
reveal the original phone numbers due to the low entropy of the hashed contact identifiers
that are transferred to the service providers [Mar14; DKCL18; MZM+18].
4A notable exception is Signal with the introduction of an Intel SGX-based contact discovery service [Mar17],
which however has many other shortcomings as discussed in §2.2.2.
10
2 Privacy-Preserving Mobile Contact Discovery
This leaves two initial questions:
1. How trivial is it for curious service providers, governmental agencies, or attackers
compromising the service provider to reconstruct the users’ entire address books when
obtaining the hashed phone numbers?
2. Are at least the service providers’ databases properly protected from malicious users
trying to illegitimately access a large number of profiles via the contact discovery API?
This thesis extensively answers both questions with the following publication that can be
found in Appendix A:
[HWS+21] C. HAGEN, C. WEINERT, C. SENDNER, A. DMITRIENKO, T. SCHNEIDER. “All
the Numbers are US: Large-scale Abuse of Contact Discovery in Mobile
Messengers”. In: 28. Network and Distributed System Security Symposium
(NDSS’21). Website: https://contact-discovery.github.io. Full ver-
sion: https://ia.cr/2020/1119. Internet Society, 2021. CORE Rank A*.
Appendix A.
Concretely, we show that reversing hashes of mobile phone numbers is possible in the order
of milliseconds, even for attackers with consumer hardware. Moreover, we demonstrate for
three popular messengers (WhatsApp, Telegram, and Signal) that large-scale abuse of the
contact discovery API is possible, i.e., malicious users can excessively query for profiles via
crawling attacks due to insufficient rate limits and the lack of other protective measures. In
the following, we provide a more detailed summary of our core findings.
Mobile Phone Number Prefix Database. In order to accurately quantify the difficulty of
both brute-force as well as crawling attacks on contact discovery, it is instrumental to have an
accurate estimation for the size of the phone number space. For this, we compile a world-wide
database of phone number prefixes, including the length of the corresponding subscriber
numbers, mainly from data provided by the International Telecommunication Union (ITU)5.
In a second step, we filter out number blocks that are rejected for various reasons by Google’s
validation tool libphonenumber6 and the WhatsApp registration/login API. Since users
primarily have mobile numbers registered with mobile messengers, we can further reduce the
search space by excluding land-line numbers. As a result, we can state that currently there
are about 118 billion registrable mobile phone numbers world-wide and about 0.5 billion
in the US. These numbers equal only about 36.78 bit and 28.91 bit of entropy, respectively.
Interestingly, we find that the size of the search space vastly differs between countries. For
example, Austria has almost 10 k registrable mobile phone numbers per citizen, making
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Hash Reversal Attacks (Question 1). The low entropy of mobile phone numbers already
hints at the feasibility of hash reversal attacks. To exactly quantify the difficulty, we experiment
with three approaches: large-scale look-up databases, brute-force attacks, and a novel rainbow
table construction. For instantaneous look-ups, we set up a cluster of Redis in-memory
databases7 that consume 630 GB of RAM per 8 billion numbers, but can reverse batches
of 10 k SHA-18 hashes in 1 s. Using brute-force attacks on a GPU with the hybrid mode
of hashcat9, we can reverse any mobile phone number hash within at most 16 h, resulting in
an amortized time of 57 ms for batches of 1 million hashes. Since the first two approaches
are either resource-intensive or perform only well for large batches, we also study rainbow
tables [Hel80; Oec03]. As existing rainbow table implementations for password cracking
are extremely inefficient for the purpose, we design our own reduction function that can
deal with the prefix-dependent non-uniform input domain of mobile phone numbers. Our
implementation called “RainbowPhones” based on RainbowCrack10 requires 24 GB of storage
for rainbow tables that can reverse batches of 10 k mobile phone number hashes with 99.99 %
success rate in 8.67 min (52 ms amortized). As we thus conclude that hashing-based contact
discovery provides no protection for users’ social graphs whatsoever, we discuss the use of PSI
as a viable alternative in §2.1.2.
Crawling Attacks (Question 2). We investigate the protection measures of the contact
discovery API for three popular mobile messengers (WhatsApp, Telegram, and Signal) by
imitating the behavior of malicious users that try to crawl user databases via enumeration
attacks, i.e., requesting the registration state and potentially additional profile information
for each possible mobile phone number. For this, we use very little resources: one laptop
to run Android emulators (WhatsApp) and rudimentary self-developed clients (Telegram
and Signal), a VPN subscription to rotate IP addresses, the free Hushed application11 to
register accounts with temporary numbers, and about one month time for all experiments.
For WhatsApp, we crawled 10 % of all mobile phone numbers in the US and found that
it allows users to synchronize about 60 k contacts per day, whereas there seems to be no
upper limit on the total amount of contacts one account can query: one of our accounts
crawled 2.86 million numbers without any ramifications. Due to the lax default privacy
settings, one can additionally access a public profile picture, status text, and the last online
timestamp. We find public profile pictures and status texts with about 49.6 % and 89.7 % of
users, respectively.
Telegram has surprisingly strict rate limits: after adding 5 k numbers in total, only addi-
tional 100 numbers can be added per day. However, Telegram exposes more profile infor-
mation than WhatsApp (up to 100 public profile pictures per user) and even information
about numbers not registered with the service: the so-called “importer count” states for each
7https://redis.io
8We choose SHA-1 as the hash function in our studies as truncated SHA-1 hashes are used by Signal for
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non-registered number how many Telegram users have stored this number as a contact. The
purpose of this importer count is to make clever suggestions to invite friends that would
supposedly benefit a lot from using Telegram due to a large existing network.
Signal in contrast to WhatsApp and Telegram does not store users’ contacts on the server.
Thus, users must be able to query their entire address books in each request. We find that
each account can query 50 k contacts four times a day. These generous rate limits allowed us
to crawl 100 % of all mobile phone numbers in the US. Since mobile phone numbers in the US
can be mapped to the individual states, we can make interesting observations, e.g., numbers
in Washington D.C. are more than twice as likely to be registered with Signal than in any
other state. While Signal exposes no public profile information, we find that 46.3 % of Signal
users that are also registered on WhatsApp have a public profile picture on WhatsApp. This
to some extent contradicts the expectation of Signal users being especially privacy-aware.
Incremental Contact Discovery. We discuss a wide range of mostly known techniques to
detect or even prevent crawling attacks (e.g., honeypot numbers to detct enumerations
or CAPTCHAs to validate suspicious requests). Additionally, we propose a new contact dis-
covery scheme called incremental contact discovery for services like Signal that do not store
user data on the server side. In this scheme, the server of the service provider maintains
two sets of users: one for the entire user database and one for users registered or unregis-
tered within a certain time interval. Clients are then restricted to perform only one initial
synchronization with the full set but can perform regular syncs with the sparsely populated
set containing the incremental changes. The improvement over Signal’s current approach
depends on the relative number of changes to the full set. Assuming that the change rate is
between 1.0 % and 0.01 % per day, crawling attackers can discover 10× to 100× less users
per day, respectively. Our scheme is a strict improvement over Signal’s current approach, has
virtually no overhead, is easy to implement, and compatible with PSI, which can be used on
top to securely sync with both sets.
Impact. We reported our findings to the respective service providers via their standard
responsible disclosure routines. As a result, WhatsApp and Signal adjusted their rate limits and
implemented further measures to increase the difficulty for attackers to conduct large-scale
crawling attacks. Potentially related, Signal plans to add support for alternative identifiers,
which results in a significantly larger search space, and for messaging contacts that are not
stored in the address book, which prevents leaking sensitive contacts to other third-party
applications [Sig20]. For our findings, Facebook (WhatsApp’s parent company) awarded
us a bug bounty, which we donated to the Electronic Frontier Foundation (EFF). Due to its
implications for the privacy of billions of users, our work received significant media coverage,
which is documented at https://encrypto.de/news/contact-discovery.
2.1.2 Mobile Private Contact Discovery at Scale
Currently deployed contact discovery methods in popular mobile messengers either directly
or indirectly leak users’ entire social graphs by uploading all contact identifiers of address
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Client (contacts ci∈{1,...,n}) Server
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Figure 2.1: Protocol phases for Oblivious Pseudo-Random Function (OPRF)-based unbal-
anced PSI in precomputation form [KLS+17] instantiated with Cuckoo fil-
ters [FAKM14; RA18].
book entries in the clear or hashed form (cf. §2.1.1). This can be prevented by using Private
Set Intersection (PSI) protocols to securely compute the intersection between address book
entries and the database of registered users. As a result, the service provider (and anyone
monitoring or compromising the service provider’s infrastructure) can only learn contact
identifiers that are already registered with the service.
There specifically exists a class of unbalanced PSI protocols that are optimized for the use case
where one set (the user’s address book) is much smaller than the other set (the database of the
service provider). More precisely, unbalanced PSI protocols have an online communication
complexity that is linear in the size of the smaller set, and shift the major communication
complexity to a setup phase that can be run at an arbitrary point in time before the actual
computation (e.g., overnight when the phone is charging and connected to Wi-Fi) and usually
is a one-time cost. The protocol flow in this precomputation form as introduced in [KLS+17]
is depicted in Figure 2.1 and the individual phases are briefly described in the following:
Base Phase In the base phase, Oblivious Transfer (OT) precomputation takes place and
the server of the service provider generates a secret key k. Depending on the exact
protocol to be executed in later phases, also Yao’s garbled circuits [Yao82; Yao86] are
precomputed and sent to the client. The computation and communication complexity
of this phase is linear in the size of the client’s input set, i.e., the address book.
Setup Phase In the setup phase, the server encrypts all database entries with the secret
key k and inserts them in a probabilistic data structure for efficient membership testing.
In our case we instantiate this data structure with a so-called Cuckoo filter [FAKM14;
RA18]. This Cuckoo filter is then transferred to and stored by the client.
Online Phase Finally, in the online phase, client and server engage in an Oblivious Pseudo-
Random Function (OPRF) evaluation, where the client obliviously obtains encryptions
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of its address book entries under the server’s secret key k. The client can then test this
encryption against the stored Cuckoo filter.
Unfortunately, existing unbalanced PSI protocols and implementations [CLR17; KLS+17;
CHLR18; RA18] turn out to be impractical when used at scale (i.e., considering realistic
database sizes with millions or even billions of entries). Also, malicious behavior is not
considered [RA18] but a critical aspect because users can arbitrarily modify the client code
running on their phones in an attempt to extract the service provider’s confidential user
database.
This thesis has contributed significantly to develop unbalanced PSI protocols for mobile contact
discovery at scale that are secure against malicious clients with the following publication that
can be found in Appendix B:
[KRS+19] D. KALES, C. RECHBERGER, T. SCHNEIDER, M. SENKER, C. WEINERT. “Mobile
Private Contact Discovery at Scale”. In: 28. USENIX Security Symposium
(USENIX Security’19). Website: https://contact-discovery.github.io.
Full version: https://ia.cr/2019/517. USENIX Association, 2019, pp. 1447–
1464. CORE Rank A*. Appendix B.
We propose two unbalanced PSI protocols: one is based on the oblivious evaluation of a block
cipher in circuit representation [PSSW09; KLS+17] (GC-PSI), the other one on the Naor-
Reingold PRF [HL10; KLS+17] (NR-PSI). For both protocols, we optimize each component
in the protocol flow depicted in Figure 2.1, provide native implementations that utilize
capabilities of modern smartphone Systems-on-a-Chip (SoCs), and conduct performance
evaluations in realistic settings. Furthermore, we make our implementations readily available
to developers via the open-source platform CogniCrypt [KNR+17] such that even non-experts
can securely integrate our code into their applications. For settings where the availability of
non-colluding servers can be assumed, we additionally propose an extension that combines
our PSI protocols with Private Information Retrieval (PIR) to further reduce the required
communication overhead.
More Efficient Cuckoo Filters. For efficiently distributing the service provider’s encrypted
database, unbalanced PSI protocols initially considered Bloom filters [Blo70] as a suitable
probabilistic data structure to reduce the required amount of communication. Later in [RA18],
so-called Cuckoo filters were suggested as a drop-in replacement, which are easier to maintain,
provide faster look-ups, and most importantly have a better storage space efficiency [FAKM14].
Since previous works set rather unrealistic parameters (e.g., a false positive probability
of 2−13 [RA18]), we first determine appropriate parameters in terms of tag and bucket
size to reach negligible false positive probabilities of about 2−30 and about 2−40. Then, we
introduce a compression technique that skips empty buckets in transit and storage. The
compression ratio therefore directly corresponds to the load factor of the Cuckoo filter. This
is especially useful for fast-growing messengers as sparsely loaded filters can be distributed
initially and then updated, instead of transferring a completely new filter once the maximum
capacity is reached. The same compression technique was also proposed in concurrent
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and independent work as part of so-called Morton filters [BJ18]. Furthermore, we propose
an efficient update procedure that reduces communication by a factor of 4.3×: instead of
transferring an encrypted element to the client to be inserted, we only transfer the tag and
one of the possible insertion positions.
More Efficient PRF. Our GC-PSI protocol is based on the oblivious evaluation of a Boolean
circuit representing a symmetric block cipher. In previous works [PSSW09; KLS+17], AES
with a circuit size of 5,120 AND gates was chosen for this purpose. We suggest to replace AES
with LowMC [ARS+15], a symmetric block cipher specifically optimized for oblivious evalua-
tion with Multi-Party Computation (MPC) protocols. We determine suitable parameters (in
terms of block size, key size, number of S-boxes, number of rounds, and data complexity)
for LowMC such that at the same 128 bit security level, we require only 624 AND gates,
which directly translates to a performance improvement of factor 8.2×. Our parameter
choices are not affected by recent attacks [LIM21a; LIM21b] that focus on specific low-round
configurations of LowMC as used in the post-quantum signature scheme Picnic [KZ20].
Malicious Security. The protocols by [KLS+17] that we build upon are only secure against
semi-honest adversaries. However, we observe that the only messages sent by the client occur
during OT. Therefore, we can secure our protocols against malicious clients by instantiating
the OT part with maliciously secure protocols. For our implementation, we choose the base OT
protocol of [CO15; DKLS18] and the OT extension protocol of [KOS15], which does not
noticeably affect performance compared to semi-honest alternatives [ALSZ13]. Note that
even for semi-honest clients it is nevertheless possible to manipulate the inputs for the PSI
protocol. This issue of enumeration attacks was extensively discussed in §2.1.1.
Native Implementations. Implementations of OT and MPC protocols nowadays frequently
rely on Intel’s AES-NI instructions to accelerate seed expansion and garbling via fixed-
key AES [BHKR13]. However, protocols for mobile private contact discovery are supposed
to be executed on smartphones that are usually equipped with ARM SoCs instead of In-
tel CPUs. In our implementation, we therefore utilize the Cryptography Extensions (CE)
that bring similar capabilities for all chips from the widely available ARMv8 architecture
onwards. Comparing the garbled circuit implementation of [LWN+15; KLS+17] in Java with
our native C/C++ implementation using ARM CE, we measure a run-time improvement of
factor 1,000×. The ARM NEON instruction set furthermore provides vector operations, which
behave similar to Intel’s SSE and AVX instructions and which we can utilize for efficiently
handling wire labels of garbled circuits. Additionally, we port x86 specific parts of libOTe12
to the ARM instruction set.
Evaluation. We evaluate our protocols’ implementation on a Google Pixel 2 XL smartphone
with a Snapdragon 835 CPU clocked at 2.45 GHz and with 4 GiB of RAM that represents
the client. A PC with an Intel i7-4600U CPU at 2.60 GHz and 16 GiB of RAM represents the
server. Regarding the network connection, we study two scenarios: An IEEE 802.11ac Wi-Fi
12https://github.com/osu-crypto/libOTe
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connection with 230 Mbit/s down- and upload bandwidth and 70 ms Round Trip Time (RTT),
and a real LTE connection with 42 Mbit/s download, 4 Mbit/s upload, and 80 ms RTT. As a
comparison, we run the protocols of [KLS+17] in our environment, which are the only other
available implementation of unbalanced PSI protocols on actual mobile devices.
We depict the resulting run-times and communication overheads for both network settings for
the setup phase with 228 server contacts in Figure 2.2. The 1.3× improvement stems directly

















Figure 2.2: Comparison of setup phase for 228 entries in the server database.
Likewise, we depict the benchmarks for the combined base and online phase when checking 1 k
address book entries against the server database in Figure 2.3. Both of our protocols achieve
significant improvements over prior work [KLS+17]. Compared to each other, both of our
protocols deliver rather similar performance, with a slight benefit for the NR-PSI protocol in



































Figure 2.3: Comparison of combined base and online phase for checking 1,000 client contacts.
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CogniCrypt Integration. One of the most common reasons for insecure software is the
misuse of cryptography APIs that are hard to use securely for non-expert software develop-
ers [EBFK13; LCWZ14; CNKX15]. As a solution to this long-standing problem, we helped to
develop the open-source platform CogniCrypt [KNR+17] as part of the Collaborative Research
Center (CRC) Cryptography-Based Security Solutions (CROSSING) funded by the German
Research Foundation (DFG). CogniCrypt is an Eclipse plugin13 that for various standard
cryptographic tasks (e.g., encryption of a file) offers a code generation wizard. In later steps,
CogniCrypt also performs static code analysis to make sure the automatically generated
template code is not modified in ways that make it insecure.
We added unbalanced PSI as an additional use case in CogniCrypt. The configuration wizard
asks a series of simple questions (e.g., how many elements are expected on the server side to
set Cuckoo filter parameters accordingly) and then automatically generates Java code for
client and server side. This template contains code for the individual protocol phases and
additional helper methods to, for example, manage the Cuckoo filter and store the server key.
In terms of static analysis, we make sure that all protocol phases are executed in the intended
order. Currently, our integration comes with support for Linux and Windows servers where
we include our native code via a Java Native Interface (JNI) bridge. Beyond private contact
discovery, developers with our CogniCrypt integration can also securely utilize our code for
other applications of unbalanced PSI, e.g., privacy-preserving malware checking [KLS+17].
Combination with PIR / Non-Colluding Servers. When we contacted Signal to ask about
chances for deployment of our PSI protocols, they returned an incredibly demanding re-
quirement list in terms of run-time and communication overhead. Although being nowhere
as popular as, e.g., WhatsApp, they do not assess solutions based on their current user
base (which we estimate to be approximately 2.5 M in the US, cf. §2.1.1) but any solution
must be able to efficiently handle up to one billion registered and active users. While our
run-times as shown in Figures 2.2 and 2.3 already have the right proportions, the setup
communication in the order of gigabytes for large-scale databases is far from Signal’s wish
of spending at most 10 MB for setting up contact discovery. Since we cannot meet these re-
quirements, in [KRS+19] we present a combination with Private Information Retrieval (PIR)
that allows to significantly reduce the communication overhead. In general, PIR protocols
allow clients to obliviously query a server database such that the server does not learn which
element was requested. In our construction, we suggest to transfer the Cuckoo filter to a
second (non-colluding) server instead of the client. After obtaining encryptions of the address
book entries via regular OPRF evaluations with the server of the service provider, the client
then can run a multi-server PIR protocol with both servers to obliviously check whether
the element is contained in the Cuckoo filter. When using a multi-server PIR protocol such
as [BGI16], these checks have logarithmic instead of linear communication complexity in the
size of the server database. However, the critical additional assumption is that the operators
of both servers do not collude in the sense that they exchange the messages received as client
queries. Collusion would allow the service provider to deduce which phone numbers the
13https://www.eclipse.org/cognicrypt
18
2 Privacy-Preserving Mobile Contact Discovery





e = PRF(Contact c)
Total Client - Server
Communication
O(log |Server|) [BGI16]
Figure 2.4: Combination of PSI protocols with multi-server PIR as suggested in [KRS+19].
client has checked, as is the case for currently deployed insecure contact discovery methods.
Our construction is visualized in Figure 2.4.
Impact. We try to raise awareness in the general public for the privacy risks incurred by
currently deployed insecure contact discovery methods. For this, we produced “explainer
videos” in both English (https://youtu.be/4vgKHmNaAAw) and German (https://youtu.
be/P_K166jvG7U) that educate users about the potential threats and on a high level describe
the three step approach of our improved protocols as visualized in Figure 2.1. Furthermore,
we maintain a project website at https://contact-discovery.github.io that is regularly
updated with recent developments. Our work in [KRS+19] received the second prize in
the 8. German IT-Security Award 2020 by the Horst Hörtz foundation14, which is one of the
most highly endowed awards in IT security for outstanding innovations of great practical and
market relevance.
2.2 RelatedWork
In the following, we put our work on attacks on mobile contact discovery into perspective
of prior research and recent events. Also, we more closely review previous works in terms
of PSI protocols for mobile private contact discovery as well as alternative approaches from
the area of secure computation.
14https://www.deutscher-it-sicherheitspreis.de
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Study [MZM+18] [HWS+21]
Method Brute Force (hybrid) Database Look-Ups Brute Force (hybrid) Rainbow Tables
Software hashcat Redis hashcat RainbowPhones
Hash Algorithms MD5 / SHA-256 SHA-1








China (2.3 · 1010) 00:07:17 / 00:07:12 — — —
Germany (4 · 1011) 02:28:24 / 02:34:16 — — —
Indonesia (5.8 · 1011) 02:45:57 / 02:52:42 — — —
Mobile World-Wide (1.18 · 1011) — 00:01:40* 15:55:00 14:26:40*
Table 2.1: Comparison of reversal methods for batches of 1 million phone number hashes.
The coarse-grained estimations for the size of the phone number spaces for China,
Germany, and Indonesia stem from [MZM+18]. Run-times marked with * are
scaled from measurements for batches of 10 k hashes as reported in [HWS+21].
2.2.1 Attacks on Mobile Contact Discovery
There exist several works that study hash reversal of Personally Identifiable Information (PII)
such as phone numbers as well as crawling attacks on mobile messengers. Additionally, we
discuss the possibility and the issue of tracking (stalking) users after discovery.
Hash Reversal Attacks. Hashing is commonly used to securely store passwords at rest.
This has sparked interest in hash reversal techniques to “crack” captured hashes [Mar08],
and popular open-source tools exist for the purpose (e.g., hashcat15, John the Ripper16,
and RainbowCrack17). While the input domain and therefore the search space for passwords
in theory can be arbitrarily complicated, a common issue in practice is that users tend to choose
simple passwords that can be found in dictionaries or short number sequences that make
cracking such password hashes feasible [YBAG04; Tat15]. For the same reason, hashing of PII
such as phone numbers, email addresses, or MAC addresses is insecure [Mar14; DKCL18].
This also follows intuitively when determining an upper bound on the search space and then
considering hash rates for current CPUs, GPUs, FPGAs, or specialized ASICs as heavily utilized
to accelerate hashing for blockchain mining [OLe18]. According to the E.164 standard18,
phone numbers consist of at most 15 digits such that there are at most ≈ 1.2 · 1015 possible
phone numbers (ignoring that only specific country codes and area/provider prefixes are
in use). On a system with two NVIDIA Tesla P100 GPUs, we achieve a SHA-1 hash rate
of 9.5 GHashes/s according to benchmarks with hashcat. A brute-force attack should therefore
be successful in at most 1.46 days. When considering our accurate database of mobile number
prefixes (cf. §2.1.1), a brute-force attack should take no more than 12.42 s.
To not rest with rough estimations, there have been attempts to empirically quantify the effort
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in Table 2.1. Our measurements confirm that simply applying standard tools for cracking
phone number hashes does not deliver the expected performance, and estimations based on
hash rate benchmarks are wrong by orders of magnitude. Especially when using hashcat’s
hybrid mode that brute-forces phone number hashes based on prefix masks, the hash rate
drops significantly when choosing fine-grained masks to limit the search space due to the
overhead of distributing workloads on the GPU. This can be seen in Table 2.1, where the
coarsely-specified search space for German numbers (4 · 1011) of [MZM+18] is 6.45× faster
covered on older hardware (NVIDIA GeForce GTX 1050 Ti) than our fine-grained prefix
database for world-wide phone numbers (1.18 · 1011, cf. §2.1.1) on two NVIDIA Tesla P100
GPUs. Nevertheless, both works agree that phone number hash reversal is feasible on
consumer hardware, and with look-ups in in-memory databases and our optimized rainbow
table construction we also study two other methods that allow to reverse single phone number
hashes on the fly.
Crawling Attacks. Over the years, there have been several attempts from researchers and
white hat hackers to crawl various social networks and mobile messengers with enumeration
attacks [BSBK09; BPH+10; SFK+12; CYJ+13; MSF+14; KPKS15; Gup16; GGAK16; KKC+17],
with several (outdated) open-source crawling tools being available, e.g., for WhatsApp19,20.
Many of these projects followed responsible disclosure, making service providers aware of
the issues. Also, media reports resulted in public pressure to at least establish reasonable
rate limits [Cox17; Dof19]. Therefore, we initially expected our experiments to fail in the
sense that they produce no surprising results. Unfortunately (or luckily, depending on the
perspective), this was not the case.
In Table 2.2, we summarize and compare earlier crawling attempts on popular mobile
messengers (in addition to WhatsApp, Signal, and Telegram also KakaoTalk21 and WeChat22)
to our results discussed in §2.1.1. In comparison, we conduct crawling attacks at a much
larger scale and provide concrete estimations for currently deployed rate limits.
When we responsibly disclosed our findings regarding WhatsApp in September 2019, our
security report was initially dismissed: Facebook considered their existing protection measures
sufficient to prevent data scraping and they see legitimate contact discovery requests from
enterprises with more than 200 k employees (even though WhatsApp’s terms of service forbid
commercial use for regular accounts). Only later in October 2019, our report was re-opened
upon personal interaction with security engineers, and fixes were finally deployed in July 2020.
As it turned out, an extremely similar vulnerability in Facebook’s core application has lead to
a leak of 533 million users’ data [Hol21], of which Facebook was aware even prior to our
report. More precisely, Facebook’s “contact importer”, which suggests friends based on users’
address book entries, was vulnerable to enumeration attacks and severely abused to perform
large-scale crawling attacks as we described for WhatsApp [New21]. The exact chronology
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Study Messenger Method # Numbers Rate Limits
[CYJ+13] WeChat ADB + API Monitoring 100 k —
[KPKS14; KPKS15] KakaoTalk
Export Feature




— 10 M None
[Klo17] Chrome Extension — —
[HWS+21]
UI Automator 46.2 M 60 k / d
Signal (Legacy) API 505.7 M 120 k / d
Telegram API 0.1 M 5,000 + 100 / d
Table 2.2: Comparison of enumeration attacks on popular mobile messengers. Rate limits
based on the experiences reported by the authors when querying the stated
amount of phone numbers. “—” indicates no or unclear information provided by
the authors.
UserTracking. Once the registration state of phone numbers with certain mobile messengers
is confirmed via enumeration attacks, it is then possible to closely monitor users and track
user behavior over time. While we do not investigate the feasibility and implications of
such lateral attacks, previous works have developed tools such as “Online Status Monitor”23
and “WhatsSpy” [Zwe15a; Zwe15b; Zwe16] for this purpose. The accuracy and power of
such surveillance tools is well documented [BKN+14], and users rightfully express concerns
about privacy-invasive features of mobile messengers such as the “Last Seen” timestamp that
is displayed to indicate when a user has last opened the messenger app [CO13; RVC16].
A recent debate evolves around the fact that some messengers like WhatsApp do not even
allow users to disable displaying their online status by editing the privacy settings, which so-
called “stalkerware” exploits to help abusers closely monitor their victims [Sto21]. WhatsApp
in response only suspends accounts used by tracking apps to monitor other users but does not
plan to change the situation since they see always displaying the online status as intended
behavior [Fra21].
2.2.2 PSI Protocols for Mobile Private Contact Discovery
In the following, we compare our PSI protocols for mobile private contact discovery with
prior works in the area of unbalanced PSI. Additionally, we explore combinations of our and
other PSI protocols with PIR to enhance performance under the assumption of non-colluding
servers. Finally, we discuss Signal’s TEE-based approach to provide mobile private contact
discovery via Intel SGX.
Unbalanced PSI Protocols. Except for constructions based on computationally expen-
sive Homomorphic Encryption (HE), cryptographic PSI protocols inherently require com-
munication that is linear in the size of both input sets. In scenarios with unequal set sizes,
where the party with the smaller input set is a mobile device, such protocols thus become
23https://onlinestatusmonitor.com
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Table 2.3: Comparison of unbalanced PSI protocols. n is the size of the (large) server set, m
of the (small) client set.
impractical. Therefore, there have been attempts to at least get rid of transferring the larger
set during the online phase of PSI. Instead, most of the computation and communication
overhead is shifted to a precomputation phase that can be carried out at an arbitrary point in
time before the actual PSI query. Especially the work of [KLS+17] has pioneered the notion
of “unbalanced” PSI by converting four PSI protocols into this precomputation form based
on RSA blind signatures [CT10], Diffie-Hellman key exchange [HFH99], the Naor-Reingold-
PRF [NR04; HL10], and a garbled circuit evaluation of AES [PSSW09]. These protocols
follow the idea and flow visualized in Figure 2.1. In our work [KRS+19], we improve two
protocols that can be trivially adapted to provide security against malicious clients: the one
based on the Naor-Reingold-PRF (NR-PSI) [NR04; HL10] and the garbled circuit evaluation
of AES (AES-GC) [PSSW09].
Following [KLS+17], the work of [RA18] brings the DH-style protocol of [BBC+11] in pre-
computation form and introduces Cuckoo filters [FAKM14] as a probabilistic data structure
to represent and distribute the encrypted server set. In [KRS+19], we adapt the idea of
using Cuckoo filters, but set realistic parameters in terms of false positive probability, intro-
duce Cuckoo filter compression (as also proposed in concurrent and independent work [BJ18]),
and provide more efficient Cuckoo filter updates.
Finally, the works of [CLR17; CHLR18] have studied PSI for unbalanced set sizes based
on (leveled) Fully Homomorphic Encryption (FHE). In these protocols, the client first encrypts
the items of the small input set under its own public key, the server (under encryption)
subtracts the items of its large input set from each received item, and returns the product of
the results randomized such that if decryption results in 0, a match was found; otherwise, no
information is leaked. For efficiency improvements, the protocols follow the hashing paradigm
of [PSZ18] for bin-wise operations. While [CLR17] is restricted to a fixed bit length of 32 bit,
[CHLR18] adds support for arbitrary bit lengths and provides security against malicious
adversaries. The benefit of the FHE-based approach compared to other unbalanced PSI
protocols is that the overall communication is sub-linear in the size of the larger server set.
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However, the computation cost for processing each item in the server set under encryption
for each PSI session is too demanding to be deployed by messaging services: in [KRS+19] we
estimate that a service provider would need to pay for 28.9 M core hours per day to operate
a contact discovery service with a database size of 228 and having the same amount of active
users perform one synchronization per day. In contrast, the major cost factor when deploying
protocols as described in [KRS+19] at a similar scale stems from initially handling 268 PiB of
network traffic for sending a Cuckoo filter with a size of approximately 1 GiB to each registered
user during the setup phase. Potentially, this cost can be significantly alleviated by utilizing
peer-to-peer distribution similar as done for updates in Microsoft Windows [OCS+21].
In Table 2.3, we summarize this comparison of unbalanced PSI protocols.
Combination of PSI with PIR. A similar combination of PSI with Private Information Re-
trieval (PIR) as we described in §2.1.2 was proposed under the name “PIR-PSI” in prior
work [DRRT18]. The standard variant of [DRRT18] considers two non-colluding servers
where both servers know the user database in the clear. In contrast, in our proposal, the
second server only holds a Cuckoo filter containing the encrypted database. In PIR-PSI, the
client then uses a modified multi-server PIR protocol [BGI16] to query the positions for their
input set in a hash table on the server side. Due to the modification, one of the servers learns
the result of the PIR query but masked with values known to the client. The client and the
second server can then run the PSI protocol of [KKRT16] on the masked values to determine
the actual intersection. The evaluation conducted by [DRRT18] states a total communication
of ≈ 32MiB to query more than 10 k contacts in a server database with 224 entries. Due
to the logarithmic growth of required communication, the overhead for larger databases
with more than a billion entries would be moderate (although above the 10 MB requested
by Signal). The exact communication overhead and concrete run-time performance of our
combination of PSI with PIR has yet to be evaluated as part of future work.
As we see no hope to further optimize regular PSI protocols to the extent that they would
satisfy Signal’s requirements, combinations of PIR with PSI are a reasonable and viable
alternative. However, to quote from a personal email exchange with Moxie Marlinspike,
co-founder of Signal: “I believe that ‘non-colluding servers’ don’t exist, will never exist,
and imo should be completely removed from any discourse in the realm of cryptography.”
Therefore, chances are unfortunately low that Signal deploys a combination of multi-server PIR
with PSI in order to enable mobile private contact discovery. On the contrary, the Internet
Security Research Group (ISRG), parent organization of the popular non-profit certificate
authority Let’s Encrypt, recently announced [AG20] to operate a reliable service that acts
as the non-colluding party required for privacy-preserving aggregation of user metrics with
the “Prio” system [CB17]. Thus, we hope that at least other messaging services might consider
the adaptation of our PIR-based solution in the future.
Trusted Execution Environments. Instead of a cryptographic protocol as discussed above,
Signal in 2017 launched a technology preview for conducting private contact discovery
using Intel’s TEE implementation SGX as a potential replacement for the insecure exchange
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of truncated phone number hashes [Mar17]. As SGX does not inherently protect against
software side-channel attacks, developers have to mitigate such risks themselves. Signal’s
enclave implementation24 therefore incorporates Oblivious Random Access Machine (ORAM)-
style techniques for a branch-free and memory access pattern-hiding comparison of client
contacts against the database of registered users. However, side-channel attacks have been
presented that do not require vulnerabilities in the victim enclave to extract sensitive data (e.g.,
[BMW+18]). Therefore, while Signal’s Intel SGX-based solution can be considered as a




3 Privacy-Preserving Authentication for Apple AirDrop
AirDrop is one of Apple’s proprietary wireless protocols. It enables convenient (offline) file
sharing between nearby Apple devices such as iPhones and MacBooks running iOS and macOS,
respectively. Introduced in 2011, this feature is currently available on more than 1 billion
active devices [Kas21]. The flow of sharing a file using AirDrop is as follows: The sender
opens the sharing pane on the sending device. In the sharing pane, a selection of discovered
potential receivers is presented. After selecting the preferred receiver, the receiver is asked to
accept the incoming request. If approved, the file is transferred.
By default, as users typically want to receive requests only from people they know, AirDrop
devices can be discovered by “contacts only”: in this mode, devices only respond to discovery
requests if the receiver knows the sender, i.e., has a phone number or email address of
the sender stored in the address book. Users can furthermore change the settings to be
discovered by “everyone” or completely turn “receiving off”. To accelerate the sender’s
decision which potential receiver to select, AirDrop presents discovered devices in the sharing
pane including contact name and picture – if the sender has one of the receiver’s phone
numbers or email addresses stored in the address book. Otherwise, only the device name is
displayed. Implementing the “contacts only” mode for receivers and mapping nearby devices
to known contacts for the sender requires some kind of authentication mechanism to establish
whether sender and receiver are mutual contacts.
Under the hood, AirDrop is based on a combination of Bluetooth Low Energy (BLE) and
the Apple Wireless Direct Link (AWDL) protocol [SKH18a] to find suitable receivers and to
transfer files. To facilitate analyses of Apple’s proprietary protocols, prior work [SNM+19]
has reverse-engineered AirDrop as part of the OpenWireless project [SKH18b]. The results
are available also in form of the open-source Python implementation OpenDrop [HS20]. In
the following, we summarize the protocol flow of AirDrop based on [SNM+19] with a focus
on the authentication procedure.
Upon opening the sharing pane on an AirDrop-enabled device, Bluetooth advertisements
containing the first two bytes of the SHA-256 hashes of the sender’s contact identifiers (which
are phone numbers and email addresses registered with the Apple ID account and thus
verified by Apple) are broadcasted. If in “everyone” mode or if one of the hash prefixes
matches a contact book entry of the receiver, the AWDL interface is activated and a TLS
connection is established to run the authentication protocol. In this protocol, the sender in
the initial HTTPS “discover” message transfers a so-called validation record, which contains
the full 256 bit output of SHA-256 hashes of the sender’s contact identifiers and is signed
by Apple. If the validation record has a valid signature and the receiver’s address book
26
3 Privacy-Preserving Authentication for Apple AirDrop
contains a contact with an identifier that matches one of the hash values included in the
record (i.e., the receiver knows the sender), the receiver proceeds with the authentication by
responding with their own validation record. Otherwise, the authentication phase is aborted
and the connection treated as unauthenticated. The sender, upon receiving a validation
record with a valid signature, can likewise determine whether they know the receiver by
checking the embedded hash values against their own address book entries. If all checks
succeed, the connection is authenticated and the receiver is shown in the sender’s sharing
pane with their contact name and picture.
The work of [SNM+19] has shown that the use of truncated hashes as an initial authentication
measure in the Bluetooth advertisement phase is insufficient: malicious senders can quickly
trick devices in “contacts only” mode to activate their AWDL interface via brute force. In
the following, we study privacy issues regarding the use of hashed contact identifiers in the
subsequent authentication protocol and propose suitable mitigations.
3.1 Our Contributions
This thesis has contributed significantly to uncover and mitigate privacy vulnerabilities in the
authentication phase of Apple’s AirDrop protocol with the following publications that can be
found in Appendices C and D:
[HHS+21a] A. HEINRICH, M. HOLLICK, T. SCHNEIDER, M. STUTE, C. WEINERT. “DEMO: Air-
Collect: Efficiently Recovering Hashed Phone Numbers Leaked via Apple
AirDrop”. In: 14. ACM Conference on Security and Privacy in Wireless and Mo-
bile Networks (WiSec’21). Website: https://privatedrop.github.io. Full
version: https://ia.cr/2021/893. ACM, 2021, pp. 371–373. Appendix C.
[HHS+21b] A. HEINRICH, M. HOLLICK, T. SCHNEIDER, M. STUTE, C. WEINERT. “Private-
Drop: Practical Privacy-Preserving Authentication for Apple AirDrop”. In:
30. USENIX Security Symposium (USENIX Security’21). Website: https://
privatedrop.github.io. Full version: https://ia.cr/2021/481. USENIX
Association, 2021, pp. 3577–3594. CORE Rank A*. Appendix D.
Specifically, we find that the exchange of vulnerable hash values during the authentication
handshake leads to leaking the contact identifiers of the AirDrop sender and in some cases also
the receiver, which we practically show with our demonstrator “AirCollect” [HHS+21a]. Based
on these findings, we develop our privacy-preserving mutual authentication solution “Private-
Drop” [HHS+21b], for which we integrate an optimized version of a maliciously secure PSI
protocol [JL10] and show with a native prototype implementation on iOS and macOS devices
that we can achieve practical performance with an overall authentication delay well below
one second to preserve AirDrop’s user experience.
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Privacy Vulnerabilities. In the mutual authentication phase of Apple’s AirDrop protocol
as described in §3, sender and receiver exchange Apple-signed validation records that
contain SHA-256 hashes of their Apple-verified contact identifiers (phone numbers and
email addresses). As we have shown in [HWS+21] in the context of mobile contact discov-
ery (cf. §2.1.1), the entropy of mobile phone numbers is extremely low such that almost
instant hash reversal is possible even on consumer-grade hardware. Likewise, for reversing
hashes of email addresses, it is possible to utilize commercial web services that offer to reverse
email addresses with 70 % success rate at the cost of 0.04 USD per address [Dat19]. This
leads to two vulnerabilities that we refer to as “sender leakage” and “receiver leakage”.
Sender leakage comes from transferring the user’s validation record including hashed contact
identifiers to all potential receivers unconditionally whenever the user opens the sharing pane
on an iOS or macOS device. Therefore, adversaries with a Wi-Fi-enabled device in proximity
can obtain the sender’s hashed contact identifiers and apply hash reversal techniques to learn
the contact identifiers in the clear. Especially “VIPs” must thus be careful to not open the
sharing pane in public as they otherwise leak at least their private mobile phone number.
Also, it is possible to plant small “bugs” in public hot spots to create a large-scale database
of mappings from contact identifiers to specific locations. Such data can in later steps be
abused, e.g., for targeted spear-phishing attacks.
Receiver leakage refers to the receiver’s response in the authentication protocol containing
their validation record including hashed contact identifiers – if they know the sender. However,
it is not a requirement for the sender to know the receiver. This vulnerability can be exploited
in two different ways: A person whose phone number or email address is stored by many
people (e.g., a supervisor in a large company) can therefore learn the personal contact details
of other employees while walking around. Unless the victims have changed their AirDrop
setting to “receiving off”, there is nothing they can do to defend against this attack as there is
no user interaction required on the receiver side. For the second exploit variant it is important
to note that the validation record contains hashes for all contact identifiers. Therefore,
a sender who knows nothing or only partial information about the receiver can learn all
remaining contact identifiers. This can be exploited, e.g., by a journalist who interviews
a celebrity that has the journalist’s email address stored as a contact. In this scenario, the
journalist can additionally learn the celebrity’s private mobile phone number.
Demonstrator “AirCollect”. To practically show the severity of the discovered attacks, we
implemented them in the demonstrator “AirCollect” [HHS+21a] to exploit sender as well as
receiver leakage. Our open-source implementation is based on OpenDrop [HS20] to listen to
and to trigger AirDrop traffic, and RainbowPhones [HWS+21] (cf. §2.1.1) to immediately
reverse received hash values of mobile phone numbers with an optimized rainbow table
implementation. AirCollect can turn any MacBook into a bug for passively collecting contact
identifiers of senders or to actively exploit receiver leakage. For this, we extended OpenDrop
with a command line interface to conveniently launch the attacks and the capability to parse
validation records. The extracted hash values are then passed to RainbowPhones for cracking,
which we extended with support for SHA-256 hashes and precomputed rainbow tables for
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Figure 3.1: Test setup for our demonstrator “AirCollect” [HHS+21a]. The sender (right)
intends to share a document with the receiver (background). The MacBook run-
ning AirCollect (left) immediately displays the sender’s cleartext phone number.
all mobile phone numbers in Germany (76.5 MB with 99.8 % success rate) and all phone
numbers in the US (765 MB with 100 % success rate). A picture of our test setup is shown
in Figure 3.1.
Applicability of PSI. We observe that sender and receiver leakage in the authentication
phase of AirDrop can be prevented by replacing the exchange of vulnerable hash values with
two consecutive executions of a cryptographic PSI protocol. In the first PSI execution, the
sender can input their contact identifiers and the receiver their address book such that the
receiver learns “I know the sender” (in case of a non-empty intersection) or aborts. Then, we
can run PSI with the roles reversed, such that the sender can say “I know the receiver” or
aborts. This application of the PSI functionality is depicted in Figure 1.4 in §1.1.
However, we notice there are two issues of this straight-forward PSI application: The first is
that a malicious receiver not necessarily aborts if the intersection in the first step was empty
and can try to fool the sender by using widely popular phone numbers as input instead of the
own ones, for example, emergency numbers that the sender has stored with high probability.
The second problem is that the computation complexity of the online phase of the PSI protocol
in this scenario mainly depends on the size of the address book, which is usually much larger
than the set of contact identifiers registered by a user.
Based on a systematic evaluation of all possible input and role combinations, we therefore
propose to slightly change the semantics by exactly swapping the inputs provided by each
of the parties. This way, in the first execution, receivers only learn whether they are known
by the sender, and then have to prove that they know the sender. This change also has the
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Z = X ∩ YSender Receiver
Z
Contacts X IDs Y
Z = X ∩ YSender Receiver
Z
IDs X Contacts Y
Figure 3.2: Ideal functionality for PSI when applied to mutual authentication for Apple
AirDrop with our modified semantics. IDs is a set of the user’s own phone
numbers and email addresses, whereas contacts is a set of phone numbers and
email addresses stored in the user’s address book.
benefit that the online computation complexity of PSI now mainly depends on the smaller
input set consisting of registered contact identifiers, which we assume to be at most of size 20.
Once both protocol executions are done, the two parties can safely disclose their identifiers
in later steps of the AirDrop protocol as they are known by the respective other party anyway.
Our application of PSI to the AirDrop authentication phase is shown in Figure 3.2.
Optimized PSI Protocol. To realize the ideal PSI functionality utilized in the abstract proto-
col design shown in Figure 3.2, we have to choose a suitable protocol from the literature. The
available options are extensively reviewed in §2.2.2 and §3.2.3. We choose the maliciously
secure public-key-based PSI protocol of [JL10] that for comparatively small set sizes can be
efficiently implemented using elliptic curve cryptography.
For the use in AirDrop, we modify the protocol to precompute operations that incur a com-
plexity that is linear in the size of the larger input set (i.e., the address book) ahead of time
to obtain an efficient online phase. Furthermore, we suggest to reuse these precomputed
values across sessions to prevent frequent initialization efforts and to bundle/interleave the
messages for the consecutive executions to reduce the number of communication rounds.
Finally, in order to prevent that users lie about their contact identifiers to cause fake matches,
we additionally propose to use signed inputs in the protocol as proposed in [CZ09; CKT10;
CT10]. For this, we suggest to leverage Apple’s existing Certification Authority (CA) infras-
tructure to certify the authenticity of encrypted contact identifiers. These signatures can then
be transferred as part of the PSI protocol and be verified by the respective other party before
proceeding with the protocol.
Implementation and Integration. As we cannot directly modify the original AirDrop im-
plementation to integrate PSI, we first re-implement AirDrop in Apple’s native programming
language Swift. Then, we include an implementation of our optimized PSI protocol based
on the standard elliptic curve P-256 provided by the Relic library [AGM+18] to create a Pri-
vateDrop prototype that can be used for realistic performance benchmarks. Additionally,
we describe the necessary steps for Apple to actually turn our PrivateDrop prototype into a
production-ready implementation, including a discussion on how to maintain backwards-
compatibility with devices running the insecure AirDrop version.
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Evaluation. We empirically evaluate our PrivateDrop implementation and compare it to
the insecure AirDrop protocol as a base line. For this, we test various input sizes in terms of
number of address book entries as well as registered contact identifiers, and also measure the
influence of the PSI operations on the overall protocol execution. When running PrivateDrop
between a MacBook Pro 2019 and an iPhone 12 mini for 15 k address book entries and 10
contact identifiers on each side, the authentication delay is below 500 ms. As any response
under 1 s is perceived as immediate by humans [CRM91], we can therefore successfully
claim to provide a practical privacy-preserving alternative to the original AirDrop protocol.
The online phase of our PSI protocol actually accounts only for 5 % percent of the overall
authentication delay. We separately measure the necessary precomputation that can be
conducted independently of the other party at an arbitrary point in time before the online
phase of the authentication protocol, which takes only 4 s on the iPhone 12 mini for 15 k
address book entries and can be reused across sessions.
Impact. We responsibly disclosed the discovered privacy vulnerabilities to Apple in May 2019
and proposed our solution “PrivateDrop” in October 2020. While Apple acknowledges
our findings, until now there is no indication whether they plan to deploy mitigations for
the reported AirDrop vulnerabilities or adapt our PrivateDrop solution. Therefore, more
than 1 billion devices are still vulnerable to the outlined attacks, which can be conve-
niently conducted using our “AirCollect” demonstrator that is publicly available at https://
encrypto.de/code/aircollect. The prototype implementation of PrivateDrop is avail-
able as open source at https://encrypto.de/code/privatedrop. We additionally main-
tain a project website at https://privatedrop.github.io to inform the general pub-
lic in a comprehensible manner about recent developments concerning AirDrop’s privacy
and our research. Due to the large number of affected devices that are still vulnerable to
our privacy attacks, our work received significant media coverage, which is documented
at https://encrypto.de/news/privatedrop.
3.2 RelatedWork
In the following, we first discuss an independent research project that concurrently discov-
ered one of the privacy vulnerabilities in AirDrop’s authentication protocol and published
corresponding exploit code [Cha19] (cf. §3.2.1). The closest related work to our secure
alternative PrivateDrop proposed a mutual authentication protocol for Apple AirDrop based
on Identity-based Encryption (IBE) [WTSB16]. In §3.2.2, we explain their protocol and detail
how their study significantly differs from ours. Finally, in §3.2.3, we review PSI protocols
from the literature that we considered as candidates when designing PrivateDrop.
3.2.1 Apple Bleee Project
In July 2019, two months after our initial disclosure with Apple, the penetration testing
company Hexway published a blog post about their so-called “Apple Bleee” project [Cha19].
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As part of this project, they describe multiple issues in the Apple wireless ecosystem that leak
sensitive user data, for example in Apple’s Wi-Fi password sharing feature. Furthermore,
they describe a privacy vulnerability in Apple AirDrop that equals what we call sender
leakage. For this, they also create a proof-of-concept implementation that is available
on Github at https://github.com/hexway/apple_bleee that suggests to reverse phone
number hashes based on lookup tables.
In contrast to the Apple Bleee project [Cha19], we verifiably followed the official responsible
disclosure procedure before their publication, additionally discovered issues around so-called
receiver leakage, implemented both attacks as part of “AirCollect” based on optimized rainbow
tables for efficient phone number hash reversal [HHS+21a], and proposed a viable mitigation
technique with our PrivateDrop protocol [HHS+21b].
3.2.2 IBE-based Private Mutual Authentication for Apple AirDrop
In [WTSB16], the authors observe a privacy leak in Apple AirDrop as deployed in iOS 9 that
stems from the users’ iCloud identity being included in the clear in the TLS certificate that is
used to set up an authenticated connection between devices after the initial announcement
of truncated hash values via BLE. Therefore, even a completely passive adversary can collect
the identities of nearby Apple users if one of them opens the sharing pane and connects with
potential receivers. As a mitigation, the authors of [WTSB16] design a zero round-trip private
mutual authentication protocol (similar to [Aba02; AF04; JL09b]) based on Identity-based
Encryption (IBE). An IBE scheme is an asymmetric cryptographic system where the public
keys are derived from identities, e.g., strings that represent names [Sha84; BF01].
The private mutual authentication replacement for AirDrop proposed by [WTSB16] based
on IBE works as follows: when a potential receiver finds a match for the advertised truncated
hash values of the sender’s contact identifiers, the receiver transfers an encryption of the own
identity under an authorization policy that allows only that particular sender to decrypt. This
requires Apple to act as the root authority in the IBE scheme and to provision secret keys
for the contact identifiers of all registered users. The authors also implement their approach
on an Android mobile phone (Google Nexus 5X) and report an overall authentication delay
of 360.4 ms excluding networking.
First, we note that AirDrop at least from iOS 12 on is implemented differently as shown
by [SNM+19]: the TLS certificates used for client authentication when setting up a secure
communication channel do not include the user’s iCloud identity but instead an account-
specific Universally Unique Identifier (UUID). Such a UUID is still vulnerable to user tracking
but cannot be directly mapped to an identity. Therefore, an entirely passive eavesdropper
cannot learn the identities of nearby AirDrop senders and receivers.
Nevertheless, the scheme of [WTSB16] could be integrated into AirDrop to perform the
mutual authentication step in a privacy-preserving way. However, compared to our solu-
tion PrivateDrop [HHS+21b], this approach has multiple disadvantages: To provision secret
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keys for the IBE scheme and to establish corresponding certificate chains, Apple must in-
troduce an IBE infrastructure, whereas we integrate PrivateDrop into Apple’s existing CA
infrastructure. Furthermore, we only require Apple to attest and sign locally generated
encryptions of contact identifiers but not to centrally issue secret keys. Additionally, it is
important to consider that contact identifiers such as phone numbers change from time to
time. Thus, the IBE-based protocol must extended to support efficient revocation [BGK08],
for which there exist established methods in regular Public Key Infrastructures (PKIs).
While the protocol of [WTSB16] protects against sender leakage, it is, to the best of our
understanding, still possible for senders to learn the receiver’s identity without knowing
them in advance: when a receiver sends their identity encrypted under a policy such that
only the owner of a secret key corresponding to the sender’s contact identifier can decrypt,
there is no requirement for the sender to have prior knowledge about the receiver’s identity.
In contrast, with our proposed modification to the semantics of the mutual authentication
phase in AirDrop, the sender in the first PSI protocol execution has to convince the receiver
to already know the receiver.
Regarding the evaluation, we provide a prototype implementation on real iOS and macOS
devices and conduct our performance measurements over the network protocols. As we show
in [HHS+21b], at most half of the total run-time is consumed by cryptographic operations,
whereas the rest is caused by networking delays. Since [WTSB16] exclude networking
entirely from their measurements, it is unclear how their protocol performs when being run
over AWDL. Also, as [WTSB16] uses truncated hashes from the BLE advertisements to select
a potential sender’s contact identifiers, multiple matches might be found in the receiver’s
address book due to a non-negligible collision probability. Thus, the cryptographic operations
of the authentication protocol must in the worst case be repeated multiple times and the
overall authentication delay can easily exceed the 1 s barrier after which humans notice
unpleasant delays [CRM91].
3.2.3 Public-Key-based PSI Protocols
After defining the protocol flow for mutual authentication in AirDrop based on PSI, we had
to choose a suitable PSI protocol from the literature for the instantiation. There exist very
efficient PSI protocols based on Oblivious Transfer (OT) [PSZ14; PSSZ15; KKRT16; PSZ18;
PRTY19; PRTY20], protocols optimized for the use case of unbalanced input set sizes (as
extensively discussed in §2.2.2) [CLR17; KLS+17; CHLR18; DRRT18; RA18; KRS+19], and
simple public-key-based protocols that have been proposed since the 1980’s [Sha80; Mea86;
JL09a; CKT10; CT10; JL10; BBC+11; RA18].
However, protocols from the first two categories (OT-based and unbalanced PSI protocols) gain
their performance mainly from shifting communication overhead to an input-independent
setup phase. During this setup phase, interaction between the parties is required, which is why
such protocols are not suitable for our use case where devices meet ad-hoc. Also, some of them
have assumptions about non-colluding servers [DRRT18] or rely on advanced cryptographic
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Table 3.1: Comparison of linear complexity public-key-based PSI protocols. For our work
in [HHS+21b] we choose the protocol of [JL10] marked with *.
primitives [CLR17; CHLR18] for which only academic prototypes but no industry-grade
implementations exist (to the best of our knowledge, not even for OT extension protocols
there is a production-ready implementation available).
Since we want to keep the barriers for real-world deployment of our solution low, we
therefore closer inspect simple public-key-based protocols [Sha80; Mea86; JL09a; CKT10;
CT10; JL10; BBC+11; RA18], which can be implemented easily using standard production-
ready cryptographic libraries. While such protocols are often considered impractical due to
their high computational overhead caused by costly public-key operations such as modular
exponentiations, we experimentally confirm that for comparatively small set sizes (e.g., the
set of own contact identifiers can be reasonably assumed to be of at most size 20) they are
sufficiently efficient [HHS+21b].
In [CT10], the authors propose two semi-honest PSI protocols with linear computation as
well as communication complexity: one under the One-More-Gap-DH (OMGDH) assumption
and a variant using blind-RSA under the One-More-RSA assumption [BNPS03]. However,
since in our use case of mobile clients we have to accommodate potential malicious user
behavior, the follow-up work of [CKT10] is more interesting, where the authors enable
protection against malicious adversaries under the regular Decisional Diffie-Hellman (DDH)
assumption in the Random Oracle Model (ROM). The first linear-complexity PSI protocol
with security against malicious adversaries was previously proposed in [JL09a] under the q-
Diffie-Hellman Inversion (q-DHI) assumption. However, this protocol requires a trusted third
party to precompute a safe RSA modulus in the Common Reference String (CRS) model.
In our work, we select the maliciously secure protocol of [JL10] under the OMGDH assumption
in the ROM. More precisely, the protocol is maliciously secure considering adaptive queries.
However, the authors note in [JL10] that every efficient adversary must be committed to
all its inputs, which is why the notion can be reasonably assumed to be equivalent to the
regular intersection functionality. In comparison to the work of [CKT10], the protocol
of [JL10] requires 25 % less exponentiations on the receiver side and only one instead of two
zero-knowledge proofs. It can be implemented efficiently using elliptic curve cryptography
libraries, for which there exist plenty of production-ready options. Especially interesting
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in this context is Apple’s own CryptoKit1 library. However, since CryptoKit currently does
not (yet) expose the necessary low-level arithmetic operations to the developer, we base our
prototype implementation on the portable Relic library [AGM+18]. In case Apple decides to
replace AirDrop with PrivateDrop, they could of course extend CryptoKit accordingly.
[BBC+11] created a simplified semi-honest version of [JL10] that omits the zero-knowledge
proof required to prevent/detect malicious behavior. Later, [RA18] transformed the protocol
of [BBC+11] into the precomputation form of [KLS+17] for unbalanced PSI by storing the
encrypted inputs of the PSI sender in a Cuckoo filter [FAKM14] that is transferred to the PSI
receiver ahead of time. In principle, it would be possible to use a probabilistic data structure
like a Cuckoo filter in our PrivateDrop protocol to compress the encrypted input set of the PSI
sender. However, since we operate in a setting where the maximum size of the encrypted input
set is well below 1 MB even for address books with more than 10 k entries and we transfer
data over a high-bandwidth direct Wi-Fi connection, the benefit of a smaller transmission size
can be assumed to be negligible. At the same time, depending on the parameters, there is the
chance to introduce false positives in the matching procedure when utilizing probabilistic
data structures.
We summarize and compare the discussed public-key-based PSI protocols in Table 3.1. Note
that here we do not consider other previously proposed related works with super-linear
computation or communication complexity, for example, [FNP04; KS05; DMRY09; HN10].
1https://developer.apple.com/documentation/cryptokit
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Due to increasing digitization, customers and citizens with every (trans)action leave traces
in databases of companies and government agencies. For such organizations it could in
many cases be beneficial to learn certain statistics about common data subjects and draw
conclusions from that. For example, calculating whether customers of company A in total
spend more money than a certain threshold on products from company B. If so, the companies
could decide to intensify their business relationship and advertise the products that are most
popular with common customers in a bundle. Conducting such analyses on joint data subjects
is what we refer to as PSI analytics or database intersection analytics.
However, the naive approach of simply exchanging lists of data subjects puts the individuals’
privacy at risk as they can therefore be accurately traced and profiled across organizations,
and might even be prohibited by privacy regulations such as the European GDPR [Eur16].
Also, from the organizations’ perspective their databases represent a valuable asset that they
do not want to share with third parties entirely to conduct explorative analyses. Instead,
they want to only learn certain aggregate statistics or functions on the data subjects that
they actually have in common. In other words, they want to utilize data for a specific,
well-defined purpose without disclosing unnecessary details, especially about data subjects
not represented in the intersection. This is what we refer to as privacy-preserving database
intersection analytics.
A natural way to realize database intersection analytics in a privacy-preserving manner is to
apply generic or circuit-based PSI (cf. §1). In circuit-based PSI, the intersection between two
sets is obliviously computed in a generic MPC protocol such as Yao’s garbled circuits [Yao82;
Yao86] or the GMW protocol [GMW87]. Since such MPC protocols can obliviously compute
any function that can be represented as a Boolean circuit consisting of only AND and XOR
gates, it is trivial to extend the plain intersection computation with an analytics function that
should be computed on top. This way, it is also not necessary to release the intermediate
intersection, which often can be sensitive information itself, but only the final aggregated
analytics result.
Besides the need for variants of PSI in practice, circuit-based PSI in general has several
advantages over specialized PSI protocols: There exist many frameworks that implement
generic MPC protocols (e.g., ABY [DSZ15] and our Chameleon framework [RWT+18]), so de-
velopers can rely on an existing code base. Furthermore, new optimizations for generic MPC
protocols automatically translate to performance improvements for circuit-based PSI. For
example, very recently, the “slicing and dicing”-based garbling scheme of [RR21] unexpect-
edly improved over the state-of-the-art “half-gates” garbling of [ZRE15] in terms of required
36
4 Privacy-Preserving Database Intersection Analytics
communication per AND gate. Regarding adaptability to various analytics functions, software
developers can further rely on existing compilers that are specifically designed to convert
high-level code written in domain-specific or regular programming languages such as C/C++
into circuits that are optimized for MPC. Notable examples for such circuit compilers in-
clude Fairplay(MP) [MNPS04; BNP08], HyCC [BDK+18] with our optimization for arithmetic
decomposition [DKS+21], which is especially useful when compiling analytics functions that
include arithmetic calculations, as well as our LLVM-based compiler toolchain that supports
multiple high-level programming languages [HST+21]. As these circuits are then oblivi-
ously evaluated with established MPC protocols, software developers can confidently rely on
existing security proofs and thus rapidly experiment with new variants.
A naive way to construct the basic circuit that computes the intersection between two sets (ex-
cluding following analytic steps) is to compare every item in the first set with every item in
the second set. However, such a circuit has a complexity of O(n2), where n is the size of the
input sets. Since the number of gates that must be obliviously evaluated within MPC cause
computation and communication overhead, it is critical to reduce this complexity to achieve
practical privacy-preserving intersection analytics for large-scale databases. More precisely,
while evaluating XOR gates is “free” in Yao’s garbled circuits and the GMW protocol [KS08],
every AND gate requires computation (e.g., 4 AES evaluations on the garbler’s and 2 AES
evaluations on the receiver’s side in Yao’s garbled circuits [ZRE15]) and communication (e.g.,
2κ bits in Yao’s garbled circuits [ZRE15], where κ is the symmetric security parameter). The
very recent results of [RR21] even reduce the required communication in Yao’s protocol
to 1.5κ+5 bits per AND gate at the cost of slightly increased computation (at most 6 and 3 AES
evaluations on the garbler’s and receiver’s side, respectively).
An improved version of the naive approach with O(n2) complexity is known as Sort-Compare-
Shuffle (SCS) [HEK12], which operates on sorted sets: it first obliviously merges the sorted
input sets (complexity O(n log n) with a bitonic merger [Bat68]), then checks neighboring
items for equality (complexity O(n) with duplicate selector circuits [HEK12]), and finally
obliviously shuffles the output to prevent leakage from the position of intersecting items (com-
plexity O(n log n) with the Waksman shuffling network [Wak68]). Although the last step is
not required when computing a symmetric analytics function on top of the intersection (where
the result does not depend on the order of the inputs), the total complexity for this approach
is O(n log n).
A line of work [PSZ14; PSSZ15; PSZ18] has further improved upon the SCS construction
by introducing the concept of hashing items to bins first such that only the entries of cor-
responding bins must be compared as part of the oblivious circuit evaluation. Due to the
possibility of hash collisions, each bin may contain more than a single item, more precisely up
to (log n/ log log n) · (1+o(1)) items when hashing n items to n bins with a uniformly random
hash function according to the analysis of [Gon81]. Since the information how many items
are stored in a bin can in turn leak information about the items themselves, in a PSI protocol
all bins must be padded to the maximum possible bin size with dummy items. To further
reduce the number of required oblivious comparisons, the “PSZ” approach [PSZ14; PSSZ15;
PSZ18] proposes to use a technique called Cuckoo hashing [PR01] for one of the two parties.
37
4 Privacy-Preserving Database Intersection Analytics
Overall Complexity:
O(n log n/ log log n)
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Figure 4.1: Circuit-based PSI based on simple hashing (SH) and Cuckoo hashing (CH) as pro-
posed in [PSZ14; PSSZ15; PSZ18] with overall complexity O(n log n/ log log n).
For simplicity, the CH tables are split into separate tables for each hash function.
In Cuckoo hashing, each bin has a maximum capacity of 1 and an item is stored in one out of
two possible bins determined by two different hash functions (there also exists 3-way Cuckoo
hashing utilizing three hash functions, which we ignore for now). If a collision occurs during
the insertion of an item, the currently stored item is evicted and placed in the bin whose
position is determined by the respective other hash function. This procedure is repeated
recursively, until no eviction is necessary or a recursion threshold is reached. In the latter
case, the last evicted item is placed in a so-called stash. With a stash of size s =ω(1), this
hashing scheme succeeds except with a negligible failure probability smaller than n−(s−1) for
sufficiently large n [KMW08]. Since in Cuckoo hashing an item is stored in one out of two
possible bins, the other party must prepare a hash table where each item is present in both
locations. This corresponding scheme is called simple hashing. The circuit that computes
the intersection then compares the single item in each Cuckoo bin with all items in the
corresponding bin in the simple hashing table, and every item in the stash with every item
contained in the other party’s input set. The total complexity of this approach as visualized
in Figure 4.1 is O(n log n/ log log n).
This leaves the question: is it possible to construct circuit-based PSI with even lower complexity,
e.g., with an asymptotically and ideally also concretely reduced number of comparisons that
must be conducted obliviously? Finding an answer is important to increase the feasibility of
conducting efficient privacy-preserving intersection analytics for large-scale databases.
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4.1 Our Contributions
This thesis has contributed significantly to improving the asymptotic as well as concrete
efficiency of circuit-based PSI and thus privacy-preserving database intersection analytics
with the following publication that can be found in Appendix E:
[PSWW18] B. PINKAS, T. SCHNEIDER, C. WEINERT, U. WIEDER. “Efficient Circuit-Based
PSI via Cuckoo Hashing”. In: 37. Advances in Cryptology – EUROCRYPT’18.
Vol. 10822. LNCS. Code: https://encrypto.de/code/2DCH. Full version:
https://ia.cr/2018/120. Springer, 2018, pp. 125–157. CORE Rank A*.
Appendix E.
Specifically, we show for the first time that linear-complexity circuit-based PSI is in reach
by giving a construction that performs only ω(n) oblivious comparisons and is concretely
efficient. The core of our construction is a new hashing scheme that we call “2D Cuckoo
hashing”. Since the iterative version of our insertion algorithm is too complicated for formal
analyses, we determine suitable parameters for our scheme to achieve negligible failure
probability by conducting large-scale experiments on a high-performance computing cluster.
Finally, in empirical performance evaluations, we demonstrate the concrete improvements in
terms of computation and communication overhead over previous works [HEK12; PSZ14;
PSSZ15; PSZ18].
2D Cuckoo Hashing. The goal in our work is to remove the O(log n/ log log n) factor that
stems from the requirement to pad the bins in regular simple hashing to the maximum
possible extent in order to prevent information leakage during the PSI execution. For this,
we split the simple hashing table into two tables TL and TR of size O(n), each of which uses a
different pair of hash functions and has a maximum bin size that is a small constant. Our
insertion algorithm for what we call 2D Cuckoo hashing, upon detecting a collision in the
left table that exceeds the defined maximum bin size, evicts the oldest present item from
both positions in TL and re-inserts the item in TR. In case the insertion in TR creates another
collision such that the maximum bin size is exceeded, the oldest present item is removed
from both positions in TR and re-inserted in TL . This procedure is iteratively repeated such
that items are moved between TL and TR until no bin exceeds the maximum defined size. The
intuition behind our iterative scheme is that elements that cause a high number of collisions
in one table are evenly distributed in the respective other table when using a different pair of
hash functions. The only question remaining is how to set the constant maximum bin size
such that the failure probability of the scheme is negligible and the introduction of stashes
can be avoided.
Since the simple hashing table is replaced with 2D Cuckoo hashing, we must adapt the
hashing scheme of the second party that previously used regular Cuckoo hashing. For this, we
suggest to use two regular Cuckoo hashing tables: the first table uses the same pair of hash
functions as TL in 2D Cuckoo hashing, and the second table uses the pair of hash functions
known from TR. Each item is then inserted in both Cuckoo tables. Thus, in the circuit that
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Figure 4.2: Circuit-based PSI based on 2D Cuckoo hashing as we propose in [PSWW18]
with overall complexity ω(n). Again for simplicity, the hash tables are split
into separate tables for each hash function. Also, comparison circuits between
corresponding tables are omitted.
computes the intersection, each bin in the first Cuckoo table is compared to each item in the
corresponding bin in TL, and likewise each bin in the second Cuckoo table is compared to
each item in the corresponding bin in TR. This procedure guarantees that regardless of the
placement of items on both sides, there is exactly one match when the item is contained in
both parties’ input sets.
Using two instances of Cuckoo hashing unfortunately entails two stashes. Each stash must be
padded to the maximum possible size to not leak information in the PSI protocol and each
item in each stash must be obliviously compared to each item in the other party’s input set,
which results in significant overhead. However, intuitively it is unlikely that both stashes are
utilized to the maximum extent at the same time. Therefore, we suggest to use only a single
combined stash. Based on the experimentally measured concrete stash sizes of [PSSZ15], we
determine concrete stash sizes for the combined stash. It turns out that for large-scale input
sets with more than a million items, the combined stash can even have the same size as a
single stash. Thereby, we save 50 % of the stash-induced overhead, which helps to reduce
the overall circuit size by a factor of 1.5× considering 32 bit inputs (cf. Figure 4.4).
We depict our 2D Cuckoo hashing construction with two instances of regular Cuckoo hashing
and a combined stash in Figure 4.2. The two tables used in 2D Cuckoo hashing each have
size O(n) and both regular Cuckoo hashing tables have size O(n). Thus, O(n) comparisons
between bins are required to determine the intersection. Additionally, each element in the
combined stash of size ω(1) must be compared to n elements. Therefore, additional ω(n)
comparisons are necessary. The overall complexity of our construction is therefore ω(n).
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For n≥ 213, the failure
probability is < 240
Dependence on n is O(n−3)
Failure probility in [2−50, 2−37]
















Figure 4.3: Simulation results for 240 executions of 2D Cuckoo hashing on random inputs
for variable table and set sizes.
Simulations for Setting Parameters. While there exist theoretic analyses for the perfor-
mance of Cuckoo hashing [Wie17], we were unable to obtain similar results for 2D Cuckoo
hashing with a bin size of 2 due to the complex nature of the iterative insertion algorithm.
Instead, we provide empirical evidence that for sufficiently large input set sizes n the failure
probability is negligible, i.e., below 2−40. For this, we repeatedly run 2D Cuckoo hashing on
random inputs for variable set, table, and bin sizes, and observe the number of cases where a
stash would be required. Figure 4.3 summarizes our results when setting the maximum bin
size in 2D Cuckoo hashing to 2 and performing 240 experiments for n ∈ {26, 28, 210, 212} for
various table sizes. As we observe, the dependence of the failure probability on n is O(n−3).
From the concrete observations we can therefore state with high confidence that for n≥ 213
the failure probability for 2D Cuckoo hashing without a stash is indeed negligible, i.e., be-
low 2−40. All experiments required 5.5 M core hours on the Lichtenberg high-performance
computer of the TU Darmstadt.
Performance Evaluation. We measure if the asymptotic improvement of our 2D Cuckoo
hashing-based PSI construction over previous works also results in concrete performance
improvements. For this, we first calculate the concrete circuit sizes in terms of non-free AND
gates based on the number of oblivious comparisons that must be conducted. These results
are depicted in Figure 4.4 and directly correlate with the concrete computation and commu-
nication overheads. For inputs of arbitrary lengths, we can observe a significant concrete
performance improvement of factor 3.8× in communication over [PSSZ15] for n= 220.
We also implement our improved circuit-based PSI protocol based on the two-party MPC
framework ABY [DSZ15] and provide run-time measurements using the GMW proto-
col [GMW87] (which already in [PSSZ15] outperformed Yao’s garbled circuits protocol [Yao82;
Yao86]) in Figure 4.5. All experiments are conducted on two machines equipped with an Intel
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Figure 4.4: Comparison of concrete circuit sizes for circuit-based PSI protocols on inputs
with arbitrary length (left) and 32 bit (right).
Core i7-4790 CPU clocked at 3.6 GHz and 16 GB of RAM connected in a LAN network
with 1 Gbit/s bandwidth and 1 ms Round Trip Time (RTT). For simulating a WAN network,
we restrict the bandwidth to 100 Mbit/s and set the RTT to 100 ms. For the circuit-based PSI
protocols of [PSSZ15] and [PSWW18], we implement a lightweight PSI variant called “cardi-
nality threshold” (PSI-CAT) that compares the cardinality of the intersection with a threshold
and then outputs a single bit to indicate the comparison result. A modified PSI-CAT protocol
that outputs the intersection if the threshold is exceeded has practical applications for
privacy-preserving ride sharing [HOS17]. We compare these PSI-CAT implementations
with the most efficient specialized PSI protocol at the time [KKRT16] (which outputs only
the intersection) as well as the public-key-based PSI protocol of [Sha80; Mea86; CGT12]
that outputs only the cardinality of the intersection (PSI-CA). Compared to [PSSZ15], we
improve the total run-time by almost factor 3× in both the LAN and WAN setting for sets
of size n= 220, and are two orders of magnitude faster than the public-key-based protocol
of [Sha80; Mea86; CGT12].
4.2 RelatedWork
In the following, we review follow-up works that finally achieve two-party circuit-based PSI
with O(n) complexity, hybrid constructions, constructions for computing specific PSI variants,
and further protocols to conduct privacy-preserving database intersection analytics.
The Road to Linear-Complexity Circuit-based PSI. Our work in [PSWW18] for circuit-
based PSI with complexity ω(n) directly improves upon prior works with O(n log n) [HEK12]
and O(n log n/ log log n) complexity [PSZ14; PSSZ15; PSZ18] as described in §4 on Page 37.
In recent years, follow-up works managed to achieve linear O(n) complexity and further
concrete performance improvements [PSTY19; CGS21; RS21]. We now briefly summarize
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Figure 4.5: Comparison of total run-times for circuit-based PSI-CAT [PSSZ15; PSWW18]
implemented in ABY [DSZ15] with specialized PSI [KKRT16] and public-key-
based PSI-CA [Sha80; Mea86; CGT12].
the core ideas of [PSTY19; CGS21; RS21] and compare these constructions with prior
works [HEK12; PSZ14; PSSZ15; PSZ18] and [PSWW18] in Table 4.1.
The basic setup in [PSTY19] is as in [PSZ14; PSSZ15; PSZ18] (cf. Figure 4.1), i.e., one party
hashes their items via simple hashing and the other party via Cuckoo hashing. However, in-
stead of directly performing comparisons between bin entries, they first have a pre-processing
phase that runs an Oblivious Programmable Pseudo-Random Function (OPPRF) [KMP+17]
between both parties. An OPPRF is an OPRF (cf. §2.1.2) that can be programmed to deliver a
specifically defined output upon receiving a specific input. This can be utilized to program
the same value for each item in a simple hashing bin. Therefore, the following circuit evalua-
tion must only obliviously compare one element on each side instead of O(log n/ log log n).
By running a batched OPPRF over all bins, the bins are not required to be padded with
dummy values to the maximum possible extent, which reduces to communication com-
plexity of the OPPRF phase to O(n). Additionally, by using 3-way Cuckoo hashing instead
of 2-way Cuckoo hashing, the protocol of [PSTY19] can entirely avoid using a stash with
super-constant size ω(1) [PSZ18]. (Note that the benefit of using 3-way Cuckoo hashing
in the circuit-based protocols of [PSZ14; PSSZ15; PSWW18; PSZ18] would be diminished
as then 3n instead of 2n items must be stored and compared in the simple hashing table.)
The total communication complexity of [PSTY19] is therefore O(n). For sets of size n= 220,
the concrete communication overhead for arbitrary-length inputs is improved by a factor
of 10.1× and the run-time by a factor of 2.8× and 5.8× compared to [PSWW18] in a LAN
and a WAN network setting, respectively.
While the communication complexity of [PSTY19] is linear in n, the OPPRF phase incurs
a super-linear computation overhead due to the employed interpolation method for large-
degree polynomials. The work of [CGS21] reduces this computation overhead to be linear
in n by introducing the notion of “relaxed batch” OPPRF (RB-OPPRF) evaluations, which
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Computation Communication (in MB)
[HEK12] O(n log n) —
—
106,144
[PSSZ15; PSZ18] O(n log n/ log log n) 2-way CH + SH 97,708
[PSWW18] ω(n) 2D CH 25,532
[PSTY19] O(n(log n)2) O(n)








[RS21] (Silent OT) 277
Table 4.1: Comparison of two-party circuit-based PSI protocols. CH and SH denote Cuckoo
and simple hashing, respectively. Three protocols before obliviously evaluating
a circuit run interactive (Relaxed Batch (RB) / Vector Oblivious Linear Evalua-
tion (VOLE)-based) Oblivious Programmable Pseudo-Random Function (OPPRF)
protocols for pre-processing purposes. Communication is stated for input sets of
size n= 220 with items of arbitrary length.
they efficiently construct based on Cuckoo hashing. In an RB-OPPRF evaluation, not one
but three values are returned for each query such that exactly one of the returned values
equals a programmed value when queried on the corresponding input. Whether one of the
three values indeed is a value programmed for the entries in the simple hashing bins can be
tested via Private Set Membership (PSM) protocols. The authors of [CGS21] provide two
efficient PSM constructions (one OT-based and optimized for computation, the other OPPRF-
based and optimized for communication) that output shares of a single bit to indicate the
result. These shares are used as input for the following circuit-based computation. For the
communication-efficient PSM protocol, [CGS21] improves communication over [PSTY19]
for input sets of size n= 220 with arbitrary-length items by a factor of 2.3×; the run-time is
improved by a factor of 2.7× and 2.1× in a LAN and a WAN network setting, respectively.
In concurrent and independent work to [CGS21], also [RS21] proposes a linear-complexity PSI
protocol that can be utilized for circuit-based PSI. In their work, the authors replace the OPPRF
of [PSTY19] with a construction based on a random-input Vector Oblivious Linear Evalua-
tion (VOLE) protocol [SGRR19; WYKW20; YWL+20] with sublinear communication as well
as a slightly modified version of the PaXoS data structure of [PRTY20] for compact encoding.
For the subsequent circuit evaluation that performs equality checks on the OPPRF outputs,
the authors of [RS21] experiment with replacing the OT extension protocol of [IKNP03]
for the generation of multiplication triples in the precomputation phase of the GMW pro-
tocol [GMW87] with so-called “silent OT”. Silent OT [BCG+19a; BCG+19b] is one of the
most exciting recent breakthrough results in the area of secure computation. Based on
the Learning Parity with Noise (LPN) assumption, it significantly reduces the communication
overhead of OT extension protocols as parties can locally expand correlated seeds. The
authors of [RS21] in an empirical performance evaluation study the trade-off between higher
computation and reduced communication overhead. While the IKNP variant has 1.1× higher
communication than [PSTY19] for input sets of size n = 220 with arbitrary-lengths items, the
silent OT variant improves by factor 9.2× over [PSTY19]. In terms of run-time, in a LAN
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and a WAN network, the IKNP variant outperforms [PSTY19] by a factor 3.1× and 1.2×,
respectively. The highly communication-efficient silent OT variant in a LAN network is slower
than [PSTY19] by a factor of 1.4×, but faster in a WAN network by a factor of 1.4×.
Further (Hybrid) Constructions for Circuit-based PSI. Besides the clear line of work to-
wards linear-complexity circuit-based PSI outlined above, there have been other interesting
works along the way that we discuss in the following.
In [FNO19], the authors propose to optimize the specialized PSI protocols of [PSZ14; PSSZ15;
PSZ18], mainly by replacing the costly comparisons of stash elements with an OPRF-based
unbalanced PSI protocol of [KLS+17]. Their construction for specialized PSI requires over-
all O(n) communication, however, as an extension to generic PSI, they propose to use
the sort-compare-shuffle approach of [HEK12] to run comparisons between corresponding
bins. This results in a communication complexity of O(n log log n), which does not beat con-
current works with O(n) communication complexity [PSTY19]. For input sets of size n = 220
with arbitrary-length items, the approach of [FNO19] would require a concrete communi-
cation of 72,140 MB, compared to 25,532 MB and 2,540 MB for [PSWW18] and [PSTY19],
respectively (cf. Table 4.1).
A notable innovation is the work of [CO18]. It is the first that suggests to combine the
performance benefits of efficient specialized OT-based PSI protocols with the adaptability of
circuit-based PSI. The challenge for such a hybrid construction is to provide the outputs of
the equality tests in the first stage in “encrypted” form such that they can be directly used as
input for MPC or HE without leaking any information about the intersection. According to
this definition, also the constructions of [KK20; CGS21; GMR+21] are hybrid protocols. The
protocol of [CO18] follows the Cuckoo/simple hashing paradigm known from the PSZ line
of work [PSZ14; PSSZ15; PSZ18]. For each bin in the Cuckoo table, the idea is to perform
a PSM protocol that uses OT to obliviously traverse a graph such that in the end a key is
obtained to decrypt a share or wire label (depending on the subsequent MPC protocol) that
encodes the PSM outcome. Due to the initial hashing setup, the complexity of the protocol
is O(n log n/ log log n) such that there is no asymptotic improvement over the prior works
of [PSZ14; PSSZ15; PSZ18]. The lack of an implementation also prevents comparing concrete
run-times. Potentially, our 2D Cuckoo hashing scheme of [PSWW18] could be applied to
reduce the complexity down to ω(n).
The work of [KK20] presents a PSI protocol with O(n) computation and communication
complexity just as [CGS21; RS21]. The protocol of [KK20] replaces the OPPRF of [PSTY19]
with a construction based on garbled Bloom filters [DCW13] and then performs equality tests
outside a circuit using the protocol of [CO18]. However, their PSI protocol is not concretely
efficient: for sets of size n = 216 (the maximum benchmarked set size) with 32 bit items, they
require 4× more communication than [PSTY19] and their run-times in a LAN network are
more than 10× higher.
The work of [GMR+21] achieves asymptotic and concrete improvements over [PSTY19]
for sets with log n≪ l (where l is the bit length of the inputs) with the trade-off that the
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cardinality of the intersection is inherently leaked. The core idea of [GMR+21] is to apply
an oblivious shuffle step after the batched OPPRF phase of [PSTY19]. Then, the following
equality checks are not part of an oblivious circuit evaluation but are carried out via the
optimized protocol of [KKRT16] that outputs the result to one party in the clear. This leaks the
cardinality of the intersection but not the intersection itself due to the previous shuffling step.
With a further oblivious shuffling phase, it is possible to distribute shares of the intersection
that can be used for further circuit-based computations. In terms of communication, for sets
of size n = 220 with items of length 60 bit, the authors report an improvement of factor 2.6×
over [PSTY19]. In terms of run-time, there is an improvement by factor 1.9× in a WAN
network setting, however, due to the overhead of the switching network implementation in
a LAN network, the run-time is 1.3× higher than for [PSTY19]. Overall, the use cases for this
protocol are rather limited and potential application scenarios require careful analysis whether
concrete performance gains can be expected and the cardinality leakage is acceptable.
Specific PSI Variants. Circuit-based PSI allows to compute arbitrary functions of the inter-
section. This flexibility naturally incurs significant overhead over specialized PSI protocols.
However, there exist several specific PSI variants for practical applications that are in high
demand. For these variants, specialized protocols have been devised with better performance
than implementing the specific variant in any of the circuit-based PSI protocols described
above. In the following, we highlight works that compute PSI-Cardinality, PSI-Sum, and
further statistic operations.
Protocols for PSI-Cardinality output only the size of the intersection, but not the intersection
itself, which has applications, e.g., in genome testing [BBC+11]. In circuit-based PSI protocols
such as [PSWW18], this can be achieved by appending a circuit that computes the Hamming
weight [BP06], i.e., counts the number of 1s in the vector that represents the output of
the oblivious comparison step. However, there has been a long line of research proposing
various constructions for this specific PSI variant [KS05; VC05; CZ09; BA12; CGT12; DD15;
EFG+15]. Many of these works are simple variations of public-key-based PSI protocols [Sha80;
Mea86]: by introducing an additional shuffle step, the receiving party can only determine
that matches exist but not how they relate to their own inputs, thereby revealing only the
cardinality of the intersection. These one-round protocols are very communication-efficient,
however, may incur an unacceptable computation overhead for large set size, e.g., due to
costly modular exponentiations. For example, for sets of size n= 220 with items of arbitrary
length, the protocol of [CGT12] requires 66× less communication than [PSWW18] but has
a 21× higher run-time even in a WAN network. Therefore, there has also been research
that achieves accuracy/run-time trade-offs by providing only an approximate intersection
cardinality [DL17].
PSI-Sum refers to protocols where one party has numerical payloads attached to their PSI
inputs. The output of the protocol is only the sum of these payloads where the associated
identifier is part of the intersection. In some use cases, also the size of the intersection
should be revealed. The works of [IKN+17; IKN+20; MPR+20] studied so-called “PSI-Sum
with cardinality” for measuring ad conversion rates in a privacy-preserving way. Here, the
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goal is to find out how much money customers spent with a client company after seeing an
advertisement on a platform of a service provider like Google. For this, in [IKN+17; IKN+20]
the authors provide a protocol that computes the intersection with a simple DH-style protocol
similar to [Mea86] and uses additively homomorphic Paillier encryption [Pai99] such that
associated payloads for intersection items can be summed up. In [IKN+20], the authors also
describe their considerations for deploying the protocol at Google, which represents one of
the rare cases where MPC technology is actually used in practice at a large scale. For sets of
size n= 220 with items of arbitrary length, the protocol of [IKN+17; IKN+20] requires 30×
less communication but 6.4× more computation than implementing the same functionality
in [PSTY19]. However, when applying concrete costs for bandwidth and core hours, the
protocol of [IKN+17; IKN+20] turns out 868× cheaper. The later work of [MPR+20] adds
security against malicious adversaries, which increases communication by about factor 4×
and concrete monetary cost by factor 25×.
In [LPR+20], the authors present an extension to the PSI-Sum protocol of [IKN+20], which
can be described as weighted PSI-Sum: the server for each item has additionally stored
a weight such that the protocol obliviously computes the dot product with the values of
matching items provided by the client. This allows the authors to implement a more fine-
grained ad conversion rate measurement system that considers the time passed between
viewing an ad and making a purchase as a weight to indicate the likelihood that the ad
has influenced the buying decision. In light of the COVID-19 pandemic, this protocol also
has applications to privacy-preserving contact tracing, where mobile clients check pseudo-
random identifiers received within certain time intervals via Bluetooth against a database
of reported cases that include a weight to indicate the severity of the infection. A notable
contribution of [LPR+20] in this setting is the study of unbalanced set sizes, which is rare in
circuit-based PSI since database intersection analytics are usually carried out only among
service providers with rather symmetric set sizes. Specifically, similar to [KLS+17; RA18] and
our work [KRS+19], the authors propose a protocol divided in setup and online phase, where
the setup phase has linear complexity in the size of the server database and the online phase
linear complexity in the size of the client database. Additionally, they propose a protocol
based on Private Information Retrieval (PIR) [ACLS18; ALP+19] and Fully Homomorphic
Encryption (FHE) [FV12; BGV14] that has a sublinear communication complexity in the size
of the server database. For a server and client database of size n= 220 and 28, respectively,
the first construction with offline setup requires 465 MB communication in the setup phase
but only 7 MB in the online phase, compared to the circuit-based PSI protocol of [PSTY19]
with 51 MB. The second construction with sublinear communication requires only 29 MB in
total but has a run-time of 11 s per query in a LAN network, compared to amortized 0.18 s
per query for [PSTY19] and 0.5 s/0.002 s for the setup/online construction.
With PSI-Stats, the authors of [YCP+20] essentially propose extensions for the protocol
of [IKN+20] to compute various statistical functions (e.g., sum, percentile sum, mean, and
standard deviation) on the payloads associated with intersecting elements. The authors
empirically compare their protocol to [IKN+20] and [PSTY19]. Compared to the latter proto-
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col computing only the intersection, PSI-Stats for computing the arithmetic mean requires
about 4× less communication and slightly less run-time in a low-bandwidth network.
Database Intersection Analytics. In our work in [PSWW18], we contribute towards prac-
tical database intersection analytics via circuit-based two-party PSI. There have been recent
works that allow for database intersection analytics in a broader sense using different compu-
tational and security models, which we discuss in the following.
The framework of [MRR20] allows two or more parties to perform composable SQL-like
join queries on databases that are outsourced in secret-shared form to three servers assum-
ing an honest majority. In this setting, it is possible to use very efficient three-party MPC
protocols [AFL+16] that are known to have orders of magnitude higher throughput than
two-party protocols. Using the framework to perform an inner join with a single column per
database table equals the case of computing set intersection. One of the main challenges in
the outsourcing scenario is to construct and utilize hashing schemes on secret-shared data
to efficiently conduct comparisons. The authors of [MRR20] address this by constructing
a shared Cuckoo hashing table of randomized encodings (created via LowMC [ARS+15],
which we also utilized in §2.1.2) and using oblivious switching networks [MS13] to select the
relevant locations for comparisons. In [MRR20], the authors furthermore describe the imple-
mentation of two concrete use cases (voter registration and threat log comparison) and also
benchmark PSI operations. For sets of size n= 220, the work of [MRR20] reports about 25×
faster run-times in both a LAN and a WAN setting, and about 5× less communication for
computing PSI-Cardinality compared to our work in [PSWW18].
In [BKM+20], the authors address one inherent problem of conventional two-party circuit-
based PSI protocols, namely that the entire computation must be repeated whenever one of the
parties has a new data point that should be considered. With this background, they develop
two DH-style protocols to compute some PSI variants. The first protocol, called “private ID”
allows both parties to learn pseudo-random identifiers for each element in the set union,
including a mapping of their own inputs to these IDs. Based on these IDs, the parties can locally
sort their data sets such that any MPC protocol can efficiently compute aggregate functions
over data associated with these IDs. The second protocol is called “private secret-shared
set intersection”. It outputs additive shares generated via additively homomorphic Paillier
encryption [Pai99] of values that are associated with matching identifiers. Here, only one
party must initially have the entire set ready, whereas the other party can query batches in
a streaming fashion. Again, arbitrary MPC protocols can be utilized to compute aggregate
functions over the shared data pairs afterwards.
Privacy-preserving database intersection analytics can be implemented in any framework
for secure two- or multi-party computation that can be programmed via a high-level or
query language as well as circuit-level specification (see [HHNZ19] for a detailed survey).
However, if not paired with optimized hashing schemes as we present with 2D Cuckoo
hashing [PSWW18], straight-forward implementations in these frameworks likely result in
the naive O(n2) complexity approach outlined in §4 on Page 37. Exceptions are frameworks
that include query optimizers for database joins and aggregations such as SMCQL [BEE+17],
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Conclave [VSG+19], and Senate [PKY+21]. Senate specifically includes optimized circuit
building blocks for multi-way set intersections that are instantiated for according join queries.
While there also exist works that provide differentially private database analytics (e.g.,
[NH12; JNS17; PNH17; JNS18; KKL+20]), we focus on exact methods, which are required,
for example, in the medical domain to perform precise analyses of genomic data [BBC+11;
TWSH18].
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In this final chapter, we first summarize the results presented in this thesis (cf. §5.1) and then
discuss important directions of future work (cf. §5.2).
5.1 Summary
In this thesis, we studied how to make Private Set Intersection (PSI) protocols efficient
enough to design practical privacy-preserving alternatives for three important and widely
used real-world applications: mobile contact discovery, mutual authentication for Apple
AirDrop, and database intersection analytics. The need for such alternatives is warranted
by attacks that we demonstrated for currently deployed systems, which showed that users’
privacy is severely threatened at the moment. In the following, we briefly summarize our
contributions to the three studied application scenarios.
Mobile Contact Discovery. In [HWS+21], we conducted large-scale crawling attacks on
three popular mobile messengers (WhatsApp, Telegram, and Signal) that exploit insuffi-
cient rate limits in the service providers’ contact discovery APIs. We systematically com-
pared the amount and type of leaked personal information, reported interesting (cross-
messenger) usage statistics, and documented the service providers’ (insufficient) protec-
tion measures. We proposed suitable countermeasures to prevent enumeration attacks,
most notably a PSI-compatible incremental contact discovery scheme that strictly improves
over Signal’s current approach while not storing synchronization state information on the
server side. Furthermore, we showed that naive hashing-based protocols are severely in-
sufficient to provide privacy-preserving contact discovery. For this, we studied and com-
pared three hash reversal techniques: large-scale in-memory databases with a Redis cluster,
brute-force attacks with hashcat, and a rainbow table construction for non-uniform input
domains that can reverse any mobile phone number hash in the order of milliseconds. As
a privacy-preserving alternative, in [KRS+19], we proposed two unbalanced PSI protocols
with security against malicious clients that scale to large user database sizes due to our
optimizations in terms of Cuckoo filter compression and updates, specialized pseudo-random
functions, and hardware acceleration of cryptographic operations on modern ARMv8-A
smartphone SoCs. We integrated our PSI protocol implementations into the open-source plat-
form CogniCrypt [KNR+17] to make them readily available to developers. All our results are
summarized at https://contact-discovery.github.io, including links to an up-to-date
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press review and explainer videos to inform the general public about our research activities
and raise awareness for existing privacy vulnerabilities.
Mutual Authentication for Apple AirDrop. Based on previous reverse-engineering efforts
of Apple’s proprietary AirDrop protocol, we discovered two privacy vulnerabilities that leak
the (hashed) contact identifiers associated with users’ Apple IDs during the AirDrop au-
thentication handshake. In [HHS+21a], we demonstrated the practicality of both attacks
with “AirCollect” that extends our specialized rainbow table construction from [HWS+21]
with support for SHA-256 hashing to immediately reverse mobile phone number hashes
collected from nearby Apple users. As there is no trivial fix for the existing AirDrop protocol,
in [HHS+21b] we therefore proposed “PrivateDrop”, a privacy-preserving version of AirDrop
based on two consecutive executions of an optimized maliciously-secure PSI protocol to
provide a mutual contact identifier-based authentication mechanism. We implemented our
solution in Apple’s native programming language Swift and demonstrated its practicality
on iPhones and MacBooks with an authentication delay that is below one second and therefore
perceived as an immediate response by users. A summary of the impact of our attacks and
proposed solution can be found at https://privatedrop.github.io.
Database Intersection Analytics. As two-party circuit-based PSI protocols are a promising
approach to realize privacy-preserving database intersection analytics, in [PSWW18] we
proposed a new construction that asymptotically and concretely improved over all prior works.
The core of our protocol is a novel hashing scheme called “2D Cuckoo hashing” for which we
determined fail-safe parameters by spending 5.5 million core hours on the high-performance
computer of TU Darmstadt. Our PSI protocol hasω(n) complexity and our implementation for
a cardinality-threshold variant in the ABY two-party MPC framework [DSZ15] performed 3×
faster in terms of total run-time for databases with a million entries each than the best prior
works of [PSSZ15; PSZ18] in both a LAN and WAN network setting. While follow-up works
such as [PSTY19; CGS21; RS21] are strict improvements over [PSWW18], we made an
important step in bringing the research field close to achieving truly linear O(n) computation
and communication complexity.
5.2 Future Work
In the following, we propose potential directions of future work for each of the investigated
applications: mobile contact discovery in §5.2.1, mutual authentication for Apple AirDrop
in §5.2.2, and database intersection analytics in §5.2.3.
5.2.1 Mobile Contact Discovery
For improved privacy in mobile contact discovery, we suggest as part of future work to analyze
the implementations of further mobile applications and services with a contact importer
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feature, to design and implement an ideal functionality specifically for contact discovery, and
to investigate combinations of multi-server PIR with Intel SGX.
Analysis of Contact Discovery Implementation in Further Applications. In [HWS+21],
we investigated the contact discovery implementations of three of the world’s most popular
mobile messengers. Interestingly, even a service operated by a leading technology company
such as Facebook turned out to have severely insufficient measures in place to protect users’
personal data. Therefore, it would be appropriate to broaden the scope to investigate further
messengers and other mobile applications that offer a contact discovery feature, e.g., the video
chat-based social network application Clubhouse1. Since this is a tedious task when done
manually (as with our crawling setup), it would be helpful to create an automation framework
that requires only minimal configuration to be adapted to new applications. Such a framework
could automate the task of populating address books in an Android emulator, triggering the
contact discovery procedure of an application, and take note of the outcome. Furthermore, it
would be interesting to broaden the scope outside of mobile applications and look at other
platforms that offer contact importer features. For example, the professional networking
website LinkedIn2 offers its users to automatically populate the network of existing business
contacts – if users provide their login credentials for their (professional) email account. Of
course, given the confidential nature of private or professional email exchange, such a contact
discovery should be replaced with a privacy-preserving alternative, for example with a PSI
protocol execution run between the email provider and LinkedIn.
Ideal Functionality for Contact Discovery. In both [KRS+19] and [HWS+21] we advo-
cated to use PSI protocols as a measure to provide privacy-preserving contact discovery. At
the same time, in [HWS+21], we criticized insufficient rate limits applied by Signal, a service
that does not store synchronization state information on the server side. It is important to note
that likewise the use of PSI prevents enforcing stricter rate limits as for the service provider
there is no way to check to which degree the client’s input set has changed between requests,
except for matching contacts. This leads to the question whether the ideal functionality of
set intersection is well-suited for being applied to contact discovery. Instead, it would be
intriguing to design an ideal functionality specifically for contact discovery that can enforce
limits on the number of changes to the client input set between sessions. Such a functionality
then in general could also be used to realize PSI with built-in rate limits. An even bigger
challenge, however, is to design an efficient cryptographic protocols to securely realize such
a functionality.
Combination of multi-server PIR with Intel SGX. In [KRS+19], we proposed the combi-
nation of our PSI protocols with multi-server PIR [BGI16] in order to reduce the setup costs,
which for extremely large user databases are still impractical and consist of transferring
multiple gigabytes of data. However, service providers like Signal have expressed concerns
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and instead pursue privacy-preserving contact discovery purely based on Intel’s TEE imple-
mentation SGX. For our proposed combination of PSI and PIR to nevertheless gain traction,
the following steps are required: First, it would be necessary to determine the concrete
communication costs for multi-server PIR [BGI16] for the use case of contact discovery and if
promising, come up with a prototype implementation to assess the performance overhead
in terms of runtime. Then, it would be interesting to explore combinations of such multi-
server PIR protocols with Intel SGX, which in this context would not primarily be used to
protect the confidentiality of data, but to effectively prevent collusion between the servers,
as the enclaves via remote attestation can ensure the client applications of the integrity of
the code that processes PIR queries. Colluding service providers then both would need to
run sophisticated side-channel attacks to reconstruct the users’ queries from observing the
enclave execution.
5.2.2 Mutual Authentication for Apple AirDrop
To further increase privacy for AirDrop, we suggest to prevent user tracking via TLS certificates.
Additionally, we encourage to extend the study of contact-based mutual authentication proto-
cols beyond the Apple ecosystem by investigating the authentication mechanisms in Google’s
new Nearby platform.
User Tracking via TLS Certificates. In our work [HHS+21b], we proposed a mutual au-
thentication protocol that prevents users from unintentionally leaking their contact identifiers.
The messages of our protocol (as well as of the original AirDrop protocol) are sent over
a TLS connection that secures the Apple Wireless Direct Link (AWDL) traffic from passive
eavesdroppers. Unfortunately, the certificates that are used to establish the TLS connec-
tion contain a static and account-specific Universally Unique Identifier (UUID). While this
does not allow to directly map a user’s identity to a specific location, it nevertheless allows
for tracking. For example, by deploying a large number of cheap Wi-Fi-enabled devices
throughout a city, it is possible to build accurate movement profiles simply by triggering a
connection and extracting the UUID from the certificate. For powerful adversaries who have
access to surveillance cameras in public hot spots and can run facial recognition software, it
might even be possible to map UUIDs to identities to closely monitor the behavior of citizens.
Thus, preventing user tracking via TLS certificates is the next important step in order to
offer a privacy-preserving AirDrop service. A simple solution would be for Apple to issue a
larger number of certificates (e.g., 100) with different UUIDs such that devices for each new
connection can randomly choose one. This approach does not entirely prevent user tracking
but makes movement profiles significantly more coarse-grained.
Google Nearby. With PrivateDrop, we design in [HHS+21b] a privacy-preserving solu-
tion specifically for Apple’s AirDrop protocol. However, the underlying principle of two
consecutive PSI protocol executions can be transferred outside the Apple ecosystem for all
services that base authentication on the notion of users being mutual contacts. One such
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service is Google’s recently introduced alternative for the Android ecosystem called “Nearby”3.
Similar to AirDrop, Nearby offers users the option to restrict device visibility to specific
known contacts [Sch20]. Thus, as part of future work, it would be interesting to closely
examine how Nearby currently implements the authentication handshake between devices.
In case there are similar issues present as in Apple’s current insecure AirDrop implementation,
our PrivateDrop protocol could be adapted.
5.2.3 Database Intersection Analytics
For more developer-friendly, communication-efficient, and versatile database intersection
analytics, we propose as part of future work in the area of circuit-based PSI to integrate
specialized query compilers and to extend the protocols to the multi-party case.
Query Compilers for Circuit-based PSI. Proposals for circuit-based PSI, including our
work [PSWW18], are only concerned about designing efficient protocols for computing
the intersection such that the result is not directly revealed but available in a subsequent
secure circuit evaluation. However, how to efficiently implement the actual analytics function-
ality in such a circuit is left to the developer. While there exist specialized circuit compilers
that compile high-level languages such as C/C++ to optimized Boolean or arithmetic cir-
cuits (e.g., [BDK+18; HST+21]), for database analytics it would be more convenient for
developers to program in an SQL-like query language. Such query compilers already exist
in other privacy-preserving database analytics frameworks, for example, [BEE+17; VSG+19;
MRR20; PKY+21]. Therefore, it would be interesting to integrate such query compilers with
optimized circuit-based PSI protocols such as [PSWW18; PSTY19; CGS21; RS21].
Multi-Party Circuit-based PSI. In our work [PSWW18], we only studied circuit-based PSI
protocols in the two-party setting. In terms of multi-party circuit-based PSI, the only concretely
efficient protocol with linear complexity was very recently proposed in [CDG+21]. However,
this protocol operates in a setting that assumes an honest majority of protocol participants,
which might not always be reasonable. Therefore, as part of future work, it would be
interesting to construct efficient circuit-based multi-party PSI in the dishonest majority or
even full-threshold setting, where all but one parties might be corrupted. Additionally, for an
extremely large number of protocol participants, it would be interesting to study efficient
outsourcing to a smaller number of servers. Here, the challenge is to use a hashing scheme
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Abstract— Contact discovery allows users of mobile messen-
gers to conveniently connect with people in their address book.
In this work, we demonstrate that severe privacy issues exist in
currently deployed contact discovery methods.
Our study of three popular mobile messengers (WhatsApp,
Signal, and Telegram) shows that, contrary to expectations, large-
scale crawling attacks are (still) possible. Using an accurate
database of mobile phone number prefixes and very few resources,
we have queried 10 % of US mobile phone numbers for WhatsApp
and 100 % for Signal. For Telegram we find that its API exposes
a wide range of sensitive information, even about numbers
not registered with the service. We present interesting (cross-
messenger) usage statistics, which also reveal that very few users
change the default privacy settings. Regarding mitigations, we
propose novel techniques to significantly limit the feasibility of our
crawling attacks, especially a new incremental contact discovery
scheme that strictly improves over Signal’s current approach.
Furthermore, we show that currently deployed hashing-based
contact discovery protocols are severely broken by comparing
three methods for efficient hash reversal of mobile phone numbers.
For this, we also propose a significantly improved rainbow
table construction for non-uniformly distributed inputs that is
of independent interest.
I. INTRODUCTION
Contact discovery is a procedure run by mobile messaging
applications to determine which of the contacts in the user’s
address book are registered with the messaging service. Newly
registered users can thus conveniently and instantly start
messaging existing contacts based on their phone number
without the need to exchange additional information like user
names, email addresses, or other identifiers1.
Centralized messaging platforms can generally learn the
social graphs of their users by observing messages exchanged
between them. Current approaches to protect against this type
of traffic analysis are inefficient [80], with Signal attempting to
improve their service in that regard [46]. While only active users
are exposed to such analyses, the contact discovery process
potentially reveals all contacts of users to the service provider,
since they must in some way be matched with the server’s
database. This is one of the reasons why messengers like Whats-
App might not be compliant with the European GDPR in a
business context [21], [77].
Cryptographic protocols for private set intersection (PSI)
can perform this matching securely. Unfortunately, they are
currently not efficient enough for mobile applications with
billions of users [37]. Furthermore, even when deploying PSI
protocols, this does not resolve all privacy issues related to
contact discovery as they cannot prevent enumeration attacks,
where an attacker attempts to discover which phone numbers
are registered with the service.
Leaking Social Graphs. Worryingly, recent work [37] has
shown that many mobile messengers (including WhatsApp)
facilitate contact discovery by simply uploading all contacts
from the user’s address book2 to the service provider and
even store them on the server if no match is found [2]. The
server can then notify the user about newly registered users,
but can also construct the full social graph of each user. These
graphs can be enriched with additional information linked to
the phone numbers from other sources [12], [29], [30]. The
main privacy issue here is that sensitive contact relationships
can become known and could be used to scam, discriminate, or
blackmail users, harm their reputation, or make them the target
of an investigation. The server could also be compromised,
resulting in the exposure of such sensitive information even if
the provider is honest.
To alleviate these concerns, some mobile messaging appli-
cations (including Signal) implement a hashing-based contact
discovery protocol, where phone numbers are transmitted to
the server in hashed form [37]. Unfortunately, the low entropy
of phone numbers indicates that it is most likely feasible for
service providers to reverse the received hash values [50] and
therefore, albeit all good intentions, there is no gain in privacy.
Crawling. Unfortunately, curious or compromised service
providers are not the only threat. Malicious users or external
parties might also be interested in extracting information about
others. Since there are usually no noteworthy restrictions for
signing up with such services, any third party can create a large
number of user accounts to crawl this database for information
by requesting data for (randomly) chosen phone numbers.
Such enumeration attacks cannot be fully prevented, since
legitimate users must be able to query the database for contacts.
In practice, rate-limiting is a well-established measure to
effectively mitigate such attacks at a large scale, and one would
assume that service providers apply reasonable limits to protect
their platforms. As we show in § IV, this is not the case.
The simple information whether a specific phone number is
registered with a certain messaging service can be sensitive in
2Assuming that users give the app permission to access contacts, which is
very likely since otherwise they must manually enter their messenger contacts.
1Some mobile applications of social networks perform contact discovery 
also using email addresses stored in the address book.
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many ways, especially when it can be linked to a person. For
example, in areas where some services are strictly forbidden,
disobeying citizens can be identified and persecuted.
Comprehensive databases of phone numbers registered
with a particular service can also allow attackers to perform
exploitation at a larger scale. Since registering a phone number
usually implies that the phone is active, such databases can be
used as a reliable basis for automated sales or phishing calls.
Such “robocalls” are already a massive problem in the US [79]
and recent studies show that telephone scams are unexpectedly
successful [78]. Two recent WhatsApp vulnerabilities, where
spyware could be injected via voice calls [73] or where remote
code execution was possible through specially crafted MP4
files [26], could have been used together with such a database
to quickly compromise a significant number of mobile devices.
Which information can be collected with enumeration
attacks depends on the service provider and the privacy
settings (both in terms of which settings are chosen by the user
and which are available). Examples for personal (meta) data that
can commonly be extracted from a user’s account include profile
picture(s), nickname, status message, and the last time the user
was online. In order to obtain such information, one can simply
discover specific numbers, or randomly search for users [71].
By tracking such data over time, it is possible to build accurate
behavior models [8], [72], [87]. Matching such information with
other social networks and publicly available data sources allows
third parties to build even more detailed profiles [12], [29], [30].
From a commercial perspective, such knowledge can be utilized
for targeted advertisement or scams; from a personal perspective
for discrimination, blackmailing, or planning a crime; and
from a nation state perspective to closely monitor or persecute
citizens [14]. A feature of Telegram, the possibility to determine
phone numbers associated with nicknames appearing in group
chats, lead to the identification of “Comrade Major” [85] and
potentially endangered many Hong Kong protesters [14].
Our Contributions. We illustrate severe privacy issues
that exist in currently deployed contact discovery methods by
performing practical attacks both from the perspective of a
curious service provider as well as malicious users.
a) Hash Reversal Attacks: Curious service providers
can exploit currently deployed hashing-based contact discovery
methods, which are known to be vulnerable [20], [48], [50].
We quantify the practical efforts for service providers (or
an attacker who gains access to the server) for efficiently
reversing hash values received from users by evaluating three
approaches: (i) generating large-scale key-value stores of phone
numbers and corresponding hash values for instantaneous
dictionary lookups, (ii) hybrid brute-force attacks based on
hashcat [74], and (iii) a novel rainbow table construction.
In particular, we compile an accurate database of world-
wide mobile phone prefixes (cf. § II) and demonstrate in § III
that their hashes can be reversed in just 0.1 ms amortized
time per hash using a lookup database or 57 ms when brute-
forcing. Our rainbow table construction incorporates the non-
uniform structure of all possible phone numbers and is of
independent interest. We show that one can achieve a hit
rate of over 99.99 % with an amortized lookup time of 52 ms
while only requiring 24 GB storage space, which improves over
classical rainbow tables by more than factor 9,400x in storage.
b) Crawling Attacks: For malicious registered users and
outside attackers, we demonstrate that crawling the global
databases of the major mobile messaging services WhatsApp,
Signal, and Telegram is feasible. Within a few weeks time,
we were able to query 10 % of all US mobile phone numbers
for WhatsApp and 100 % for Signal. Our attack uses very few
resources: the free Hushed [1] application for registering clients
with new phone numbers, a VPN subscription for rotating IP
addresses, and a single laptop running multiple Android
emulators. We report the rate limits and countermeasures
experienced during the process, as well as other interesting
findings and statistics. We also find that Telegram’s API reveals
sensitive personal (meta) data, most notably how many users
include non-registered numbers in their contacts.
c) Mitigations: We propose a novel incremental contact
discovery scheme that does not require server-side storage
of client contacts (cf. § V). Our evaluation reveals that our
approach enables deploying much stricter rate limits without de-
grading usability or privacy. In particular, the currently deployed
rate-limiting by Signal can be improved by a factor of 31.6x
at the cost of negligible overhead (assuming the database
of registered users changes 0.1 % per day). Furthermore, we
provide a comprehensive discussion on potential mitigation
techniques against both hash reversal and enumeration attacks
in § VI, ranging from database partitioning and selective contact
permissions to limiting contact discovery to mutual contacts.
Overall, our work provides a comprehensive study of privacy
issues in mobile contact discovery and the methods deployed by
three popular applications with billions of users. We investigate
three attack strategies for hash reversal, explore enumeration
attacks at a much larger scale than previous works [30], [71],
and discuss a wide range of mitigation strategies, including our
novel incremental contact discovery that has the potential of
real-world impact through deployment by Signal.
Outline. We first describe our approach to compile an
accurate database of mobile phone numbers (§ II), which
we use to demonstrate efficient reversal of phone number
hashes (§ III). We also use this information to crawl WhatsApp,
Signal, and Telegram, and present insights and statistics (§ IV).
Regarding mitigations, we present our incremental contact dis-
covery scheme (§ V) and discuss further techniques (§ VI). We
then provide an overview of related work (§ VII) and conclude
with a report on our responsible disclosure process (§ VIII).
II. MOBILE PHONE NUMBER PREFIX DATABASE
In the following sections, we demonstrate privacy issues
in currently deployed contact discovery methods by showing
how alarmingly fast hashes of mobile phone numbers can be
reversed (cf. § III) and that the database crawling of popular
mobile messaging services is feasible (cf. § IV). Both attacks
can be performed more efficiently with an accurate database
of all possible mobile phone number prefixes3. Hence, we first
show how such a database can be built.
A. Phone Number Structure
International phone numbers conform to a specific structure
to be globally unique: Each number starts with a country
3Some messengers like WhatsApp and Signal also allow to register with
landline phone numbers. We assume that very few users make use of this
option, and also argue that gathering landline phone numbers is less attractive
for attackers (e.g., when the goal is to infect smartphones with malware).
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code (defined by the ITU-T standards E.123 and E.164, e.g., +1
for the US), followed by a country-specific prefix and a
subscriber number. Valid prefixes for a country are usually
determined by a government body and assigned to one or more
telecommunication companies. These prefixes have blocks of
subscriber numbers assigned to them, from which numbers can
be chosen by the provider to be handed out to customers. The
length of the subscriber numbers is specific for each prefix and
can be fixed or in a specified range.
In the following, we describe how an accurate list of (mo-
bile) phone number prefixes can be compiled, including the
possible length of the subscriber number. A numbering plan
database is maintained by the International Telecommunication
Union (ITU) [36] and further national numbering plans are
linked therein. This database comprises more than 250 coun-
tries (including autonomous cities, city states, oversea territories,
and remote island groups) and more than 9,000 providers
in total. In our experiments in § IV, we focus on the US,
where there are 3,794 providers (including local branches).
Considering the specified minimum and maximum length of
phone numbers, the prefix database allows for ≈52 trillion
possible phone numbers (≈1.6 billion in the US). However,
when limiting the selection to mobile numbers only, the search
space is reduced to ≈758 billion (≈0.5 billion in the US).
B. Database Preprocessing
As it turned out in our experiments, some of the numbers
that are supposed to be valid according to the ITU still cannot be
registered with the examined messaging applications. Therefore,
we perform two additional preprocessing steps.
Google’s libphonenumber library [27] can validate
phone numbers against a rule-based representation of inter-
national numbering plans and is commonly used in Android
applications to filter user inputs. By filtering out invalid
numbers, the amount of possible mobile phone numbers can
be reduced to ≈353 billion.
Furthermore, WhatsApp performs an online validation of
the numbers before registration to check, for example, whether
the respective number was banned before. This allows us to
check all remaining prefixes against the WhatsApp registra-
tion/login API by requesting the registration of one number for
each prefix and each possible length of the subscriber number.
Several more prefixes are rejected by WhatsApp for reasons
like “too long” or “too short”. Our final database for our further
experiments thus contains up to ≈118 billion mobile phone
numbers (≈0.5 billion in the US4). In § A we detail interesting
relative differences in the amount of registrable mobile phone
numbers between countries.
III. MOBILE PHONE NUMBER HASH REVERSAL
Although the possibility of reversing phone number hashes
has been acknowledged before [20], [48], [50], the severity of
the problem has not been quantified. The amount of possible
mobile phone numbers that we determined in § II indicates
the feasibility of determining numbers based on their hash
values. In the following, we show that real-time hash reversal
is practical not only for service providers and adversaries with
powerful resources, but even at a large scale using commodity
hardware only.
4libphonenumber and WhatsApp reject no US mobile prefixes.
Threat Model. Here we consider the scenario where users
provide hashed mobile phone numbers of their address book
entries to the service provider of a mobile messaging application
during contact discovery. The adversary’s goal is to learn
the numbers from their hashed representation. For this, we
assume the adversary has full access to the hashes received
by the service provider. The adversary therefore might be
the service provider itself (being “curious”), an insider (e.g.,
an administrator of the service provider), a third party who
compromised the service provider’s infrastructure, or a law
enforcement or intelligence agency who forces the service
provider to hand out information. Importantly, we assume the
adversary has no control over the users and does not tamper
with the contact discovery protocol.
We compare three different approaches to reverse hashes
of mobile phone numbers, each suitable for different purposes
and available resources. In order to ensure comparability and
uniqueness, phone numbers are processed as strings without
spaces or dashes, and including their country code. Some
applications add the “+”-sign as a prefix to conform to the E.164
format. In our experiments, numbers only consist of digits,
but all approaches work similarly for other formats. We
choose SHA-1 as our exemplary hash function, which is also
used by Signal for contact discovery5.
A. Hash Database
The limited amount of possible mobile phone numbers
combined with the rapid increase in affordable storage capacity
makes it feasible to create key-value databases of phone
numbers indexed by their hashes and then to perform constant-
time lookups for each given hash value. We demonstrate
this by using a high-performance cluster to create an in-
memory database of all 118 billion possible mobile phone
numbers from § II-B (i.e., mobile phone numbers allowed
by Google’s libphonenumber and the WhatsApp registra-
tion API) paired with their SHA-1 hashes.
Benchmarks. We use one node in our cluster, consisting
of 48 Intel Skylake cores at 2.3 GHz, 630 GB of RAM,
and 1 TB of disk storage. We choose a Redis database due to
its robustness, in-memory design, and near constant lookup-
time [70]. Since one Redis instance cannot handle the required
number of keys, we construct a cluster of 120 instances on our
node. Populating the table requires ≈13 h in our experiments
due to several bottlenecks, e.g., the interface to the Redis cluster
can only be accessed through a network interface. Unfortunately,
only 8 billion hashes (roughly 6.8 % of the considered number
space) can fit into the RAM with our test setup. We perform
batched lookups of 10,000 items, which on average take 1.0 s,
resulting in an amortized lookup time of 0.1 ms.
To cover the entire mobile phone number space, a system
with several Terabytes of RAM would be necessary, which
makes this type of hash reversal feasible for attackers with
moderate financial resources, such as large companies or nation
state actors. For attackers with consumer hardware, it would
also be feasible to store a full database on disk, which requires
roughly 3.3 TB of storage space6, but results in significantly
higher lookup times due to disk access latencies.
5Signal truncates the SHA-1 output to 10 B to reduce communication
overhead while still producing unique hashes for all possible phone numbers.






















(c) Amort. times in s.
Figure 1: Brute-force benchmark results.
B. Brute-Force
Another possibility to reverse phone number hashes is to
iteratively hash every element of the input domain until a
matching hash is found. A popular choice for this task is the
open-source tool hashcat [74], which is often used to brute-
force password hashes. Hashcat can efficiently parallelize the
brute-force process and additionally utilize GPUs to maximize
performance. With its hybrid brute-forcing mode it is possible
to specify masks that constrain the inputs according to a
given structure. We use this mode to model our input space
of 118 billion mobile phone numbers (cf. § II-B).
Benchmarks. We perform lookups of phone number hashes
on one node of our high-performance cluster with two In-
tel Xeon Gold 6134 (8 physical cores at 3.2 GHz), 384 GB
of RAM, and two NVIDIA Tesla P100 GPUs (16 GB of RAM
each). Our setup has a theoretical rate of 9.5 GHashes/s accord-
ing to the hashcat benchmark. This would allow us to search
the full mobile phone number space in less than 13 seconds.
However, the true hash rate is significantly lower due to
the overhead introduced by hashcat when distributing loads for
processing. Since many of the prefixes have short subscriber
numbers (e.g., 158,903 prefixes with length 4 digits), the
overhead of distributing the masks is the bottleneck for the
calculations, dropping the true hash rate to 4.3 MHashes/s
for 3-digit masks (less than 0.05 % efficiency). The hash rate
reaches its plateau at around 105 MHashes/s for masks larger
than 4 digits (cf. Fig. 1a), which is still only 1.1 % of the
theoretical hash rate.
A full search over the number space can be completed
in 15.3 hours for batches of 10,000 hashes. While the total
time only slightly increases with larger batch sizes (cf. Fig. 1b),
the amortized lookup rate drops significantly, to only 57 ms per
hash for batches of 1 million hashes (cf. Fig. 1c). Consequently,
the practical results show that theoretical hash rates cannot
be reached by simply deploying hashcat and that additional
engineering effort would be required to optimize brute-force
software for efficient phone number hash reversal.
C. Optimized Rainbow Tables
Rainbow tables are an interesting time-memory trade-off to
reverse hashes (or any one-way function) from a limited input
domain. Based on work from Hellman [32] and Oechslin [55],
they consist of precomputed chains of plaintexts from the input
domain and their corresponding hashes. These are chained
together by a set of reduction functions, which map each hash
back to a plaintext. By using this mapping in a deterministic
chain, only the start and end of the chain must be stored to be
able to search for all plaintexts in the chain. A large number of
chains with random start points form a rainbow table, which
can be searched by computing the chain for the given hash,
and checking if the end point matches one of the entries in the
table. If a match is found, then the chain can be computed from
the corresponding start index to reveal the original plaintext.
The length of the chains determines the time-memory trade-
off: shorter chain lengths require more chains to store the
same number of plaintexts, while longer chains increase the
computation time for lookups. The success rate of lookups is
determined by the number of chains, where special care has to
be taken to limit the number of duplicate entries in the table
by carefully choosing the reduction functions.
Each rainbow table is specific to the hash algorithm being
used, as well as the specifications of the input domain, which
determines the reduction functions. Conventional rainbow tables
work by using a specific alphabet as well as a maximum
input length, e.g., 8-digit ASCII numbers7. While they can be
used to work on phone numbers as well, they are extremely
inefficient for this purpose: to cover numbers conforming to
the E.164 standard (up to 15 digits), the size of the input
domain would be 1015, requiring either huge storage capacity
or extremely long chains to achieve acceptable hit rates.
By designing new reduction functions that always map a
hash back into a valid phone number, we improve performance
significantly. While we use our approach to optimize rainbow
tables for phone numbers, our construction can also find
application in other areas, e.g., advanced password cracking.
Specialized Reduction Functions. Our optimization relies
on the specific structure of mobile phone numbers, which
consist of a country code, a mobile prefix, and a subscriber
number of a specific length (cf. § II). Conventional reduction
functions simply perform a modulo operation to map each hash
back to the input domain, with additional arithmetic to reduce
the number of collisions in the table.
Our algorithm concatenates ranges of valid mobile phone
numbers into a virtual table, which we can index with a given
hash. For each prefix, we store the amount of possible subscriber
numbers and the offset of the range within the table. To select
a valid number, we calculate the index from the 64-bit prefix
of the given hash modulo the table size and perform a binary
search for the closest smaller offset to determine the corre-
sponding mobile prefix. Subtracting the offset from the index
yields the subscriber number. For example, given Tab. I and
index 3,849,382, we select the prefix +491511 and calculate
the subscriber number as 3,849,382 − 110,000 = 3,739,382,
yielding the valid mobile phone number +491511 3739382.
In practice, our algorithm includes additional inputs (e.g.,
the current chain position) to limit the number of collisions
and duplicate chains. The full specification is given in § B.
Implementation. We implement our optimized rainbow
table construction based on the open-source version 1.28
of RainbowCrack [35]. To improve table generation and lookup
performance, we add multi-threading to parts of the program
via OpenMP [57]. SHA-1 hash calculations are performed
using OpenSSL [58]. The table generation is modified to receive
7There are implementations that allow per-character alphabets [7], which is
not applicable to phone numbers, since the allowed digits for each position
strongly depend on the previous characters. More details are given in § C.
8Newer versions of RainbowCrack that support multi-threading and GPU ac-
celeration exist, but are not open-source [68].
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Table I: Example for selecting the next phone number from a
hash value for our improved rainbow table construction.
the number specification as an additional parameter (a file
with a list of phone number prefixes and the length of
their subscriber numbers). Our open-source implementation
is available at https://contact-discovery.github.io/.
Benchmarks. We generate a table of SHA-1 hashes for
all registrable mobile phone numbers (118 billion numbers,
cf. § II) and determine its creation time and size depending on
the desired success rate for lookups, as well as lookup rates.
Our test system has an Intel Core i7-9800X with 16 physical
cores and 64 GB RAM (only 2 GB are used), and can perform
over 17 million hash-reduce operations per second.
We store 100 million chains of length 1,000 in each
file, which results in files of 1.6 GB with a creation time
of ≈98 minutes each. For a single file, we already achieve a
success rate of over 50 % and an amortized lookup time of less
than 26 ms for each hash when testing batches of 10,000 items.
With 15 files (24 GB, created within 24.5 hours) the success rate
is more than 99.99 % with an amortized lookup time of 52 ms.
In comparison, a conventional rainbow table of all 7 to 15-
digit numbers has an input domain more than 9,400x larger than
ours, and (with similar success rates and the same chain length)
would require approximately 230 TB of storage and a creation
time of more than 26 years on our test system (which is a
one-time expense). The table size can be reduced by increasing
the chain length, but this would result in much slower lookups.
These measurements show that our improved rainbow table
construction makes large-scale hash reversal of phone numbers
practical even with commodity hardware and limited financial
investments. Since the created tables have a size of only a few
gigabytes, they can also be easily distributed.
D. Comparison of Hash Reversal Methods
Our results for the three different approaches are sum-
marized in Tab. II. Each approach is suitable for different
application scenarios, as we discuss in the following. In § D,
we discuss further optimizations for the presented methods.
A full in-memory hash database (cf. § III-A) is an option
only for well-funded adversaries that require real-time reversal
of hashes. It is superior to the brute-force method and rainbow
tables when considering lookup latencies and total runtimes.
Brute-force cracking (cf. § III-B) is an option for a range of
adversaries, from nation state actors to attackers with consumer-
grade hardware, but requires non-trivial effort to perform
efficiently, because publicly available tools do not perform well
for phone numbers. Batching allows to significantly improve
the amortized lookup rate, making brute-force cracking more
suitable when a large number of hashes is to be reversed, e.g.,
when an attacker compromised a database.
Our optimized rainbow tables (cf. § III-C) are the approach
most suited for adversaries with commodity hardware, since
Evaluation Criteria Hash Database Brute-Force Rainbow Tables§ III-A § III-B § III-C
Generation Time 13 h – 24.5 h
RAM / Storage Requirements ≥ 3.3 TB – / – 2 GB / 24 GB
Lookup Time per 10k Batch 1 s 15.3 h 520 s
Best Amortized Time per Hash 0.1 ms 57 ms 52 ms
GPU Acceleration 7 3 (3)
Table II: Comparison of phone number hash reversal methods.
these tables can be calculated in reasonable time, require only
a few gigabytes of storage, can be easily customized to specific
countries or number ranges and types, and can reverse dozens
of phone number hashes per second. It is also possible to
easily share and use precomputed rainbow tables, which is
done for conventional rainbow tables as well [67], despite their
significantly larger size.
For other hash functions than SHA-1, we expect reversal
and generation times to vary by a constant factor, depending
on the computation time of the hash function [31] (except for
hash databases where look-up times remain constant).
Our results show that hashing phone numbers for privacy
reasons does not provide any protection, as it is easily possible
to recover the original number from the hash. Thus, we strictly
advise against the use of hashing-based protocols in their current
form for contact discovery when users are identified by low-
entropy identifiers such as phone numbers, short user names, or
email addresses. In § VI-A, we discuss multiple ideas how to at
least strengthen hashing-based protocols against the presented
hash reversal methods.
IV. USER DATABASE CRAWLING
We study three popular mobile messengers to quantify
the threat of enumeration attacks based on our accurate phone
number database from § II-B: WhatsApp, Signal, and Telegram.
All three messengers discover contacts based on phone numbers,
yet differ in their implementation of the discovery service and
the information exposed about registered users.
Threat Model. Here we consider an adversary who is a
registered user and can query the contact discovery API of the
service provider of a mobile messaging application. For each
query containing a list of mobile phone numbers (e.g., in hashed
form) an adversary can learn which of the provided numbers are
registered with the service along with further information about
the associated accounts (e.g., profile pictures). The concrete
contact discovery implementation is irrelevant and it might be
even based on PSI (cf. § VI-A). The adversary’s goal is to check
as many numbers as possible and also collect all additional
information and meta data provided for the associated accounts.
The adversary may control one user account or even multiple
accounts, and is restricted to (ab)use the contact discovery API
with well-formed queries. This implies that we assume no
invasive attacks, e.g., compromising other users or the service
provider’s infrastructure.
A. Investigated Messengers
WhatsApp. WhatsApp is currently one of the most popular
messengers in the world, with 2.0 billion users [25]. Launched
in 2009, it was acquired by Facebook in 2014 for approxi-
mately 19.3 billion USD.
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Signal. The Signal Messenger is an increasingly popular
messenger focused on privacy. Their end-to-end-encryption
protocol is also being used by other applications, such as
WhatsApp, Facebook, and Skype. There are no recent statistics
available regarding Signal’s growth and active user base.
Telegram. Telegram is a cloud-based messenger that re-
ported 400 million users in April 2020 [23].
B. Differences in Contact Discovery
Both WhatsApp and Telegram transmit the contacts of users
in clear text to their servers (but encrypted during transit), where
they are stored to allow the services to push updates (such as
newly registered contacts) to the clients. WhatsApp stores phone
numbers of its users in clear text on the server, while phone
numbers not registered with WhatsApp are MD5-hashed with
the country prefix prepended (according to court documents
from 2014 [2]).
Signal does not store contacts on the server. Instead, each
client periodically sends hashes of the phone numbers stored
in the address book to the service, which matches them against
the list of registered users and responds with the intersection.
The different procedures illustrate a trade-off between
usability and privacy: the approach of WhatsApp and Telegram
can provide faster updates to the user with less communication
overhead, but needs to store sensitive data on the servers.
C. Test Setups
We evaluate the resistance of these three messengers against
large-scale enumeration attacks with different setups.
WhatsApp. Because WhatsApp is closed source, we run
the official Android application in an emulator, and use
the Android UI Automator framework to control the user
interface. First, we insert 60,000 new phone numbers into the
address book of the device, then start the client to initiate the
contact discovery. After synchronization, we can automatically
extract profile information about the registered users by stepping
through the contact list. New accounts are registered manually
following the standard sign-up procedure with phone numbers
obtained from the free Hushed [1] application.
Interestingly, if the number provided by Hushed was
previously registered by another user, the WhatsApp account
is “inherited”, including group memberships. A non-negligible
percentage of the accounts we registered had been in active
use, with personal and/or group messages arriving after account
takeover. This in itself presents a significant privacy risk for
these users, comparable to (and possibly worse than) privacy
issues associated with disposable email addresses [33]. We did
not use such accounts for our crawling attempts.
Signal. The Android client of Signal is open-source, which
allows us to extract the requests for registration and contact
discovery, and perform them efficiently through a Python script.
We register new clients manually and use the authentication
tokens created upon registration to perform subsequent calls to
the contact discovery API. Signal uses truncated SHA-1 hashes
of the phone numbers in the contact discovery request9. The
response from the Signal server is either an error message if
the rate limit has been reached, or the hashes of the phone
numbers registered with Signal.
9We use the legacy API; the new Intel SGX service does not use hashes.
Telegram. Interactions with the Telegram service can be
made through the official library TDLib [76], which is available
for many systems and programming languages. In order to
create a functioning client, each project using TDLib has to
be registered with Telegram to receive an authentication token,
which can be done with minimal effort. We use the C++ version
to perform registration and contact discovery, and to potentially
download additional information about Telegram users. The
registration of phone numbers is done manually by requesting
a phone call to authenticate the number.
D. Ethical and Legal Considerations
We excessively query the contact discovery services of
major mobile messengers, which we think is the only way
to reliably estimate the success of our attacks in the real
world. Similar considerations were made in previous works
that evaluate attacks by crawling user data from production
systems (e.g., [82]). We do not interfere with the smooth
operation of the services or negatively affect other users.
In coordination with the legal department of our institution,
we design the data collection process as a pipeline creating only
aggregate statistics to preserve user privacy and to comply with
all requirements under the European General Data Protection
Regulation (GDPR) [56], especially the data minimization
principle (Article 5c) and regulations of the collection of data
for scientific use (Article 89). Privacy sensitive information
such as profile pictures are never stored, and all data processing
is performed on a dedicated local machine.
E. Rate Limits and Abuse Protection
Each messenger applies different types of protection mech-
anisms to prevent abuse of the contact discovery service10.
WhatsApp. WhatsApp does not disclose how it protects
against data scraping. Our experiments in September 2019
show that accounts get banned when excessively using the
contact discovery service. We observe that the rate limits have
a leaky bucket structure, where new requests fill a virtual
bucket of a certain size, which slowly empties over time
according to a specified leak rate. Once a request exceeds
the currently remaining bucket size, the rate limit is reached,
and the request will be denied. We estimate the bucket size to
be close to 120,000 contacts, while our crawling was stable
when checking 60,000 new numbers per day. There seems to be
no total limit of contacts per account: some of our test accounts
were able to check over 2.8 million different numbers.
Signal. According to the source code [47], the Signal
servers use a leaky bucket structure. However, the parameters
are not publicly available. Our measurements show that
the bucket size is 50,000 contacts, while the leak rate is
approximately 200,000 new numbers per day. There are no
bans for clients that exceed these limits: The requests simply
fail, and can be tried again later. There is no global limit for
an account, as the server does not store the contacts or hashes,
and thus cannot determine how many different numbers each
account has already checked.
While we only use Signal’s hashing-based legacy API,
current Android clients also sync with the new API based
on Intel SGX and compare the results. We found that the
10There might be additional protections not triggered by our experiments.
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new API has the same rate limits as the legacy API, allowing
an attacker to use both with different inputs, and thus double
the effective crawling rate.
Signal clients use an additional API to download encrypted
profile pictures of discovered contacts. Separate rate limits exist
to protect this data, with a leaky bucket size of 4,000 and a
leak rate of around 180 profiles per hour.
Telegram. The mechanism used by Telegram to limit the
contact discovery process differs from WhatsApp and Signal.
Telegram allows each account to add a maximum of 5,000 con-
tacts, irrespective of the rate. Once this limit is exceeded, each
account is limited to 100 new numbers per day. More requests
result in a rate limit error, with multiple violations resulting in
the ban of the phone number from the contact discovery service.
The batch size for contact requests is 100 and performing
consecutive requests with a delay of less than ≈8.3 s results in
an immediate ban from the service.
In a response to the privacy issue discovered in Au-
gust 2019 [14], where group members with hidden phone
numbers can be identified through enumeration attacks, Tele-
gram stated that once phone numbers are banned from contact
discovery, they can only sync 5 contacts per day. We were
not able to reproduce this behavior. Following our responsible
disclosure, Telegram detailed additional defenses not triggered
by our experiments (cf. § VIII).
F. Exposed User Data
All three messengers differ significantly regarding the
amount of user data that is exposed.
WhatsApp. Users registered with WhatsApp can always
be discovered by anyone through their phone number, yet the
app has customizable settings for the profile picture, About text,
and Last Seen information. The default for all these settings
is Everybody, with the other options being My Contacts
or Nobody. In recent Android versions it is no longer possible to
save the profile picture of users through the UI, but it is possible
to create screenshots through the Android Debug Bridge (ADB).
The status text can be read out through the UI Automator
framework by accessing the text fields in the contact list view.
Signal. The Signal messenger is primarily focused on user
privacy, and thus exposes almost no information about users
through the contact discovery service. The only information
available about registered users is their ability to receive voice
and video calls. It is also possible to retrieve the encrypted
profile picture of registered users through a separate API call,
if they have set any [84]. However, user name and avatar can
only be decrypted if the user has consented to this explicitly
for the user requesting the information and has exchanged at
least one message with them [45].
Telegram. Telegram exposes a variety of information about
users through the contact discovery process. It is possible
to access first, last, and user name, a short bio (similar
to WhatsApp’s About), a hint when the user was last online,
all profile pictures of the user (up to 100), and the number of
common groups. Some of this information can be restricted to
contacts only by changing the default privacy settings of the
account. There is also additional management information (such
as the Telegram ID), which we do not detail here.
Surprisingly, Telegram also discloses information about
numbers not registered with the service through an integer
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Figure 2: Optimized crawling compared to random crawling
based on the non-uniform distribution of registered WhatsApp
users across the US mobile phone number space.
labeled importer_count. According to the API documen-
tation [75], it indicates how many registered users store a
particular number in their address book, and is 0 for registered
numbers11. Importantly, it represents the current state of a
number, and thus decrements once users remove the number
from their contacts. As such, the importer_count is
a source of interesting meta data when keeping a specific
target under surveillance. Also, when crawlers attempt to
compile comprehensive databases of likely active numbers for
conducting sales or phishing calls (as motivated in § I), having
access to the importer_count increases the efficiency. And
finally, numbers with non-zero values are good candidates to
check on other messengers.
G. Our Evaluation Approach
We perform random lookups for mobile phone numbers
in the US and collect statistics about the number of reg-
istered users, as well as the information exposed by them.
The number space consists of 505.7 million mobile phone
numbers (cf. § II-B). We assume that almost all users sign up
for these messengers with mobile numbers, and thus exclude
landline and VoIP numbers from our search space. The US
numbering plan currently includes 301 3-digit area codes, which
are split into 1,000 subranges of 10,000 numbers each. These
subranges are handed out individually to phone companies, and
only 50,573 of the 301,000 possible subranges are currently
in use for mobile phone numbers. To reach our crawling
targets, we select numbers evenly from all subranges. While the
enumeration success rate could be increased by using telephone
number lists or directories as used for telephone surveys [44],
this would come at the expense of lower coverage.
H. Our Crawling Results
The messengers have different rate limits, amount of
available user information, and setup complexity. This results
in different crawling speeds and number space coverage, and
affects the type of statistics that can be generated.
WhatsApp. For WhatsApp we use 25 accounts12 over 34
days, each testing 60,000 numbers daily, which allows us to
check 10 % of all US mobile phone numbers. For a subset
of discovered users, we also check if they have public profile
pictures by comparing their thumbnails to the default icon.
11Telegram clients use this count to suggest contacts who would benefit the
most from registering.




(a) WhatsApp; the popularity is estimated based on enumerat-




(b) Signal; Washington D.C. numbers are more than twice as likely
to be registered with Signal than for any other area in the US.
Figure 3: Number of registered WhatsApp and Signal accounts of US states and Washington D.C. in relation to their population.
Messengers WhatsApp Signal Telegram
Contact Discovery Method Clear Hashing Clear
Rate Limits 60k / d 120k / d 5k + (100 / d)
Our Crawling Method UI Automator (Legacy) API API
# US Numbers Checked 46.2 M 505.7 M 0.1 M
Coverage of US Numbers 10 % 100 % <0.02 %
Success Rate for Random US Number 9.8 % 0.5 % 0.9 %
# US Users Found 5.0 M 2.5 M 908
# US Users (estimated) 49.6 M 2.5 M 4.6 M
Default Privacy Settings /
Information Exposure
Profile Picture Public Explicit Share Public
Status Public – Public
Last Online Public – Public
Option to Hide Being Online 7 3 3
Option to Disable Contact Discovery 7 7 3
Table III: Comparison of surveyed messengers.
Users of
also use WhatsApp Signal Telegram
WhatsApp – 2.2 % 5.1 %
Signal 42.3 % – 8.6 %
Telegram 46.5 % 5.3 % –
Table IV: Cross-messenger statistics for US users.
Our data shows that 5 million out of 50.5 million checked
numbers are registered with WhatsApp, resulting in an average
success rate of 9.8 % for enumerating random mobile phone
numbers. The highest average for a single area code is 35.4 %
for 718 (New York) and 35 % for 305 (Florida), while there
are 209 subranges with a success rate higher than 50 % (the
maximum is 67 % for a prefix in Florida). The non-uniform user
distribution across the phone number space can be exploited
to increase the initial success rate when enumerating entire
countries, as shown in Fig. 2 for the US: with 20 % effort it is
possible to discover more than 50 % of the registered users.
Extrapolating this data allows us to estimate the total number
of WhatsApp accounts registered to US mobile phone numbers
to be around 49.6 million. While there are no official numbers
available, estimates from other sources place the number of
monthly active WhatsApp users in the US at 25 million [16].
Our estimate deviates from this number, because our results
include all registered numbers, not only active ones. Another
statistic [17] estimates the number of US mobile phone numbers
that accessed WhatsApp in 2019 at 68.1 million, which seems
to be an overestimation based on our results.
For a random subset of 150,000 users we also analyzed
the availability of profile pictures and About texts: 49.6 %
have a publicly available profile picture and 89.7 % have a
public About text. An analysis of the most popular About texts
shows that the predefined (language-dependent) text is the most
popular (77.6 %), followed by “Available” (6.71 %), and the
empty string (0.81 %, including “.” and “*** no status ***”),
while very few users enter custom texts.
Signal. Our script for Signal uses 100 accounts over 25 days
to check all 505 million mobile phone numbers in the US.
Our results show that Signal currently has 2.5 million users
registered in the US, of which 82.3 % have set an encrypted
user name, and 47.8 % use an encrypted profile picture. We
also cross-checked with WhatsApp to see if Signal users differ
in their use of public profile pictures, and found that 42.3 %
of Signal users are also registered on WhatsApp (cf. Tab. IV),
and 46.3 % of them have a public profile picture there.
While this is slightly lower than the average for WhatsApp
users (49.6 %), it is not sufficient to indicate an increased
privacy-awareness of Signal’s users, at least for profile pictures.
Telegram. For Telegram we use 20 accounts running
for 20 days on random US mobile phone numbers. Since Tele-
gram’s rate limits are very strict, only 100,000 numbers
were checked during that time: 0.9 % of those are registered
and 41.9 % have a non-zero importer_count. These num-
bers have a higher probability than random ones to be present on
other messengers, with 20.2 % of the numbers being registered
with WhatsApp and 1.1 % registered with Signal, compared to
the average success rates of 9.8 % and 0.9 %, respectively. Of
the discovered Telegram users, 44 % of the crawled users have
at least one public profile picture, with 2 % of users having
more than 10 pictures available.
Summary and Comparison. An overview of the tested
messengers, our crawling setup, and our most important results
are given in Tab. III. Our crawling of WhatsApp, Signal,
and Telegram provides insight into privacy aspects of these
messengers with regard to their contact discovery service. The
first notable difference is the storage of the users’ contact
information, where both WhatsApp and Telegram retain this
information on the server, while Signal chooses not to maintain
a server-side state in order to better preserve the users’ privacy.
This practice unfortunately requires significantly higher rate-
limits for the contact discovery process, since all of a user’s
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contacts are compared on every sync, and the server has no
possibility to compare them to previously synced numbers.
While Telegram uses the server-side storage of contacts to
enforce strict rate limits, WhatsApp nevertheless lets individual
clients check millions of numbers.
With its focus on privacy, Signal excels in exposing almost
no information about registered users, apart from their phone
number. In contrast, WhatsApp exposes profile pictures and
the About text for registered numbers, and requires users to
opt-out of sharing this data by changing the default settings.
Our results show that only half of all US users prevent such
sharing by either not uploading an image or changing the
settings. Telegram behaves even worse: it allows crawling
multiple images and also additional information for each user.
The importer_count offered by its API even provides
information about users not registered with the service. This
can help attackers to acquire likely active numbers, which can
be searched on other platforms.
Our results also show that many users are registered with
multiple services (cf. Tab. IV), with 42.3 % of Signal users
also being active on WhatsApp. We only found 2 out of 10,129
checked users on all three platforms (i.e., less than 0.02 %).
In Fig. 3, we visualize the popularity of WhatsApp and Signal
for the individual US states and Washington D.C. On average,
about 10 % of residents have mobile numbers from another
state [22], which may obscure these results to some extent.
Interestingly, Washington D.C. numbers are more than twice as
often registered on Signal than numbers from any other state,
with Washington D.C. also being the region with the most
non-local numbers (55 %) [22].
V. INCREMENTAL CONTACT DISCOVERY
We propose a new rate-limiting scheme for contact discovery
in messengers without server-side contact storage such as Signal.
Setting strict limits for services without server-side contact stor-
age is difficult, since the server cannot determine if the user’s
input in discovery requests changes significantly with each
invocation. We named our new approach incremental contact
discovery and shared its details with the Signal developers who
consider to implement a similar approach (cf. § VIII). Our
approach provides strict improvements over existing solutions,
as it enables the service to enforce stricter rate limits with
negligible overhead and without degrading usability or privacy.
A. Approach
Incremental contact discovery is based on the observation
that the database of registered users changes only gradually
over time. Similarly, the contacts of legitimate users change
only slowly. Given that clients are able to store the last state
for each of their contacts, they only need to query the server
for changes since the last synchronization. Hence, if the server
tracks database changes (new and unsubscribed users), clients
who connect regularly only need to synchronize with the set
of recent database changes. This enables the server to enforce
stricter rate limits on the full database, which is only needed
for initial synchronization, for newly added client contacts, and
whenever the client fails to regularly synchronize with the set
of changes. Conversely, enumeration attacks require frequent
changes to the client set, and thus will quickly exceed the rate
limits when syncing with the full database.
Assumptions. Based on Signal’s current rate limits, we
assume that each user has at most m = 50,000 contacts that are
synced up to 4 times per day. This set changes slowly, i.e., only
by several contacts per day. Another reasonable assumption is
that the server database of registered users does not significantly
change within short time periods, e.g., only 0.5 % of users join
or leave the service per day (cf. § V-C).
Algorithm. The server of the service provider stores
two sets of contacts: the full set SF and the delta set SD.
SF contains all registered users, while SD contains only
information about users that registered or unregistered within
the last TF days. Both sets, SF and SD, are associated with
their own leaky buckets of (the same) size m, which are empty
after TF and TD days, respectively. The server stores leaky
bucket values tF and tD for each client, which represent
the (future) points in time when the leaky buckets will be
empty for requests to SF and SD, respectively.
A newly registered client syncs with the full set SF to
receive the current state of the user’s contacts. For subsequent
syncs, the client only syncs with SD to receive recently changed
contacts, provided that it synchronizes at least every TF days.
If the client is offline for a longer period of time, it can sync
with SF again, since the leaky bucket associated with it will
be empty. New contacts added by the user are initially synced
with SF in order to learn their current state.
The synchronization with SF is given in Alg. 1. It takes as
inputs the server’s set SF , the maximum number of contacts m,
and the associated time TF after which the bucket will be
empty. The client provides the set of contacts CF and the
server provides the client’s corresponding bucket parameter tF .
The output is the set D which is the intersection of CF with SF ,
or an error, if the rate limit is exceeded.
When a client initiates a sync with SF , the algorithm
calculates tnew, the new (future) timestamp when the client’s
leaky bucket would be empty (line 1). Here, |CF |/m × TF
represents the additional time which the bucket needs to drain.
If tnew is further into the future than TF (line 2), this indicates
that the maximum bucket size is reached, and the request will
abort with an error (line 3). Otherwise, the leaky bucket is
updated for the client (line 4), and the intersection between the
client set CF and the server set SF is returned (line 5).
The synchronization with SD shown in Alg. 2 is quite
similar. Here, the server supplies SF , SD, m, TD, and tD,
and the client provides the previously synced contacts CD.
The main difference to Alg. 1 is that it outputs RD, i.e., the
requested contacts that changed (registered or unregistered)
within the last TF days together with their current state (line 5).
Note that SF is only used to check the state for contacts in SD.
Algorithm 1 Synchronization with full set SF
Input: SF , m, TF , CF , tF
Output: D
1: tnew ←max(tF , current time)+ |CF |/m× TF
2: if tnew > current time+ TF then
3: raise RateLimitExceededError
4: tF ← tnew
5: return CF ∩ SF
B. Implementation
We provide an open-source proof-of-concept imple-
mentation of our incremental contact discovery scheme
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Algorithm 2 Synchronization with delta set SD
Input: SF , SD, m, TD, CD, tD
Output: RD
1: tnew ←max(tD, current time)+ |CD|/m× TD
2: if tnew > current time+ TD then
3: raise RateLimitExceededError
4: tD ← tnew
5: return {(x, x ∈ SF ) for x ∈ CD ∩ SD}
written in Python at https://contact-discovery.github.io/. It
uses Flask [54] to provide a REST API for performing contact
discovery. While not yet optimized for performance, our
implementation can be useful for service providers and their
developers, and in particular can facilitate integration of our
idea into real-world applications.
C. Evaluation
Overhead. Our incremental contact discovery introduces
only minimal server-side storage overhead, since the only
additional information is the set SD (which is small compared
to SF ), as well as the additional leaky bucket states for each
user. The runtime is even improved, since subsequent contact
discovery requests are only compared to the smaller set SD.
On the client side, the additional storage overhead is
introduced by the need to store a timestamp of the last sync
to select the appropriate set to sync with, as well as a set of
previously unsynced contacts CD.
Improvement. To evaluate our construction, we compare
it to the leaky bucket approach currently deployed by Signal.
Concretely, we compare the discovery rate of the schemes, i.e.,
the number of users that can be found by a single client within
one day with a random lookup strategy. Rate-limiting schemes
should minimize this rate for attackers without impacting
usability for legitimate users. For Signal, the discovery rate
is r = s · 4 · 50,000/day, where s is the success rate for
a single lookup, i.e., the ratio between registered users and
all possible (mobile) phone numbers. Based on our findings
in § IV-H, we assume s = 0.5%, which results in a discovery
rate of r = 1,000/day for Signal’s leaky bucket approach.
For our construction, the discovery rate is the sum of the
rates rF and rD for the buckets SF and SD, respectively.
While rF is calculated (similar to Signal) as rF = s ·m/TF ,
rD is calculated as rD = s · m · c · TF /TD, where c is the
change rate of the server database. To minimize r, we have
to set TF =
√
TD/c. With Signal’s parameters s = 0.5%,
m = 50,000, and TD = 0.25 days, the total discovery rate
for our construction therefore is r = 1,000 · √c/day, and the
improvement factor is exactly 1/
√
c.
In reality, the expected change rate depends on the popular-
ity of the platform: Telegram saw 1.5 M new registrations
per day while growing from 300 M to 400 M users [23],
corresponding to a daily change rate of ≈0.5 %. WhatsApp,
reporting 2 billion users in February 2020 [25] (up from 1.5 bil-
lion in January 2018 [18]), increases its userbase by an average
of 0.05 % per day. Compared to Signal’s rate limiting scheme,
incremental contact discovery results in an improvement
of 14.1x and 44.7x for Telegram’s and WhatsApp’s change
rate, respectively (cf. Tab. V). Even at a theoretical change rate
of 25 % per day, incremental discovery is twice as effective
as Signal’s current approach. Crawling entire countries would
c (in %/d) TF (in d) r (in #contacts/d) Improvement
0.01 50.0 10.0 100.0x
0.05 22.4 22.4 44.7x
0.1 15.8 31.6 31.6x
0.5 7.1 70.7 14.1x
1.0 5.0 100.0 10.0x
2.0 3.5 141.4 7.1x
Table V: Effect of change rate c on the optimal choice for TF ,
the discovery rate r for our incremental contact discovery, and
the improvement compared to Signal’s leaky bucket approach.
only be feasible for very powerful attackers, as it would require
over 100k registered accounts (at c = 0.05%) to crawl, e.g.,
the US in 24 hours. It should be noted that in practice the
change rate c will fluctuate over time. The resulting efficiency
impact of non-optimal choices for TF is further analyzed in § E.
Privacy Considerations. If attackers can cover the whole
number space every TF days, it is possible to find all newly
registered users and to maintain an accurate database. This is not
different from today, as attackers with this capacity can sweep
the full number space as well. Using the result from Alg. 2,
users learn if a contact in their set has (un)registered in the
last TF days, but this information can currently also be retrieved
by simply storing past discovery results.
D. Generalization
Our construction can be generalized to further decrease an
attacker’s efficiency. This can be achieved by using multiple
sets containing the incremental changes of the server set over
different time periods (e.g., one month, week, and day) such
that the leak rate of SF can be further decreased. It is even
possible to use sets dynamically chosen by the service without
modifying the client: each client sends its timestamp of the
last sync to the service, which can be used to perform contact
discovery with the appropriate set.
VI. MITIGATION TECHNIQUES
We now discuss countermeasures and (mostly known)
mitigation techniques for both hash reversal and enumeration
attacks. We discuss further supplemental techniques in § F.
A. Hash Reversal Mitigations
Private set intersection (PSI) protocols (cf. § VII-A) can
compute the intersection between the registered user database
and the users’ address books in a privacy-preserving manner.
Thus, utilizing provably secure PSI protocols in contact discov-
ery entirely prevents attacks where curious service providers
can learn the user’s social graph when receiving hashes of
low-entropy contact identifiers such as phone numbers.
However, even with PSI, protocol participants can still
perform enumeration attacks. Even with actively secure con-
structions (where privacy is still guaranteed despite arbitrary
deviations from the protocol), it is possible to choose different
inputs for each execution. In fact, the privacy provided by PSI
interferes with efforts to detect if the respective other party
replaced the majority of inputs compared to the last execution.
Thus, these protocols must be combined with protections against
enumeration attacks by restricting the number of protocol
executions and inputs to the minimum (cf. § VI-B and § V).
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Moreover, PSI protocols currently do not achieve practical
performance for a very large number of users (cf. § VII-A). For
example, for the current amount of about 2 billion WhatsApp
users [25], each user has to initially download an encrypted
and compressed database of ≈8 GiB [37]. More practical PSI
designs either rely on rather unrealistic trust assumptions (e.g.,
non-colluding servers) or on trusted hardware [49] that provides
no provable security guarantees and often suffers from side-
channel vulnerabilities [9]. Hence, we discuss reasonable
performance/privacy trade-offs for contact discovery next.
Database Partitioning. To reduce the communication
overhead of PSI protocols to practical levels, the user database
can be partitioned based on number prefixes into continents,
countries, states, or even regions. This limits the service
provider to learning only incomplete information about a user’s
social graph [37]. There are limitations to the practicality of
this approach, mainly that users with diverse contacts will
incur a heavy performance penalty by having to match with
many partitions. For example, when partitioning based on
country prefixes, a German WhatsApp user with a single
contact from the US would have to additionally transfer more
than 200 MiB (based on our estimates of registered US users,
cf. § IV-H).13 Also, the mere fact that a user checks contacts
from a specific country might be privacy-sensitive.
Strengthened Hashing-based Protocols. Given the current
scalability issues of PSI protocols, a first step could be to patch
the currently deployed hashing-based protocols. One could
introduce a global salt for such protocols to prevent reusable
rainbow tables (cf. § III-C). Rotating the salt in short intervals
also makes hash databases (cf. § III-A) less attractive.
Another alternative is to increase the calculation time of each
hash, either by performing multiple rounds of the hash function
or by using hash functions like bcrypt [66] or Argon2 [6],
which are specifically designed to resist brute-force attacks.
Existing benchmarks show that with bcrypt only 2.9 kHashes/s
and with Argon2 only 2.6 Hashes/s can be computed on a GPU
compared to 794.6 MHashes/s with SHA-1 [31].
These measures will not be sufficient against very powerful
adversaries, but can at least increase the costs of hash reversal
attacks by a factor of even millions. However, the performance
penalty will also affect clients when hashing their contacts, as
well as the server, when updating the database.
Alternative Identifiers. It should be possible for privacy-
concerned users to provide another form of identifier (e.g.,
a user name or email address, as is the standard for social
networks) instead of their phone number. This increases the
search space for an attacker and also improves resistance
of hashes against reversal. Especially random or user-chosen
identifiers with high entropy would offer better protection.
However, this requires to share additional data when exchanging
contact information and therefore reduces usability. Signal
nevertheless plans to introduce alternative identifiers [51].
Selective Contact Permissions. iOS and Android require
apps to ask for permission to access the user’s address book,
which is currently an all or nothing choice. Mobile operating
systems could implement a functionality in their address book
apps to allow users to declare certain contacts as “sensitive”
or “private”, e.g., via a simple check box. Mobile messengers
13The PSI protocols of [37] initially transfer 4.19 MB per 1 M users.
then are not able to access such protected contacts and therefore
cannot leak them to the service provider.
Also the existing groups in the address book could be
extended for this, e.g., declare the group of health-related
contacts as sensitive and do not use them for contact discovery.
There already exist wrapper apps for specific messengers with
similar functionality (e.g., WhatsBox [3] for WhatsApp), but a
system-wide option would be preferable.
Furthermore, users may hide contacts they deem sensi-
tive (e.g., doctors) by not storing them in the phone’s address
book if messengers have access permissions. Alternatively,
users can revoke access permissions for such applications.
B. Crawling Mitigations
In the following, we discuss several possible mitigation
strategies that have the potential to increase resilience against
crawling attacks. Furthermore, since many messenger apps
give users the possibility to add additional information to their
profile, we also discuss countermeasures that can prevent, or
at least limit, the exposure of sensitive private information
through the scraping of user profiles.
Stricter Rate Limits. Rate limits are a trade-off between
user experience and protection of the service. If set too low,
users with no malicious intent but unusual usage patterns (e.g.,
a large number of contacts) will exceed these limits and suffer
from a bad user experience. This is especially likely for services
with a large and diverse user base.
However, we argue that private users have no more
than 10,000 contacts in their address book (Signal states similar
numbers [37] and Google’s contact management service limits
the maximum number to 25,000 [28]). Therefore, the contact
discovery service should not allow syncing more numbers than
in this order of magnitude at any point in time. Exceptions could
be made for businesses, non-profit organizations, or celebrities
after performing extended validation.
We furthermore argue that private users do not change many
of their contacts frequently. The operators of Writethat.name
observed that even professional users have only about 250
new contacts per year [83]. Therefore, service providers
could penalize users when detecting frequent contact changes.
Additional total limits for the number of contacts can detect
accounts crawling at slow rates.
Facebook (WhatsApp’s parent company) informed us during
responsible disclosure that they see legitimate use cases where
users synchronize more contacts (e.g., enterprises with 200,000
contacts)14. We recommend to handle such business customers
differently than private users. In response to our findings
showing that data scraping is currently possible even at a
country level scale (cf. § IV), Facebook informed us that they
have improved WhatsApp’s contact synchronization feature to
detect such attacks much earlier (cf. § VIII).
Limiting Exposure of Sensitive Information. Since pre-
venting enumeration attacks entirely is impossible, the infor-
mation collected about users through this process should be
kept minimal. While Signal behaves exemplarily and reveals
no public profile pictures or status information, WhatsApp
14This definition of “legitimate” is interesting, since WhatsApp’s terms of
service prohibit non-personal use of their services [81].
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and Telegram should set corresponding default settings. Further-
more, users themselves may take actions to protect themselves
from exposure of private information by thinking carefully
what information to include into public fields, such as profile
pictures and status text, and checking whether there are privacy
settings that can limit the visibility of this information.
Mutual Contacts. Mobile messengers could offer a setting
for users to let them only be discovered on the service by
contacts in their address book to prevent third parties from
obtaining any information about them.
VII. RELATED WORK
We review related work from four research domains: PSI
protocols, enumeration attacks, user tracking, and hash reversal.
A. Private Set Intersection (PSI)
PSI protocols can be used for mobile private contact
discovery to hinder hash reversal attacks (cf. § III). Most PSI
protocols consider a scenario where the input sets of both
parties have roughly the same size (e.g., [43], [60], [61], [62],
[63], [64]). However, in contact discovery, the provider has
orders of magnitude more entries in the server database than
users have contacts in their address book. Thus, there has been
research on unbalanced PSI protocols, where the input set of
one party is much larger than the other [10], [11], [37], [41].
Today’s best known protocols [37] also provide efficient im-
plementations with reasonable runtimes on modern smartphones.
Unfortunately, their limitation is the amount of data that needs
to be transferred to the client in order to obtain an encrypted
representation of the server’s database: for 228 registered
users (the estimated number of active users on Telegram [15])
it is necessary to transfer ≈1 GiB, for 231 registered users (a bit
more than the estimated number of users on WhatsApp [15])
even ≈8 GiB are necessary. Moreover, even PSI protocols
cannot prevent enumeration attacks, as discussed in § VI-A.
The Signal developers concluded that current PSI protocols
are not practical for deployment [49], and also argue that
the required non-collusion assumption for more efficient
solutions with multiple servers [37] is unrealistic. Instead, they
introduced a beta version [49] that utilizes Intel Software Guard
Extensions (SGX) for securely performing contact discovery in
a trusted execution environment. However, Intel SGX provides
no provable security guarantees and there have been many
severe attacks (most notably “Foreshadow” [9]). Given the
scope of such attacks and that fixes often require hardware
changes, the Intel SGX-based contact discovery service is less
secure than cryptographic PSI protocols.
B. Enumeration Attacks
Popular applications for enumeration attacks include, e.g.,
finding vulnerable devices by scanning all IPv4 addresses and
ports. In the following, we focus on such attacks on social
networks and mobile messengers.
For eight popular social networks, Balduzzi et al. [4] fed
about 10 million cleverly generated email addresses into the
search interface, allowing them to identify 1.2 million user
profiles without experiencing any form of countermeasure.
After crawling these profiles with methods similar to [5],
they correlated the profiles from different networks to obtain
a combined profile that in many cases contained friend
lists, location information, and sexual preferences. Upon the
responsible disclosure of their findings, Facebook and XING
quickly established reasonable rate limits for search queries. We
hope for similar deployment of countermeasures by responsively
disclosing our findings on mobile messengers (cf. § VIII).
Schrittwieser et al. [53], [71] were the first to investigate
enumeration attacks on mobile messengers, including Whats-
App. For the area code of San Diego, they automatically
tested 10 million numbers within 2.5 hours without noticing
severe limitations. Since then, service providers established at
least some countermeasures. We revisit enumeration attacks at
a substantially larger scale (cf. § IV) and demonstrate that the
currently deployed countermeasures are insufficient to prevent
large-scale enumeration attacks.
For the Korean messenger KakaoTalk, enumeration attacks
were demonstrated in [38], [39]. The authors automatically
collected ≈50,000 user profiles by enumerating 100,000 number
sequences that could potentially be phone numbers. They
discovered a method to obtain the user names associated with
these profiles and found that ≈70 % of users chose their real
name (or at least a name that could be a real name), allowing
identification of many users. As countermeasures, the authors
propose the detection of certain known misuse patterns as well
as anomaly detection for repeated queries. In contrast, in § IV
we automatically perform enumeration attacks at a much larger
scale on popular messaging applications used world-wide. By
testing only valid mobile phone numbers, we increase the
efficiency of our attacks. We propose further mitigations in § VI.
In [12], the authors describe a simple Android-based system
to automatically conduct enumeration attacks for different
mobile messengers by triggering and recording API calls via the
debug bridge. In their evaluation, they enumerate 100,000 Chi-
nese numbers for WeChat and correlate the results with other
messengers. We perform evaluations of different messengers at a
larger scale, also assessing currently deployed countermeasures
against enumeration attacks (cf. § IV).
Gupta et al. [29], [30] obtained personal information from
reverse-lookup services, which they correlated with public
profiles on social networks like Facebook, in order to then run
personalized phishing attacks on messengers like WhatsApp.
From about 1 million enumerated Indian numbers, they were
able to target about 250,000 users across different platforms.
Enumeration attacks were also used to automatically har-
vest Facebook profiles associated with phone numbers even
when the numbers are hidden in the profiles [40]. The authors
experienced rather strict countermeasures that limit the number
of possible queries to 300 before a “security check” in form of
a CAPTCHA is triggered. By automatically creating many fake
accounts and setting appropriately slow crawling rates, it was
still possible to test around 200,000 Californian and Korean
phone numbers within 15 days, leading to a success rate of 12 %
and 25 %, respectively. While acquiring phone numbers is more
cumbersome than generating email addresses, we nevertheless
report much faster enumeration attacks that harvest profiles of
mobile messenger users (cf. § IV).
In 2017, Loran Kloeze developed the Chrome exten-
sion “WhatsAllApp” that allows to misuse WhatsApp’s web
interface for enumeration attacks and collecting profile pictures,
display names, and status information [42]. After disclosing his
approach, Facebook pointed out (non-default) privacy settings
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available to the user to hide this information, and stated
that WhatsApp detects abuse based on measures that identify
and block data scraping [19]. In § IV, we investigate the
effectiveness of their measures and find that we can perform
attacks at a country-level scale, even with few resources. We
also observe that few users change the default settings.
There exist other open-source projects that enable auto-
mated crawling of WhatsApp users and extracting personal
information, e.g., [24], [65]. However, frequent changes of
the WhatsApp API and code often break these tools, which
are mostly abandoned after some time, or cease operation after
receiving legal threats [34].
C. User Tracking
In 2014, Buchenscheit et al. [8] conducted a user study
where they tracked online status of participants for one month,
which allowed them to infer much about the participants’ daily
routines and conversations (w.r.t. duration and chat partners).
Other user studies report the “Last Seen” feature as the users’
biggest privacy concern in WhatsApp [13], [69].
Researchers also monitored the online status of 1,000 ran-
domly selected users from different countries for 9 months [72].
They published statistics on the observed behavior w.r.t. the
average usage time per day and the usage throughout the day.
Despite the clearly anomalous usage patterns of the monitoring,
the authors did not experience any countermeasures.
“WhatsSpy” is an open-source tool that monitors the
online status, profile pictures, and status messages of selected
numbers—provided the default privacy options are set [87].
It abuses the fact that WhatsApp indicates whether a user is
online [88], even when the “Last Seen” feature is disabled. The
tool was discontinued in 2016 to prevent low-level abuse [89],
since the developer found more than 45,000 active installations
and companies trying to use the prototype commercially.
In this context, our user database crawling attacks could be
used to efficiently find new users to track and our discovery
of Telegram’s importer_count label gives even more
monitoring possibilities (cf. § IV).
D. Hash Reversal
Reversing hashes is mostly used for “recovering” passwords,
which are commonly stored only in hashed form. Various hash
reversal tools exist, either relying on brute-forcing [59], [74] or
rainbow tables [68]. The practice of adding a unique salt to each
hash makes reversal hard at a large scale, but is not suitable
for contact discovery [37], [48]. In contrast, our mitigation
proposed in § VI-A uses a global salt.
It is well known that hashing of personally identifiable
information (PII), including phone numbers, is not sufficient
due to the small pre-image space [20], [48]. The PSI literature
therefore has proposed many secure alternatives for match-
ing PII, which are currently orders of magnitudes slower than
insecure hashing-based protocols (cf. § VII-A).
In [50], the authors show that the specific structure
of PII makes attacks much easier in practice. Regarding
phone numbers, they give an upper bound of 811 trillion
possible numbers world-wide, for which brute-forcing takes
around 11 days assuming SHA-256 hashes and a hash rate
of 844 MH/s. For specific countries, they also run experiments
showing that reversing an MD5 or SHA-256 hash for a German
phone number takes at most 2.5 hours. In § II, we give much
more accurate estimations for the amount of possible (mobile)
phone numbers and show in § III that using novel techniques
and optimizations, hash reversal is much faster and can even
be performed on-the-fly.
VIII. CONCLUSION
Mobile contact discovery is a challenging topic for privacy
researchers in many aspects. In this paper, we took an attacker’s
perspective and scrutinized currently deployed contact discovery
services of three popular mobile messengers: WhatsApp, Signal,
and Telegram. We revisited known attacks and using novel
techniques we quantified the efforts required for curious service
providers and malicious users to collect sensitive user data at
a large scale. Shockingly, we were able to demonstrate that
still almost nothing prevents even resource-constraint attackers
from collecting data of billions of users that can be abused
for various purposes. While we proposed several technical
mitigations for service providers to prevent such attacks in the
future, currently the most effective protection measure for users
is to revise the existing privacy settings. Thus, we advocate to
raise awareness among regular users about the seriousness of
privacy issues in mobile messengers and educate them about
the precautions they can take right now.
Responsible Disclosure. In our paper, we demonstrate
methods that allow to invade the privacy of billions of mobile
messenger users by using only very few resources. We therefore
initiated the official responsible disclosure process with all
messengers we investigated (WhatsApp, Signal, and Telegram)
before the paper submission and shared our findings to prevent
exploitation by maleficent imitators.
Signal acknowledged the issue of enumeration attacks
as not fully preventable, yet nevertheless adjusted their rate
limits in the weeks following our disclosure and implemented
further defenses against crawling. Facebook acknowledged and
rewarded our findings as part of their bug bounty program, and
has deployed improved defenses for WhatsApp’s contact syn-
chronization. Telegram responded to our responsible disclosure
by elaborating on additional data scraping countermeasures
beyond the rate limits detected by us. They are allegedly
triggered when attackers use existing databases of active phone
numbers and higher conversion rates than ours occur. In such
cases, contact discovery is stopped after 20 to 100 matches,
instead of 5,000 as measured by us.
Ethical Considerations. The experiments in this work were
conducted in coordination with the ethical and legal departments
of our institution. Special care was taken to ensure the privacy
of the affected users, as detailed in § IV-D.
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APPENDIX
A. Differences in the Number Spaces
Interestingly, the amount of registrable mobile phone
numbers greatly differs between countries and is not necessarily
proportional to the country’s population. In Tab. VI we list
a selection of countries with their amount of registrable
mobile phone numbers (i.e., filtered by libphonenumber
and our WhatsApp registration API check) and set it in relation
to the population. The ratio between the number space and the
population indicates whether the amount of resources spent
enumerating the entire number space can yield a satisfactory
amount of matches. For example, while the US and Germany
have roughly the same amount of registrable mobile phone
numbers, one would expect to find many more active phone
numbers in the US due to the much larger population.
Our results show that small as well as less developed
countries often have a limited number space and therefore
can be crawled with very little effort. On the other hand,
we observe some outliers: Austria, for example, has such
a large number space that for every citizen there are more
than 10,000 registrable mobile phone numbers available. While
such a ratio seems to make crawling infeasible, one can still
exploit the fact that the phone numbers are typically not
uniformly distributed, but given away in blocks. Hence, one
could follow the strategy to first randomly check a few numbers
for each possible prefix and then focus on the most fruitful
prefixes to still cover a good portion of the population.
B. Reduction Function for Our Optimized Rainbow Tables
The reduction function for our optimized rainbow tables
converts a hash value back to a valid (mobile) phone num-
ber (cf. § III-C). A trivial reduction function could be defined











Table VI: Comparison of countries with regard to their amount
and density of registrable mobile phone numbers.
by taking the first 64 bit h64 of hash h and calculating the
modulus with the total amount of phone numbers N , giving
us the index of the phone number in the table of all numbers.
However, the modulo operation introduces non-uniformity
in the output of the reduction function: The lower parts of the
number space are more likely to be chosen if N is not a divisor
of 264. We therefore introduce an offset into the calculation
that varies for every chain index iC . By choosing the offset
as the division of N by the chain length lC , each chunk of
the phone number space is more likely for one chain index,
producing a uniform distribution overall.
Another issue is collisions in the reduction function: As
soon as two different hashes produce the same phone number,
then all successive elements of the chain would be duplicate
entries. To prevent this, we vary our reduction function with
every chain index as well as with every table15.













where the different parameters are explained in Tab. VII.
Parameter Explanation
h64 First 64 bit of hash h encoded as an unsigned integer
N Number of possible plaintexts
lC Length of the chains
iT Index of the currently generated table
iC Current index in the chain
Table VII: Parameters for our reduction function.
The “magic” number 65,536 for the table offset was kept
from the original RainbowCrack implementation [35], since it
produces reasonable results.
C. A Note on Per-Character Alphabets
Rainbow table implementations like CryptoHaze [7] allow
to specify individual alphabets for each character position of
the input domain. While this might appear to be a solution
to optimize rainbow tables for (mobile) phone numbers, the
unique structure of phone numbers limits the usefulness of this
technique: the possibilities for each digit in a phone number
are strongly dependent on the preceding digits.
German mobile phone numbers can be used to illustrate
this point, since they always start with the digits +491. If
one were to limit the third character of the input domain only
to 1, the input space of the rainbow table could be reduced
by a factor of 10x. However, phone numbers from all other
countries where the third digit is not 1 would be missing from
the resulting table. While it would be possible to generate
rainbow tables with different alphabets for each country or
even mobile prefix, this would require considerable effort and
performance overhead, and ultimately closely resemble our
approach (at least conceptually).
15Rainbow tables are usually split into several files due to their large size.
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Optimal TF Fixed TF for c = 0.1%/d
Figure 4: Minimal discovery rate for different change rates c
with optimal choices for TF (for Signal’s parameters) compared
to the discovery rate for fixed TF when estimating c = 0.1%/d.
D. Further Optimizations for Hash Reversal Methods
Given that the mobile number prefixes in our rainbow table
construction can be chosen freely (cf. § III-C), it is possible
to construct tables for arbitrary subsets of all phone numbers,
such as for one or multiple countries, or limited to a certain
length or type. As a result, storage space requirements and
lookup time can further be reduced for specific applications.
Splitting the tables into countries also allows probabilistic
searches based on some known or learned user distribution (e.g.,
if most users of a service are from the US, the rainbow table
containing US phone numbers will be searched first), or other
available meta data (e.g., IP addresses, or previously cracked
numbers from the same address book).
Our experiments also reveal non-uniform distributions of
phone numbers within single countries (cf. § IV), which could
be used to further speed up the reversal process.
Hybrid constructions of hash databases (cf. § III-A) and
brute-force (cf. § III-B) can outperform each individual method,
since small batches of numbers, for which hashcat has signifi-
cant overhead, can be handled efficiently by the hash database.
E. Optimal Parameters for Incremental Contact Discovery
Given that the popularity of mobile messengers fluctuates
over time, the change rate c of the server database is not a
fixed value but varies continuously. This results in different
optimal choices for the time TF . The inevitable non-optimal
values for TF between adjustments result in higher discovery
rates than the possible minimum: If c is higher than expected,
more users can be found by observing SD. If c is lower than
expected, the rate limits for SF are too generous.
The relative error between the minimal and the actual
discovery rate can be calculated as e = 0.5·|1−c/cest|, where c
is the actual change rate and cest is the estimated one used
for setting TF . Thus, if the real change rate is underestimated
by a factor of 2x, the discovery rate will be 50 % higher than
intended. For the parameters used by Signal (cf. § V), Fig. 4
shows how the discovery rate behaves compared to the minimal
one when a constant change rate of c = 0.1%/d is assumed.
Obviously, underestimating the change rate is more problematic
than overestimating it. In a production environment it therefore
may be beneficial to set c slightly higher than the expected value
to deal with fluctuations. An implementation with dynamic sets,
as outlined in § V, could be an option for platforms where the
change rate fluctuates more strongly and frequent adjustments
of TF are required.
F. Supplemental Mitigation Techniques
A number of additional strategies could potentially supple-
ment the mitigations discussed in § VI, such as CAPTCHAs
for users with unusual contact discovery patterns, honeypot
numbers [40] to detect enumeration attacks, modeling user
behavior for anomaly detection, or the increase of the phone
number space by telecommunications providers. Yet these
approaches are either impractical (larger phone number space),
can result in a high number of false positives (honeypot
numbers, behavioral analysis), require the processing of user
data (behavioral analysis), or decrease usability (CAPTCHAs).
For the sake of completeness, we nevertheless discuss each of
these techniques shortly in the following.
Increased Phone Number Entropy. In § A, we observed
that some countries have a much larger number space than
others, which makes crawling these countries much more
difficult. Telecommunication companies of vulnerable countries
could therefore agree to maintain larger number blocks to
increase the search space for attackers. However, it is important
that the numbers are randomly distributed such that there are
no clusters that can be efficiently crawled once detected by an
attacker. While this approach also makes hash reversal more
difficult, we demonstrated in § III that it is feasible even for
countries with a large number space (e.g., Austria).
CAPTCHAs. In countless web applications, CAPTCHAs
are in place to prevent automated API abuse. Even though there
are ways to circumvent CAPTCHAs [52], [86], they still can
significantly slow down an attack or at least increase the cost
of abuse. Therefore, we suggest to also use CAPTCHAs in
mobile messaging applications to differentiate legitimate users
with unusual contact discovery patterns from abusers.
Modeling User Behavior. Service providers could use
heuristics to detect abnormal user behavior that indicates a
crawling attempt. Such heuristics could include an unusually
large amount of contacts in the address book, exceptionally
many syncing requests, and constantly changing contacts.
However, using such heuristics to automatically ban accounts
is error-prone. This kind of detection can also be circumvented
by more sophisticated attackers that adapt their behavior to
evade detection.
Honeypot Numbers. Rate limits can be bypassed by
sophisticated attackers, e.g., by crawling with a low rate. As was
also suggested in [40], service providers could use honeypots
for detection of such attackers: They could acquire several
phone numbers themselves and detect if any of these numbers
are matched during contact discovery. A positive match would
indicate either a false positive (e.g., a typo when storing a
contact) or an attempt of crawling. Due to the potential of false
positives, it would be more reasonable to closely monitor the
activity of such accounts rather than blocking them instantly.
Educating Users. Users might not be aware of the fact
that their public information is indeed easily accessible to
third parties that perform data scraping. Messaging applications
therefore could show reminders about this fact whenever users
are in the process of sharing personal information publicly, e.g.,
when uploading a public profile picture.
Additionally, on-device machine learning techniques could
be applied to automatically educate users about the sensitivity
of shared content, e.g., when extended nudity or children are
detected in uploaded profile pictures.
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Mobile messengers like WhatsApp perform contact discov-
ery by uploading the user’s entire address book to the service
provider. This allows the service provider to determine which
of the user’s contacts are registered to the messaging service.
However, such a procedure poses significant privacy risks and
legal challenges. As we find, even messengers with privacy in
mind currently do not deploy proper mechanisms to perform
contact discovery privately.
The most promising approaches addressing this problem
revolve around private set intersection (PSI) protocols. Un-
fortunately, even in a weak security model where clients are
assumed to follow the protocol honestly, previous protocols
and implementations turned out to be far from practical when
used at scale. This is due to their high computation and/or
communication complexity as well as lacking optimization
for mobile devices. In our work, we remove most obstacles
for large-scale global deployment by significantly improving
two promising protocols by Kiss et al. (PoPETS’17) while
also allowing for malicious clients.
Concretely, we present novel precomputation techniques
for correlated oblivious transfers (reducing the online commu-
nication by factor 2x), Cuckoo filter compression (with a com-
pression ratio of≈ 70%), as well as 4.3x smaller Cuckoo filter
updates. In a protocol performing oblivious PRF evaluations
via garbled circuits, we replace AES as the evaluated PRF
with a variant of LowMC (Albrecht et al., EUROCRYPT’15)
for which we determine optimal parameters, thereby reducing
the communication by factor 8.2x. Furthermore, we imple-
ment both protocols with security against malicious clients
in C/C++ and utilize the ARM Cryptography Extensions
available in most recent smartphones. Compared to previ-
ous smartphone implementations, this yields a performance
improvement of factor 1,000x for circuit evaluations. The on-
line phase of our fastest protocol takes only 2.92s measured
on a real WiFi connection (6.53s on LTE) to check 1,024
client contacts against a large-scale database with 228 entries.
As a proof-of-concept, we integrate our protocols in the client
application of the open-source messenger Signal.
1 Introduction
After installation, mobile messaging applications first per-
form a so-called contact discovery. This allows new users to
automatically connect with all other users of the messaging
service whose phone numbers are stored in their address book.
There exist various ways to perform contact discovery. For
example, WhatsApp simply uploads the user’s entire address
book on a regular basis to match contacts [1].
However, revealing all personal contacts to a service
provider poses significant privacy risks: from the social graph
of users a variety of personal information can be inferred
and journalists, for example, may need to cover the identity
of some of their informants to protect whistleblowers from
potential consequences. When installing a mobile messaging
application, users also jeopardize the privacy of people who
are not even connected to the particular service by transmit-
ting their contact information without consent. An illustrative
example of a severe breach of privacy can be seen in the case
of WhatsApp, which was acquired by Facebook in 2014 and
shared its database with the parent company: Facebook users
received friend recommendations of strangers who happened
to see the same psychiatrists [33].
Unfortunately, applying simple protection mechanisms like
hashing the phone numbers of contacts locally before the up-
load to the service provider is not helpful since these hashes
are vulnerable to brute-force and dictionary attacks due to the
relatively small range of possible pre-images. Furthermore,
the service provider can still tell whether two users share a
contact even a long time after running the discovery routine by
storing the received hash values. Custom wrappers1 for mes-
saging applications can somewhat circumvent these problems
by allowing users to manually select contacts to expose to the
messaging application. However, this approach only protects
the contacts of users actually using such custom wrappers.
Furthermore, manually selecting the contacts to match is a
usability problem.
1e.g., https://www.backes-srt.com/en/solutions-2/whatsbox
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One possible solution to this dilemma is to apply a particu-
lar form of secure two-party computation. In general, secure
two-party computation allows parties P1 and P2 to jointly
compute a publicly known function f on their respective in-
puts X1 and X2 s.t. the parties learn no information from the
protocol execution but the result. The research area of pri-
vate set intersection (PSI) focuses on optimized protocols for
the case where X1 and X2 are sets of elements, and f is the
intersection function. PSI has been studied in great depth in
the past years, yielding very efficient protocols (e.g., [41, 51])
based on oblivious transfer extensions (OTe, cf. [4, 36, 39]).
However, while these protocols are very efficient in many
scenarios, they turn out to be impractical for use-cases like
private contact discovery on mobile devices, where the input
set of the service provider is much larger (sometimes by a
factor of a few million) than the input set of the user. This is
because the online phase of these protocols (which depends
on the actual inputs) has a computation and communication
complexity that is linear in the size of the larger set.
Therefore, other PSI protocols for the case of unbalanced
set sizes were developed (e.g., [19, 21, 40, 59]). However,
only [40] actually provides an implementation on real mo-
bile smartphone clients. The experiments performed by the
authors of [40] show a rather large discrepancy between proto-
col execution on x86-based PC hardware and Android smart-
phones where performance-critical cryptographic operations
are implemented in Java. In fact, their performance results
do not encourage real-world deployment. For example, their
fastest protocol that can easily be made secure against mali-
cious clients requires more than 52s on a smartphone with
WiFi connection to check a single client contact against a
database with only 220 entries.
The developers of Signal, a mobile messaging service sim-
ilar to WhatsApp but with focus on privacy, considered the
use of PSI protocols for contact discovery. However, they
refrained from actually implementing PSI since the aca-
demic research in PSI and the related private information
retrieval (PIR) protocols “is quite a disappointment” [44].
Instead, they presented a technology preview that protects
the contact discovery task on the server side with Intel Soft-
ware Guard Extensions (SGX), a trusted execution environ-
ment that can be attested by remote users [45]. In theory, this
yields a secure contact discovery service with negligible per-
formance overhead compared to plain computation. However,
Intel SGX is a proprietary engineering-driven solution with
no cryptographic security guarantees and vulnerable to severe
attacks, e.g., the recent Foreshadow attack [16] managed to
reliably extract confidential data from enclaves. Moreover,
some fixes for hardware security designs such as Intel SGX
require hardware changes that can take years to enter the mar-
ket and result in repeated acquisition costs. In contrast, fixes
for flawed implementations of provably secure cryptographic
protocols can be deployed quickly via software updates.
Thus, we revisit state-of-the-art unbalanced PSI protocols
which provide cryptographic security and show that using new
optimizations and native implementations they turn out to be
practical on modern smartphones. Furthermore, we achieve
security against malicious clients: since every user could run a
manipulated version of the messaging application, deviations
from the protocol may lead to revealing information about
the server’s database. On the other hand, we assume that
the server behaves semi-honestly, i.e., it follows the protocol
but tries to learn as much information as possible. This is a
reasonable assumption since there are legal requirements and
financial incentives to behave correctly: once misconduct gets
known publicly, users will abandon the misbehaving service
and switch to a more trustworthy alternative.
1.1 Our Contributions
As a motivation, we investigate how contact discovery is
handled in widely used mobile messaging applications. For
this, we conduct a survey where we analyze privacy policies,
source code, and network traffic. Our results show that in
practice none of these applications protect the users’ privacy
during contact discovery.
We optimize two protocols for unbalanced PSI that can eas-
ily be made secure against malicious clients and are suitable
for private contact discovery: one that uses oblivious evalua-
tions of the Naor-Reingold PRF (NR-PSI, cf. [31,40,47]) and
one that uses Yao’s garbled circuits (GC-PSI, cf. [40, 52, 56])
to run oblivious AES evaluations. For both protocols we ap-
ply new forms of correlated random OT precomputation (re-
ducing the online communication by factor 2x, which is of
independent interest) and introduce a method for Cuckoo fil-
ter compression (with a compression ratio of ≈ 70% and
negligible computational overhead) as well as 4.3x smaller
Cuckoo filter updates to reduce the required network com-
munication. Moreover, we improve the GC-PSI protocol by
instantiating the PRF with LowMC [2], a cipher specifically
designed for efficient evaluation in secure protocols, instead
of the default choice AES. While this was already proposed
in [40], we find optimal parameter sets for LowMC and pro-
vide implementations. Compared to AES, we thereby reduce
the communication by factor 8.2x.
We provide C/C++ implementations for both protocols with
security against malicious clients that make use of the Cryp-
tography Extensions (CE) in the ARMv8 architecture avail-
able in most recent smartphones for hardware-accelerated
execution. Thereby, we improve the runtime of the online
phase of the GC-PSI protocol by more than a factor of 1,000x
compared to the previous work of [40] that only implements
security against semi-honest clients. We overcome further
shortcomings of previous works w.r.t security and scalability
by evaluating the implementations using recommended secu-
rity parameters, reasonable false positive probabilities, and
considering large-scale set sizes on the server side.
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Our fastest protocol takes only 2.92s measured on a real
WiFi connection (6.53s on LTE) and 6.07MiB of communica-
tion in the online phase to check 1,024 client contacts against
a database with 228 entries (more than the number of monthly
active users for popular messengers like Telegram [61]). For
the setup phase it is required to transfer a compressed Cuckoo
filter once whose size is linear in the number of the database
entries (≈ 1GiB for 228 entries); since the filter is identical
for all clients, service providers can handle the resulting traf-
fic efficiently via CDNs. To remain practical for even larger
set sizes (the market leader WhatsApp currently has more
than 1.6 billion users [61]), we suggest multiple extensions,
e.g., combining our protocols with multi-server PIR s.t. the
overall client-server communication complexity becomes log-
arithmic in the size of the server database.
As a proof-of-concept, we integrate both of our protocols
in the Signal Android client, thereby positioning our secure
cryptographic approach as a practical alternative to vulnerable
trusted execution environments like Intel SGX.
1.2 Motivating Survey
To determine how contact discovery is currently being done
in practice, we conducted a survey on a comprehensive se-
lection of mobile messengers that are “secure” in the sense
that they offer end-to-end encryption. Each application was
analyzed by evaluating the mandatory privacy policy, which
is supposed to state exactly which data the application trans-
mits to its server and how the server processes and stores
that data. Unfortunately, these policies are not always pre-
cise enough to determine the employed contact discovery
method. In these cases, we inspected the source code (if pub-
licly available) or the network communication by means of the
man-in-the-middle proxy mitmproxy2. We circumvented cer-
tificate pinning by using the Xposed3 framework together with
the JustTrustMe4 plugin that can disable certificate checking
routines in several commonly used security libraries.
Our results are summarized in Tab. 1. All surveyed messen-
gers upload contact information (at least the contact’s phone
number) either in the clear or in hashed form. While this form
of contact discovery is very efficient (requiring only a few
bytes of communication per element), it threatens the privacy
of users directly or indirectly via brute-force or dictionary
attacks. Furthermore, even if the server cannot determine the
actual contact data, it can still tell whether two users share a
contact by comparing uploaded hash values.
This can be somewhat mitigated by using salted hashing
s.t. the hashes received by the server are different whenever
a client triggers contact discovery. However, only one of the




Messenger Hashed Salted Analysis Technique
Confide* 3 7 Privacy policy
Dust* 7 7 Network traffic
Eleet* 7 7 Privacy policy
G DATA Secure Chat 3 7 Network traffic
Signal (legacy) 3 7 Source code
SIMSme 3 3 Network traffic
Telegram 7 7 Privacy policy
Threema 3 7 Privacy policy
Viber 7 7 Privacy policy
WhatsApp 7 7 Privacy policy
Wickr Me 3 7 Privacy policy
Wire 3 7 Privacy policy
Table 1: Results of our contact discovery survey on secure mo-
bile messengers. All applications upload contact information
either in the clear or hashed (with salt). Messengers marked
with * denote that contact discovery is optional.
hash the entire server database for each fresh salt received by
a client. Furthermore, brute-force attacks are still feasible.
2 Related Work
In this section, we discuss existing unbalanced PSI protocols
and other works that focus on PSI in the smartphone setting.
Unbalanced PSI. Kiss et al. [40] discuss multiple unbal-
anced PSI protocols with precomputation (cf. §3.5) and se-
curity against semi-honest adversaries. Their NR-PSI and
GC-PSI protocols (based on [31] and [52], respectively) are
the foundation of our work. We augment these protocols
with new OT precomputation techniques, efficient Cuckoo fil-
ters [27, 59], a specialized cipher [2] for the GC-PSI protocol,
and security against malicious clients. The authors of [40] also
evaluate their protocols on smartphones, but based on less ef-
ficient Java implementations. In our work, we present C/C++
implementations that make use of the hardware-accelerated
cryptography available in most recent smartphones.
Resende and de Freitas Aranha [59] use techniques similar
to [40], but replace Bloom filters [12] with the more efficient
and versatile Cuckoo filters [27] to efficiently represent the
encrypted server database (cf. §3.4) in a Diffie-Hellman style
PSI protocol [7] with security against semi-honest adversaries.
In our work, we optimize communication by proposing meth-
ods for Cuckoo filter compression and updates, and perform
evaluations with reasonable parameters: while in [59] the au-
thors settle with an error probability of ≈ 2−13, which results,
on average, in one false positive when 10 clients match 210
contacts each, we propose realistic Cuckoo filter parameters
for error probabilities ≈ 2−29 and ≈ 2−39.
Demmler et al. [21] present a different approach assuming
multiple non-colluding servers. Their idea is to first perform
a variant of private information retrieval (PIR) to reduce the
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server’s input set and then perform a traditional PSI protocol
on the reduced sets. While this approach is very performant,
the requirement of non-colluding servers presents challenges
for the data-owners: they not only need to guarantee that these
servers do not collude, but also need to ensure that their client
data is not leaked to other parties. This leads to the difficult
situation where the server party needs to trust a second server
but simultaneously is assumed to not collude with it. However,
even if servers are malicious and/or collude, they cannot learn
more about client inputs than in currently deployed naive
hashing-based contact discovery methods.
Chen et al. [19] give a PSI protocol based on fully homo-
morphic encryption. The authors present multiple optimiza-
tions that make the protocol practically viable. Their work
was improved and extended to the special use case of labeled
PSI [18], where for intersecting items an associated label is
transferred and security is not only guaranteed in case of mali-
cious clients but also malicious servers (with some controlled
leakage). The advantage of the protocols of [18, 19] is that
their communication complexity is sublinear instead of lin-
ear in the size of the server set. However, this comes at the
cost of repeated high computational overhead, whereas the
online phase of our protocols is very efficient and requires no
cryptographic operations on the server side.
Mobile PSI. Huang et al. [34] provided first performance
results for secure computation on smartphones with secu-
rity against semi-honest adversaries. They implemented a
circuit-based PSI protocol on Android. Their implementation
managed to evaluate ≈ 100 AND gates per second, taking
about 10min to intersect two sets of 256 items each.
Asokan et al. [6] implemented an RSA-based PSI protocol
with security against semi-honest adversaries on smartphones
for secure mobile resource sharing.
Carter et al. [17] presented a maliciously secure system
for secure outsourced garbled circuit evaluation on mobile
devices. Subsequently, Mood et al. [46] showed how to further
optimize outsourced evaluation. They also point out how their
framework can be used to implement a secure friend finder.
“PROUD” [49] is a decentralized approach for private con-
tact discovery based on the DNS system. It enables users to
privately discover the current network addresses of friends,
which differs from the scenario of a centralized messaging ser-
vice we consider. Moreover, friendship bootstrapping requires
an out-of-band communication channel between users.
Compared to these works, we optimize protocols for unbal-
anced PSI with a central service provider and provide native
implementations for maximum performance on smartphones.
3 Background
In the following, we introduce cryptographic building blocks
that are required for the remainder of this work.
3.1 Oblivious Transfer (Extensions)
Oblivious transfer (OT) [57] is a cryptographic protocol that in
its most basic form allows a sender P1 to obliviously transfer
one out of two messages (m0,m1) to a receiver P2 based on
a selection bit b chosen by P2 s.t. P1 learns nothing about b
and P2 learns only mb but nothing about m1−b.
It was shown in [35] that performing OTs always requires
some form of public key cryptography. However, with OT
extension (OTe) protocols [9, 36], a small number (e.g., 128)
of “base OTs” can be extended to a large number of OTs using
only efficient symmetric cryptographic operations.
There exist flavors of OTe with reduced communication
complexity [5]: In random OT (R-OT), neither party inputs
any values, but the inputs of sender and receiver are randomly
chosen by the protocol. In correlated OT (C-OT), m0 is chosen
at random, whereas m1 is computed as a function f of m0:
m1 = f (m0), where f is privately known to P1 only.
It is possible to precompute OTs s.t. all computationally
expensive operations are performed via R-OTs in advance [8].
Later, the random values obtained via R-OTs are used to mask
the actual inputs, requiring only cheap XOR operations in the
style of one-time-pad encryption.
3.2 Garbled Circuits
Yao’s garbled circuits (GC) [62] is one of the most promi-
nent techniques for secure two-party computation. (In the
following the two parties are called garbler and evaluator.)
The idea is to represent the function that is evaluated as a
Boolean circuit and to replace each logical two-input gate by
a garbled gate. Each wire of the garbled gate is given two
random wire labels, representing 0 and 1. To garble a gate, the
garbler uses all four combinations of the gate’s two input wire
labels to encrypt the corresponding output wire label, based
on the truth table of the original gate, and sends the resulting
ciphertexts, the so-called garbled table, to the evaluator. The
evaluator can then use the two input wire labels it possesses
to decrypt one of the four ciphertexts and receive the output
wire label, which is then used as input for subsequent gates.
We now describe how the evaluator obtains the wire la-
bels corresponding to the inputs of the two parties: Since the
garbler knows all wire labels, it can send the wire labels corre-
sponding to its input bits to the evaluator. However, to ensure
input privacy for the evaluator, the wire labels corresponding
to the evalutor’s input bits are retrieved via OTs. The garbler
also sends information that allows the evaluator to decode the
final output wire labels to 0 or 1.
Several optimizations for Yao’s original scheme have been
presented s.t. today it is most efficient to combine the fol-
lowing techniques: Point-and-Permute [10], Free-XOR [42],
fixed-key AES garbling [11], and Half-Gates [63].
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3.3 OPRF Evaluation
An oblivious pseudorandom function (OPRF) is a protocol
between two parties: sender P1 holding key k and receiver P2
holding input x. After the invocation of the protocol, P2 learns
the output fk(x) of a keyed pseudorandom function (PRF) f .
Additionally, it is guaranteed that P1 does not learn anything
about x and P2 does not learn anything about k.
OPRF evaluations can be used to build PSI protocols as
proposed in [28, 30, 40, 52]: The server samples a key k uni-
formly at random, evaluates the PRF fk(xi) on each of its
items xi ∈ X , and sends the results to the client. Server and
client now engage in the OPRF protocol, where the server
inputs key k and the client inputs elements y j ∈ Y . After this
step, the client obtains fk(y j) for each item y j ∈Y and can per-
form a plain intersection between the items fk(xi) and fk(y j).
The client then outputs the elements y j corresponding to the
values in the intersection.
In this work, we instantiate the PRF either using the Naor-
Reingold PRF [47] (NR-PSI) or a garbled circuit-based evalu-
ation of a block cipher (GC-PSI). In [37], the authors describe
an alternative algebraic OPRF construction based on a PRF
by Dodis-Yampolskiy [25]. However, due to the use of Paillier
encryption, this construction is likely slower than the Naor-
Reingold PRF and their follow-up work [38], the basis for [59]
(cf. §6.2). Moreover, it requires a common reference string in
the form of an RSA modulus with unknown factorization.
3.4 Cuckoo Filters
Cuckoo filters [27] are an alternative to the more popular
Bloom filters [12]. Like Bloom filters, they are a data structure
for compact set representation that allows for fast member-
ship testing with controllable false positive probability (FPP).
Cuckoo filters employ a hashing technique similar to Cuckoo
hashing [48], which has been used in the past as a building
block in PSI protocols (e.g., [41, 51, 53–56]).
Resende and de Freitas Aranha [59] first used Cuckoo
filters in a PSI protocol. This is due to several advantages over
Bloom filters when representing the server’s database, namely
they (i) support inserting and deleting items subsequently,
whereas standard Bloom filters only support inserting items,
and variants that do support deletion such as counting Bloom
filters have much higher storage costs; (ii) have better lookup
performance; and (iii) use less space in many scenarios while
having the same false positive probability.
Cuckoo filters consist of a table of buckets with fixed bucket
size b. Inside the buckets, so-called tags are stored. Tags are
small bitstrings obtained by hashing items. More precisely,
to represent an item x in a Cuckoo filter, we first calculate
its tag tx = Ht(x), where Ht is a hash function with output
bitlength v. This tag is stored in one out of two possible
buckets. The position of the first possible bucket is calculated
as p1 = H(x), where H is another hash function that maps the
input to a position in the table of buckets. In case this bucket
is already full, the tag is stored in the second possible bucket
at position p2 = p1⊕H(tx). Note that it is always possible to
determine the other candidate bucket p j just from knowing
its tag tx and the current position pi: p j = pi⊕H(tx). If both
buckets are full, one tag in one of the buckets is chosen at
random, removed from that bucket, and moved to its other
possible bucket. This procedure is repeated recursively until
no more relocations are necessary.
To check whether an item is contained in the Cuckoo filter,
one computes its tag and both possible bucket locations and
compares the tags stored there for equality. For deleting the
item, the matching tag is removed from the filter.
Due to hash collisions, two items may produce equal tags.
As a consequence, lookups can lead to false positives. The
false positive probability εmax is mainly dependent on the
tagsize v and also slightly on the bucket size b since larger
buckets result in more possible collisions within each bucket.
3.5 Unbalanced PSI with Precomputation
For private contact discovery, the following properties are de-
sired: (i) the server performs the computationally expensive
tasks; (ii) all computationally expensive and communication
intensive tasks are performed only once; and (iii) the actual
intersection computation is very fast and also allows for ef-
ficient updates. Therefore, [40] suggest to use PSI protocols
with precomputation, where most time consuming tasks are
performed ahead of the actual intersection.
Our PSI protocols for unbalanced set sizes share a common
structure. Following the precomputation approach of [40],
they are divided into the following four phases: (i) The base
phase is completely independent of any input data and con-
sists, e.g., of OT precomputation. Its complexity is linear in
the maximum number of contacts a client expects to match
in future protocol executions before the base phase is re-run.
(ii) The complexity of the setup phase is linear in the size of
the large set held by the server. It involves encrypting all ele-
ments in the server database via PRF evaluations as described
in §3.3 and inserting them into a Cuckoo filter for compact
representation, which is transferred to the client. (iii) During
the online phase client and server jointly perform OPRF eval-
uations on all elements of the client. The client then looks up
all received encryptions in the Cuckoo filter to determine the
intersection. Thus, the complexity of the online phase is only
linear in the size of the small client set. (iv) Changes in the
server database trigger the update phase, where the Cuckoo
filter on the client side is updated by sending a small delta for
each inserted or deleted database entry.
4 Optimizing OPRF-based PSI Protocols
We propose more efficient database representations and PRFs,
give the full descriptions for our optimized NR- and GC-
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PSI protocols, enable security against malicious clients, and
suggest multiple extensions to further increase practicality.
4.1 More Efficient Database Representations
Realistic Cuckoo Filter Parameters. Resende and de Fre-
itas Aranha [59] propose using Cuckoo filters as an extension
to the DH-based PSI protocol of [7] and they perform ex-
periments to find optimal Cuckoo filter parameters based on
the number of server items and the desired error probability.
While their findings are directly applicable to our use case,
they set very aggressive Cuckoo filter parameters (tagsize
v = 16, bucket size b = 3) and settle for a maximum false
positive probability (FPP) of εmax ≈ 2−13. We find this FPP
not practical since it implies that about one in 10 clients per-
forming PSI for 210 elements receives a false positive.
Instead, we propose to use tagsize v = 32 to reach a FPP of
εmax ≈ 2−29 or tagsize v= 42 to reach a FPP of εmax ≈ 2−39
while still maintaining a bucket size of b = 3. For our experi-
ments, we choose the parameter set v = 32,b = 3, and choose
the size of the Cuckoo filter to have a load factor of ≈ 66%,
leading to a Cuckoo filter size of 6MiB per 220 items.
Novel Cuckoo Filter Compression. The size of Cuckoo
filters can be reduced by applying a simple but effective com-
pression technique that to the best of our knowledge was not
considered before: For each entry of a Cuckoo filter, an ad-
ditional bit is transmitted that indicates whether this entry is
empty or holds a tag. The entry itself is only transmitted if it
is not empty. This way, the filter is represented as a bit map
and a list of tags. For a Cuckoo filter storing n items with
tagsize v, bucket size b, and load factor l, this reduces the size
from nl · v bits to nl +n · v bits. In the example above, the size
of the Cuckoo filter is reduced from 6MiB to 4.19MiB, i.e.,
by ≈ 30%. An advanced version of the compression tech-
nique presented above encodes the number of tags (0 to b) in
each bucket with log2(b+1) bits instead of sending b bits per
bucket. This is possible since the actual position of each tag
within a bucket is not important.
This compression technique is especially useful for very
sparse Cuckoo filters, which appear in use cases where the set
of items is expected to grow fast (e.g., during the release phase
of a new messaging application). For example, if only 10% of
a Cuckoo filter storing a maximum of 220 items is occupied,
it can be compressed by a factor of 8.3x.
In concurrent and independent work, Breslow and
Jayasena [15] proposed Morton filters, which combine these
compression techniques with cache-optimized layouts and
further optimizations. Morton filters provide higher insertion,
lookup, and deletion throughput than traditional Cuckoo fil-
ters, while usually having equal or slightly lower storage costs.
We leave the evaluation and usage of Morton filters in our
protocols for future work.
Better Cuckoo Filter Updates. In [59], when performing
an update after new elements are inserted into or deleted from
the server’s set, each encrypted element to be updated is sent
to the client where it is inserted into the existing Cuckoo filter.
However, for Cuckoo filters, all information required to insert
a new item is its tag and the index of one of its candidate
buckets. From this information, it is possible to calculate the
second candidate bucket in case relocations are necessary.
The same information is also sufficient to delete an item. For
example, the bucket index in a Cuckoo filter storing n = 228
items with bucket size b = 3 and load factor ≈ 66% can be
represented with 27 bits. This results in sending 59 bits per
updated element for tagsize v = 32. In comparison, in [59] an
encrypted element is represented by one point on the GLS-254
binary elliptic curve, which results in 256 bits of communica-
tion when using point compression with two trace bits, which
needs 4.3x more communication than our approach.
4.2 More Efficient PRF for GC-PSI
During the online phase of the GC-PSI protocol, both parties
interactively evaluate an OPRF on the client’s items using
garbled circuits. For each of the client’s items, the server pre-
pares a garbled circuit P̃RFk that evaluates the chosen PRF
under the server’s key k. The choice of this PRF has a sig-
nificant impact on both the runtime and the communication
complexity of the overall protocol. Several improvements for
Yao’s GC protocol [62] have appeared in recent years that
changed the desired properties of the functions to be evalu-
ated. Most notably is the Free-XOR [42] optimization, which
allows XOR gates to be evaluated securely “for free”, mean-
ing all necessary operations can be performed locally without
any communication between the parties. This optimization
has lead to research in the area of ciphers with a low number
of AND and instead many free XOR gates.
In previous GC-PSI implementations, the choice of the PRF
was AES-128. Using the optimized S-Box implementation
of [13], an AES-128 circuit (without key schedule) has 5,120
AND gates [32], serving as a baseline for comparison.
In this section, we focus on variants of LowMC [2], a highly
parameterizable block cipher designed for use cases in multi-
party computation (MPC) and fully-homomorphic encryption
(FHE). [40] mentioned the possibility of using LowMC in-
stead of AES for GC-PSI. We look at several instantiations
of LowMC and present optimized parameter sets specifically
for the use case of GC-PSI and mobile contact discovery. In
the following, we give a short description of LowMC and
highlight the different parameter choices.
LowMC [2] is a block cipher where block size n, key size k,
number of S-Boxes per substitution layer m, and allowed
data complexity d can be chosen freely up to some sanity
constraints. The required number of rounds r to reach the
security claims is then derived from these parameters.
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Data Complexity. The data complexity of a cipher is the
number of plaintext-ciphertext pairs allowed to be released
before the security claims no longer hold. In the GC-PSI
protocol, we can exactly control the maximum number of
published plaintext-ciphertext pairs by limiting the number
of client queries, and therefore can reduce the number of
LowMC rounds required for security. We set the allowed data
complexity to be d = 264, allowing for 220 contact discoveries
of 210 items for each of the 228 clients, while still being below
the security margin by a factor of over 100x. For smaller-scale
applications, we also give a parameter set for 232 total data
complexity, which suffices to run 220 queries of 210 items
each. While we could also use this parameter set for larger-
scale applications, the system needs to be re-keyed after the
data complexity has been reached.
Key Schedule. In many MPC applications using OPRF
evaluations, one party knows the entire secret key and can,
therefore, perform any key-scheduling algorithm (e.g., for
AES or LowMC) offline. The circuit is then modified to take
the expanded key as an input. In many cases, this can be a per-
formance improvement since the key-schedule algorithm does
not have to be computed using the MPC protocol. However,
when performing OPRF evaluations using garbled circuits,
the party holding the secret key needs to send wire labels
for each input bit, increasing the communication. While for
AES-128, only 11x more wire labels need to be transferred for
the expanded key, some instantiations of LowMC require sev-
eral hundreds of rounds. Sending labels for the expanded key
essentially removes the advantage of the lower AND count
that comes with such a large number of rounds. However, we
observe that in the GC-PSI protocol the OPRF evaluation is
always performed with the same key. Thus, we can bundle all
of the client’s circuits together into one large circuit and evalu-
ate the key-schedule only once. This means that we only need
to send the wire labels corresponding to the non-expanded
key once, and therefore save ≈ 2KiB for each subsequent
client item when using a 128-bit key. It is also possible to
only evaluate parts of the garbled circuit if the number of
client items is lower than the number of precomputed circuits.
LowMC Instances. For use in our GC-PSI protocol, we
highlight several LowMC instances, exploring different pa-
rameter choices. In Tab. 2, we give the parameters and com-
pare the number of AND gates to AES-128. The number
of rounds is calculated according to the LowMCv3 round
formula5, which was updated by the LowMC team to take
new cryptanalysis of LowMC (cf. [23, 24, 58]) into consider-
ation. We can observe some interesting properties: LowMC
instances (1) and (2) require the same number of rounds to be
secure, but instance (1) has the maximum number of possi-
5https://github.com/LowMC/lowmc/blob/master/determine_r
ounds.py
PRF n k m d r #ANDs
(1) LowMC 128 128 42 264 13 1,638
(2) LowMC 128 128 31 264 13 1,209
(3) LowMC 128 128 1 264 208 624
(4) LowMC 128 128 1 232 192 576
(5) LowMC 128 128 1 2128 287 861
(6) AES-128 128 128 16 2128 10 5,120
Table 2: Comparison of PRF instances for use in the GC-PSI
protocol. The recommended instance is highlighted in bold.
ble S-Boxes, while (2) does not. Since instance (2) provides
the same security as (1) while requiring fewer S-Boxes, and
therefore a lower amount of AND gates, it should always
be preferred. LowMC instance (3) has the smallest possi-
ble S-Box layer with only one S-Box per round and also the
lowest number of AND gates. While its 208 rounds can be
a drawback in some protocols, Yao’s GC protocol [62] has
a constant number of communication rounds and therefore
the large number of LowMC rounds does not decrease per-
formance in high-latency networks. Additionally, using the
optimizations presented by [22], the large number of linear
layer computations can be reduced, bringing the evaluation
time of (3) close to (1) and (2). For these reasons, we recom-
mend the use of instance (3) for GC-PSI, which requires 8.2x
fewer AND gates than standard AES-128 (6). Thus, we per-
form all performance evaluations using instance (3). For use
cases with small data complexity requirements, we recom-
mend LowMC instance (4), which is a small improvement
of 8.3 % in runtime and communication compared to (3). For
completeness and direct comparison to AES-128, we also
give a variant of LowMC with data complexity of 2128 in (5).
4.3 Optimized GC-PSI Protocol
The idea of using Yao’s GC protocol for OPRF evaluations
was first proposed in [52] and used to construct a PSI protocol
in the precomputation setting in [40].
The full protocol description is given in Fig. 1.We propose
an optimization that halves the online communication for the
OTs (which is the only communication in the online phase).
This optimization is of independent interest as it improves
the practicality of Yao’s GC protocol in arbitrary use cases
with precomputation. It is based on the observation that with
the Free-XOR technique [42] for Yao’s GC protocol [62],
the client receives one of the two labels l0 and l1 = l0 ⊕
∆ via OT depending on its input bit, where l0 is chosen at
random and ∆ is a random global constant only known by the
garbler. A natural consideration would be to replace the real
OTs, as used in [40], with correlated OTs (C-OTs) (cf. §3.1).
Unfortunately, since the client input is unknown in the base
phase, this prevents either the precomputation of the garbled
circuits or the OTs. This is because in the online phase when
using OT precomputation [8], the random messages r0 and r1
obtained by the sender in the base phase need to be swapped
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Server Client
Input: X = {x1, . . . ,xNs} of bitlength α Input: Y = {y1, . . . ,yNc}
Output: ⊥ Output: X ∩Y
Generate random PRF key k and Free-XOR offset ∆ Base Phase S := {}
For i = 1 to NpreC : Agree on ε,v,b For i = 1 to N
pre
C :




i, j = r
0
i, j⊕∆




for i = 1 to NpreC :
(P̃RF ik, l
0









Initialize Cuckoo filter CF with parameters Ns,ε,v,b Setup Phase
for i = 1 to NS:
CF.Insert(PRFk(xi)) CF
for i = 1 to NC: Online Phase for i = 1 to NC:
for j = 1 to α: for j = 1 to α:
bi, j = ci, j⊕yi[ j]
Bi, j = r
bi, j
i, j ⊕ l0i, j li, j = rci, ji, j ⊕Bi, j
PRFk(yi) = GC.Eval(P̃RF ik, li,1, . . . , li,α)
If CF.Contains(PRFk(yi)):
put yi into S
Output S
Update Phase
Insert / Delete NU items
U := {}
For i = 1 to NU :
compute tag ti and CF position pi for PRFk(ui)
Put (ti, pi) into U
U,op ∈ {Insert,Delete} for i = 1 to NU :
Insert / Delete ti in CF at position pi or pi⊕H(ti)
Figure 1: Our optimized GC-PSI protocol (based on [40, 52, 59]). Wire labels are computed as l0i, j = r
0
i, j⊕δi, j and l1i, j = l0i, j⊕∆,
where the values δi, j are chosen at random while building the garbled circuit. N
pre
C ≥ NC denotes the number of precomputed
OTs and garbled circuits; the base phase must be repeated before further online phase executions once NpreC queries are exceeded.
in case the random choice made by the receiver differs from
its actual input. Thus, it would be necessary to swap input
wire labels in the garbled circuits, which requires recomputing
and resending at least the first layer of those circuits.
Our novel precomputation method circumvents this
dilemma: In the base phase we run C-OTs via OT extension
s.t. the garbler on input ∆ learns the random but correlated
values r0 and r1 = r0⊕∆, whereas the evaluator upon random
choice c learns rc. For garbling we choose the labels for the in-
put wires of the circuit as l0 = r0⊕δ and l1 = l0⊕∆. Here, δ
is a newly introduced random value that in contrast to ∆ is
not global but chosen individually for each label pair. In the
online phase of the protocol, the evaluator sends a correction
bit b = c⊕ y stating whether its random choice c differs from
the actual input y. The garbler responds with B = rb⊕ l0. This
way, the evaluator learns either δ or δ⊕∆. It then sets the label
for its input to l = rc⊕B. As one can easily verify for the four
possible combinations of random choices c and correction
bits b, the evaluator always retrieves the correct label.
The security of the C-OT precomputation is based on the
same arguments as standard OT precomputation [8] and since
we use a fresh uniformly random δ for each wire label, the
resulting wire label is also uniformly random. In other words,
we resolve the problem by fixing the wire labels but if neces-
sary swapping the masks required to retrieve the correct label
from the initial C-OT result.
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Server Client
Input: X = {x1, . . . ,xNs} of bitlength α Input: Y = {y1, . . . ,yNc}
Output: ⊥ Output: X ∩Y
Base Phase S := {}
Generate p,q,g,a = (a0,a1, . . . ,aα) Agree on ε,v,b, p,q
For i = 1 to NpreC : For i = 1 to N
pre
C :








Initialize Cuckoo filter CF with parameters NS,ε,v,b Setup Phase





axi[ j]j mod q
CF.Insert(gCi mod p) CF
For i = 1 to NC: Online Phase For i = 1 to Nc:
For j = 1 to α: For j = 1 to α:
bi, j = ci, j⊕yi[ j]
ri, j = r
bi, j
i, j
r1−bi, ji, j ⊕ (r
bi, j





ri, j)−1 mod q Ri, j = r
ci, j
i, j ⊕yi[ j] · (r
1−bi, j
i, j ⊕ (r
bi, j
i, j ·a j))
g̃i = ga0·r
inv









i mod p) then
put yi into S
Output S
Figure 2: Our optimized NR-PSI protocol (based on [31, 40, 59]). When using a plain finite field, the modulus p is prime, q is a
prime divisor of p−1, g ∈ Z∗p is of order q, and a0,a1, . . . ,aα as well as r0i, j,r1i, j are random numbers in Z∗q. The update phase is
omitted since it is similar to the GC-PSI protocol (cf. Fig. 1), except using the NR-PRF to compute tag ti and CF position pi.
4.4 Optimized NR-PSI Protocol
The usage of the Naor-Reingold PRF (NR-PRF) [47] for
PSI was first proposed in [31] and the resulting PSI protocol
transformed into the precomputation setting in [40]. The NR-




i mod p, (1)
where, when using a plain finite field, p is a prime, q is
a prime divisor of p− 1, g ∈ Z∗p is a generator of order q,
a0,a1, . . . ,aα are random numbers in Z∗q forming key k, and α
is the bitlength of element xi.
Among all protocols for mobile contact discovery evaluated
in [40], NR-PSI is the only protocol besides GC-PSI that can
easily be made secure against malicious clients by employing
malicious secure OT extensions (cf. §4.5). Furthermore, ac-
cording to the empirical performance comparison in [40], the
NR-PSI protocol causes ≈ 30x less communication overhead
than GC-PSI without our optimizations. This is why we also
consider the NR-PSI protocol in this work and compare it to
our optimized GC-PSI implementation in §6.
The full protocol description is given in Fig. 2. We propose
an optimization that improves the online communication for
OTs by factor 2x. The optimization is based on the observa-
tion that in the definitions of [31] the client chooses between
a random r and r ·a depending on the current bit of its input
element. This implies that C-OTs (cf. §3.1) can be used in-
stead of real OTs, thereby sending only one message in the
size of the symmetric security parameter instead of the two
messages when using the OTe protocols of [3].
Since we use the precomputation form of [40], we propose
a novel combination of OT precomputation [8] and C-OT [3].
As in OT precomputation, the client sends a correction bit b
stating whether its random choice c in the precomputation
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phase equals its real input. Depending on b, the server then
decides which of the two random messages obtained during
OT precomputation is chosen as r and which is used to mask
the correlated message r ·a that is sent to the client. Likewise,
the client either proceeds with the message obtained during
OT precomputation as r or uses this message to unmask the
received correlated message.
4.5 Malicious Security
As observed already in [40], the only messages sent by the
client in the GC-PSI and NR-PSI protocols are those in the
base OT and OT extension protocols as well as the correction
bits during the online phase when applying OT precomputa-
tion [8]. Therefore, both protocols can easily be made secure
against a malicious client by using a maliciously secure OTe
protocol such as [4] or [39], together with maliciously secure
base OTs such as [50]. As the OT extension contributes only a
small percentage to the total runtime of the PSI protocols and
today’s maliciously secure OTe protocols are only slightly
less efficient than the passively secure OT extension of [3],
the total runtime of the PSI protocols does not increase by a
noticeable amount when replacing the OTe protocols. Please
note that enumeration attacks (i.e., querying the server re-
peatedly with different inputs) are still possible when using
our protocols. However, even an ideal functionality for PSI
(e.g., a trusted third party) and currently deployed non-private
contact discovery methods cannot prevent this. We recom-
mend to employ well-established measures like rate limiting
to mitigate such attacks.
The case of a malicious server is different: it could, for
example, send wrong wire labels, use wrong circuit descrip-
tions, or send a wrong server set. In general, the client does
not reveal the intersection result to the server, so a malicious
server can only influence the correctness of the client’s com-
putation, but cannot learn any information about the client’s
items when using maliciously secure OTs. Unfortunately, in
most mobile messaging applications, the client sends infor-
mation about the intersection (most likely even the entire
intersection) to the server. This allows a malicious server to
learn information about the client’s items that are not part
of the intersection of the two actual input sets. Therefore,
we need to assume a semi-honest server in such scenarios.
Preventing malicious behavior on the server side could be
done by combining our protocols with a trusted execution en-
vironment for hardware-enforced code and remote attestation
capabilities s.t. the server’s protocol deviation possibilities
are restricted to wrong inputs for the Cuckoo filter construc-
tion. However, assuming a semi-honest server is reasonable
since there are legal requirements and financial incentives for
a service provider to behave correctly: once misconduct gets
known publicly, users will abandon the malicious service and
switch to a more trustworthy alternative.
4.6 Further Extensions
The bottleneck for very large server sets is the communication
required to send the Cuckoo filter to the client. For example, a
compressed Cuckoo filter for 228 server items with false posi-
tive probability εmax ≈ 2−29 has a size of ≈ 1GiB, which is
prohibitively large for transmission on mobile network speeds
and data plans. For even larger server databases, the proto-
cols eventually become impractical. For example, for a server
database with 231 entries, it would be necessary to download
a Cuckoo filter of size ≈ 8GiB. Therefore, we describe how
to reduce the overall client-server communication to be loga-
rithmic in the size of the server database. We propose further
extensions to increase practicality in App. A.
Combination with Private Information Retrieval (PIR).
In their PIR-PSI protocol, Demmler et al. [21] propose the use
of multiple non-colluding servers together with a multi-server
PIR protocol. Applied to our PSI protocols, the extension
works as follows: After the server prepared the Cuckoo filter,
it is not transmitted to the client, but to a second non-colluding
server instead. Since the Cuckoo filter only contains the re-
sults of PRF evaluations, the second server does not learn
anything about the items in the main server’s set. The client
then performs the OPRF evaluation for each of its items with
the first server and then runs a multi-server PIR protocol to
retrieve the fingerprints stored in the Cuckoo filter.
The communication complexity for the multi-server PIR
lookup is O(κ logn), where κ is the symmetric security param-
eter and n the size of the server database [14, 21]. Since the
overall client-server communication therefore is logarithmic
and not linear in the size of the server database, our protocols
are expected to remain practical even for server databases
with more than a billion items. In practice, the remaining
challenge for messaging services is to find a trustworthy part-
ner operating the second PIR server while at the same time
making it credible to users that no collusion is happening.
5 Android Implementation
To demonstrate the feasibility of our optimized PSI protocols
for performing private contact discovery on mobile devices,
we provide implementations for smartphones running on An-
droid.6 Previous works [34, 40] presented experiments on
dedicated mobile devices, but the performance of these im-
plementations was not sufficient for real-world usage. For
example, the Java implementation of [40], which is based on
the ObliVM framework [43], takes more than a second to
evaluate a single garbled AES-128 circuit. In our implemen-
tation, we make use of native C/C++ code support in Android
and also use hardware acceleration for cryptographic opera-
tions available in modern smartphones. More precisely, native
6https://contact-discovery.github.io
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AES-128 instructions are used both as a PRNG and during the
creation and evaluation of the garbled circuit. These features
allow our implementation to reach truly practical performance.
Compared to the Java-based implementation of [40], we eval-
uate a garbled AES-128 circuit more than 1,000x faster.
5.1 Base OTs and OT Extension
For performing base OTs, we use the OT protocol of Chou and
Orlandi [20] with the additional verification step proposed
by Doerner et al. [26]. Together with the (C-)OT extension
protocol of Keller, Orsini, and Scholl [39], this results in a
maliciously secure protocol (cf. [26]).
Our OT implementation is based on libOTe by Rindal [60],
which is heavily optimized for the x86 architecture. Thus, we
ported large parts of the library to the ARMv8 architecture
to achieve high performance on mobile devices. At the same
time, we kept the library compatible with its x86 counterpart
to facilitate natural development of client-server applications.
5.2 GC-PSI Implementation
For the GC-PSI protocol, we implement Yao’s GC protocol
(cf. §3.2) with Free-XOR [42] and Half-Gates [63], resulting
in no communication for XOR-gates and two wire labels
of κ bits each per AND gate, where κ = 128 is the symmetric
security parameter.
For creating and evaluating the garbled tables, the most ef-
ficient choice today is fixed-key AES [11], mainly due to the
hardware support for AES that is widespread in modern x86
CPUs. The ARM Cryptography Extensions (CE) introduced
in the ARMv8 architecture similarly provide hardware in-
structions for AES, SHA-1, and SHA-2 variants, resulting in
AES speedups of factor 35x compared to a standard AES
software implementation. This allows us to also use fixed-key
AES [11] for garbling in our implementation.7 Additionally,
the ARMv8 architecture provides instructions for vector oper-
ations on 128-bit registers (the so-called NEON instruction
set), which we use to efficiently work with 128-bit wire labels.
In Tab. 7 in App. B, we demonstrate the wide availability of
ARM CE in most recent smartphone processors.
5.3 NR-PSI Implementation
For implementing the NR-PSI protocol, we use the modified
libOTe version described in §5.1 for C-OT precomputation
as well as the GNU GMP8 library for modular arithmetic oper-
ations and the MIRACL9 library for instantiating the protocol
7As recently reported by [29], many secure computation implementations
use fixed-key AES incorrectly. However, according to [29], our instantiation
for garbling following the definitions of [63] is not affected. In contrast,
libOTe [60] is currently vulnerable. The suggested fixes however are not
expected to result in a significant negative performance impact [29].
8https://gmplib.org
9https://github.com/miracl/MIRACL
with elliptic curve P-256. The advantage of instantiating the
NR-PSI protocol with ECC instead of using a plain finite field
with comparable security parameters is that the size of the
values g̃i transferred during the online phase (cf. Fig. 2) is re-
duced by factor 8x. Also, computationally expensive modular
exponentiations are replaced with point multiplications. We
refer to this variant as ECC-NR-PSI in the following. All li-
braries are compiled specifically for the ARMv8 architecture.
6 Performance Evaluation
We empirically evaluate the performance of our optimized
GC-PSI and NR-PSI protocols and compare them to other
unbalanced PSI protocols from the literature.
Benchmark Settings. For easy comparison to related work,
we choose similar sizes for the server’s and the client’s set:
Ns ∈ {220,224,226,228} and Nc ∈ {1,28,210}. Here, Nc = 1
represents the case where a client wants to check a new con-
tact. All items have a bitlength of α = 128. We instantiate all
primitives and protocols with 128-bit security.
In all of our experiments, the sever is equipped with an
Intel CoreTM i7-4600U CPU @ 2.6GHz and 16GiB of RAM.
The client is a Google Pixel XL 2 smartphone with a Snap-
dragon 835 CPU @ 2.45GHz and 4GiB of RAM. We con-
sider two network settings: (i) an IEEE 802.11ac WiFi con-
nection with ≈ 230Mbit/s down-/upload and 70ms RTT
and (ii) a mobile LTE connection with 42Mbit/s down-
load (S→C), 4Mbit/s upload (S←C), and 80ms RTT.
Note that the LTE network speeds are real-world param-
eters and exhibit a significant difference in the down- and
upload rates. This is common in commercially available data
plans and often not taken into account in previous evaluations.
6.1 GC-PSI and NR-PSI Protocol
The runtime and communication costs for the base, setup, and
online phase of our protocols are shown in Tab. 3, Tab. 4,
and Tab. 5, respectively, and are averaged over 100 execu-
tions (except for the setup phase, where we chose 10 or less
executions due to the larger runtime). We use LowMC in-
stance (3) from Tab. 2 for the evaluation. In all tests, only a
single thread was used for both the server and the client. Since
all phases of our protocols can be parallelized trivially, we
expect a near-linear speedup when using multiple threads, ex-
cept in situations where the bottleneck is network bandwidth.
Furthermore, note that in the base and online phases of the
GC-PSI protocol, only one party actually performs the compu-
tationally expensive task of garbling or evaluating the circuit.
Therefore, if both parties are ready, the base and online phases
of the GC-PSI protocol can be interleaved in a pipelined fash-
ion, where the server sends the garbled circuits and the client
evaluates them as soon as parts of them are available. This
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Parameters Time [s] Comm. [MiB]
Nprec Protocol WiFi LTE S→C S←C
210
AES-GC-PSI 7.14 38.98 162.52 2.02
LowMC-GC-PSI 1.85 6.57 22.01 2.02
ECC-NR-PSI 0.61 4.21 0.01 1.99
Table 3: Base phase of our PSI protocols. Precomputation for
checking Nprec client contacts. Best results marked in bold.
Parameters Server Setup [s] Transmission [s] Comm. [MiB]
Ns Protocol WiFi LTE S→C
228
AES-GC-PSI 23.94












0.25 0.63 4.19LowMC-GC-PSI 7.27
ECC-NR-PSI 241.54
Table 4: Setup phase of our PSI protocols. Server setup run
once for all clients. The Cuckoo filter parameters are set as
described in §4.1 (εmax = 2−29.4,v = 32,b = 3). Best results
marked in bold. Note that the size of the client set does not
influence the runtime of the setup phase and the client does
not send any data during the setup phase in any protocol.
method can reduce the runtime of the combined base and
online phase to the runtime of the slower phase.
We observe that using LowMC instead of AES in the GC-
PSI protocol leads to 7.4x less communication and thus to
a much smaller runtime in the base phase, while the on-
line phase of both protocol versions is very comparable.
Only during the one-time setup phase, the AES version is
more efficient due to AES-NI instructions. Using a hardware-
accelerated implementation of LowMC could reduce this run-
time close to the one of AES, but we again stress that the
setup phase is a one-time cost. This confirms our choice of
LowMC over AES as the PRF in GC-PSI.
ECC-NR-PSI is the most efficient protocol during the base
phase since it does not send garbled circuits to the client: com-
pared to the LowMC version of GC-PSI, it requires 12x less
communication. The ECC-NR-PSI online phase is slightly
slower than both GC-PSI protocols, while being the fastest for
a single item. The one-time setup phase of the ECC-NR-PSI
protocol is much slower than both GC-PSI protocol versions
due to elliptic curve operations.
6.2 Comparison with Related Work
We now highlight differences to other works in the literature
and compare our optimized GC- and NR-PSI protocols and
implementations to other unbalanced PSI implementations
available for Android in Tab. 6. Comparisons with implemen-
tations for the x86 architecture are given in App. D.
Parameters Time [s] Comm. [KiB]
Nc Protocol WiFi LTE S→C S←C
210
AES-GC-PSI 1.43 1.86 2,048 16.00
LowMC-GC-PSI 1.71 2.02 2,048 16.00
ECC-NR-PSI 2.31 2.32 4,147 16.00
28
AES-GC-PSI 0.34 0.47 512 4.00
LowMC-GC-PSI 0.37 0.48 512 4.00
ECC-NR-PSI 0.61 0.61 1,037 4.00
1
AES-GC-PSI 0.03 0.03 2.00 0.02
LowMC-GC-PSI 0.04 0.05 2.00 0.02
ECC-NR-PSI 0.01 0.02 4.06 0.04
Table 5: Online phase of our PSI protocols. Best results
marked in bold. The influence of the server set size on runtime
and communication is negligible and therefore not listed.
Chen et al. [18, 19]. The protocols of [18, 19] for unbal-
anced PSI are based on leveled fully homomorphic encryp-
tion (FHE). They both work as follows: the client encrypts all
its items and sends them to the server, which then computes
the intersection under encryption with all of its own items
and returns the result in encrypted form. The client can then
decrypt the received ciphertexts to find the intersection.
The protocol in [19] is only defined for 32bit strings, a
limitation that stems from the parameter choice of the FHE
scheme. Since the universe of possible items is larger than 232
in the use case of contact discovery, we exclude this protocol
from further comparisons. However, this limitation was lifted
in the subsequent work [18] where arbitrary length items are
supported. The benefits of [18] compared to our protocols
are that the client is not required to store any data and that
the total communication is sublinear in the size of the server
database. For example, for Ns = 228, the total communication
in the protocol of [18] is only 18.4MB.
However, there is a huge computational overhead during
the online phase of the protocol: even on a high-end server it
takes more than 12s on 32 threads to compute the intersection
with Nc = 1024 client elements. Unfortunately, the online
phase needs to be repeated whenever there are updates on
client or server side. Also, due to the employed FHE batching
optimizations, the runtime for a single item is almost equal
to the runtime for thousands of items. Assuming that each of
the Ns = 228 registered clients runs one update per day, this
would require the service provider to pay for 228 ·12.1 ·32≈
28.9 million core hours every day. In contrast, the online
phases of our protocols run in ≈ 2s for Nc = 1024 in the
WiFi setting on a single-threaded smartphone and require
no cryptographic operations on server side. The evaluation
of [18] was performed on two servers with Intel Xeon CPUs
in a 10Gbit/s local network. Therefore, it is also unclear how
the FHE encryption and decryption routines perform in a
mobile setting on real smartphones.
Resende and de Freitas Aranha [59]. In [59], the authors
present implementation improvements for the PSI protocol
of [7]. For each element in the client’s set, they perform 3
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Parameters PSI Protocol Base + Online Time [s] Communication [MiB] Setup Communication / Setup Transfer [s] Server Setup [s]
Ns Nc WiFi LTE S→C S←C Client Storage [MiB] WiFi LTE
228
1,024
AES-GC-PSI [40] 1,507.73 2,742.66 177.23 4.00 1,380.25 42.05 272.06 26.70
NR-PSI [40] 171.23 221.20 64.25 2.02 1,380.25 42.05 272.06 194,130.21
LowMC-GC-PSI (Ours) 3.54 8.59 22.01 2.02 1,072.00 32.66 211.30 1,869.13
ECC-NR-PSI (Ours) 2.92 6.53 4.07 2.00 1,072.00 32.66 211.30 52,332.38
1
AES-GC-PSI [40] 1.53 2.95 0.18 0.02 1,380.25 42.05 272.06 26.70
NR-PSI [40] 0.17 0.21 0.06 0.01 1,380.25 42.05 272.06 194,130.21
LowMC-GC-PSI (Ours) 0.17 0.18 0.04 0.02 1,072.00 32.66 211.30 1,869.13
ECC-NR-PSI (Ours) 0.13 0.13 0.01 0.01 1,072.00 32.66 211.30 52,332.38
224
1,024
AES-GC-PSI [40] 1,507.73 2,742.66 177.23 4.00 86.26 2.74 16.80 1.18
NR-PSI [40] 171.23 221.20 64.25 2.02 86.26 2.74 16.80 12,174.40
LowMC-GC-PSI (Ours) 3.54 8.59 22.01 2.02 67.00 2.13 13.05 116.66
ECC-NR-PSI (Ours) 2.92 6.53 4.07 2.00 67.00 2.13 13.05 3,297.96
1
AES-GC-PSI [40] 1.53 2.95 0.18 0.02 86.26 2.74 16.80 1.18
NR-PSI [40] 0.17 0.21 0.06 0.01 86.26 2.74 16.80 12,174.40
LowMC-GC-PSI (Ours) 0.17 0.18 0.04 0.02 67.00 2.13 13.05 116.66
ECC-NR-PSI (Ours) 0.13 0.13 0.01 0.01 67.00 2.13 13.05 3,297.96
220
1,024
AES-GC-PSI [40] 1,507.73 2,742.66 177.23 4.00 5.39 0.32 0.81 0.05
NR-PSI [40] 171.23 221.20 64.25 2.02 5.39 0.32 0.81 758.40
LowMC-GC-PSI (Ours) 3.54 8.59 22.01 2.02 4.19 0.25 0.63 7.27
ECC-NR-PSI (Ours) 2.92 6.53 4.07 2.00 4.19 0.25 0.63 241.54
1
AES-GC-PSI [40] 1.53 2.95 0.18 0.02 5.39 0.32 0.81 0.05
NR-PSI [40] 0.17 0.21 0.06 0.01 5.39 0.32 0.81 758.40
LowMC-GC-PSI (Ours) 0.17 0.18 0.04 0.02 4.19 0.25 0.63 7.27
ECC-NR-PSI (Ours) 0.13 0.13 0.01 0.01 4.19 0.25 0.63 241.54
Table 6: Comparison of PSI protocols with smartphone implementations. Numbers for protocols of [40] are obtained by running
their implementations in our benchmarking environment. In all tests Nprec = Nc. Best in class marked in bold.
point multiplications and transmit 2 group elements. This
results in a lower communication than our approaches (64B
for 2 group elements vs. 22KiB per garbled circuit vs. 6KiB
per item in NR-PSI). However, one major contribution of [59]
is a significant optimization of the GLS-254 curve for x86
CPUs. It is therefore unclear how their protocol performs on
smartphones with ARMv8-A hardware. Furthermore, their
Cuckoo filters parameters allow for a false positive probability
that is too high for real-world deployment (cf. §4.1). Finally,
their protocol assumes semi-honest adversaries, and while a
maliciously secure variant [38] of their basic protocol exists,
its performance has not yet been evaluated.
Kiss et al. [40]. In [40], the authors consider various semi-
honest PSI protocols, from which their GC-PSI and NR-PSI
protocols are the foundation of our work. Their Android im-
plementation (in pure Java) takes about 1.5s for a single obliv-
ious AES evaluation in their GC-PSI protocol. The authors
therefore conclude that instead their ECC-DH-PSI protocol is
most suited for the mobile use case since the evaluation time
for a single item is 23ms. However, both of our optimized
protocols with security against malicious clients are more
than competitive with an evaluation time of less than 2ms
for a single item. For Nc = 1024 client elements, the com-
bined base and online time of our optimized GC- and NR-PSI
protocols improves by more than a factor of 300x and 30x,
respectively, compared to the unoptimized semi-honest im-
plementations of [40] in both the WiFi and the LTE network
setting. Also, the total communication during the base and
online phase improves by factors 7.5x and 10.9x compared
to the respective GC- and NR-PSI protocols of [40].
7 Conclusion
Our native implementations of our optimized NR- and GC-
PSI protocols are two almost equivalently outstanding solu-
tions for large-scale mobile private contact discovery with se-
curity against malicious clients. The Signal developers stated
that to actually deploy PSI-based contact discovery, it would
need to be able to handle a server database with 1 billion users
while address books are assumed to contain up to 10,000 con-
tacts. In terms of latency, lookups are required to take less
than 2s, while in terms of throughput a single core should be
able to handle 1,600 contacts per second. Clearly, we cannot
meet these demanding requirements yet. Therefore, as part
of future work, we suggest to implement and evaluate our
proposed extensions (especially the combination with PIR) to
take the next important steps towards real-world deployment.
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A Protocol Extensions
We propose further extensions for improving practicality.
Combination with FHE Protocols. Protocols for unbal-
anced PSI based on fully homomorphic encryption (FHE),
e.g., [18], are computationally expensive and thus much
slower during the online phase than our protocols (cf. §6.2).
However, their advantage is that the total amount of commu-
nication is sublinear in the size of the server database. When
clients install a new messaging application and are not con-
nected to a high-speed WiFi network, such FHE-based pro-
tocols likely produce faster contact discovery results, which
leads to higher user satisfaction. Thus, we recommend the
following hybrid use of contact discovery protocols: Directly
after installation of a mobile messaging application, a FHE-
based protocol (e.g., [18]) is used to perform the initial contact
discovery. Then, while the phone is charging overnight and
is connected to a WiFi network, the base and setup phase of
one of our protocols is performed. This leads to very efficient
online phases for future protocol runs, which are performed
regularly when updates on client or server side happen (poten-
tially over mobile data plans where communication matters).
See also §6.2 for a more detailed comparison between FHE-
based unbalanced PSI protocols and our work.
Dedicated Server for Cuckoo Filter Membership Tests.
In many scenarios, a large number of clients is part of a sin-
gle organization. For example, consider the mobile malware
detection scenario discussed in [40], where all applications in-
stalled on a client’s smartphone are checked against a database
of malicious applications. When employing such a malware
detection service in an enterprise context, a company usually
buys a volume license for all of its employees.
To reduce the overall data communication, the company
could host a dedicated server which would receive the large en-
crypted database of server items represented as a compressed
Cuckoo filter once. If a client then wants to compute the inter-
section between installed and malicious applications, it only
communicates with the malware detection service provider to
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perform OPRF evaluations and then hands off the encrypted
items to the trusted company server, which performs the set
intersection on behalf of the clients and reports back the result.
Since this trusted server does not have knowledge of the PRF
key, it cannot directly deduce which items the client holds.
However, since the OPRF result is deterministic when using
the same secret key, the trusted server can learn when multiple
clients request the same item. Furthermore, it could interact
with the malware detection service provider itself to obtain
encryptions of known items, which it can compare to the
encrypted items of the clients. However, this kind of leakage
can be argued to be acceptable in many settings, such as the
company-internal setting mentioned above.
Partitioning the Database. A simple solution to reduce the
required communication during the setup phase is to partition
the server database s.t. clients only download Cuckoo filters
relevant for the contacts in their address book (for example
w.r.t. number prefixes, states, countries, or regions).
Assuming that the majority of users has contacts in only
very few such partitions, this approach leads to practical data
transmission sizes even for services with billions of users. In
the worst case (i.e., a user has contacts in all partitions or
prefers to leak no information at all), multiple runs of our
protocols can cover the worldwide user base.
However, this solution presents a significant performance /
privacy trade-off since clients leak information about their
social graph. For example, intelligence agencies might find it
suspicious if US citizens evidently have contacts in middle
eastern countries. How severe the privacy of users is threat-
ened also depends on how fine-grained the chosen partitions
are: if they are too small, it might even be possible to identify
an individual just by observing Cuckoo filter downloads.
B ARM Cryptography Extensions (CE)
The wide availability of the ARM Cryptography Exten-
sions (CE) in modern smartphone processors is highlighted
in Tab. 7.
System-on-a-Chip (SoC) Example Smartphones and Tablets CE
Apple A4, A5, A6 iPhone 4, iPad, iPad 2, iPhone 5 7
Apple A7, A8, A9 iPhone (5s,6), iPad Air, iPad mini 2 3
Apple A10, A11, A12 iPhone (7,8,X,Xs), iPad (2018), iPad Pro 3
Snapdragon 801 HTC One (E8), OnePlus One 7
Snapdragon 805 Galaxy S5+, Nexus 6 7
Snapdragon 808 Nexus 5X, LG G4, Moto X Style 3
Snapdragon 810 OnePlus 2, Nexus 6P, Sony Xperia Z5 3
Snapdragon 820 OnePlus 3, Galaxy S7, LG G5 3
Snapdragon 821 Google Pixel (XL), LG G6 3
Snapdragon 835 Google Pixel 2 (XL), Galaxy S8 3
Snapdragon 845 OnePlus 6, Galaxy S9, Sony Xperia Z2 3
Table 7: Availability of ARM Cryptography Extensions (CE)
in modern smartphone and tablet systems-on-a-chip (SoCs).
C Signal Integration Demonstrator
As a proof-of-concept, we modified the client application of
the open-source messenger Signal to perform contact discov-
ery using our PSI protocols. To be able to run the modified
client with the official servers, the integration works as fol-
lows: Whenever Signal triggers the contact discovery routine,
we run one of the PSI protocols with our own PSI server10.
The resulting matches are then used as input for the unmodi-
fied Signal contact discovery routine. This way, the official
Signal server only learns the hashes of phone numbers which
are already registered to the service. Our changes to the user
interface of the Android version of the Signal application are
depicted in Fig. 3.
(a) Signal registration. (b) Contact discovery result.
Figure 3: Screenshots of our prototype integration into the
open-source messenger Signal.
D Comparison of Unbalanced PSI Protocols
on the x86 Architecture
The goal of our paper is to provide efficient private contact
discovery for mobile messaging applications via improved
unbalanced PSI protocols with implementations optimized for
smartphones. Therefore, we focus our implementation and
evaluation efforts on the mobile use case and perform our
experiments on real smartphones with ARMv8 architecture.
However, to present the complete picture, we give a compari-
son to protocols for unbalanced PSI running on x86 hardware
and communicating in a local network in Tab. 8.
10In practice, this PSI server would be run by Signal and use the actual
database of Signal users.
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Parameters Protocol Online Time [s] Online Communi- Setup Communication / Server Setup [s]
Ns Nc cation [MiB] Client Storage [MiB]
228 1,024
[59] ∗0.16 0.07 806 ∗182
[18] ∗12.10 18.57 0 ∗4,628
LowMC-GC-PSI (Ours) 0.93 24.01 1,072 1,869
ECC-NR-PSI (Ours) 1.34 6.06 1,072 52,332
224
11,041
[59] 0.71 0.67 48 342
[19] 44.70 23.20 0 71
[18] 20.10 41.48 0 656
LowMC-GC-PSI (Ours) 12.51 258.79 67 117
ECC-NR-PSI (Ours) 11.94 65.24 67 3,298
5,535
[59] 0.35 0.34 48 342
[19] 40.10 20.10 0 64
[18] 22.01 16.39 0 806
LowMC-GC-PSI (Ours) 5.63 129.73 67 117
ECC-NR-PSI (Ours) 5.93 32.71 67 3,298
220
11,041
[59] 0.71 0.67 3 22
[19] 6.40 11.50 0 6.4
[18] 4.49 14.34 0 43
LowMC-GC-PSI (Ours) 12.51 258.79 4.2 7.3
ECC-NR-PSI (Ours) 11.94 65.24 4.2 242
5,535
[59] 0.35 0.34 3 22
[19] 4.30 5.60 0 4.3
[18] 4.23 11.50 0 43
LowMC-GC-PSI (Ours) 5.63 129.73 4.2 7.3
ECC-NR-PSI (Ours) 5.93 32.71 4.2 242
Table 8: Comparison of unbalanced PSI protocols in the LAN setting (10Gbit/s, 0.02ms RTT) on PC hardware (x86 architecture).
Numbers for other protocols are taken from [18]. All numbers are from single-core executions, except those marked with ∗,
which was an execution with 32 cores on the server side and 4 cores on the client side. The bit length α of all items is 128, except
for [19], where α = 32 due to limitations of the protocol.
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Apple’s file-sharing service AirDrop leaks phone numbers and
email addresses by exchanging vulnerable hash values of the user’s
own contact identifiers during the authentication handshake with
nearby devices. In a paper presented at USENIX Security’21, we the-
oretically describe two attacks to exploit these vulnerabilities and
propose “PrivateDrop” as a privacy-preserving drop-in replacement
for Apple’s AirDrop protocol based on private set intersection.
In this demo, we show how these vulnerabilities are efficiently
exploitable via Wi-Fi and physical proximity to a target. Privacy
and security implications include the possibility of conducting ad-
vanced spear phishing attacks or deploying multiple “collector”
devices in order to build databases that map contact identifiers to
specific locations. For our proof-of-concept, we leverage a custom
rainbow table construction to reverse SHA-256 hashes of phone
numbers in a matter of milliseconds. We discuss the trade-off be-
tween success rate and storage requirements of the rainbow table
and, after following responsible disclosure with Apple, we publish
our proof-of-concept implementation as “AirCollect” on GitHub.
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Apple AirDrop is a file-sharing service that allows users to send
photos and other media over a directWi-Fi connection from one Ap-
ple device to another. As people typically want to share sensitive
data exclusively with people they know, AirDrop only shows re-
ceiver devices from address book contacts by default. To determine
whether the other party is a contact, AirDrop uses a mutual au-
thentication mechanism that compares a user’s phone number and
email address with entries in the other user’s address book [9].
2 VULNERABILITIES
In our paper [5], we discovered two severe privacy leaks in this
authentication mechanism. In particular, we showed that it is pos-
sible to learn the phone numbers and email addresses of AirDrop
users—even as a complete stranger. An attacker only requires a
Wi-Fi-capable device1 and physical proximity to a target.
The discovered problems are rooted in Apple’s use of hash func-
tions for “obfuscating” the exchanged contact identifiers, i.e., phone
numbers and email addresses, during the discovery process. It is
well-known in industry and academia that hashing fails to provide
privacy-preserving contact discovery since hash values of phone
numbers can be quickly reversed using simple techniques such as
brute-force attacks or database lookups [4].
2.1 Sender Leakage
During the AirDrop authentication handshake, the sender always
discloses their own hashed contact identifiers as part of an ini-
tial discover message. A malicious receiver can therefore learn all
hashed contact identifiers of the sender without requiring any prior
knowledge of their target.
To obtain these identifiers, an attacker simply can wait (e. g., at a
public hot spot) until a target device scans for AirDrop receivers, i. e.,
the user opens the sharing pane. After collecting the hashed con-
tact identifiers, the attacker can recover phone numbers and email
addresses offline. As shown in prior work [4], recovering phone
numbers is possible in the order of milliseconds. Recovering email
addresses is less trivial but possible via dictionary attacks that check
1AirDrop relies on a proprietary Wi-Fi-based link-layer protocol called Apple Wireless
Direct Link (AWDL) [8].
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Table 1: Structure of the validation record certificate ex-
changed during theAirDrop authentication handshake. Prob-
lematic fields are highlighted in bold.
Field name Content
Version 2
altDsID UUID of Apple account
encDsID UUID of Apple account
SuggestValidDuration 2592000 seconds (= 30 days)
ValidAsOf date and time
ValidatedEmailHashes array of SHA-256 hashes
ValidatedPhoneHashes array of SHA-256 hashes
common email formats such as first.lastname@{gmail.com, ya-
hoo.com, . . . }. Alternatively, an attacker could utilize data breaches
or use an online lookup service for hashed email addresses [2].
This vulnerability was also independently discovered and pub-
lished by the Apple Bleee project in July 2019 [1], shortly after our
initial responsible disclosure to Apple in May 2019.
2.2 Receiver Leakage
AirDrop receivers present their hashed contact identifiers in re-
sponse to the discover message if they know any of the sender’s
contact identifiers (e. g., if the receiver has stored the sender’s email
address). Amalicious sender can thus learn all contact identifiers (in-
cluding the receiver’s phone number) without requiring any prior
knowledge of the receiver—if the receiver knows the sender.
Importantly, the malicious sender does not have to know the
receiver: A popular person within a certain context (e. g., the man-
ager of a company) can exploit this design flaw to learn all (private)
contact identifiers of other people who have the popular person in
their address book (e. g., employees of the company).
3 PROOF-OF-CONCEPT ATTACKS
We demonstrate two attacks exploiting the vulnerabilities with a
proof-of-concept implementation called “AirCollect” that is publicly
available on GitHub (cf. §5). It combines the efforts of OpenDrop [7],
an open-source AirDrop implementation, with RainbowPhones [3],
an open-source rainbow table implementation that is optimized for
non-uniform input domains such as mobile phone numbers.
Extracting Phone Number Hashes from Certificates. We
extend the OpenDrop [7] implementation with a module that parses
the validation record certificates exchanged during the authenti-
cation handshake. We depict the structure of validation record
certificate in Table 1, which is identical for both sender and receiver
devices. Our proof-of-concept code parses the array of phone hashes
and passes them to the RainbowPhones tool for lookup.
Rainbow Table: Success Rate vs. Storage.We use the open-
source tool RainbowPhones [3] to efficiently find the preimage to
a given hashed phone number. Compared to a conventional rain-
bow table implementation, RainbowPhones features a specialized
reduction function that considers the non-uniform input domain of
phone numbers [4]. To make RainbowPhones usable for recovering
hashes exchanged in the AirDrop protocol, we added support for
the SHA-256 hash algorithm.

















German Mobile Phone Numbers
US Phone Numbers
Figure 1: Analysis of success rate for SHA-256 hash reversal
with RainbowPhone [3] when combining an increasing num-
ber of equally-sized precomputed rainbow tables for German
mobile and all US phone numbers.
For this demo, we compute a total 5 tables (each 15.3MB in size)
for German mobile phone numbers that together achieve a suc-
cess rate of 99.8 % (measured by reversing 10 k hashes of randomly
chosen German mobile phone numbers). In our published proof-of-
concept implementation, we omit these precomputed tables that
would allow attackers to reverse almost any given phone number
hash in a matter of milliseconds. In Fig. 1, we analyze the trade-off
between success rate and storage requirements, finding that even
only a single table already achieves 71 % success rate, making the
approach attractive for small embedded devices. The figure also in-
cludes similar measurements for 5 tables precomputed for all phone
numbers in the US that with a total size of 765MB achieve 100 %
success rate (again measured over 10 k randomly chosen samples).
Exploiting Sender Leakage in Practice. Finally, we can exe-
cute an attack to exploit sender leakage via a single command-line
call on a MacBook.2 The OpenDrop program starts listening for
active AirDrop senders, e. g., iPhones with an open sharing pane,
and immediately logs discovered phone numbers to the standard
output of the console. An example output would look as follows:
$ python3 -m opendrop receive
Announcing service: host opendrop , address fe80::
c8b9:fbff:fee9:d544 , port 8771
Starting HTTPS server
Nearby phone number: +49<...>
Our test setup is depicted in Fig. 2.
ExploitingReceiver Leakage in Practice. Similarly, we demon-
strate how to exploit receiver leakage, which does not require any
interaction with the target. However, we must be able to present
a valid AirDrop certificate containing contact identifiers known
to the target. For this, we leverage a tool to extract valid AirDrop
certificates to be used with AirCollect [6]. An example output after
executing the attack looks as follows:
$ python3 -m opendrop find
Looking for receivers. Press Ctrl+C to stop ...
Nearby phone number: +49<...>
Found index 0 ID a019 <...> name John 's iPhone
2Alternatively, we can also use a Linux-based machine such as a Raspberry Pi, but the
setup then also requires running an open version of the AWDL protocol [9].
372
DEMO: AirCollect: Efficiently Recovering Hashed Phone Numbers Leaked via Apple AirDrop WiSec ’21, June 28–July 2, 2021, Abu Dhabi, United Arab Emirates
Figure 2: Test setup for demonstrating sender leakage.
The iPhone user (right) opens the sharing pane on the device
to share a document with the person in the background. The
attacker (left) running “AirCollect” on a MacBook immedi-
ately sees the sender’s phone number.
4 RELATEDWORK
The “Apple Bleee” project [1] independently discovered the issue
of sender leakage and published their findings including a proof-of-
concept implementation—two months after our initial disclosure to
Apple in May 2019. Their implementation is also based on Open-
Drop [7] and uses database lookups to reverse hashes. In contrast,
we rely on a custom rainbow table construction that represents
an interesting computation/storage trade-off and makes on-the-fly
recovery even feasible for small embedded devices. Furthermore, in
our demo, we practically show that the recently discovered receiver
leakage vulnerability can be exploited as well.
5 CONCLUSION
We demonstrated how easy and with how little resources an at-
tacker can learn private information (especially phone numbers)
of AirDrop users in proximity. We leave the extension of our proto-
type to incorporate efficient reversal of email addresses as future
work (e. g., by including calls to existing online services [2]).
We responsibly disclosed the issue to Apple in May 2019 as well
as a practical solution [5] in October 2020. As of May 2021, Apple
has not indicated if they are working on mitigating this issue. This
means that Apple users are still vulnerable to the described attacks.
AVAILABILITY
Our proof-of-concept implementation “AirCollect” is available on-
line at https://privatedrop.github.io.
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Abstract
Apple’s offline file-sharing service AirDrop is integrated into
more than 1.5 billion end-user devices worldwide. We dis-
covered two design flaws in the underlying protocol that
allow attackers to learn the phone numbers and email ad-
dresses of both sender and receiver devices. As a reme-
diation, we study the applicability of private set intersec-
tion (PSI) to mutual authentication, which is similar to contact
discovery in mobile messengers. We propose a novel opti-
mized PSI-based protocol called PrivateDrop that addresses
the specific challenges of offline resource-constrained op-
eration and integrates seamlessly into the current AirDrop
protocol stack. Using our native PrivateDrop implementa-
tion for iOS and macOS, we experimentally demonstrate
that PrivateDrop preserves AirDrop’s exemplary user experi-
ence with an authentication delay well below one second. We
responsibly disclosed our findings to Apple and open-sourced
our PrivateDrop implementation.
1 Introduction
Apple AirDrop is a file-sharing service integrated into more
than 1.5 billion end-user devices worldwide [5], includ-
ing iPhone, iPad, and Mac systems, and has been in oper-
ation since 2011. AirDrop runs fully offline and only uses a
direct Wi-Fi connection in combination with Bluetooth Low
Energy (BLE) between two devices. We discovered two se-
vere privacy vulnerabilities in the underlying authentication
protocol. In particular, the flaws allow an adversary to learn
contact identifiers (i.e., phone numbers and email addresses)
of nearby AirDrop senders and receivers. The flaws originate
from the exchange of hash values of such contact identifiers
during the discovery process, which can be easily reversed
using brute-force or dictionary attacks [35, 42, 66].
Challenge. During authentication, two AirDrop devices
run a form of contact discovery where they determine if they
are mutual contacts, i.e., whether or not they have stored each
others’ contact information in their address book [92]. A
connection is only deemed authentic if the result is positive.
Privacy-preserving contact discovery is commonly ad-
dressed via private set intersection (PSI) in the litera-
ture (e.g., [55, 59]). PSI protocols, in general, are crypto-
graphic protocols that allow two interacting parties to securely
compute the intersection of their respective input sets without
leaking any additional data. PSI is already deployed in the real
world, e.g., for compromised credential checking in Google’s
browser Chrome [93] in a business-to-consumer (B2C) con-
text and for calculating ad conversion rates with Google in
a business-to-business (B2B) context [51]. In a consumer-
to-consumer (C2C) context, PSI has been proposed for pre-
venting cheating in online gaming [20] and most recently for
contact tracing in light of the COVID-19 pandemic (e.g., [94]).
With our work, we aim to facilitate the deployment of PSI in
a C2C context for mutual authentication.
However, the AirDrop scenario poses a unique set of chal-
lenges: a solution needs to (a) run completely offline without
any third-party server support, (b) consider malicious parties
that lie about their address book entries or own contact iden-
tifiers, (c) run on mobile devices with restricted energy and
computational resources, and (d) preserve the user experience
by not adding noticeable authentication delays.
Our contributions. We study the applicability of PSI to
realize private mutual authentication for AirDrop. For this,
we first systematically explore all possible design options
and available building blocks from the literature. Our final
solution, called PrivateDrop, is based on a Diffie-Hellman-
style PSI protocol [53], which is even secure in the presence of
malicious actors that actively try to extract sensitive informa-
tion. We apply a two-way variant of [53] and optimize online
performance by minimizing the number of communication
rounds and by allowing to precompute expensive operations,
e.g., when the device charges overnight. To accommodate
malicious inputs, especially attackers lying about their contact
identifiers, we propose to use signed PSI inputs [21, 31, 33]
that complement AirDrop’s current validation records and can
be issued using Apple’s existing certification infrastructure.
Furthermore, we integrate PrivateDrop into the origi-
nal AirDrop protocol stack, including the BLE-based discov-
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ery mechanism as well as the HTTPS-based authentication
phase. We implement both the original AirDrop protocol and
our PrivateDrop extension in native code for iOS and macOS,
which we open-sourced on GitHub [45].
Finally, in an extensive performance evaluation, we demon-
strate that PrivateDrop incurs only negligible overhead in
practice. In particular, we experimentally show that the au-
thentication delay stays well below 1 s even for large address
books with > 10k entries, which humans perceive as an “im-
mediate response” [22]. In realistic scenarios, the delay even
stays below 500 ms—only a 2× increase compared to the au-
thentication delay in the original insecure AirDrop protocol.
We disclosed both vulnerabilities and our proposed miti-
gation to the Apple Product Security team and are awaiting
their feedback. We summarize our contributions as follows:
(a) We discover and disclose two distinct design flaws in
the AirDrop authentication protocol that enable an at-
tacker to learn contact identifiers (phone numbers and
email addresses) of nearby devices.
(b) We propose PrivateDrop, a new PSI-based mutual au-
thentication protocol that integrates seamlessly into the
current AirDrop protocol stack. Our design is based on
a Diffie-Hellman-style PSI protocol [53] and protects
against malicious adversaries as well as inputs.
(c) We re-implement the original AirDrop protocol stack,
integrate our PSI-based protocol for iOS and macOS,
and open-source our code [45].
(d) We experimentally show that PrivateDrop provides im-
mediate responses [22] with < 1s authentication delay.
Outline. Our paper is structured as follows: We first de-
scribe the currently deployed AirDrop protocol (§ 2) and dis-
cuss the vulnerabilities we discovered (§ 3). Then, we present
our novel PSI-based mutual authentication protocol (§ 4).
We furthermore describe our implementation (§ 5), followed
by our extensive experimental evaluation (§ 6). Finally, we
discuss related work (§ 7) before concluding (§ 8).
2 Background: Apple AirDrop
Apple’s file-sharing service AirDrop is integrated in all cur-
rent iOS and macOS devices. It runs completely offline using
a proprietary Wi-Fi link-layer called Apple Wireless Direct
Link (AWDL) [90] in combination with Bluetooth Low En-
ergy (BLE). As there exists no official documentation of the
involved protocol stack, we describe AirDrop based on the re-
verse engineering of [92]. In particular, we first define contact
identifiers and discuss the available discoverability settings.
Then, we describe the complete technical protocol flow and
explain the authentication process as presented in [92].
2.1 Contact Identifiers and the Address Book
Each iOS or macOS device has an address book that is ac-
cessible through the Contacts application. This address book
contains several contact entries that in turn consist of multiple
objects such as name or contact information. AirDrop lever-
ages the user’s own contact identifiers and their address book
entries for authentication purposes. In particular, AirDrop
uses phone numbers and email addresses to identify a contact.
This is possible as every Apple account (often referred to
as Apple ID or iCloud account) has at least one such con-
tact identifier assigned to it. Apple uses verification emails
and SMS to verify the ownership of the email address or
phone number, respectively, thus assuring the correctness of
the identifiers.
Within the context of this paper, we will only deal with
contact identifiers, i.e., phone numbers and email addresses,
and disregard the notion of “contacts” that might—in turn—
consist of multiple identifiers. We assume there exists a
device-local unambiguous mapping for contact identifiers
to contact list entries. We use the term address book (AB) to
refer to the set of contact identifiers of all contact entries in the
device’s contact list. Note that the AB is controlled by the user
and not verified by Apple. In addition, the user’s own contact
identifiers (IDs) are the Apple-verified phone numbers and
email addresses that are assigned to the user’s Apple account.
We use the notation c to refer to an address book entry and ID
to refer to an Apple-verified contact identifier.
2.2 Device Discoverability
When opening the sharing pane on an iOS device, nearby de-
vices appear in the user interface if they are discoverable [10].
In particular, receiver devices can be discovered by everybody
or by contacts only, which is the default setting. In either
case, an AirDrop sender will attempt to perform a mutual au-
thentication handshake with a responding receiver. Note that
the issues addressed in our paper (i.e., the leakage of contact
identifiers of sender and receiver during the authentication
process) affect both settings.
2.3 Full Protocol Workflow
The AirDrop protocol allows a sender to transmit a file or link
to a receiver. It consists of the three phases discovery, authen-
tication, and data transfer, which we explain based on [92]
and depict in Fig. 1: (a) When the sender opens the sharing
pane, it starts emitting BLE advertisements that contain a
truncated hash for each contact identifier. A receiver com-
pares the sender’s hashed contact identifiers with entries in
their address book. The receiver activates their AWDL inter-
face if at least one contact match was found in contacts-only
mode or if it is discoverable by everyone. The sender then
proceeds by searching for AirDrop services with DNS ser-
vice discovery (DNS-SD) via the AWDL interface. (b) For
each discovered service, the sender initiates an authentica-
tion procedure via an HTTPS Discover request that we detail
in § 2.4. If the authentication procedure completes success-
fully, the receiver’s identity is displayed in the sender’s user
interface. (c) Finally, the sender selects the receiver and sends
two subsequent requests: The Ask request contains metadata
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Figure 1: AirDrop protocol (simplified version from [92]). The
orange message parts leak the sender’s and receiver’s contact identi-
fiers, as discussed in § 3.3 and § 3.4, respectively.
about the file, including a thumbnail. The receiver sends their
decision on whether to receive the full file. Upon a positive
response, the sender continues to transfer the complete file in
an Upload request or aborts the transaction otherwise.
2.4 Mutual Authentication
An authenticated connection can only be established between
users with an Apple ID who are present in each others’ address
books. In order to authenticate, a device needs to prove that it
has registered a certain contact identifier IDi such as phone
number or email address associated with its Apple ID, while
the verifying device checks whether IDi is an address book
entry. Authentication involves multiple Apple-signed certifi-
cates and a chain of Apple-run certificate authorities (CAs).
In particular, AirDrop uses a device-specific certificate σUUID
and a validation record VRσ, which are both signed by Apple.
The devices retrieve them both from Apple once the user logs
in to their iCloud account. They can then be used offline in
any subsequent AirDrop transaction.
The certificate σUUID contains an account-specific univer-
sally unique identifier (UUID).1 The certificate is used as a
client or server certificate (depending on the role) in the TLS
connection. As the UUID in the certificate does not link
any contact identifiers, AirDrop uses an Apple-signed Ap-
ple ID validation record (VRσ). The validation record con-
tains the UUID from the TLS certificate and all contact iden-
tifiers SHA-256(ID1) , . . . ,SHA-256(IDm) that are registered
with the user’s Apple ID in hashed form. Also, VRσ includes a
signature and the certificate of the signing CA σVR.2 Formally,
we define VRσ as follows:
VR = (UUID,SHA-256(ID1) , . . . ,SHA-256(IDm)) (1)
VRσ = (VR,sign(σVR,VR) ,σVR) , (2)
where sign(σVR,VR) is the signature of VR for certifi-
cate σVR. During authentication, AirDrop (a) verifies the
signature on the received validation record, (b) verifies that
the UUID in the certificate matches the one in the validation
record, and (c) computes the SHA-256 hash over each normal-
ized3 address book entry and compares them with the hashes
contained in the validation record. Authentication succeeds
if all checks pass. If authentication fails on the receiver side,
the receiver aborts the connection. However, if authentication
fails on the sender side, AirDrop continues the transaction but
treats the connection as unauthenticated and the peer as a non-
contact. AirDrop shows contacts with their name and picture
from the address book in the user interface. Non-contacts are
displayed using the device name without a picture instead.
3 Contact Identifier Leakage in AirDrop
We discovered two design flaws in the AirDrop protocol that
allow an adversary to learn the contact identifiers (both phone
numbers and email addresses) of nearby Apple devices. The
two flaws originate from AirDrop’s authentication handshake,
where hashed contact identifiers are exchanged as part of Ap-
ple’s validation record. First, we define the threat model and
discuss that cryptographic hash functions cannot hide their
inputs (called preimages) when the input space is small or
predictable, such as for phone numbers or email addresses.
Second, we explain where and to what extent AirDrop devices
are vulnerable to contact identifier leakage. We responsibly
disclosed our findings to Apple (cf. § 8). A subset of the
issues presented in the following was independently reported
in [25]. However, that report does not address hashed email
addresses and receiver leakage (cf. § 3.4), and was published
one month after our disclosure with Apple. Moreover, there
are no signs that [25] followed responsible disclosure.
1As an addition to [92], we found that the UUID is not device-specific
but equal for all devices using the same Apple account.
2We hide the fact that VRσ contains the complete certificate chain up
to Apple’s root CA [92] to keep our description short and concise.
3Phone numbers are hashed in a normalized digit-only form, e.g., the
string “+1 (234) 567-8901” is hashed as “12345678901”.
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3.1 Threat Model
In this paper, we consider an adversary that wants to learn
contact identifiers (phone numbers and email addresses) from
non-contact AirDrop devices in proximity. They might then
use these identifiers for fraudulent activities such as (spear)
phishing attacks or making a profit by selling personal data.
Specifically, the adversary must be in physical proximity
of its targets (similar to [88]) and have access to a device with
an off-the-shelf Wi-Fi card to communicate via AWDL [89].
We assume that the adversary has full control over the wire-
less channel and can, e.g., mount machine-in-the-middle at-
tacks [92]. The adversary may lie about its address book (AB)
entries and arbitrarily deviate from the protocol description,
but cannot break Apple’s contact identifier ownership verifi-
cation (cf. § 2.1), i.e., the adversary is unable to forge valid
certificates for arbitrary contact identifiers (IDs).
We assume that Apple is trustworthy as it acts as a certifi-
cate authority (cf. § 2.4) and learns the contact identifiers, but
not the address book entries, from all of its users through the
ownership verification process.
3.2 Recovering Hashed Contact Identifiers
Hashing is insufficient to hide phone numbers or email ad-
dresses as the input space is small/predictable [35, 42, 66].
Phone numbers. Recovering the preimage of a hashed
phone number can be achieved using brute force because the
phone number space is relatively small. For example, a US
phone number contains an area code followed by 7 digits.
Given this small search space (107), it is feasible to check all
possible phone numbers on a PC within seconds.
More precisely, a recent work [42] studied three different
approaches for efficiently reversing phone number hashes:
lookups in large-scale key-value stores, brute-force attacks,
and optimized rainbow-table constructions. The authors also
modeled a worldwide database of valid mobile phone number
prefixes that revealed vast differences in terms of phone num-
ber structure between countries and, therefore, the size of the
search space (e.g., in Austria, the search space is in the order
of 1010 compared to 107 in the US). Each of the investigated
reversal methods was able to reverse SHA-1 hashes with an
amortized runtime in the order of milliseconds (e.g., 52 ms
for the optimized rainbow-table construction). These results
are directly applicable to estimate the effort required for an
attacker to recover a phone number from the hashes leaked
in AirDrop (cf. § 3.3 and § 3.4). However, since AirDrop
uses SHA-256 instead of SHA-1, the runtime and storage re-
quirements stated in [42] likely increase by around factors 3×
and 1.6×, respectively [49].
Email addresses. Recovering the preimage of a hashed
email address is less trivial but possible via dictionary attacks
that check common email formats such as first.lastname@{
gmail.com,yahoo.com,...}. Alternatively, an attacker could
generate an email lookup table from data breaches [48] or use
an online lookup service for hashed email addresses [34].
3.3 Contact Identifier Leakage of Sender
During the AirDrop authentication handshake, the sender al-
ways discloses their own contact identifiers as part of the ini-
tial HTTPS POST /Discover message (cf. Fig. 1). A malicious
receiver can therefore learn all (hashed) contact identifiers
of the sender without requiring any prior knowledge of their
target. To obtain these identifiers, an attacker simply needs
to wait (e.g., at a public hot spot) until a target device scans
for AirDrop receivers, i.e., the user opens the AirDrop sharing
pane. The target device will freely send a discover message
to any AirDrop receiver found during the previous DNS-SD
service lookup. Therefore, an attacker can learn the target’s
validation record without any authentication by simply an-
nouncing an AirDrop service via multicast DNS (mDNS).
After collecting the validation record, the attacker can recover
the hashed contact identifiers offline.
3.4 Contact Identifier Leakage of Receiver
AirDrop receivers present their contact identifiers in
the HTTPS 200 OK response to the discover message if they
know any of the sender’s contact identifiers included in the val-
idation record (cf. Fig. 1). A malicious sender can thus learn
all contact identifiers without requiring any prior knowledge
of the receiver if the receiver knows the sender. Importantly,
the malicious sender does not have to know the receiver: A
popular person within a certain context (e.g., the manager of
a company) can exploit this design flaw to learn all contact
identifiers of other people who have the popular person in
their address book (e.g., employees of the company).
4 PrivateDrop: PSI-based Mutual
Authentication for AirDrop
In the following, we describe how PSI can be applied to real-
ize PrivateDrop, our private mutual authentication protocol
for AirDrop that protects against both attacks described in § 3.
In general, given sender S and receiver R with verified con-
tact identifiers and size-constrained address books (IDsS, ABS)
and (IDsR, ABR), respectively, a privacy-preserving mutual
authentication protocol must ensure that S and R learn at most
those contact identifiers of the other party that they already
have in their address book, i.e., S learns at most ABS∩ IDsR
and R learns at most ABR∩ IDsS.4
Private set intersection (PSI) protocols are cryptographic
protocols that securely compute the intersection A∩B for two
parties with respective private input sets A and B. For the
remainder of this paper, we denote the party obtaining the in-
tersection result as PSI receiver and the respective other party
as PSI sender.5 Importantly, with PSI, no elements outside
the intersection, i.e., from (A∪B)\ (A∩B), are leaked.
4During AirDrop authentication, S learns IDsR if IDsS ∩ABR 6= /0 and R
learns IDsS unconditionally, resulting in the vulnerabilites described in § 3.
5There also exist PSI protocols where both parties can be receivers, but
this property is not required for our authentication purposes.
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To instantiate PrivateDrop, we first fix our requirements
for the authentication protocol, explore the different design
options when applying PSI, choose a suitable PSI protocol
from the literature, adapt and optimize it for our use case, and
seamlessly integrate it into AirDrop.
4.1 Requirements
Our primary goal is to prevent both attacks described in § 3
by protecting contact identifiers (Apple-verified phone num-
bers and email addresses assigned to a user’s Apple account,
cf. § 2.1) and validation records (Apple-signed lists of hashed
contact identifiers, cf. § 2.4). Concretely, in terms of function-
ality and privacy for the AirDrop authentication, we want to
simultaneously achieve the following properties:
(a) Disclose validation records only if both parties are mu-
tual contacts. If both parties are mutual contacts, they
already know at least one contact identifier of the respec-
tive other party. Thus, the hash values enclosed in the
validation records do not leak personal information via
brute-force or dictionary attacks (cf. § 3.2).
(b) In the validation records, disclose only those contact
identifiers that the other party already knows. Even
though mutual contacts already know at least one con-
tact identifier of the respective other party, the validation
records contain hash values of all registered identifiers.
Thus, the hash values of contact identifiers not known to
the respective other party leak additional personal infor-
mation via brute-force or dictionary attacks (cf. § 3.2).
We use A knows B as a shorthand for A has one of B’s verified
contact identifiers (IDsB) in their size-constrained (cf. § 4.5)
address book (ABA), or formally: ABA∩ IDsB 6= /0.
In terms of performance, we want to minimize computa-
tion as well as communication overhead. This is important to
achieve a low energy consumption for battery-driven mobile
devices and to deliver a great user experience with immediate
responses. Since AirDrop is primarily used on mobile de-
vices, which might be offline from time to time, our solution
must be fully decentralized and cannot involve an external
server. Furthermore, we have to consider that parties might
act maliciously, i.e., may try to apply arbitrary strategies with
the intent to extract personal information.
4.2 Design Options and Final Design
We now describe how to apply PSI to realize private mu-
tual authentication for AirDrop, considering the requirements
defined in § 4.1. The main task is to replace the insecure ex-
change of hash values that happens in the original authentica-
tion phase as a result of sending validation records (cf. § 2.4).
Our high-level idea summarized in Fig. 2 is to have two
consecutive PSI executions. The first execution ensures
the AirDrop sender knows the receiver, the second that
the AirDrop receiver knows the sender. Afterward, as each
party is assured that it is stored in the respective other party’s










Z 6= /0⇒ R knows S
Figure 2: PrivateDrop’s PSI-based mutual authentication protocol
for AirDrop. The PSI protocols are instantiated using DO2 (green)
and DO3 (orange), cf. § 4.2. Inputs are the parties’ contact identi-
fiers (IDs) and address books (AB).
Table 1: Available design options (DO) to use PSI for private mu-
tual authentication in AirDrop. Possible inputs are contact iden-
tifiers (IDs) and address books (AB). The parties can act as PSI
sender (PSI S) or PSI receiver (PSI R).
Design Option DO1 DO2 DO3 DO4
Role of AirDrop Sender PSI S PSI S PSI R PSI R
Input of AirDrop Sender IDs AB IDs AB
Role of AirDrop Receiver PSI R PSI R PSI S PSI S
Input of AirDrop Receiver AB IDs AB IDs
address book, it is safe for them to reveal their contact identi-
fiers and validation records. In the following, we detail how to
configure the PSI executions to achieve the described outcome
by systematically analyzing all possible design options.
The design options (DOs) listed in Tab. 1 differ in
(a) the PSI inputs for the AirDrop sender and receiver, i.e.,
contact identifiers and address books, (b) the roles the parties
take in PSI, and (c) the order in which the DOs are executed.
Note that we exclude combinations where both parties input
their contact identifiers since the intersection will always be
empty. Likewise, we do not consider both parties using their
address book as input, since this variant (formalized in [32]
as private contact discovery between two users) yields the
parties’ common contacts (i.e., finds “friends of friends” [12])
but does not determine whether they are mutual contacts.
Regarding the assignment of the PSI roles and the execution
order, we can exclude further combinations. As both AirDrop
sender and receiver must be assured of being mutual contacts,
each must act as PSI receiver once. In the authentication pro-
cess, the AirDrop sender should be the first to reveal informa-
tion as otherwise malicious senders could easily extract such
information from a large number of innocent receivers by trig-
gering the authentication process. Therefore, the options must
be chained such that the AirDrop receiver acts as PSI receiver
first (DO1 or DO2) and as sender second (DO3 or DO4). In
the following, we discuss the two remaining possibilities.
DO1→ DO4. Here, the PSI sender has their contact iden-
tifiers as input, whereas the PSI receiver has their address
book as input. As a result, each party is assured that the other
party is one of its contacts. This is the exact semantic as
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in the original (insecure) authentication protocol. However,
since malicious AirDrop receivers do not necessarily abort
after receiving an empty result set in the first PSI execution,
AirDrop senders have no proof that the receivers know them
before revealing their contact identifiers. Since we strictly
want to avoid this information leakage (cf. § 3.3), we dis-
card DO1→ DO4.
DO2→ DO3. Here, the PSI sender has their address book
as input, whereas the PSI receiver has their contact identifiers
as input. At the end of the authentication process, each party
can be assured that it is stored in the respective other party’s
address book. Thus, the AirDrop sender can safely share their
contact identifiers that appeared in the outcome of the DO3
execution since the other party already has them stored.
In conclusion, by executing DO2→ DO3 in that particular
order (as visualized in Fig. 2), we can fulfill the functional
and privacy requirements defined in § 4.1, and prevent our
attacks described in § 3.
4.3 Choice of PSI Protocol
Now that we fixed in which order two PSI protocols have
to be run, we need to find instantiations. In the literature,
many two-party PSI protocols are proposed that could be ap-
plied (cf. § 7.2). Especially, a sub-category of PSI protocols
specializes in unbalanced set sizes, where one party has a
much larger input set than the other [26, 27, 55, 59, 82]. The
protocols [26, 27] are based on homomorphic encryption with
communication linear in the size of the smaller set, but they
are computationally expensive. The fastest unbalanced PSI
protocols for mobile clients [55, 59, 82] shift most public-
key operations to an input-independent precomputation phase
and send an encrypted and compressed representation of the
larger input set ahead of time to achieve fast online runtimes.
Moreover, the protocols of [55] provide security against mali-
cious PSI receivers but only work for semi-honest senders.
However, even though we deal with unbalanced sets, here,
the size of the larger input set is determined by the maxi-
mum number of address book entries. The size of address
books can be reasonably assumed to be well below 100 k
and is not in the order of hundreds of millions as consid-
ered for unbalanced PSI. Thus, protocols based entirely on
public-key encryption (which are extremely inefficient at a
large scale) can achieve practical performance. In our setting,
both parties are not constrained by business incentives or se-
vere legal consequences to behave semi-honestly. Therefore,
we must choose a protocol with security against a malicious
sender and receiver. Furthermore, AirDrop is a protocol that
is performed ad-hoc with random communication partners
such that distributing encrypted databases in advance is not
possible. Finally, we aim at providing industry-grade imple-
mentations for integration into Apple’s ecosystem. Therefore,
we need a simple protocol that does not require complex li-
braries for oblivious transfer or garbled circuits as needed in
the most efficient protocols of [55, 59].
AirDrop/PSI Sender S AirDrop/PSI Receiver R
Input: AB = {c1, . . . ,cn} Input: IDs = {ID1, . . . , IDm}
Output: ⊥ Output: AB∩ IDs
k,r $← Zq For i = 1 to m:




iFor i = 1 to m:
(y1,...,ym)←−−−−−−−−−−
zi = yki , ai = y
r
i
c = H(y1,z1,a1, . . . ,ym,zm,am)
p = r+ k · c (z1, . . . ,zm)
(a1, . . . ,am), p−−−−−−−−−−→ c = H(y1,z1,a1, . . . ,ym,zm,am)
For j = 1 to n: For i = 1 to m:
u j = H(H(c j),H(c j)k) Abort if y
p




{u1,...,un}−−−−−−−−−−→ output {IDi ∈ IDs|∃ j : u j = vi}
Figure 3: Maliciously secure PSI protocol of [53] applied
to DO2 (cf. § 4.2). The non-interactive zero-knowledge AND-proof
of knowledge is marked in blue [16, 37, 85].
The PSI Protocol of [53]. Considering all requirements,
we resort to a public key-based PSI protocol proposed
by Jarecki and Liu [53]. This Diffie-Hellman-style proto-
col extends the work of Baldi et al. [13] by adding malicious
security via zero-knowledge proofs.6 The required public key
operations can be efficiently instantiated with elliptic curve
cryptography, for which there exist industry-grade libraries
such as MIRACL [68] and built-in operating system capabili-
ties (Apple CryptoKit [7] in iOS and macOS).
In Fig. 3, we summarize the PSI protocol of [53] ap-
plied to our use case. Specifically, we show the application
to DO2 (cf. § 4.2). The application to DO3 works analo-
gously with the same type of inputs (address book AB for PSI
sender, identifiers IDs for PSI receiver), but the assignment
of AirDrop sender/receiver to PSI sender/receiver is swapped.
For simplicity, H in our description denotes a hash function
that maps either one or multiple bit strings or group elements
to a short bit string of fixed length or an element in a multi-
plicative group of prime order q. The respective input and
output domains are clear from the context. We instantiate H
with the SHA-2 family [69] in our implementation (cf. § 5.2).
Informally, the protocol works as follows: (a) the PSI re-
ceiver hashes its input elements IDi with a collision-resistant
hash function H to group elements, encrypts the hash val-
ues hi with random keys αi, and sends the resulting values yi
to the PSI sender; (b) the PSI sender additionally encrypts the
received elements with a random secret key k and sends the re-
sults zi to the receiver; (c) the PSI receiver “removes” its own
keys αi such that it obliviously obtains the encryption of its
inputs under the sender’s key k; and finally (d) the PSI sender
sends hashed encryptions u j of its own input elements c j
in random order to the receiver, who then can compare the
6More precisely, malicious security is proven for an adaptive PSI func-
tionality, where the receiver makes a series of adaptive queries instead of
inputting its set as a whole. However, as the authors argue, any efficient
adversary is committed to all its inputs at the execution time, and thus the
adaptive functionality can be assumed to be equivalent to regular PSI [13].
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values to determine the intersection. Following the PSI pro-
tocol of [76], the bitlength l of the values u j can be reduced
to λ+ 2log2(n), where λ is the statistical security parame-
ter (which we set to λ = 40 in our implementation), and n is
an upper bound on the number of address book entries each
party has. This yields negligible failure probability 2−λ.
To achieve malicious security, the protocol utilizes a zero-
knowledge proof of knowledge that makes sure the PSI sender
knows and uses the same key k for computing all values zi.
This requires a so-called AND proof over the individual expo-
nentiations. For an efficient and straight-forward instantiation,
we choose Schnorr’s DLOG proof [85] and apply the Fiat-
Shamir heuristic [16, 37] to turn it into a non-interactive
version (in the random oracle model), which does not require
additional communication rounds (cf. blue part in Fig. 3).
The protocol in Fig. 3 leaks some information via the num-
ber of inputs. For example, one can learn whether an AirDrop
sender is popular from the number of address book entries.
To prevent such leakage, we pad the input sets with dummy
elements to a globally fixed upper bound. For example, it
is reasonable to limit the number of address book entries
to n = 10k and the number of contact identifiers to m = 10.
In § 6, we assess the practical performance implications of
such limits by conducting experiments with variable m and n.
4.4 Optimizing PSI for PrivateDrop
When integrating the PSI protocol of Fig. 3 into AirDrop, we
apply several performance improvements.
Precomputation. First, it is possible for the PSI sender to
generate the key k and compute the values ui ahead of time.
This can be done, e.g., overnight when the device is charging.
It is only necessary to update the precomputed values as ad-
dress book entries change. Since AB is the bigger input set,
this removes the largest computation bottleneck from the pro-
tocol execution. Likewise, the PSI receiver can precompute
the values yi, which change seldomly. Similar precomputation
techniques were proposed for passively secure DH-style PSI
in [59, 82], and with security against malicious clients in [55].
The security of our protocol follows from the security of
the protocol of [53]. Concretely, the simulation-based proof
of [53] applies equally, as the parties’ views remain identical.
Reusage. Moreover, it is possible to reuse the precom-
puted values across sessions. In previous works [55, 59, 82]
that consider large-scale databases as input sets, the precom-
puted values are reused by encoding and distributing them
in probabilistic data structures like Bloom or Cuckoo filters
against which OPRF evaluations are checked.
From a standalone perspective, this allows for user tracking,
but in AirDrop, users can already be tracked via the UUID
in the TLS certificate used for establishing the protocol com-
munication channel (cf. § 2.4). Avoiding user tracking in the
entire AirDrop execution is an important area for future work.
However, reusing precomputed encryptions of address book
entries over longer periods of time allows tracking changes
in the contact composition, i.e., how many contacts were
added or removed since the last protocol execution. Even
if no changes occur, this leaks some information, e.g., no
new person was met or no person was “unfriended”. In case
this leakage should be avoided, fresh encryptions should be
precomputed and never be reused.
Round Complexity. In terms of round complexity, it is
possible to bundle the last two messages from the PSI sender
to the receiver without changing the receiver’s view. Thus,
the PSI protocol consists of only one round, and the PSI
receiver may ignore the received values ui in case the zero-
knowledge proof verification fails.
Furthermore, we optimize the sequential yet independent
execution of DO2 and DO3. For this, we bundle the second
message of DO2 with the first message of DO3. In total,
both protocol executions require sending three messages, thus
two rounds. Importantly, directly including the first DO3
message in the last DO2 message does not negatively impact
the AirDrop sender in case of engaging with a malicious re-
ceiver. This is because in a sequential execution, the AirDrop
sender gets no response at the end of DO2. Also, a mali-
cious AirDrop receiver cannot learn any additional private
information from receiving encryptions of hashed contact
identifiers. Moreover, since the AirDrop receiver gets no
response at the end of DO3 and the sender’s inputs can be ver-
ified (cf. § 4.5), malicious behavior exploiting the sequential
execution of the online phases can only influence correctness,
but not input privacy.
Note that instead of our proposed three message protocol,
it would be possible to further parallelize computation with
a fully symmetric execution of DO2 and DO3. This would
require sending four messages but can still be done in two
rounds. However, to prevent malicious senders from causing
unnecessary work for innocent receivers (denial-of-service
attacks), we require the sender to first process the receiver’s
inputs and reveal its encrypted address book entries before
starting the computation (cf. § 4.2). Moreover, the poten-
tial gain in overall efficiency via additional parallelization is
negligible, since the constant overhead caused by one commu-
nication round (≈ 100ms, cf. Fig. 8) is larger than the entire
online computation (< 50ms even for m = 10 IDs, cf. Fig. 7).
4.5 Countering Privacy Attacks
The security properties of the PSI protocol in Fig. 3 pre-
vent malicious parties from learning private information even
when arbitrarily deviating from the protocol definition. How-
ever, malicious parties might tamper with the protocol inputs,
which cannot be prevented by the protocol itself since this is
an attack on the ideal functionality of set intersection. We now
discuss the impact of such attacks and how to counter them
by leveraging Apple’s existing certification infrastructure.
Malicious Sender. A malicious AirDrop sender could try
to obtain sensitive contact information of, e.g., VIPs by in-
cluding a VIP’s publicly known email address in their address
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book. The PSI protocol then yields a match, and the vulnera-
ble hash values of all contact identifiers of the VIP are sent in
subsequent steps of the AirDrop protocol (including, e.g., the
hashed phone number).
To prevent this attack, we modify the AirDrop protocol flow
to release only hashed contact identifiers (in the validation
record) for which a match in the PSI protocol was found. This
requires a change to the current AirDrop validation record,
which contains all contact identifiers, cf. Eqs. (1) and (2)
on p. 3. In particular, we create individual validation records
for each of the user’s m contact identifiers IDi as follows:
VRi = (UUID,SHA-256(IDi)) , ∀i ∈ 1, . . . ,m (3)
VRσ,i = (VRi,sign(σVR,VRi) ,σVR) . (4)
This yields a scalable solution as creating and distributing the
validation records is a one-time cost, and the number of IDs
per user m is expected to be small (e.g., m = 10).
Malicious Receiver. A malicious AirDrop receiver who
knows the sender could try to trick the sender into believing
they are mutual contacts by using contact identifiers that are
stored in the sender’s address book with high probability (e.g.,
emergency phone numbers). Moreover, with the same ap-
proach, a malicious AirDrop receiver can test whether the
sender knows a specific person. To prevent such attacks,
we propose to have the encrypted contact identifiers signed
by Apple. The resulting protocol is then closely related to au-
thorized PSI (APSI) [31, 33] and PSI with certified sets [21].
Similarly to the individual validation records in Eq. (4), we
introduce Apple-signed certificates that contain the UUID and
the precomputed values yi for the user’s contact identifiers:
Yi = (UUID,yi) , ∀i ∈ 1, . . . ,m (5)
Yσ,i = (Yi,sign(σVR,Yi) ,σVR) . (6)
PrivateDrop verifies that the UUID in Eq. (5) equals the one
in the TLS certificate to prevent reuse by another party, thus,
mitigating replay and machine-in-the-middle attacks. As
with Eq. (4), this is a lightweight addition that does not re-
quire major changes in the existing infrastructure. The keys αi
can still be chosen on the client device. Only a simple zero-
knowledge protocol must be run with Apple to make sure yi
is actually an encryption of a legitimately hashed contact
identifier and the client device is in possession of the keys αi.
This can again be efficiently instantiated with Schnorr’s pro-
tocol [85] and the Fiat-Shamir heuristic [16, 37] (cf. § 4.3).
Alternatively, Apple could choose the keys αi and hand them
to client devices together with signed values Yσ,i.
Brute-force. Finally, either party could try to guess con-
tact identifiers of the other party by adding a large number
of “fake” address book entries (so-called enumeration at-
tacks [42]). However, in contrast to offline brute-force at-
tacks, where up to millions of guesses can be checked per
second, the success probability is significantly lower since we
strictly limit the size of the input sets to a reasonable upper
bound (e.g., m = 10 and n = 10k, cf. § 4.3).
Table 2: Overhead of PrivateDrop’s PSI-based mutual authentication
protocol on n address book entries and m contact identifiers, respec-
tively. |q| is the size of group elements, |sign| the size of signatures
on encrypted contact identifiers, and l the length of hashes ui.
Phase Precomputation Online
Computation Sender S Receiver R Sender S Receiver R
Exp. mS +nS mR +nR 3mS +3mR 3mS +3mR
Hash calc. mS +3nS mR +3nR 2mS +mR +2 mS +2mR +2
Communication 0 (3mS +3mR +2) · |q|+(nS +
nR) · l +(mS +mS) · |sign|
4.6 Our PrivateDrop Protocol
In Fig. 4, we show our full PSI-based mutual authentica-
tion protocol for AirDrop. Its computation and communi-
cation overhead is summarized in Tab. 2. For the compu-
tation overhead, we count the required exponentiations and
hash operations. We assume that verifying each signature
requires one such exponentiation and one hash operation. Ob-
taining the signature on the values yi is ignored since the
exact overhead depends on the chosen implementation. In
case Apple provides keys αi along with values Yi and signa-
tures sign(σVR,Yi), the additional communication overhead
in the precomputation phase is only O(m). Otherwise, if the
keys are chosen on the client device, a non-interactive zero-
knowledge Schnorr proof requires additional computation
with O(m) exponentiations and hash operations.
Overhead. Overall, in the precomputation phase, both par-
ties have a computation overhead of O(m+ n), which is a
one-time cost. In the online phase, the computation over-
head is O(m), with m n, while the communication over-
head is O(m+n). Due to n still being fairly limited in prac-
tice (e.g., n = 10k) and the availability of a low-latency and
high-bandwidth Wi-Fi connection, this communication over-
head is very well manageable (cf. our experiments in § 6).
5 Implementation and Integration
We implement both the original AirDrop protocol and
our PrivateDrop extension for iOS and macOS to empiri-
cally study the overhead caused by PSI. We do not use Ap-
ple’s closed source AirDrop implementation to provide a fair
comparison between non-PSI and PSI. In the following, we
discuss our implementation (including mDNS and HTTPS
communication) and our integration of PrivateDrop into the
original AirDrop protocol stack. Our open-source implemen-
tation is available on GitHub [45].
5.1 Implementation of the Base Protocol
Apple does not expose or document a low-level AirDrop API
that would allow us to integrate our PrivateDrop extension
and conduct a fine-grained performance evaluation. Using an
existing open-source implementation of AirDrop [46] is also
not an option as it is written in Python, which is not supported
on iOS and not optimized for performance.
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AirDrop Sender S AirDrop Receiver R
Input: Input:
ABS = {cS1, . . . ,cSnS} AB
R = {cR1 , . . . ,cRnR}
IDsS = {IDS1, . . . , IDSmS} IDsR = {IDR1 , . . . , IDRmR}
Output: ABR ∩ IDsS Output: ABS ∩ IDsR
kS $← Zq Precomputation Phase kR $← Zq
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Figure 4: PrivateDrop’s full PSI-based mutual authentication protocol for AirDrop. The protocol is based on the optimized and interleaved
execution of DO2 (green) and DO3 (orange), cf. Tab. 1 and Fig. 2, divided into a reusable precomputation and an online phase.
Therefore, we re-implement the full AirDrop protocol stack
in Swift, Apple’s modern programming language that com-
piles down to assembler code. In particular, we use Apple’s
public NetService API [8] to announce services via mDNS
and bootstrap communication over the AWDL interface. In
addition, we use SwiftNIO [9] to achieve high-performance
asynchronous network operations and to implement HTTPS
communication. In App. C, we show that our AirDrop imple-
mentation performs very similar to Apple’s.
AirDrop’s validation records are implemented using cryp-
tographic message syntax (CMS) [47]. To provide the best
integration with Apple’s existing certification infrastructure,
we also implement the signatures Yσ,i in Eq. (6) in CMS. For
validation, we use the OpenSSL library [71], as Apple’s Secu-
rity framework provides CMS support only on macOS but not
on iOS [6]. The individual validation records VRσ,i in Eq. (4)
are not part of our implementation.
5.2 Implementation of the PSI Operations
Implementing our PSI protocol requires access to low-level el-
liptic curve (EC) operations, for which we would have liked
to utilize built-in operating system capabilities. Unfortu-
nately, Apple’s Swift-based CryptoKit [7] does not expose
the required point operations, e.g., addition and scalar multi-
plication. As an alternative, we use the established open-
source library Relic [11]. Compared to other third-party
candidates such as MIRACL [68] or libecc [15], Relic is
focused on efficiency [73, 81] and portability with support
for all relevant architectures, i.e., arm64 (iOS and macOS)
and x86_64 (macOS). Also, Relic is written in C, which inte-
grates well with our Swift-based protocol implementation.
We instantiate all primitives to provide a security level
of 128 bit. Our Diffie-Hellman-based PSI implementa-
tion uses the standardized elliptic curve P-256.
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Figure 5: PrivateDrop protocol; changes to the original AirDrop
protocol (cf. Fig. 1) highlighted in blue.
5.3 Integration with the HTTPS Handshake
In order to integrate PrivateDrop into AirDrop’s HTTPS pro-
tocol, we introduce two new HTTPS messages into the au-
thentication phase that we depict in Fig. 5. In particular,
we introduce StartPSI and FinishPSI that include the three
messages M1, M2, and M3 from our optimized PSI proto-
col (cf. Fig. 4) as payload. The protocol is performed imme-
diately after the mDNS discovery is completed and replaces
the original HTTPS Discover exchange. Since the AirDrop
sender acts as the HTTPS client in the protocol, the ini-
tial HTTPS request contains no payload and simply signals
the receiver to initiate the PSI protocol.
Selecting Individual Validation Records. The output
of the PSI protocol determines which individual validation
records VRσ,i are included in the follow-up requests. If the PSI
protocol yields no matches, no validation records are included.
If the PSI protocol yields one or more matches, one randomly
chosen individual validation record that corresponds to one
of the matches is included in the request. Note that, in princi-
ple, we could include the validation records for all matches.
However, this would yield no benefit as one contact identifier
is sufficient to uniquely identify the other party based on the
user’s address book.7 On the contrary, transmitting multiple
validation records would increase communication overhead
and require the receiver to verify multiple signatures.
Communication Rounds. Note that after processing M2,
the receiver has already selected the appropriate individual
validation record and can send it back to the sender with M3.
The sender will include its individual validation record in
the Ask request when initiating a file transfer. By piggy-
backing the receiver’s validation record to M3, we avoid one
additional communication round that would be necessary to
exchange VRσ,i after the PSI protocol has completed. In total,
our PSI-based protocol only incurs one additional communi-
cation round compared to the original authentication.
5.4 Integration with the BLE Advertisements
AirDrop’s BLE advertisements contain the first two bytes of
the sender’s hashed contact identifiers, which are also part
of the validation record. Receivers use these hashes to check
if the sender is a potential contact match and whether they
should turn on their AWDL interface to conduct the full au-
thentication handshake. As shown in [92], this mechanism
provides no additional security as it can easily be circum-
vented with brute force. Therefore, the short hashes appear to
be an optimization to prevent wakeups of the receiver’s Wi-Fi
radio that unnecessarily drain the device’s battery.
As the purpose of our work is to prevent any leakage of
personal information, we propose to not include any (even
shortened) contact identifiers and simply set the fields to a
fixed value, e.g., 0x0000. Then, whenever AirDrop receivers
overhear such an advertisement, they activate their AWDL
interface unconditionally. Coincidentally, this behavior is
already implemented by AirDrop receivers that are discov-
erable by everyone (cf. § 2.2), so we do not expect that this
change will incur any practical hurdles.
5.5 Towards Replacing AirDrop
We implemented a fully-functional PrivateDrop prototype.
The following changes have to be made by Apple for turn-
ing PrivateDrop into a drop-in replacement for AirDrop,
which can be deployed with iOS and macOS updates, and
7We assume an unambiguous mapping of contact identifiers to contact
entries in a user’s address book. If a user assigned the same identifier to
multiple contacts, then having multiple validation records could help to
resolve the ambiguity. In any case, if AirDrop is unable to uniquely identify
the other party, it should inform the user, e.g., by displaying an appropriate
message. Note that Apple validates ownership of contact identifiers via
verification emails or SMS (cf. § 2.1), which prevents multiple registrations,
e.g., when users share an office phone number.
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Table 3: Experiment parameters.
Protocols AirDrop, PrivateDrop
Set sizes
# identifiers m 1, 10, 20
# address book 100, 1 000, 5 000,
entries n 10 000, 15 000
Hardware Sender (macOS 11) MacBook Pro 15" 2019
Receiver (iOS 14) iPhone 12 mini
Network
connection
Apple Wireless Direct Link (AWDL) [90],
USB cable
requires no hardware modifications: (a) To ensure limited
backward compatibility with the orignal AirDrop protocol,
PrivateDrop-enabled devices should support AirDrop’s Dis-
cover request but never include AirDrop’s validation record
to protect themselves against identifier leakage (cf. § 3).
PrivateDrop devices would then always appear as non-con-
tacts to AirDrop devices. Note that downgrade attacks, i.e.,
forcing two PrivateDrop devices to use the legacy AirDrop
protocol, will hence merely result in unauthenticated con-
nections as PrivateDrop devices will never exchange their
validation records with AirDrop devices. (b) Apple’s CA
infrastructure must be extended to issue VRσ,i and Yσ,i val-
ues. (c) PrivateDrop should use the system’s Contact API
to provide input for the contact discovery. For evaluation
purposes, we use randomly generated contacts. (d) Our im-
plementation currently does not integrate BLE discovery, be-
cause iOS hides Apple-specific advertisements in the scan
responses and prohibits emitting them for third-party applica-
tions. (e) Finally, PrivateDrop currently does not implement
individual validation records but uses the AirDrop validation
records VRσ to match the Apple-signed TLS certificates.
6 Experimental Evaluation
We evaluate the performance of PrivateDrop based on our
implementation for AirDrop (cf. § 5). To this end, we conduct
an extensive experimental evaluation using different Apple
devices and variable input sizes over the devices’ AWDL
interface. We show that the median discovery delay is well
below one second in any practical setting. In the following,
we explain our evaluation metrics and experimental setup. We
then present and discuss the evaluation results.
6.1 Evaluation Metrics
We assess the protocol’s performance in terms of runtime
or delay. In particular, we time the protocol flow at several
reference points to measure (a) computational overhead, i.e.,
time spent for calculating cryptographic operations, (b) net-
work overhead, i.e., time spent for transmitting data over
the data channel, and (c) overall runtime, i.e., time spent for
executing the complete discovery process.
6.2 Experimental Setup
We conduct all experiments using our PrivateDrop
and AirDrop implementations (cf. § 5) and summarize all
other experiment parameters such as set sizes, hardware, and
network environments in Tab. 3.
Set Sizes. Our complexity analysis in § 4.6 shows that
the online PSI overhead depends on the number of identi-
fiers m and address book entries n. A previous online study
found that Apple users have n = 136 contacts on average [92].
Therefore, we select values for n in this order of magnitude
but also include values up to n = 15000 to assess potential
scalability limits. Similarly, we select m to cover moderate
and extreme limits (1 to 20). For simplicity of presentation,
the input sizes are the same for both sender and receiver in all
our experiments, i.e., m = mS = mR and n = nS = nR.
Hardware and Network Connection. We use up-
to-date Apple devices for the evaluation, in particular,
an iPhone 12 mini and a MacBook Pro (2019). A mix of iOS
and macOS devices allows us to conduct experiments via a ca-
ble network connection (USB) in addition to AWDL, thereby
measuring the impact of network-induced delays. In all ex-
periments, the MacBook acts as the sender and the iPhone as
the receiver to ensure comparable results.
Environment. We conduct all experiments in a home office
environment,8 where we cannot control interfering Bluetooth
and Wi-Fi transmissions. This interference might contribute
to the high variance of our AWDL experiments (cf. Fig. 9),
which was not observed in previous experiments that used a
Faraday tent [90]. We run cable-based experiments to isolate
the impact of PrivateDrop, while the AWDL experiments help
us to understand performance under real-world conditions.
Test Suite. We implemented a benchmark application
for iOS and macOS based on PrivateDrop (cf. § 5) that allows
us to define a scenario. A scenario is comprised of a fixed
set of experimental parameters such as the set sizes and the
choice of sender and receiver devices (cf. Tab. 3). For each
scenario, we run 100 experiments (Monte Carlo) that each
consist of a complete protocol execution. To avoid systematic
errors introduced by temporal disturbances, we schedule the
individual runs for each scenario in a round-robin fashion.
The bar plots indicate the median delay over all runs, and the
error bars indicate the 0.05 and 0.95 quantiles. Unless other-
wise stated, we measure the delays on the sender side. Each
experiment consists of a full protocol run as well as a prepa-
ration and cleanup phase: (a) Preparation: we generate the
address book at random, precompute the values ui, and wait
until both sender and receiver are ready. (b) Execution: we
run a complete protocol execution starting from the DNS-SD
discovery to the upload of a file. (c) Cleanup: we shut down
the HTTPS and DNS-SD server to close all connections.
8Our institution mandated home office due to the COVID-19 pandemic.
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Figure 6: Overall authentication delay for AirDrop (baseline)
and PrivateDrop with different set sizes (m,n).
100 1000 5000 10000 15000





















c,ypi ,ai · zci
vi
Intersect
u j = vi
Figure 7: Computation time for the PSI operations on an iPhone 12
with different set sizes (m,n).
6.3 Authentication Delay
We first empirically measure the performance
of PrivateDrop’s online phase for variable set sizes n
and m (cf. Tab. 3). For this, we run a set of experiments
between the MacBook Pro 2019 (sender) and iPhone 12 (re-
ceiver). In order to minimize noise introduced by the wireless
channel, we conduct this experiment via a USB cable
connection between sender and receiver. We later evaluate
the impact of the wireless channel in § 6.4.
Overall Delay. In Fig. 6, we show the delay of the com-
plete authentication phase (phase (2) in Figs. 1 and 5),
for PrivateDrop and AirDrop. AirDrop authentication is in-
dependent of m and n, and, therefore, we include the me-
dian delay as a baseline. In contrast, the PrivateDrop run-
time increases with both m and n as expected. Our results
for PrivateDrop show that for moderate settings (m = 10, n =
1000), the median authentication delay is increased by 2×
compared to AirDrop. Even for extreme scenarios (m =
20, n = 15000), the overall delay stays below 500 ms. This
satisfies our user experience requirement as humans perceive
any delay below 1 000 ms as an “immediate response” [22].
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Figure 8: Transmission delay of AWDL and cable connections for
the AirDrop (Discover) and PrivateDrop (StartPSI and FinishPSI)
requests for a fixed number of identifiers m = 10.
PSI Delay. We closer investigate the impact of the PSI on-
line phase on the overall authentication delay. Fig. 7 shows the
computation time of the individual operations on an iPhone 12.
In fact, only computing the actual intersection depends on the
number of address book entries n (cf. violet parts in Fig. 7)
and is at most 5 % of the total time for n = 15000. All other
arithmetic operations increase linearly with m, which vali-
dates our complexity analysis in § 4.6. In absolute terms, the
median computational overhead is less than 12 ms for m = 1
and stays below 50 ms for m = 20. Note that a complete pro-
tocol execution requires identical operations on both sides.
To get the total PSI overhead, we can double these numbers
if assuming identical hardware for sender and receiver. Still,
the PSI operations alone make up less than half of the total
authentication delay (cf. Fig. 6). The other major component
is networking delay, which we explore next.
6.4 Networking Delay
AirDrop originally uses a wireless connection between sender
and receiver. We want to understand the impact of the net-
working delay and provide a comparison between AWDL and
the cable connection (cf. § 6.3). To this end, we repeat the pre-
vious experiment over AWDL and measure the transmission
delay of the HTTPS requests and replies. In particular, we





and calculate the delay as t = T4−T1− (T3−T2) to exclude
the receiver-side processing delay. Fig. 8 shows the median
transmission delays t incurred by StartPSI and FinishPSI ex-
changes for both wireless and cable connections. We add the
median transmission delay of AirDrop’s Discover request for
reference. Qualitatively, we can observe that the number of
address book entries n has a stronger impact on transmission
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delay for AWDL than for the cable connection and that the
transmission delay constitutes about half of the overall au-
thentication delay. Interestingly, the transmission delay for
both PSI requests is similar over the cable, while the first
request takes up significantly more time over AWDL. The
reason is that the first request includes the time required for
connection setup, which generally takes longer over AWDL
and has a higher variance, as we discuss next.
High Variance of AWDL Transmission Delays. We no-
ticed a high variance of the transmission delays over AWDL
compared to the cable connection (cf. App. A). This effect
can be explained by AWDL’s channel allocation mechanism.
AWDL initially allocates few time slots for transmissions,
i.e., little bandwidth is available, and then dynamically allo-
cates more if there is load on the Wi-Fi interface [90]. Thus,
initial Wi-Fi transmissions are deferred to the next available
time slot, resulting in uncontrollable delays in the order of
one second, which is the length of an AWDL period. The
increase of available bandwidth over time also explains why
the median transmission delay of the first message (StartPSI)
is significantly larger than the second one (FinishPSI).
6.5 Precomputation
While online performance is most crucial for user experience,
the precomputation of the encrypted address book entries u j
must also be manageable on mobile devices. Therefore, we
evaluate the runtime of calculating the values u j during the
precomputation phase (cf. Fig. 4). As the runtime linearly
depends on n (cf. § 4.6), we run a linear regression on the
results from an iPhone 12 to approximate the runtime as n×
0.331ms. We provide the raw results in App. B. We see that
even for large address books (n = 10k), the single-threaded
precomputation takes only 3.31 s. To save battery, mobile
devices could defer the precomputations to times when they
are charging, e.g., overnight.
7 Related Work
We survey closely related works for private mutual authenti-
cation, complete our overview of available PSI protocols in
addition to our selection process described in § 4.3, review fur-
ther secure computation techniques, and discuss other privacy
leaks in Apple’s wireless ecosystem.
7.1 Private Mutual Authentication
The most closely related work to ours is [96]. The authors
devise a mutual authentication protocol similar to [3, 4, 54],
but geared towards various discovery services, including the
contacts-only mode of Apple AirDrop. Utilizing identity-
based encryption (IBE) [19], the AirDrop sender distributes
encryptions of its identity under a certain “authorization pol-
icy”. This policy states that only the contacts of this party
can decrypt the identity. The authors also implement and
benchmark their approach. On a Nexus 5X smartphone, the
private authentication takes 360.4 ms.
First of all, the work of [96] mainly targets a different
privacy issue in AirDrop, namely the information leakage
caused by exchanging the certificates for establishing the TLS
connection, which leaks information even to nearby passive
adversaries. However, the authors operate under the assump-
tion that these certificates contain the device owner’s identity
in the clear and are actually used for verifying that sender and
receiver are mutual contacts. As recently shown in [92], this
is not how AirDrop is currently implemented: the certificates
contain only an account-specific UUID while the contact
check takes place after the TLS connection is established by
exchanging hash values of contact identifiers.
Another conceptual disadvantage of [96] is that Apple,
as the IBE root, must provision secret keys to all AirDrop
devices, whereas we only require Apple to sign encryptions
of hashed contact identifiers where the key can be chosen by
the client. Moreover, the system proposed in [96] does not
consider subtle issues related to everyday use cases, e.g., how
to handle transfers of phone numbers. This would require
additional effort to extend the employed IBE scheme with
efficient revocation capabilities [18].
In terms of implementation and evaluation, we provide an
actual integration into the AirDrop protocol with prototypes
on various state-of-the-art Apple devices and demonstrate
practical performance under real-world conditions.
7.2 Private Set Intersection
The study of PSI protocols is a very active field of research
with various optimizations for different use cases. The “stan-
dard” scenario is two-party PSI with balanced input sets and
security against semi-honest adversaries, who honestly follow
the protocol but try to learn additional information from the
transcript. Here, works based on oblivious transfer [60, 76,
79, 80] define the state-of-the-art in terms of concrete per-
formance, while others consider the cost-efficiency in cloud
deployment as the most relevant metric [75]. There have been
attempts to translate these works to the malicious model [83,
84] with a recent efficiency break-through [74].
PSI was also studied in the multi-party case [43, 50, 61] and
extended to generic protocols that can compute an arbitrary
symmetric function on top of the intersection [29, 77, 78].
As discussed in § 4.3, most closely related to the problem
studied in our work are so-called unbalanced PSI protocols
that work particularly well when one of the input sets is much
larger than the other [26, 27, 55, 59, 82]. Chen et al. [26,
27] present protocols based on fully homomorphic encryption
that are very computation intensive and thus not suitable to be
run between two mobile devices. Kiss et al. [59] and Kales
et al. [55] optimize protocols based on oblivious pseudoran-
dom function evaluations for the mobile use case, especially
so-called mobile contact discovery to privately synchronize
address books with user databases in messaging applications.
However, these protocols, in the best case, only consider
security against malicious PSI receivers but not senders.
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There also exist approaches that efficiently outsource PSI
computations to a third-party server [1, 2, 56, 57, 99]. How-
ever, such protocols are not suitable for our use case since the
input parties might be both offline.
Finally, we observe that purely public key-based Diffie-
Hellman-style protocols [13, 31, 33, 52, 53, 82], as have been
around since the 80’s [67, 87], are viable alternatives given
the requirements and specified input sizes. Specifically, [31]
and [53] are suitable candidates as they are secure against
malicious adversaries. We base our work on [53] as it re-
quires fewer exponentiations than the RSA-based protocol
of [31] and can be instantiated more efficiently with ellip-
tic curve cryptography. As described in § 4.5, we augment
this protocol with signed inputs to prevent certain attacks on
the ideal functionality of PSI, similar to the notion of autho-
rized PSI (APSI) [31, 33] and PSI with certified sets [21].
7.3 Secure Computation Protocols
There exist further generic and specialized cryptographic pro-
tocols to securely perform the operations necessary for mu-
tual authentication. We efficiently achieve this via PSI in two
rounds with O(m+n) complexity (cf. § 4).
Secure two-party computation protocols proposed
by Yao [97] and Goldreich, Micali, and Wigderson [40] can
obliviously evaluate arbitrary Boolean or arithmetic circuits
over private inputs. However, a naive circuit for performing
equality tests on m contact identifiers and n address book
entries has complexity O(m · n). This complexity can be
reduced to be linear with hashing techniques known from
so-called circuit-based PSI [29, 76, 77, 78]. Unfortunately,
such hashing techniques are incompatible with malicious
security [74], which otherwise can be guaranteed with generic
approaches [62, 72, 95] at the cost of additional overhead.
Furthermore, it is unclear how to efficiently authenticate the
contact identifiers used as inputs. There also exist specialized
protocols for securely performing comparisons/equality
checks (e.g., [30, 64, 98]).
The task of computing the intersection between two
sets can be equivalently formulated as the receiver query-
ing/searching the sender’s database on its inputs to test for
set membership. This can be done while hiding the query
and without transferring the entire database via private in-
formation retrieval (PIR). While there exists efficient multi-
server PIR [28, 36], we consider a two-party setting and hence
a single server. State-of-the-art single-server PIR is based
on homomorphic encryption [39, 58, 63], which is computa-
tionally too demanding for mobile devices. Moreover, PIR
does not necessarily protect unrelated database entries, which
in our case should remain private. This setting is addressed
by works that allow (complex) search queries on encrypted
data [38]. Unfortunately, such systems inherently suffer from
a certain leakage and have been prone to attacks [17, 23, 70].
7.4 Privacy of Apple’s Wireless Ecosystem
AirDrop is part of Apple’s larger wireless ecosystem, which
has been analyzed for privacy leaks before. AWDL was found
to leak personally identifiable information such as the user’s
real name [92]. Several works [14, 24, 65] have analyzed Ap-
ple’s Bluetooth implementation and found various ways of
tracking devices via static identifiers in Bluetooth advertise-
ments. Finally, [88] discovered that Apple devices can be
tracked via identifiers that are randomized asynchronously.
8 Conclusion
In this paper, we solved the problem of privacy-preserving
authentication between offline peers, based on the notion of
being mutual contacts. We demonstrated the practicability
of our approach via a comprehensive experimental perfor-
mance evaluation, which attests negligible overhead under
real-world conditions. We motivated our work with two dis-
tinct design flaws in AirDrop that allow attackers to learn
the phone numbers and email addresses of both sender and
receiver devices. However, our proposed protocol can sup-
port other applications, even outside of Apple’s ecosystem.
For example, Google recently launched a similar platform
called “Nearby” for Android [41, 86], where device visibility
can be restricted to the user’s contacts and thus would benefit
from our protocol for privacy-preserving authentication.
Our proposed solution PrivateDrop prevents users from
disclosing personal information to non-contacts. Still, users
remain trackable via their account-specific UUID in the TLS
certificate, which gives room for future work. Nevertheless,
our results demonstrate that PSI with malicious security is
ready for practical deployment, even in offline scenarios be-
tween resource-constrained mobile devices. We would be
glad to see our open-source implementation being adopted in
end-user systems such as AirDrop.
Responsible Disclosure
We informed the Apple Product Security team about our find-
ings (follow-up ID 705937802): We disclosed the sender
identifier leakage (cf. § 3.3) in May 2019 and the receiver
identifier leakage (cf. § 3.4) as well as our proposed PSI-
based protocol (cf. § 4) in October 2020. Apple has not yet
commented if they plan to address these AirDrop issues.
Availability
We open-source our PrivateDrop implementation [45] and
the code to reproduce our figures [44] as part of the Open
Wireless Link project [91].
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A Authentication Delay over AWDL
Fig. 9 shows the high variance of the authentication delay
of PrivateDrop over the AWDL interface. The lower and
upper error bars indicate the 0.05 and 0.95 quantiles, respec-
tively. Still, the median authentication delay for PrivateDrop
lies within 500 ms and 1 500 ms, depending on (m,n).
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Figure 9: Overall authentication delay for AirDrop (base-
line) and PrivateDrop with different set sizes (m,n) (MacBook
Pro 2019 → iPhone 12 via AWDL).
B PSI Precomputation
Fig. 10 shows the runtime of the PSI precomputation required
for calculating ui (cf. precomputation phase in Fig. 4) on
an iPhone 12. Even with a large address book (n = 15000),
the computation time does not exceed 5 s, which is very man-
ageable for a mobile device that charges overnight.
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Figure 10: Runtime of PSI precomputation on an iPhone 12.
C Performance Comparison with Apple’s
AirDrop Implementation
We benchmark our base AirDrop implementation against Ap-
ple’s original one. To evaluate Apple’s implementation, we
leverage the system logging facility of macOS (cf. [88]) that
produces debug output for AirDrop and provides logs verbose
enough to distinguish the authentication phase. We calcu-
late the authentication delay as the timestamp difference of
the entries indicating the start and end of the authentication
phase. We provide the details in our evaluation repository [44].
We use the same hardware configuration and environment as
described in § 6.2. We open the sharing pane on the Mac-
Book Pro and manually wake up the iPhone 12 by tapping on
the screen. We repeat this process 100 times and report on
the results in Fig. 11 as an empirical cumulative distribution
function. The results show that the best-case performance of
our implementation is similar to the original one. The high
variance of the delay can be attributed to the initialization
behavior of AWDL (cf. § 6.4).















Figure 11: Authentication delay of our AirDrop implementation
and Apple’s (MacBook Pro 2019 → iPhone 12 via AWDL).
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Abstract. While there has been a lot of progress in designing efficient
custom protocols for computing Private Set Intersection (PSI), there
has been less research on using generic Multi-Party Computation (MPC)
protocols for this task. However, there are many variants of the set inter-
section functionality that are not addressed by the existing custom PSI
solutions and are easy to compute with generic MPC protocols (e.g., com-
paring the cardinality of the intersection with a threshold or measuring
ad conversion rates).
Generic PSI protocols work over circuits that compute the intersec-
tion. For sets of size n, the best known circuit constructions conduct
O(n log n) or O(n log n/ log log n) comparisons (Huang et al., NDSS’12
and Pinkas et al., USENIX Security’15). In this work, we propose new
circuit-based protocols for computing variants of the intersection with
an almost linear number of comparisons. Our constructions are based on
new variants of Cuckoo hashing in two dimensions.
We present an asymptotically efficient protocol as well as a protocol
with better concrete efficiency. For the latter protocol, we determine the
required sizes of tables and circuits experimentally, and show that the
run-time is concretely better than that of existing constructions.
The protocol can be extended to a larger number of parties. The proof
technique presented in the full version for analyzing Cuckoo hashing in
two dimensions is new and can be generalized to analyzing standard
Cuckoo hashing as well as other new variants of it.
Keywords: Private set intersection · Secure computation
1 Introduction
Private Set Intersection (PSI) refers to a protocol which enables two parties,
holding respective input sets X and Y , to compute the intersection X ∩ Y with-
out revealing any information about the items which are not in the intersection.
The PSI functionality is useful for applications where parties need to apply a
JOIN operation to private datasets. There are multiple constructions of secure
c© International Association for Cryptologic Research 2018
J. B. Nielsen and V. Rijmen (Eds.): EUROCRYPT 2018, LNCS 10822, pp. 125–157, 2018.
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protocols for computing PSI, but there is an advantage for computing PSI by
applying a generic Multi-Party Computation (MPC) protocol to a circuit com-
puting the intersection (see Sect. 1.1). The problem is that a naive circuit com-
putes O(n2) comparisons, and even the most recent circuit-based constructions
require O(n log n) or O(n log n/ log log n) comparisons (see Sect. 1.4).
In this work, we present a new circuit-based protocol for computing PSI
variants. In our protocol, each party first inserts its input elements into bins
according to a new hashing algorithm, and then the intersection is computed by
securely computing a Boolean comparison circuit over the bins. The insertion of
the items is based on new Cuckoo hashing variants which guarantee that if the
two parties have the same input value, then there is exactly one bin to which
both parties map this value. Furthermore, the total number of bins is O(n) and
there are O(1) items mapped to each bin, plus ω(1) items which are mapped to
a special stash. Hence, the circuit that compares (1) for each bin, the items that
the two parties mapped to it, and (2) all stash items to all items of the other
party, computes only ω(n) comparisons.
1.1 Motivation for Circuit-Based PSI
PSI has many applications, as is detailed for example in [42]. Consequently, there
has been a lot of research on efficient secure computation of PSI, as we describe
in Sect. 1.4. However, most research was focused on computing the intersection
itself, while there are interesting applications for the ability to securely compute
arbitrary functions of the intersection. We demonstrate the need for efficient
computation of PSI using generic protocols through the following arguments:
Adaptability. Assume that you are a cryptographer and were asked to propose
and implement a protocol for computing PSI. One approach is to use a specialized
protocol for computing PSI. Another possible approach is to use a protocol for
generic secure computation, and apply it to a circuit that computes PSI. A trivial
circuit performs O(n2) comparisons, while more efficient circuits, described in [26,
39], perform only O(n log n) or O(n log n/ log log n) comparisons, respectively.
The most efficient specialized PSI protocols are faster by about two orders of
magnitude than circuit-based constructions (see [39]), and therefore you will
probably choose to use a specialized PSI protocol. However, what happens if
you are later asked to change the protocol to compute another function of the
intersection? For example, output only the size of the intersection, or output 1
iff the size is greater than some threshold, or output the most “representative”
item that occurs in the intersection (according to some metric). Any change
to a specialized protocol will require considerable cryptographic know-how, and
might not even be possible. On the other hand, the task of writing a new circuit
component that computes a different function of the intersection is rather trivial,
and can even be performed by undergrad students.
Consider the following function as an example of a variant of the PSI func-
tionality for which we do not know a specialized protocol: Suppose that you want
to compute the size of the intersection, but you also wish to preserve the privacy
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of users by ensuring differential privacy. This is done by adding some noise to
the exact count before releasing it. This functionality can easily be computed by
a circuit, but it is unclear how to compute it using other PSI protocols. (See [38]
for constructions that add noise to the results of MPC computation in order to
ensure differential privacy.)
Existing code base. Circuit-based protocols benefit from all the work that
was invested in recent years in designing, implementing, and optimizing very
efficient systems for generic secure computation. Users can download existing
secure computation software, e.g., [13,27], and only need to design the circuit to
be computed and implement the appropriate hashing technique.
Existing applications. There are existing applications that need to com-
pute functions over the results of the set intersection. For example, Google
reported [34,49] a PSI-based application for measuring ad conversion rates,
namely the revenues from ad viewers who later perform a related transaction.
This computation can be done by comparing the list of people who have seen
an ad with those who have completed a transaction. These lists are held by the
advertiser (say, Google or Facebook), and by merchants, respectively. A simple
(non-private) solution is for one side to disclose its list of customers to the other
side, which computes the necessary statistics. Another option is to run a secure
computation over the results of the set intersection. For example, the merchant
inputs pairs of the customer-identity and the value of the transactions made by
this customer, and the computation calculates the total revenue from customers
who have seen an ad, namely customers in the intersection of the sets known
to the advertiser and the merchant. Google reported implementing this compu-
tation using a Diffie-Hellman-based PSI cardinality protocol (for computing the
cardinality of the intersection) and Paillier encryption (for computing the total
revenues) [28]. This protocol reveals the identities of the items in the intersec-
tion, and seems less efficient than our protocol as it uses public key operations,
rather than efficient symmetric cryptographic operations.1
1.2 Our Contributions
This work provides the following contributions:
Circuit-based PSI protocols with almost linear overhead. We show a
new circuit-based construction for computing any symmetric function on top of
PSI, with an asymptotic overhead of only ω(n) comparisons. (More accurately,
for any function f ∈ ω(n), the overhead of the construction is o(f(n)).) This
construction is based on standard Cuckoo hashing.
1 Facebook is running a computation of this type with companies that have trans-
action records for a large part of loyalty card holders in the US. According
to the report in https://www.eff.org/deeplinks/2012/09/deep-dive-facebook-and-
datalogix-whats-actually-getting-shared-and-how-you-can-opt, the computation is
done using an insecure PSI variant based on creating pseudonyms using naive hash-
ing of the items.
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Small constants. Standard measures of asymptotic security are not always a
good reflection of the actual performance on reasonable parameters. Therefore,
in addition to the asymptotic improvement, we also show a concrete circuit-
based PSI construction. This construction is based on a new variant of Cuckoo
hashing, two-dimensional Cuckoo hashing, that we introduce in this work. We
carefully handle implementation issues to improve the actual overhead of our
protocols, and make sure that all constants are small. In particular, we ran
extensive experiments to analyze the failure probabilities of the hashing scheme,
and find the exact parameters that reduce this statistical failure probability to
an acceptable level (e.g., 2−40). Our analysis of the concrete complexities is
backed by extensive experiments, which consumed about 5.5 million core hours
on the Lichtenberg high performance computer of the TU Darmstadt and were
used to set the parameters of the hashing scheme. Given these parameters we
implemented the circuit-based PSI protocol and tested it.
Implementation and experiments. We implemented our protocols using the
ABY framework for secure two-party computation [13]. Our experiments show
that our protocols are considerably faster than the previously best circuit-based
constructions. For example, for input sets of n = 220 elements of arbitrary
bitlength, we improve the circuit size over the best previous construction by
up to a factor of 3.8x.
New Cuckoo hashing analysis. Our two-dimensional Cuckoo hashing is based
on a new Cuckoo hashing scheme that employs two tables and each item is
mapped to either two locations in the first table, or two locations in the second
table. This is a new Cuckoo hashing variant that has not been analyzed before.
In addition to measuring its performance using simulations, we provide a prob-
abilistic analysis of its performance. Interestingly, this analysis can also be used
as a new proof technique for the success probability of standard Cuckoo hashing.
1.3 Computing Symmetric Functions
A trivial circuit for PSI that performs O(n2) comparisons between all pairs of
the input items of the two parties allows the parties to set their inputs in any
arbitrary order. On the other hand, there exist more efficient circuit-based PSI
constructions where each party first independently orders its inputs according
to some predefined algorithm: the sorting network-based construction of [26]
requires each party to sort its input to the circuit, while the hashing-based con-
struction of [39] requires the parties to map their inputs to bins using some public
hash functions. (These constructions are described in Sect. 1.4.) The location of
each input item thus depends on the identity of the other inputs of the input
owner, and must therefore be kept hidden from the other party.
In this work, we focus on constructing a circuit that computes the intersection.
The outputs of this circuit can be the items in the intersection, or some functions
of the items in the intersection: say, a “1” for each intersecting item, or an
arbitrary function of some data associated with the item (for example, if the
items are transactions, we might want to output a financial value associated
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with each transaction that appears in the intersection). On top of that circuit
it is possible to add circuits for computing any function that is based on the
intersection. In order to preserve privacy, the output of that function must be a
symmetric function of the items in the intersection. Namely, the output of the
function must not depend on the order of its inputs. There are many examples
of interesting symmetric functions of the intersection. (In fact, it is hard to come
up with examples for interesting non-symmetric functions of the intersection,
except for the intersection itself.) Examples of symmetric functions include:
– Computing the size of the intersection, i.e., PSI cardinality (PSI-CA).
– Computing a threshold function that is based on the size of the intersection.
For example, outputting “1” if the size of the intersection is greater than
some threshold (PSI-CAT), or outputting a rounded value of the percentage
of items that are in the intersection. An extension of PSI-CAT, where the
intersection is revealed only if the size of the intersection is greater than a
threshold, can be used for privacy-preserving ridesharing [23].
– Computing the size of the intersection while preserving the privacy of users
by ensuring differential privacy [17]. This can be done by adding some noise
to the exact count.
– Computing the sum of values associated with the items in the intersection.
This is used for measuring ad-generated revenue (cf. Sect. 1.1). Similarly, there
could be settings where each party associates a value with each transaction,
and the output is the sum of the differences between these assigned values in
the intersection, or the sum of the squares of the differences, etc.
The circuits for computing all these functions are of size O(n). Therefore, with
our new construction, the total size of the circuits for computing these functions
is ω(n), whereas circuit-based PSI protocols [26,39] had size O(n log n).
If one wishes to compute a function that is not symmetric, or wishes to
output the intersection itself, then the circuit must first shuffle the values in the
intersection (in order to assign a random location to each item in the intersection)
and then compute the function over the shuffled values, or output the shuffled
intersection. A circuit for this “shuffle” step has size O(n log n), as described
in [26]. (It is unclear, though, why a circuit-based protocol should be used for
computing the intersection, since this job can be done much more efficiently by
specialized protocols, e.g., [31,42].)
1.4 Related Work
PSI. Work on protocols for private set intersection was presented as early
as [35,46], which introduced public key-based protocols using commutative cryp-
tography, namely the Diffie-Hellman function. A survey of PSI protocols appears
in [41]. The goal of these protocols is to let one party learn the intersection itself,
rather than to enable the secure computation of arbitrary functions of the inter-
section. Other PSI protocols are based on oblivious polynomial evaluation [20],
blind RSA [11], and Bloom filters [16]. Today’s most efficient PSI protocols are
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based on hashing the items to bins and then evaluating an oblivious pseudo-
random function per bin, which is implemented using oblivious transfer (OT)
extension. These protocols have linear complexity and were all implemented and
evaluated, see, e.g., [31,39,41,42]. In cases where communication cost is a crucial
and computation cost is a minor factor, recent solutions based on fully homo-
morphic encryption represent an interesting alternative [6]. PSI protocols have
also been adapted to the special requirements of mobile devices [4,25,30].
Circuit-based PSI. Circuit-based PSI protocols compute the set intersection
functionality by running a secure evaluation of a Boolean circuit. These protocols
can easily be adapted to compute different variants of the PSI functionality. The
straightforward solution to the PSI problem requires O(n2) comparisons – one
comparison for each pair of items belonging to the two parties. Huang et al. [26]
designed a circuit for computing PSI based on sorting networks, which computes
O(n log n) comparisons and is of size O(σn log n), where σ is the bitlength of the
inputs. A different circuit, based on the usage of Cuckoo hashing by one party
and simple hashing by the other party, was proposed in [39]. The size of that
circuit is O(σn log n/ log log n). In our work we propose efficient circuits for PSI
variants with an asymptotic size of ω(σn) and better concrete efficiency. We give
more details and a comparison of the concrete complexities of circuit-based PSI
protocols in Sect. 6.2.
PSI Cardinality (PSI-CA). A specific interesting function of the intersection
is its cardinality, namely |X ∩Y |, and is referred to as PSI-CA. There are several
protocols for computing PSI-CA with linear complexity based on public key cryp-
tography, e.g., [9] which is based on Diffie-Hellman and is essentially a variant of
the DH-based PSI protocol of [35,46] (see also references given therein for other
less efficient public key-based protocols); or [12] which is based on Bloom filters
and the public key cryptosystem of Goldwasser-Micali. In these protocols, one
of the parties learns the cardinality. As we show in our experiments in Sect. 6.3,
these protocols are slower than our constructions already for relatively small
set sizes (n = 212) in the LAN setting and for large set sizes (n = 220) in the
WAN setting, since they are based on public key cryptography. An advantage of
these protocols is that they achieve the lowest amount of communication, but
it seems hard to extend them to compute arbitrary functions of the intersec-
tion. Protocols for private set intersection and union and their cardinalities with
linear complexity are given in [8]. They use Bloom filters and computationally
expensive additively homomorphic encryption, whereas our protocols can flex-
ibly be adapted to different variants and are based on efficient symmetric key
cryptography.
2 Preliminaries
Setting. We consider two parties, which we denote as Alice and Bob. They
have input sets, X and Y , respectively, which are each of size n and each item
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has bitlength σ. We assume that both parties agree on a symmetric function f
and would like to securely compute f(X ∩ Y ). They also agree on a circuit that
receives the items in the intersection as input and computes f .
Security Model. The secure computation literature considers semi-honest
adversaries, which try to learn as much information as possible from a given
protocol execution, but are not able to deviate from the protocol steps, and
malicious adversaries, which are able to deviate arbitrarily from the protocol.
The semi-honest adversary model is appropriate for scenarios where execution
of the intended software is guaranteed via software attestation or business restric-
tions, and yet an untrusted third party is able to obtain the transcript of the
protocol after its execution, either by stealing it or by legally enforcing its dis-
closure. Most protocols for private set intersection, as well as this work, focus
on solutions that are secure against semi-honest adversaries. PSI protocols for
the malicious setting exist, but they are less efficient than protocols for the
semi-honest setting (see, e.g., [7,10,19,20,43,44]).
Secure Computation. There are two main approaches for generic secure two-
party computation with security against semi-honest adversaries that allow to
securely evaluate a function that is represented as a Boolean circuit: (1) Yao’s
garbled circuit protocol [48] has a constant round complexity and with today’s
most efficient optimizations provides free XOR gates [33], whereas securely evalu-
ating an AND gate requires sending two ciphertexts [50]. (2) The GMW protocol
[21] also provides free XOR gates and requires two ciphertexts of communica-
tion per AND gate using OT extension [3]. The main advantage of the GMW
protocol is that all symmetric cryptographic operations can be pre-computed in
a constant number of rounds in a setup phase, whereas the online phase is very
efficient, but requires interaction for each layer of AND gates. In more detail, the
setup phase is independent of the actual inputs and pre-computes multiplication
triples for each AND gate using OT extension in a constant number of rounds
(cf. [3]). The online phase runs from the time the inputs are provided until the
result is obtained and involves sending one message for each layer of AND gates.
A detailed description and a comparison between Yao and GMW is given in [45].
Cuckoo Hashing. In its simplest form, Cuckoo hashing [36] uses two hash
functions h0, h1 to map n elements to two tables T0, T1, each containing (1 +
ε)n bins. Each bin accommodates at most a single element. The scheme avoids
collisions by relocating elements when a collision is found using the following
procedure: Let b ∈ {0, 1}. An element x is inserted into a bin hb(x) in table Tb.
If a prior item y exists in that bin, it is evicted to bin h1−b(y) in T1−b. The
pointer b is then assigned the value 1 − b. The procedure is repeated until no
more evictions are necessary, or until a threshold number of relocations has been
performed. In the latter case, the last element is mapped to a special stash. It
was shown in [29] that, for any constant s, the probability that the size of the
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stash is greater than s is at most O(n−(s+1)). After inserting all items, each item
can be found in one of two locations or in the stash. A lookup therefore requires
checking only O(1) locations.
Many variants of Cuckoo hashing were suggested and analyzed. See [47] for a
thorough discussion and analysis of different Cuckoo hashing schemes. A variant
of Cuckoo hashing that is similar to our constructions was given in [1], although
in a different application domain. It considers a setting with three tables, where
an item must be placed in two out of three tables. The analysis of this con-
struction uses a different proof technique than the one we present in the full
version [40], and we have not attempted to generalize their proof to a general
number of item insertions (as we do for our construction). Furthermore, there is
no tight analysis of the stash size in [1]. The work in [18] builds on the construc-
tion of [1] and proves that the failure probability when using a stash of size s
behaves as Õ(n−s). However, the experiments of [18, Fig. 6] reveal that the size
of the stash is rather large and actually increasing in n within the range of 1 000
to 100 000 elements. For example, for table size 7.1n, a stash of at least size 4
is required for inserting 10 000 elements, whereas a stash of at least size 11 is
required for inserting 100 000 elements. Since each item in the stash must be
compared to all items of the other party, and since these comparisons cannot
use a shorter representation based on permutation-based hashing, the effect of
the stash is substantial, and in the context of circuit-based PSI it is therefore
preferable to use constructions that place very few or no items in the stash.
PSI based on Hashing. Some existing constructions of circuits for PSI require
the parties to reorder their inputs before inputting them to the circuit: The
sorting-network based construction of [26] requires the parties to sort their inputs.
The hashing based construction of [39] requires that each party maps its items to
bins using a hash function. It was observed as early as [20] that if the two parties
agree on the same hash function and use it to map their respective input to bins,
then the items that one party maps to a specific bin need to be compared only to
the items that the other party maps to the same bin. However, the parties must
be careful not to reveal to each other the number of items they mapped to each
bin, since this data leaks information about their other items. Therefore, they
agree beforehand on an upper bound m for the maximum number of items that
can be mapped to a bin (such upper bounds are well known for common hashing
algorithms, and can also be substantiated using simulation), and pad each bin
with random dummy values until it has exactly m items in it. If both parties use
the same hash algorithm, then this approach considerably reduces the overhead
of the computation from O(n2) to O(β · m2), where m is the maximum number
of items mapped to any of the β bins.
When a random hash function h is used to map n items to n bins, where
x is mapped to bin h(x), the most occupied bin has w.h.p. m = ln nln ln n (1 +
o(1)) items [22] (a careful analysis shows, e.g., that, for n = 220 and an error
probability of 2−40, one needs to set m = 20). Cuckoo hashing is much more
promising, since it maps n items to 2(1+ε)n bins, where each bin stores at most
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m = 1 items. Cuckoo hashing typically uses two hash functions h0, h1, where
an item x is mapped to one of the two locations h0(x), h1(x), or to a stash of
a small size. It is tempting to let both parties, Alice and Bob, map their items
to bins using Cuckoo hashing, and then only compare the item that one party
maps to a bin with the item that the other party maps to the same bin. The
problem is that Alice might map x to h0(x) whereas Bob might map it to h1(x).
They cannot use a protocol where Alice’s value in bin h0(x) is compared to the
two bins h0(x), h1(x) in Bob’s input, since this reveals that Alice has an item
that is mapped to these two locations. The solution used in [19,39,41] is to let
Alice map her items to bins using Cuckoo hashing, and Bob map his items using
simple hashing. Namely, each item of Bob is mapped to both bins h0(x), h1(x).
Therefore, Bob needs to pad his bins to have m = O(log n/ log log n) items in
each bin, and the total number of comparisons is O(n log n/ log log n).
3 Analyzing the Failure Probability
Efficient cryptographic protocols that are based on probabilistic constructions
are typically secure as long as the underlying probabilistic constructions do not
fail. Our work is based on variants of Cuckoo hashing, and the protocols are
secure as long as the relevant tables and stashes do not overflow. (Specifically,
hashing is computed using random hash functions which are chosen indepen-
dently of the data. If a party observes that these functions cannot successfully
hash its data, it can indeed ask to replace the hash functions, or remove some
items from its input. However, the hash functions are then no longer indepen-
dent of this party’s input and might therefore leak some information about the
input.)
There are two approaches for arguing about the failure probability of cryp-
tographic protocols:
1. For an asymptotic analysis, the failure probability must be negligible in n.
2. For a concrete analysis, the failure probability is set to be smaller than
some threshold, say 2−λ, where λ is a statistical security parameter.
In typical experiments, the statistical security parameter is set to λ = 40.
This means that “unfortunate” events that leak information happen with
a probability of at most 2−40. In particular, λ = 40 was used in all PSI
constructions which are based on hashing (e.g., [16,19,31,39,41]).
With regards to the probabilistic constructions, there are different levels of
analysis of the failure probability:
1. For simple constructions, it is sometimes possible to compute the exact fail-
ure probability. (For example, suppose that items are hashed to a table
using a random hash function, and a failure happens when two items are
mapped to the same location. In this case it is trivial to compute the exact
failure probability.)
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2. For some constructions there are known asymptotic bounds for the failure
probability, but no concrete expressions. (For example, for Cuckoo hashing
with a stash of size s, it was shown in [29] that the overflow probability is
O(n−(s+1)), but the exact constants are unknown.)2
3. For other constructions there is no analysis for the failure probability, even
though they perform very well in practice. For example, Cuckoo hashing
variants where items can be mapped to d > 2 locations, or where each bin
can hold k > 1 items, were known to have better space utilization than
standard Cuckoo hashing, but it took several years to theoretically analyze
their performance [47]. There are also insertion algorithms for these Cuckoo
hashing variants which are known to perform well but which have not yet
been fully analyzed.
3.1 Using Probabilistic Constructions for Cryptography
Suppose that one is using a probabilistic construction (e.g., a hash table) in
the design of a cryptographic protocol. An asymptotic analysis of the crypto-
graphic protocol can be done if the hash table has either an exact analysis or an
asymptotic analysis of its failure probability (items 1 and 2 in the previous list).
If the aim is a concrete analysis of the cryptographic protocol, then exact
values for the parameters of the hash construction must be identified. If an
exact analysis is known (item 1), then it is easy to plug in the desired failure
probability (2−λ) and compute the values for the different parameters. However,
if only an asymptotic analysis or experimental evidence is known (items 2 and
3), then experiments must be run in order to find the parameters that set the
failure probability to be smaller than 2−λ.
We stress that a concrete analysis is needed whenever a cryptographic pro-
tocol is to be used in practice. In that case, even an asymptotic analysis is
insufficient since it does not specify any constants, which are crucial for deriving
the exact parameter values.
3.2 Experimental Parameter Analysis
Verifying that the failure probability is smaller than 2−λ for λ = 40 requires
running many repetitions of the experiments. Furthermore, for large input sizes
(large values of n), each single run of the experiment can be rather lengthy. (And
one could justifiably argue that the more interesting results are for the larger
values of n, since for smaller n we can use less optimal constructions and still
get reasonable performance.)
2 We note though that many probabilistic constructions are analyzed in the algorithms
research literature to have a failure probability of o(1), which is fine for many appli-
cations, but is typically insufficient for cryptographic applications.
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Examining the failure probability for a specific choice of parameters.
For a specific choice of parameters, running 2λ repetitions of an experiment is
insufficient to argue about a 2−λ failure probability, since it might happen that
the experiments were very unlucky and resulted in no failure even though the
failure probability is somewhat larger than 2−λ. Instead, we can argue about a
confidence interval: namely, a confidence interval of 1 − α (say, 95%, or 99.9%)
states that if the failure probability is greater than 2−λ, then we would have
not seen the results of the experiment, except with a probability that is smaller
than α. Therefore, either the experiment was very unlucky, or the failure prob-
ability is sufficiently small. For example, an easy to remember confidence level
used in statistics is the “rule of three”, which states that if an event has not
occurred in 3 · s experiments, then the 95% confidence interval for its rate of
occurrence in the population is [0, 1/s]. For our purposes this means that run-
ning 3·2λ experiments with no failure suffices to state that the failure probability
is smaller than 2−λ with 95% confidence. (We will report experiments in Sect. 6.1
which result in a 99.9% confidence interval for the failure probability.)
Examining the failure probability as a function of n. For large values of n
(e.g., n = 220), it might be too costly to run sufficiently many (more than 240)
experiments. Suppose that the experiments spend just 10 cycles on each item.
This is an extremely small lower bound, which is probably optimistic by orders
of magnitude compared to the actual run-time. Then the experiments take at
least 10 · 260 cycles. This translates to about a million core hours on 3 GHz
machines.
In order to be able to argue about the failure probability for large values of
n, we can run experiments for progressively increasing values of n and identify
how the failure probability behaves as a function of n. If we observe that the
failure probability is decreasing, or, better still, identify the dependence on n,
we can argue, given experimental results for medium-sized n values, about the
failure probabilities for larger values of n.
3.3 Our Constructions
Asymptotic overhead. We present in Sect. 4 a construction of circuit-based
PSI that we denote as the “mirror” construction. This construction uses four
instances of standard Cuckoo hashing and therefore we know that a stash of size s
guarantees a failure probability of O(n−(s+1)) [29]. (Actually, the previously
known analysis was only stated for s = O(1). We show in the full version [40]
that this failure probability also holds for s that is not constant.)
The bound on the failure probability implies that for any constant security
parameter λ, a stash of constant size is sufficient to ensure that the failure
probability is smaller than 2−λ for sufficiently large n. In order to achieve a
failure probability that is negligible in n, we can set the stash size s to be slightly
larger than O(1), e.g., s = log log n, s = log∗ n, or any s = ω(1). The result is
a construction with an overhead of ω(n). (More accurately, the overhead is as
close as desired to being linear: for any f(n) ∈ ω(n), the overhead is o(f(n)).)
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Concrete overhead. In Sect. 5 we present a new variant of Cuckoo hashing
that we denote as two-dimensional (or 2D) Cuckoo hashing. We analyze this
construction in the full version [40] and show that when no stash is used, then
the failure probability (with tables of size O(n)) is O(1/n), as in standard Cuckoo
hashing.
We only have a sketch of an analysis for the size of the stash of the con-
struction in Sect. 5, but we observed that this construction performed much
better than the asymptotic construction. Also, performance was improved with
the heuristic of using half as many bins but letting each bin store two items
instead of one. (This variant is known to perform much better also in the case
of standard Cuckoo hashing, see [47].)
Since we do not have a theoretical analysis of this construction, we ran exten-
sive experiments in order to examine its performance. These experiments follow
the analysis paradigm given in Sect. 3.2, and are described in Sect. 6.1. For a
specific ratio between the table size and n, we ran 240 experiments for n = 212
and found that the failure probability is at most 2−37 with 99.9% confidence.
We also ran experiments for increasing values of n, up to n = 212, and found
that the failure probability has linear dependence on n−3 (an explanation of
this behavior appears in the full version [40]). Therefore, we can argue that for
n ≥ 213 = 2 · 212 the failure probability is at most 2−37 · 2−3 = 2−40.
4 An Asymptotic Construction Through Mirror Cuckoo
Hashing
We show here a construction for circuit-based PSI that has an ω(n) asymptotic
overhead. The analysis in this section is not intended to be tight, but rather
shows the asymptotic behavior of the overhead.
The analysis is based on a construction which we denote as mirror Cuckoo
hashing (as the placement of the hash functions that are used in one side is a
mirror image of the hash functions of the other side). Hashing is computed in a
single iteration. The main advantage of this construction is that it is based on
four copies of standard Cuckoo hashing. Therefore, we can apply known bounds
on the failure probability of Cuckoo hashing. Namely, applying the result of [29]
that the failure probability when using a stash of size s is O(n−(s+1)). Given this
result, a stash of size ω(1) guarantees that the failure probability is negligible
in n (while a constant stash size guarantees that for sufficiently large n the failure
probability is smaller than any constant, and in particular smaller than 2−40).
We note that while the known results about the size of the stash are only stated
for s = O(1), we show in the full version [40] that the O(n−(s+1)) bound on the
failure probability also applies to a non-constant stash size.
4.1 Mirror Cuckoo Hashing
We describe a hashing scheme that uses two sets of tables. A left set including




R. Each table is also denoted

























R. The hash functions in the upper subtables of T
′
L,
T ′R are the same as in TL, TR, and those in the lower subtables are in reverse order.
as a “column”. Each table has two subtables, or “rows”. So overall there are four
tables (columns), each containing two subtables (rows).
Bob maps each of his items to one subtable in each table, namely to one row
in each column. Alice maps each of her items to the two subtables in one of the
tables, namely to both rows in just one of the columns. These mappings ensure
that for any item x that is owned by both Alice and Bob, there is exactly one
subtable to which it is mapped by both parties.





table is of size 2(1 + ε)n and is composed of two subtables of size (1 + ε)n (TL
contains the subtables TL0, TL1, etc.). Each subtable is associated with a hash
function that will be used by both parties. E.g., function hL0 will be used for
subtable TL0, etc. The tables and the hash functions are depicted in Fig. 1.
The hash functions. The hash functions associated with the tables are defined
as follows:
– The functions for the left two tables (columns) TL, TR, i.e., hL0, hL1, hR0, hR1,
are chosen at random. Each function maps items to the range [0, (1+ε)n−1],
which corresponds to the number of bins in each of TL0, TL1, TR0, TR1.
– The functions for the two right tables T ′L, T
′
Rare defined as follows:
• The two functions of the upper subtables are equal to the functions of
the upper subtables on the left. Namely, h′L0 =hL0 and h
′
R0 = hR0.
• The two functions of the lower subtables are the mirror image of the
functions of the lower subtables on the left. Namely, h′L1, h
′
R1 are defined
such that h′L1 = hR1, and h
′
R1 = hL1.
Bob’s insertion algorithm. Bob needs to insert each of his items to one subtable




R. He can do so by simply using Cuckoo
hashing for each of these tables. For example, for the table TL and its subtables
TL0, TL1, Bob uses the functions hL0, hL1 to insert each input x to either TL0




R. In addition, Bob keeps a small
stash of size ω(1) for each of the four tables. Overall, based on known properties
of Cuckoo hashing, we can claim that the construction guarantees the following
property:
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Algorithm 1 (Mirror Cuckoo hashing)
1. Alice uses Cuckoo hashing to insert each item x to one of the subtables
TL0, TR0, using the hash functions hL0, hR0.
2. Similarly, Alice uses Cuckoo hashing to insert each item x to one of the
subtables TL1, TR1, using the hash functions hL1, hR1.
3. At this point, Alice observes the result of the first two steps. For some
inputs x it happened that they were mapped to the same “column” in both
of these steps. Namely, x was mapped to both TL0 and TL1, or to both TR0
and TR1. These are the “good” items, since they were mapped to the same
column, as is required for all of Alice’s inputs.
4. The other inputs of Alice, the “bad” items, were mapped to one column
in Step 1 and to the other column in Step 2. Alice applies the following
procedure to these items:
(a) Each “bad” item x is removed from both locations to which it was
mapped in Steps 1 and 2.
(b) x is now inserted in either of T ′L0, T
′





R0 := hR0 with the same mapping as in Step 1.
(c) x is also inserted in either of T ′L1, T
′





R1 := hL1 with the same mapping as in Step 2.
Claim. With all but negligible probability, it holds that for every input x of Bob,




R, Bob inserts x to exactly one of
the two subtables or to the stash.
Alice’s insertion algorithm. Alice’s operation is a little more complex and is
described in Algorithm 1. Alice considers the two upper subtables on the left,
TL0, TR0, as two subtables for standard Cuckoo hashing. Similarly, she considers
the two lower subtables on the left, TL1, TR1, as two subtables for standard
Cuckoo hashing. In other words, she considers the left top row and the left
bottom row as standard Cuckoo hashing tables.
Alice then inserts each input item of hers to each of these two tables using
standard Cuckoo hashing. (She also uses stashes of size ω(1) to store items which
cannot be placed in the Cuckoo tables.) For some input items x it happens that x
is inserted in the top row to TL0 and in the bottom row to TL1; or x is inserted
in the top row to TR0 and in the bottom row to TR1. Therefore, x is inserted
in two subtables in the same column. (x is denoted as “good” since this is the
outcome that we want.)
Let x′ be one of the other, “bad”, items. Thus, x′ is inserted in the top row
to TL0 and in the bottom row to TR1, or vice versa. In this case, Alice removes
x′ from the tables on the left and inserts it to the tables T ′L, T
′
R on the right.
Since the hash functions that are used in T ′L, T
′
R are equal to the functions
used on the left side (where in the bottom row the functions are in reverse
order), Alice does not need to run a Cuckoo hash insertion algorithm on the
right side: Assume that x′ was stored in locations TL0[hL0(x′)] and TR1[hR1(x′)]
on the left. Then Alice inserts it to locations T ′L0[h
′
L0(x





′)] = T ′L1[hR1(x
′)] on the right.
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In other words, in a global view, one can see the algorithm as composed of
the following steps: (1) First, all items are placed in the left tables. (2) Each
subtable is divided in two copies, where one copy contains the good items and
the other copy contains the bad items. (3) The subtable copies with the good
items are kept on the left, whereas the copies with the bad items are moved
to the right, where in the bottom row on the right we replace the order of the
subtables.
This algorithm has two important properties: First, all items that were suc-
cessfully inserted in the first step to the left tables will be placed in tables on
either the left or the right hand sides. Moreover, each item will be placed in two
subtables in the same column — the good items happened to initially be placed
in this way in the left tables; whereas the bad items were in different columns
on the left side but were moved to the same column on the right side. Hence, we
can state the following claim:
Claim. With all but negligible probability, Alice inserts each of her inputs either




R and to no locations in other
tables, or to a stash.
Tables size. The total size of the tables is 8(1 + ε)n.
Stash size. With regards to stashes, each party needs to keep a stash for each
of the Cuckoo hashing tables that it uses. Since Alice runs the Cuckoo hashing
insertion algorithm only for the left tables and re-uses the mapping for the
right tables, she needs only two stashes. Bob on the other hand runs the Cuckoo
hashing insertion algorithm four times and hence needs four stashes. (In order to
preserve simplicity, we omitted the stashes in Fig. 1 and Algorithm1.) Given the
result of [29], and our observation in the full version [40] about its applicability to
non-constant stash sizes, it holds that a total stash of size ω(1) elements suffices
to successfully map all items, except with negligible probability. We note that
the size of the stash can be arbitrarily close to constant, e.g., it can be set to be
O(log log n) or O(log∗ n). Essentially, for any function f(n) ∈ ω(n), the size of
the stash can be o(f(n)).
4.2 Circuit-Based PSI from Mirror Cuckoo Hashing
Mirror Cuckoo hashing lets the parties map their inputs to tables of size O(n)
and stashes of size ω(1), with negligible failure probability. It is therefore straight-
forward to construct a PSI protocol based on this hashing scheme:
1. The parties agree on the parameters that define the size of the tables and the
stash for mirror Cuckoo hashing. They also agree on the hash functions that
will be used in each table.
2. Each party maps its items to the tables using the hash functions that were
agreed upon.
3. The parties evaluate a circuit that performs the following operations:
(a) For each bin in the tables, the circuit compares the item that Alice
mapped to the bin to the item that Bob mapped to the same bin.
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(b) Each item that Bob mapped to his stashes is compared with all items of
Alice. Similarly, each item that Alice mapped to her stashes is compared
with all items of Bob.
The properties of mirror Cuckoo hashing ensure: (1) If an item x is in the inter-
section, then there is exactly one comparison in which x is input by both Alice
and Bob. (2) The number of comparisons in Step 3 is ω(n).
5 A Concretely Efficient Construction Through 2D
Cuckoo Hashing
Two-dimensional Cuckoo hashing (a.k.a. 2D Cuckoo hashing) is a new construc-
tion with the following properties:
– It uses overall O(n) memory (specifically, 8(1+ε)n in our construction, where
we set ε = 0.2 in our experiments).
– Both, Alice and Bob, map each of their items to O(1) memory locations
(specifically, to two or four memory locations in our construction).
– If x appears in the input of both parties, then there is exactly one location
to which both Alice and Bob map x.
The construction uses two tables, TL, TR, located on the left and the right
side, respectively. Each of these tables is of size 4(1+ε)n and is composed of two
smaller subtables: TL is composed of the two smaller subtables TL0, TL1, while
TR is composed of the two smaller tables TR0, TR1. The hash functions hL0, hL1,
hR0, hR1 are used to map items to TL0, TL1, TR0, TR1, respectively. The tables







Fig. 2. The tables TL and TR, consisting of TL0, TL1 and TR0, TR1, respectively.
Hashing is performed in the following way:
– Alice maps each of her items to all subtables on one of the two sides. Namely,
each item x of Alice is either mapped to both bins TL0[hL0(x)] and TL1[hL1(x)]
on the left side, or to bins TR0[hR0(x)] and TR1[hR1(x)] on the right side. In
other words, ALICE maps each item to ALL subtables on one side.
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Alice Bob
Fig. 3. The possible combinations of locations to which Alice and Bob map their inputs.
– Bob maps each of his items to one subtable on each side. This is done using
standard Cuckoo hashing. Namely, each input x of Bob is mapped to one of
the locations TL0[hL0(x)] or TL1[hL1(x)] on the left side, as well as mapped
to one of the locations TR0[hR0(x)] or TR1[hR1(x)] on the right side. In other
words, BOB maps each item to one subtable on BOTH sides.
The possible options for hashing an item x by both parties are depicted in Fig. 3.
It is straightforward to see that if both parties have the same item x, there is
exactly one table out of TL0, TL1, TR0, TR1 that is used by both Alice and Bob
to store x.
We next describe a construction of 2D Cuckoo hashing, followed by a variant
based on a heuristic optimization that stores two items in each table entry. The
asymptotic behavior of the basic construction is analyzed in the full version [40].
In Sect. 6.1 we describe simulations for setting the parameters of the heuristic
construction in order to reduce the hashing failure probability to below 2−40.
5.1 Iterative 2D Cuckoo Hashing
This construction uses two tables, TL, TR, each of 4(1 + ε)n entries. (In this
construction, there is no need to assume that each table is composed of two
subtables.) The parties associate two hash functions with each table, namely
hL0, hL1 for TL, and hR0, hR1 for TR.
Bob uses Cuckoo hashing to insert each of his items into one location in each
of the tables.
Alice inserts each item x either into the two locations hL0(x) and hL1(x)
in TL, or into the two locations hR0(x) and hR1(x) in TR. This is achieved by
Alice running a modified Cuckoo insertion algorithm that maps an item to two
locations in one table, “kicks out” any item that is currently present in these
locations and also removes the other occurrence of this item from the table, and
then tries to insert this item into its two locations in the other table, and so on.
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Algorithm 2 (Iterative 2D Cuckoo hashing)
1. Alice maps all of her items to table TL, using simple hashing. That is,
each item x is inserted in locations hL0(x), hL1(x). Obviously, there will be
entries in TL that will have more than a single item mapped to them.
Denote TL as the active table.
2. For each entry in the active table with more than one item in it: remove all
items – except for the item that was mapped to this entry most recently
– and move them to the “relocation pool”. For each of the removed items,
remove the item also from its other appearance in the active table. (At
the end of this step, all entries in the active table have at most one entry.
However, there might be items in the relocation pool.)
3. If the relocation pool is empty, then stop (found a successful mapping).
4. Change the designation of the active table to point to the other table.
5. Move each item x from the relocation pool to locations h0(x), h1(x) in
the active table. (For example, if TR is the active table, move x to
hR0(x), hR1(x).)
6. Go to Step 2.
Algorithm 3 (Iterative 2D Cuckoo hashing with bins of size 2)
The algorithm is identical to Algorithm 2, except for the following change in
Step 2:
2. For each entry in the active table with more than two items in it: remove
all items – except for the two items that were mapped to this entry most
recently – and move them to the “relocation pool”. For each of the removed
items, remove the item also from its other appearance in the active table.
This is a new variant of Cuckoo hashing, where inserting an item into a table
might result in four elements that need to be stored in the other table: storing x
in hL0(x), hL1(x) might remove two items, y0, y1, one from each location. These
items are also removed from their other occurrences in TL. They must now be
stored in locations hR0(y0), hR1(y0), hR0(y1), hR1(y1) in TR.
It is not initially clear whether such a mapping is possible (with high proba-
bility, given random choices of the hash functions). We analyze the construction
in the full version [40] and show that it only fails with probability O(1/n). We
ran extensive simulations, showing that the algorithm (when using a stash and a
certain choice of parameters) fails with very small probability, smaller than 2−40.
The insertion algorithm of Alice is described in Algorithm2. The choice made
in Step 2 of the algorithm, to first remove the oldest items that were mapped to
the entry, is motivated by the intuition that it is more likely that the locations
to which these items are mapped in the other table are free.
Storing two items per bin. It is known that the space utilization of Cuckoo
hashing can be improved by storing more than one item per bin (cf. [15,37] or
the review of multiple choice hashing in [47]). We take a similar approach and
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use two tables of size 2(1 + ε)n where each entry can store two items. (These
tables have half as many entries as before, but each entry can store two items
rather than one. The total size of the tables is therefore unchanged.) The change
to the insertion algorithm is minimal and affects only Step 2. The new algorithm
is defined in Algorithm3.
Our experiments in Sect. 6.1 show that when using the same amount of space,
then this variant of iterative 2D Cuckoo hashing performs better than the basic
protocol with bins of size one. That is, it achieves a lower probability of hashing
failure, namely of the need to use the stash, and requires less iterations to finish.
5.2 Circuit-Based PSI from 2D Cuckoo Hashing
This section describes how 2D Cuckoo hashing can be used for computing PSI.
In addition, we describe two optimizations which substantially improve the effi-
ciency of the protocol. The first optimization has the parties use permutation-
based hashing [2] (as was done in [39]) in order to reduce the size of the items
that are stored in each bin, and hence reduce the number of gates in the circuit.
The second optimization is based on having each party use a single stash instead
of using a separate stash for each Cuckoo hashing instance.
The PSI protocol is pretty straightforward given 2D Cuckoo hashing:
First, the parties agree on the hash functions to be used in each table.
(These functions must be chosen at random, independently of the inputs, in
order not to disclose any information about the inputs. Therefore, a participant
cannot change the hash functions if some items cannot be mapped, and thus we
seek parameter values that make the hashing failure probability negligible, e.g.,
smaller than 2−40.)
Then, each party maps its items to bins using 2D Cuckoo hashing and the
chosen hash functions. The important property is that if Alice and Bob have
the same input item then there exists exactly one bin into which both parties
map this item (or, alternatively, at least one of them places this item in a stash).
Empty bins are padded with dummy elements. This ensures that no information
is leaked by how empty the tables and stashes are.
Afterwards, the parties construct a circuit that compares, for each bin, the
items that both parties stored in it. In addition, this circuit compares each item
that Alice mapped to the stash with all of Bob’s items, and vice versa. Since the
number of bins is O(n), the number of items in each bin is O(1), and the number
of items in the stash is ω(1), the total size of this circuit is ω(n). The parties
can define another circuit that takes the output of this circuit and computes a
desired function of it, e.g., the number of items in the intersection.
Finally, the parties run a generic MPC protocol that securely evaluates this
circuit (cf. Sect. 6.3 for a concrete implementation and benchmarks).
Permutation-based Hashing. The protocol uses permutation-based hashing
to reduce the bitlength of the elements that are stored in the bins and thus
reduces the size of the circuit comparing them. This idea was introduced in [2]
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and used for PSI in [39]. It is implemented in the following way. The hash
function h that is used to map an item x to one of the β bins is constructed as
follows: Let x = xL|xR where |xL| = log β. We first assume that β is a power
of 2 and then describe the general case. Let f be a random function with range
[0, β − 1]. Then h maps an element x to bin xL ⊕ f(xR) and the value stored
in the bin is xR. The important property is that the stored value has a reduced
bitlength of only |x|−log β, yet there are no collisions (since if x, y are mapped to
the same bin and store the same value, then xR = yR and xL⊕f(xR) = yL⊕f(yR)
and therefore x = y).
In the general case, where β is not a power of two, the output of h is reduced
modulo β and a stored extra bit indicates if the output was reduced or not.
For Cuckoo hashing the protocol uses two hash functions to map the elements
to the bins in one table. To avoid collisions among the two hash functions, a
stored extra bit indicates which hash function was used.
Using a Combined Stash. Recall that Alice uses 2D Cuckoo hashing, for
which we show experimentally in Sect. 6.1 that no stash is needed. Bob, on the
other hand, uses two invocations of standard Cuckoo hashing, and therefore when
he does not succeed in mapping an item to a table, he must store it in a stash and
compare it with all items of Alice. In this case, the parties cannot encode their
items using permutation-based hashing, and therefore these comparisons must
be of the full-length original values and not of the shorter values computed using
permutation-based hashing as described before. Therefore, the size of the circuits
that handle the stash values have a considerable effect on the total overhead of
the protocol.
We observe that, instead of keeping several stashes, Bob can collect all the
values that he did not manage to map to any of the tables in a combined stash.
Suppose that he maps items to c tables and that we have an upper bound s
which holds w.h.p. on the size of each stash. A naive approach would use c
stashes of that size, resulting in a total stash size of c · s. A better approach
would be to use a single stash for all these items, since it is very unlikely that
all stashes will be of maximal size, and therefore we can show that with the
same probability, the size s′ of the combined stash is much smaller than c · s.
To do so, we determine the upper bounds for the combined stash for c = 2:
The probability of having a combined stash of size s′ is
∑s′
i=0 P (i) · P (s′ − i),
where P (i) denotes the probability of having a single stash of size i. The value of
P (i) is O(n−i) − O(n−(i+1)) ≈ O(n−i) [29]. We can estimate the exact values of
these probabilities based on the experiments conducted by [39]: they performed
230 Cuckoo hashing experiments for each n ∈ {211, 212, 213, 214} and counted the
required stash sizes. Using linear regression, we extrapolated the results for larger
sets of 216 and 220 elements. Table 1 shows the required stash sizes when binding
the probability to be below 2−40: it turns out that for 212 and 216 elements the
combined stash should include only one more element compared to the upper
bound for a single stash, whereas for 220 even the same stash size is sufficient.
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Table 1. Stash sizes required for binding the error probability to be below 2−40 when
inserting n ∈ {212, 216, 220} elements into 2.4n bins using Cuckoo hashing.
Number of elements n 212 216 220
Single stash size s (from [39, Table 4]) 6 4 3
Stash size for two separate stashes s′ = 2s 12 8 6
Combined stash size s′ 7 5 3
All in all, when comparing to the naive solution with two separate stashes, the
combined stash size is reduced by almost a factor of 2x.
5.3 Extension to a Larger Number of Parties
Computing PSI between the inputs of more than two parties has received rela-
tively little interest. (The challenge is to compute the intersection of the inputs
of all parties, without disclosing information about the intersection of the inputs
of any subset of the parties.) Specific protocols for this task were given, e.g.,
in [20,24,32]. We note that our 2D Cuckoo hashing can be generalized to m
dimensions in order to obtain a circuit-based protocol for computing the inter-
section of the inputs of m parties. The caveat is that the number of tables grows
to 2m and therefore the solution is only relevant for a small number of parties.
We describe the case of three parties: The hashing will be to a set of eight
tables Tx,y,z, where x, y, z ∈ {0, 1}. Any input item of P1 is mapped to either all
tables T0,0,0, T0,0,1, T0,1,0, T0,1,1, or to all tables T1,0,0, T1,0,1, T1,1,0, T1,1,1. Namely,
the index x is set to either 0 or 1, and the input item is mapped to all tables
with that value of x. Every input of P2 is mapped either to all tables whose y
index is 0, or to all tables where y = 1. Every input of P3 is mapped either to
all tables whose z index is 0, or to all tables where z = 1.
It is easy to see that regardless of the choices of the values of x, y, z, the sets of
tables to which all parties map an item intersect in exactly one table. Therefore,
the parties can evaluate a simple circuit that checks every bin for equality of the
values that were mapped to it by the three parties. It is guaranteed that if the
same value is in the input sets of all parties, then there is exactly one bin to
which this value is mapped by all three parties. If some items are mapped to a
stash by one of the parties, they must be compared with all items of the other
parties, but the overhead of this comparison is ω(n) if the stash is of size ω(1).
The remaining issue is the required size of the tables. In the full version [40]
we show that inserting an item into one of two (big) tables, such that the item is
mapped to k locations in that table, requires tables of size greater than k2(1+ε)n.
When computing PSI between three parties using the method described above,
we have eight (small) tables, where each party must insert its items to four
tables in one plane or to four tables in the other plane. Each such set of four
small tables corresponds to a big table in the analysis and is therefore of size
16(1 + ε)n. The total size of the tables is therefore 32(1 + ε)n.
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5.4 No Extension to Security Against Malicious Adversaries
We currently do not see how to extend our hashing-based protocols to achieve
security against malicious adversaries. As pointed out by [44], it is inherently
hard to extend protocols based on Cuckoo hashing to obtain security against
malicious adversaries. The reason is that the placement of items depends on the
exact composition of the input set, and therefore a malicious party might learn
the placement used by the other party.
Coming up with a similar argument as in [44], assume that in our construction
in Fig. 3, Bob maps an item x to the two upper subtables and Alice maps x to
the two left subtables. Now assume Alice maliciously deviates from the protocol
and places x only in the upper left subtable, but not in the lower left one.
This deviation may allow Alice to learn whether Bob placed x in the upper or
lower subtables: For example, in a PSI-CA protocol Alice could use only dummy
elements and x as an input set and if the cardinality turns out to be 1, then she
knows that Bob placed x in the upper left subtable. However, the locations in
which Bob places an item cannot be simulated in the ideal world as they depend
on other items in his input set. Therefore, we see no trivial way to provide
security against malicious adversaries based on 2D Cuckoo hashing.
6 Evaluation
This section describes extensive experiments that set the parameters for the hash-
ing schemes, the resulting circuit sizes, and the results of experiments evaluating
PSI using these circuits.
6.1 Simulations for Setting the Parameters of 2D Cuckoo Hashing
We experimented with the iterative 2D Cuckoo hashing scheme described in
Sect. 5.1, set concrete sizes for the tables, and examined the failure probabilities
of hashing to the tables.
Our implementation is written in C and available online at http://encrypto.
de/code/2DCuckooHashing. It repeatedly inserts a set of random elements into
two tables using random hash functions. The insertion algorithm is very simple:
All elements are first inserted into the two locations to which they are mapped
(by the hash functions) in the first table. Obviously, many table entries will
contain multiple items. Afterwards, the implementation iteratively moves items
between the tables, in order to reduce the maximum bin occupancy below a
certain threshold (cf. Algorithms 2 and 3 in Sect. 5.1).
Run-time. We report in Sect. 6.3 the results of experiments analyzing the run-
time of the 2D Cuckoo hashing insertion algorithm. Overall, the insertion time
(a few milliseconds) is negligible compared to the run-time of the entire PSI
protocol.
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Hashing to bins of size 1. First, we checked if it is possible to use a maximum
bin occupation of 1. For this, we set the sizes of each of the two tables to be 4.8n
(corresponding to the threshold size of 4(1 + ε)n in the analysis available in
the full version [40], as well as twice the recommended size for Cuckoo hashing,
since all elements are inserted twice). We ran the experiment 100 000 times with
input size n = 212 and bitlength 32. For all except 828 executions it was possible
to reduce the maximum bin occupation to 1 after at least 7 and at most 129
iterations of the insertion algorithm. On average, 20 iterations of the insertion
algorithm were necessary to achieve the desired result. In said 828 cases there
remained at least one bin with more than one item even after 500 iterations of
the insertion algorithm. This implies that iterative 2D Cuckoo hashing works
in principle, but, as standard Cuckoo hashing, requires a stash for storing the
elements of overfull bins.
Hashing to bins of size 2. For PSI protocols it would be desirable to avoid
having an additional stash on Alice’s side. In standard Cuckoo hashing it is
possible to achieve better memory utilization and less usage of the stash by
using fewer bins, where each bin can store two items [47]. Therefore, we changed
the parameters as follows: the table size is halved and reduced to 2.4n, but each
bin is allowed to contain two elements. This way, while consuming the same
amount of memory as before, we try to achieve better utilization. We followed
the paradigm that was described in Sect. 3.2 for the experimental analysis of
the failure probability. Namely, we ran massive sets of experiments to measure
the number of failures for several values of n and several table sizes, and given
this data we (1) found confidence intervals for the failure probability for specific
values of the parameters, and (2) found how the failure probability behaves as
a function of n.
Our first experiment ran 240 tests within ∼2 million core hours on the Licht-
enberg3 high performance computer of the TU Darmstadt for input size n = 212.
We chose input size 212 (instead of larger sizes like 216 or 220) since running
experiments with larger values of n would have taken even more time and would
have simply been impractical. It turned out that the insertion algorithm was
successful in reducing the maximum bin size to 2 (after at most 18 iterations) in
all but one test.
Given this data, we calculated the confidence interval of the failure probabil-
ity p. The probability of observing one failure in N experiments is N ·p·(1−p)N−1,
where in our experiments N = 240. We checked the values of p for which the prob-
ability of this observation is greater than 0.001 and concluded that with 99.9%
confidence, the failure probability for iterative 2D Cuckoo hashing with set




. (Namely, there is at
most a 0.001 probability that we would have seen one failure in 240 runs if p was
greater than 2−37 or smaller than 2−50.)
3 See http://www.hhlr.tu-darmstadt.de/hhlr/index.en.jsp for details on the hardware
configuration.
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Measuring the dependence on the parameters. To get a better under-
standing on how the failure probability behaves for different input and table
sizes, we performed a set of experiments that required another ∼3.5 million core
hours. Concretely, we ran 240 tests for each set size n ∈ {26, 28, 210} and each
table size in the range 2.2n, 2.4n, and 2.6n. We also tested the table size 3.6n
for n ∈ {26, 28} as well as table sizes 3.0n and 3.2n for n = 210. The results for
all experiments are given in Table 2 and are depicted in Fig. 4.
The results demonstrate that, w.r.t. the dependence on n, for set sizes n ∈
{26, 28, 210} it can be observed that increasing the set size by factor 4x reduces
the failure probability by factor 64x. (For larger set sizes, the number of failures
Table 2. Number of observed stashes for different table sizes and set sizes n when
performing 240 tests of iterative 2D Cuckoo hashing.
Table size Stash size n = 26 n = 28 n = 210 n = 212
2.2n 1 64 020 1 021 16 —
2 154 1 0 —
3 4 0 0 —
2.4n 1 31 033 499 8 1
2 65 0 0 0
2.6n 1 16 014 270 5 —
2 33 0 0 —
3.0n 1 — — 0 —
3.2n 1 — — 0 —
3.6n 1 1 202 17 — —
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Fig. 4. Number of observed stashes for different table and set sizes when performing 240
tests of iterative 2D Cuckoo hashing.
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is too small to be meaningful.) These experiments also demonstrate that the
dependence of the failure probability on n is O(n−3). An intuitive theoretical
explanation why the probability behaves this way is given in the full version [40].
As for the dependence on the table size, the failure probability decreases by a
factor of 2x when increasing the table size in steps of 0.2n within the tested
range 2.2n to 3.6n.
From these results (a failure probability of at most 2−37 for n = 212 with
table size 2.4n and a dependence of O(n−3) of the failure probability on n)
we conclude that the failure probability for n ≥ 213 and table size 2.4n is at
most 2−40.
In total we spent about 5.5 million core hours on our experiments on the
Lichtenberg high performance computer of the TU Darmstadt.
6.2 Circuit Complexities
We compare the complexities of the different circuit-based PSI constructions for
two sets, each with n elements that have bitlength σ. We consider two possible
bitlengths:
1. Fixed bitlength: Here, the elements have fixed bitlength σ = 32 bits (e.g.,
for IPv4 addresses).
2. Arbitrary bitlength: Here, the elements have arbitrary bitlength and are
hashed to values of length σ = 40 + 2 log2(n) − 1 bits, with a collision proba-
bility that is bounded by 2−40. (See Appendix A of the full version of [41] for
an analysis.) Therefore, we set the bitlength to σ = 40 + 2 log2(n) − 1 bits.
For all protocols we report the circuit size where we count only the number of
AND gates, since many secure computation protocols provide free computation
of XOR gates. We compute the size of the circuits up to the step where single-
bit wires indicate if a match was found for the respective element. We note that
for many circuits computing functions of the intersection, this part of the circuit
consumes the bulk of the total size. For example, computing the Hamming weight
of these bits is equal to computing the cardinality of the intersection (PSI-CA).
The size-optimal Hamming weight circuit of [5] has size x − wH(x) and depth
log2 x, where x is the number of inputs and wH(·) is the Hamming weight. The
size of the Hamming weight circuit is negligible compared to the rest of the
circuit. As another example, if the cardinality is compared with a threshold
(yielding a PSI-CAT protocol), this only adds 3 log2 n AND gates and depth
log2 log2 n using the depth-optimized construction described in [45], which is
also negligible.
The size of the Sort-Compare-Shuffle circuit. The Sort-Compare-Shuffle cir-
cuit [26] has three phases. In the SORT phase, the two sorted lists of inputs
are merged into one sorted list, which takes 2σn log2(2n) AND gates. In the
COMPARE phase, neighboring elements are compared to find the elements in
the intersection, which takes σ(3n − 1) − n AND gates. The SHUFFLE phase
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randomly permutes these values and takes σ(n log2(n) − n + 1) AND gates. To
have a fair comparison with our protocols, we remove the SHUFFLE phase and
let the COMPARE phase output only a single bit that indicates if a match was
found for the respective element or not; this removes n multiplexers of σ-bit
values from the COMPARE phase, i.e., σn AND gates. Hence, the total size is
2σn log2(n) + 2σn − n − σ + 2 AND gates.
The size of the Circuit-Phasing circuit. The Circuit-Phasing circuit [39] has
2.4nm(σ − log2(2.4n) + 1) + sn(σ − 1) AND gates where m is the maximum
occupancy of a bin for simple hashing and s is the size of the stash.
The size of our iterative 2D Cuckoo hashing construction of Sect. 5.2. Each of
the following operations is performed twice for the left and right side: (1) For
each of the 2.4n bins the shortened representation (cf. Sect. 5.2) of the single
item in Bob’s bin is compared with the two elements in the corresponding bin
of Alice. (2) Bob has a stash of size s′. Each item in the stash is compared to
all of Alice’s items (using the full bitlength representation). Hence, the overall
complexity is 4 ·2.4n(σ − log2(2.4n)+1)+ s′n(σ −1) AND gates, where s′ is the
size of the combined stash.
Concrete Circuit Sizes. The Sort-Compare-Shuffle construction [26] has a
circuit of size O(σn log n). The Circuit-Phasing construction [39] has circuit size
O(σn log n/ log log n), while the asymptotic construction we present in this paper
has a size of ω(σn) and the iterative 2D Cuckoo hashing construction has an
even smaller size.
For a comparison of the concrete circuit sizes, we use the parameters from the
analysis in [39]: For n = 212 elements the maximum bin size for simple hashing
is m = 18, for n = 216 we set m = 19, and for n = 220 we set m = 20. We set the
stash size s and the combined stash size s′ according to Table 1 (on page 21).
On the left side of Table 3 we compare the concrete circuit sizes for fixed
bitlength σ = 32 bit. Our best protocol (“Ours Iterative Combined”) improves
over the best previous protocol by factor 2.0x for n = 212 (over [26]), by fac-
tor 2.7x for n = 216 (over [39]), and by factor 3.2x for n = 220 (over [39]).
On the right side of Table 3 we compare the concrete circuit sizes for arbitrary
bitlength σ. Our best protocol (Ours Iterative Combined) improves over the best
previous protocol by factor 1.8x for n = 212 (over [26]), by factor 2.8x for n = 216
(over [26]), and by factor 3.8x for n = 220 (over [39]).
Our constructions always have smaller circuits than both former construc-
tions, and, due to our better asymptotic size, the savings become greater as n
increases.
Circuit Depths. For some protocols, the circuit depth is a relevant metric
(e.g., for the GMW protocol the depth determines the round complexity of the
online phase). Our constructions have the same depth as the Circuit-Phasing
protocol of [39], i.e., log2 σ. This is much more efficient than the depth of the
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Table 3. Concrete circuit sizes in #ANDs for PSI variants on n elements of fixed
bitlength σ = 32 (left) and arbitrary bitlength hashed to σ = 40 + 2 log2(n) − 1
bits (right).
Protocol Fixed bitlength σ = 32 Arbitrary bitlength
n = 212 n = 216 n = 220 n = 212 n = 216 n = 220
Sort-Compare-Shuffle [26] 3 403 746 71 237 602 1 408 237 538 6 705 091 158 138 299 3 478 126 515
Circuit-Phasing [39] 4 254 256 55 155 466 688 258 388 10 501 475 181 928 305 3 201 695 060
Separate stashes s′ = 2s
Ours iterative separate 2 299 801 26 153 770 313 183 300 5 042 482 71 137 681 1 081 999 223
Combined stash s′ (cf. Table 1)
Ours iterative combined 1 664 921 20 058 922 215 665 732 3 772 722 57 375 121 836 632 439
Sort-Compare-Shuffle circuit of [26] which is O(log σ · log n) when using depth-
optimized comparison circuits.
Further Optimizations. So far, we computed the comparisons with a Boolean
circuit consisting of 2-input gates: For elements of bitlength , the circuit XORs
the elements and afterwards computes a tree of  − 1 non-XOR gates s.t. the
final output is 1 if the elements are equal or 0 otherwise. This circuit allows
to use an arbitrary secure computation protocol based on Boolean gates, e.g.,
Yao or GMW. The recent approach of [14] shows that for security against semi-
honest adversaries the communication can be improved by using multi-input
lookup tables (LUTs). Their best LUT has 7 inputs and requires only 372 bits
of total communication (cf. [14, Table 4]). For computing equality, 6 of the non-
XOR gates in the tree can be combined into one 7-input LUT. This improves
communication of the Circuit-Phasing protocol of [39] and our protocols by fac-
tor 6 · 256/372 = 4.1x.
6.3 Performance
We empirically compare the performance of our iterative 2D Cuckoo hashing
PSI-CAT protocol with a combined stash described in Sect. 5.2 with the Circuit-
Phasing PSI-CAT protocol of [39]. As a baseline, we also compare with the public
key-based PSI-CA protocol of [9,35,46] that leaks the cardinality to one party,
and the currently best specialized PSI protocol of [31] that cannot be easily
modified to compute variants of the set intersection functionality.
Implementation. Pinkas et al. [39] provide the implementation of their Circuit-
Phasing PSI protocol as part of the ABY framework [13]. This framework allows
to securely evaluate the PSI circuit using either Yao’s garbled circuit or the GMW
protocol, both implemented with most recent optimizations (cf. Sect. 2). How-
ever, since the evaluation in [39] showed that using the GMW protocol yields
much better run-times, we focus only on GMW. ABY also implements the LUT-
based evaluation of [14] (cf. Sect. 6.2), which we compare to GMW evaluation.
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For the Circuit-Phasing PSI-CAT protocol, we extended the existing codebase
with the Hamming weight circuit of [5] and the depth-optimized comparison cir-
cuit of [45] to compare the Hamming weight with a threshold. Based on this, we
implemented our iterative 2D Cuckoo hashing PSI-CAT protocol by duplicating
the code for simple hashing and Cuckoo hashing, combining the stashes, and
implementing the iterative insertion algorithm. Our implementation is available
online as part of the ABY framework at http://encrypto.de/code/ABY. For the
DH/ECC-based protocol of Shamir/Meadows/De Cristofaro et al. [9,35,46], we
use the ECC-based implementation of [39] available online at http://encrypto.
de/code/PSI that already supports computing the cardinality (PSI-CA). The
implementation of the special purpose BaRK-OPRF PSI protocol of [31] is taken
from https://github.com/osu-crypto/BaRK-OPRF.
Benchmarking Environment. For our benchmarks we use two machines, each
equipped with an Intel Core i7-4790 CPU @ 3.6 GHz and 16 GB of RAM. The
CPUs support the AES-NI instruction set for fast AES evaluations. We distin-
guish two network settings: a LAN setting and a WAN setting. For the LAN
setting, we restrict the bandwidth of the network interfaces to 1 Gbit/s and
enforce a round-trip time of 1 ms. For the WAN setting, we limit the bandwidth
to 100 Mbit/s and set a round-trip time of 100 ms. We instantiate all protocols
corresponding to a computational security parameter of 128 bit and a statisti-
cal security parameter of 40 bit. All reported run-times are the average of 10
executions with less than 10% variance.
Benchmarking Results. In Table 4, we give the run-times for n ∈
{212, 216, 220} elements4 of bitlength σ = 32 (suitable, e.g., for IPv4 addresses).
The corresponding communication is given in Table 6. We do not use the LUT-
based evaluation in the LAN setting since there is little need for better commu-
nication while the run-times are not competitive. However, to demonstrate the
advantages of the LUT-based evaluation in the WAN setting, we compare the
protocols when running with a single thread and four threads.5
Run-times (Tables 4 and 5). In comparison with the Circuit-Phasing PSI-CAT
protocol of [39] in Table 4, our iterative combined PSI-CAT protocol is faster
by factor 1.4x for n = 212 and up to factor 2.8x for n = 220. This holds when
the circuit is evaluated with GMW in both network settings and for both 1 and
4 threads. With LUT-based evaluation [14], we observe a further improvement
for the circuit-based protocols by about 13% in the WAN setting, but only
for medium set sizes of n = 216 and 4 threads due to the higher computation
complexity.
The circuit-based protocols have two steps: mapping the input items to the
tables, and securely evaluating the circuit. The run-times of the hashing step are
4 Unfortunately, the LUT-based implementation of [14] was not capable of evaluating
the PSI circuits for n = 220 elements.
5 We do not provide benchmarks with multiple threads for the DH/ECC PSI-CA
protocol since the implementation of [39] does not support multi-threading.
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shown in Table 5. The times for Cuckoo hashing into two tables in our PSI-CAT
protocol are exactly twice of those for Cuckoo hashing into one table in [39].
Compared to simple hashing, our 2D Cuckoo hashing is slower by factor 1.6x
up to factor 2.1x due to the additional iterations. However, all in all, the hashing
procedures are by 2–3 orders of magnitude faster than the times for securely
evaluating the circuit, and therefore negligible w.r.t. the overall run-time.
In comparison with the DH-based PSI-CA protocol of [9,35,46], our iterative
combined PSI-CAT protocol is faster by factor 1.5x for n = 212 up to factor 91x
for n = 220 in the LAN setting with a single thread. Also in the WAN setting with
a single thread, our protocol is faster (except for small sets with n = 212), despite
the substantially lower communication of the DH-based protocol described below.
In both network settings even the best measured run-times of our PSI-CAT
protocol are between 19x to 36x slower than the BaRK-OPRF specialized PSI
protocol of [31], but our protocols are generic.
Communication (Table 6). The communication given in Table 6 is measured on the
network interface, so these numbers are slightly larger than the theoretical com-
munication (derived from the number of AND gates on the left side in Table 3)
due to TCP/IP headers and padding of messages. The lowest communication is
Table 4. Total run-times in ms for PSI variants on n elements of bitlength σ = 32 bit.
Protocol Network setting LAN WAN
Circuit evaluation protocol GMW [21] GMW [21] LUT [14]
Set size n 212 216 220 212 216 220 212 216
DH/ECC PSI-CA [9,35,46] 3 296 49 010 7 904 054 4 082 51 866 8 008 771 4 082 51 866
BaRK-OPRF PSI [31] 113 295 3 882 540 1 247 14 604 540 1 247
1 Thread
Circuit-Phasing PSI-CAT [39] 3 170 20 401 242 235 15 143 99 433 1 042 712 19 951 117 438
Ours iterative separate PSI-CAT 2 433 11 251 122 008 11 210 57 474 547 950 15 656 70 545
Ours iterative combined PSI-CAT 2 220 9 076 86 648 10 060 45 252 389 891 12 999 56 179
4 Threads
Circuit-Phasing PSI-CAT [39] 2 333 10 600 123 765 12 492 97 480 987 459 15 471 76 184
Ours iterative separate PSI-CAT 1 903 6 273 64 324 9 361 56 141 541 677 11 946 46 797
Ours iterative combined PSI-CAT 1 694 5 177 49 417 8 793 44 596 376 591 9 413 39 272
Table 5. Run-times in ms for hashing n elements of bitlength σ = 32 bit.
Hashing procedure Set size n 212 216 220
Circuit-Phasing PSI-CAT [39]
Simple hashing 3.50 27.96 557.54
Cuckoo hashing 2.43 15.87 391.16
Ours iterative PSI-CAT
2D Cuckoo hashing 6.23 58.90 873.19
Cuckoo hashing (for two tables with a combined stash) 4.85 31.75 782.32
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Table 6. Communication in MB for PSI variants on n elements of bitlength σ = 32
bit.
Protocol Set size n 212 216 220
DH/ECC PSI-CA [9,35,46] 0.4 6.6 106.0
BaRK-OPRF PSI [31] 0.53 8.06 127.20
GMW [21]
Circuit-Phasing PSI-CAT [39] 121.9 1 588.9 20 028.5
Ours iterative separate PSI-CAT 72.3 826.1 9 971.4
Ours iterative combined PSI-CAT 52.7 638.8 6 950.6
LUT [14]
Circuit-Phasing PSI-CAT [39] 32.6 418.1 —
Ours iterative separate PSI-CAT 19.4 221.3 —
Ours iterative combined PSI-CAT 14.3 171.3 —
achieved by the DH-based PSI-CA protocol of [9,35,46] which is in line with the
experiments in [39]. Our best protocol for PSI-CAT has between 132x (for n = 212)
and 66x (for n = 220) more communication than the DH-based PSI-CA protocol
when evaluated with GMW. Recall, however, that our protocol does not leak the
cardinality. Our best protocol improves the communication over the PSI-CAT pro-
tocol of [39] by factor 2.3x (for n = 212) to 2.9x (for n = 220). When using LUT-
based evaluation of [14], we observe that the communication of all circuit-based
PSI-CAT protocols improves over GMW by factor 3.7x which is close to the theo-
retical upper bound of 4.1x (cf. Sect. 6.2). Still, our best LUT-based protocol has
more than 20x higher communication than the BaRK-OPRF specialized PSI pro-
tocol of [31], but it is generic.
Application to privacy-preserving ridesharing. Our PSI-CAT protocol
can easily be extended for the privacy-preserving ridesharing functionality of [23],
where the intersection is revealed only if the size of the intersection is larger
than a threshold. The authors of [23] give a protocol that securely computes this
functionality, but has quadratic computation complexity. By slightly extending
our circuit for PSI-CAT to encapsulate a key that is released only if the size of
the intersection is larger than the threshold and using this key to symmetrically
encrypt the last message in any linear complexity PSI protocol (e.g., [31,39,41,
42]), we get a protocol with almost linear complexity. Our key encapsulation
would take less than 3 s for n = 212 elements (cf. our results for PSI-CAT in
Table 4), whereas the solution of [23] takes 5 627 s, i.e., we improve by factor
1 876x and also asymptotically.
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