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I. INTRODUCTION
The financial crises of the late 1990s prompted the search for indicators of financial system soundness. Initial efforts were aimed at identifying a broad set of macroprudential indicators (MPIs), comprising aggregate prudential indicators, macroeconomic variables associated with financial system vulnerability, and market based indicators to support periodic financial system monitoring. Along these lines, a parsimonious and operationally useful set of "core" and "encouraged" financial soundness indicators (FSIs) was identified by the IMF (Sundararajan et al (2002) .
Since the late 1990s, FSIs have been increasingly used in financial system surveillance. The International Monetary Fund (IMF) and World Bank have promoted the measurement and use of FSIs, particularly in the context of the Financial Sector Assessment Program (FSAP) as well as Article IV consultations and a Compilation Guide on FSIs (IMF, 2004) has been prepared and is currently under review. Many central banks and financial supervisory agencies around the world now routinely compile and disseminate information on FSIs. Despite their intrinsic information on the health of a financial system, FSIs themselves have not as yet been extensively analyzed empirically, given that as a relatively new body of economic statistics, consistent time series have been unavailable for a broad set of countries. Recent efforts to improve FSIs have mainly focused on strengthening compilation practices and data quality. Empirical analysis of FSIs at this juncture is important for supporting cross country comparisons of financial sector health, particularly as regional surveillance of financial systems becomes increasingly important.
Due to their wide coverage, FSIs are able to capture a range of factors that may pose risks to the financial system as a whole (Sundararajan et al., 2002) . They provide vital firsthand information on the performance and fragility of the banking industry, on the condition of financial and real estate markets, the non-bank financial sector, and corporations and households. FSIs are potentially useful tools for cross country comparisons of financial systems and FSAPs often analyze a country's FSIs in relation to other comparator countries. Nonetheless, casual evidence (Section II) suggests that FSIs are strongly correlated to the business cycle. To the extent that the business cycle emerges as an important determinant of FSIs, any meaningful direct comparisons of FSIs within country across time, and between countries should, in principle, take into account the phase of the business cycle.
This paper is concerned with the connection between macroeconomic variables and FSIs. The paper empirically tests the relationship between key macroeconomic variables and the following core FSIs: capital adequacy (measured by the ratios of capital to assets and capital to risk weighted asset), asset quality (measured by the ratio of non-performing loans to total loans) and profitability (measured by return on assets). The choice of FSIs is determined by their availability for the largest set of countries over the longest time period 2 . Furthermore, capital adequacy, asset quality and profitability are all important indicators of bank performance and fragility. The paper tests the links between individual FSIs and the business cycle, inflation, the real exchange rate, and short-term interest rates to capture the stance of monetary policy. The paper also controls for individual country characteristics related to the financial sector such as the regulatory environment, the level of financial development, and the level of concentration of the financial sector.
The body of literature examining the endogenous relationship between macroeconomic indicators and the financial sector has largely focused on analyzing the determinants of banking crises. Another strand empirical work has sought to analyze the relationship between macroeconomic variables and indicators of financial stability over a sample of countries and period of time including, but not necessarily limited to, episodes of banking crises. This study belongs to the latter category. Caprio and Klingebiel (1996) , Gonzalez-Hermasillo, Pazarbasioglu and Billings (1997) , Demirguc-Kunt and Detragiache (1998) , Eichengreen and Rose (1998) , Hardy and Pazarbasioglu (1998) and Kaminsky (1999) focus on the role of macroeconomic variables in explaining specific episodes of banking crises. Conversely, a number of studies investigating the causes of the 1997-98 Asian financial crisis, notably Radelet and Sachs (1998) , Chang and Velasco (1998) A separate stream of studies derives from the stress testing approach formalized by the FSAP, and analyzes the relationship between macroeconomic indicators and financial stability. Stress testing is usually country-specific and aimed at calibrating potential financial system risks from macroeconomic shocks. Notable studies in this area include stress tests of UK banks (Hoggarth, Logan and Zicchino 2003 UK FSR) , Swiss banks (Lehmann and Manz, 2006) , and Austrian banks (Arpa, Giulini, Ittner and Pauer, 2005) .
This study focuses on the macroeconomic variable-FSI link, which has to-date received little empirical attention. Podpiera (2004) implicitly studied, on a cross country basis, the effects of macroeconomic conditions on some FSIs (non performing loans and net interest margins), but that study is primarily concerned with the effects of the quality of regulation and supervision (measured by compliance with the Basel core principles) on banking sector performance (measured by asset quality and profitability). Podpiera also controls for macroeconomic and structural factors, as well as the level of development of the economy and the financial system. A number of country-specific studies have investigated the determinants of specific FSIs, for example asset quality and profitability and more recently capital adequacy in Hong Kong (Wong et al., 2005) , provisioning in the OECD (Bikker and Metzemakers, 2002) , profitability in Italy (Quagliariello, 2003) , but the analysis in these studies relies on bank level panel data.
This study is the first to analyze the determinants of aggregated FSI data for a large panel, and hence is able to exploit the advantages of panel data. The study uses a newly assembled dataset of FSIs for 96 countries covering the period 1998-2004. These data are perhaps the largest panel dataset available on FSIs.
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On average, we find that the business cycle-measured as the cycle component of real GDP, obtained using the Hodrick-Prescott filter (1980)-has a robust, negative relationship with capital adequacy, and non-performing loans (NPL) FSIs, and a robust, positive relationship with profitability (ROA) FSIs. Furthermore, inflation, the real effective exchange rate, and real interest rates also emerge to different degrees as important determinants of FSIs. Cross country 3 These data have been gathered by the IMF through Article IV consultations and FSAPs.
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II. DATA: FINANCIAL SOUNDNESS INDICATORS
The FSI data used in this study are drawn from published Article IV and available FSAP reports which the respective national authorities have compiled and reported. In general, compilers are encouraged to follow the guidelines laid out in the Compilation Guide on Financial Soundness Indicators (IMF, 2004) , which provides specific guidance on definitions and concepts. Nonetheless, given that the guide is a relatively new tool and there is some degree of flexibility with regard to its application, users of FSI data must contend with a certain amount of noise in the data. Appendix II provides definitions and sources of these and other explanatory data used in the study.
FSI data are a relatively new set of economic statistics and therefore have their important limitations. First, given that FSI metadata is sourced from national prudential and commercial measurement frameworks, compilation practices may vary across countries limiting crosscountry comparability. However, while differing prudential standards may limit strict crosscountry comparison of the data, they do not limit econometric analyses of the kind carried out in this study, especially since panel estimation techniques allow for these cross country compilation differences to be treated as unobserved time invariant characteristics. Thus, the specific measurement error generated in the response variable will not cause bias in the regression coefficients, although it may reduce the overall efficiency of estimates. When FSIs enter the model as explanatory variables, instruments may be used to preserve consistency of the estimators.
Second, the time series in FSIs is still quite limited. FSI data for most countries start in 1998, reflecting the fact that many countries began collecting FSI data in the context of the FSAP, which began in 1999. Despite the short time dimension of the dataset (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) , the sample size (96 countries) is large enough to allow for consistent estimators by taking into account the asymptotic properties (of the larger sample of countries). Figure 2 illustrates the relationship between FSIs and the business cycle. The data indicate that, as expected, FSIs vary with the business cycle, although this relationship appears stronger in some cases (return on assets and non performing loans) than in others (capital to assets and return on equity). Indicators of profitability and asset quality (ROA and NPLs) have a clear (positive/negative) relationship with the business cycle, although the relationship between capital adequacy indicators and the business cycle is more ambiguous. Moreover, there is an important degree of heterogeneity across the sample of countries. To further illustrate this heterogeneity, Appendix figures 1-3 present the results of simple contemporaneous correlations where the relationship between FSIs and the business cycles is observed to vary across different income groups and levels of financial depth.
Figure 3 illustrates regional differences in the cyclicality of FSIs. Capital to assets appears to be countercyclical in every region except Asia and Sub-Saharan Africa, where it is procyclical. NPLs appear to behave counter cyclically as expected, except in Western European and SubSaharan African countries where the relationship appears flat. The relationship between profitability FSIs and the business cycle is flat in Emerging European countries, contrary to that in other regions where profitability measures are procyclical as would be expected. These preliminary findings imply that meaningful comparisons of FSIs across countries and regions require taking into account the phase of the business cycle. Furthermore, the evidence on the relationship between FSIs and the business cycle constructed assuming homogeneity of the relationship may be seriously misleading. 
III. EMPIRICAL METHODOLOGY
The general form of the panel data model adopted for analyzing the determinants of financial soundness indicators is defined as follows:
where subscripts i and t denote country and time respectively. FSIs are modeled as a function of bank specific variables, macroeconomic and structural variables. The bank specific control variables included in the model have been shown in a number of studies to be instrumental in explaining the respective indicators, and when aggregated, are essentially other financial soundness indicators. We control for variables that capture the macroeconomic environment in which banks operate and for structural variables related to the financial sector which may differ from one country to the next, such as the quality of banking supervision.
As previously noted, the relationship between macroeconomic variables and FSIs appears to vary across countries (see Figure 3) . In order to explain this heterogeneity, we introduce interaction terms between the business cycle and dummy variables controlling for crosscountry differences in income, financial depth, market concentration, and the quality of regulatory supervision (proxied by a measure of compliance with the Basel Core Principles) over the sample period 4 . Interaction terms are useful tools for inferring how the effect of the business cycle on FSIs might depend on the magnitude of other variables, in particular differentiating characteristics across countries. In general, three dummy variables are defined for each characteristic (e.g, low income (D1), middle income (D2) and high income (D3) countries), with D3 as the control group in each equation where these terms are included. Significant interaction terms confirm the hypothesis that the specific differentiating country characteristic (e.g., country income levels) influences the general relationship which we are testing (between FSIs and the business cycle), explaining why this relationship may vary across different countries in our sample. Results are only reported and discussed where the interaction terms are significant.
A. Capital Adequacy
We model the change in the capital ratio as a function of lagged capital, the business cycle, changes in the inflation rate, the real effective exchange rate, interest rates to capture the impact of monetary policy 5 . We also control for the depth of the financial system. Our model specification is as follows: We estimate a dynamic specification of equation (2) given that capital at time t, is likely to be related to its level in previous periods. Estimating the determinants of bank performance variables using a dynamic panel data model is generally relevant because it allows for regressors which are lagged dependent variables to be endogenous.
However, using dynamic panel data models introduces two econometric issues which render OLS, between, fixed and random effects estimators (typically used in panel data estimations) biased and inconsistent. The potential bias in the estimates arises first from correlation between X it (where X it is the vector of explanatory variables), in this case the lagged endogenous variable (capital t-1 ) and autoregressive terms in the error term. The second main issue is whether X it is exogenous weakly, strictly or contemporaneously.
Therefore, estimating equation 2 requires an instrumental variable approach in order to correctly control for the problem of endogeneity. As instruments, we choose the second lag of capital (capital t-2 ) and the change in capital (∆capital t-2 ), assuming no second order autocorrelation in the errors. This approach has been generalized by Arellano and Bond (1991) whose idea is to build up as many moment restrictions within a generalized method of moments (GMM) framework. Their approach is based on the fact that as t increases, the number of admissible instruments is also increasing. The GMM allows us to optimally exploit the orthoganality conditions between the lagged dependent variables and the disturbances.
Tables 1-2 report the results of 4 specifications of equation 2 using as dependent variables the capital to assets and the capital to risk weighted assets ratios respectively. We report the results for the following models: pooled OLS (OLS on levels); within groups; firstdifferenced GMM; and System-GMM 6 . The coefficients of the explanatory variables show the dynamic short term relationship between the capital ratio and its determinants.
The business cycle has a strong negative correlation with the capital adequacy ratio, and this relationship is robust across all specifications. Our analysis indicates that on average, banking systems tend to have higher capital ratios in economic downturns, but lower capital ratios in upturns (either by holding more capital, or less assets). This result is consistent with findings in other studies, notably Wong, Choi and Fong (2005) who analyze the determinants of capital levels in Hong Kong. During economic downturns, the quality of banks' assets will generally deteriorate, thus increasing risk exposure and capital in turn. Banks take precautionary measures to insure themselves during downturns by holding more capital in anticipation of possible increases in write-offs and provisions. According to this theory, banks will adjust the numerator in the capital adequacy ratio. Separately, in economic downturns, banks may also increase their capital adequacy ratios by adjusting the denominator (reducing their asset portfolio) in order to try and maintain regulatory requirements.
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Higher inflation has a negative effect on capital adequacy ratios, possibly through the negative effect (of inflationary conditions) on profits. Interest rates and the real effective exchange rate have a negative effect on affect capital ratios -their coefficients are statistically significant across all specifications. However, the coefficient on size, a variable proxying the size of the banking system (measured by the ratio of total assets to GDP) is negative, statistically significant and robust across all specifications. This implies that on average, smaller financial systems will tend to hold more capital. Consistent with other studies, the coefficient on lagged capital is positive and statistically significant confirming the existence of adjustment costs and that full adjustment (of capital to the target capital) does not occur instantaneously.
The interaction terms income*bcycle and fs_size*bcycle are negative and significant, implying that the negative relationship between the business cycle and capital adequacy ratios is larger the lower a country's income, and the lower the level of financial development. The term bcp*bcycle is positive and significant, implying that the negative relationship between the business cycle and capital adequacy ratios is smaller in countries with a higher quality of supervision.
B. Asset Quality
We model the determinants of asset quality following an approach adopted by DemirgucKunt and Huizinga (1999, 2000) . We estimate a parsimonious model, with the share of nonperforming loans in total loans as a function of macroeconomic variables including unemployment, changes in inflation, and real interest rates in previous years, the business cycle, and exchange rates). We also control for the quality of banking supervision and other industry characteristics including income and financial depth. The basic specification is as follows: The unemployment rate at time t-1 + Higher unemployment affects borrowers ability to repay thereby affecting asset quality negatively. The choice of explanatory macroeconomic variables in the model reflects the evidence provided by the large empirical literature showing that a collapse in borrowers' credit worthiness and the subsequent deterioration in the value of collateral are the main transmission mechanisms of a macroeconomic shock to banks' portfolios. Thus during periods of financial distress, credit quality emerges as an important source of vulnerability and non-performing loans deteriorate quickly before bank failures. Therefore in order to assess the impact of macroeconomic conditions on asset quality, we focus on macroeconomic variables that potentially affect borrowers' credit worthiness.
Summary statistics point, as in the case of capital FSIs, to cross country differences in the impact of macroeconomic variables on asset quality FSIs. In order to account for this heterogeneity, we allow for interaction between the different explanatory variables. For example, to test whether the impact varies systematically across countries on the basis of the level of financial system depth, we include an interaction term between, on one hand the macroeconomic variables, and on the other, the ratio of bank deposits to GDP, the variable capturing the depth of the financial system.
The variable bcp presents a potential endogeneity problem since the quality of bank regulation and supervision can be influenced by the extent to which banks are fragile (i.e., have high non-performing loans). We correct for this problem by using instrumental variables, which to be effective must correlate strongly with the explanatory variable in question, but not with the error term. We find two governance indices from the Kaufmann, Kraay, and Mastruzzi (2006) 8 database, to be highly correlated with the bcp variable -an index of government effectiveness and an index measuring the rule of law. The government effectiveness index measures the competence of the bureaucracy and the quality of public service delivery, while the rule of law index measures the quality of contract enforcement, the police, and the courts. Table 3 reports the results of 4 specifications of equation 3: pooled OLS, within groups or fixed effects, random effects, and the Anderson-Hsiao 2SLS models. The Hausman test tests the null hypothesis that the coefficients estimated by the efficient random effects estimator are the same as the ones estimated by the consistent fixed effects estimator. Given the insignificant p-value, we use the random effects results. The 2SLS model reports the results of the tests for heterogeneity in order to account for the endogeneity generated by the bcp variable.
The coefficient on the business cycle variable is negative, significant and robust across all specifications, implying that economic booms are associated with improvements in asset quality. However, the interaction terms indicate that this relationship is not uniform across countries. In particular, the coefficients on the terms income*bcycle and Fs_size*bcycle, are significant. This implies on one hand that the positive effect of the cycle on asset quality is dampened in low income countries. On the other hand, the positive effect of the business cycle on asset quality appears to be larger in countries with a relatively lower level of financial development.
Higher inflation, interest rates and unemployment worsen asset quality (increasing NPLs). An improvement in the terms of trade index appears to have a positive effect on asset quality. Nonetheless, a real depreciation in the exchange rate appears to have a negative effect on asset quality. Thus, the overall impact for exporters and producers of tradable goods, to which the banking system is exposed, will depend on which effect dominates, whether the positive impact of improving terms of trade outweighs the negative impact of the depreciation on asset quality due to unhedged positions.
As expected, the quality of regulatory supervision has a positive impact on asset quality. This finding is consistent with Podpiera (2004) . The interaction term bcp*bcycle is positive and significant implying that differences in the quality of supervision may also help to explain cross country differences in the cyclicality of non-performing loans.
C. Profitability
To model the determinants of profitability we adopt a framework developed by Demirgüç-Kunt and Huizinga (1999) and Abreu and Mendes (2002) . We control for several bank specific determinants including equity capital, operating cost and credit risk, as well as macroeconomic variables, including the business cycle, inflation, real interest rates and the real effective exchange rate. The equation to be estimated is as follows: The annual change in the inflation rate ambiguous Inflation is potentially associated with higher realized interest margins and greater profitability. Inflation brings higher costs-more transactions and generally more extensive branch networks-and also more income from bank float. Bank income can increase more with inflation than bank costs do reer
The annual change in the real effective exchange rate ambiguous Depends on the financial system's share of assets held abroad int_r
The average change in short term interest rates over the previous two years + Depends on the dominating effect, pass through to deposit rates or to lending rates which will determine higher bank profits or not ovr_head
The overhead cost -equals the accounting value of a banks' overhead costs as a share of total assets -Banks with higher costs will have lower profits conc Concentration measured by ratio of the assets of the 4 largest banks to total assets -Increased competition lowers banks' profits Widely used FSIs of bank profitability include two common operating ratios: return on assets (ROA) and return on equity (ROE), both defined in Appendix II. Sundararajan et al. (2002) point out that an analysis of profitability based on ROE disregards the greater risks normally associated with high leverage. Given that banks' leverage is often determined by regulation, ROA emerges as the more crucial FSI for measuring bank profitability. Table 4 reports the results of 3 specifications of equation 4, using return on assets (ROA) as the measure of profitability. We report the results for the following models: pooled OLS (OLS on levels); within groups or fixed effects; and random effects. A Hausman test generates an insignificant p-value, so we discuss the random effects results.
The coefficient on the business cycle variable is positive, significant and robust across all specifications, implying that economic booms are associated with higher bank profitability. The interaction term, conc*bcycle, is positive and significant, implying that the positive impact of the business cycle on profitability is larger in less concentrated financial systems.
The coefficients on inflation and interest rates are positive and significant, indicating that on average, the banking system is able to benefit from inflationary conditions and higher interest rates, with pass-through to lending rates exceeding pass-through to deposit rates.
As expected, the coefficient on capital is positive, implying that banks with higher capital face lower funding costs and higher profits. Higher NPLs (a variable proxying risk exposure of the banking system) are on average associated with lower profitability of the system. Standard errors in parentheses; *significant at 10%; **significant at 5%; ***significant at 1% 1/ Income is the income level, measured by average real GDPper capita, 1998 GDPper capita, -2005 Fs_size is the average size of the financial sector measured by bank deposits to GDP, 1998 GDP, -2005 BCP, the quality of bank supervision, is measured by an index of compliance with the Basel Core Principles for Banking Supervision. 2/ Full results for these individual models not reported. Standard errors in parentheses; *significant at 10%; **significant at 5%; ***significant at 1% 1/ Income is the income level, measured by average real GDPper capita, 1998 GDPper capita, -2005 Fs_size is the average size of the financial sector measured by bank deposits to GDP, 1998 GDP, -2005 BCP, the quality of bank supervision, is measured by an index of compliance with the Basel Core Principles for Banking Supervision. 2/ Full results for these individual models not reported. 
IV. CONCLUSION
This paper is the first attempt to explore the macroeconomic determinants of FSIs using a large panel dataset. The compilation of FSI data has evolved since the inception of the FSAP in 1998. Despite limitations inherent in the data, its analysis can provide useful insights and enhance the future use and refinement of FSIs. The stylized facts relating the business cycle and capital adequacy ratios, nonperforming loans and profitability variables indicate a correlation and degree of heterogeneity across countries and regions. We sought to econometrically test this relationship, and to explain the degree of heterogeneity observed.
The results showed that FSIs fluctuate strongly with the business cycle and the inflation rate. Short-term interest rates and the real exchange rate also emerge to different degrees as important determinants. There is also an important degree of heterogeneity across the sample of countries in the relationship between macroeconomic indicators and FSIs, which can be explained by several country specific characteristics. Country income levels, financial sector size, market concentration, and the quality of regulatory supervision are found to be significant in explaining this cross country heterogeneity.
The interaction terms between the business cycle and various country and industry specific characteristics provide some interesting results, and point to several extensions of this study. For instance, the negative correlation between the business cycle and capital adequacy ratio differs across countries depending on their level of income and depth of the financial system. The lower a country's income and the less developed its financial system, the higher capital ratios are during economic downturns, relative to higher-income countries. Though providing an explanation for the degree of heterogeneity in the macroeconomic-FSI relationship, these results also raise a number of questions which are outside the scope of this study. To what extent do country specific factors lead to asymmetry in how financial systems weather the business cycle? Are certain factors, for instance quality of supervision, financial sector depth and income, more important than others?
Given the degree of correlation between the business cycle and FSIs, the results of this study suggest that cross-country comparisons would be more useful if they are carried out within certain clusters. Furthermore, direct comparisons of FSIs within country across time and across countries at a specific point in time may be misleading if FSIs are not corrected to account for the phase of the business cycle. Evidence on the relationship between FSIs and the macroeconomy constructed assuming homogeneity of this relationship may also be seriously misleading. Thus, in order to enhance the use of FSIs in financial system surveillance, future work could usefully focus on cyclically adjusted indicators, filtering out the effects of the business cycle. Nonetheless, FSI analysis should be one element in the financial soundness assessment, which should be complemented with other analyses and indicators (including forward looking market indicators).
Source: IMF staff calculations. Class size = 0 for countries whose average real GDP growth during the sample period exceeds the entire group average. Class size = 1 for countries whose average real GDP growth during the sample period is less than the entire group average. Class size 1 = for countries where the ratio of bank deposits to GDP is < 0.28. Class size = 2 for countries where the ratio of bank deposits to GDP is between 0.28 and 0.61. Class size = 3 for countries where the ratio of bank deposits to GDP is > 0.61. 
Non performing loans to total loans (NPL):
Measures the asset quality in the loan portfolio. It is calculated by taking the value of NPLs as the numerator and the total value of the loan portfolio (including NPLs, and before the deduction of specific loan-loss provisions) as the denominator.
Return on assets (ROA):
Measures deposit takers' efficiency in using their assets. It is calculated by dividing net income (before taxes) by the average value of total assets over the same period.
Return on equity (ROE):
Measures deposit takers' efficiency in using their capital. It is calculated by dividing net income (gross income less gross expenses) by the average value of capital (capital and reserves) over the same period. 
Macroeconomic variables

APPENDIX III: ECONOMETRIC MODELS
Pooled OLS (OLS on levels): This model estimates OLS on the pooled sample, pooling across countries and time periods. The pooled OLS model gives more variation since individual data points are treated as separate observations. However, the model does not explore additional (within) country information, an important feature of panel data. By assuming that coefficients are common to all countries and time periods, OLS essentially discards all country specific effects into the error term, thus leading to omitted variable bias. Furthermore, in the presence of lagged dependent variables, the pooled OLS model does not address endogeneity.
Within Groups (or fixed effects): OLS estimators, which are biased and inconsistent in a panel, can be improved by transforming the model (thus deriving a simple AR(1) model).
The within groups or fixed effects model estimates OLS on the "theta" differenced model (to eliminate the country specific unobservable fixed effects) producing unbiased and consistent estimators. The within groups model is associated with a loss of identification since the observed fixed effects are eliminated along with the unobserved country specific effects. In addition, the within groups estimator requires strict exogeneity and is thus inconsistent in the presence of lagged dependent variables (and endogeneity from any other explanatory variables).
2SLS (Anderson-Hsiao Two Stage Least Squares):
In the absence of strict exogeneity, a popular class of estimators that are consistent as N → ∞ with T fixed, first transform the model to eliminate the individual effects, and then apply instrumental variables. These instrumental variable (IV) estimators require much weaker assumptions about the initial conditions. Hsiao (1981, 1982) proposed a basic first differenced Two Stage Least Squares estimator, with instruments specified in the second lags of levels. An important difference from the Within transformation is that first differencing does not eliminate all the country specific observable effects, hence there is no loss in identification, and the resulting 2SLS estimator is consistent as N → ∞, for fixed T panels, but they are generally not efficient.
GMM(Differenced and System):
The unique problem of dynamic panel data models (a particular moving average form of serial correlation and heteroskedasticity) has led to a widely used class of Generalized Method of Moments (GMM) estimators (Hansen (Econometrica, 1982) , Holtz-Eakin, Newey and Rosen (Econometrica, 1988) , Arellano and Bond (RES, 1991) ). GMM formulates a set of moment conditions (orthogonality restrictions) related to an econometric model and finds parameter estimates that come as close to achieving these orthorgonality properties in the sample. The differenced-GMM model is specified in levels with first differences as instruments. Arellano and Bover (1995) argue that the instruments (differences) may suffer from weak correlation with the variables they are instrumenting, resulting in poor estimation precision. To counter this potential problem, the System-GMM model uses both levels (for equations in first differences) and differences (for equations in levels) as instruments.
