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This thesis documents two searches for Diboson Resonances which were performed using data collected in
2012, 2015 and 2016 by the ATLAS detector at the Large Hadron Collider. Three benchmark models are
tested: a model predicting the existence of a new heavy scalar singlet, a simplified model predicting a heavy
vector-boson triplet (V ′), and a bulk Randall-Sundrum model with a heavy spin-2 graviton (G∗). Neither of
these searches found evidence of any resonance, and exclusion limits are set on σ(pp → V ′) and σ(pp → G∗).
For the 2012 ATLAS data, searches are performed for the G∗ and the W ′. The sample corresponds to an
integrated luminosity of 20.3 fb−1 proton-proton collisions with a center of mass energy
√
s = 8 TeV. This
search looks for the decay channels G∗ → WW → `νjj and W ′ → WZ → `νjj. No evidence for resonant
diboson production is observed, and resonance masses below 760 GeV and 1490 GeV are excluded at 95%
confidence level for the spin-2 Randall–Sundrum bulk graviton G∗ and the spin-1 extended gauge model W ′
boson respectively.
For the 2015 and 2016 ATLAS data, searches are performed for the G∗ and the V ′ and a heavy scalar.
The sample corresponds to an integrated luminosity of 36.1 fb−1 proton-proton collisions with a center
of mass energy
√
s = 13 TeV. This search looks for the decay channels G∗ → V V , scalar → V V and
V ′ → V V/V H/dilepton. The V V and V H dibosons then decay into qqqq, ννqq, `νqq, ``qq, `ν`ν, ``νν,
`ν``, ````, qqbb, ννbb, `νbb, or ``bb which are all combined (14 channels). No evidence for resonant diboson
production is observed, and resonance masses below 2300 GeV are excluded at 95% confidence level for the
spin-2 Randall–Sundrum bulk graviton G∗. Resonance masses below 5500 GeV and 4500 GeV are excluded
at 95% confidence level for the heavy vector triplet in a weakly coupled scenario and a strongly coupled
scenario respectively. No limits are extracted for the heavy scalar.
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The aim of high-energy physics (HEP) is to gain a deeper understanding of the fundamental constituents
of the universe and the forces between them. In order to achieve that goal, sophisticated detectors and
computing and electronics systems must be developed and deployed to process the large amount of data
collected in the experiments. This is particularly challenging at CERN’s Large Hadron Collider (LHC),
which is the world’s highest energy particle collider. While the practical application of new physics which
might be discovered at HEP experiments is not clear, the applications of the techniques developed to learn
those physics can be felt in any field with a large volumes of data that needs to be analyzed. Modern
algorithms, tools and techniques from data science and computer science, particularly in machine learning,
are used extensively in HEP and new hardware is being utilized in order to keep up with the data collection
and analysis. This thesis documents two analyses to search for new diboson resonances at the LHC with
the ATLAS detector and development of a hardware tracking system as an upgrade to the ATLAS Trigger
system.
The first analysis is a search for exotic particles decaying into weak boson pairs WV that subsequently
decay to WV → `νjj, where V is a W or Z boson, ` is an electron or muon, ν is a neutrino and j is a
jet resulting from the hadronization of a quark from W or Z decay. This single decay channel analysis [1]
uses 20.3 fb−1 of integrated luminosity of proton-proton collisions at 8 TeV center-of-mass energy that was
collected during the 2012 run of the LHC. The second analysis [2] is also a search for exotic particles leading
to diboson pairs, but is an analysis that combines many possible decay channels. It uses 36.5 fb−1 of
integrated luminosity collected at 13 TeV collision energy over the 2015 and 2016 runs at the LHC. One of
the channels in this combination is the same WV → lνjj channel as the first (single channel) analysis, but
includes additional data collected at a higher center-of-mass collision energy (13 TeV) [3]. In this sense, the
second analysis can be considered as an extension of the first that includes more data, more collision energy
(which boosts the production cross-section for heavy particles in new physics models being considered) and
more decay channels for increased overall sensitivity.
In addition to these analyses, a substantial amount of design, development (particularly in firmware),
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testing and commissioning for the ATLAS Fast Tracker (FTK) [4] system was performed as part of this
research. This thesis provides a high-level description of these efforts and the significant results, particularly
the basic functionality of firmware developed for the FTK system.
This thesis is organized as follows. Chapter 2 provides an overview to the current best theory of particle
physics, known as the Standard Model. Chapter 3 presents the experimental apparatus upon which the data
from this thesis is based, namely the LHC and the ATLAS detector. Chapter 4 presents research to develop
a fast particle tracking system (FTK) to advance the capabilities of the ATLAS trigger system. Chapter 5
through Chapter 11 cover the two physics analysis on the search for new diboson resonances. The single
channel analysis description provides the details behind the resonant WV → `νjj ATLAS search using
8 TeV proton-proton collisions, as published in [1], while the combination analysis description focuses on the
method and results in combining multiple diboson decay channels using 13 TeV data for the ATLAS search





The origins of Particle Physics can be traced back to the end of the 19th century with the discovery of
the electron. This first fundamental particle was observed before the advent of quantum mechanics which
would pave the way for many more theories and discoveries. Finding new particles was slow at first, but
in the 1950s the first particle accelerators began to be built and this lead to a surge of new particles being
discovered.
This culminated into the Standard Model (SM) which represents our current best understanding of sub-
atomic particles and their interactions. The SM predictions have been tested and verified in numerous
experiments around the world over a wide range of energies. Despite the great success of the SM, there are
still many questions that the SM cannot answer and their exists many models to modify the SM to explain
these unanswered questions.
This chapter gives a brief overview of the SM and covers a few models that go beyond the SM. The
Extended Gauge Model (EGM), Technicolor model, and models involving Extra Dimensions are all discussed.
What these extensions have in common is that they all predict new heavy bosons that can decay into a
diboson pair. The extra dimensional models are unique in that they attempt to explain the weakness of
gravity as compared to the other fundamental forces.
2.1 Standard Model
The Standard Model describes all known elementary particles as well as the forces that govern their inter-
actions [5]. The exception being the force of gravity which is so much weaker than the other forces that is
not expected to contribute in any meaningful way at distance scales relevant for subatomic particles. The
relative strength of the four forces are shown in Table 2.1.
The particles of the SM are divided into four categories. The leptons and quarks make all of the matter
and have half-integer spin. They obey Fermi-Dirac statistics, meaning no two identical particles can share







Table 2.1: Relative strength of the four fundamental forces.
The key difference between them is that quarks can interact via the strong force, while the leptons cannot.
Quarks also cannot be found in isolation and instead are found in groups known as hadrons, the proton
and neutron are the most widely known examples. The other particles in the SM govern the interactions of
the leptons and quarks and they all have integer spin. Thus, they obey Bose-Einstein statistics. The gauge
bosons mediate the three forces and all have spin-1, while the lone scalar boson known as the Higgs [6], has
spin-0. Refer to Table 2.2 for a list of all the particles and their known properties.
Category Name Symbol Mass (GeV/c2) Charge (e) Interactions
Leptons
electron e 511 ∗ 10−6 -1 EM, Weak
electron neutrino νe < 2.3 ∗ 10−6 0 Weak
muon µ 105.6 ∗ 10−3 -1 EM, Weak
muon neutrino νµ < 0.17 ∗ 10−3 0 Weak
tau τ 1.776 -1 EM, Weak
tau neutrino ντ < 15.5 ∗ 10−3 0 Weak
Quarks
up u 2.5 ∗ 10−3 2/3 Strong, EM, Weak
down d 5 ∗ 10−3 -1/3 Strong, EM, Weak
charm c 1.275± 0.03 2/3 Strong, EM, Weak
strange s 101 ∗ 10−3 -1/3 Strong, EM, Weak
top t 173.1± 0.9 2/3 Strong, EM, Weak
bottom b 4.18± 0.04 -1/3 Strong, EM, Weak
Guage Bosons
photon γ 0 0 EM
gluon g 0 0 Strong
W boson W 80.379± 0.012 ±1 Weak
Z boson Z 91.188± 0.0021 0 Weak
Scalar Boson Higgs H0 125.18± 0.16 0
Table 2.2: List of all particles, and their measured properties, of the SM.
The SM is a field theory based on the symmetry group SU(3)C ⊗SU(2)L ⊗U(1)Y . SU(3)C corresponds
to the strong interaction and the color charge (C) is a conserved quantity. Color charge comes in three
varieties, red, blue and green together with three anti varieties, anti-red, anti-blue, and anti-green. It is
important to note that color is never observed which is why quarks can never be observed in isolation, they
are always observed in groups known as hadrons with neutral color. This can be achieved in two ways, with
a color and anti-color pair of quarks known as a meson, or with three quarks, one of each color (or one of
each anti-color) known as a baryon. The proton and neutron are both baryons.
Due to color confinement, when quarks separate they undergo a process known as hadronization where
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new quark / antiquark pairs pop out of the vacuum in such a way as to neutralize the color charge of the
separating quarks.
The SU(2)L ⊗ U(1)Y group is the electroweak symmetry. The electric charge Q, is also a conserved
quantity, and is related to the subscripts through the Gell-Mann–Nishijima relation: Q = Y/2 + T3. The
subscripts refer to the weak (L)efthanded isospin T and the hypercharge Y . The isospin is analogous to
spin, where the third component(T3) is traditionally used to denote an up and down state. This creates
a variety of isospin doublets. In isospin SU(2)L is not symmetric between left and right handed chirality
states. Left handed particles (−1 chirality) form doublets of the group, while the right handed particles (+1
chirality) are singlets. Note, that right handed neutrinos with positive chirality have never been observed
experimentally [7].
The spin-1 elementary particles are called gauge bosons and mediate the fundamental interactions. The
photon (γ) mediates the electromagnetic force, while the three vector bosons (W± and Z) mediate the weak
force. The gluons (g, there are eight of them with different colors) are mediators of the strong force. The
lepton coupling to the weak vector bosons in particular is flavor independent, leading to an idea known as
lepton universality. The result is that the branching ratios to each of the three leptons are identical.
2.2 The Higgs Mechanism
The gauge invariance of SU(2)L ⊗U(1)Y requires that the weak bosons and fermions are massless, but this
is known not to be true. In the SM this is solved by introducing a scalar field that leads to spontaneous
symmetry breaking by a method known as the Higgs mechanism. The simplest scalar field that can be used





 φ1 + iφ2
φ3 + iφ4
 (2.1)
with a weak hyper-charge Y = +1. This introduces four degrees of freedom. Minimizing the Lagrangian





with v ≈ 246GeV . Expanding around the minimum of the potential leads to three massive gauge bosons
(W±, Z) and one massive Higgs boson (H).
5
2.3 Beyond the Standard Model
The Standard Model has been incredibly successful at describing most experimental data; however, there
are some problems with it that suggest it is not the entire story. It does not predict the masses of any of
the fermions, and the neutrino masses specifically are not included at all. The gravitational force is also not
included in the model; in addition, there is no particle that can explain dark matter. There are also the
hierarchy and fine tuning problems present in the model.
The SM is based on a SU(3)C ⊗ SU(2)L ⊗ U(1)Y gauge symmetry, which is a direct product of three
different groups with three distinct coupling constants. A more fundamental symmetry (SU(5)) would lead
to a complete unification with a single coupling constant [8]. However, the strengths of three coupling
constants fail to merge at a common point as energy is increased [9]. It is not clear exactly how to achieve
this more complete unification.
Dark matter is not explained by the SM. Astrophysicists observed that only ±4% of the energy in the
universe consisted of baryonic matter as far back as 1932 [10]. Today, it is accepted that 25% of the energy
is dark matter and the remaining 70% is referred to as dark energy. The best explanation is that there is
some stable particle that does not interact through strong or electromagnetic forces; however, there is no
particle with these properties in the SM [11].
2.4 Spin-0 Resonances: Heavy Scalars
With the discovery of the Higgs boson in 2012, the next question is if this particle is part of an extended scalar
sector. There are many extensions to the SM that predict a heavy scalar such as the Two-Higgs Doublet
model (2HDM) [12], and the Electroweak-Singlet [13]. These heavy bosons could decay into dibosons (WW
and ZZ) and could be discovered by this search. Since the SM Higgs boson was discovered in 2012, the
heavy scalar was not considered during the 2012 `νjj analysis. It was searched for in the following years
and is part of the combination. The branching ratio of the heavy scalar to WW : ZZ is approximately 2:1.
The 2HDM is one of the simplest extensions to the SM. Instead of one scalar field, suppose there are two,
both of the form shown in Equation (2.1). This leads to a combined eight degrees of freedom. Minimizing
the Lagrangian now leads to two non-zero vacuum expectation values v1 and v2. Expanding around the
minimum again leads to three massive gauge bosons (W±, Z) and the remaining five degrees of freedom
manifest as physical massive bosons. There are two charged Higgs (H±), one neutral pseudo-scalar (A0),
and two neutral scalars (h0, H0).
The 2HDM arises in a lot of extensions to the standard model, and there are many variations of it. In some
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versions one doublet couples to fermions, while the other doublet couples to bosons. There are variations
where one doublet couples to left handed particles, while the other couples to right handed particles. For
this reason an empirical model is used in this analysis to explore sensitivity to extended Higgs sectors. As
a consequence no specific model exclusion limits are extracted in this analysis.
2.5 Spin-1 Resonances: Heavy Vector Triplet
Many extensions to the SM predict a group of particles known as the Heavy Vector Triplet (HVT). These
can be thought of as heavier versions of the standard Electroweak Triplet (W+, Z0,W−). Two models are
considered in this analysis, the Extended Gauge Model [14, 15, 16] which is a weakly interacting model, and
the Minimal Composite Higgs Model [17] which is strongly interacting. The strength of this coupling to
other SM particles is given in terms of gV . The coupling of the HVT to fermions scales as g2/gV cF while
the coupling to bosons scales as gV cH . Here both cF and cH are free parameters that are taken to be one.
Thus the coupling strength between fermions and bosons are inversely related. If gV is small, than the HVT
couples more to fermions and if it is large, it couples more to the SM bosons.
The EGM is based on a SU(2)⊗U(1)⊗SU(2)′ symmetry. In order for spoantaneous symmetry breaking












Similar to the 2HDM this leads to more degrees of freedom which manifests as a variety of particles.
There are twelve degrees of freedom in total, as usual three of these provide mass to the weak gauge bosons
(W±, Z). Three more of them provide mass to the heavy versions of the weak gauge bosons (W ′±, Z ′),
while the remaining six degrees of freedom manifest as Higgs particles. There are two charged Higgs (H±),
one neutral pseudo-scalar (A0), and three neutral scalars (h0, H0, H ′0).
Same particle decays ZZ and HH are forbidden or highly suppressed and therefore not considered in the
analysis. The branching ratio to WW , WZ, ZH, and WH are all approximately the same. The branching
ratio depends on the mass of the HVT as well as gV , shown in Figure 2.1.
Two models are considered in this analysis. A weakly interacting model, referred to as Model A. In this
model the coupling to the dibosons is suppressed.
• gV = 1
• cF = 1
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Figure 2.1: Branching Ratios of the neutral heavy vector particle Z ′. The left plot is a weakly interacting
model gV = 1, the right plot is a strongly interacting model gV = 3.
• cH = −g2
Model B is a strongly interacting model in which the coupling to dibosons is enhanced.
• gV = 3
• cF = 1
• cH = 1
2.6 Spin-2 Resonances: Gravitons
The Randall-Sundrum (RS) [18] Model is a 5-dimensional warped geometry theory. There exists 2 branes
that are separated in this 5th dimension. One brane, known as the weakbrane is our home with the SM
particles, while the other brane is known as the gravitybrane. The probability function of the graviton drops
exponentially as it moves from the gravitybrane to the weakbrane. The gravitybrane has positive brane
energy while the weakbrane has negative brane energy, causing the extremely warped space time along this
5th dimension.
As an object moves from the gravitybrane to the weakbrane it would grow in size, move more slowly
through time, and become lighter. Space and time expand near the weakbrane, while mass and energy
shrink. This gives an explanation as to why gravity is so weak when compared to the other forces. This
warping of the extra dimension is completely analogous to how spacetime is warped near a black hole.
The Kaluza-Klein (KK) Model is another 5-dimensional theory in which the 5th dimension exists as a
small ring of radius R. If a particle moves a small amount within this 5th-dimension it will eventually end
up where it started. This 5th dimension is referred to as the compact dimension. If standing wave solutions
are used on this dimension, it will lead to a set of possible values known as a Kaluza-Klein tower.
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Mn = nh/Rc (2.4)
This excitation of the field manifests as spin-2 gravitons G∗. These gravitons primarily decay to tt̄, HH,
WW , and ZZ. The mass dependence of the BR is shown in Figure 2.2.
Figure 2.2: The mass dependence of the RS Graviton. The WW and ZZ ratio is approximately 2:1 for all
masses.
2.7 Summary of Exotic Particles
In summary four exotic heavy bosons are searched for ranging from spin-0 to spin-2. These four particles
cover a wide range of decay channels, but this analysis is mostly focused on dibosons. One decay channel in
particular `νjj will be explored in great detail, and the other channels will be discussed in the combination
only. The methods used in the other single channel analyses are very similar, each with their own little
nuances to consider. Table 2.3 shows all the channels considered.
Particle Spin WW WZ ZZ WH ZH `ν ``
G∗ 2 `νjj, Comb Comb
W ′ 1 `νjj, Comb Comb Comb
Z ′ 1 Comb Comb Comb
scalar 0 Comb Comb
Table 2.3: List of all decays considered in the 2016 Combination analysis and the subset that were used in
the 2012 `νjj channel analysis.
Each of the dibosons subsequently decays a second time into fermions. The Branching Ratio of W , Z
and H are known to be:
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• W : jj = .676, `ν = .324
• Z: jj = .699, νν = .2, `` = .101
• H: bb̄ = .584, WW = .214, tt̄ = .063, ZZ = .026
The diboson combination only considers final states that have four leptons; therefore, only H → bb̄ is
considered. The other decay paths produce to many fermions or the branching ratio is too small to impact
the final results. All of the final states are shown in Figure 2.3 along with the full decay path.
Figure 2.3: The full list of decay channels used in the combination. Bottom row are the final state that is





The Large Hadron Collider (LHC) [19] is currently the worlds largest and highest energy particle accelerator.
It is located at CERN and is the culmination of many accelerators built over the last 60 years. The LHC sits
100 m underground in a circular tunnel. The ring has a circumference of 27 km and straddles the border of
France and Switzerland. Construction began in 1998 and it was finished in 2008. Although it was not until
2010 that it was actually able to sustain stable beams. In 2010, each beam had an energy of 3.5 TeV, which
is half of the design energy of 7 TeV per beam. While the LHC is predominantly a proton-proton collider,
it can also accelerate heavier hadrons (Lead ions typically) as well.
There are many accelerators that have been built at CERN over the years, some of which are currently
used as part of the accelerator chain that injects particles into the LHC. Figure 3.1 shows many of these
accelerators. The numbered accelerators show the sequence of boosts that eventually lead to the injection
of protons into the LHC.
The protons start inside a canister of hydrogen gas, H2. The protons are injected into a duoplasmatron
along with free electrons which ionize the hydrogen gas [21]. An electric field is applied which separates
the proton and electron plasmas. The protons are then injected into a linear accelerator (LINAC2) at
approximately 90 keV where strong magnetic fields are applied to manipulate the beam. This is the only
linear accelerator in the chain, the rest are all synchrotrons of increasing size. The protons will have an
energy around 50 MeV when leaving LINAC2, at which point they arrive in the Booster. The Booster is a
small synchrotron with a circumference of 157 m. Alternating magnetic fields are applied in order to raise
the energy to 1.4 GeV. This leads to the Proton Synchrotron (PS) [22] which has a circumference of 628 m
and the resulting energy upon leaving is 26 GeV. Next, is the Super Proton Synchrotron (SPS), which is
even larger at 7 km and the resulting energy is 450 GeV. Finally, the protons are high enough energy to be
injected into the LHC.
While the PS, SPS and LHC each had their time of relevance and discoveries, the Booster is quite
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Figure 3.1: The accelerator complex at CERN. Dates are time of construction [20].
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different. It was built after the PS in order to increase the number of protons that could be injected into
the PS at one time. Perhaps one day, an even larger synchrotron will be added to the chain.
The LHC has collected a large amount of data at different energies over the years, as the energy increases
with subsequent upgrades. In 2010 the beams were ran at 3.5 TeV. This was increased to 4 TeV in 2012
after a short shutdown. 2012 would ultimately be the year that the Higgs boson discovery was announced
(July 4). This was followed by the first long shutdown which allowed for many upgrades. In 2015 the LHC
resumed operation with an energy of 6.5 TeV per beam. Currently, the LHC is in its second long shutdown
and scheduled to resume operation in 2021 at its full design energy of 7 TeV per beam.
The LHC has a total of four collision points along the ring, each of which is running a different experiment.
There are two general purpose experiments, which are ATLAS and CMS (Compact Muon Solenoid). These
two experiments search for the same types of collision events and are used to cross check one another’s
results. In addition, there are two more unique experiments, ALICE and LHCb. ALICE (A Large Ion
Collider Experiment) is focused on heavier ion collisions (lead) and is hoping to have enough energy density to
achieve quark-gluon plasma, while LHCb focuses on b quark physics, most notably to measure the parameters
of CP violations. The ATLAS experiment will be the focus of this paper.
3.2 The ATLAS Detector
ATLAS [23] stands for A Toroidal LHC ApparatuS, and it is a general purpose detector designed for measur-
ing all types of physics events. The experiment consists of approximately 3000 people from 175+ institutions
in 38 countries. The experiment was first proposed in 1994 and construction began in 2003. Construction
was completed in 2008 and began taking data in 2010.
The detector has a large cylindrical shape that is 46 m long and 25 m in diameter. It weighs approximately
7000 tonnes. Figure 3.2 shows the sub-detector systems as well as the relative human scale. Its built like
a large onion of nested cylinders. The Inner Detector (ID) surrounds the beam pipe, surrounded by the
calorimeters, which are nested inside the muon spectrometer.
The coordinate system is important and is defined in the following way. The beam pipe defines the
z-axis and the positive direction goes counterclockwise around the LHC ring. The x − y plane defines the
transverse plane, where positive y points toward the sky and positive x points toward the centre of the LHC.
The azimuthal angle φ is measured around the beam pipe (z-axis), and the polar angle θ is measured with
respect to the beam pipe. The origin is in the centre of the detector. The polar angle is not really used and
is instead cast into a quantity known as the pseudo rapidity η = −ln(tan(θ/2)). This is because θ does not
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Figure 3.2: The ATLAS detector [24].
behave very well under Lorentz transformations. Note that the pseudo rapidity is zero in the centre of the
detector. It is also useful to define the quantity R =
√
φ2 + η2 which is the distance in η − φ space.
The magnetic systems are very important for measuring the momentum of charged particles, and there
are three systems. There is an internal solenoid magnet that is wrapped around the inner detector. This
provides a ~B-field of two Tesla along the z-axis which curves charged particles in the transverse plane.
Due to the Lorentz force, ~F = q~v × ~B, the momentum of the particle can be extracted by measuring the
curvature. However, this provides no information about the z-component of the momentum. The other two
magnetic systems are toroidal and provide a magnetic field of four Tesla in the φ direction. The two systems
are divided into a barrel and end cap region, and this will curve particles in the z direction. The toroidal
systems sit between the calorimeters and the muon spectrometer, so only muons are affected by the toroidal
systems.
The subsystems of ATLAS are shown in Figure 3.3 and each play a role in detecting certain types of
particles. The inner detector can only detect charged particles, and the momentum is measured due to
the solenoid magnetic field. Surrounding the solenoid magnet is the electric calorimeter, which stops all
electrons and photons and measures the deposited energy. The next layer is the hadronic calorimeter which
is designed to stop protons, neutrons and other particles that interact with the strong force. The final layer
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Figure 3.3: The inner layers of ATLAS [25].
is the muon spectrometer which measures the momentum of muons. Muons are the only detectable particle
that are not absorbed in the calorimeters. Lastly, neutrinos pass through the entire detector, their energy
is inferred by energy conservation to be the missing energy in the event. The more neutrinos in the event,
the less useful this missing energy measurement becomes.
3.2.1 The Inner Detector
The Inner Detector [26] itself is built of three subsystems and covers a range of |η| < 2.5. The inner most
subsystem, known as the Pixel detector consists of four layers of pixel detectors. The pixel layers are made of
a two dimensional array of silicon pixels that give a high precision measurement very close to the interaction
point. The inner most layer is removable, and is known as the Insertable B-Layer (IBL) due to its usefulness
in detecting particles that have short lifetimes (b quarks specifically). The second subsystem, known as the
SemiConductor Tracker (SCT) consists of eight layers of silicon strips. Each layer is one dimensional in
nature, therefore every other layer is rotated so that pairs of layers can be used to pinpoint the particles
location. The axial layers have strips that run parallel to the beam pipe, while the stereo layers are rotated
.04 radians with respect to the axis.
When a charged particle passes through the silicon, it will excite the electrons into a higher energy level
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and leave behind ”holes”. Using an electric field these electron-hole pairs are pulled to nearby conducting
plates where they create a current that can be read out of the detector, almost identical to how a digital
camera works.
The last system in the inner detector is the Transition Radiation Tracker (TRT) [27] and this is a straw
tube tracker. Straw tubes work by surrounding a wire with a tube of gas (Xenon) that becomes ionized
when a charged particle passes through it. The TRT consists of approximately 300000 straw tubes that
are 4 mm in diameter. In addition to tracking, the TRT can also identify electrons specifically due to the
transition radiation produced. When a high energy electron passes through the Xenon gas, an X-ray photon
is produced.
3.2.2 The Calorimeters
Surrounding the inner detector and the solenoid are the calorimeters. The method of detection here is
very different than the inner detector. While the inner detector attempts to track the particle with as
little interaction as possible, the calorimeters completely absorb the particle, preventing it from penetrating
into further layers. The major benefit is that the calorimeters can detect neutral particles (Not including
neutrinos). There are many subsystems that make up the calorimeters which can be seen in Figure 3.4 along
with the η range that each system covers.
The basic idea of the calorimeters is that the particles inter a region of dense matter. This causes the
particles to shower as they distribute energy in the calorimeter. Most calorimeters are built out of alternating
materials, one that is a very dense absorbing material, with a sampling material in between. The sampling
material is connected to a sensor that does the read out. The two most common types of sampling materials
are scintillating plastics that are read out by photo diodes or liquids that can become ionized and read out
by electrodes. ATLAS uses both.
The inner calorimeter is the electro-magnetic calorimeter (ECAL) [29] and it makes use of an interesting
accordion design. This accordion design gives it complete azimuthal coverage without any cracks. However,
there is a rather large crack between the barrel and endcap regions. For this reason it is common to exclude
particles from 1.37 < |η| < 1.52. The ECAL uses lead lined with steel as the absorbing layers with liquid
argon used as the sampling layers. The liquid argon becomes ionized which is detected by the large accordion
shaped electrodes. The ECAL covers a full range of |η| < 3.2.
Hadrons tend to penetrate much deeper into the material before stopping and so the hadronic calorimeters
are much larger. The main hadronic calorimeter is known as TileCAL [30] and uses steel as the absorbing
material, with scintillating plastic as the sampling material. TileCAL only covers a range of |η| < 1.7. The
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Figure 3.4: The different calorimeters of ATLAS and the associated η covered [28].
endcaps are quite different using copper as the absorbing layer with liquid argon as the sampling material.
The endcaps cover the range 1.5 < |η| < 3.2. Since the endcaps are nested inside the TileCAL there is a
large degree of overlap, and no crack in the hadronic calorimeter.
Finally there is the forward calorimeter (FCAL) [31] and its primary job is to stop particles traveling
almost parallel to the beam. The FCAL is important for measuring the missing energy because it greatly
extends the range 3.1 < |η| < 4.9. While most events are cut at far lower values than this, it is important to
stop everything for the missing energy to be accurate. The FCAL has an inner section that uses copper as
the absorber, and an outer section that uses tungsten. Liquid argon is again used as the sampling material
throughout the entirety of FCAL.
3.2.3 The Muon Spectrometer
The Muon Spectrometer (MS) [32] is the outer most system and is designed specifically to measure the
momentum of muons very accurately. Since it sits outside of the calorimeters the only particles that can
reach this system are muons and neutrinos, of which only muons can be detected. The large toroidal magnets
surrounding the calorimeters curve the muons in the z direction allowing for an independent momentum
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measurement that is separate from the inner detector. When matched to the corresponding measurement
from the inner detector all three components of the momentum can be determined.
The muon system is very similar to the TRT consisting of 354000 monitored drift tubes. The tubes have
a diameter of 3 cm and are filled with a mixture of argon (93%) and carbon dioxide (7%) gas. The gas is
ionized when muons pass through the tubes and the voltage is read out.
3.3 The Trigger and Data Acquisition
The Trigger and Data Acquisition (TDAQ) system is very important for ATLAS. Recording every collision
that happens in ATLAS is simply not possible as this would amount to 100s of petabytes per second.
Collisions happen at a rate of 40 MHz and the large majority of the events are not interesting. The goal of
this system is to reduce the collection rate down to 1.5 kHz. The trigger system is comprised of two main
systems, known as the Level 1 Trigger (L1) [33] and the High Level Trigger (HLT) [34]. The most notable
difference between these two systems is that L1 is a hardware based system, while the HLT is software based.
Figure 3.5 illustrates how the system works.
Figure 3.5: The Trigger and Data Acquisition System (TDAQ) for the ATLAS detector [35].
In order to grab interesting physics events, L1 is connected directly to the muon spectrometer and the
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calorimeters. This allows L1 to identify events that have high momentum muons, large amounts of missing
energy, high energy electrons/photons, or high energy hadrons. This is done in dedicated hardware that is
down in the cavern with the detector. Events that pass the Level 1 Accept are read out of the detectors
Front End (FE) and passed to the Read Out Drivers (ROD). At this point the event rate has dropped to
100 kHz.
The HLT is comprised of two systems, Level 2 Trigger (L2) and the Event Filter (EF). A region of interest
(ROI) is provided from L1 and the full event for this region is sent to L2. L2 uses the information from the
inner detector to create actual tracks within the ROI. These tracks can then be combined with calorimeter
information to make tighter requirements on electrons, muons and missing energy. These requirements can
include momentum thresholds and object isolation. Events that pass L2 requirements are sent to the EF





The Fast Tracker (FTK) is a hardware upgrade to the current trigger system for the ATLAS detector. The
existing trigger in ATLAS consists of a hardware based trigger (L1) and a software based High Level Trigger
(HLT). Currently the HLT calculates tracking information for just a section of the detector, defined as the
Region of Interest (ROI). Because calculating tracks is time consuming, the ROI provided by the L1 trigger is
limited in size and frequency. FTK will sit between these two systems and will provide tracking information
for all events that pass the L1 trigger for the entire detector and provide this data to the HLT.
The FTK system is made up of several boards that are being built by a variety of institutions. There
are six different boards in the FTK system that work together to provide tracking data to the HLT. In total
the FTK system will occupy seven racks of electronics which are shown in Figure 4.1.
Figure 4.1: The FTK system is six different boards that will fill seven racks of electronics.
Data from L1 enters FTK through the Input Mezzanines (IM). There are 128 of these and they will take
20
data directly from the RODs and perform clustering. Clustering is done in order to reduce the amount of
data processed downstream by FTK. In total there are eight SCT layers, three pixel layers and one Insertable
B-Layer (IBL) in the inner detector. This clustered data is then forwarded, to the Data Formatter (DF)
system.
The DF system consists of 32 boards spread over four ATCA crates. Each DF board has four IM attached
to it directly through a High Pin Count FMC connector. The detector is divided into 64 η − φ regions, or
towers, and are processed in parallel. Each DF crate covers 16 η − φ towers which includes the entire η
range and a quarter of the φ range. In order to maximize efficiency, the regions have some overlap with their
neighboring regions. The DF system splits the data and forwards eight layers (five SCT and three pixel)
to the main Processing Units (PU) and the remaining four layers (three SCT and one IBL) to the Second
Stage Boards (SSB).
The main Processing Units consist of two boards, the Associated Memory Board (AMB) and the Auxiliary
Board (AUX) which acts as a rear transmission module. In total there are 128 PU, two for each η−φ tower.
These occupy four racks of electronics together with the SSBs and each rack has two VME crates.
The AMB is the heart of the FTK system. In order to construct the tracks quickly, billions of precomputed
tracks were generated and stored in a large bank. These track patterns are then matched to the incoming
coordinates through massive parallelization. Each AMB has four Local AMBs (LAMB) that connect through
an SMD connector, and each LAMB has 32 AM chips running in parallel. Thats a combined total of 214
AM chips running in parallel throughout the entire FTK system. Each AMB has eight million patterns that
need to be matched in parallel to the incoming hit data.
The AUX communicates to its paired AMB through the VME backplane and does a variety of tasks.
The primary task of the AUX is the eight layer track fitting. The input data from the DF, is forwarded to
the AMB and then matching patterns are returned to the AUX. The AUX then performs a fit using the
pattern and determines if the fit is good. Good tracks are allowed to be missing a hit on one layer in order
to improve efficiency, known as a majority track. In addition the AUX will perform duplicate removal on
eight layer track candidates. The eight layer tracks are forwarded to the Second Stage Boards (SSB).
The SSB system consists of 32 boards and each board handles two η−φ towers. A total of four Processing
Units send their tracks to each SSB. The SSB combines the resulting eight layer tracks with the hit data
for the remaining four layers (received from the corresponding DF board) and constructs 12 layer tracks.
This is done by first extrapolating the eight layer track into the missing layers, and then using hits found
near the extrapolated coordinates to fit full 12 layer tracks. Similar to the first stage, tracks are allowed to
be missing one of the new layers. The tracks are then checked for duplicates at a global scale before being
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forwarded to the FTK Level2 Interface Crate (FLIC). SSBs work in pairs to cover the entire range of η and
pairs are connected in a ring to handle the φ overlap.
The FLIC is the final board in the FTK system and it serves two purposes. The first task is to merge
all the resulting 12 layer track data from the 32 SSBs. The second is to format the data correctly so that
the Read Out System (ROS) can understand it.
4.1.1 Second Stage Board
The Second Stage Board will be the focal point moving forward as this board is being designed and built here
at the University of Illinois. The University has a rich history of building hardware for collider experiments.
Collaboration on hardware based track triggers dates back as early as the Mark-III experiment at SPEAR in
1982 [36, 37, 38]. The tracking trigger used Programmable Logic Arrays instead of FPGAs and the hardware
logic was the basis for the software track finder which uses precomputed dictionaries of valid track patterns,
very similar to the AMB in FTK.
The SSB is a 9U VME main board complete with a custom Rear Transmission Module (RTM) that
handles all of the fiber optics. The SSBs work in pairs that have identical hardware, but slightly different
firmware, which are known as the Preliminary SSB (pSSB) and the Final SSB (fSSB). The primary tasks of
the SSB are to extrapolate the incoming eight layer tracks into the missing layers, fit the resulting 12 layer
tracks, and remove any duplicates found at a global level throughout the detector, shown in Figure 4.2. The
pairs of SSB work together to remove all η overlap within a given φ slice. The fSSBs work in a ring structure
to remove the remaining φ overlap.
Figure 4.2: The SSB has three main functions, Extrapolation, Track Fitting, and Duplicate Removal
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The hardware for both SSBs are the same and consist of five FPGAs that need firmware written. Four of
these FPGAs are dedicated for the extrapolation and track fitting procedures and are known as the EXTF
FPGAs, while the last FPGA is dedicated to the duplicate removal procedure and is known as the Hit
Warrior (HW) FPGA. Only two of the EXTF FPGAs are connected to the RTM (Primary EXTF), the
other two EXTF (Secondary EXTF) are piggy backed off of the Primaries. The flow of data throughout the
SSB is shown in Figure 4.3. In addition to the FPGAs there is also a large amount of RLDRAM for storing
the extrapolation and track fitting constants that are used throughout the calculations.
Figure 4.3: The SSB has five FPGAs on it. The four EXTF FPGAs have identical firmware on both boards,
while the Hit Warrior FPGA has slightly different firmware on the pSSB and fSSB.
This means that there are essentially four distinct pieces of firmware that need to be created for the
SSB. The Primary and Secondary EXTF firmware are mostly identical, but have some key differences to
how they handle the I/O. Likewise, the pSSB and fSSB Hit Warrior firmware are mostly identical as well,
but the fSSB is complicated by the fact that it also has to communicate with other fSSBs.
4.2 Extrapolator/TrackFitter FPGA
The EXTF firmware is broken up into five main modules. The bulk of the FPGA is dedicated to the Ex-
trapolator (EXP) which handles the extrapolation procedure, and the Track Fitter (TF), which is dedicated
to fitting the resulting 12 layer tracks. The firmware itself is named after these two modules. In addition
there are three other modules that make up an entity that is known as the shell, since they mostly deal with
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I/O pins to communicate with the rest of the SSB.
The shell consists of the Sync Engine (SE) which synchronizes the incoming data streams using the
Extended Level1 ID, and the Memory Interfaces (MIG) which communicate with the surrounding RLDRAM.
Since the shell deals with physical I/O pins within the FPGA, it is natural to lock these blocks of code down
near their respective pins. This leads to a natural floor plan for the FPGA that is shown in Figure 4.4.
Figure 4.4: The location within the FPGA for the primary modules that make up the EXTF.
The MIG is broken into two pieces, one that is dedicated for use by the EXP and a larger one that is
dedicated for loading TF constants. It is therefore ideal to have the EXP and TF modules be close to their
respective MIG to make the routes shorter. Creating this floor plan helps tremendously with routing and
timing when trying to implement the design.
4.2.1 Secondary Passthru Firmware
The SSB has a total of four FPGAs on it that are responsible for extrapolation and track fitting. The
four EXTF FPGAs work together in pairs to process two η − φ towers. Each pair has a Primary EXTF
and a Secondary EXTF that have almost identical firmware. The Primaries and Secondaries are physically
connected to the board differently though, and have different I/O pins connected to the SSB. The Primaries
have a total of six input fiber lines (two are spares), while the Secondaries only have four (no spares). These
fiber lines are connected to specific GTX (Gigabit Transceivers) channels inside the FPGA which is shown
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in Figure 4.5.
Figure 4.5: The Primaries (EXTF0 and EXTF1) are wired directly to the RTM while the Secondaries
(EXTF2 and EXTF3) receive their data from the Primaries.
The GTX inputs are serialized data lines. They are running at 6.4 Gbps, use 8-10 bit encoding, and
are bidirectional to allow for back pressure handling. In order to decode the serialized stream properly, a
special keyword is sent periodically which byte aligns the serial stream and corrects for any difference in the
clocks. The eight bit alignment code used on the SSB is k28.5. This is then used to build the 32 bit clock
correction (CC) word. The CC word used is different depending on which board the SSB is connected to,
refer to Table 4.1.
Board CC word
DF c5 & c5 & c5 & k28.5
AUX 00 & 00 & k28.5 & c5
SSB c9 & c9 & c9 & k28.5
Table 4.1: Clock Correction words recognised by the SSB. k28.5 is the keyword for byte aligning the
serialised data stream.
The DF data is received into the board through a QSFP that is on the RTM. The QSFP has four fiber
lines in it labeled DF-A, DF-B, DF-C, and DF-D. While this is one physical wire, the four lines are split
within the SSB and arrive at the two primary FPGAs. This means that the same DF board is providing the
data to both primary EXTF on the SSB simultaneously. The data is then passed through the primary and
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arrives in the corresponding secondary FPGA. Both the primary and secondary process the entire payload
of the DF streams.
The AUX data is received into the board through four SFPs that are also on the RTM. This is quite
different from the DF, where the data arrives on four different fibers originating from four unique AUX cards.
The inputs marked AUX-A and AUX-B go to one pair of EXTFs while AUX-C and AUX-D contain data
from the other η − φ tower. To make things extra complicated the GTX channels used in the Primary and
Secondary FPGA are different. The primary receives AUX data on channels 14 and 15, while the Secondary
receives its inputs on channels 12 and 14. This physical difference in the wiring has to be accommodated
for in the firmware.
There is a second QSFP on the RTM labeled AUX-X. This is a spare line that provides two extra fiber
connections to the Primaries only. These lines, while present on the board, are not activated in the firmware
currently. In order for these lines to be used, the GTX cores need to be activated and attach the necessary
modules to them to process the data.
Each GTX channel is divided into two parts, the RX (receiver) side and the TX (transmitter) side. In
addition, each GTX channel has a Super Link (SLink) module that does an additional layer of encoding/de-
coding. The SLink is a standard link protocol that is used throughout the ATLAS experiment and it comes
in two varieties. The source card (LSC) is responsible for encoding data into SLink protocol, while the
destination card (LDC) is responsible for decoding data back into the parallel stream. The SLink protocol
effectively allows the transmission of a 33rd bit in the standard 32 bit GTX stream. This 33rd bit is used
for flagging keywords in the data packet. The Slink also has a specific back pressure protocol that monitors
the link status and transmits flow control (FC) upstream when needed.
Since each GTX channel sits in its own clock domain, the passthrough modules need to accommodate a
clock crossing in order to pass from one to another. This is done using a FIFO and is shown in Figure 4.5.
Notice how the passthru FIFO allows the data to bypass the Sync Engine, which is another clock crossing
module. The main difference is that the SE takes all four inputs and crosses them into the same clock
domain for internal processing, while the passthrough FIFOs cross each stream into separate output clock
domains.
The Secondary firmware is simplified vastly since it has no need for any of the passthru modules. It is
just four GTX channels, with LDCs, connected directly to the SE. Back Pressure from the secondaries is
propagated back into the Primary where it is combined in an OR gate with the Primaries own back pressure.
This combined result is propagated to the upstream boards.
The passthrough firmware is fully parallelized across the four streams of data. Only the SE has knowledge
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Figure 4.6: The firmware for the Primary EXTF had to be modified in order to forward the data payload
to the Secondaries. It also has to receive and handle back pressure from the Secondary FPGA.
that there are multiple streams being processed.
GTX Checkout Testing
Fine tuning the exact GTX settings is still a work in progress. The GTX cores are very sensitive to power
differences and faulty wiring which can lead to bit errors on the transmitted lines. To deal with this a small
piece of firmware was developed to probe the GTX lines for errors.
The checkout firmware tests all GTX cores on the board simultaneously using a PRBS7 test. This is an
industry standard that uses a linear feedback shift register (LFSR) to generate a pseudo random sequence
that is transmitted on the data line. The fiber are then looped back into the same board and the received
results are checked against the transmitted sequence.
The module is easy to modify and monitor thanks to some additions that were recently added. Local
parameters were added that allow the voltages to be easily adjusted, and a monitoring program that uses
the light emitting diodes (LED) on the SSB was created in order to quickly test multiple boards in parallel
without needing chip scope to physically monitor each board. The LEDs pulse in a 10 second loop, one
second for each GTX channel, which is indicated by the binary counter encoded into the green LEDs. If the
red LED is on, it means that errors have accumulated on that specific channel. The specifics of the LED
program are shown in Figure 4.7.
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Figure 4.7: LEDs pulse in a periodic cycle. Green LEDs are used as a binary counter that iterate on a 10
second loop. The red error LED indicates any accumulated errors on the corresponding GTX channel.
4.2.2 Sync Engine Firmware
Figure 4.8: Block diagram of the Sync Engine.
Data arrives into the SSB from multiple sources and it arrives asynchronously. Due to the design of FTK
itself, there is a very large latency between the data arriving from the DF board and the AUX boards. In
order for the SSB to process events properly, a large buffer FIFO is needed on the Inputs. Once data has
arrived from all the inputs, it is injected into the Extrapolator for processing in a synchronous way. The
Sync Engine, shown in Figure 4.8, is used for this purpose.
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All events come with an Extended Level1 ID (ELID) that is used for aligning the packets. As the data
is loaded into the FIFO, the ELID is stripped off and stored in RAM. The ELID for all four streams are
monitored by the GetSync module. When a matching ELID is found on all input streams, known as a
jackpot, the FIFOs are flushed in order to achieve packet alignment. Once alignment is achieved in the
FIFO, the Packet Controller can readout the data synchronously.
On both sides of the FIFO, there is a module known as the Packet Reader. The Packet Reader performs
two tasks. Its first job is to monitor the incoming data and make sure it matches the expected Data Format.
Any malformed data is flagged as a packet error. The second job is to parse the data, and send with it a
synchronous set of flags that aid the extrapolator in processing the data.
Figure 4.9: Input Data from DF and AUX have identical Event Headers and Trailers, but the data fragments
have different formats.
The incoming data is shown in Figure 4.9 and is broken into four blocks. The actually data for the DF
and AUX follows different formats, but both data packets are wrapped with identical Headers and Trailers
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that are used for identification. Both the Event Header and Event Trailer contain keywords that mark the
beginning of the block, they also both contain the ELID which is used to synchronize the packets. The
Event Trailer also contains a trailing keyword to signify the end of the packet.
The Packet Reader module checks for all the keywords and flags the ELID. The keywords will also be
marked with a control bit (bit 33) that is part of the SLink protocol. In addition, the number of words in
the block is counted to make sure the Header and Trailers are the correct size. If there is a problem with
the keyword or the size of the block, the Packet Reader will throw an error and print the error into the
spybuffer. It will also freeze the input spybuffer (copy of the input data) so that a user can check it later
and see what was wrong with the incoming data.
The AUX data has stricter guidelines on its precise format. Each track packet is 10 words long and bit
32 is used as a packet delimiter. Everything else in the track packet can have random values, so the packet
reader can really only monitor the length of the block. If the packet length is off the packet reader issues a
packet error. Too many words is easy to recover from, since the extra words can simply be ignored. This
will result in a bad track most of the time which will either fail extrapolation or track fitting. Too few words
is much harder to recover from as the partial packet needs to be flushed from the system.
The DF data is hard to monitor cause the packets can have variable size. Each packet consists of a
module word, which is delimited by bit 32 (just like the AUX data), followed by N hit words. Really the
only thing that one can monitor here is that there must always be at least one hit word following a module
word. Any empty modules are immediately discarded in the Packet Reader as they are known to cause
problems in the Extrapolator.
There is also some ELID specific monitoring that is done in the Packet Reader. First of all the ELID in
the Header and the Trailer must match. A mismatch indicates some sort of packet mixing that potentially
happened upstream. Second the ELID must be monotonically increasing from one event to the next. The
level1 ID usually increments by one for each successive event, but every five seconds ATLAS will issue an
Event Count Reset (ECR) and this will cause the ELID to skip. The ELID is two counters concatenated
together, the low 24 bits are the event count, and the high eight bits are the ECR count. There are a variety
of ELID related errors that are flagged by the Packet Reader.
Not all errors are created equal in how they effect the SSB. ELID errors usually mean data mixing of
some kind, but the SSB can and will process just fine and start mixing data. Other errors like partial
packets, typically result in the SSB getting dead locked as it was expecting something in the data that is not
there. Partial packet errors are much more critical to the firmware and much harder to recover from since
the incomplete packet needs to be flushed from the system rather than processed. Packets that are longer
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than expected can be processed by simply ignoring the extra words in the packet.
All errors, critical or not, are flagged by the Packet Reader and logged into the error spybuffer dump.
This allows a user to see which Packet Reader had the error, what the error was, and in what order the errors
occurred. Typically multiple errors happen in a chain reaction so it is useful to know which was first. In
addition to printing the error in the error spybuffer stream, the incoming data streams are also frozen so the
actual input data can be checked against the error codes to identify the flaw in the data. Good monitoring
of the input data is necessary to help identify which problems originate from the SSB and which are simply
upstream boards sending bad inputs.
4.2.3 Extrapolator Firmware
For the sake of completeness, the Extrapolator will be mentioned briefly. Its basic functionality and history
provides a deeper insight into the Track Fitting performed by the SSB. It is broken up into three large
sub-modules that are shown in Figure 4.10.
Figure 4.10: Block Diagram of the Extrapolator.
The AUX Wrapper (AXW) is responsible for processing the incoming eight layer track data from the
AUX. The eight layer track is extrapolated into the five missing coordinates (two coordinates for IBL, and
one coordinate for each of the three SCT layers). This is done using a linear approximation. The design
of the AXW was modeled heavily after the SSB Track Fitter. The AFW solves a 5x11 matrix wile the TF
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is solving a 16x16. In both cases the matrix is stored outside the EXTF in the external RLDRAM and is
looked up using the sector_number.
The DF Wrapper (DFW) processes the incoming DF data stream. The entirety of the DF stream is sorted
into a large hash table, known as the HXMPP. Each Hit is stored in the hash table with its corresponding
Super Strip ID (SSID). In order to determine the correct Super Strip, the SSMap is used which maps
coordinates to the super strip. The mapping is different for each η − φ tower.
The last module in the Extrapolator is known as the Track Fitter Wrapper (TFW). It has two jobs, one
is to perform the lookup for the extrapolated coordinates in the HXMPP, and the other is to organize the
output data to be sent to the Track Fitter. An example output track packet is shown in Figure 4.11. Details
of this format are discussed in detail in the Track Fitting section.
Figure 4.11: Example of track exchange from the EXP to the TF
The data exchange here is a little unorthodox and it is mostly because of historical reasons throughout
the development of the SSB. The first reason is that the TF was actually written before the EXP. In order
to test the TF, some guesses were made as to what the input data would look like. The second reason is
that long ago, the TF was going to be in its own FPGA, meaning that there was originally going to be an
event packet similar to the other data packets used throughout the SSB. In order to extract tracks from this
data packet, a Track Parsing module was written for the TF.
When the redesign happened, the EXP and TF firmware were merged into a single FPGA, thus rendering
the Track Parsing module obsolete. In order to avoid rewriting the TF (half written at this point in time)
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it was decided that the EXP outputs would be made to match that of the Track Parser that was originally
in the TF. This allowed the TF to communicate with either the EXP (when it was finished), or the Parser.
The Track Parser was renamed the Extrapolator Emulator and can still be found in the test bench today.
4.2.4 Track Fitter Firmware
The Track Fitter(TF) is a glorified matrix solver. It is hard coded to solve matrix equations of the form
~A~x+~b where ~A is a 16x16 matrix that is read in from memory, x is a 16x1 vector that is provided from the
input data stream, and ~b is a 16x1 vector that is also read in from memory. The results are then assembled
into track packets along with the input vector ~x and sent forward to the Hit Warrior FPGA for further
processing.
The TF can process three types of input tracks with a dedicated fitter for each. There are Nominal
Tracks that have all 16 coordinates, SCT Majority Tracks that are missing exactly one coordinate on an
SCT layer, and PIX Majority Tracks that are missing a pair of coordinates on a PIX layer. The details
of the mathematics are very similar and will be shown in greater detail when discussing each of the three
fitters.
Figure 4.12: Block Diagram of the Track Fitter
There are six main blocks that make up the Track Fitter which are shown in figure Figure 4.12. On
the front side there is the Road Organizer which simply sorts the incoming tracks into the three different
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types. At the top there is a dedicated module for interfacing with the external RLDRAM for retrieving
the constants used for the calculations. Below that there are the three Fitter Blocks, each tasked with
performing a slightly different fit. Finally, at the back end there is the Event Wrapper which retrieves the
good tracks from the three Fitter Blocks and assembles them into the output data packet for the event.
The Road Organizer, the External RAM Controller, and the Event Wrapper together make up the
shell of the TF. These modules handle all of the I/O and are necessary to function inside the FPGA. The
Fitter Blocks, on the other hand, are configurable using parameters. The firmware allows the users to
create bitstreams that have zero Fitter Blocks, allowing the TF to run in a passthrough mode. It also allows
the user to expand to any number of the three Fitters that resources allow. The idea is to keep all Fitter
Blocks balanced and processing in parallel.
Road Organizer
The Road Organizer is the front end of the TF and interfaces directly with the Extrapolator (EXP) in front
of it. This module is responsible for parsing the incoming data and sorting tracks into the appropriate fitters.
The tracks are sorted using a layermap that is provided by the EXP. While the Road Organizer is one of
the simplest modules in the TF, it is also incredibly sensitive to a few specific inputs that can cause the TF
to start misbehaving.
The layermap is a 12bit vector that notifies the TF which of the 12 layers have valid hit coordinates on
them. Eight of these bits correspond to the layers that arrived on the SSB from the AUX board, while the
other four bits correspond to the new layers that were just extrapolated in the EXP. If more than one bit of
these four is low, the TF assumes the track is missing too many layers (failed extrapolation) and the track
is dropped from the data stream. Errors on this input can cause the TF to stop fitting tracks or send tracks
to the incorrect fitter.
The end_of_road flags are four bits that are used for sending hits on the extrapolated layers. One bit
for each extrapolated layer. The EXP can only send one hit per layer on a given clock edge. This means
it needs to communicate with the TF when it has finished sending all hits for a given layer. Errors on this
input can cause the TF to mix hits with the wrong track or in extreme cases, wait for infinite hits on a layer,
meaning the TF will need to timeout and recover.
The last_track flag is a single bit and is used for separating the incoming tracks into event packets.
Tracks are received by the EXP one at a time and this flag is critical for separating the tracks into the
correct event. Errors on this input can cause the TF to start mixing tracks into the wrong event packet,
and in extreme cases, build an event with infinite tracks in it. A timeout and recover for this case needs to
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be implemented.
The sector_number is a 16 bit code that accompanies every track and is forwarded to the External
RAM Controller for loading the correct constants for fitting. Errors on this input will result in loading the
incorrect matrix and the resulting fit will be incorrect. This is usually most obvious by looking at the χ2
which will overflow with code 7c00.
All the other inputs are either passthrough or correspond to the hit coordinates themselves. While they
can error just like any other bit, the effects are much more subtle and do not typically cause the TF to hang
or stop producing tracks.
External RAM Controller
This module is responsible for interfacing the TF to the RMIG and has a rather complicated priority scheme
for choosing which sector_number to load next. The sector is very important unit in FTK as its a region
of the detector that is small enough for the linear fit to be a good approximation [4].
The primary goal is to keep all Fitter Blocks supplied with constants so that they are constantly fitting
tracks. Each sector_number is received into the Controller along with a flag that tells the Controller
which Fitter Block the corresponding track was sent to. These are loaded into a series of FIFOs, one for
each Fitter.
In addition to the sector_number the controller also monitors a set of flags that tell it how much of
the internal storage space is currently being used in each Fitter Block. Fitters that are requesting constants
that are currently empty have high priority, where as Fitters that are almost full will have low priority.
It takes 16 clock edges to retrieve a set of constants for the TF, likewise it takes 16 clock edges to perform
a single fit in a Fitter Block. In order to keep multiple Fitters running in parallel the constants must be
reused as much as possible before being deallocated from internal storage. In order for this to be achieved
it is required that tracks have multiple hits on some extrapolated layers that result in multiple fits for the
same input track. For example if all four layers find two hit candidates, thats a total of 16 unique fits that
would be done with the same sector_number.
Unfortunately, if it turns out that there is only one hit candidate on extrapolated layers most of the time,
the TF will become bottlenecked by the External RAM accesses. There are a couple of optimizations that
could be done in this case. One, is to sort tracks by sector_number and load them into the TF in groups
that use the same constants, and two, to make the internal storage global so that a set of constants used in
one fitter could be reused in a different fitter without needing to load it for each fitter separately.
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Common Fitter Modules
The Fitter Blocks themselves are very similar, only differing with the actual calculations performed. How
they interface with the Shell of the Track Fitter is identical. Figure 4.12 shows the common modules
contained in each Fitter Block.
Each Fitter Block has its own Internal Constant Storage that allows it to store up to four sets of
constants at any given time. This submodule talks directly with the External RAM Controller. The RAM
used here is dual port allowing the controller to write a new set of constants into RAM while simultaneously
the fitter is reading constants out for use in calculations. The internal storage is unique to the individual
fitter, meaning that if the same sector_number is used in two fitters, those constants will need to be
loaded twice. This unfortunately bottle necks the controller a bit, but the fitters do not conflict with each
other when processing tracks with the same sector_number.
Each Fitter Block has its own Input FIFO which buffers the incoming tracks before going into the
Combiner. The hit candidates are loaded into RAM and a series of nested loops scans over the hits and
builds all possible track candidates which will be forwarded down the pipe. The combiner is completely
generalized allowing multiple hit candidates on all 12 layers, even though the four extrapolated layers are
the only ones that ever have multiple hits in practice. If resources become a major concern, these combiners
could be hard coded to the specific layers, and in theory they would become unique structures within each
Fitter Block. There is a parameter named depth that creates an upper bound on the number of hits allowed
per layer, currently set at seven.
The final common module before entering the main calculation blocks is the Synchronizer. This modules
lines up the hit coordinates from the track candidates with the corresponding constants and feeds them into
the calculation block or Fitter. If the external RAM is bottlenecked, the track candidate may have to wait
here for the constants to arrive. When all track candidates for the given sector_number have been pushed
into the Fitter, the constants can be deallocated and the next set of tracks can start processing.
The only other common module is the Output FIFO which buffers the outgoing track packets to the the
Event Wrapper. By this point the output tracks have already been assembled into the final data structure
adhering to the output data format.
Fitters
So the three primary fitters are the heart of the TF. The mathematics is broken down into small discrete
modules that build the calculation pipelines that are shown in Figure 4.13. All calculations in the TF are
performed in 32 bit floating point, and the final results are truncated to 16 bit floats before being assembled
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into the final track packets in the Packet Assemblers.
Figure 4.13: Block Diagram of the three main Fitters inside the TF
Unfortunately the FPGA does not have the necessary resources to solve all 16 rows of the calculation in
parallel. Instead there is a primary calculation block that can solve only one row at a time per clock cycle.
This module uses a lot of DSPs inside the FPGA and must be reused as much as possible for each calculation.
There is only one of these in each Fitter. The basic structure of the Primary is shown in Figure 4.14.
The simplest fits that are performed in the TF are for the Nominal Tracks. These are tracks that have
all 16 coordinates available. The helix equation that is being fitted has five parameters, leaving 11 degrees
of freedom. The first 11 rows of the calculation lead to 11 χ values. ~S and ~h are the constants provided by




Sijxj + hj i = 1, . . . , 11 (4.1)
The last five rows of the calculation are the track parameters for the helix equation, and they are




Sijxj + hj i = 12, . . . , 16 (4.2)
The 11 χ values are forwarded to the χ2-Accumulator module which squares and sums the result into the
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Figure 4.14: The Primary Calculation Block of the TF. Built out of a combined 64 DSP Blocks. It is capable
of solving one row of a 16x16 matrix per clock cycle.








In order to maximise track efficiency one layer is allowed to be missing. These are referred to as Majority
Tracks and they come in two types. Since PIX and SCT layers have a different number of coordinates, the
majority track has to be calculated slightly differently depending on which type of layer is missing.
The calculation begins like the nominal fits, except one or two of the hit coordinates are set to zero.
This effectively removes columns from the ~S matrix. The resulting χ values are incomplete since some of




Sijxj + hj i = 1, . . . , 11 (4.4)
The unused columns of ~S are then used to calculate the vector ~t defined in the following way. The
~t-vector will be 1x1 for fits with missing SCT layers and 2x1 for fits missing PIX layers. This calculation is




Sijχi_partial j = 1, . . . , Nmiss (4.5)
The ~t vector is then used to calculate the missing hit coordinates that minimize the χ2. This requires
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some extra constants to be stored in external RAM, the matrix ~C−1. The ~C matrix is a complicated
reduction of ~S which is precomputed offline and inverted. It is 1x1 for SCT layers, and 2x2 for PIX layers.




C−1ij tj i = 1, . . . , Nmiss (4.6)
Once the missing coordinate is determined, it can be used to calculate the track parameters and χ2. The
trick here is to just correct partial values that already came out of the Primary Row Calculator in order
to save resources. The partial values were stored temporarily in the Primary Corrector modules waiting
for the missing hit coordinates.
Once all of the track parameters and the corresponding χ2 are calculated, they are stored temporarily in
the Packet Assemblers. The Assemblers perform two tasks. The first task is to assemble all the data into
the output track packets. The details of the track headers are shown in Figure 4.15. The Header contains
any passthrough data associated with the track in addition to the track parameters that were calculated.
(a) Track Header (b) Track Hit List
Figure 4.15: Track Packet for the output track that is assembled inside the TF. Contains passthrough data
and the calculated track parameters. The list of coordinates that were used in the best fit are arranged from
increasing distance from the beam. Green are keywords, Blue is passed from AUX, Red is added by SSB.
The second task performed in the assembler is a small duplicate removal step. For a given input track
from the AUX, all track combinations coming from the combiner will have eight duplicated layers from the
first stage. This means the second stage track fitter only needs to select the best combination, the others
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would be flagged as duplicates in the Hit Warrior eventually anyways. The χ2 is used to determine the best
combination for the input track and only one track is assembled and sent out of the TF. The coordinates
for the best combination are printed into the output Hit List shown in Figure 4.15.
Recovery Fitter
Ultimately the χ2 will also be used to force a cut on track quality. Tracks with high χ2 are not worth keeping
and will ultimately be removed in the TF. However, in the case of Nominal Tracks, a recovery track can be
generated to attempt to retain a good Majority Track. Since tracks are allowed to be missing a single layer,
bad nominal tracks can have layers dropped and be refit in order to recover a good quality track.
The Recovery Fitter is more of an extension to the Nominal Fitter and is shown in Figure 4.16. In order
to minimize resources, all results from the Nominal Primary are reused in recovery fits. The Subtractor
modules first modify the Nominal results for use in majority fitting, then the calculations proceed exactly
like they would inside the Majority Fitters.
Figure 4.16: Block Diagram of the Recovery Fitter which is a large extension to the Nominal Fitter.
The Recovery Fitter is essentially four partial Majority Fitters that piggy back off the Primary that is
used in the Nominal Fit calculations. Only the four layers that were extrapolated on the SSB are processed
in this manner. The other eight layers went through a similar recovery routine on the AUX board before
arriving on the SSB. These four majority fits are done in parallel along with the Nominal Fit, so it is quite
fast. This means that if the Recovery is needed, the TF will not have to wait long for the Recovery tracks.
Nominal Tracks that have a χ2 > 40 will go through recovery. Ultimately, the majority and recovery
tracks would also be cut according to χ2 > 100, but this is currently disabled. This means that at present
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there is a one to one correspondence between tracks that successfully extrapolate and tracks that are output
from the TF.
Event Wrapper
The final module in the TF is the Event Wrapper and it is primarily responsible for building the output
event packets that are sent out of the EXTF FPGA. These output packets are passed through the Hit
Warrior FPGA, but the final data format does not change. So this is ultimately where the final output data
packets for the entire SSB are assembled.
(a) Event Header (b) Event Trailer
Figure 4.17: Data Format of the output event packet from the TF and ultimately the SSB. All data is
passthrough. Green are keywords, Blue is passed from AUX, Red is added by SSB.
The Event Wrapper collects all the associated tracks for the event and wraps them with the headers and
trailers shown in Figure 4.17. In addition to building the output packet, the event wrapper is doing all of
the book keeping for the event. It has direct communication with the Road Organizer and knows how
many tracks were sent to each fitter block. The book keeping is expecting one output track packet for each
track sent to each Fitter Block.
At synthesis it is possible to compile a bitstream that has zero Fitter Blocks and then the Event Wrapper
will simply construct ”empty” packets out of the board. This is incredibly useful when debugging other
modules inside the EXTF cause it will greatly increase the time it takes to implement the TF. Empty
packets consist of just the data sown in Figure 4.17 without any track packets in between them.
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Future Modifications to the TF
The Track Fitter is mostly complete, but there are a couple of modifications that will be needed in the
future to make FTK requirements. The first one is the final cut on χ2 to remove bad tracks. This cut exists
in the Nominal Fitter only and is currently set at 40. This cut removes bad nominal tracks and exercises
the recovery fitter, without this cut the Recovery Fitter would never be used. However, this cut should also
be applied to recovery and majority tracks which it currently is not. This is to create more output tracks
while testing the full system of boards. Bad tracks are incredibly useful in the debugging phase and so this
cut is not present at the current time. Eventually though these bad tracks will need to be removed. The
easiest place to implement this cut would be in the Event Wrapper after assembling the final output packets
although this is not the ideal place. Ideally this cut would be implemented in the Fitter Blocks during track
packet assembly, but this would mean the book keeping between the Fitters and the Event Wrapper would
also need some modifications.
The second modification that will be needed is the ability to handle a variable length Event Trailer.
Currently, the TF can only support a trailer of static size shown in Figure 4.17, but eventually FTK will
allow for a variable size debug block to be inserted into the event trailer. This will require modifications to
the SE, EXP and HW firmware as well as modifications to other boards in the system.
The third modification that will likely need to be done are a variety of time-out features so that the TF
no longer locks when receiving bad inputs from the EXP. These are not implemented currently cause they
could mask bugs in the EXP that should be identified and solved. Ideally these bugs will be fixed on the
EXP side, but the TF needs to be able to recover in the case of random bit errors. The section on the Road
Organizer detailed a variety of inputs that are capable of dead locking the TF at the current time.
Testing and debugging the TF
The Track Fitter has been tested substantially using an Extrapolator Emulator to drive it. This is not ideal
by any means but unfortunately the actual Extrapolator is not fully ready for exhaustive testing. The TF
is the output side of the EXTF FPGA and so it is fully dependent on the EXP to supply it with inputs.
The TF has passed every test that the EXP Emulator is capable of providing it. Unfortunately, making test
cases for the Emulator is not easy and every single case has to be created by hand, so it is not exhaustive
by any means.
Using the real Extrapolator to test the TF leads to all kinds of issues, cause now one is debugging both
modules simultaneously. This makes it much harder to determine which module failed. While some bugs in
the TF were identified and removed in this way, it has been a long time since any failure has been observed
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on the TF side. At this point, whenever the TF misbehaves it can be directly linked to a bad input from
the Extrapolator, the details of which were outlined when discussing the Road Organizer.
4.3 Hit Warrior FPGA
While the EXTF FPGAs are tower specific, the HitWarrior (HW) FPGAs are part of a global system that
removes duplicates across the entire detector. While each SSB only has one HW FPGA, they all must
communicate in an array in order to fully compare tracks across tower boundaries. Refer to Figure 4.18 for
a digram of the SSB array.
Figure 4.18: Array of SSBs that cover the entire detector.
The grid is divided into 64 η − φ towers, which has dimensions of 4x16. There are four towers in the η
direction for every φ wedge in the detector. Since each SSB can process two towers of data, they are paired
up to cover the entire η range for a given wedge of φ. This leads to the distinction of two types of SSBs,
there are the Preliminary SSB (pSSB) and the Final SSB (fSSB). They have identical hardware, but slightly
different firmware in the HW FPGA specifically. The fSSBs communicate with each of its nearest neighbors
on both sides forming a ring like structure which allows for duplicates to be found across φ boundaries.
Each fSSB has to communicate with two neighbors and data is passed in both directions around the ring.
In addition it has to be able to receive data from its paired pSSB. In order to accommodate the internal SSB
communication a total of five SFP fibers are needed. There is also an output fiber that goes downstream to
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the FLIC. In addition there are two spare fiber connections for the HW bringing the total up to eight. All
eight of these GTX lines are routed through the RTM.
Also of note, only the fSSB communicates with the FLIC. All data from the pSSB is merged with the
paired fSSB. Since there are 32 SSBs in the system, this means a total of 16 output links to the FLIC, each
containing data for a specific wedge of φ. The pSSB only uses one of its SFP connections, while the fSSB is
using six of them. The internal SSB communication uses an additional 48 SFP fibers.
4.3.1 Hit Warrior Firmware
The Hit Warrior FPGA has two main functions on the SSB. The primary function is the removal of duplicate
tracks, and the secondary function is to merge data. There are four EXTF FPGAs on the SSB and all of
their output data is collected in the Hit Warrior. It is scanned for duplicates and then assembled into one
large output packet that is sent forward to the FLIC.
Focusing on the merging aspect first, the incoming data streams have to be processed synchronously.
This is done exactly the same way it is done on the EXTF, by use of a Sync Engine firmware. The only real
difference is that the data format is different from the EXTF. The input data format to the HW matches
the output data format from the EXTF, refer back to Figures 4.15 and 4.17. Since the HW simply removes
duplicate track packets, the output format for the HW also matches this format, the number of tracks in
the packet is the only thing that changes. The input streams are also merged into a large packet.
The number of input streams is different in the pSSB and the fSSB firmware. The pSSB only has four
input streams, which are coming from the onboard EXTF FPGAs. The fSSB has seven input streams, the
four streams from the onboard EXTF FPGAs, one stream from the paired pSSB, and two streams from the
neighboring fSSBs. The streams from the neighboring fSSBs are rather unique in how they are handled.
Tracks from the neighboring fSSBs are only used to match and flag duplicates, but are never output. Good
tracks in the neighboring streams will be sent to the FLIC by the neighboring fSSB they originated from.
The firmware for the Hit Warrior is shown in Figure 4.19 and is rather simple when compared to the
EXTF. It really only consists of three modules, but one of these modules is duplicated approximately 500
times.
The Track Parser is the front end of the HW and it scans the data for track packet boundaries. Track
packets always begin with a keyword BDA and are 28 words long. Each track is fanned out across the FPGA
for mass parallelization of track comparisons. The tracks arrive in a serial fashion and are processed one at
a time, for this reason it is useful to define a track counter. The exact destinations of each track actually
depend on the track counter, but the general idea is to have each track get compared simultaneously to
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Figure 4.19: Block diagram for the Hit Warrior
every other track that arrived before it. So when the last track is finally parsed, all track comparisons have
been finished.
The first and easiest track destination to describe is the RAW FIFO. This serves as an internal copy/buffer
of all the tracks that arrived for the current event. The tracks are written into the RAW FIFO in the exact
same order they arrived.
The other destination for tracks are the Comparators. The exact number of comparators is restricted
by resources and creates an upper bound on the max number of tracks that can be properly compared for
the event. Each comparator has a small piece of RAM attached to it that can hold exactly one track packet.
In addition, each comparator has a connection to the incoming track stream.
How the track loading is done is best shown with an example. The first track is read in (call it track
zero), and it is simultaneously loaded into the RAW FIFO and the internal RAM of comparator zero. The
second track is then read in (track one), and it is simultaneously loaded into the RAW FIFO, the internal
RAM of comparator one, and the stream side of comparator zero. Tracks zero and one are compared at
this time in comparator zero. Track two is then read in and is loaded into the RAW FIFO and the RAM
of comparator two, while simultaneously being sent to the stream input of comparator zero and one. In
general, Track N is sent to the RAW FIFO, the RAM input of comparator N, and the stream input of all
comparators zero to N-1.
After each track comparison is done, the result is sent to the Decoder which is cataloging all the track
comparisons. Each comparator has four results it can output (two bits) which are idle, no match, delete
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RAM, and delete Stream. The Decoder uses these comparator outputs in combination with the current
track count and the comparators index to create a copy vector. The copy vector is ultimately used to toggle
the write enable on CUT FIFO.
Once all tracks have been read for the event and the copy vector is completed, the RAW FIFO is drained.
The RAW FIFO has a copy of every track in it. This data is transferred to a second FIFO, known as the
CUT FIFO. The copy vector is used to toggle the write enable on the CUT FIFO, so only the good tracks
are written. The data is loaded into this second FIFO so that the holes created in the data from removing
tracks can be closed.
Track Parser
The Track Parser has to keep all of these modules in sync with each other, and this done with two counters.
The first counter was mentioned already, the track counter which increments at the end of each track packet.
The second counter is the word counter, or perhaps easier to understand as the address counter. It is counting
input words in the track packets, so it starts at zero and counts to 27, then repeats. This counter is being
used across every comparator to keep their RAM accesses synchronized. This is how track packets are
ultimately compared, on a word to word basis. On a given clock edge, if the the track count is N and the
address count is M, then address M of RAM N is being written to, while address M of RAM zero to N-1 is
being read from.
In addition the Track Parser also has to detect and strip off Headers and Trailers so that they do not
propagate into the RAW FIFO. Each input packet is wrapped in a header/trailer, and there are multiple
input packets, but the final output ultimately only has one packet. This means the headers/trailers have to
bypass the RAW FIFO and be handled a bit special.
Comparators
The comparator is pretty much the heart of the Hit Warrior. Inside the comparator two tracks are compared
on a word to word basis, looking for matches. Of the 28 words in the packet, 12 of these correspond to
the Track Header, while 16 of these words is the hit list. These 16 coordinates are divided into 12 layers
and in order for a match to be declared, at least eight layers have to be identical. Eight was chosen based
off simulations in order to maximize efficiency. In order for a pixel layer to match, both coordinates must
match.
Once a match is found, a selection criteria is performed in order to choose the best track. If the tracks
have the same number of layers the χ2 is used to choose the best track, if they have different number of
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layers, the track with more layers is always chosen. The selection criteria is summarized in Table 4.2.
Track 1 Track 2 Decision
Nominal Nominal Select Track with lowest χ2
Nominal Majority Select Nominal Track
Majority Majority Select Track with lowest χ2
Table 4.2: Selection scheme for matching tracks.
The firmware itself has additional options that are worth mentioning in case things change in the future.
First of all, the parameter of eight hits to flag a duplicate is easily changed. Also, the firmware counts PIX
and SCT layers separately so selection criteria that favor tracks with more PIX hits (or IBL Hits) over more
SCT hits could be used.
Figure 4.20: Exaggerated cartoon illustrating three tracks that have order dependent matching.
The last thing to mention is that the comparators have a toggle that allows for tracks that have already
been flagged as removable, to continue to remove other tracks. The reason to enable this feature is to remove
any order dependence that incoming tracks could have on the final set of output tracks. Referring to diagram
Figure 4.20 there are three hypothetical tracks that match each other in a peculiar way. The blue track
matches with both the red and green tracks and has a χ2 value between the two. The red and green tracks
however do not match each other. In this example the red track kills the blue track, while the blue track
kills the green track, if the blue track has been removed already before the green track arrives, then the
green track could possibly survive. Allowing the blue track to continue to remove tracks even after being
flagged as a duplicate would eliminate this order dependence and guarantee the removal of the green track.
Weird scenarios like this should be incredibly rare.
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Decoder
Each comparator outputs two bits of data at the end of each track packet. These two bits encode the result
for the two tracks being compared in that specific comparator. The results are:
• Idle - comparator is not currently loaded.
• No Match - the tracks being compared have less than eight common hits.
• Delete RAM - the track that is being processed matches and is better than the track stored in RAM.
• Delete Stream - the track that is stored in RAM matches and is better than the track currently being
processed.
Using these flags together with the comparator index number and the track counter, the decoder can
figure out which tracks need to be removed. For example, comparator M can only ever delete track M (the
one in RAM) or the track that is currently on the track counter. Each track that is processed is compared
to every other track that came before it in parallel. Meaning on any given round of comparisons, any of the
previous tracks could get flagged by the incoming track. This means after each round of comparisons the
decoder has to update the copy vector to keep track of all tracks previously flagged for removal. Once the
final track for the event is processed, the final copy vector is stored and used to transfer the data from the
RAW FIFO to the CUT FIFO.
This means that ultimately the HW can process up to three events in parallel, one in each stage at a
time. Event two can be loaded into the comparators and RAW FIFO, while the previous event (Event one)
is being transferred from the RAW FIFO to the CUT FIFO. Meanwhile, event zero is being sent out of the
CUT FIFO to the FLIC.
Testing the Hit Warrior
The Hit Warrior is actually one of the oldest pieces of firmware that exists in the SSB and has undergone
a lot of testing and debugging. The firmware itself is pretty simple, its mostly just complicated by the fact
that there are 500 comparators packed into one FPGA. The Hit Warrior was heavily tested in simulation
long before the SSB prototypes were ready. This was done using mostly fabricated data running in looping
mode.
When the SSB prototypes were ready, the Hit Warrior was the first firmware that was ready for hardware
testing, although testing it is difficult since it is the last FPGA in the chain. Unfortunately, this meant the
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Hit Warrior had to wait for the EXTF firmware to be properly developed before any serious testing really
took place.
Parallel Hit Warrior
One thing that became clear much later in the development is that the Hit Warrior as designed is too slow
to keep up at 100 kHz. In order to deal with this multiple streams need to be processed in parallel. The
Parallel Hit Warrior functions almost identically to the original design, just runs four times faster.
This is done by processing four streams at once, four was chosen since there are four EXTF FPGAs on
each SSB. This means that on a given track cycle (28 clock periods) four tracks are loaded into four different
comparators at a time. These comparators are modified to compare the track in RAM to four simultaneous
Stream tracks simultaneously. In addition a new module was created, known as the Cross Comparator that
compares the four stream tracks to themselves, all six pairs.
The Parallel Hit Warrior is the current version of the HW firmware that is being used.
Global Overlap Removal, Remaining Work
One thing that has not been tested is the inter fSSB communication that will lead to full global overlap
removal. The process is easy to describe in practice. Once the fSSB has fully loaded all of its tracks and
the pSSB tracks into the comparators, the neighboring tracks can be sent on the stream inputs. These
neighboring tracks would not be loaded into the RAW FIFO or any of the comparators, they only are used
for deleting previously loaded tracks.
This means that the fSSB would have to process its own onboard tracks first, followed by the tracks from
the pSSB. While these tracks are being loaded into the RAW FIFO and the comparator array, they would
simultaneously be sent to the neighboring fSSBs. The tracks from the neighboring boards would arrive later
and waiting for all inputs to arrive is not a valid option as that will deadlock the entire SSB array. This
means the Sync Engine needs some modifications in order to deal with the fact that the four onboard inputs
from the EXTF FPGAs need to be handled synchronously, the data from neighboring boards will arrive
later.
Dealing with all this latency from multiple SSB boards is going to pose a real challenge.
4.3.2 Data Octopus Firmware
When developing the firmware, it is necessary to have a test bench that can provide data to the module
that is currently being developed. For many years this was done entirely in software simulation. Once the
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hardware prototypes of the SSB were produced though, the need for a hardware based test bench eventually
followed. Since all one really needs is a way of getting test vectors into the board, there are two ways to
approach this.
The first method is to build a test bench inside the FPGA itself. This is what most boards did in FTK.
The advantage is that it is easy to implement, but there are many disadvantages. The big one is that it
consumes resources inside the very FPGA that is being testing. If resources are tight, this may not be a
suitable option. The other major disadvantage is that it does not fully test the FPGA, specifically it misses
the firmware handling the Inputs from other sources, the GTX core.
The alternative method is to build the test bench in a different FPGA and have it talk to the FPGA
that needs to be tested. This moves the resource utilization to a different FPGA and allows full testing of
the data transfer between the two FPGAs. This is what was ultimately done in the SSB. The Hit Warrior
FPGA was chosen to host the test bench because it had the most SFP connections, of which there are a
total of eight. Hence the Data Octopus was named after this defining attribute.
The evolution of the Data Octopus happened slowly over time as more and more features were needed.
Originally the Octopus only utilized four of its SFPs and the data it transmitted along the fiber was hard
loaded into internal RAM. Meaning it could only test one FPGA at a time and the code had to be recompiled
and rebuilt if the test vector needed to change. The first modification was enabling the other four links so
that it could be used to test multiple FPGAs simultaneously.
The Octopus project kind of took a life of its own after the VME interface was added to it. This allowed
things to be switched on the fly by a user and this is when it really started to become an incredibly useful
tool. The ultimate goal of the VME interface was to allow the test vector to be changed quickly without
needing to rebuild it. In addition the Octopus got the ability to change the rate at which it sent data packets,
it could insert a counter to mimic the Extended Level1 ID and it can store multiple test vectors at a time
and cycle through them instead of just repeating the same one.
The firmware for the Data Octopus is divided into eight identical pieces, known as tentacles. Each
tentacle is completely independent and consists of only three modules shown in Figure 4.21. The Frame
Generator is where all the test vectors are stored. Most of the operations are controlled by the user through
the VME interface. The user has the ability to change what data is sent, how fast it is sent, and a variety
of other options. It can be set into a looping mode, or data can be sent in manual pulses. If running in
looping mode, the Octopus will obey back pressure if the test board sends it.
The data that is sent is encrypted using SLink and then serialized with 8/10 bit encoding. The data is
transferred at 6.4 Gbps along the SFP fibers. These exact settings were chosen to match what the DF and
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Figure 4.21: Block diagram for one Octopus Tentacle.
AUX broadcast along their output fibers. Alternate versions of the Octopus with different GTX settings
could be made in order to test other boards in the future if needed.
At this point the applications of the Data Octopus far exceeds that of just FTK. While it is primarily
used for testing SSB firmware, it could be easily adapted to test other boards outside of FTK. Essentially
the board under test just needs to have a text file of the data it needs and the Octopus can provide that
data on an SFP fiber. Similar to how a waveform generator is generic and can be used to test practically
any circuit, the Octopus provides user controlled data packets that could be used to test practically any





The data used in this thesis was collected over two time periods. The first analysis used the full 2012
dataset with a total integrated luminosity of 20.3 fb−1. This data was collected at a center of mass energy
√
s = 8 TeV. The analysis of this dataset is referred to as the ”8 TeV analysis” in this thesis.
The second analysis used data collected from 2015-2016 with a total integrated luminosity of 36.5 fb−1.
This data was collected at a center of mass energy
√
s = 13 TeV. This was a combination analysis of many
final states, one of which is the updated version of the single channel analysis done in 2012. The analysis of
this dataset is referred to as the ”13 TeV analysis” in this thesis.
5.1.1 Trigger
In both analyses, the data used were recorded by single-electron and single-muon triggers, which are fully
efficient for leptons with pT > 25 GeV. Additionally for the 13 TeV analysis, events were selected for the
different channels with various triggers, as described in their respective papers [40, 3, 41, 42, 43, 44, 45, 46,
47, 48]. Channels featuring charged or neutral leptons were selected with single or multiple electron and
muon triggers with various pT thresholds and isolation requirements, or with missing transverse momentum
triggers with varying thresholds. A high-pt jet trigger was used in the fully hadronic channels.
5.1.2 Data Quality
In both analyses, only events collected under stable beam conditions with all relevant detector subsystems
operational are used. This ensures that electrons, muons, jets and missing transverse energy are well mea-
sured.
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5.2 Monte Carlo Samples
Simulated samples are used to model the data. There are far too many samples to list them all for the
combination analysis, so this section will focus on the 8 TeV analysis and go into great detail. The methods
used apply to all the individual channels used in the combination but the details vary. Signal samples are
generated with resonance masses ranging from 300 to 2500 GeV in steps of 100 GeV for the 8 TeV analysis.
In the 13 TeV combination analysis this range was extended from 500 to 3000 GeV in steps of 100 GeV and
from 3000 to 5000 GeV in steps of 500 GeV.
The bulk RS G∗ signal events are generated with CalcHEP [49], using k/M̄Pl = 1.0, interfaced to
Pythia8 [50] to model fragmentation and hadronization, and the EGM W ′ signal is generated using
Pythia8 with c = 1. The factorization and renormalization scales are set to the generated resonance
mass. The CTEQ6L1 [51] and MSTW2008LO [52] parton distribution functions (PDFs) are used for the G∗
and W ′ signal samples respectively. The W ′ cross section is normalized to a next-to-next-to-leading-order
(NNLO) calculation in αs from ZWprod [53].
The main background sources in the analysis arise from W bosons produced in association with jets
(W+jets), followed by top-quark and multijet production, with smaller contributions from dibosons and
Z+jets. Production of W and Z bosons in association with up to five jets is simulated using Sherpa 1.4.1 [54]
with the CT10 PDFs [55], where b- and c-quarks are treated as massive particles. Samples generated with
MC@NLO [56] and interfaced to Herwig [57] for hadronization and to Jimmy [58] for the underlying event
are used for tt̄ production as well as for single top-quark production in the s-channel and the Wt process.
The tt̄ cross section is normalized to the calculation at NNLO in QCD including resummation of next-to-
next-to-leading logarithmic soft gluon terms with Top++2.0 [59, 60, 61, 62, 63, 64, 65]. Single top-quark
production in the t-channel is simulated with AcerMC [66] interfaced to Pythia6 [67]. Diboson samples
(WW , WZ and ZZ) are generated with Herwig and Jimmy.
The effect of multiple pp interactions in the same and neighboring bunch crossings (pile-up) is included
by overlaying minimum-bias events simulated with Pythia8 on each generated signal and background event.
The number of overlaid events is such that the distribution of the average number of interactions per pp
bunch crossing in the simulation matches that observed in the data (on average 21 interactions per bunch
crossing). The generated samples are processed through the Geant4-based detector simulation [68, 69] or
a fast simulation using a parameterization of the performance of the calorimeters and Geant4 for the other
parts of the detector [70], and the standard ATLAS reconstruction software used for collision data.
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5.3 Object Definition
This section describes the definitions of physics objects that were used in the 2012 single channel analysis.
Most of this applies to the combination analysis as well but there are too many individual analyses to list
all the subtle differences in detail.
5.3.1 Electron Definition
Electron candidates were selected with specific criteria for the analysis. Most of these cuts are just specific
requirements on the measured momentum and detector isolation. Isolation cuts are done in order to help
identify the signal electron. Also, electrons passing through the crack in the calorimeter are ignored. This
is a single lepton channel and thus one and only one signal electron should be found. Electrons that do not
pass basic quality criteria during the data taking are removed.
•
∣∣d0/σ(d0)∣∣ < 6
• |η| < 2.47 excluding the crack region 1.37 < |η| < 1.52
• Track isolation: ptcone20/ET < 0.15
• Remove electron if overlapping with a ”veto muon” within ∆R(µ) < 0.1
• Tight++
• pT > 25 GeV
•
∣∣z0sin(θ)∣∣ < 0.5 mm
• Calorimeter isolation: etcone20/ET < 0.14
In addition to the signal lepton, there are a looser set of cuts that define a veto electron. The veto
electron is used to reject the event in the case that a second object is identified with these looser criteria.
This is done for orthogonality reasons in order to aid in the combination of multiple channels. This helps
sorts the data into the multi lepton channels.
•
∣∣d0/σ(d0)∣∣ < 6
• |η| < 2.47 excluding the crack region 1.37 < |η| < 1.52
• Track isolation: ptcone20/ET < 0.15
• Remove electron if overlapping with a ”veto muon” within ∆R(µ) < 0.1
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• Medium++
• pT > 20 GeV
•
∣∣z0sin(θ)∣∣ < 2 mm
5.3.2 Muon Definition
Muons are selected in a very similar way to electrons. The difference being that the muon spectrometer
is used instead of the calorimeter. Similar momentum and isolation requirements are held for muons, in
addition there is a consistency cut that maps the track in the inner detector to the track in the muon
spectrometer. Muons that do not pass basic quality criteria during the data taking are removed
•
∣∣d0/σ(d0)∣∣ < 3.5
• |η| < 2.5
• Track isolation: ptcone20/pT < 0.15
• MS-ID consistency:
∣∣(q/p)MS − (q/p)ID∣∣ < 5σ
• pT > 25 GeV
•
∣∣z0sin(θ)∣∣ < 0.5 mm
• Calorimeter isolation: etcone20/pT < 0.14
Similar to the electron, there are a looser set of cuts for the veto muons. Events with a second veto
lepton are removed for orthogonality reasons with multi lepton channels.
•
∣∣d0/σ(d0)∣∣ < 3.5
• |η| < 2.5
• Track isolation: ptcone20/pT < 0.15
• MS-ID consistency:
∣∣(q/p)MS − (q/p)ID∣∣ < 5σ
• pT > 20 GeV
•
∣∣z0sin(θ)∣∣ < 2 mm
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5.3.3 Jet Definitions
Quarks are much less intuitive as to how they are detected in accelerator experiments. Due to the strong
nuclear force, isolated quarks cannot exist and undergo a process known as hadronization. As two quarks
separate the energy in the strong field increases and will eventually become large enough to create a new
quark anti-quark pair out of the vacuum. These new quarks will pair up with the original separating quarks
and form hadrons. This pair of new hadrons will undergo the same fate if the momentum of the original
quarks was large enough, resulting in a shower of hadrons. Using a variety of different clustering algorithms
this jet of energy that is seen in the detector can be reconstructed into a cone like object, known as a jet.
When a heavy particle decays into two quarks, they fly apart at incredible speed, each one hadronizes into
a separate jet of particles that can be observed in the detector. If the parent particle is moving slowly, this
will produce two small jets that can be easily resolved. As the momentum of the parent particle increases
though, the opening angle between the two quarks decreases and eventually the jets can merge. This is a new
problem that the LHC has had to overcome since 8 TeV collisions are sufficient for producing fast enough
particles to cause this merging to occur. The clustering algorithms will no longer produce two separate jets
but instead reconstruct the particle shower into a single jet with larger radius, known as a large-R jet, shown
in Figure 5.1. The large-R jet is a merging of the two sub-jets.
Figure 5.1: Since quarks hadronize when being separated, a spray of particles in a conical shape is produced
in the detector, known as a Jet. If the parent particle is moving fast enough the two single cones can merge
into a larger cone, known as a large-R jet.
There are different ways of clustering the constituent particles into a jet object, and each one has a variety
of advantages and disadvantages. The primary methods used in these analyses are known as sequential
combination algorithms. The basic idea is to cluster nearby particles into cone shaped structures one
particle at a time.
The algorithm has two parameters that make it behave differently. The simplest parameter is D which
defines the radius of the cone. The second parameter n defines how strongly to weight the energy of the
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particles with respect to the geometric separation. When n = 0, the energy is completely ignored and the
clustering is done using only the geometric term. This is know as the Cambridge/Aachen (CA) algorithm.
When n = 1 the selection favors low energy particles in the clustering, known as the kt algorithm. Lastly,
when n = −1 the selection favors high energy particles, known as the anti-kt (AK) algorithm [71].
The AK algorithm is typically preferred because it leads to near perfect cone shaped objects. The
highest energy particles are selected first and all nearby radiation is clustered into it. The center of the cone
is determined very early in the clustering algorithm which leads to the nice shape, but makes it hard to
separate into sub-jets. When looking for resolved jets that have no substructure, this clustering algorithm
is ideal.
The CA clustering is entirely driven by the geometry. This method is ideal when dealing with substructure
because the sub-jets will be clustered together in the final step of the clustering. This makes it very easy
to undo the last step and measure the sub-jets independently. Unfortunately, the cost of this is losing the
ideal cone shape to the jet. This clustering algorithm with larger radius D is ideal for finding large-R jets.
The kt algorithm is not used in this analysis, and was mentioned only for completeness. In all cases
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Once all quantities are calculated
• Find the smallest quantity
• If the smallest is a dij , combine them by summing the 4-momenta, then recalculate all quantities with
the new combined particle.
• If the smallest is a diB , remove the particle, and call it a jet.
• Repeat until all particles are clustered into jets.
For the large-R jets, the CA algorithm is used with radius parameter D = 1.2, hereafter referred to as a
CA12 jet. The following selection criteria are applied:
• pT > 30 GeV
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• |η| < 2.8
• Remove jet if overlapping with an electron within ∆R(e) < 0.8
For the resolved jets, the AK algorithm is used with much smaller radius D = 0.4, hereafter referred to
as an AK4 jet. The selection requirements of the AK4 jets are:
• pT > 30 GeV
• |η| < 2.8
• |JVF| > 0.5 if pT < 50 GeV and |η| < 2.4
• Remove jet if overlapping with an electron within ∆R(e) < 0.3
Jets that do not pass basic quality criteria during the data taking are removed.
b-tagging
Due to their increased mass, the t and b quarks have some interesting properties that can be exploited.
Firstly, the lifetime of the t quark is so short that it decays, before it even has time to hadronize. When it
decays, it most always decay into a b quark and a W boson. This W boson has the unfortunate side effect
of being part of the decay chain of the particles that are being hunted for. However, if the b quark jet could
be tagged, this could be used to reject events coming from tt̄ and single Top events.
b quarks also have unique properties that can be exploited. Most notably that b hadrons have a long
lifetime, allowing them to travel a distance away from the primary interaction point, but not such a long
lifetime that they still decay inside the inner detector. This leads to a secondary vertex when the b decays,
and since it is quite heavy, it will boost the subsequent light hadrons it decays into.
There are a variety of algorithms that can be done to tag b quarks, but the one used in this analysis
is known as MV1-tagger. This tagger is based on a neural network and produces a single discriminating
variable. The output weight is chosen MV1 > 0.7892 which leads to approximately 70% tagging efficiency.
5.3.4 Missing Energy Definition
The missing transverse energy (MET) used is MET_RefFinal and its calculated from energy deposits in the
calorimeters and muon spectrometer. The initial transverse momentum of the two colliding protons is known
to be zero and since momentum is a conserved quantity, the particles produced after collision should add up
to zero in the transverse plane. The total energy absorbed by the calorimeters and the muon spectrometer
58
is vector summed. Whatever vector is needed to conserve the total energy is the MET. Calculating this
way leads to a direction and a total value. This MET is the combined energy of all the undetected particles
(neutrinos) in the event. Tricks have to be done if the event expects multiple neutrinos, however in this




6.1 8 TeV `νjj Selections
The signal region is divided into six regions. Since exactly one lepton is required the analysis can be divided
into two channels, distinguished by the lepton flavor: electron and muon. Additionally, the hadronic side
is divided into three regions based on the selection criteria applied to the jets. Splitting the analysis based
off lepton flavor has been a standard technique used in HEP, but splitting the region by jet qualifications
was new territory in 2012. Much care was taken in exactly how to do this separation in order to maximize
sensitivity. The techniques used in this analysis would become a new standard in HEP that are applied in
later analyses. The majority of the single channel analyses used in the 2016 combination use this technique
to boost high mass sensitivity.
In 2012, the exact prescription on how to divide the events was developed. Originally, the plan was
to divide into just two regions but there was a dip in sensitivity in the crossover region, so ultimately a
third region was used. A priority scheme was developed that favored selections targeted for higher mass
resonances. Past experiments had already excluded lower masses.
The priority scheme of the jet selections is as follows:
• Boosted Region: Single CA12 large-R jet is used for masses above 800 GeV
• High-pT Resolved Region: Two AK4 jets are used for masses above 600 GeV
• Low-pT Resolved Region: Two AK4 jets are used for masses below 600 GeV
First the selections for the Boosted Region are applied, if the event fails these cuts, then the high-pT
resolved selections are applied. If it fails again, then the low-pT resolved cuts are applied. Each time the
cuts get looser. If the event fails all three selections, it is cut from the analysis.
Events are required to have exactly one signal lepton and no additional leptons that pass the veto lepton
requirements. Again, this is done in order to have orthogonal selections to the dilepton analyses which aids in
the combinations. Additionally, the events are required to have some missing transverse energy. Lastly, the
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event is required to have at least one primary vertex with three or more tracks. This reduces contributions
from cosmic rays and other non-collision based backgrounds.
6.1.1 Boosted Selections
In the boosted region, the leading CA12 is used and is taken to be the hadronically decaying W/Z. The
single lepton and the missing energy are combined to create the leptonically decaying W . Additional cuts
are applied in order to ensure that bosons are recreated as expected.
• The leptonically decaying W is required to have pT > 400 GeV.
• The leading CA12 large-R jet is also required to have pT > 400 GeV.
• The mass of the CA12 large-R jet is required to be 65 < mJ < 105 GeV.
• The CA12 large-R jet is required to have √yf > 0.45.
• The event is rejected if a b-jet is found with angular separation ∆R > .8 between the b-jet and the
CA12 jet.
• In the electron channel only, the event is rejected if the MET is found with angular separation ∆R > 1
between the MET and the CA12 jet.
• A cut on the missing energy, EmissT > 30 GeV, is applied.
yf is a substructure variable known as the momentum balance. The CA12 jet is separated into its two
subjets and the momentum for each is calculated separately and the ratio yf = pT,low/pT,high is determined.
This will result in a quantity between zero and one. The subjets are perfectly balanced if yf = 1. MC
simulations show that cutting on √yf > 0.45 rejects more than 70% of the background while retaining
around 80% of the signal.
The b-tagger is only used on the AK4 jets. Rejecting events with a tagged b jet rejects 40% of the
background tt̄ while retaining almost all of the signal.
6.1.2 High pT Resolved Selections
The next set of selections are used to boost the S/B ratio in the crossover region. This is the region between
600 GeV and 800 GeV where the resolved jets are merging into the large-R jets. Studies were done without
this set of selections and a significant amount of events were found to satisfy both criteria for the other two
selections. Ultimately, it was decided to look for 2 resolved jets that had a very high combined pT .
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• The leptonically decaying W is required to have pT > 300 GeV.
• The two leading AK4 jets are each required to have pT > 80 GeV.
• The combined AK4 jets are also required to have pT > 300 GeV.
• The mass of the combined AK4 jets is required to be 65 < mJ < 105 GeV.
• The event is rejected if a b-jet is found that is not not one of the two leading jets used to reconstruct
the hadronic W/Z.
• In the electron channel only, the event is rejected if the MET is found with angular separation ∆R > 1
between the MET and the leading AK4 jet.
• A cut on the missing energy, EmissT > 30 GeV, is applied.
6.1.3 Low pT Resolved Selections
The last in priority are the resolved jets with low combined pT . These selections are focused on low mass
resonances, most of which have already been excluded by other analyses. For this reason priority was given
to the tighter selections in order to maximize the statistics for higher mass ranges. The combined pT is
required to be just slightly higher than the Z mass. The resonant particle would have just enough energy
to decay into the diboson.
• The leptonically decaying W is required to have pT > 100 GeV.
• The two leading AK4 jets are each required to have pT > 30 GeV.
• The combined AK4 jets are also required to have pT > 100 GeV.
• The mass of the combined AK4 jets is required to be 65 < mJ < 105 GeV.
• The event is rejected if a b-jet is found that is not not one of the two leading jets used to reconstruct
the hadronic W/Z.
• In the electron channel only, the event is rejected if the MET is found with angular separation ∆R > 1
between the MET and the leading AK4 jet.
• A cut on the missing energy, EmissT > 30 GeV, is applied.
62
6.1.4 Additional Selections
After the event passes one of the three signal selection criteria, the signal is extracted by calculating the
mass of the combined WV candidate. The 4-momenta of the hadronically decaying W/Z is taken as either
the large-R jet or the sum of the two resolved jets. The leptonic W is handled differently though, since
only the transverse momentum of the neutrino is measured. Imposing a restraint that the W mass must be
80 GeV allows for one to solve for the z-component of the neutrino momentum, pz. This leads to a quadratic
formula and two solutions. In the case of complex solutions, the real part is used, however, if the solutions
are both real, the minimum in absolute value is used.
The leptonic W and the hadronic W/Z are then summed to produce the signal. Applying the selections
to the signal MC samples shows the expected number of signal events in each region, shown in Figure 6.1.
Figure 6.2 shows the signal efficiency of the selections.
Figure 6.1: Expected number of G∗ and W ′ signal events in the three signal regions.
6.2 13 TeV `νjj Selections
In order to bridge the two analyses it is helpful to briefly discuss the differences between the 8 TeV and
13 TeV versions of the `νjj analysis. This updated version of the analysis added two major details that
were not considered in the 8 TeV analysis. The heavy scalar was added as a third signal sample and also
the production mechanism is studied.
The two production mechanisms of interest are known as vector boson fusion (VBF) and gluon fusion
(ggF) which are diagramed in Figure 6.3. In gluon fusion, a pair of gluons fuse into the resonant particle
by an intermediate quark loop. This is effectively a fermion coupling since the gluon cannot interact with
63
Figure 6.2: Signal efficiency of G∗ and W ′ signal events in the three signal regions. Efficiency is expressed
with respect to the total number of WV → lνqq.
the resonant particle directly. Alternatively, vector boson fusion is when two gauge bosons (W or Z) fuse
into the resonant particle. These vector bosons must first be radiated from a quark and the quark will recoil
slightly. When this happens the quarks that radiated the bosons will deflect slightly from the beam line.
These means that in addition to the normal particles that are in the decay, one can also detect these two
jets close to the beam.
Figure 6.3: Left: Gluon Fusion (ggF) Right: Vector Boson Fusion (VBF).
Events with two AK4 jets with invariant mass mtag(j, j) > 770 GeV and pseudo-rapidity gap between
them |∆ηtag(j, j)| > 4.7 are classified as VBF candidates. If there are more than two tag-jets, the pair with
the largest invariant mass is chosen. Events that fail the VBF selection are assigned to the ggF category.
The other major difference between these two analyses is how the large-R jets are handled. In the 8 TeV
analysis the large-R jets were created using the Cambridge-Aachen algorithm with a cone size of R = 1.2.
This was changed to the anti-kt algorithm using a cone size of R = 1.0 for the 13 TeV analysis. In the 8 TeV
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analysis a substructure variable known as the momentum balance (yf ) was used in order to separate signal
from W+jets. This was changed to a different variable known as D2, or the ratio of two- and three-point
energy correlation functions. This variable is optimized to distinguish between single parton and two-body
decays.
The D2 variable combined with the mass of the jet effectively make a boson tagger (V -tagger). There
are two working points for the tagger that are used to separate the boosted selections into two categories.
There is a high purity (HP) region that is defined by using the 80% efficient tagger and a low purity (LP)
region that has a 50% efficiency on boson tagging.
Selection SR: HP (LP)
Production category VBF m
tag(j, j) > 770 GeV and |∆ηtag(j, j)| > 4.7
ggF/qq̄ Fails VBF selection
W → `ν selection
Num. of signal leptons 1
Num. of veto leptons 0
EmissT > 100 GeV
pT (`ν) > 200 GeV
EmissT /pT (eν) > 0.2
V → J selection
Num. of large-R jets ≥ 1
D2 eff. working point (%) Pass 50 (80)
Mass window
Eff. working point (%) Pass 50 (80)
Topology criteria pT (`ν)/m(WV ) > 0.3 for VBF and > 0.4 for ggF/qq̄ category
pT (J)/m(WV )
Num. of b-tagged jet excluding b-tagged jets with 0
∆R(J, b) ≤ 1.0
Table 6.1: Summary of the selection criteria used to define the merged WW and WZ signal regions (SR)
in the high-purity (HP) and low-purity (LP) categories. The events are also categorized according to their
production mechanism, the VBF selection is prioritized and the remaining events are assigned to the ggF/qq̄
category.
The exact values for the majority of the kinematic cuts have changed ever so slightly from the previous
analysis. A summary of the selections used in the boosted analysis is shown in Table 6.1.
The resolved selections did not change much from the previous analysis. The only real difference is that
there is only one resolved category instead of the low-pT and high-pT resolved regions that were used in the
8 TeV analysis. The selections for the resolved region are shown in Table 6.2.
6.3 13 TeV Combination Selections
There are 14 individual channels in the full combination analysis and listing the selections for each channel
is beyond the scope of this thesis. The selections are ultimately very similar to the `νjj analysis but with
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Selection WW (WZ) SR
Production category VBF m
tag(j, j) > 770 GeV and |∆ηtag(j, j)| > 4.7
ggF/qq̄ Fails VBF selection
W → `ν selection
Num. of signal leptons 1
Num. of veto leptons 0
EmissT > 60 GeV
pT (`ν) > 75 GeV
EmissT /pT (eν) > 0.2
V → j1j2 selection
Num. of small-R jets ≥ 2
pT (j1) > 60 GeV
pT (j2) > 45 GeV
m(j1j2) [ GeV] [66, 94]
([82, 106])
Topology criteria
∆φ(j, `) > 1.0
∆φ(j, EmissT ) > 1.0
∆φ(j, j) < 1.5
∆φ(`, EmissT ) < 1.5
pT (`ν)/m(WV ) > 0.3 for VBF and 0.35 for ggF/qq̄ category
pT (j1j2)/m(WV )
Num. of b-tagged jets
j1 ≡ b or j2 ≡ b
where V → j1j2 ≤ 1(2)
j1 6= b and j2 6= b
where V → j1j2 0
Table 6.2: Summary of the selection criteria in the resolved analysis for the WW and WZ signal regions (SR).
The events are also categorized according to their production mechanism, the VBF selection is prioritized
and the remaining events are assigned to the ggF/qq̄ category.
the object counts reflecting the corresponding channel. For example the llνν channel requires two signal
leptons and large MET but has no jet requirements of any kind.
In order to make the combination easier, the selections were modified in order to make the channels
orthogonal. Figure 6.4 shows the remaining overlap between channels after selections were optimized.
The combination is done in stages and results are checked at each stage of the combination. For example,
the G∗ can decay to both WW and ZZ which then subsequently decay into one of their final states of four
fermions. The WW can decay three ways while the ZZ can decay six different ways, but only five are
considered in the combination. The all neutrino channel is not performed since the resonant mass cannot
be properly reconstructed using only MET. Table 6.3 shows each stage of the combination for each signal,
and which final state channels are included in that sub-combination.
The efficiency plots are unique in that combining them is relatively straight forward. All one has to do is
take the efficiency curves from each channel, and scale them by the correct branching ratio (BR) and simply
add them together. The branching ratios for the W , Z, and H are measured quantities, it is therefore easy
to calculate the diboson BR which are listed in Table 6.4.
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Figure 6.4: Orthogonality of the different channels in selection of data events for signal regions. All signal
regions are summed together. Axis bins represent a channel, the large blocks represent signal regions. Two
signal regions are presented WWorWZ for the HVT interpretation, where the additional channels Z ′ → ll
and W ′ → lν are included. The other signal regions is WWorZZ for the Graviton and scalar interpretation.
Diagonal elements represent the number of events selected by an analysis in that signal region, while off-
diagonal elements indicate the number of overlapping events (identified by run/event numbers) between the
two analyses.
Signal Combination ``qq ννqq `νqq qqqq ``νν ```` `ν`ν `ν`` `νbb qqbb ννbb ``bb `ν ``
G∗
WW X X X
ZZ X X X X X
V V X X X X X X X
Scalar
WW X X X
ZZ X X X X X
V V X X X X X X X
Z ′||W ′
WW X X X
WZ X X X X X
V V X X X X X X
WH X X
ZH X X X
V H X X X X
V V ||V H X X X X X X X X X X
dilep X X
V V ||V H||dilep X X X X X X X X X X X X
Table 6.3: Each signal was combined in multiple stages. At each sub combination, the full limits are
calculated, with systematics, and verified that the limits behave as expected with each channel added.
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Other Higgs Decays 0.416 Other Higgs decay modes are not considered
Table 6.4: Branching ratios for the dibosons considered in the combination.
Unfortunately, the branching ratios for the signals into the different dibosons is not known. The actual
values of the BR depend on the mass of the particle which is not known. These BR were extracted from the
MC that generated the signal samples.
The efficiency of G∗ is shown in Figure 6.5. The BR used for the WW channels was 2/3 and 1/3 for ZZ.
It becomes immediately obvious that the semi-leptonic channels, `νqq and ννqq, contribute the most to the
acceptance.
The efficiency of the scalar is shown in Figure 6.6. The BR used were the same as the G∗. The fully
hadronic channel is not considered for the VBF production category. This is because it ultimately has six
jets in the final state that need to be recombined correctly. This requires more advanced techniques which
ultimately changes the analysis pretty radically from the ggF version.
The efficiencies of the HVT are shown in Figures 6.7 and 6.8. The BR used for the WZ and WH channels
was 1/3 and 1/6 for WW and ZH. Again, the fully hadronic channel was dropped in the VBF category
do to the complexity of dealing with six jets. Unfortunately the relative BR between the diboson decays
and the dilepton decays could not be extracted from MC (different generators). For this reason the dilepton
efficiencies are shown by themselves in Figure 6.9.
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Figure 6.5: Acceptance times efficiency plots for the spin-2 graviton sample for V V . qq̄ production.
(a) V V (b) V V VBF
Figure 6.6: Acceptance times efficiency plots for the scalar sample for V V . qq̄ production on the left, and
VBF production on the right.
(a) V V ||V H (b) V V ||V H
Figure 6.7: Acceptance times efficiency plots for the HVT sample for V V ||V H. qq̄ production.
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Figure 6.8: Acceptance times efficiency plots for the HVT sample for V V . VBF production.
Figure 6.9: The acceptance times efficiency for leptonic channels to the HVT model.
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Chapter 7
8 TeV `νjj Background Estimations
7.1 W/Z+Jets Background
Figure 7.1: Feynman diagrams for the W+jets background.
The dominant background for the analysis is the SM production of W/Z+jets. In this case an isolated
lepton from the W/Z is triggered on and the extra jets mimic the hadronically decaying W/Z. Figure 7.1
shows two ways in which this background could mimic the signal. The shape of the background distribution
are taken from MC, while the normalization are estimated from a data driven method using a control region.
7.2 Top Background
Figure 7.2: Feynman diagrams for tt̄ (left) and Single top (right) backgrounds.
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The second dominant background is SM production of tt̄ and single top. Both the shape and normal-
ization are taken directly from MC. How these backgrounds mimic the signal is shown in Figure 7.2. Scale,
shape, PDF and ISR/FSR uncertainties are considered for the tt̄ background. This background is dominated
by tt̄ production.
7.3 Multijet Background
The multijet background, also referred to as the QCD background, is a background that occurs mostly from
jets being misidentified as leptons, or from jets that decay and produce a lepton much later in the decay.
For electrons, this mostly comes from jets that produce a large shower in the ECAL and trigger the electron
selection requirements. For muons, this mostly comes from the decays of hadrons within a jet.
This is the third largest background in the analysis. While the background is relatively small, it is known
that MC does not estimate the shape or rate well. A data driven method is used to estimate the shape of
this region and the normalization is done using a control region. QCD muons pass all the same cuts as signal
muons, except the d0 significance is inverted since they originate farther from the primary vertex. QCD
electrons are identical to signal electrons except they are required to fail the tight++ requirements and pass
the medium++ requirements instead.
• e-channel: require electrons which pass medium++ and do not pass tight++ identification criteria
• µ-channel: invert the d0 significance cut
There is a small amount of contamination from top and diboson production that makes it into the multijet
background. MC is used to estimate this contamination and is subtracted off the multijet background.
7.4 Diboson Background
Figure 7.3: Feynman diagrams for diboson background.
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The last background contribution comes from the SM production of dibosons. Both the shape and
normalization are taken directly from MC. How these backgrounds mimic the signal is shown in Figure 7.3.
Scale and shape uncertainties are considered for this background.
7.5 Normalization of the W/Z+jets and Multijet Backgrounds in
W/Z+jets control region
The normalization of the backgrounds from the SM W/Z+jets and multijet backgrounds are determined
from a data driven method. The sidebands of the hadronically decaying W/Z mass are used to construct
a control region. This is commonly referred to as the W/Z+jets control region and it has the exact same
selection criteria as the signal region except for the following requirements:
• For the boosted regime, the original CA12 jet mass requirement of 65 < mJ < 105 GeV is replaced by
the requirement of 40 < mJ < 65 GeV or 105 < mJ < 200 GeV.
• For the two resolved regimes, the original AK4 dijet invariant mass requirement of 65 < mjj < 105
GeV is replaced by the requirement of 40 < mjj < 65 GeV or 105 < mjj < 200 GeV.
A χ2 fit is then performed on the missing transverse energy (MET or EmissT ) using the events selected
in the W/Z+jets control region. The fits are performed separately in all six regions. The shape of the
W/Z+jets background is taken directly from MC. The shape and normalization of the tt̄, single top, and
diboson backgrounds are fixed to the MC values. The shape for the multijet background is taken from data
using the enriched multijet selections. The normalization of both the W/Z+jets and multijet backgrounds
are free parameters that are free to float in the fitting procedure. The results of the fits are shown in
Table 7.1. The fits are shown in Figure 7.4.
Background Boosted regime High-pT resolved regime Low-pT resolved regime
e-channel µ-channel e-channel µ-channel e-channel µ-channel
W/Z+jets 1.03± 0.08 1.17± 0.07 0.82± 0.04 0.92± 0.03 0.994± 0.004 0.966± 0.007
Multijet 0.50± 0.09 - 0.82± 0.10 - 0.722± 0.012 1.08± 0.14
Table 7.1: Fitted scale factors for the W/Z+jets and Multijet backgrounds from the W/Z+jets control
region. The multijet scale factors for the µ-channel are set to zero in the Boosted and High-pT resolved
regions since the background contributions are negligible.
A scale factor that is close to one indicates good agreement between data and MC for the scaled back-
ground. Since the selections in all six regions are slightly different, the fit is performed independently in all
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Figure 7.4: χ2 fits to the EmissT spectrum in the electron (left) and muon (right) channels for the W/Z+jets
control region. The regions are low-pT resolved (top), high-pT resolved (middle), and boosted (bottom).
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six regions. Studies have shown that the multijet contribution in the muon channel is negligible in both the
boosted and high-pT resolved regions. Hence, the scale factor is fixed at zero for these fits.
The events in the W/Z+jets control region are very similar kinematically to the signal selections, differing
only in the mass requirement on the hadronically decaying W/Z. Therefore, the scale factors obtained from
the W/Z+jets control region can be used as estimates for the proper scaling in the signal region. Additionally
these scale figures are used in the W/Z+jets control region in order to validate the modeling of the W/Z+jets
background.
7.6 Normalization of the W/Z+jets and Multijet Backgrounds in
tt̄ Validation Region
In order to validate the modeling of the tt̄ background a validation region is used that gives an enriched
amount of tt̄ events. This is done using the same selections as the signal sample except the b−jet veto is
inverted into a b−jet requirement. Specifically the b−tagging requirements are:
• For the boosted regime
– Require a b−jet identified in the event and the angular separation ∆R between the b−jet and the
selected hadronically decaying W/Z jet candidate is larger than 0.8. The b−jet is reconstructed
using the anti-kt algorithm with a distance parameter R = 0.4.
– Require the angular separation between the leading CA12 jet in the event and EmissT to be larger
than one for the electron channel: ∆φ(EmissT , jet1) > 1.
• For the two resolved regimes
– Require a b−jet identified in the event and the b−jet is not overlapped with the jets of the selected
hadronically decaying W/Z candidate.
– Require the angular separation between the leading CA12 jet in the event and EmissT to be larger
than one for the electron channel: ∆φ(EmissT , jet1) > 1.
– Require that there are at least four AK4 jets.
The same χ2 fit routine is run on the tt̄ validation region in order to extract the scale factors for
normalising the tt̄ and multijet backgrounds. The results of the fits are shown in Table 7.2. The fits are
shown in Figure 7.5.
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Since the W/Z+jets contribution in this validation region is small (< 10%) there is not enough information
in the EmissT distribution to separate from multijet both the tt̄ and the W/Z+jets as they have similar shape.
For this reason the tt̄ validation region should be used only to infer information on the goodness of the tt̄
normalization and shape. The normalization of the W/Z+jets is therefore fixed in the fit.
Background Boosted regime High-pT resolved regime Low-pT resolved regime
e-channel µ-channel e-channel µ-channel e-channel µ-channel
Top 0.93± 0.11 0.89± 0.10 0.90± 0.04 0.92± 0.05 0.96± 0.08 0.93± 0.08
Multijet 0.84± 0.35 - 0.66± 0.22 - 0.83± 0.09 0.74± 0.18
Table 7.2: Fitted scale factors for the tt̄ and Multijet backgrounds from the tt̄ validation region. The
multijet scale factors for the µ-channel are set to zero in the Boosted and High-pT resolved regions since the
background contributions are negligible.
These scale figures are used in the tt̄ validation region in order to validate the modeling of the tt̄ back-
ground. These scale factors are not applied to the signal region.
7.7 Normalization of the W/Z+jets and Multijet Backgrounds in
Multijet Validation Region
In order to validate the modeling of the multijet background a validation region is used that gives an enriched
amount of multijet events. This is done using the same selections as the signal sample except the EmissT
selections are altered in order to enhance the multijet contribution. The specific changes are:
• For the electron channel, the original EmissT > 30 GeV requirement is inverted to EmissT < 30 GeV.
• For the muon channel, the original EmissT > 30 GeV requirement is altered to 50 GeV < EmissT <
80 GeV.
The same χ2 fit routine is run on the multijet validation region in order to extract the scale factors for
normalising the W/Z+jets and multijet backgrounds. The results of the fits are shown in Table 7.3. The
fits are shown in Figure 7.6.
Background Boosted regime High-pT resolved regime Low-pT resolved regime
e-channel µ-channel e-channel µ-channel e-channel µ-channel
W/Z+jets 1.10± 0.03 1.13± 0.02 1.020± 0.019 1.040± 0.015 0.988± 0.003 0.974± 0.004
Multijet 0.58± 0.03 - 0.66± 0.03 - 0.754± 0.004 0.79± 0.07
Table 7.3: Fitted scale factors for the W/Z+jets and Multijet backgrounds from the multijet validation
region. The multijet scale factors for the µ-channel are set to zero in the Boosted and High-pT resolved
regions since the background contributions are negligible.
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Figure 7.5: χ2 fits to the EmissT spectrum in the electron (left) and muon (right) channels for the tt̄ validation
region. The regions are low-pT resolved (top), high-pT resolved (middle), and boosted (bottom).
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Figure 7.6: χ2 fits to the EmissT spectrum in the electron (left) and muon (right) channels for the multijet
validation region. The regions are low-pT resolved (top), high-pT resolved (middle), and boosted (bottom).
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These scale figures are used in the multijet validation region in order to validate the modeling of the
multijet background. These scale factors are not applied to the signal region.
7.8 Normalization of the Backgrounds in 13 TeV Analyses
There are some subtle differences in how the background samples were handled in the 13 TeV analyses.
The dominate backgrounds change depending on the final state. Regardless of which backgrounds are
needed, MC is used to generate the background, the exception of course is the multi-jet background which
is estimated using data driven methods. The exact details of how these data driven methods estimate the
QCD background vary between analyses.
The 13 TeV `νjj analysis for example used a fake factor method in order to determine the QCD con-
tribution. In this method the data is split into six orthogonal regions that are defined in Table 7.4. The
inverted lepton selections are very similar to what was done in the previous analysis. The lepton isolation
requirements are inverted in order to enrich the amount of fake leptons.
SR FakeCR SinglejetSigLepCR SinglejetInvLepCR VR FakeVR
Lepton Selection Signal Inverted Signal Inverted Signal Inverted
Other Selections Same as SR Exactly one small-R jet Exactly one lepton
30 < EmissT < 100 GeV
pT (j1) > 60 GeV
pT (j2) > 30 GeV
pT (`ν) > 75 GeV
Table 7.4: Definition of control regions used in the fake factor method.






The multijet background is then extracted by using the inverted lepton selections (FakeCR) and scaling
each bin by the appropriate “fake factor”.
Nmultijet = f ×Nmultijet(FakeCR) (7.2)
The remaining two regions are used as validation regions in order to verify the method. The final template
used to model the multijet background is ultimately very similar to the previous analyses, just scaled by
this “fake factor”. In the boosted analysis the multijet background is negligible and not used.
The normalization scale factors are also extracted differently in the 13 TeV analysis. Instead of performing
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the fit using the MET, instead the fit is performed using the m`νjj . Similar to the 8 TeV analysis, control
regions were defined with enriched amounts of each background sample. A sideband region on the mjj cut
produces the enriched W+jets sample, while the enriched tt̄ region is produced by requiring a b-jet. The fit
is performed across both control regions and the signal region simultaneously. The resulting scale factors
are shown in Table 7.5.





Table 7.5: Normalization scale factors for the 13 TeV `νjj analysis. Obtained from a fit performed on m`νjj
across the signal region and two enriched control regions.
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Chapter 8
8 TeV `νjj Data and MC Comparisons
Many kinematic variables are used to verify the modeling, but only a select few are shown here. The most
important variables are related to the reconstructed diboson, since the diboson mass is ultimately used to
calculate the limits. Therefore, the pT and mass for the reconstructed diboson are shown first for each region.
The lepton pT and transverse mass are shown to verify the modeling of the leptonic side of the decay. The
MET was already shown when discussing the fitting algorithm. For the hadronic side of the decay the pT
and mass of the reconstructed dijet (or large-R jet) are shown.
The comparisons for the W/Z+jets control region are shown in Figures 8.1 to 8.9. The statistics in the
low-pT resolved region are very high and the agreement between the data and MC is exceptional. In the
high-pT resolved region, and the boosted region especially, the statistics are much lower for both the data
and MC. The modeling is still in agreement within statistical uncertainty.
The comparisons for the tt̄ validation region are shown in Figures 8.10 to 8.18. Similar to the previous
control region, the agreement is within statistical uncertainties. Again, the low-pT resolved region has much
higher stats than the other regions.
The comparisons for the QCD validation region are shown in Figures 8.19 to 8.27. In this case, the
statistics for the muon channel in the high-pT resolved region and the boosted were so low that they were
unusable. Even in this enhanced validation region the QCD shape was a set of random spikes and so the
background was ultimately dropped for these regions. Even still, the QCD validation region also sees good
agreement within statistical uncertainty.
81
8.1 W/Z+Jets Control Region
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Figure 8.1: Diboson pT (top) and mass (bottom) distributions in the electron channel (left) and in the muon
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Figure 8.2: Lepton pT (top), and transverse mass (bottom) distributions in the electron channel (left) and
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Figure 8.3: Dijet invariant mass (top) and dijet pT (bottom) in the electron channel (left) and in the muon
channel (right) for the W/Z+jets control region (low-pT resolved regime). Errors are statistical only.
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Figure 8.4: Diboson pT (top) and mass (bottom) distributions in the electron channel (left) and in the muon
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Figure 8.5: Lepton pT (top), and transverse mass (bottom) distributions in the electron channel (left) and in
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Figure 8.6: Dijet invariant mass (top) and dijet pT (bottom) in the electron channel (left) and in the muon
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Figure 8.7: Diboson pT (top) and mass (bottom) distributions in the electron channel (left) and in the muon
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Figure 8.8: Lepton pT (top), and transverse mass (bottom) distributions in the electron channel (left) and
in the muon channel (right) for the W/Z+jets control region (boosted regime). Errors are statistical only.
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Figure 8.9: Jet invariant mass (top) and Jet pT (bottom) in the electron channel (left) and in the muon
channel (right) for the W/Z+jets control region (boosted regime). Errors are statistical only.
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8.2 Top Validation Region
8.2.1 Low-pT Resolved Regime
Figure 8.10: Diboson pT (top) and mass (bottom) distributions in the electron channel (left) and in the
muon channel (right) for the tt̄ validation region (low-pT resolved regime). Errors are statistical only.
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Figure 8.11: Lepton pT (top) and transverse mass (bottom) distributions in the electron channel (left) and
in the muon channel (right) for the tt̄ validation region (low-pT resolved regime). Errors are statistical only.
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Figure 8.12: Dijet invariant mass (top) and dijet pT (bottom) distributions in the electron channel (left) and
in the muon channel (right) for the tt̄ validation region (low-pT resolved regime). Errors are statistical only.
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8.2.2 High-pT Resolved Regime
Figure 8.13: Diboson pT (top) and mass (bottom) distributions in the electron channel (left) and in the
muon channel (right) for the tt̄ validation region (high-pT resolved regime). Errors are statistical only.
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Figure 8.14: Lepton pT (top) and transverse mass (bottom) distributions in the electron channel (left) and
in the muon channel (right) for the tt̄ validation region (high-pT resolved regime). Errors are statistical only.
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Figure 8.15: Dijet invariant mass (top) and dijet pT (bottom) distributions in the electron channel (left)




Figure 8.16: Diboson pT (top) and mass (bottom) distributions in the electron channel (left) and in the
muon channel (right) for the tt̄ validation region (boosted regime). Errors are statistical only.
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Figure 8.17: Lepton pT (top) and transverse mass (bottom) distributions in the electron channel (left) and
in the muon channel (right) for the tt̄ validation region (boosted regime). Errors are statistical only.
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Figure 8.18: Dijet invariant mass (top) and dijet pT (bottom) distributions in the electron channel (left)
and in the muon channel (right) for the tt̄ validation region (boosted regime). Errors are statistical only.
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8.3 Multijet Validation Region
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Figure 8.19: Diboson pT (top) and mass (bottom) distributions in the electron channel (left) and in the
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Figure 8.20: Lepton pT (top), and transverse mass (bottom) distributions in the electron channel (left) and
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Figure 8.21: Dijet invariant mass (top) and dijet pT (bottom) in the electron channel (left) and in the muon
channel (right) for the QCD validation region (low-pT resolved regime). Errors are statistical only.
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Figure 8.22: Diboson pT (left) and mass (right) distributions in the electron channel for the QCD validation
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Figure 8.23: Lepton pT (left), and transverse mass (right) distributions in the electron channel for the QCD
validation region (high-pT resolved regime). Errors are statistical only.
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Figure 8.24: Dijet invariant mass (left) and dijet pT (right) in the electron channel for the QCD validation






















 = 8 TeVs
-1
Ldt = 20.3 fb∫






































 = 8 TeVs
-1
Ldt = 20.3 fb∫




















Figure 8.25: Diboson pT (left) and mass (right) distributions in the electron channel for the QCD validation
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Figure 8.26: Lepton pT (left), and transverse mass (right) distributions in the electron channel for the QCD
validation region (boosted regime). Errors are statistical only.
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Figure 8.27: Jet invariant mass (left) and Jet pT (right) in the electron channel for the QCD validation




This section describes the sources of systematic uncertainty considered in these analyses. These uncertainties
are divided into three categories: experimental uncertainties, uncertainties on the modeling of background
processes estimated from simulation, and theoretical uncertainties on the signal processes. In each statistical
analysis each systematic uncertainty is treated as a nuisance parameter. These systematic variations are
estimated on the final discriminant. Following is a description of how to estimate the systematic uncertainties
affecting the analysis.
9.1 8 TeV `νjj Systematics
9.1.1 Luminosity Uncertainty
The uncertainty on the integrated luminosity is ±2.8%. It is derived from a preliminary calibration of the
luminosity scale based on the beam separation scans in November 2012 [72]. The luminosity uncertainty
is propagated to the global event weight uncertainty and is applied to the signal event expectation and
the backgrounds estimated from the simulation including the tt̄ background, diboson background, and the
template of the background distributions from the W/Z+jets production.
9.1.2 Trigger Efficiency
The electron and muon triggers in the MC simulation are corrected to match the observed trigger efficiencies
in data that is measured using Z → `` events. This is done by applying an event-by-event trigger efficiency





where εdata and εMC are the lepton trigger efficiencies obtained from data and MC samples. The uncer-
tainty due to the efficiency of electron and muon triggers is evaluated by varying the scale factors within
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their ±1σ uncertainties, as implemented in the ElectronEfficiencyCorrection [73] and TrigMuonEfficiency [74]
packages. This uncertainty only affects the expected diboson invariant mass distribution from the signal
and the backgrounds that are determined using the MC simulation.
9.1.3 Electron Reconstruction, Energy Scale and Resolution
The electron reconstruction efficiency scale factor, including the track and calorimeter isolation requirement,
are determined using W and Z tag-and-probe measurements provided by the E/gamma working group [75].
The difference observed in the reconstruction efficiencies between data and the MC simulation are taken into
account by weighting the simulated events with these scale factors.
The electron energy scale and resolution are measured using the mass line shape of the Z boson. They
are used to smear the MC simulated events in order to match the distributions observed in the data. The
corresponding systematic uncertainties in this analysis are determined by varying the electron energy scale
and the resolution within their ±σ uncertainties in the MC simulation.
9.1.4 Muon Reconstruction, Momentum Scale and Resolution
The muon reconstruction efficiency, including the requirement of the track and calorimeter isolation, are
determined using the W and Z tag and probe measurements by the muon combined performance group [76].
The muon momentum scale and resolution are determined using the Z → µµ events. They are applied to
the muon in the MC simulation and are propagated through the complete analysis chain.
9.1.5 Jet Energy Scale and Resolution
AK4 Small-R Jets
The different components in the jet energy scale (JES) systematic uncertainty are those obtained with in-situ
analyses (Z+jet balance, γ+jet balance, and multijet balance), η intercalibration due to MC non-closure, and
pile-up related uncertainties [77]. The jet energy resolution (JER) is determined in-situ with two different
methods: the dijet pT balance and bisector techniques [77]. The JER systematic uncertainty is estimated
from systematic uncertainties associated with the two methods.
Each jet entering the analysis is smeared with the uncertainties in and the effects are propagated through
the analysis. The uncertainties of the jet energy scale and resolution only affect the expected diboson
invariant mass distribution from the signal and the backgrounds determined using the MC simulation
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CA12 Large-R Jets
The jet energy scale of CA12 jets has been found to be one with a 2% uncertainty by examining the data-to-
simulation track-to-calorimeter mean pT double ratio. A flat 2% relative systematic uncertainty to jet energy
scale of CA12 jets is used in the analysis. The jet energy resolution of CA12 jets is studied by comparing
the dijet balance distributions in the data and the MC simulated events [78]. A flat 20% relative systematic
uncertainty applied on the nominal jet energy resolution of 5% is assumed for CA12 jets independent of their
pT and η. The uncertainties of the CA12 jet energy scale and resolution only affect the expected diboson
invariant mass distribution from the signal and the backgrounds determined using the MC simulation.
9.1.6 Jet Mass Scale and Resolution
For the events in the resolved regime, the mass of the hadronically decaying W/Z boson is calculated by
combining four-momentum of the two leading AK4 jets. The systematic uncertainty of the calculated W/Z
candidate mass and resolution are dominated by the jet energy scale and its resolution. The effect due to
the mass uncertainty of the AK4 jets is negligible in the analysis.
However, for the boosted regime, the leading CA12 jet is taken as the hadronically decaying W/Z
candidate. As a result, the systematic effects due to the measured mass of the CA12 jet is significant in the
analysis since it is used as an event selection variable. The CA12 jet mass scale is studied by comparing the
jet mass ratio between track and calorimeter jets in data and MC simulation. Both the scale and resolution
are also directly evaluated in data and MC simulation by fitting the hadronically decaying W/Z boson
signal [78]. Based on the studies, a flat 3% relative systematic uncertainty of the jet mass scale and 20%
relative systematic uncertainty applied on the nominal MC CA12 jet mass resolution of 7.5% are used in
the analysis. The uncertainties of the CA12 jet mass scale and resolution only affect the expected diboson
invariant mass distribution from the signal and the backgrounds determined using the MC simulation
9.1.7 Jet Vertex Fraction Uncertainty
The uncertainty due to the jet vertex fraction requirement is also evaluated using the recommended JV-
FUncertaintyTool [79] package provided by the Jet/EtMiss Combined Performance group. For a given JVF
cut value, the efficiency to pass the cut differs between data and MC simulation. The JVF cut value is
varied both up and down in the MC to determine an upward-varied and downward-varied cut value that
yields an equal efficiency discrepancy between the nominal and varied JVF cut values as that which was
observed between data and MC for the initial value of the JVF cut. These two additional cut values are then
propagated through the analysis chain to determine the effect on the WW/WZ invariant mass distribution.
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The uncertainty of the JVF only affects the expected diboson invariant mass distribution from the signal
and the backgrounds determined using the MC simulation.
9.1.8 Momentum Balance Scale and Resolution
The filter momentum balance variable yf is used in this analysis to help identify the boosted hadronically
decaying W/Z bosons in the boosted regime. In order to account for the difference between data and MC






where yMCf is the value of the momentum balance variable in the MC simulation, and yf is the value
of the momentum balance variable expected in the data. The scale factor has been studied by comparing
the ratio of the momentum balance variable calculated using track jets and calorimeter jets in data and the
MC simulation [78]. It is found that the scale factor for the selection requirement in this analysis is in good
agreement within a 2% uncertainty. As a result, the yMCf of the jets in the MC simulation is varied by ±2%
to estimate the corresponding systematic effect on the WW/WZ invariant mass distribution.
The systematic uncertainty of the scale factor resolution has been studied by comparing the distributions
of √yf in the data and the MC simulation. It has been found that an additional 20% smearing is needed
for √yf in the MC simulation in order to match the distribution observed in data [78]. The uncertainties of
momentum balance scale factor and resolution of the CA12 jets only affect the expected diboson invariant
mass distribution from the signal and the backgrounds determined using the MC simulation.
9.1.9 b-tagging
The b-tagging efficiencies in the analysis are calibrated separately for true b, c and light jets, according
to the data-driven calibration analyses [80]. These calibrations are applied as MC-to-data scale factors,
which depend on pT and η of the b-jet, c-jet or light jet. The b-tagging scale factor in the MC simulation is
varied within ±1σ of its total systematic uncertainty to determine the effect on the WW/WZ invariant mass
distribution using the CalibrationDataInterface package. This uncertainty only affects the expected diboson
invariant mass distribution from the signal and the backgrounds determined using the MC simulation.
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9.1.10 Missing Transverse Energy
The missing transverse energy is calculated from the negative vectorial sum of physics objects: muons,
electrons, taus, photons, jets and unassociated clusters of calorimeter cells. Therefore, when evaluating
the systematic uncertainties on those reconstructed objects, the event EmissT is recalculated with the object
systematic uncertainties taken into account. This is done by the MissingETUtility package [81], provided
by the Jet/EtMiss Combined Performance group.
9.1.11 Normalization and Shape Uncertainty
The dominant systematic uncertainty on the background estimation is on the normalization of W/Z+jets
background obtained from the fits to the MET. This uncertainty is 3–4% in the resolved regions, and 13–19%
in the boosted region. The MET fits are also used to determine the uncertainty in the multijet background.
The relative uncertainty of the diboson production cross section is assumed to be 7% following the results
for WZ production, and a flat 6% systematic uncertainty is assigned to the tt̄ cross section.
The uncertainty of the shape of the W/Z+jets background is obtained by comparing a sample of simulated
events from Sherpa with a sample of simulated events from Alpgen interfaced to Pythia6. The shape
uncertainty in tt̄ is estimated by comparing a sample from MC@NLO interfaced to Herwig with a sample
from Powheg interfaced to Pythia6. The shape uncertainty on the multijet background is evaluated by
using alternative templates to construct alternative samples from the data. To assign a systematic uncer-
tainty on the shape of the diboson background the nominal Herwig samples are compared to alternative
samples produced with Sherpa.
9.1.12 PDF Uncertainty
The uncertainty of the tt̄ background acceptance associated with the parton distribution functions (PDFs)
in MC simulations is assessed using the CT10 PDF set (used in the default tt̄ MC samples) and the
MSTW2008LO (68% CL) PDF set. The acceptance uncertainty is estimated as follows:
• Intra-PDF uncertainty: compare acceptance between the nominal and each of the 52 error sets (26
double sets, each set has an up and a down variation), for the CT10 PDF sets,
• Inter-PDF uncertainty: compare acceptance between the CT10 and MSTW2008LO PDF sets and take
the variation,
• Add the two variations in quadrature.
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Similarly, the uncertainty of signal acceptance associated with PDFs in MC simulations is assessed using
the CTEQ6L1 PDF set which the graviton signal samples were produced and the MSTW2008LO (68% CL)
PDF set, which is used for the W ′ signal samples and is a more recent leading-order PDF. The MSTW2008LO
PDF has its own error sets, that allow one to evaluate the uncertainty within the PDF family. The acceptance
uncertainty is estimated as follows:
• Intra-PDF uncertainty: compare acceptance between the nominal and each of the 40 error sets (20
double sets, each set has an up and a down variation), for the MSTW2008LO PDF sets,
• Inter-PDF uncertainty: compare acceptance between the CTEQ6L1 and MSTW2008LO PDF sets and
take the variation,
• Add the two variations in quadrature.
9.1.13 ISR/FSR Uncertainty
The dependence on the amount of initial and final state radiation (ISR/FSR) in the tt̄ background is studied
using dedicated AcerMC+Pythia samples with more and less additional radiation listed.
Uncertainties from the ISR/FSR of gluons in high mass diboson resonant production has been evaluated.
The amount of ISR/FSR could affect the signal acceptance by changing the jet multiplicity, other kinematic
distributions, and the assignment of the W/Z decay products. This systematic uncertainty is evaluated in
the signal acceptance by dedicated W ′ → WZ → `νjj truth level MC samples with the nominal and varied
ISR/FSR parton showering parameters in Pythia8.
9.1.14 Summary of Systematic Uncertainties
The dominant systematic uncertainty on the background estimation is on the normalization of W/Z+jets
background obtained from the fits to the MET. This uncertainty is 3–4% in the resolved regions, and 13–19%
in the boosted region.
The dominant uncertainty on the signal arises from initial-state (ISR) and final-state (FSR) radiation
modeling in Pythia and is less than 12% (6%) for G∗ (W ′). Uncertainties due to the choice of PDFs are
below 1%.
The systematics for all three regions are listed in Tables 9.1 to 9.3.
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Systematic Diboson Top Multijet W/Z+jets W ′(1000 GeV)
Electron channel
Luminosity ±2.8% ±2.8% − − ±2.8%
Trigger
Electron ±0.4% ±0.3% − − ±0.4%
Electron








Reconstruction SF ±1.1% ±1.2% − − ±1.2%
Jet
Energy scale ±1.4% ±0.3% − − ±0.4%
Energy resolution ±9.2% ±6.0% − − ±3.7%
Mass scale +1.1−<0.1% ±5.1% − −
+4.1
−1.6%
Mass resolution ±4.0% ±1.3% − − ±2.6%√
yf scale +1.5−1.2% ±1.3% − −
+1.6
−1.3%√
yf resolution ±4.6% ±1.1% − − ±0.1%
b-tagging ±0.1% ±3.3% − − ±0.1%
EmissT
Scale +0.7−0.1% ±0.8% − − ±0.2%
Resolution +2.9−0.6% < 0.1% − − < 0.1%
Normalization ±7% ±6% ±12% ±13% −
PDF − ±8.15% − − ±0.1%
ISR/FSR − ±8.1% − − ±3.1%
Muon channel
Luminosity ±2.8% ±2.8% − − ±2.8%
Trigger
Muon ±1.7% ±1.9% − − ±1.8%
Muon
Energy scale < 0.1% < 0.1% − − ±0.2%
Energy resolution ID < 0.1% < 0.1% − − ±0.1%





Reconstruction SF ±0.5% ±0.5% − − ±0.5%
Jet
Energy scale ±3.1% ±0.2% − − ±1.0%
Energy resolution ±2.0% ±10.5% − − ±3.5%
Mass scale ±0.9% ±2.3% − − +5.1−2.3%
Mass resolution ±1.7% ±4.2% − − ±3.3%√
yf scale ±2.8% < 0.1% − − +1.9−1.7%√
yf resolution ±3.7% ±8.0% − − ±1.7%
b-tagging ±0.1% 6.3% − − ±0.1%
EmissT





−<0.1% − − ±0.2%
Normalization ±7% ±6% − ±19% −
PDF − ±9.50% − − ±0.3%
ISR/FSR − ±8.0% − − ±3.1%
Table 9.1: The fractional uncertainty for all sources of systematic uncertainties for all backgrounds and a
signal sample of W ′ → WZ → `νjj with a mass of 1000 GeV in the boosted regime. A “−” denotes that
this systematic uncertainty does not apply to a particular background, or it is too small to be considered.
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Systematic Diboson Top Multijet W/Z+jets W ′(1000 GeV)
Electron channel
Luminosity ±2.8% ±2.8% − − ±2.8%
Trigger
Electron ±0.4% ±0.4% − − ±0.5%
Electron
Energy scale ±1.9% ±2.3% − − +0.9−0.5%
Energy resolution +3.9−0.6% ±0.7% − − ±0.2%




−2.5% − − ±2.5%
Energy resolution ±3.9% ±0.7% − − ±0.4%
Mass scale − − − − −
Mass resolution − − − − −
JVF < 0.1% < 0.1% − − < 0.1%
b-tagging ±0.1% ±3.3% − − ±0.1%
EmissT
Scale ±0.8% +0.9−0.1% − − ±0.3%
Resolution ±0.3% ±1.0% − − ±0.4%
Normalization ±7% ±6% ±10% ±4% −
PDF − ±7.57% − − ±0.2%
ISR/FSR − ±2.9% − − ±3.1%
Muon channel
Luminosity ±2.8% ±2.8% − − ±2.8%
Trigger
Muon ±1.8% ±1.8% − − ±1.8%
Muon
Energy scale < 0.1% < 0.1% − − < 0.1%
Energy resolution ID ±0.1% +0.6−0.4% − −
+0.2
−0.1%









−3.7% − − ±3.4%
Energy resolution ±5.1% ±1.1% − − ±1.1%
Mass scale − − − − −
Mass resolution − − − − −
JVF < 0.1% < 0.1% − − < 0.1%
b-tagging ±0.1% ±2.9% − − ±0.2%
EmissT
Scale ±0.3% +1.6−0.3% − −
+0.5
−0.4%
Resolution +0.7−<0.1% ±0.7% − − ±0.8%
Normalization ±7% ±6% − ±3% −
PDF − ±7.30% − − ±0.1%
ISR/FSR − ±5.6% − − ±3.1%
Table 9.2: The fractional uncertainty for all sources of systematic uncertainties for all backgrounds and
a signal sample of W ′ → WZ → `νjj with a mass of 1000 GeV in the high-pT resolved regime. A “−”
denotes that this systematic uncertainty does not apply to a particular background, or it is too small to be
considered.
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Systematic Diboson Top Multijet W/Z+jets W ′(1000 GeV)
Electron channel
Luminosity ±2.8% ±2.8% − − ±2.8%
Trigger
Electron ±0.6% ±0.6% − − ±0.5%
Electron
Energy scale ±2.2% ±1.4% − − ±0.6%
Energy resolution +1.0−0.5% ±0.3% − − ±0.1%
Reconstruction SF ±1.2% ±1.2% − − ±1.3%
Jet
Energy scale +2.0−1.6% ±3.8% − − ±4.0%
Energy resolution ±1.8% ±1.7% − − ±1.1%
Mass scale − − − − −
Mass resolution − − − − −
JVF ±0.2% ±0.1% − − +0.2−0.1%
b-tagging ±0.1% ±2.5% − − ±0.1%
EmissT
Scale ±0.1% ±0.1% − − < 0.1%
Resolution ±0.1% < 0.1% − − +0.3−<0.1%
Normalization ±7% ±6% ±1% ±3% −
PDF − ±4.09% − − ±0.1%
ISR/FSR − ±0.7% − − ±3.1%
Muon channel
Luminosity ±2.8% ±2.8% − − ±2.8%
Trigger
Muon ±1.8% ±1.8% − − ±1.8%
Muon
Energy scale < 0.1% +0.3−<0.1% − − < 0.1%
Energy resolution ID +0.2−<0.1% ±0.1% − − < 0.1%





Reconstruction SF ±0.5% ±0.5% − − ±0.5%
Jet
Energy scale ±1.5% +3.6−2.8% − − ±5.3%
Energy resolution ±1.0% ±0.8% − − ±0.5%
Mass scale − − − − −
Mass resolution − − − − −
JVF +0.5−0.1% < 0.1% − −
+0.2
−<0.1%
b-tagging ±0.1% ±2.7% − − ±0.1%
EmissT
Scale +0.4−0.2% ±0.2% − −
+0.5
−0.1%
Resolution < 0.1% +0.5−0.2% − −
+0.4
−0.1%
Normalization ±7% ±6% ±42% ±3% −
PDF − ±4.01% − − ±0.3%
ISR/FSR − ±0.3% − − ±3.1%
Table 9.3: The fractional uncertainty for all sources of systematic uncertainties for all backgrounds and
a signal sample of W ′ → WZ → `νjj with a mass of 1000 GeV in the low-pT resolved regime. A “−”
denotes that this systematic uncertainty does not apply to a particular background, or it is too small to be
considered.
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9.2 13 TeV Combination Systematics
Each reconstructed object has several sources of uncertainties, each of which are evaluated separately. The
latest available recommendations from the combined performance groups are followed when possible. The
leading instrumental uncertainties for all channels are the uncertainty on the b-tagging efficiency and the jet
energy scale (JES). There are too many channels to go into all the details of each systematic, instead this
section will highlight some of the major differences from the previous analysis and focus on which systematics
are correlated between channels.
9.2.1 Luminosity
The uncertainties on the integrated luminosity for 2015 and 2016 datasets are assumed to be uncorrelated.
The combined luminosity uncertainty of 3.2% is applied to those backgrounds estimated from simulation
and signal samples.
9.2.2 Pileup Reweighting
A variation in the pileup reweighting of MC is included to cover the uncertainty on the ratio between the
predicted and measured inelastic cross-section in the fiducial volume defined by MX > 13 GeV where MX
is the mass of the non-diffractive hadronic system [82].
9.2.3 Trigger
Systematic uncertainties on the efficiency of the electron, muon and MET triggers are evaluated using the
tag and probe method. It is applied to those backgrounds estimated from simulation and the signal samples.
These are obtained from two packages, ElectronEfficiencyCorrection-00-01-88 [83] and MuonEfficiencyCorrections-
04-00-13 [84]. The uncertainty from EmissT trigger arises from the estimation on scale factor which contains
two contributions: statistics and the efficiency discrepancy between MC samples (tt̄ and W+jets) [85].
9.2.4 Lepton Uncertainties
The following systematic uncertainties are applied to electrons and muons in estimations based on the
simulation:
• Identification and reconstruction efficiencies: The efficiencies are measured with the tag and probe
method using the Z mass peak.
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Source Corr `νqq ``qq ``νν `ν`ν `ν`` ```` `νbb ``bb `ν ``
Electron trigger Yes S+B S+B S+B S+B – S+B S+B S+B – –
Electron reconstruction Yes S+B S+B S+B S+B S+B S+B S+B S+B – –
Electron identification Yes S+B S+B S+B S+B S+B S+B S+B S+B – S+B
Electron isolation Yes S+B S+B S+B S+B S+B S+B S+B S+B – S+B
Electron energy scale Yes S+B S+B S+B S+B S+B S+B S+B S+B S+B S+B
Electron energy resolution Yes S+B S+B S+B S+B S+B S+B S+B S+B – S+B
Electron fake background No – – – – – – – – B B
Muon trigger Yes S+B S+B S+B S+B – S+B S+B S+B S+B –
Muon reconstruction Yes S+B S+B S+B S+B S+B S+B S+B S+B S+B S+B
Muon isolation Yes S+B S+B S+B S+B S+B S+B S+B S+B – S+B
Muon energy scale Yes S+B S+B S+B S+B S+B S+B S+B S+B – –
Muon energy resolution Yes S+B S+B S+B S+B S+B S+B S+B S+B S+B S+B
Muon fake background No – – – – – – – – B B
Table 9.4: Lepton systematic uncertainties. The abbreviations “S” and “B” stand for signal and background,
respectively, while “–” denotes uncertainties that are either not applicable or are negligible, and “Corr” marks
whether the uncertainty is correlated between the channels listed.
• Isolation efficiency: Scale factor and its uncertainty are derived by tag and probe method using the Z
mass peak.
• Energy and Momentum scales: These are also measured with Z mass line shape, and provided by the
CP groups.
• Track-to-vertex association efficiency: Only for muons.
They are implemented in ElectronPhotonFourMomentumCorrection-00-01-44 [86, 87], ElectronEfficiencyCorrection-
00-01-88 [83], MuonMomentumCorrections-01-00-60 [88] and MuonEfficiencyCorrections-04-00-13 [84]. All
final states use same electrons and muons scheme, except for `ν`ν that has two electron ID components and
is therefore treated as decorrelated. The channels that have correlated lepton uncertainties are shown in
Table 9.4
9.2.5 Missing Transverse Energy Uncertainties
The missing transverse energy is calculated from the negative vector sum of physics objects. As such, all of
the systematic errors on the reconstructed components, e.g. the jet energy scale, result in an uncertainty on
EmissT . These are the dominant sources of uncertainty on EmissT . In addition, there is an uncertainty called
the ”Soft Term”, from the unassociated tracks. The resolution and scale of this soft term are varied within
their errors to evaluate their contribution to the total uncertainty using METUtilities-00-02-46 [89, 90]. The
channels with correlated MET uncertainties are shown in Table 9.5.
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Source Corr ννqq `νqq ``νν `ν`ν `ν`` `νbb `ν
EmissT trigger Yes S+B S+B S+B S+B – S+B –
EmissT SoftTrk scale Yes S+B S+B S+B S+B S+B S+B S+B
EmissT SoftTrk resolution Yes S+B S+B S+B S+B S+B S+B S+B
Table 9.5: EmissT systematic uncertainties. The abbreviations “S” and “B” stand for signal and background,
respectively, while “–” denotes uncertainties that are either not applicable or are negligible, and “Corr”
marks whether the uncertainty is correlated between the channels listed.
Source Corr ννqq `νqq ``qq ``νν `ν`ν `ν`` qqbb ννbb `νbb `ν
Small-R jet energy scale Yes S+B S+B S+B S+B S+B S+B S+B S+B S+B S+B
Small-R jet energy resolution Yes S+B S+B S+B S+B S+B S+B S+B S+B S+B S+B
Small-R jet flavor Yes S+B S+B S+B S+B S+B – S+B S+B S+B S+B
Small-R jet pileup Yes S+B S+B S+B S+B S+B – S+B S+B S+B S+B
Small-R jet punch-through Yes S+B S+B S+B S+B S+B – S+B S+B S+B S+B
Small-R jet JVT Yes S+B S+B S+B S+B S+B S+B S+B S+B S+B S+B
Small-R jet Rtrk Yes – – – – – – S+B S+B S+B –
Table 9.6: Small-R jet systematic uncertainties. The abbreviations “S” and “B” stand for signal and
background, respectively, while “–” denotes uncertainties that are either not applicable or are negligible,
and “Corr” marks whether the uncertainty is correlated between the channels listed.
9.2.6 Small-R Jet Uncertainties
The uncertainties in the small-R jet energy scale have contributions from in situ calibration studies, from the
dependency on the pile-up activity and on the flavor composition of jets and are provided by JetUncertainties-
00-09-63 [90, 91]. A globally-reduced parameter configuration is used, which introduces 21 nuisance param-
eters in total, but ````, ``νν, and ```ν use three NPs and therefore they are treated as decorrelated. They
also enter the boosted analysis because they are used in the calculation of the missing transverse energy.
The uncertainty on JVT efficiency, using JetJvtEfficiency-00-00-13 [92] is also performed. The channels with
correlated small-R jet uncertainties are in Table 9.6.
9.2.7 Large-R Jet Uncertainties
The uncertainty in the scale of large-R jet energy and mass is estimated by comparing the ratio of calorimeter-
based to track-based measurements in dijet data and simulation [93, 94]. These are included following the
prescription of the jet substructure group included in the JetUncertainties package. pT and mass scales
are fully correlated, tracking and modeling components are left independent. The large-R jet resolution
uncertainty recommendation is not included in the JetUncertainties package [95]. The recommendation is
as follows:
• pT resolution uncertainty: absolute 2%.
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Source Corr qqqq ννqq `νqq ``qq qqbb ννbb `νbb ``bb
Large-R jet D2R Yes S+B S+B S+B S+B S+B S+B S+B S+B
Large-R jet resolution Yes S+B S+B S+B S+B S+B S+B S+B S+B
Large-R jet JMR Yes S+B S+B S+B S+B S+B S+B S+B S+B
Large-R jet kinematics Yes S+B S+B S+B S+B S+B S+B S+B S+B
Large-R jet Rtrk Yes S+B S+B S+B S+B S+B S+B S+B S+B
Table 9.7: Large-R jet systematic uncertainties. The abbreviations “S” and “B” stand for signal and
background, respectively, while “Corr” marks whether the uncertainty is correlated between the channels
listed.
Source Corr ννqq `νqq ``qq ``νν `ν`ν `ν`` qqbb ννbb `νbb ``bb
b-tagging Yes S+B S+B S+B S+B S+B S+B S+B S+B S+B S+B
c-tagging Yes S+B S+B S+B S+B S+B S+B S+B S+B S+B S+B
light-q tagging Yes S+B S+B S+B S+B S+B S+B S+B S+B S+B S+B
tagging extrapolation Yes S+B S+B S+B S+B S+B S+B S+B S+B S+B S+B
Table 9.8: Flavor-tagging systematic uncertainties. The abbreviations “S” and “B” stand for signal and
background, respectively, while “Corr” marks whether the uncertainty is correlated between the channels
listed.
• Mass resolution uncertainty: relative 20%.
• Any substructure resolution uncertainties: relative 15%.
The channels with correlated Large-R jet uncertainties are shown in Table 9.7.
9.2.8 Flavor Tagging Uncertainties
The b-tagging uncertainty [80] is evaluated by varying up and down the η, pT and flavor-dependent scale
factors applied to each jet in the simulation within a range that reflects the systematic uncertainty on the
measured tagging efficiency and mistag rates. These variations are applied separately to b-jets, c-jets and
light jets, leading to three uncorrelated systematic uncertainties. An additional uncertainty is included
due to the extrapolation for jets with pT beyond the kinematic reach of the data calibration samples used.
Finally, an additional uncertainty is considered to account for c to τ extrapolation. For those analyses using
different b-tagging working points the uncertainties are taken as uncorrelated. The channels with correlated




In the 8 TeV analysis a binned maximum-likelihood (ML) fit to m`νjj using histogram templates derived
from MC and data driven estimates using the standard package RooStats [96] is performed. The fit is
performed simultaneously to the electron and muon channels. In each channel, five components are included
in the fit for the `νjj final state: signal, W/Z+jets, top, diboson and multijet. Systematic uncertainties
on the signal and background normalizations are accounted for by introducing nuisance parameters into
the likelihood function. In this approach, the normalization of the signal or background component k is
given by Nk =
∏
j ηjk, where the product is over all of the systematics affecting component k. The ηjk are
normalization scale factors, which are parameterized in terms of nuisance parameters αjk as follows:
ηjk ≡(1 + σjk)αjk , α ≥ 0,
(1− σjk)−αjk , α < 0.
(10.1)
where σjk is the uncertainty on component k due to systematic j, and αjk is a nuisance parameter with
a gaussian constraint of mean zero and width one. This parameterization ensures that the scale factor ηjk
is positive, and is the same choice used by the LHC Higgs Combination Group. For small α, η ≈ (1 + ασ).
For example, for the W/Z+jets component, a nuisance parameter αWjets describing the 20% theoretical
uncertainty on this cross-section is used, which results in ηWjets having a gaussian constraint with mean one
and width 0.2.
Some systematic uncertainties, such as the jet energy scale (JES), affect the shapes of the histogram
templates. These shape systematics are accounted for by introducing nuisance parameters αj that describe
the possible variation in the shapes of the histograms. To be explicit, for every shape systematic, an “up”
histogram h+k (x) and “down” histogram h
−
k (x) is provided that result from varying a parameter (such as the









k(x)), α ≥ 0,
= h0k(x)− α(h−k (x)− h
0
k(x)), α < 0.
(10.2)
A Gaussian constraint with mean zero and width one is applied to each of the αj . When performing
the ML fit, some of the αjk are allowed to float (“profiled”), and are referred to as the profiled nuisance
parameters.
The template histograms are based on finite-statistics MC samples (or a finite-statistics control-region
in the case of the multijet template), so more nuisance parameters to account for the bin-by-bin statistical
uncertainties on the template histograms are introduced. The so-called Barlow-Beeston “lite” method [97] is
used. One nuisance parameter is introduced for each histogram bin in each channel; the nuisance parameter
represents the statistical errors in that bin from each of the components added in quadrature.
To extract limits on the signal the CLS [98] method is used by performing two binned ML fits, one in
which the signal is allowed to float, and one in which the signal is fixed to zero. All nuisance parameters are
allowed to float in both fits. The likelihood ratio is then computed as follows:





where µ is the signal strength and θ is the vector of all the nuisance parameters. The hat-notation means
that L(µ̂, θ̂) is the likelihood function maximized by allowing the signal and nuisance parameters to float,
and L(µ = 0, ˆ̂θ) is the likelihood function maximized by fixing the signal to zero and only allowing the
nuisance parameters to float.
In the 13 TeV combination analysis the statistical treatment of the data is based on the standard LHC
data modeling and handling toolkits, RooFit [99], RooStats [96] and HistFactory [100]. The modeling of
individual channels is performed with the ResonanceFinder package. The combined model is produced
with the WorkspaceCombiner package using the individual channels.
For each channel there is a likelihood function Li(µ, θi). If the channels are orthogonal to one another

















In both analyses the test statistic q0 = −2lnλ(0) is used to quantify significance. The significance of
observed excesses over the background-only prediction is quantified using the local p-value (p0), defined as
the probability of the background-only model to produce a signal-like fluctuation at least as large as observed
in the data.
10.1 Smoothing Procedure
In the boosted and high-pT resolved regimes, the background estimations have been obtained by a smoothing
procedure using the fitting function:
f(x) = p0(1− x)p1xp2 (10.6)
due to the poor statistics available in the high mass tails. In the low-pT resolved regime, no further back-
ground smoothing is needed due to the higher statistics available.
The procedure of smoothing consists of two steps: fitting the mass shapes and making smooth histograms
from the fit. In the fit, only the falling distribution towards high-mass region is used to avoid kinematic
bias around the peak caused by the selection criteria. The new smooth histogram is then created from the
fit in the following way: a bin content of the new histogram is simply taken from the fit result at the bin
location. The bin error is assigned by scaling the fit result by the ratio of the bin error to the bin content
in the original histogram if the bin content of the original histogram is non-zero. If the bin content is zero,















11.1 8 TeV `νjj Results
After verifying the background modeling, the signal region can be unblinded. Figure 11.1 shows the pre-
fit invariant mass distributions in the three signal regions, low-pT resolved, high-pT resolved and boosted
regimes, in linear and logarithmic scales, for the combination of both the electron and muon channels. The
observed data over the pre-fit background contributions are shown in the ratio. The scale factors from the
MET fits in the W+jets control region are applied here.
Figure 11.2 shows the post-fit invariant mass distributions in the three signal regions, low-pT resolved,
high-pT resolved and boosted regimes, in linear and logarithmic scales, for the combination of both the
electron and muon channels. The observed data over the post-fit background contributions are shown in
the ratio. These fits include all systematic uncertainties after the nuisance parameters have been found to
maximize the likelihood.
Figure 11.3 shows the observed limits for the RS G∗ and Figure 11.4 shows the EGM W ′ signals. No
significant excess is observed. The exclusion limit is then found by finding the intersection point between
the theory and observed curves. Resonance masses below 700 GeV and 1490 GeV are excluded for the spin-2
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Figure 11.1: Pre-fit resonance mass distributions with observed data for the low-pT resolved (top), high-pT
resolved (middle) and boosted (bottom) regimes in linear (left) and logarithmic (right) scales for the sum of
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Figure 11.2: Post-fit resonance mass distributions with observed data for the low-pT resolved (top), high-pT
resolved (middle) and boosted (bottom) regimes in linear (left) and logarithmic (right) scales for the sum of
electron and muon channels.
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Figure 11.3: Expected and observed exclusion limits on the production cross section multiplied by the
branching fraction for the combined signal selections in the electron and muon channel with systematic
uncertainties included for the bulk RS G∗ → WW signal for the 8 TeV analysis.
Figure 11.4: Expected and observed exclusion limits on the production cross section multiplied by the
branching fraction for the combined signal selections in the electron and muon channel with systematic
uncertainties included for the SSM W ′ → WZ signal for the 8 TeV analysis.
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11.2 13 TeV `νjj Results
Again, just for the sake of completing the picture between the two analyses, the results of the 13 TeV `νjj
analysis are shown. In addition to more data, analysis techniques were also optimized in order to increase
sensitivity over the previous analysis.
The previous analysis only considered the G∗ and W ′ signal samples. In this analysis the Z ′ and
heavy scalar were also considered. Two different production modes are considered, the VBF and ggF, and
independent limits are set. Exclusion limits on the mass for the various signal hypotheses are extracted
from the ggF category. For signal produced via the VBF mechanism and all scalar signals, only upper limits
on the cross sections are set. The ggF limits are shown in Figure 11.5 and the VBF limits are shown in
Figure 11.6.
Masses below 2730 GeV and 3000 GeV are excluded at 95% CL for the Z ′ in models A and B of the HVT
parametrization, respectively. For the W ′ resonance, the corresponding limits obtained exclude masses below
2800 GeV and 2990 GeV. Additionally, G∗ signals produced via ggF are excluded at 95% CL below 1750 GeV.
The exclusion limits are summarized in Table 11.1. The largest local excess observed is approximately 2.7σ,
which is not significant.
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Figure 11.5: The observed and expected cross-section upper limits at the 95% confidence level for WV
production in the ggF/qq̄ category are presented as a function of the resonance mass. Interpretations for
HVT WW , HVT WZ, scalar H → WW and GKK produced via ggF are presented. The red and blue curves,
where available, show the predicted signal cross section as a function of resonance mass.
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Figure 11.6: The observed and expected cross-section upper limits at the 95% confidence level for WV
production in the VBF category are presented as a function of the resonance mass. The dots in the observed
limit curve represent the generated resonance mass values. Interpretations for HVT Z ′, HVT W ′ and heavy
scalar signals, H, produced via VBF are shown.
HVT model A HVT model B Bulk RS
Channel Obs Exp Obs Exp Obs Exp
WW Selection 2750 2850 3000 3150 1750 1750
WZ Selection 2800 2900 3000 3200
Table 11.1: Observed and expected excluded masses (GeV) at the 95% confidence level for various signal
hypotheses as extracted from the ggF/qq̄ category.
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11.3 13 TeV Combination Results
The combination is done in stages. Combinations for each individual diboson are done using a subset of
the channels. Then all the diboson channels are combined in order to produce the final combined limits for
each signal. The scalar and G∗ only decay to V V while the HVT can also decay into V H and dilepton final
states.
The search channels included here provide access to several coupling strengths of heavy resonances to
SM particles in the context of the HVT model. Specifically, the data constrains the coupling strength to
both the quarks and bosons in the V V and V H channels, whereas constraints are placed on both the quark
and lepton couplings in the dilepton channels.
11.3.1 WW Combination
The WW combination is a sub-combination of three channels, `νqq, `ν`ν, and qqqq. The semileptonic (`νqq)
channel is the most sensitive channel in this combination. This combination is sensitive to all signals except
for the W ′.
The combined limits for the Z ′ are shown in Figure 11.8. Z ′ signals produced via ggF are excluded at
95% CL below 2900 GeV for model A and 3600 GeV for model B. The combined limits for the G∗ are shown
in Figure 11.7. G∗ signals are excluded at 95% CL below 1700 GeV. The combined limits for the Scalar are
shown in Figure 11.9. There are no exclusion limits for the heavy scalar. No excesses are observed.
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Figure 11.7: In (a) the expected-median- and the observed- limit are shown for the individual channels and
their combination. In (b) the expected and observed 95% CL limits on the cross section times branching
ratio to WW final states for a G∗ showing the expected-median as well as the one-sigma expected limit and
two-sigma expected limit bands compared to the observed limit in the search. The theoretical prediction for
the cross section times branching ratio of the bulk GRS model with c = 1 is shown.
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Figure 11.8: In (a) the expected-median- and the observed- limit are shown for the individual channels and
their combination. In (b) the expected and observed 95% CL limits on the cross section times branching
ratio to WW final states for a HVT showing the expected-median as well as the one-sigma expected limit
and two-sigma expected limit bands compared to the observed limit in the search. The theoretical prediction
for the HVT model A with gV = 1 and model B with gV = 3 is also shown. The VBF results are shown for
the individual channels in (c) and the combination in (d).
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Figure 11.9: In (a) the expected-median- and the observed- limit are shown for the individual channels and
their combination. In (b) the expected and observed 95% CL limits on the cross section times branching
ratio to WW final states for a scalar showing the expected-median as well as the one-sigma expected limit
and two-sigma expected limit bands compared to the observed limit in the search The VBF results are shown
for the individual channels in (c) and the combination in (d).
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11.3.2 WZ Combination
The WZ combination is a sub-combination of five channels, `νqq, ``qq, ννqq, ```ν, and qqqq. The semilep-
tonic channels are the most sensitive again in this combination. Those being the `νqq and ννqq channels
most notably. This combination is only sensitive to the W ′.
The combined limits for the W ′ are shown in Figure 11.10. W ′ signals produced via ggF are excluded
at 95% CL below 3600 GeV for model A and 3900 GeV for model B. No excesses are observed.






















Observed 95% CL limit






-1 = 13 TeV, 36.1 fbs
ATLAS Preliminary
 WZ (qqqq + vvqq + lvqq + llqq + lllv)→DY HVT W’ 
(a)






















Observed 95% CL limit





-1 = 13 TeV, 36.1 fbs
ATLAS Preliminary
 WZ (qqqq + vvqq + lvqq + llqq + lllv)→DY HVT W’ 
(b)






















Observed 95% CL limit





-1 = 13 TeV, 36.1 fbs
ATLAS Preliminary
 WZ (vvqq + lvqq + llqq + lllv)→VBF HVT W’ 
(c)






















Observed 95% CL limit




-1 = 13 TeV, 36.1 fbs
ATLAS Preliminary
 WZ (vvqq + lvqq + llqq + lllv)→VBF HVT W’ 
(d)
Figure 11.10: In (a) the expected-median- and the observed- limit are shown for the individual channels and
their combination. In (b) the expected and observed 95% CL limits on the cross section times branching
ratio to WZ final states for a HVT showing the expected-median as well as the one-sigma expected limit and
two-sigma expected limit bands compared to the observed limit in the search. The theoretical prediction for
the HVT model A with gV = 1 and model B with gV = 3 is also shown. The VBF results are shown for the
individual channels in (c) and the combination in (d).
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11.3.3 ZZ Combination
The ZZ combination is a sub-combination of five channels, llqq, ννqq, llll, llνν, and qqqq. The semileptonic
(ννqq) channel is the most sensitive channel in this combination. This combination is sensitive to the G∗
and the heavy scalar.
The combined limits for the G∗ are shown in Figure 11.11. G∗ signals are excluded at 95% CL below
1500 GeV. The combined limits for the scalar are shown in Figure 11.12. No excesses are observed.
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Figure 11.11: In (a) the expected-median- and the observed- limit are shown for the individual channels and
their combination. In (b) the expected and observed 95% CL limits on the cross section times branching
ratio to ZZ final states for a G∗ showing the expected-median as well as the one-sigma expected limit and
two-sigma expected limit bands compared to the observed limit in the search. The theoretical prediction for
the cross section times branching ratio of the bulk GRS model with c = 1 is shown.
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Figure 11.12: In (a) the expected-median- and the observed- limit are shown for the individual channels and
their combination. In (b) the expected and observed 95% CL limits on the cross section times branching
ratio to ZZ final states for a scalar showing the expected-median as well as the one-sigma expected limit
and two-sigma expected limit bands compared to the observed limit in the search. The VBF results are
shown for the individual channels in (c) and the combination in (d).
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11.3.4 V V Combination
The diboson combinations from the previous sections are then further combined in the V V Combination.
For the HVT this is a combination of all channels that contributed to the WW and WZ combinations, six
channels in total. For the G∗ and scalar this is a combination of the WW and ZZ combinations, seven
channels in total.
The combined limits for the V ′ are shown in Figure 11.13. V ′ signals produced via ggF are excluded at
95% CL below 3700 GeV for model A and 4000 GeV for model B. The combined limits for the G∗ are shown
in Figure 11.14. G∗ signals are excluded at 95% CL below 2300 GeV. The combined limits for the scalar are
shown in Figure 11.15. No excesses are observed.
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Figure 11.13: The expected and observed 95% CL limits on the cross section times branching ratio to
WWorWZ final states for HVT benchmark model. Results are shown for DY production (left) and VBF
production (right).
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Figure 11.14: The expected and observed 95% CL limits on the cross section times branching ratio to
WWorZZ final states for the graviton.
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Figure 11.15: The expected and observed 95% CL limits on the cross section times branching ratio to
WWorZZ final states for a scalar particle for (a) ggF and (b) VBF production .
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Figure 11.16: The expected and observed 95% CL limits on the cross section times branching ratio to V H
final states for a HVT W ′ (left) and Z ′ (right).
136
11.3.5 V H Combination
The HVT can also decay into Higgs bosons, giving more channels that can be combined to increase sensitivity.
Similar to the V V combinations this is done in stages with smaller combinations, but there are no fully
leptonic channels since the Higgs boson is forced to decay into bb̄.
The WH combination combines only two channels, `νbb and qqbb. The ZH combination combines three
channels, llbb, ννbb and qqbb. The final V H combination combines all four of these channels. The most
sensitive channels being `νbb and ννbb.
The combined limits for the HVT are shown in Figure 11.16. The WH combination determines that W ′
signals produced via ggF are excluded at 95% CL below 2600 GeV for model A and 2800 GeV for model B.
The ZH combination gives Z ′ signals produced via ggF are excluded at 95% CL below 2700 GeV for model
A and 2800 GeV for model B. Finally, in Figure 11.17 the full V H combination shows V ′ signals produced
via ggF are excluded at 95% CL below 2800 GeV for model A and 3000 GeV for model B. No excesses are
observed in any of the combinations.
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Figure 11.17: The expected and observed ratios of a median 95% CL cross-section limit to the expected




The HVT can also decay directly into leptons. This decay channel has a very clean final state and is
incredibly sensitive. In addition this channel allows for additional constraints on the fermion coupling gf .
The combined limits for the HVT are shown in Figure 11.18. V ′ signals produced via ggF are excluded
at 95% CL below 5000 GeV for model A. No excesses are observed.
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Figure 11.18: The expected and observed ratios of a median 95% CL cross-section limit to the expected
theoretical cross-section prediction for HVT A coupling point for the combination of HVT W ′ decaying to
`ν and Z ′ decaying to `` as a function of the resonances mass. The one and two sigma expected 95% CL
cross-section ratio limit bands are also shown. Right: comparison of ``/`ν limits.
Figure 11.19 presents the coupling constraints in the {gH , gf} and {gq, g`} plane for gH set to the
value from HVT model A, and {gq, g`} plane for gH = 0. In this last case, the bosonic channels do not
contribute and only the leptonic channels contribute. As the leptonic channels involve direct production of
a V ′ resonance and subsequent decay, without intermediate bosons, the constraints remain strong even as
gH tends to zero, and in fact are strongest there due to the restriction of alternative decay modes. The
constraints from these channels still weaken as the gf coupling tends to zero though, as it does when g` or




Figure 11.19: Observed 95% CL exclusion contours in the HVT parameter space (a) (gH , gf ) and (b) (gq, g`)
for resonances of mass 3.0 TeV, 4.0 TeV, and 5.0 TeV for the `ν/`` channels. The areas outside the curves are
excluded. Also shown are the parameters for models A and B. The right plot is obtained setting gH = −0.56
which is the value corresponding to model A, the middle one with gH = 0
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11.3.7 V V/V H Combination
This is the full combination for the HVT not including the dilepton channels. Includes 10 channels with the
semi-leptonic channels being the most sensitive, `νqq and ννqq.
The combined limits for the HVT are shown in Figure 11.20. V ′ signals produced via ggF are excluded
at 95% CL below 4300 GeV for model A and 4500 GeV for model B. No excesses are observed.
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Figure 11.20: The expected and observed 95% CL limits on the cross section times branching ratio to
V V orV H final states for a HVT.
The coupling constraints are presented in Figure 11.21, showing the {gH , gf} plane as well as the {gq, g`}
plane for V V/V H. These constraints are strongest at large couplings for both gf and gH but become weak
as these couplings approach zero. This is because the resonance couplings to V V and V H tend to zero as gH
approaches zero, and production of the resonance also tends to zero as gf approaches zero. The constraints
in the {gq, g`} plane weaken at larger |g`| values due to an increase in the leptonic branching fraction and a




Figure 11.21: Observed 95% CL exclusion contours in the HVT parameter space (gH , gf ) for resonances of
mass 3.0 TeV, 4.0 TeV, and 5.0 TeV for (a) the V V channels and (b) the V H channels, and for resonances of
mass 3.0 TeV, 4.0 TeV, and 5.0 TeV for (c) and (d) (gq, g`) for resonances of mass 3.0 TeV, 4.0 TeV for the
combined V V and V H channels. The areas outside the curves are excluded. Also shown are the parameters
for models A and B.
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11.3.8 V V/V H/`ν/`` Combination
This is the full combination for the HVT. Includes 12 channels with the dilepton channels being the most
sensitive.
The combined limits for the HVT are shown in Figure 11.22. V ′ signals produced via ggF are excluded
at 95% CL below 5500 GeV for model A. No excesses are observed.
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Figure 11.22: Observed and expected 95% CL limits on the cross section times branching fraction to V V ,
V H, and dilepton. The limits are relative to the prediction for HVT model A. These results are shown for
W ′, Z ′, and V ′ production; the last figure shows contributions from separate decay modes. The V ′ combined
limit at 5.5 TeV is coming from ll and lv only since no signals for dibosons exists beyond 5 TeV.
The complementarity of the diboson and dilepton channels is shown in Figure 11.23 in both the {gH , gf}
and the {gq, g`} planes. The resulting constraints are very stringent, improving on the limits from current
precision EW measurements in almost all areas of the respective planes, except at low |gq| values when
considering non-universal quark and lepton couplings in the {gq, g`} plane. This is due to the asymmetry of
the precision EW measurement limits [101], which is related to interference effects. The constraints for HVT
model A are generally stronger than for model B, due to the small fermion couplings in the latter scenario.
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(a) (b)
Figure 11.23: Observed 95% CL exclusion contours in the HVT parameter space (a) (gH , gf ) and (b) (gq, g`)
for resonances of mass 3.0 TeV, 4.0 TeV, and 5.0 TeV for the combination of V V , V H, and `ν/`` channels.
The areas outside the curves are excluded, as are the colored regions which show the EW precision limits.
Also shown are the parameters for models A and B. The right plot is obtained setting gH = −0.56 which is
the value corresponding to model A. The dip is cause by the minimum (best fit) not being at 0,0
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11.3.9 Summary of Combinations
The results of all the combinations are shown in Table 11.2. All exclusion limits behave as expected and no
excesses are observed in any category. As more channels are combined in, the exclusion limits increase as
expected.
HVT model A HVT model B Bulk RS
Channel Obs Exp Obs Exp Obs Exp
WW 2.9 3.1 3.6 3.5 1.7 1.9
WZ 3.6 3.6 3.9 3.9
ZZ 1.5 1.7
V V 3.7 3.7 4.0 3.9 2.3 2.2
WH 2.6 2.8 2.8 3.1
ZH 2.7 2.5 2.8 2.8




V V/V H 4.3 4.3 4.5 4.4
V V/V H/`ν/`` 5.5 5.3
Table 11.2: Observed and expected 95% C.L. lower limits on resonance mass (TeV) for benchmark models
in each of the combined searches, “Obs” and “Exp” stand for observed and expected, respectively.
The HVT results for model B are slightly higher in the bosonic combinations, since model B is more
strongly coupled to V and H. The most sensitive individual channels are the semileptonic channels `νjj
and ννjj. The strongest limits for model A come from the dilepton channels, which has much higher
fermion couplings. The two dilepton channels give higher exclusion limits than all 10 of the bosonic channels




This thesis documents extensive searches for Diboson Resonances which were performed using data collected
in 2012, 2015 and 2016 by the ATLAS detector at the LHC. Three benchmark models are tested: a model
predicting the existence of a new heavy scalar singlet, a simplified model predicting a heavy vector-boson
triplet, and a bulk Randall-Sundrum model with a heavy spin-2 graviton. No evidence of any resonance was
observed, and exclusion limits are set on σ(pp → V ′) and σ(pp → G∗) which are summarized in Table 12.1.
The 8 TeV limits were significantly stronger than the previous 7 TeV limits for the single `νjj channel.
This is due to the inclusion of more data, higher center of mass energy, and the method of splitting the data
into three orthogonal sets based off the cuts applied to the hadronic side of the decay. The splitting of an
analysis into large and small-R jets is a technique that is now applied to many analyses, and has become a
standard method at the LHC. All of the channels used in the 13 TeV Combination that look for jets used
some variation of this technique.
Signal 8 TeV 13 TeV 13 TeV
`νjj `νjj Combination
RS G∗ 760 GeV 1750 GeV 2300 GeV
HVT W ′ 1490 GeV 2800 GeV 5500 GeV
HVT Z ′ - 2750 GeV 5500 GeV
Table 12.1: Summary of observed exclusion limits set by all three analyses.
The `νjj channel is a particular strong channel in these combinations. It benefits from a high branching
fraction to the hadronic side, while also gaining the benefits of lepton triggers. Since there is only one
neutrino the MET can be used without any tricks needed to split it. It is also a useful channel for teaching
many of the techniques used in HEP analyses since all particle types (leptons, neutrinos, and quarks) are
present in the final state. These techniques can then be applied in future more complicated analyses, for
example diHiggs events HH → WWbb → `νjjbb.
The individual channels used in the 13 TeV Combination already have the best exclusion limits set by
individual analyses, and these are all combined to get the most stringent exclusion limits to date. For the first
time the combination included the dilepton channels which greatly improved the limits over the previous
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combination results that only considered the V V + V H decay channels. In the future, this combination
analysis could be further extended. A particularly promising prospect is the inclusion of channels with pairs
of light quarks (V ′ → jj) or top quarks(V ′ → tt̄). These channels more precisely probe the coupling of new
particles to quarks, which complement the sensitivity of the current channels.
In the HVT model, the couplings of new particles to quarks and leptons are free parameters. Individual
analyses only constrain a subset of these coupling parameters or have a limited sensitivity to them, but
together they lead to much stronger simultaneous constraints. The new combination also improves existing
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