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ABSTRACT 
In a free viewpoint video system, the scene is captured by a 
number of cameras and it would be desirable to optimize the 
configuration of cameras, such as their location or 
orientation, to improve the rendering quality. This paper 
introduces a mathematical representation of the multi­
camera geometry, called the correspondence field (CF), 
which can be used to quantify the suitability of a camera 
configuration for a given arrangement of objects in the 
scene. The correspondence field describes the spatial 
topology of the intersecting rays of cameras, arranged as a 
number of layers or surfaces in the field of view of cameras. 
The paper derives the topology of CF for certain camera 
arrangements and analyzes the impact of changes in camera 
location or orientation on this topology. It demonstrates that 
CF can be used to find the optimum camera configuration 
for a given objective. It also presents simulation results of 
this method using our light field simulator. 
Index Terms- light field acquisition, free viewpoint 
video, multi-camera systems, camera configuration 
1. INTRODUCTION 
A free viewpoint video (FVV) system aims to create 
arbitrary views of a scene from the known samples obtained 
by a number of cameras. The FVV system is comprised of 
three components: (i) the acquisition component, which is 
responsible for the sampling of the light field [1-2] using a 
given configuration of cameras; (ii) compression and 
transmission of the captured or processed light field; and 
(iii) the rendering of the unknown viewlray. This paper 
focuses on the optimization of the acquisition component. 
Theoretically, for perfect reconstruction of views under 
the assumption of a band-limited signal and linear 
interpolation of samples, the scene has to be sampled at the 
Nyquist density [3-5] . However, in most real-world 
scenarios, this high sampling density is not practical and, 
therefore, the rendering algorithm must deal with an under­
sampled signal during reconstruction. 
In [6] it is shown that by utilizing the concept of 
effective sampling density (ESD) [7], the trade-off between 
the depth information accuracy, the required number of 
cameras, and the desired rendering quality can be quantified. 
This trade-off is exploited to determine the minimum 
density of cameras required to capture the scene for a 
desired output quality objective. This result is derived for a 
regular camera grid, which is fixed in time. 
In a practical FVV system, the total number of cameras 
is likely to be fixed for the duration of acquisition. 
Nevertheless, it may be feasible to alter the configuration of 
cameras to some degree as a result of changes in the scene, 
such as movements of players during a football match. For 
example, the array of cameras could be mounted on robotic 
platforms or supporting rails with the ability to shift their 
position with some degree of freedom. Each camera may 
also possess the ability to pan or zoom in response to 
commands from the control algorithm. 
To our knowledge, all the existing research on light 
field acquisition, have assumed a fixed camera grid in time 
such as layered light field [8], surface light field [9] , scam 
light field [10] , pop-up light field [11], all-in-focused light 
field [12] and dynamic reparameterized light field [13] . 
To be able to optimize the camera configuration 
dynamically, a mathematical framework is needed to 
quantify the suitability of a given camera configuration for 
the scene. Multiple camera systems are often modeled by 
the epipolar geometry [14] . The current formulations of this 
geometry are commonly tailored to suit an image processing 
objective, such as correspondence matching for depth 
estimation at the individual pixel level. For our purpose, 
however, a more 'holistic' depiction of multi-camera 
geometry aimed at characterizing the spatial relationship 
between the arrangement of cameras and the objects in the 
scene is required. 
This paper introduces an alternative representation of 
multi-camera geometry, which is referred to as the 
correspondence field (CF) of cameras, f: 1Rl.3 --7 1Rl.3. This 
function associates a vector with every point of space that is 
an intersection point of rays from two or more cameras. 
These points are referred to as n-points, where n represents 
the number of cameras whose rays have intersected at this 
point. The vector field is the set of tangent vectors to the 
correspondence n-surface passing through these n-points. In 
essence, the judicious combination of n-points and their 
respective tangent vectors would define the n-surfaces. 
In practice, each camera pixel represents the average 
captured light intensity of a volume of space and therefore, 
the 'resolution' of function f is limited by the cameras. In 
addition, sometimes it is desirable to evaluate CF at a 
coarser resolution by aggregating a number of neighboring 
rays/pixels. 
The correspondence field of mUltiple cameras is only 
dependent on the camera configuration, and not the scene. 
In fact, given practical limits on the accuracy of camera re­
arrangements, the number of possible configurations may be 
finite. For example, the translational or rotational 
movements of cameras may be restricted to a certain range 
and accuracy due to hardware limitations. This ability to 
calculate the correspondence field of various camera 
configurations during a pre-processing stage would, 
therefore, provide a significant practical advantage. As the 
scene changes in time, the acquisition system can alter its 
camera arrangement, perhaps by evaluating the suitability of 
a number of pre-calculated configurations. 
The contributions of this paper are as follows: 
• It introduces the correspondence field function and 
illustrates the properties of this function using a number 
of possible camera configurations for two cameras. 
• It presents a mathematical framework for calculating 
the topology of CF for certain camera configurations. 
• It demonstrates how CF could be used to fmd the 
optimum camera configuration in response to changes 
in the scene and for a given objective. The simulation 
results of this method are also presented. 
The correspondence field provides other practical 
benefits in addition to camera configuration optimization. 
During the discussions in this paper some of these benefits 
will be alluded to, although their full exploration will have 
to be deferred to future publications. 
2. THE CORRESPONDENCE FIELD 
2. 1. Description and terminology 
A Figure 1 shows the intersection points of a number of rays 
associated with two cameras that are aimed at a scene. For 
the remainder of this paper, geometrically rectified and 
calibrated pinhole cameras are assumed (e.g. see [14-15]). 
The figure only shows the top view of a plane associated 
with one row of pixels and for clarity only a very small 
subset of rays (or aggregated rays when coarser resolution is 
desired) is shown. 
An intersection point of two rays is called a 2-Point and 
is shown as a red dot in the Figure. While it is called and 
shown as a point, it is understood that each pixel (or group 
thereot) captures the light from a contiguous volume of 
space. The size of this volume increases with distance from 
the camera plane resulting in a corresponding decrease in 
the resolution of CF, as expected. CF associates a vector 
with each 2-point. The direction of this vector is tangential 
to the 2-surface created by judiciously selecting a set of 
these 2-points. For example, these 2-points could be 
arranged as multiple layers associated with a given disparity 
with increasing distance from the camera plane. To 
emphasize again, given that each 2-point is a volume, each 
2-surface has thickness and the above surfaces resemble 
mUltiple layers of an onion. By moving away from the 
cameras, the surfaces become larger and thicker, signifying 
a reduction in the resolution of the system. 
Figure 1. 2-points and 2-surfaces associated with the 
correspondence field of two cameras 
When there are n cameras in the acquisition system, 
there may also be 3-points, 4-points, . . .  , and n-points in the 
CF, which are the intersection points of rays associated with 
3, 4, . . .  , n cameras respectively. This extension to more 
cameras is left for future publications. 
Spatial Extent of CF 
Figure 2. 2-surfaces and the Spatial Extent ofCF 
Figure 2 shows a number of 2-surfaces for a given 
configuration of two cameras. There are no 2-points or 
surfaces at depths closer than dnlln or larger than dmax• In 
addition, the surfaces are confmed within a region in the 
field of view of cameras. Let us refer to the volume of space 
that contains n-surfaces as the Spatial Extent (SE) of the 
correspondence field. Objects that lie outside the SE are 
essentially seen only by a single camera or not seen at all. 
By rearranging the cameras, it is possible to alter the 
configuration of 2-surfaces and the spatial extent as shown 
in Figure 3. 
I 
Rotation by a 
Figure 3. The impact of camera rotation on CF 
2.2. Derivation of CF topology 
Let us refer to the spatial location and arrangement of n­
points and n-surfaces in a CF as its topology. It is clear from 
the above descriptions that this topology is a function of 
configuration of cameras. In this section, a mathematical 
framework to find the topology for some camera 
arrangements is presented. 
Consider two cameras with their centers at locations al 
and a2 along the y axis both aiming towards the positive 
direction of x axis (Figure 2). Assume that the field of view 
of both is () and consider the plane associated with a row of 
2 tan (�) th M pixels. Let 8 = __ 2_. Then the equation of the i ray M-l 
of the fust camera can be written as y = al + bix where 
bi = tan G) - (i - 1)8 and i E {1,2, ... , M}. Similarly, the 
equation of the /h ray of the second camera could be written 
and the intersection point of the two rays, denoted by 
Pij == (Xij' Yij) can be derived as: 
_ al-a2 _ a,bj-a2bi . . ( ) Xi]' - -- , Yi]' - , L =f::. J, Xi]' � 0 1 brbi brbi 
The condition i =f::. j is for the intersection to take place 
(rays are not parallel) and xij � 0 signifies that only the 
intersection points in front of the cameras are relevant. The 
set of 2-points for this CF is therefore: 
1>2 = {Pij: i =f::. j; i,j = 1,2, ... M} (2) 
There can be many ways to arrange these 2-points into 
2-surfaces depending on the specific purpose that CF is 
being used. An intuitive arrangement of 2-surfaces used in 
this paper would be based on disparity. In other words, the 
furthest surface from the cameras will have a disparity of 
one pixel, the next one a disparity of two, and so on up to a 
disparity of M - 1 for the closest 2-surface. Let sm 
represent the mth 2-surface, then: 
sm = {Pi/ Ii -jl = m; m = 1,2, ... ,M - 1}, (3) 
and the set of 2-surfaces for this CF would be $2 = {sm} 
The spatial extent of Pij' that is, the volume of space 
that corresponds to this 2-point, is usually an important 
parameter signifying the coarseness of system resolution at 
this particular location. A useful measure of this would be 
the distance between the two adjacent 2-surfaces at this 
point. In this paper, the mean distance between a given 2-
point and its nearest 2-points on the adjacent 2-surface is 
used for this purpose. 
Let us denote the Euclidean distance between Pij and 
Pkl as d(ij, kl). Assume that Pij is on sm (i.e., Ii -jl = m) , 
and let wij be the desired measure of distance between this 
point and its nearest 2-points on sm+l' (Note that sm+l is 
closer to cameras than sm, as m represents disparity). Along 
the ;th ray, the 2-point Pi+l,j and along the /h ray, the 2-point 
Pi,j+l belong to sm+l' Then wij is defined as the mean 
Euclidean distance between Pij and these 2-points: 
" 
= d(
ij,(i+1)j)+d(ij,i(j+1)) 1 < I' - 'I < M - 1 (4) wl] - 2 , - L J 
When Pij is on the closest 2-surface to cameras, wij is 
defined as the distance to the camera plane, that is: 
wij == xij' provided Ii -jl = M - 1 (5) 
So far, the 2-surfaces have been characterized as a set 
of discrete 2-points, In many situations, including the 
optimization model of this paper, this may be sufficient. 
However, each 2-surface is in fact continuous and it may be 
desirable to obtain an approximate expression for this 
surface. One approach would be to calculate the tangent of 
this surface at each 2-point and use this tangent to obtain a 
fust order approximation of the curve between the two 
immediate 2-points. Let us consider 2-surface Sm and 
assume that point Pij is on this surface and i -j = m. The 
next 2-point on this surface would be Pi+l,j+l (or Pi-l,j-l)' 
Let U be a continuous variable within the interval [i, i + 1]. 
If the ray i from the fust camera sweeps this interval, bu 
would be the slopes of these rays covering the space 
between the two adjacent i and i + 1 rays. Likewise, bu+m 
would be the slopes of rays covering the interval U,j + 1] 
from the second camera. The surface between Pij and 
Pi+1.j+1 can then be characterized as a vector function using 
parameter U as follows: 
sm(u) = fx(u)i + fy(u)j, (6) 
Where we use the boldface notation to represent vector 
quantities, i and j denote unit vectors in x and y directions 
. () al -a2 d f, () a,bu+m-a2bu respectIvely, fx U = -b an y U = b -b ' �� u �m u 
and i :::; U :::; i + 1. 
The tangent to this curve at point Pij (u = i) will be: 
T(i) = Ix' (i)i + Iy' (i)j, (7) 
where differentiation is with respect to u. If the closed fonn 
expressions for the derivatives are not obtainable and the 
density of 2-points is sufficiently large, this tangent can be 
approximated by the secant vector between the two points: 
T(i) � sm (i + 1) - sm (i) (8) 
2.3. Changing the camera configuration 
The original position and orientation of cameras in the 
above model results in planar 2-surfaces as shown in Figure 
2, which is often used in stereo-matching studies. For this 
configuration, it is straightforward to calculate the depth of 
various 2-surfaces and the spatial extent of CF. It is also 
easy to show that the tangent to 2-surfaces at every point is 
vertical. In particular, denoting the distance between the two 
cameras by k == a1 - az, the depth of the mth surface would 
be dm = kjmo. Assuming that the motion of cameras is 
constrained along the y axis, then any translational 
movement would only alter k. This will maintain the planar 
topology but scale the depth of 2-surfaces accordingly 
because dm ex k. 
Rotation of cameras (pan), however, results in non­
planar 2-surfaces as depicted in Figure 3. Rotation of a 
camera around its axis modifies the slope of rays. For 
example, a clockwise rotation of camera 1 by a leads to: 
bf = tan(tan-1 bi - a) (9) 
This new slope has to be incorporated into expressions 
for the coordinates of Pij' for example, Xi)' = 
al-a� and brbi 
3. ADAPTATION OF THE CF TOPOLOGY 
The CF topology is an infonnative representation of a given 
camera configuration. Assume that some information about 
the extent of the scene and the size of the objects of interest 
were available. For example, in the case of capturing a 
football game, this information could be obtained using 
depth cameras or by processing a top view obtained by a 
roof camera. Then, the CF topology could be tailored to 
match the scene based on a desired objective. 
In this Section, an optimization problem is formulated 
to demonstrate the utility of CF for camera reconfiguration. 
3. 1. Problem formulation 
Let us assume that the number and depth of objects in the 
scene were known and the objective was to choose a camera 
configuration (that is, CF topology) which provides the 
maximum 'coverage' of the objects with the best possible 
resolution. This essentially means that the correspondence 
field is adapted so that most or all the objects are contained: 
• within the spatial extent of CF, to ensure that 
information from multiple cameras could be used to 
enhance the rendering quality and depth estimation; 
• within CF surfaces with minimal thickness to improve 
resolution and the sampling density. 
To fonnulate this problem, let us define the following: 
Decision variables: Assume there are H possible 
camera configurations and our aim is to choose one of these. 
Let Xh denote a binary decision variable as defined below: 
_ {1 if configuration h is selected Xh - 0 otherwise (10) 
Clearly, only a single configuration can be selected, 
hence: 
H 
I Xh = 1 (11) 
h=l 
Known parameters: For every possible 
configuration of cameras, it is possible to derive the 
topology of CF using the procedures outlined in the 
previous section. For a concrete example, let us consider 
only two cameras that are mounted on a straight rail and can 
be moved within a prescribed range and accuracy. Also, 
assume that cameras have some ability to change their 
orientation (pan). Using the relationships derived in the 
previous section, for each configuration, the set of 2-points 
and the associated width of layers (Pij and wij) can be 
computed. 
Assume there are B objects in the scene and the depth 
of these objects are known. It would then be possible to pre­
calculate the location of the nearest 2-point to each object 
for each configuration. Let us use a binary indicator function 
to represent the closest 2-point to object b for configuration 
h as follows: 
Lbh = f1 if Pij in config h is the closest point to object b 
!) to otherwise 
(12) 
It is also required to identify objects that are outside the 
spatial extent of CF. Let W be the maximum width of layers 
in the system, i.e., W = maxi,j wij . If the nearest point to 
the object is further away than cW, where c is a tolerance 
factor, then the object can be considered to be outside the 
spatial extent. This is signified by the following: 
Rbh = {1 if the distance to closest point> cW o otherwise 
(13) 
Objective function: The objective of the optimization 
would be to minimize z as defmed below subject to the 
constraint specified by (11): 
H M M B 
M· . .  " "  bh bh lntmlze z = L L L L xh (
Lij wij + R G) 
h=1 i=1 j=1 b=1 
(14) 
G is a sufficiently large number in Equation (14) to 
penalize objects being outside the spatial extent of CF. This 
problem is a variation of the knapsack problem. For 
moderate size of H, efficient algorithms exist to obtain the 
solution in reasonable time [16] . 
3.2. Extension to more cameras 
For the case of more than two cameras, it would be possible 
to extend the above formulation. For example, larger cost 
could be assigned to situations when the object is contained 
within 2-surfaces as opposed to 3-surfaces so that the 
optimization would favour placing objects within the range 
of more cameras. 
3.3. Selecting the resolution of CF for computation 
Although it is possible to derive the CF at the full resolution, 
i.e., calculating Pij for every camera pixel, much of the 
overall topology of CF could be estimated rather accurately 
even when CF is calculated at a coarser resolution. Further 
discussion on this topic is deferred to future publications. 
4. SIMULATION RESULTS 
The aforementioned optimization was implemented in a 
FVV simulator described in [17] . The 3D model of a chess 
board was selected to simulate a complex scene with many 
objects and the possibility of re-arrangements and 
occlusions. To assess the impact of changes in the scene, 
two arrangements of chess pieces was selected: (i) the 
starting position of the board, and (ii) a position where most 
pieces are gathered in one part of the scene. See Figures 4(a) 
and 5(a) on the last page. 
Two cameras with a field of view of 49° and resolution 
of 256x256 were asswned to be mounted on a fixed 
horizontal rail on the left hand side. The top and bottom 
cameras in the Figures could be positioned between (200, 
300) and (100, 200) ranges along the rails with the accuracy 
of one unit. Hence, each camera could assume 100 different 
locations. The initial positions of the two cameras were at 
300 and 100 respectively, each looking towards the positive 
x direction (i.e. rotation angle of 0°). Each camera could 
rotate ±20° with the accuracy of 1°. Consequently, the total 
number of configurations for this simulation is H = 
1.6 X 107. For each configuration, correspondence field of 
the cameras was calculated and the objective value z 
obtained based on Equation (14). 
Figures 4(b )-( c) and 5(b )-( c) show two configurations 
(initial and optimal) for each scene. In each Figure, a low 
resolution rendition of the correspondence field is shown 
over the outline of the scene. It is clear from these Figures 
that different arrangement of objects in the scene would 
require substantial changes to the camera configuration if 
the objective function (14) were deemed desirable. For 
example, the optimum configuration of cameras for scene 2 
occurs when the top camera is at position a1 = 295 and 
orientation +15°, and the second camera is at position 
az = 170 and +20°. For scene 1, the optimwn position and 
orientation of camera 1 is at a1 = 290 rotation +20° and 
for camera 2 at az = 110 rotation -15°. It is also evident 
that the optimum camera configurations result in a 
significant reduction in the objective value z. 
5. CONCLUSIONS AND FUTURE WORK 
The correspondence field of multiple cameras provides a 
useful mechanism to quantify the spatial relationship 
between the configuration of cameras and the scene. This 
paper demonstrated this utility for a simple scenario. Future 
extensions of this work include: 
• Obtaining CF for an arbitrary array of cameras; 
• Quantifying the impact of depth estimation error on the 
efficacy of camera configuration optimization and 
investigating the utility of CF for improving depth 
estimation accuracy; and 
• Quantifying the impact of errors in geometry 
rectification algorithms on the accuracy of CF 
estimation. 
It must be noted that the objective function developed 
in the optimization section of this paper, although intuitively 
reasonable, was for the purpose of illustrating the utility of 
CF. Development of a suitable objective that provides a 
positive impact on a desired metric (such as rendering 
quality or depth estimation accuracy) will also be deferred 
to future publications. 
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