In this paper we introduce new functional spaces which we call net spaces. Using their properties, necessary and sufficient conditions for the integral operators to be of strong or weak type are obtained. Estimates of the norm of the convolution operator in weighted Lebesgue spaces are presented.
Let 0 < p ≤ ∞ and 0 < q ≤ ∞. The Lorentz space L p,q ( , μ) is defined [7, Chap. 4] when q = ∞. We also define
In this paper we study the weak and strong (p, q)-boundedness of the following integral operator
in weighted Lebesgue and Lorentz spaces. Here the kernel K(x, y) is a ν ⊗ μ-measurable locally integrable function on D × . The boundedness of the Hardy-type transforms, the potential operators, the Laplace and Fourier transforms, and the Riemann-Liouville operators in the weighted spaces have been extensively studied, and in many cases the complete answers were presented as criteria in terms of weights (see the books [12, 16, 27] , and the earlier papers [1, 2, 5, 6, 14, 31] ).
In the general case, from the results by Kantorovič-Vulih and Dunford-Pettis [15, 23] , [24, Chap. 11 Necessary and sufficient conditions for T to be bounded from L p (D, ν) to L q ( , μ) can be obtained using the factorization technique [13, [18] [19] [20] [21] [22] . In particular, such results were given for 1 < q < p < ∞; 1 ≤ p ≤ ∞, q = 1; and p = ∞, 1 ≤ q ≤ ∞.
We also recall the results on the boundedness of the convolution-type operator in Lorentz spaces (Hölder-type inequalities): we refer to O'Neil [35] , Yap [39] , and Blozinski [9] . More specifically, the following Young-O'Neil inequality is known: 
f (t, M) :=f (t, M, μ) = sup 1 μ(e) e f (x)dμ ,
where the supremum is taken over all sets e ∈ M such that μ(e) > t, t ∈ (0, ∞). In the case of sup e∈M μ(e) = α < ∞ we setf (t, M) = 0 for t > α. We say that a μ-measurable function f belongs to the net space (M, μ) were first introduced in [32] in the case where μ is ndimensional Lebesgue measure, to study Hardy-Littlewood-type theorems on Fourier coefficients. Later, in [26, 33] , and [34] , such spaces were used in certain problems of harmonic analysis, in particular to establish summability properties of Fourier coefficients of functions from Lebesgue and Lorentz spaces, to prove Nikol'skiitype inequalities for trigonometric polynomials. Interpolation between anisotropic net spaces was investigated in [33] . Recently, the spaces of stochastic processes, similar to net spaces, have been studied in [3] .
As we mentioned in the introduction, the net spaces N p,q are a generalization of the Lorentz spaces L p,q , since N p,q (M * , μ) ≡ L p,q ( , μ) (see example 7 below). Also, for a certain net M, the space N p,∞ coincides with the Morrey space M λ 1 with λ = n(1 − 1/p) (see example 8) . One of the main differences between net spaces and other known function spaces is that the former depend on the distribution of the oscillation and singularities of functions (see Examples 2 and 4). Proof Items (1)- (4) follow from the definition of a net space and a similar argument which we use to prove corresponding properties for Lorentz spaces.
Properties

Example
(1) Let us consider two nets:
Then the following inequalities are true (for the proof see Example 4.1 in the next section):
wheref is the Fourier transform of f . This example shows that by choosing the appropriate nets, one can "catch" the quantity in which we are interested.
Indeed, if {t} is the fractional part of t, i.e.,
Therefore,
Thus, generally speaking, a net space is not a lattice [7, p. 6] . (M) . Therefore, the space N p,q (M, μ) depends on the distribution of the oscillation of functions. ( , μ) . This follows from the fact that
and Lemma 2.1 below. For the case of 0 < p, q ≤ ∞, see [17] . We also note that
Let n ∈ N, 0 ≤ λ ≤ n, and 1 ≤ r ≤ ∞. The Morrey spaces M λ r (R n ) were introduced in [30] and are defined as follows:
and B(x, ρ) denotes the open ball centered at x ∈ R n of radius ρ. M(x, ρ).
The proof is given below in Lemma 2.2.
We will need the following auxiliary results. 
For μ being the n-dimensional Lebesgue measure, this lemma was proved in [32] . In the general case the proof is similar.
Lemma 2.2 We have
Proof Let e ∈ M 2 . Then there exists a ball B ρ such that e ⊂ B ρ and |e| ≥ 
On the other hand, if
Thus, (2.2) also holds in this case. In the case where |e − | ≥ 1 2 |B ρ | the proof is similar.
Interpolation of Net Spaces
In this section we discuss the interpolation of net spaces using the real method of Peetre [7, Ch. 5] . If X 0 and X 1 are a pair of quasi-normed spaces which are continuously embedded in a linear Hausdorff space X, i.e., (X 0 , X 1 ) is a compatible couple, their K-functional is defined for any f ∈ X 0 + X 1 by
For each 0 < θ < 1, 0 < q ≤ ∞, the space X θ,q := (X 0 ; X 1 ) θ,q is the collection of all functions f ∈ X 0 + X 1 for which
is finite (with the usual adjustment on the right side of (3.1) when q = ∞). This is an interpolation space since it follows easily from the definition of the K-functional that each linear operator which is bounded on X 0 and X 1 is also bounded on X θ,q . We are interested in interpolation for a pair of net spaces.
We have
where 0 < θ < 1 and
and then denoting v(t) = t p 0 p 1
Further, taking the infimum over all f 0 and f 1 , such that f = f 0 + f 1 , we get
.
which finishes the proof. 
then we also have
where
Now we will present a sufficient condition on the net to prove the complete interpolation result
Theorem 3.2 Let M be any net in F such that for some 0 < r < ∞,
where the infimum is taken over all measurable functions φ satisfying |φ(x)| ≤ βf (γ τ ), and constants c, β, γ are independent of f and τ. Then (3.2) holds for
Proof Let us show that
Then, by the reiteration theorem (see, e.g., [8, Theorem 3.5.3]), (3.2) follows. Using (3.3), we estimate
Taking into account the monotonicity off (s), we get for τ = t r
Changing variables in the inner integral y → yt r and using Minkovskii's inequality, we have
Again, changing variables in the inner integral yt r → t,
and, therefore,
On the other hand, Theorem 3.1 gives the reverse embedding and (3.3) follows.
Let us give two examples of the net M satisfying condition (3.3). The first one is M ≡ M * = {e ∈ F : 0 < μ(e) < ∞}, and in this case Theorem 3.2 gives the wellknown interpolation of Lorentz spaces (see, e.g., [8, Theorem 5.3 
.1]).
Corollary 3.2 Let
, it is sufficient to verify condition (3.3) in Theorem 3.2 for r = 1, β = 4, and γ = 1/3. For a function f and any fixed τ > 0 let us define
tf (t; M)
and condition (3.3) holds.
Proof We are going to check condition (3.3). For a function f and any fixed τ > 0 we define a function φ 0 (x) as follows. Using a partition R = ∪ k∈Z I k , where
and hence,
sf (s).
that is, condition (3.3) is fulfilled for r = β = γ = 1. Theorem 3.2 completes the proof.
The Strong-Type and Weak-Type Boundedness of Integral Operators
Corollary 3.1 allows us to obtain the strong-type estimates using weak-type estimates. The next result gives the criterion for the integral operator to be a weak type or quasiweak type. First, we recall these definitions:
Clearly, if T is a (p, q) strong-type operator, then it is a (p, q) weak-type operator, and if T is a (p, q) weak-type operator, then it is a (p, q) quasi-weak-type operator (for 1 ≤ p).
Theorem 4.1 Let 1 < q ≤ ∞ and let M be any net from F. Suppose that X(D, ν) is a Banach space of measurable functions on D such that the space of compactly supported bounded functions is dense in X(D, ν). Let the integral operator
Tf (y) = D K(x, y)f (x)dν x (4.1) act from X(D, ν) into N q,∞ (M, μ).
Then the necessary and sufficient condition for T to be bounded from
where X * is the associate space of X, i.e.,
Moreover,
Proof Indeed, by the definition of the spaces N q,∞ (M, μ) and X * , we have 
Moreover, for 0 < r ≤ 1 we have
Proof We use the properties of net spaces and Theorem 4.1:
To prove the inverse estimate of T L p,r →L q,∞ , we take the test function
This completes the proof. 
This completes the proof.
Remark 4.1 We note that in the case of = R n and when μ = ν are n-dimensional Lebesgue measures, Corollaries 4.1 and 4.2 were obtained in [26] .
We also mention the following result from [12,
By Bukhvalov's theorem (see [11] ), the order continuous linear operator is an integral. Generally speaking, the reverse is not true. So in the case of q 1 = ∞, the results of Corollaries 4.1 and 4.2 supplement with estimates (1.2) and (4.3)-(4.4). 
Corollary 4.3 Let
for any (
. . , a n }.
Proof Note that for any point b of the set A 0 we can find points b 0 , b 1 ∈ ∂A \ {a 1 , . . . , a n } such that b = (1 − θ)b 0 + θb 1 for θ ∈ (0, 1). Then by Corollaries 4.1 and 4.2, condition (4.5) implies strong-type boundedness of the operator A at the point b. The necessity follows from the fact that the strong-type boundedness implies the weak-type boundedness. The proof is now complete.
In a similar way one proves the following 
we have
where Hf (x) is the following Hardy-type operator
We note that the right-hand side inequality in (4.6), which is a generalization of the Hausdorff-Young inequality, is well-known (see [37, Therefore, by Theorem 4.1, this implies for any p ∈ (1, ∞)
Let 1 < p < ∞. The last inequality implies for 1 < p 0 < p < p 1 < ∞ and Tf =f that,
∞ (M, μ) with the norm C(p 1 ).
By Corollary 3.1,
and hence
and the left-hand side inequality in (4.6) follows.
To prove the right-hand side inequality, assume that 1 < p < 2 and so 2 < p < ∞. Then, because of the fact that |χ ω (y)| ≤ |ω| and by Plancherel's theorem, we get sup
Hence for any p ∈ (1, 2) we write
The proof is now complete.
Example 4.2 Let 1 < p < 2 and 0 < q ≤ ∞. Then if |f (x)| ≤ C|Hf (x)|, then we have
Let 2 < p < ∞ and 0 < q ≤ ∞.
Then if |f (x)| ≤ C|Hf (x)|, then we also have (4.7).
If we assume a stronger condition like monotonicity or quasi-monotonicity 1 of f (x) and f (−x) (or off (x) andf (−x)) on R + , then (4.7) is true for p ∈ (1, ∞). The proof easily follows from the proof in Example 4.1, and duality arguments. See also the paper [4] by Boas, who conjectured (4.7) for monotone even/odd f . In this case Boas's conjecture was proved by Sagher (see [36] and [10] ) and for the general monotone 2 functions the related result was obtained in [28] . Now we present the main result in this section, which is the sufficient condition for an integral operator to be bounded in Lorentz spaces.
Now let e ∈ M 1 and w ∈ M 2 . Define the following function 
F (e, w) < ∞ if h = ∞, then the integral operator
Moreover, in the case of r = ∞ and θ = 1, the condition B < ∞ is also necessary. 
t) .
Then by the Hölder inequality with exponents h and h = ( 
we write 
Convolution Operator in Lebesgue Spaces
First, we study the (p, q) strong-type convolution operators. We will need the following lemma.
Lemma 5.1 Let f , g, and K be measurable functions on
Proof We use the Hardy inequality on rearrangements: 
Then the norm of the convolution operator
where |e| is the linear measure of e.
Moreover, if the kernel K(t) is non-negative, then
Proof Denote
In the last inequality we have used the fact that
Furthermore, we remark that h dx
Thus, Remark 4.2 implies the sufficient part. Let us prove the estimate of A from below. Suppose now that the operator A is bounded from
For any d > 0 we define the test functions:
Taking into account the arbitrary choice of d > 0, we get (5.2). The proof is now complete.
Now we introduce the following concept.
Definition A measurable function f (x) on R is said to be weak monotone if for any x ∈ R,
Note that if one of the nonnegative functions f (x) or f (−x) is monotone decreasing or, more generally, quasi-monotone on R + , then f (x) is a weak monotone. On the other hand, the following functions are not quasi-monotone, but weak monotone:
| sin x| |x| α , cos x |x| α , α ∈ (0, 1).
Corollary 5.1 Let us assume that all conditions of Theorem 5.1 hold and K is a nonnegative weak monotone function on R. Then the necessary and sufficient condition for the convolution operator Af to be bounded from
Proof Since K is a weak monotone, we obtain 
As applications of this result, we obtain the sharp increase rate for the norm of the Cesàro operator from L p (|x| γ ) into L q (|x| −β ) and a weighted version of the Nikol'skii inequality for trigonometric polynomials (see also [29] ).
Corollary 5.2 The Fejér kernel is defined as
F n (x) = 1 n n−1 k=0 D k (x) = 1 n n−1 k=0 k ν=−k e 2πiνx = 1 n sin 2 π(2n − 1)x sin 2 πx .
It is well-known that
F n (x) ≥ 0 and
The Cesàro sum of a 1-periodic function f is written by
and the n-th partial sum of the Fourier series of f is
Proof Note that
Indeed,
Therefore, (5.5) follows. Then Theorem 5.2 implies
Let us now show that
From the proof above we have
On the other hand, 
Therefore, the following is true: if 1 < p, q < ∞, 0 ≤ β < 1, and 0
Let us prove now the estimate for S n (f, x). We consider the following operator Hence, Theorem 5.2 implies
Thus, (5.3) and (5.4) are verified.
Convolution Operator in Lorentz Spaces
The following theorem provides sufficient conditions for the convolution operator to be bounded in weighted Lorentz spaces, in particular, in the weighted Lebesgue spaces. These conditions are written in terms of a kernel K, and we require that K belongs to certain net spaces. Sharpness is given below in Theorem 6.2. 
where M 1 = {e ⊂ : 0 < μ(e) < ∞} and
Proof By Theorem 4.2 it is sufficient to prove 
Further,
Thus I ≤ CB, which finishes the proof.
Remark 6.1 In this paper, we do not deal with the natural problem of studying convolution operators on net spaces. The main reason for that is the following. One first has to describe the associate spaces of the net spaces, i.e.,
This is an open problem to the best of our knowledge. The proof is now complete.
