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Resumen: La creciente demanda de sistemas que respondan de forma precisa y
escueta a las necesidades de informacion de los usuarios ha potenciado la aparicion
de un nuevo campo de investigacion: la Busqueda de Respuestas (BR). El objetivo
de la investigacion en este campo va mucho mas alla de la simple localizacion de
documentos relevantes realizadas por los ya tradicionales sistemas de Recuperacion
de Informacion (RI). Los sistemas de BR afrontan el problema de localizar, extraer y
presentar al usuario unica y exclusivamente aquella informacion que desea conocer,
evitando as la ardua tarea de recopilacion de informacion a traves de la lectura
de documentos relevantes. Este trabajo presenta las caractersticas basicas de un
sistema de BR y las lneas de investigacion actualmente abiertas en este campo.
Palabras clave: Busqueda de Respuestas, Recuperacion de Informacion, Procesa-
miento del Lenguaje Natural.
Abstract: The increasing demand of systems that respond in a precise way users
information needs has fostered a new investigation eld: Question Answering (QA).
The objective of this investigation goes beyond the retrieval of relevant documents
carried out by traditional Information Retrieval systems (IR). QA systems tackle
the problem of locating, extracting and presenting to the user just only the required
information avoiding, this way, the arduous task of reading relevant documents.
This work presents the main characteristics of a QA system as well as the currently
opened investigation lines.
Keywords: Question Answering, Information Retrieval, Natural Language Proces-
sing.
1 Los sistemas de busqueda de
respuestas
Se puede denir la busqueda de respuestas
(BR) como aquella tarea automatica realiza-
da por ordenadores que tiene como nalidad
la de encontrar respuestas concretas a nece-
sidades precisas y arbitrarias de informacion
formuladas por los usuarios. Los sistemas de
BR son especialmente utiles en situaciones en
las que el usuario nal necesita conocer un
dato muy especco y no dispone de tiempo
-o no necesita- leer toda la documentacion
referente al tema de la busqueda para solu-
cionar su problema. A modo de ejemplo, al-
gunas aplicaciones practicas podran ser las
siguientes:
 Sistemas de ayuda en lnea de software.
 Sistemas de consulta de procedimientos
y datos en grandes organizaciones.
 Interfaces de consulta de manuales
tecnicos.
 Sistemas de consulta de bases de datos
textuales de todo tipo (nancieras, lega-
les, de noticias, . . . ).
Los sistemas de BR actualmente operacio-
nales, afrontan la tarea desde la perspecti-
va de un usuario que realiza preguntas sim-
ples que requieren un hecho, situacion o da-
to concreto como contestacion. Estos sis-
temas utilizan como fuente de informacion
una base de datos textual compuesta por
documentos escritos en un unico lenguaje.
El tipo de conocimiento utilizado en estos
sistemas corresponde suele de bajo nivel si
bien, algunos sistemas emplean bases de da-
tos lexico-semanticas (principalmente Word-
Net) o algun tipo particular de ontologa co-
mo SENSUS (Hovy et al., 2000) o Mikrokos-
mos (Odgen et al., 1999).
1.1 Arquitectura Basica de un
sistema de BR
El analisis de algunas de las aproximacio-
nes actuales mas relevantes (Moldovan et al.,
2002; Soubbotin y Soubbotin, 2002; Yang y
Chua, 2002; Magnini et al., 2002) permite
identicar los componentes principales de un
sistema de BR:
1. Analisis de la pregunta.
2. Seleccion de documentos o pasajes.
3. Extraccion de respuestas.
Estos componentes se relacionan entre s
procesando preguntas y documentos en dife-
rentes niveles hasta obtener la respuesta. La
gura 1 muestra gracamente la secuencia de
ejecucion de estos procesos.
Las preguntas formuladas al sistema son
procesadas inicialmente por el modulo de
analisis de la pregunta. Este proceso reali-
za dos tareas principales: Detectar el tipo
de informacion que la pregunta espera como
respuesta (una fecha, una cantidad, etc.) y
seleccionar aquellos elementos de la pregunta
que van a permitir la localizacion de los docu-
mentos susceptibles de contener la respuesta.
Este proceso es de vital importancia puesto
que de la calidad de la informacion extrada
en este analisis dependera en gran medida el
rendimiento de los restantes modulos y por
ende, el rendimiento del sistema.
Una parte de la informacion resultado del
analisis de la pregunta es utilizado por el
modulo de recuperacion de documentos o pa-
sajes para realizar una primera seleccion de
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Figura 1: Arquitectura basica de un sis-
tema de BR
textos. Dado el gran volumen de documen-
tos a tratar por estos sistemas y las limitacio-
nes de tiempo de respuesta con las que traba-
jan, esta tarea se realiza empleando sistemas
de recuperacion de informacion, generalmen-
te orientada a la deteccion de extractos de
texto mas reducidos que el documento com-
pleto (RP). El resultado obtenido es un sub-
conjunto muy reducido de la base de datos
documental sobre el que se afrontara la ex-
traccion de la respuesta.
Finalmente, el modulo de extraccion de
respuestas se encarga de realizar un analisis
mas detallado del subconjunto de textos rele-
vantes resultado del proceso anterior, con la
nalidad de localizar y extraer la respuesta
buscada.
Las primeras investigaciones en este cam-
po utilizaron, como base de desarrollo, la
aplicacion de tecnicas de RI adecuadas al pro-
ceso de BR (Cormack et al., 1999; Fuller et
al., 1999; Allan et al., 2000). Sin embargo,
estas aproximaciones presentaron un pobre
rendimiento en tareas en las que se requera
una respuesta escueta y precisa como contes-
tacion a la pregunta.
Inmediatamente se empezo a experimen-
tar con la aplicacion de tecnicas de tecnicas
de PLN cada vez mas complejas que permi-
tiesen, sobre todo, mejorar la precision de
los sistemas a la hora de localizar y extraer
la respuestas exacta buscada. Se emplearon
todo tipo de herramientas. Desde etiqueta-
dores lexicos, lematizadores y etiquetadores
de entidades, pasando por herramientas de
nivel sintactico (analizadores sintacticos par-
ciales y completos), hasta llegar a complejas
tecnicas de analisis semantico y contextual.
Este proceso se desarrollo de forma vertigi-
nosa en el periodo 2000-2001.
Algunas de estas tecnicas demostraron so-
bradamente su efectividad. Sobre todo, aque-
llas que realizan tareas encuadradas en los
primeros niveles del analisis del lenguaje na-
tural como son el analisis lexico y sintactico.
Sin embargo, los resultados obtenidos al apli-
car tecnicas de mayor complejidad fueron
contradictorios. Aunque son varios los siste-
mas que aplican tecnicas enmarcadas en estos
niveles, solo el trabajo descrito en (Moldovan
et al., 2002) consigue un nivel de satisfaccion
que justica el esfuerzo empleado en su apli-
cacion.
Estas diferencias de resultados provoca-
ron un intenso debate en torno a la aplica-
cion eciente de tecnicas de PLN a los sis-
temas de BR. De hecho, aunque la comuni-
dad cientca estaba de acuerdo en la conve-
niencia de su aplicacion, tambien asuma que
la mejora del rendimiento del sistema no de-
penda directamente de la complejidad de las
herramientas empleadas, sino de su correc-
ta aplicacion e integracion. En consecuencia,
los ultimos a~nos hemos asistido a un cam-
bio de tendencia orientada a la aplicacion de
tecnicas superciales de PLN en detrimento
del uso de tecnicas mas complejas (Soubbo-
tin y Soubbotin, 2002; Hermjacob, Echihabi,
y Marcu, 2002; Magnini et al., 2002; Yang y
Chua, 2002).
2 Taxonoma de los sistemas de
BR
En la literatura actual, solo podemos contar
con dos propuestas de clasicacion de los sis-
temas de BR (Moldovan et al., 1999; Vicedo,
2003).
La taxonoma presentada en (Moldovan et
al., 1999) propone una clasicacion de los sis-
temas de BR desde una perspectiva muy ge-
neral. Esta clasicacion permitira situar el
estado actual del arte dentro de las perspec-
tivas generales de los sistemas de BR pero
imposibilita establecer una correcta diferen-
ciacion de aproximaciones.
Por otra parte, el trabajo desarrollado en
(Vicedo, 2003) propone una clasicacion en
base al nivel de analisis del lenguaje natural
que estos sistemas emplean. Dado que esta
taxonoma facilita una descripcion mas deta-
llada de las diferentes propuestas existentes,
a continuacion resumiremos sus principales
caractersticas.
2.0.1 Segun el nivel de analisis del
lenguaje empleado.
Con el objetivo de poder analizar las diferen-
tes soluciones existentes, En (Vicedo, 2003)
se propone su clasicacion en funcion del ni-
vel de analisis del lenguaje que utilizan. Las
clases propuestas son las siguientes:
 Clase 0. Sistemas que no utilizan
tecnicas de PLN.
 Clase 1. Sistemas que emplean tecnicas
de analisis supercial.
 Clase 2. Sistemas que utilizan tecnicas
de analisis profundo.
Esta clasicacion asume que las carac-
tersticas enmarcadas en una clase inferior
estan incluidas en las de clases superiores. A
continuacion se describen las caractersticas
principales de cada una de las clases. Se pre-
sentan las aproximaciones mas relevantes y se
destacan las diferencias basicas que caracteri-
zan las propuestas enmarcadas en una misma
clase.
Clase 0. Sistemas que no utilizan
tecnicas de PLN.
Estos sistemas emplean tecnicas de RI
adaptadas a la tarea de BR. La forma ge-
neral de actuacion de estos sistemas se basa
en la recuperacion de extractos de texto rela-
tivamente peque~nos con la suposicion de que
dichos extractos contendran la respuesta es-
perada.
Generalmente, el analisis de la pregunta
consiste en seleccionar aquellos terminos de la
pregunta que deben aparecer cerca de la res-
puesta. Para ello, se eliminan las palabras de
parada y se seleccionan aquellos terminos con
mayor \valor discriminatorio" (palabras cla-
ve). Estos terminos se utilizan para recuperar
directamente fragmentos relevantes de texto
que se presentan directamente como respues-
tas (Cormack et al., 1999) o bien, para recu-
perar documentos que posteriormente seran
analizados. Este analisis consiste en dividir
el texto relevante en ventanas de un tama~no
inferior o igual a la longitud maxima permi-
tida como cadena respuesta. Cada una de es-
tas ventanas se valora en funcion de determi-
nadas heursticas para nalmente presentar
como respuestas aquellas ventanas que con-
siguen la mejor puntuacion. Esta valoracion
suele tener en cuenta aspectos como el valor
de discriminacion de las palabras clave conte-
nidas en la ventana, el orden de aparicion de
dichas palabras en comparacion con el orden
establecido en la pregunta, la distancia a la
ventana de aquellas palabras clave que no se
aparecen en la ventana, etc. El rendimiento
alcanzado por este tipo de sistemas es relati-
vamente bueno cuando la longitud permitida
como respuesta es grande (250 caracteres o
mas), sin embargo, decrece mucho cuando se
requiere una respuesta corta y precisa.
Ademas del sistema de la universidad de
Waterloo, citado previamente, se pueden in-
cluir en este grupo los sistemas utilizados por
la universidad de Massachusetts (Allan et al.,
2000) y los laboratorios RMIT/CSIRO (Fu-
ller et al., 1999).
Clase 1. Sistemas que emplean
tecnicas de analisis supercial.
En esta clase se enmarcan la mayora de
las aproximaciones existentes. Estos sistemas
se caracterizan, en primer lugar, por la reali-
zacion de un analisis detallado de la pregunta
que permite extraer y representar aquella in-
formacion que sera de utilidad en las sucesi-
vas fases del proceso. De forma general, este
proceso permite obtener la siguiente informa-
cion:
1. El tipo de entidad que cada pregunta es-
pera como respuesta (una fecha, el nom-
bre de una persona, etc).
2. Restricciones y caractersticas adiciona-
les relacionadas con el tipo de respuesta
esperada:
- Terminos de la pregunta que permi-
ten la recuperacion de aquellos ex-
tractos de texto susceptibles de con-
tener la respuesta.
- Relaciones sintacticas y/o
semanticas que deben aparecer
entre las entidades de la pregunta y
la respuesta a localizar.
La obtencion del tipo de respuesta requie-
re que estas entidades esten organizadas en
clases semanticas como por ejemplo, \perso-
na", \organizacion", \tiempo", \lugar", etc.
La identicacion del tipo de respuesta espe-
rada se suele afrontar mediante el analisis
de los terminos interrogativos de la pregun-
ta (terminos wh). Por ejemplo, el termino
\where" indica que la pregunta esta buscan-
do como respuesta una expresion de lugar.
Sin embargo, en otros casos, se necesita del
analisis de algunas estructuras sintacticas de
la pregunta para obtener la clase semantica
de la respuesta. En el caso de la pregunta
\Which is the largest city . . . ?" es el termino
\city" -nucleo del sintagma nominal \largest
city"- el que indica el tipo de respuesta espe-
rado, en este caso, el nombre de una ciudad.
La realizacion de este tipo de analisis sue-
le requerir el uso de etiquetadores lexicos y
analizadores sintacticos o bien, la aplicacion
de patrones lexico-sintacticos.
Del analisis de la pregunta se deriva
ademas, aquella informacion que permite la
generacion de las consultas que, procesadas
por un sistema de RI, facilitan la seleccion
de los extractos de texto de la coleccion docu-
mental susceptibles de contener la respuesta.
La obtencion de estas consultas sigue actual-
mente dos tendencias diferenciadas:
1. La seleccion de palabras clave (key-
words).
2. La generacion de patrones de respuesta.
La seleccion de palabras clave consiste en
seleccionar aquellos terminos de la pregunta
cuya aparicion en un texto es de por s indi-
cativa de la posibilidad de existencia en sus
alrededores de la respuesta buscada. Para la
pregunta \>Que pas limita al norte con Es-
pa~na?" el conjunto de palabras clave estara
formado por los terminos \limita", \norte" y
\Espa~na".
Por otra parte, el proceso de generacion
de patrones de respuesta es bastante mas ela-
borado. En este caso las consultas estaran
formadas por una o varias combinaciones de
los terminos de la pregunta en forma de ex-
presiones en las que podra encontrarse la
respuesta. Posibles consultas derivadas del
ejemplo anterior seran las siguientes: \X li-
mita al norte con Espa~na", \X, pas que limi-
ta al norte con Espa~na", \La frontera norte
de Espa~na es X", etc. donde X es una re-
ferencia a la respuesta a encontrar. En este
caso, el sistema de RI se empleara en loca-
lizar extractos de texto que contengan posi-
bles expresiones de respuesta asociadas a ca-
da tipo de pregunta (Hermjacob, Echihabi, y
Marcu, 2002; Soubbotin y Soubbotin, 2002).
Ambas estrategias no son excluyentes entre
s, existiendo sistemas que combinan ambas
aproximaciones (Lin et al., 2002a).
Por lo que respecta al proceso nal de ex-
traccion de la respuesta, se suelen emplear
tecnicas de RI o bien, patrones de respuesta
en combinacion con el uso de clasicadores de
entidades. Estas herramientas permiten loca-
lizar aquellas entidades cuya clase semantica
corresponde con aquella que la pregunta es-
pera como respuesta. De esta forma, el siste-
ma extraera la respuesta de aquellos extrac-
tos de texto que contienen alguna entidad del
tipo semantico requerido, de forma combina-
da con la aparicion de terminos clave en sus
cercanas y/o la validacion de patrones de res-
puesta. Finalmente, el sistema ha de elegir de
entre las entidades que pueden ser respuesta
a la pregunta. Este proceso se lleva a cabo
mediante la aplicacion de medidas que per-
mitan valorar de alguna forma el grado de
\correccion" de cada posible respuesta. Es-
ta valoracion se suele realizar aplicando fun-
ciones que miden por una parte, el grado de
cumplimiento de aquellas caractersticas que
tiene en cuenta el sistema en el proceso de
busqueda de la respuesta (cercana de pala-
bras clave en el texto, abilidad de los patro-
nes validados, etc.) y por otra, circunstancias
generalmente relacionadas con la redundan-
cia de aparicion de cada respuesta posible en
diferentes documentos.
De entre los sistemas que emplean patro-
nes como base para la tarea de BR pode-
mos destacar el sistema dise~nado por Insigt-
hSoft (Soubbotin y Soubbotin, 2002). La ba-
se de esta aproximacion reside en la identi-
cacion y construccion de una serie de pa-
trones indicativos (indicative patterns) que
dependen del tipo de pregunta a tratar y cu-
ya validacion esta relacionada con la posibi-
lidad de encontrar la respuesta correcta. Un
patron indicativo se dene como una secuen-
cia o combinacion determinada de caracte-
res, signos de puntuacion, espacios, dgitos
o palabras. Estos patrones se obtienen de
forma totalmente manual mediante el estu-
dio de expresiones que son respuestas a de-
terminados tipos de preguntas. Por ejem-
plo, la cadena \Mozart (1756-1791)" contie-
ne la respuesta a preguntas relacionadas con
los a~nos en que Mozart nacio y fallecio. A
partir de esta observacion, se puede cons-
truir el siguiente patron: \[palabra con 1
a
le-
tra en mayusculas; parentesis; cuatro dgitos;
guion; cuatro dgitos; parentesis]". Dicho
patron permite detectar respuestas a pregun-
tas acerca del periodo de existencia de una
persona. A cada uno de estos patrones se le
asigna un valor de forma que el sistema pueda
elegir entre varias posibles respuestas a una
pregunta en funcion del grado de abilidad
de cada patron con respecto a la pregunta.
Estas aproximaciones son las que mayor
seguimiento estan teniendo actualmente y su
principal diferencia estriba en la forma de ob-
tencion de los patrones de respuesta (tambien
llamados reformulaciones de la pregunta) con
respecto a la tipologa de preguntas que cada
sistema emplea: (1) manual, segun se ha vis-
to en (Soubbotin y Soubbotin, 2002), o me-
diante el dise~no de gramaticas de transforma-
cion (C. Kwok, 2001); (2) intensiva, mediante
la generacion de todas las posibles reformula-
ciones de la pregunta (Brill et al., 2001); (3)
automatica, empleando algoritmos de apren-
dizaje (Ravichandran y Hovy, 2002) o bien,
(4) de forma semiautomatica combinando el
uso de tecnicas de aprendizaje con la revision
manual de resultados (Hermjacob, Echihabi,
y Marcu, 2002).
Cabe destacar algunas aproximaciones in-
teresantes de entre aquellos sistemas que no
emplean estructuras de respuesta. El siste-
ma utilizado por IBM (Chu-Carroll et al.,
2002) basa su aproximacion en el concepto
de anotacion predictiva. Este sistema utiliza
un etiquetador de entidades para anotar en
todos los documentos de la coleccion, la clase
semantica de aquellas entidades que detecta.
Dicha clase semantica se indexa junto con el
resto de terminos de los documentos facili-
tando as, la recuperacion preliminar de los
extractos de documentos que contienen en-
tidades cuya clase semantica coincide con la
esperada como respuesta.
Otras aproximaciones incluidas en este
grupo realizan un uso mas intensivo de la in-
formacion sintactica. Estos sistemas tienen
en cuenta la similitud entre las estructuras
sintacticas de las preguntas y posibles res-
puestas como factor importante en el proceso
de extraccion de la respuesta nal (Lee et al.,
2001; Oard et al., 1999).
Por otra parte, algunos sistemas como los
de IBM (Ittycheriah y Roukos, 2002) y BBN
(Xu et al., 2002) se caracterizan principal-
mente por la aplicacion de tecnicas de apren-
dizaje, basadas en modelos de maxima en-
tropa, a los procesos de analisis de la pre-
gunta y de extraccion nal de la respuesta.
En ambos casos, estas tecnicas se aplican en
un modulo cuya nalidad consiste en validar
la correccion de las respuestas suministradas
por el sistema mediante la estimacion de la
probabilidad de que una respuesta sea correc-
ta.
Finalmente cabe destacar la creciente can-
tidad de sistemas que emplean la densidad de
informacion existente en la Web como fuente
de informacion a~nadida en el proceso de BR.
Estos sistemas suelen emplear Internet para
realizar un proceso paralelo de busqueda que
permite recopilar informacion para expandir
la pregunta original (Yang y Chua, 2002; At-
tardi et al., 2002) o bien, obtener datos de
redundancia de posibles respuestas que per-
mitan validar las repuestas obtenidas a par-
tir de la coleccion de documentos del siste-
ma (Clarke et al., 2002; Magnini et al., 2002;
Chu-Carroll et al., 2002). Esta tendencia va
en aumento ya que los experimentos realiza-
dos hasta la fecha han permitido mejorar de
forma notable el rendimiento de aquellos sis-
temas que los emplean.
Clase 2. Sistemas que utilizan
tecnicas de analisis profundo.
El uso de tecnicas complejas de PLN en
tareas de BR es escaso debido fundamen-
talmente a las dicultades intrnsecas de la
representacion del conocimiento. De hecho,
solo un grupo reducido de sistemas apli-
can herramientas que realizan este tipo de
analisis.
Estas tecnicas se aplican en los procesos de
analisis de la pregunta y de extraccion nal
de la respuesta. De forma general, estos siste-
mas obtienen la representacion semantica de
la pregunta y de aquellas sentencias que son
relevantes a dicha pregunta. La extraccion
de la respuesta se realiza mediante procesos
de comparacion y/o unicacion entre las re-
presentaciones de la pregunta y las frases re-
levantes.
Los sistemas de la universidad de Pisa (At-
tardi et al., 2002) y CLR (Litkowski, 2002)
utilizan el concepto de tripletas semanticas
para representar dicha informacion. Una tri-
pleta semantica esta formada por una entidad
del discurso, el rol semantico que dicha enti-
dad desempe~na y el termino con el que dicha
entidad mantiene la relacion. Con esta nota-
cion se representan las preguntas y las frases
que contienen respuestas del tipo esperado
para proceder a la extraccion de la respuesta
comparando y puntuando el nivel de relacion
existente entre las estructuras semanticas ob-
tenidas en preguntas y frases objetivo.
Aunque son escasos, otros sistemas pro-
fundizan aun mas en el analisis del LN me-
diante la aplicacion de tecnicas de analisis
contextual. Estos sistemas incorporan cono-
cimiento general del mundo asociado a meca-
nismos inferenciales que facilitan el proceso
de extraccion de respuestas.
El sistema de la Universidad de SheÆeld
(Greenwood, Roberts, y Gaizauskas, 2002)
utiliza formulas logicas (FLs) para represen-
tar las preguntas y los pasajes candidatos a
contener la respuesta y los incorpora en un
modelo de discurso. El modelo de discurso es
una especializacion de una red semantica que
codica el conocimiento general del mundo
y que se enriquece con el conocimiento es-
pecco codicado en las FLs de la pregunta
y los pasajes candidatos. Una vez que se ha
generado el modelo de discurso para una pre-
gunta, se aplican sistemas de resolucion de
correferencias para integrar en una, todas las
referencias que aparecen en el modelo a una
misma entidad. A pesar de la complejidad
de esta aproximacion, el sistema no utiliza
ningun tipo de inferencia y por tanto, la selec-
cion de la respuesta nal se realiza mediante
la aplicacion de sistemas de puntuacion que
valoran principalmente la redundancia obser-
vada en cada una de las respuestas posibles.
Por otra parte, cabe destacar que el siste-
ma de LCC (Moldovan et al., 2002) es el que
mejor rendimiento obtiene de la aplicacion de
tecnicas de analisis semantico y contextual en
el proceso de extraccion nal de la respues-
ta. Para ello, tanto las preguntas como las
frases susceptibles de contener la respuesta
son representadas mediante formulas logicas
a las que se aplica un proceso de unicacion
que permite detectar aquellas las respuestas
posibles a la pregunta. Posteriormente, a es-
tas respuestas se a~naden un conjunto de axio-
mas que representan el conocimiento general
del mundo (obtenidos de WordNet) junto con
otros derivados de la aplicacion de tecnicas
de resolucion de correferencias. Toda esta in-
formacion se utiliza para determinar la co-
rreccion de dichas respuestas a traves de un
sistema de inferencia abductiva.
Como ejemplo de las tecnicas de busqueda
de la respuesta que hemos descrito presenta-
mos brevemente a continuacion dos sistemas
que han sido desarrollados por los autores.
Se trata del sistema desarrollado por la Uni-
versidad de Alicante, con el que ha partici-
pado en las ultimas competiciones TREC y
CLEF y del sistema desarrollado por el grupo
de la Universitat de Girona y la Universitat
Politecnica de Catalunya.
3 El Sistema de la Universidad
de Alicante (SEMQA)
Presentamos a continuacion el sistema de
busqueda de respuestas (SEMQA) desarro-
llado en el ambito del Grupo de investigacion
en Procesamiento del Lenguaje y Sistemas de
Informacion (GPLSI) de la Universidad de
Alicante.
SEMQA esta compuesto por cua-
tro modulos cuya arquitectura se ajusta
basicamente a la previamente descrita en
la seccion 1.1 de este documento: analisis
de la pregunta, recuperacion de documen-
tos, seleccion de parrafos y extraccion de
respuestas.
La caracterstica principal de este sistema
reside en la denicion de un modelo general
semantico para representar los conceptos re-
ferenciados en las preguntas y los documentos
con los que un sistema de BR ha de enfren-
tarse. Este modelo afronta el proceso de BR
mediante la denicion y uso del \concepto"
como elemento que integra las diferentes for-
mas de expresion de una idea. Este modelo
permite aglutinar en un todo la informacion
lexica, sintactica y semantica relacionada con
la idea a representar superando as, las limi-
taciones impuestas por los modelos basados
en terminos clave.
Este sistema aplica diversas herramien-
tas de PLN en procesos relacionados con
el analisis de las preguntas y los documen-
tos. Se emplean herramientas de etiqueta-
do lexico (Tree-Tagger (Schmid, 1994)), de
analisis sintactico parcial (Slot Unication
Parser for Anaphora Resolution, (Ferrandez,
Palomar, y Moreno, 1999)) y de resolucion
automatica de la anafora pronominal. Por
otra parte, el sistema hace un uso intensivo
de WordNet
1
, principalmente explotando sus
relaciones de sinonimia, hiponimia e hipero-
nimia.
A continuacion, se introducens las princi-
pales caractersticas de cada componente del
sistema.
1
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3.1 El analisis de las preguntas
El analisis de la pregunta esta orientado a
detectar y extraer aquella informacion de la
misma que permita realizar la BR. Este pro-
ceso extrae la siguiente informacion:
1. Conjunto de palabras clave de la pregun-
ta (keywords) que sirven de entrada al
modulo de recuperacion de documentos
y cuya nalidad es la de reducir la ba-
se de datos documental a un conjunto
muy peque~no de documentos sobre los
que actuan los restantes modulos del sis-
tema.
2. Informacion que permite la seleccion -
na de extractos reducidos de texto en
los que puede encontrarse la respuesta.
Esta informacion se representa median-
te una estructura denominada contexto
de la pregunta (CP) que conforma la re-
presentacion semantica de los conceptos
referidos en la pregunta y que deben de
aparecer en las cercanas de la respuesta
buscada. Esta estructura esta formada
por el conjunto de conceptos expresados
en las preguntas asociados a su respecti-
va representacion semantica (diferentes
formas en las que se puede expresar ca-
da uno de estos conceptos). La gura
2 muestra un ejemplo de obtencion del
contexto de una pregunta.
3. Informacion acerca de las caractersticas
de la respuesta esperada. SEMQA repre-
senta esta informacion mediante el con-
texto de la respuesta esperada (CRE).
Esta estructura incluye aquella informa-
cion extrada de la pregunta que aglutina
las caractersticas semanticas que ha de
tener la respuesta buscada (ej. un lugar,
una fecha, etc.). El CRE se representa
mediante estructuras vectoriales ponde-
radas que miden la relacion existente en-
tre los Top Concepts de WordNet y las
caractersticas de la respuesta esperada.
De esta forma, el sistema no esta limita-
do a una clasicacion ja de tipos de res-
puesta sino que esta emplea la estructura
jerarquica de WordNet en su conjunto.
3.2 Recuperacion de documentos
Partiendo del conjunto de palabras clave de-
tectadas en el proceso de analisis de la pre-
gunta, el sistema selecciona un conjunto de
textos relevantes en dos fases:
 What is the company that 
 manufactures the American Girl doll collection? 
(no hay 
modificadores) 
Concepto 1: 
manufactures 
Concepto 2: 
American Girl doll collection 
manufacture 
invent 
make 
create 
…. 
American 
Girl 
doll 
dolly 
toy 
plaything 
….. 
collection 
aggregation 
accumulation 
group 
compendium
….. 
 
CSM CSN CSM CSN 
Figura 2: Ejemplo de contexto de una pre-
gunta (CP)
1. Se utiliza un sistema de recuperacion
vectorial standard para recuperar de la
totalidad de la base de datos textual los
1.000 documentos mas relevantes a la
pregunta.
2. El sistema IR-n (Llopis, Vicedo, y
Ferrandez, 2002) procesa estos 1.000 do-
cumentos para extraer y seleccionar de
entre ellos, aquellas zonas de los docu-
mentos recuperados que son realmente
relevantes a la pregunta (pasajes).
En concreto, este proceso devuelve 200 pa-
sajes cuya longitud maxima es de 15 frases.
De esta forma se consigue reducir en gran me-
dida la cantidad de texto sobre el que se apli-
caran tecnicas de PLN.
3.3 Seleccion de parrafos
El proceso de seleccion de parrafos relevantes
profundiza aun mas en la reduccion de la can-
tidad de texto que la fase nal de extraccion
de las respuestas ha de procesar. A partir
del conjunto de 200 pasajes relevantes dispo-
nibles, este proceso se encarga de seleccionar
extractos de textos mas reducidos (parrafos)
mediante un proceso de busqueda y ponde-
racion de las representaciones semanticas de
los conceptos expresados en la pregunta. Pa-
ra ello, SEMQA no utiliza los terminos clave
sino el contexto de la pregunta (CP) denido
anteriormente. La relevancia de cada parrafo
se calcula en funcion de una medida de simili-
tud que compara la representacion semantica
de los conceptos encontrados en los pasajes
relevantes con el contexto de la pregunta.
Como resultado de este proceso, SEMQA
selecciona los 100 parrafos mas relevantes a la
pregunta donde cada parrafo esta compuesto
por un maximo de tres frases. Este conjunto
de parrafos sirven de entrada al ultimo pro-
ceso del sistema cuya labor es la de detectar
y extraer las respuestas.
3.4 La extraccion de las respuestas
Este proceso analiza los parrafos relevantes,
resultado del proceso anterior, con la nali-
dad de localizar aquellos extractos reducidos
de texto considerados respuesta a la pregun-
ta. SEMQA realiza la extraccion de las res-
puestas en varias etapas:
1. Deteccion de respuestas posibles. Cada
parrafo relevante se revisa con la inten-
cion de seleccionar aquellas estructuras
sintacticas que pueden ser respuesta a la
pregunta. Este proceso se desarrolla me-
diante la deteccion de conceptos cuyas
caractersticas semanticas son similares
a las de la respuesta esperada (contexto
de la respuesta). En el caso de preguntas
que esperan una denicion, explicacion
o razon como respuesta, este proceso se
aborda mediante la validacion de patro-
nes sintacticos.
2. Valoracion de respuestas posibles. Cada
una de las respuestas posibles detecta-
das en los parrafos relevantes se puntuan
con la intencion de valorar su probabili-
dad de ser una respuesta correcta. Es-
ta medida depende tanto de la valora-
cion obtenida por el parrafo en el pro-
ceso anterior como de la compatibilidad
semantica de la respuesta candidata o,
en su caso, del grado de abilidad de los
patrones validados en su deteccion.
3. Seleccion y presentacion de respuestas.
Las respuestas candidatas se ordenan en
funcion del valor obtenido en el paso an-
terior y se seleccionan las mejor puntua-
das para su presentacion.
Si bien se han presentado unicamente
las principales caractersticas del sistema, se
puede obtener informacion detallada consul-
tando la Tesis Doctoral de Jose Luis Vicedo
(Vicedo, 2002) y las participaciones del siste-
ma en las sucesivas evaluaciones TREC (Vi-
cedo y Ferrandez, 2000; Vicedo, Ferrandez,
y Llopis, 2001; Vicedo, Llopis, y Ferrandez,
2002).
4 El Sistema de BR multilingue
UdG-UPC
El sistema que presentamos a continuacion
es un sistema de busqueda de respuesta mul-
tilingue desarrollado conjuntamente por los
grupos de Procesamiento del Lenguaje Natu-
ral (NLP) de la Universitat de Girona (UdG)
y la Universitat Politecnica de Catalunya
(UPC). El sistema se limita, de momento, a
la busqueda de respuestas factuales o de he-
chos concretos.
La arquitectura general del sistema es es-
tructuralmente equivalente a la mayora de
sistemas de QA vistos y esta formado por tres
subsistemas basicos:
1. Procesamiento lingustico de la pregun-
ta.
2. Recuperacion de pasajes.
3. Extraccion de la respuesta.
Vamos a detallar cada subsistema indican-
do los puntos clave y las herramientas basicas
utilizadas.
4.1 Procesamiento lingustico de
la pregunta
El objetivo de este subsistema, como se in-
dico anteriormente, es obtener la informacion
necesaria para permitir el funcionamiento de
los subsistemas siguientes. Este subsistema
utiliza gran cantidad de recursos lingusticos
para llevar a cabo su cometido y debido a ello
es el unico subsistema dependiente de la len-
gua. Actualmente disponemos de modulos de
procesamiento de la pregunta para espa~nol e
ingles, cada uno con recursos lingusticos in-
dependientes, que nos aportan la misma in-
formacion para los siguientes subsistemas.
Las herramientas utilizadas para el es-
pa~nol son las del grupo de NLP de la UPC.
La pregunta se analiza con: ms-analyze (At-
serias et al., 1998), para segmentarla y obte-
ner la categora morfologica y el lema desam-
biguados, tacat, analizador sintactico parcial
que obtiene los sintagmas nominales, pre-
posicionales y verbales, NERC (Carreras,
Marquez, y Padro, 2002), localizador y ca-
tegorizador de entidades con nombre (NE),
que localiza las NE y las clasica en ca-
tegoras basicas (persona, lugar, organiza-
cion, etc.). Finalmente obtenemos informa-
cion semantica utilizando EWN
2
. Para cada
unidad de la pregunta se obtiene la lista de
sus synsets as como otra informacion de in-
teres (concretamente los codigos tematicos,
(Magnini y Cavaglia, 2000), y las clases aso-
ciadas de la Top Concept Ontology).
Para el ingles utilizamos herramientas que
nos permitan obtener esta misma informa-
cion: TNT (Brants, 2000), para la informa-
cion morfologica, MINIPAR (Lin, 1998), para
realizar el analisis sintactico parcial, para la
localizacion de NE utilizamos una version del
NERC mencionado anteriormente enriqueci-
do con una categorizacion mas na de las en-
tidades geogracas, es decir, no solo detec-
tamos que se trata de un lugar sino que nos
informa de si se trata de una ciudad, un pas,
un ro, etc. Ademas se utilizan gazetteers de
acronimos con sus expansiones, gentilicios y
relaciones actor-verbo obtenidas a traves de
analisis de las glosas de EWN.
A traves de estos recursos lingusticos ob-
tenemos para la pregunta la informacion ne-
cesaria que se almacena en dos estructuras de
datos:
 Sint, que se compone de dos listas
una con informacion de constituyentes
(chunks) y la otra con informacion de
dependencias.
 Sent, que nos proporciona para cada
unidad lexica la forma, el lema, la ca-
tegora morfologica, la categora de NE,
la lista de synsets de EWN y nalmente
los verbos asociados al actor.
Con esta informacion y dentro de este sub-
sistema procedemos a la extraccion de la in-
formacion relevante para resolver el problema
de la busqueda de la respuesta:
 Tipo de la pregunta. La clasicacion
de la pregunta es el factor clave del sis-
tema de QA ya que obviamente deter-
mina el tipo de la respuesta. Traba-
jamos con unos 50 tipos de preguntas.
Por ejemplo las dos preguntas siguien-
tes: Who won the Nobel Peace Prize in
1991? y Who is the writer of the book
"The Iron Lady: a biography of Marga-
ret Thatcher"? son del tipo who action
lo que nos indica que buscamos una per-
sona que ha realizado una determinada
2
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accion. Para determinar el tipo de la
pregunta utilizamos un conjunto de re-
glas obtenidas mediante un proceso de
aprendizaje automatico del tipo Induc-
tive Logic Programming (usando el sis-
tema FOIL de Quinlan) completado con
un conjunto de reglas manuales para me-
jorar la cobertura.
 Relaciones semanticas (Environ-
ment) Ademas de clasicar la pregun-
ta tratamos de extraer las relaciones
semanticas entre los diferentes compo-
nentes que la forman que sean relevantes
para la extraccion de la respuesta. Pa-
ra ello se ha construido una ontologa
de unas 100 clases (entity, state, ac-
tion, person, etc.) y unas decenas de re-
laciones (actor of action, which quality,
etc.).
La construccion del environment se lle-
va a cabo a traves de una serie de reglas
que utilizan la informacion morfologica,
sintactica y semantica de los terminos
de la pregunta. As de la pregunta:
Who won the Nobel Peace Prize in 1991?
obtendramos: action(A,"won"), ti-
me of event(A,T), year(T,"1991"), the-
me of event(A,O), NEothers(O,"Nobel
Peace Prize")
 Informacion para la extraccion de
la respuesta. Dados el tipo de la pre-
gunta y las relaciones semanticas (envi-
ronment) extraemos el conjunto de re-
laciones que esperamos encontrar en la
respuesta: estas pueden ser obligatorias
o opcionales. En el ejemplo anterior:
Obligatorias: actor of action(A,X),
action(A,"won"), theme of event(A,O),
NEothers(O,"Nobel Peace Prize")
Opcionales: time of event(A,T),
year(T,"1991")
 Terminos de la pregunta, con el obje-
tivo de localizar la respuesta dentro del
conjunto de documentos obtenemos los
terminos relevantes de la pregunta.
4.2 Recuperacion de pasajes
Para realizar la recuperacion de pasajes uti-
lizamos MG (Witten, Moat, y Bell, 1999),
una herramienta de Recuperacion de Infor-
macion de uso libre sumamente eciente.
Con ella indexamos los documentos de la co-
leccion de dos formas:
 Textual, a partir de las formas de las
palabras.
 Entidades con nombre. Realizamos
la extraccion de NE de todos documen-
tos de la coleccion y hacemos una agru-
pacion (clustering) de las que se reeren
a la misma entidad, de manera que in-
dexamos los documentos con el represen-
tante de la agrupacion.
Con los terminos relevantes de la pregunta
obtenidos del subsistema anterior buscamos
los documentos relevantes a traves de los dos
ndices. Con la union de los dos conjuntos
de documentos indexamos en MG de forma
textual pero esta vez a nivel de pasaje. Con-
sideramos pasajes formados por un numero
jo de oraciones consecutivas admitiendo un
solapamiento de una oracion. Recuperamos
estos pasajes con los mismos terminos.
4.3 Extraccion de la respuesta
El proceso de extraccion de la respuesta se
realiza sobre los pasajes obtenidos del sub-
sistema anterior. Estos pasajes se segmentan
en oraciones que son valoradas de acuerdo al
contenido semantico de la oracion respecto a
la pregunta. El proceso lingustico de extrac-
cion, bastante costoso, se lleva a cabo sobre
las oraciones mas valoradas. Este proceso es
similar al llevado a cabo sobre las preguntas
y conduce a la obtencion del environment de
cada oracion. Con las relaciones semanticas
de la pregunta y la respuesta buscamos la co-
rrespondencia entre las dos estructuras. Las
restricciones obligatorias deben satisfacerse
para tomar en consideracion la oracion, la sa-
tisfaccion de las restricciones opcionales sim-
plemente aumenta la puntuacion del candida-
to. Sobre las oraciones que superan este ltro
se lleva a cabo la aplicacion nal de las reglas
de extraccion, a su vez dotadas de un factor
de credibilidad, que conduce a la seleccion
de la respuesta. Para realizar las correspon-
dencias entre las relaciones semanticas utili-
zamos reglas de relajaciones estructurales y
semanticas, desplazandonos por generaliza-
ciones de la ontologa semantica. Cada can-
didato a solucion viene ponderado por diver-
sos factores (ponderacion de la oracion, factor
de conanza de las reglas aplicadas, restric-
ciones opcionales satisfechas, grado de rela-
jacion para el emparejamiento, etc). Cuando
mas de un candidato es detectado se lleva a
cabo un proceso nal de votacion ponderada
para seleccionar la respuesta.
5 La evaluacion de sistemas de
BR
La investigacion en sistemas de BR ha propi-
ciado, de forma colateral, un creciente interes
en el desarrollo de tecnicas que permitan eva-
luar de forma automatica el rendimiento de
estos sistemas.
Esta tarea se esta afrontando desde diver-
sas perspectivas: la utilizacion de coleccio-
nes de test (Voorhees y Tice, 2000), el uso
de tests de lectura y comprension de textos
(Charniak et al., 2000) y la aplicacion de sis-
temas automaticos que evaluan la correccion
de las respuestas suministradas por los sis-
temas mediante su comparacion con las res-
puestas generadas por humanos a las mismas
preguntas (Breck et al., 2000).
La propuesta que mayor exito ha tenido
hasta el momento consiste en la utilizacion
de colecciones de test. Una coleccion de test
comprende un conjunto de documentos, un
conjunto de preguntas junto a sus correspon-
dientes respuestas, una medida de rendimien-
to del sistema y un programa que permite de
forma automatica, comprobar la correccion
de las respuestas suministradas por el siste-
ma de BR y evaluar su rendimiento global.
Las colecciones de test mas importantes
disponibles en la actualidad se han genera-
do a partir de los datos y resultados de las
evaluaciones desarrolladas en el ambito de las
conferencias TREC. De hecho, su uso ha sido
aceptado de forma general por los investiga-
dores en la materia, convirtiendose as en la
principal base de comparacion entre este tipo
de sistemas.
5.1 Evaluacion de sistemas de BR
en las conferencias TREC
En 1999, en el seno de la conferencia TREC-
8, se presento la primera tarea especca para
la evaluacion de sistemas de BR: \The rst
Question Answering track".
En esta primera convocatoria, se evaluo el
rendimiento de los sistemas participantes so-
bre 200 preguntas de test elaboradas por la
organizacion con la seguridad de que la res-
puesta se encontraba en algun documento de
la coleccion. Para cada pregunta, los siste-
mas deban devolver una lista ordenada con
un maximo de 5 respuestas posibles. Cada
respuesta consista en un fragmento de tex-
to extrado de la base documental en el que
debera aparecer la respuesta a la pregunta.
Se dise~naron dos categoras en funcion del
tama~no maximo permitido del fragmento de
texto respuesta (250 y 50 caracteres).
En las siguientes convocatorias se intro-
dujeron progresivamente nuevos requerimien-
tos relacionados principalmente, con el incre-
mento del tama~no de la base documental, con
la cantidad y complejidad de las preguntas de
test realizadas y con el endurecimiento de los
requisitos que deben cumplir las respuestas
para ser consideradas correctas.
Con la nalidad de obtener una vision de
la evolucion de estas evaluaciones, extracta-
remos las principales novedades introducidas
en las sucesivas convocatorias. La conferen-
cia TREC-9 (2000) supuso un considerable
aumento del tama~no de la coleccion de test
tanto en el numero de preguntas a evaluar
como en la cantidad de documentos. En la
conferencia TREC-10 (2001) se limito a 50
caracteres el tama~no maximo de texto per-
mitido como respuesta. Ademas, no se ga-
rantizo la existencia de respuesta a las pre-
guntas en la base de datos documental. De
esta forma, la unica contestacion correcta a
preguntas cuya respuesta no exista en estos
documentos era \No hay respuesta". Esta
circunstancia favorecio la investigacion en he-
rramientas que afrontasen el problema de la
validacion de respuestas. Por otra parte, se
incremento la complejidad de las preguntas
de test. Se incluyeron preguntas en las que
se especicaba un numero de instancias a re-
cuperar como respuesta (\Dime 3 pelculas
interpretadas por Antonio Banderas") y tam-
bien, se propusieron series de preguntas for-
muladas sobre un mismo contexto. Estas se-
ries estaban formadas por preguntas relacio-
nadas entre s de forma que la interpretacion
de cada pregunta dependa tanto del signi-
cado de las preguntas realizadas previamente
como de sus respectivas contestaciones. La
ultima evaluacion realizada (TREC-11, 2002)
tambien aporto nuevos retos. En este caso, el
sistema solo poda responder con una unica
respuesta a cada pregunta y ademas, la ca-
dena respuesta deba estar formada exacta
y exclusivamente por la respuesta concreta.
De esta forma, se consideraron erroneas tan-
to las cadenas respuesta que solo contempla-
ran parte de la respuesta, como aquellas que
incluyeran, ademas de la respuesta, cualquier
otro texto ajeno a ella.
Por otra parte, la evolucion de los siste-
Caractersticas TREC-8 TREC-9 TREC-10 TREC-11
Numero de documentos 528.000 978.952 978.952 1.033.000
Documentos en megabytes 1.904 3.033 3.033 3.000
Preguntas propuestas 200 693 500 500
Preguntas evaluadas 198 682 496 500
Respuestas permitidas por pregunta 5 5 5 1
>Permite preguntas sin respuesta? No No Si Si
Numero de preguntas sin respuesta 0 0 49 46
Tama~no maximo respuestas (caracteres) 250 - 50 250 - 50 50 Exacta
Preguntas contestadas (% maximo) 77 % - 72 % 86 % - 66 % 69 % 83 %
Tabla 1: Caractersticas de las evaluaciones TREC
mas se ha desarrollado (quizas mas alla de lo
inicialmente previsto) de forma muy satisfac-
toria y en total concordancia con el incremen-
to de complejidad propuesto en las sucesivas
evaluaciones. Una medida de este progreso
se fundamenta en el hecho de que, a pesar
del incremento de las dicultades, los mejo-
res sistemas son capaces de contestar correc-
tamente mas de dos tercios de las preguntas
formuladas. La tabla 1 muestra de forma re-
sumida la evolucion de las caractersticas mas
interesantes de estas evaluaciones junto al re-
sultado obtenido por el mejor sistema en ca-
da convocatoria (medido en % de respuestas
correctas contestadas).
5.2 Evaluacion de sistemas de BR
en las conferencias CLEF
La primera evaluacion de sistemas de BR
en idiomas distintos al ingles ha tenido lu-
gar en el marco del foro de evaluacion Cross-
Language Evaluation Forum (CLEF)
3
, en su
edicion de 2003 (CLEF 2003). Esta evalua-
cion (QA@CLEF 2003)
4
sigue las directrices
marcadas en las evaluaciones TREC, conser-
vando un formato similar.
En QA@CLEF 2003 se denieron tres ta-
reas de evaluacion de sistemas monolingues
de BR (espa~nol
5
, italiano y holandes) y 5 ta-
reas de evaluacion de sistemas translingues
que obtuvieran respuestas en ingles a partir
de preguntas en espa~nol, italiano, holandes,
frances o aleman respectivamente.
En todas estas tareas, los sistemas parti-
cipantes recibieron 200 preguntas que deban
responder en alguna de las dos modalidades
propuestas: respuesta exacta o respuesta con-
tenida en una cadena de 50 bytes. Apro-
3
http://clef-campaign.org/
4
http://clef-qa.itc.it/
5
http://nlp.uned.es/QA
ximadamente un 10% de las preguntas no
tenan respuesta conocida en la coleccion por
lo que su respuesta correcta deba ser NIL (no
hay respuesta). Los sistemas podan devolver
hasta tres respuestas por pregunta. Todas
ellas fueron evaluadas manualmente y cali-
cadas bien como correctas, no exactas, in-
correctas o no soportadas por el documento
suministrado.
Las colecciones de documentos utilizadas
para cada idioma correspondan a las emplea-
das en las tareas de Recuperacion de Infor-
macion Multilingue durante la convocatoria
CLEF 2002:
 Espa~nol: Agencia EFE S.A., 1994.
 Holandes: NRC Handelsblad, 1994 y
1995; Algemeen Dagblad, 1994 y 1995.
 Ingles: Los Angeles Times, 1994.
 Italiano: La Stampa, 1994; SDA Italian
Swiss news agency data, 1994.
Para el conjunto de tareas propuestas se
presentaron un total de 17 sistemas que obtu-
vieron resultados que oscilaban entre el 50%
y el 11% de preguntas con alguna respuesta
correcta.
En el caso de la tarea monolingue en es-
pa~nol unicamente se presento un participan-
te, la Universidad de Alicante, que obtuvo
respuestas correctas, exactas y soportadas
para el 40% de las preguntas.
6 Perspectivas de futuro
Llegados a este punto, y en base a las pers-
pectivas abiertas en torno a la investigacion
en este campo, cabra plantear las siguientes
preguntas: >Como debe avanzar la investiga-
cion desde la situacion actual?, >En que as-
pectos se debe profundizar?, >Se puede orga-
nizar la investigacion en estos aspectos en ta-
reas de creciente complejidad?, >Puede pro-
gramarse este proceso en el tiempo?.
Estos interrogantes han sido objeto de es-
tudio por un comite creado a tal efecto (the
Roadmap Committee) cuyo trabajo ha permi-
tido establecer algunos de los objetivos prin-
cipales en este campo de investigacion (Bur-
ger et al., 2000).
A continuacion destacaremos las que con-
sideramos lneas principales de investigacion
en este campo:
Clases de preguntas. Obtencion de una
buena taxonoma. Una parte importante en
el proceso de interpretacion de las preguntas
reside en poder relacionar el tipo de pregunta
que se esta realizando con las caractersticas
de la respuesta que espera. Aunque se han
propuesto muchas clasicaciones ninguna de
ellas se ha realizado teniendo en cuenta los
retos futuros que este tipo de sistemas de-
ben afrontar. Por ello, se requiere la de-
nicion de una tipologa de preguntas basa-
da en principios bien denidos que asuma los
requerimientos necesarios para afrontar pre-
guntas mas complejas como las de denicion,
causa, opinion o resumen que requieren una
elaboracion y sntesis de informacion frente
a las que afrontan los sistemas actuales que
basicamente proporcionan respuestas factua-
les.
En este sentido cabe la participacion de
otras areas de investigacion relacionadas con
la elaboracion de resumenes automaticos. En
particular en aspectos de integracion de sis-
temas de BR y sistemas de resumenes au-
tomaticos guiados por la consulta.
Analisis de la pregunta. Comprension y
resolucion de ambiguedades. Dado que una
misma pregunta puede realizarse de muy di-
versas formas (interrogativa, armativa, con
diferentes palabras y estructras, . . . ), se ne-
cesita un modelo semantico que permita re-
conocer preguntas equivalentes y facilite su
traduccion al lenguaje utilizado por el siste-
ma para su correcto procesamiento.
El contexto en los sistemas de BR. El
analisis del contexto en el que se hace una
pregunta debe poder utilizarse para resolver
ambiguedades y facilitar la investigacion en
un tema a traves de series de preguntas rela-
cionadas.
Integracion de diferentes fuentes de infor-
macion. Existen grandes cantidades de in-
formacion distribuida en cheros y bases de
datos con diferentes formatos y estructuras.
El modelo a realizar debera ser capaz de in-
tegrar y utilizar dicha informacion en el pro-
ceso de BR de igual forma que actualmente se
trata la informacion textual. Algunos traba-
jos recientes ya estan profundizando en estos
aspectos. En particular, en la combinacion
de respuestas procedentes de bases de datos
estructurada con otras extradas de bases tex-
tuales (Chu-Carroll et al., 2002; Clarke et al.,
2002; Lin et al., 2002b).
Extraccion de respuestas a traves de infor-
macion distribuida. Justicacion y evalua-
cion de la correccion. Un aspecto a potenciar
consiste en el dise~no de modelos que permi-
tan detectar evidencias puntuales en diferen-
tes fuentes y cuya integracion y combinacion
permita la obtencion de la respuesta. Sin du-
da, las tecnicas que faciliten esta integracion
estaran muy relacionadas con modelos de jus-
ticacion y evaluacion de la correccion de las
respuestas.
Generacion y presentacion de respuestas.
Consiste en el estudio de modelos de genera-
cion de lenguaje natural que permitan pre-
sentar las respuestas al usuario de una forma
natural y coherente.
Busqueda de respuestas en tiempo real.
Ademas de la efectividad, se pretende que
un sistema de BR sea capaz de obtener re-
sultados en un tiempo limitado independien-
temente de las caractersticas de la pregunta
y la cantidad de recursos que utilice. Las in-
vestigaciones en este ambito se dirigen a la
deteccion de cuellos de botella en los proce-
sos de BR y al estudio de modelos rapidos de
recuperacion y extraccion.
Integracion de informacion multiligue. Se
considera muy importante el desarrollo de sis-
temas de BR para otros lenguajes diferentes
del ingles. Por extension, se pretende in-
vestigar en sistemas que soporten la BR en
fuentes de informacion disponibles en varios
lenguajes. Este es uno de los objetivos en
los que mayores esfuerzos se estan invirtien-
do en la actualidad. Prueba de ello reside
en la organizacion, en el ambito de la con-
ferencia CLEF, de una nueva tarea denomi-
nada Multiple Language Question Answering
orientada a la evaluacion de sistemas de BR
en varios idiomas y cuyas caractersticas he-
mos comentado previamente.
Interactividad en la BR. Se pretende con-
seguir sistemas interactivos que permitan un
dialogo sistema-usuario. Esta interaccion
ha de facilitar la adaptacion del proceso de
busqueda segun las sugerencias, comentarios
e indicaciones progresivas del usuario.
Integracion de sistemas de razonamiento.
Estos sistemas responderan a las expectati-
vas de usuarios profesionales. Se debe pro-
fundizar por tanto, en aspectos relacionados
con la integracion de componentes que per-
mitan un elevado nivel de razonamiento sobre
diferentes bases de conocimiento incluyendo,
desde el conocimiento general del mundo has-
ta el conocimiento especco de determinados
dominios.
Integracion y gestion de perles de usua-
rios. El sistema debe de poder capturar in-
formacion del usuario relativa por ejemplo,
a dominios de interes, esquemas de razona-
miento frecuentemente utilizados, nivel de
profundidad de busqueda, etc. Esta integra-
cion permitira la adaptacion del sistema a
la forma de trabajar del usuario y en conse-
cuencia, facilitara aun mas su tarea.
Desarrollo de nuevos sistemas de evalua-
cion. La propuesta de nuevas tareas de eva-
luacion debera ir en consonancia con el es-
tado de la tecnologa y con las perspectivas
de futuro de los sistemas de busqueda de res-
puestas. Por una parte, a medida que los
sistemas adquieran nuevas capacidades habra
que habilitar nuevas tareas de evaluacion.
Por ejemplo, hasta que los sistemas no em-
piecen a incorporar modulos de razonamiento
no podran evaluarse respuestas que requieran
inferencias complejas.
Por otra parte, la denicion adecuada de
nuevas tareas de evaluacion puede y debe
promover el desarrollo de sistemas con nue-
vas capacidades. La evaluacion de sistemas
de BR en el CLEF 2003 es un ejemplo de
ello, en el que la denicion de tareas multi-
lingues estimula el desarrollo de sistemas que
con el tiempo seran capaces de integrar fuen-
tes de informacion en diferentes idiomas. Las
nuevas tareas de evaluacion acompa~naran el
avance de este tipo de sistemas que, en un
futuro proximo, deberan ser capaces de en-
contrar la respuesta aunque esta se encuentre
unicamente en una sola de las fuentes y con
un idioma diferente al de la pregunta.
Aunque no se traten diferentes idiomas,
con el tiempo los sistemas de BR deberan
considerar informacion procedente de diver-
sas fuentes. La formulacion de preguntas cu-
ya respuesta es una lista de entidades supone
un primer paso en esta direccion. Sin embar-
go, la consideracion de diversas fuentes in-
troduce nuevos problemas a resolver y eva-
luar como seran, por ejemplo, la deteccion y
resolucion de posibles inconsistencias y con-
tradicciones entre las fuentes.
Otro ejemplo de como la evaluacion es-
timula el desarrollo de sistemas en un de-
terminado sentido es la introduccion de pre-
guntas sin respuesta, que obliga a los siste-
mas a incorporar mecanismos de evaluacion
de sus propias respuestas. En este sentido,
queda mucho camino por recorrer. Por ejem-
plo, es preferible un sistema que proporcio-
na como respuesta un \no estoy seguro" o
un \desconozco la respuesta" que un sistema
que proporciona inpunemente una respuesta
incorrecta. As, las nuevas tareas de evalua-
cion seguiran incorporando mecanismos que
permitan a los sistemas comunicar la credibi-
lidad con la que dan sus respuestas. Las me-
didas de evaluacion, de este modo, tenderan
a premiar los sistemas que mejor ajusten a la
realidad sus propios valores de credibilidad
de la respuesta, aun siendo sistemas que pro-
porcionen un menor numero de respuestas.
Finalmente, las tareas de evaluacion de-
beran promover que los sistemas sean capaces
de responder a preguntas cada vez mas com-
plejas y que, nalmente, requieran una ela-
boracion y sntesis de informacion. En este
sentido, es previsible la conuencia con otras
areas de investigacion como la de Resumenes
Automaticos, y la posible coordinacion de es-
fuerzos de evaluacion conjuntos en sus foros
respectivos.
A modo de conclusion podemos armar
que los sistemas de BR son los potenciales su-
cesores de los buscadores de informacion tra-
dicionales si bien, una mera revision de los
objetivos descritos previamente nos da una
idea de las grandes posibilidades de investi-
gacion que este campo todava presenta y de
la necesidad de dirigir las investigaciones de-
sarrolladas en otros campos (como el proce-
samiento del lenguaje natural, la representa-
cion del conocimiento, el procesamiento mul-
timedia, la interaccion usuario-computador,
etc.) hacia su adaptacion a entornos de BR.
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