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Online opinions play an important role for customers and companies because of the in-
creasing use they do to make purchase and business decisions. A consequence of that
is the growing tendency to post fake reviews in order to change purchase decisions and
opinions about products and services. Therefore, it is really important to filter out de-
ceptive comments from the retrieved opinions. In this paper we propose the character
n-grams in tokens, an efficient and effective variant of the traditional character n-grams
model, which we use to obtain a low dimensionality representation of opinions. A Sup-
port Vector Machines classifier was used to evaluate our proposal on available corpora
with reviews of hotels, doctors and restaurants. In order to study the performance of
our model, we make experiments with intra and cross-domain cases. The aim of the
latter experiment is to evaluate our approach in a realistic cross-domain scenario where
deceptive opinions are available in a domain but not in another one. After comparing
our method with state-of-the-art ones we may conclude that using character n-grams in
tokens allows to obtain competitive results with a low dimensionality representation.
Keywords: Cross-domain Evaluation; Deception Detection; Intra-domain Evaluation;
Low Dimensionality Representation; Opinion Spam
1. Introduction
With the increasing availability of review sites, blogs and recommendation systems,
consumers rely more than ever on online reviews to make their purchase decisions.
Spam is commonly present on the Web through of fake opinions or malicious com-
ments posted in electronic commerce sites and blogs. The purpose of these kinds
of spam is to promote products and services, or simply damage their reputation. A
deceptive opinion spam can be defined as a fictitious opinion written with the inten-
tion to sound authentic in order to mislead the reader. An opinion spam usually is a
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short text written by an unknown author using a not very well defined style. These
characteristics make the problem of automatic detection of opinion spam very chal-
lenging. A recent surveya found that 74% of consumers have reinforced the decision
to purchase a product or service reading positive online reviews, 60% of consumers
have rejected a business after reading negative reviews, 91% of consumers read the
online reviews to judge a local business or a product (68% of them form an opinion
reading 1-6 reviews) and 84% of people trust online reviews as much as a personal
recommendation. Therefore, detecting deceptive opinions among all retrieved ones,
is a very important task.
In this paper we study the feasibility of using n-grams in tokens together with
other features for the detection of deceptive opinions. We also investigate if consid-
ering also the sentiments information of a review may help. Moreover, information
about the usage of pronouns, articles and verbs (in present, past and future) was
also taken into account. Previous works have shown some evidence regarding the
word categories more implicated in deception, that is, the use of certain pronouns
and articles, words related to emotions and motion verbs.16,31,12
We evaluated the proposed features with a Support Vector Machines (SVM)
classifier considering two experiments: intra-domain and cross-domain classifica-
tions. For intra-domain experiments we use a corpus of 1600 reviews of hotels.33,32
We show an experimental study evaluating single features and combining them. We
finally selected the best combination and compared it with state-of-the-art meth-
ods. The obtained results show that the proposed features can capture information
both from the content of the reviews and their writing style, allowing to obtain
classification results as good as the ones obtained by the best methods but with a
lower dimensionality representation.
Then, we considered the realistic cross-domain experimental scenario where de-
ceptive opinions are available in one domain and we need to carry out the evaluation
in another one. For that we used a multi-domain corpus24 which includes reviews
of hotels, doctors and restaurants. We performed the cross-domain classifications
showing that using our low dimensionality representation we can obtain acceptable
results.
Finally, we may conclude that the proposed low dimensionality representation
seems a good alternative for deceptive opinions detection in both intra and cross-
domain scenarios.
The rest of the paper is organized as follows. Section 2 briefly describes previous
works on deceptive opinions detection. Section 3 introduces the proposed features.
Section 4 describes the single and cross-domain corpora used in the experiments.
Section 5 illustrates the experimental study performed; first, the selection of features
and classification for intra-domain study is shown, then the cross-domain classifica-
tion and the comparison of results. Finally, in Section 6 we draw some conclusions
aLocal Consumer Review Survey 2016 (visited: May 2, 2017):
https://www.brightlocal.com/learn/local-consumer-review-survey/
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and discuss future work.
2. Related Work
The first works for detecting fake opinions mainly considered unsupervised ap-
proaches trying to identify duplicate content,20,25 and searching for unusual review
patterns21 or simply groups of opinion spammers.30 More elaborate approaches in-
cluded the construction of heterogenous graphs with reviewers, reviews and stores.
42 Then, making an iterative computation on the interactions between the nodes
in the graph, the approach can identify suspicious reviewers, fake reviews and non
reliable stores. Following works started approaching the problem of the detection
of deceptive opinions in a supervised way. Ott et al.33 used the 80 dimensions of
LIWC2007,34 unigrams and bigrams as set of features with a SVM classifier. The
same research line was showed in several works.24,9,10 Li et al.24 studied LIWC, POS
and unigrams features, obtaining the best accuracy value with a SVM classifier and
unigrams for representing the reviews. In other works9,10 the authors employed n-
grams together with syntactic production rules derived from probabilistic context
free grammar parse trees. Feng et al.11 proposed profile alignment compatibility
features combined with unigrams, bigrams and syntactic production rules for repre-
senting the opinion spam corpus, while Li et al.23 used a generative Latent Dirichlet
Allocation version based on a mixture of topics to model the reviews. The results
of a logistic regression model were presented based on 13 different independent
features for the representation of the reviews:2 complexity, reading difficulty, ad-
jectives, articles, nouns, prepositions, adverbs, verbs, pronouns, personal pronouns,
positive cues, perceptual words and future tense. Then, the authors concluded that
only articles and pronouns (over the 13 features) could significantly distinguish
true from false reviews. More recently, a partially supervised technique named PU-
learning26 has been successfully used in text classification. Other PU-learning-based
methods36,18,19 were applied in order to learn from positive examples and unlabeled
ones to detect opinion spam, using only few examples of deceptive opinions and a set
of unlabeled data. Particularly, a semi-supervised model called mixing population
and individual property PU-learning36, was presented. The model was incorporated
to a SVM classifier for detecting deceptive reviews. The authors concluded that the
good performance of their proposal is due to the topic information captured by the
model combined with the examples and their similarities. Some PU-learning vari-
ants using two different representations: word n-grams and character n-grams19,18
were also proposed. The best results were obtained with a Na¨ıve Bayes classifier
using character 4 and 5 grams as features 19 and, the conjunction of word unigrams
and bigrams.18 With those results the authors concluded that PU-learning showed
to be appropriate for detecting opinion spam.
Although most research attends the problem of opinion spam detection for re-
views written in English language, recent works have studied the detection of spam
in opinion reviews in other languages, for instance Arabic. The work presented in
4 Cagnina L., Rosso P.
41 was one of the first systems to detect spam in Arabic opinions using features as
spam URLs (a black list with Arabic content/link spam web pages 40), five or more
consecutive numbers and, presence of the ’@’ symbol with letters around (e-mails
address) for the classification of opinions like spam or not spam. The system was
tested with a dataset of 3090 opinions written in Arabic language collected man-
ually by the authors from Yahoo!-Maktoob News. The results of the experiments
showed a 97.50% of accuracy with a SVM classifier. In 15 the authors proposed a
novel approach combining methods from data mining and text mining with machine
learning techniques to detect spam in opinion reviews written in Arabic language.
For the representation of the reviews, review content, meta-data about each re-
viewer and hotel information were used as features. The authors built a dataset of
2848 reviews from online Arabic websites such as tripadvisor.com.eg, booking.com
and agoda.ae. The classification was performed with Na¨ıve Bayes (NB), SVM, ID3
and K-NN algorithms obtaining the best results with NB and over-sample method,
that is 99.20% of accuracy. The authors in 1 presented some preliminary ideas about
a method for group spam detection in social media for Arabic language. The pro-
posal uses open source tools for the processing of the Arabic texts and consists of
4 phases: crawling (to collect tweets), preprocessing (to clean the texts), spamming
activities detection and individual member’s behaviour scanning (to identify sus-
pected spammers). The authors concluded that the research is at early stage and
much work is needed to finish this proposal.
3. Feature Selection for Deceptive Opinions
In this section we describe the three different kinds of features studied in this work
and the tools used for their extraction.
3.1. Character n-grams in tokens
The main difference of character n-grams in tokensb with respect to the traditional
NLP feature character n-grams is the consideration of the tokens for the extraction
of the n-grams. That is, tokens with less than n characters are not considered in
the process of extraction neither blank spaces. Character n-grams in tokens pre-
serve the main characteristics of the standard character n-grams:39 effectiveness for
quantifying the writing style used in a text,22,37 the independence of language and
domains,45 the robustness to noise present in the text,8 and, easiness of extraction
in any text. But unlike the traditional character n-grams, the proposed feature ob-
tains a smaller set of attributes, that is, character n-grams in tokens avoids the need
of feature dimension reduction. Figure 1 illustrates that difference.
As it can be observed from Figure 1 the amount of features obtained with the
character n-grams in tokens is considerably less, although the effectiveness of this
bToken is considered in this work as any sequence of consecutive characters separated by one or
more blank spaces.
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Fig. 1. Set of features obtained with traditional character n-grams and character n-grams in tokens,
considering n=4.
representation still being good, as we will see in Section 5.
For the extraction of character n-grams in tokens we have used the Natural
Language Toolkit (NLTK) package3 with Python language.
3.2. Sentiment-based features
Previous works have been demonstrated that the use of sentiment information helps
to discriminate truthful from deceptive text.16,4,31 There is some evidence that liars
use more negative sentiments than truth-tellers. Based on that, we obtained the
percentages of positive, negative and neutral sentiments contained in the sentences
of a document. Then, we have used these values as features in order to represent
the polarity of the text.
For the calculation of the percentages of positive, negative and neutral senti-
ments contained in the text we have used the Natural Language Sentiment Analy-
sis APIc which analyses the sentiments, labeling a text with its polarity (positive,
negative or neutral). We have obtained the polarities of each sentence and then we
have obtained the percentages of the polarities associated to the whole document
(a review in our case). Finally, we have used those as features.
3.3. LIWC-based features
Several features derived from Linguistic Inquiry and Word Count (LIWC) were
considered. In particular, we have studied those related to functional aspects of
the text such as word count, adverbs, pronouns, etc. After performing an early
experimental study considering the 26 different elements of the linguistic processes
category in LIWC2007 as features, we have concluded that pronouns, articles and
verbs (present, past and future tense) may help to distinguish fake from true reviews.
chttp://text-processing.com/demo/sentiment/
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4. Data Collections
Next, we describe the first publicly available opinion spam corpus gathered and
proposed for intra domain experimentation.33,32 Then, we describe the unique (as
far as we know) cross-domain gold standard corpus.24
4.1. The corpus used for intra-domain experiments
The Opinion Spam corpus33,32 is composed of 1600 positive and negative opinions
for hotels with the corresponding gold standard. From the 800 positive reviews,33
the 400 truthful where mined from TripAdvisor 5-star reviews about the 20 most
popular hotels in the Chicago area. All reviews were written in English, have at
least 150 characters and correspond to users who had posted opinions previously
on TripAdvisor (non first-time authors). The 400 deceptive opinions correspond to
the same 20 hotels and were gathered using Amazon Mechanical Turk crowdsourc-
ing service. From the 800 negative reviews,32 the 400 truthful where mined from
TripAdvisor, Expedia, Hotels.com, Orbitz, Priceline and Yelp. The reviews are 1
or 2-star category and are about the same 20 hotels in Chicago. The 400 deceptive
reviews correspond to the same 20 hotels and were obtained using Amazon Mechan-
ical Turk. The left side of Table 1 summarizes the amount of reviews contained in
each category (Opinion Spam corpus).
4.2. The corpus used for cross-domain experiments
The corpus used for cross-domain experimentation was named Deception dataset
and includes reviews of three different domains: hotels, doctors and restaurants.24
The gold standard originally contains reviews obtained from Amazon Mechanical
Turk, opinions from experts in each domain such as those of employees, and re-
views obtained from customers considered as the truthful ones. Only the Hotel and
Restaurant domains include positive and negative reviews. The reviews of hotels are
the same ones of the Opinion Spam corpus. The reviews of restaurants correspond to
the 10 most popular restaurants in Chicago and for the Doctor domain the authors
collected the opinions related to 15 different doctors. Considering the three types
of the sources used to obtain the reviews, the amount of documents in each domain
are for Hotel: 400 positive and 400 negative reviews from turkers, 140 positive and
140 negative from experts and, 400 positive and 400 negative truthful reviews; for
the Doctor domain: 200 reviews from turkers, 32 from experts and 200 truthful
opinions; for the Restaurant domain: 200 positive reviews from Turkers, 120 from
experts and, 200 positive and 200 negative truthful reviews. Due to privacy policies
some of the reviews originally included in the corpus are not available. Then, the
version used in this work (Deception dataset) is the one publicly available on lined.
In order to perform the cross-domain classification we only use the positive reviews
dhttp://web.stanford.edu/∽jiweil/Code.html
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because for the Doctor domain there are not documents in the negative class. The
amount of reviews for each category of Deception dataset can be observed in the
right side of Table 1.
Table 1. Corpora used for intra and cross-domain classification.
Opinion Spam Deception dataset
Category Turker Truthful Category Turker Expert Truthful
positive 400 400 Hotel 400 140 400
negative 400 400
Doctor 357 - 200
Restaurant 200 - 200
5. Experimental Study
In order to evaluate our proposal, we have performed the experimental study on
the available opinion spam corpora. We first show the different experiments made
on the single domain corpus with the different features, a study about the curse
of dimensionality of our proposed representation and a comparison of our results
with those published previously. After, we show the cross-domain experimental
study and a comparison of performance with previously presented works. It is worth
mentioning that for the comparisons we have employed the same measures used by
the authors in their published works: in some of them they used accuracy and F-
measure in others. Finally we compare graphically the amount of features used by




We have obtained the representations of the reviews in the Opinion Spam corpus
considering the features described in Section 3. For all, we have used the term
frequency-inverse document frequency (tf-idf) weighting scheme. The only text pre-
processing made was to convert all words to lowercase characters. Na¨ıve Bayes and
SVM algorithms in Weka14 were used to perform the classification. We only show
the results obtained with SVM because its performance was the best.5 For all the
experiments we have performed a 10 fold cross-validation procedure in order to
study the effectiveness of the SVM classifier with the different representations. For
simplicity, we have used LibSVMe which implements a C-SVC version of SVM with
a radial basis function. We have run the classifier with the default parameters. The
values reported in the tables correspond to the macro average F-measure as it is
ehttps://www.csie.ntu.edu.tw/∽cjlin/libsvm/
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reported in Weka. Tables 2, 3 and 4 show the F-measure obtained with the features
proposed for the Opinion Spam corpus.
Table 2. Deceptive opinions detection with
SVM for positive reviews of the Opinion
Spam corpus (800 opinions).
Features F-measure
3-grams in tokens 0.821
4-grams in tokens 0.871
LIWC 0.697
3 + 4-grams in tokens 0.873
3-grams + POSNEG 0.871
4-grams + POSNEG 0.873
3 + 4-grams + POSNEG 0.877
3-grams + LIWC 0.883
4-grams + LIWC 0.89
Table 2 considers only the positive reviews (800 documents). In the first part of
the table, we can observe the F-measure obtained with the features 3 and 4 grams
in tokens and, articles, pronouns and verbs extracted from LIWC2007 (referenced
as LIWC for simplicity). With the sentiment-based features (POSNEG in the table)
we did not obtain good results; for that reason these are not included in the first
part of the table. In the second part of the table, the combination of the different
features was used as representation of the reviews. The best F-measure value is
in boldface. As we can observe, the best result (F-measure = 0.89) was obtained
with the combination of character 4-grams in tokens and the articles, pronouns and
verbs (LIWC) referenced henceforth as 4-grams+LIWC for simplicity. With the
combination of 3-grams and LIWC features the F-measure is quite similar.
Table 3. Deceptive opinions detection with
SVM for negative reviews of Opinion Spam
corpus (800 opinions).
Features F-measure
3-grams in tokens 0.826
4-grams in tokens 0.851
LIWC 0.69
3 + 4-grams in tokens 0.832
3-grams + POSNEG 0.827
4-grams + POSNEG 0.851
3 + 4-grams + POSNEG 0.827
3-grams + LIWC 0.85
4-grams + LIWC 0.865
Table 3 shows the results obtained considering only the negative reviews (800
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documents). The best result (F-measure = 0.865) was obtained with the character
4-grams in tokens plus LIWC-based features. It is interesting to note that similar
results (although sightly lower) were obtained also with the character 4-grams in
tokens, character 3-grams combined with LIWC features and also with the feature
4-grams+POSNEG.
Table 4. Deceptive opinions detection with
SVM for positive and negative reviews of the
Opinion Spam corpus (1600 opinions).
Features F-measure
3-grams in tokens 0.766
4-grams in tokens 0.867
LIWC 0.676
3 + 4-grams in tokens 0.854
3-grams + POSNEG 0.858
4-grams + POSNEG 0.87
3 + 4-grams + POSNEG 0.851
3-grams + LIWC 0.866
4-grams + LIWC 0.879
Table 4 shows the classification results considering the whole corpus, that is,
the combined case of positive plus negative reviews (1600 documents). The best
F-measure (0.879) was obtained, as the same as the previous cases, with character
4-grams in tokens plus LIWC-based features. It is worth noting that the combination
of character 4-grams in tokens with the POSNEG features seems to be effective when
positive and negative polarities are considered together in deception detection, a fact
that is not present when just one polarity is considered (see Tables 2 and 3).
Fig. 2. Ranking of the 5 most effective features.
As we can observe from Tables 2, 3 and 4, the differences of F-measure values
are quite small. In fact, for the almost similar values like, for example, character
4-grams in tokens+LIWC compared with 3-grams+LIWC or 3+4-grams+POSNEG
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Fig. 3. Most discriminative features for negative reviews.
(see Table 2) the differences are not statistically significant. Consequently we have
selected the one with highest F-measure value (character 4-grams in tokens+LIWC),
but some of the other representations can be used instead. Figure 2 shows the 5
most effective features, that is, those with which we obtained the best F-measure
values in classification experiments (an average over the performance obtained with
the positive, negative and both together reviews). It is possible to observe that the
best F-measure was obtained with character 4-grams in tokens+LIWC.
In order to analyse the set of features corresponding to character 4-grams in
tokens combined with LIWC, we have calculated the Information Gain ranking.
From this analysis we have observed that the set of features with highest information
gain is similar for the negative polarity corpus and the corpus with the combination
of both polarities reviews. The study shows that character 4-grams in tokens are
in the top positions of the ranking and those reveal information related to places
(chic, chig, igan for Chicago and Michigan cities), amenities (floo, elev, room for
floor, elevator, room) and their characterization (luxu, smel, tiny for luxury, smells
and tiny). From the 7th position of the ranking we can observe the first LIWC
features: pronouns (my, I, we) and after 15th position we can observe verbs (is,
open, seemed). Interestingly, the articles can be observed from position 68th in the
ranking (a, the). Figure 3 illustrates the first positions of the ranking of features
obtained for negative reviews.
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Considering only the positive reviews, the ranking is similar to the cases analysed
before with exception of the pronouns which appear at 1st position (my) and at 16th
position (I, you). This fact could indicate the presence of many opinions concerned
with their own experience (good) making the personal pronouns one of the most
discriminative features for positive polarity spam opinion detection. With respect to
the characterization of the amenities, the adjectives observed in 4-grams in tokens
have to do with positive opinions about those (elax, amaz, good for relax, amazing
and good). Figure 4 illustrates the first positions of the ranking of features obtained
for positive reviews.
Regarding the amount of features of character 4-grams in tokens combined with
LIWC, we can observe that the dimensionality of this representation is lower than
the standard ones (character n-grams and bag of words) but a deeper analysis of this
issue should be performed in order to detect possible problems such as overfitting.
Next subsection presents some discussions about that and the relation with the
curse of dimensionality.
Fig. 4. Most discriminative features for positive reviews.
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5.1.2. Character 4-grams + LIWC and the curse of dimensionality
The main goal of machine learning algorithms is to generalize and fit the data
reasonably well, that is, to learn a model from examples (training set) and to per-
form well with new ones (test set). That generalization has important aspects to
consider: how many data should be in the training set and how much knowledge
we can obtain from them (the representation). The amount of data for training
the classifier generally depends on their availability (the corpus) and how to use
them. The representation of the data is an important issue to consider because the
good performance of the classifier depends on the knowledge extracted from that.
In27 these two aspects are named global information (abundance of training set)
and specific information (input dimensionality). The authors interpret the curse of
dimensionality as: ‘too much specific information is bad and the more global infor-
mation the better’. Sometimes we have a classifier that fits the training data too
tightly performing well on those but bad in test data (generalization problem or
overfitting). The authors in35 relate the curse of dimensionality and the scarcity of
data because sometimes the input dimensionality is high compared with the amount
of training data (d≫ n). It is wrong to think that representations including many
features are more informative and, therefore, the classifier generalizes better. Even
in cases in which d≫ n, overfitting can be severe. In order to analyse the overfitting
in the context of this work, we can obtain a decomposition of the generalization
error in two values: bias and variance. Bias indicates the adequateness of the model
regarding the truth. Variance indicates the sensibility of the model prediction given
the training data. High variance and low bias could indicate overfitting while high
bias and low variance could indicate underfitting (the classifier can not learn the un-
derlying trend of the data). Although cross-validation experimentation can help to
prevent overfitting, we study the averaged error estimation of the classification using
the character 4-grams + LIWC representation showed in the previous subsection, in
order to analyse if overfitting occurs in the experiments. The results showed in Ta-
bles 2 and 3 were obtained with 1533 and 1497 features respectively (default values
obtained with the selected representation). Following, we perform the analysis con-
sidering more and less features than those. We use the bias-variance decomposition
which consists of a N-times k fold cross-validation in order to guarantee that data
will be tested N times.44 In particular, we run the Weka implementation43 with the
default parameters (each instance is classified 10 times) using a SVM classifier (also
with default parameters).
Figure 5 shows the results of error of classification, bias and variance for positive
reviews, using different amount of features: 80, 400, 800, 1533, 1850 and 2500. As we
can observe, the error values are low while the dimensionality is increased but with
more than 1533 features these seem to be worse. Considering bias, there is a clear
tendency to decrease the values which seem to avoid the underfitting phenomenon.
The variance is close to zero, reaching high values when 1533 or more features are
used. Combining error, bias and variance the dashed vertical line in Figure 5 shows
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Fig. 5. Error, bias and variance for different features and positive reviews.
a trade-off between bias and variance while the error is the lowest. With that we
can suppose that no overfitting (neither underfitting) is present.
Fig. 6. Error, bias and variance for different features and negative reviews.
Figure 6 shows a similar study considering 80, 400, 800, 1497, 1800 and 2500
features for negative reviews. The classification error reaches the lowest value when
the dimensionality of the representation has 1497 attributes. Bias and variance have
similar forms than in the previous case: bias tends to decrease while variance tends
to increase very slowly. The trade-off is showed with a dashed vertical line in the
figure. No overfitting neither underfitting is present.
As conclusion of this analysis, we can state that bias is reduced and variance
is increased when the dimensionality of the representation is increased (also the
complexity model). Although there is not an analytic way to find a trade-off between
bias and variance, we studied the behaviour of the character 4-grams + LIWC for the
classification of deceptive opinions using a bias-variance decomposition combined
with the classification error. Then we are sure that the low dimensionality of this
representation has not associated problems resulting adequate for the representation
of reviews.
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5.1.3. Comparison of results
For a comparison of the performance of our proposal, we compared our results with
the ones of the state-of-the-art. We considered the results of five different models.
Two kinds of comparisons are shown: an indirect (we could not obtain the complete
set of results reported by the authors) and a direct (the authors made available the
results and a statistical comparison could be performed).
In Table 5 we can observe the indirect comparison of our results with those
previously presented2,36 obtained with 10 fold cross-validation, and then, with a 5
fold cross-validation in order to make a fair comparison with the results of Ott et
al.33 and Feng et al.11 Note that the results are expressed in terms of the accuracy
as those published by the authors; the results correspond only to positive reviews
of the Opinion Spam corpus because the authors experimented with that part of
the corpus only.
From the Table 5 we can observe that the logistic regression approach2 has the
lowest prediction accuracy (70.50%). The accuracy of the semi-supervised model36
is slightly lower (86.69%) than that of our model (89%), although good enough.
Regarding the experiments with the 5 fold cross-validation, we obtained similar
results to those of Ott et al.33 and slightly lower than the ones of Feng et al.11 The
representation of Feng et al.11 needs more than 20138 features while with our model
we could obtain comparable results with a smaller representation of 1533 features
(see Table 6).
Table 5. Indirect comparison of the per-
formance. Deceptive opinions detection











In Table 6 we can observe the direct comparison with the performance on the
positive and negative polarities reviews of the Opinion Spam corpus as it was ob-
tained in Herna´ndez Fusilier et al.19 The first column shows the representation pro-
posed, the second one shows the amount of features of the representation, the third
column shows the F-measure value obtained after a 10 fold cross-validation process,
and the last column shows the p-value obtained in the statistical significance test
used to study the differences of performance between the character n-grams based
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PU-learning approach19 and our model.
Table 6. Direct comparison of the performance for deceptive
opinions detection.
Positive reviews (800 opinions)
Model Features F-measure p-value
Char 5-grams19 60797 0.90
0.094
Our model 1533 0.89
Negative reviews (800 opinions)
Model Features F-measure p-value
Char 4-grams19 32063 0.872
0.748
Our model 1497 0.865
It is interesting to note that the F-measure values obtained with both approaches
are quite similar for positive and negative reviews, as we can observe in Table 6.
Regarding the amount of features used for each representation of the reviews, it
is worth noting that our approach uses 97% and 95% less features for positive
and negative reviews compared with the model of Herna´ndez Fusilier et al.19 Even
using a combination of two simple set of features as character 4-grams in tokens
and the LIWC-based features, the amount of attributes we used is considerably
lower than the traditional character n-grams without diminishing the quality of the
classification. The reason of the lower dimensionality of our representation has to
do with the way in which the n-grams are obtained. The high descriptive power
of character n-grams in tokens plus the information added with the LIWC-based
features allow to detect deceptive opinions obtaining a good performance.
In order to determine if the differences of performance of Herna´ndez Fusilier
et al.19 and our model are statistically significant, we have calculated the Mann-
Whitney U-test.28 This non-parametric test compares two unpaired groups of values
without making the assumption of the normality of the samples. However, the re-
quirements of independence of the samples, the data is continuous, ordinal and there
are no ties between the groups, and the assumption that the distribution of both
groups is similar in shape, are satisfied. The null hypothesis states that the samples
come from the same population, that is, the classifiers performs equally well with
the proposed models. We have calculated the Mann-Whitney U-test considering a
2-tailed hypothesis and significance level of 0.05. In Table 6 we can observe that the
p-value obtained in the comparison of the performance of positive reviews corpus is
0.094 > 0.05 which stands for the difference of results is not statistically significant
(the p-value is not ≤ 0.05, then the null hypothesis is not rejected). The same con-
clusion can be obtained with respect to the results corresponding to the negative
reviews corpus, for which the test obtained a p-value of 0.748 > 0.05. From the
last test we may conclude that both approaches performs similarly well. A statis-
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tical analysis of variance over the F-measure values obtained in the evaluation of
Herna´ndez Fusilier et al.19 and our approach complements our performance study.
This analysis can be obtained from the boxplotsf with the distribution of F-measure
values of each proposal with both polarities reviews corpora. Figures 7 and 8 illus-
trate this analysis. In both figures we can observe that our approach shows a higher
dispersion of values, as well as the best F-measure values (0.94 for positive reviews
corpus and 0.915 for negative reviews) and the minimum F-measure values (0.84
and 0.81 for positive and negative polarities, respectively) compared to the values
obtained in Herna´ndez Fusilier et al.19 However, the median values obtained with
both models are quite similar, reason why we conclude that there is not statistical
difference of performance as it was showed with the statistical significance test.
Fig. 7. Boxplot for positive reviews corpus in the direct comparison of performance.
5.2. Cross-domain classification
5.2.1. Experiments
In order to study the impact of the character 4-grams+LIWC features on cross-
domain classification, we carried out some experiments using the Deception dataset.
The underlying idea involves to obtain a model trained with deceptive opinions of
a particular domain and test it with data with a different topic (possibly a different
distribution).
Table 7 shows the classification results obtained with a similar configuration
than the one used for the intra-domain experiment: character 4-grams in tokens
+ LIWC features with tf-idf weighting schema for the representation of opinions,
fBoxplots38 are descriptive statistical tools for displaying information (dispersion, quartiles, me-
dian, etc.) among populations of numerical data, without any assumptions about the underlying
statistical distribution of the data.
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Fig. 8. Boxplot for negative reviews corpus in the direct comparison of performance.
and the LibSVM classifier with the default parameters of the Weka tool. The first
column indicates the domains used for training/testing the classifier, the second
one indicates the baseline, the third column indicates the accuracy of the classifica-
tion, the fourth column indicates the averaged F-measure (over truth and deceptive
classes) and the next three columns indicate precision, recall and F-measure of the
deceptive class. The baseline was calculated through a simulation implementing a
Monte Carlo method. After 10000 independent runs with each domain, we selected
the values for which the 99% of the simulations did not exceed those percentages
of correct answers (opinions correctly classified) and used those as baseline. The
amounts of features obtained with our proposal for the experiments were 1008, 1001
and 1042 attributes when Hotel, Doctor and Restaurant were used respectively for
the training.
Table 7. Metrics for cross-domain classification of the Deception dataset.
Averaged Deceptive class
Train/Test Baseline Accuracy F-measure Precision Recall F-measure
Hotel/Restaurant 56% 65.25% 0.64 0.62 0.79 0.69
Hotel/Doctor 58% 63.97% 0.5 0.64 1 0.78
Doctor/Restaurant 56% 57.46% 0.57 0.56 0.69 0.62
Doctor/Hotel 54% 57.44% 0.42 0.57 1 0.73
Restaurant/Doctor 58% 63.97% 0.5 0.64 1 0.78
Restaurant/Hotel 54% 65.85% 0.66 0.73 0.64 0.68
As we can observe from Table 7 the accuracy values obtained in each experiment
are around the 60% and in all cases these exceed the baseline. In particular, the
highest values (and quite similar) were obtained when the classifier was trained
with hotel reviews and tested with those of restaurants, and inversely when the
classifier was trained with restaurants and tested with reviews of hotels (more than
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65% of accuracy for both cases). This could be because opinions about hotels and
restaurants have many words in common due to these domains share some properties
as the characterization of the places. The lowest values of accuracy were obtained
using the reviews of doctors for training and testing the classifier with hotels and
restaurants reviews (around 57%). This could indicate that the learned model with
words related to the doctor domain does not help much to discriminate truthful
from deceptive reviews of hotels and restaurants. The averaged F-measure values
are not good with the exception of the case Hotel/Restaurant and vice versa. The
worst was for the case Doctor/Hotel (0.42), following the cases in which the Doctor
domain was used for testing. The bad values of the averaged F-measure maybe
could indicate that the performance of the classifier for the truth class is quite low
or maybe similar than the observed for the deceptive class. Regarding F-measure
for the deceptive class, we can observe that values are good although this is because
recall values are high. For the cases is which Doctor is the test domain, F-measure is
the highest. Inversely, when Doctor is used for training, F-measure is lower (around
0.7) with the lowest values of precision. Interestedly, there are three cases for which
recall values are 1 which indicates that the classifier retrieved all relevant results.
In order to analyse the more significant attributes for each domain, we have
calculated the information gain ranking of each one. In general, in the first positions
of the rankings we can observe character 4-grams in tokens revealing information
about amenities (ocat, bath, floo for locate, bathroom and floor) in the Hotel domain
and, location and characteristic of personality (offi, frie for office and friend) in the
Doctor and Restaurant domains. Then, pronouns, articles and verbs together with
character 4-grams in tokens complete the rankings.
5.2.2. Comparison of results
In order to study the complexity of the cross-domain classification with the De-
ception dataset, we first show in Table 8 the accuracy values obtained with a SVM
classifier using character 4-grams+LIWC features in intra-domain classification ver-
sus cross-domain classification. The left side of the table shows the comparison of
results with those of Li et al.24 for intra-domain classification (truthful vs turker re-
views with 10 fold cross-validation procedure). The right side of the table illustrates
the best results obtained for our proposal for cross-domain scenario (see Table 7
for a complete description). We can not compare these results with the published
in24 because the authors used a different version of the corpus. The first 3 columns
of Table 8 show the domain, amount of features used and the baseline determined
as we explained in the previous subsection. The fourth and fifth columns show the
accuracy values obtained with character 4-grams+LIWC features and the unigrams
of Li et al. for the comparison of single domain experiments. The last two columns
show the best results obtained in cross-domain classification (from Table 7).
From Table 8 we can observe that both proposals outperformed the baseline
and we obtained good results for the intra-domain experiment for the Hotel and
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Table 8. Accuracy values for intra and cross-domain classification.
Intra-domain Classification Cross-domain Classification
Domain Features Baseline Our model Unigrams24 Test-domain Our model
Hotel 1277 54% 88.25% 81.8% Restaurant 65.25%
Doctor 1341 58% 82.07% 74.5% Restaurant 57.46%
Restaurant 1263 56% 78.85% 81.7% Hotel 65.85%
the Doctor domains. For the Restaurant domain, the unigrams used in24 obtained
slightly better results than ours. Although, as was expected, the performance ob-
tained is lower for the cross-domain scenario, the character 4-grams+LIWC features
allowed to obtain reasonable results.
As we stated in Section 4 we could not compare the cross-domain experiments
directly with those presented in Li et al.24 because we did not have access to the
complete corpus but only to its publicly available version. Therefore, we select other
results to compare the performance of our proposal.
Herna´ndez Fusilier17 used a similar version of the Deception dataset in a cross-
domain experiment. The author considered just a subset of the Deception dataset
corpus (shown in Table 9) and reported the performance of the Na¨ıve Bayes classifier
using the PU-learning variant proposed in Herna´ndez Fusilier et al.19 with char 4-
grams. Besides, the author only shows the results of his proposal training the model
with the Hotel domain and testing with Restaurant and Doctor domains. In order
to make a fair comparison, we performed the same experiments reported by the
author and with the same subset used in Herna´ndez Fusilier17.
Table 9. Herna´ndez Fusilier’s ver-







Table 10. Cross-domain classification comparison using the subset of the Deception dataset.
Averaged Deceptive class
Train/Test Model Baseline F-measure Precision Recall F-measure
Hotel/Restaurant Char 4-grams17 0.57 0.83 0.54 0.72 0.62
Hotel/Restaurant Our model 0.57 0.75 0.36 0.9 0.52
Hotel/Doctor Char 4-grams17 0.57 0.47 0.33 0.7 0.45
Hotel/Doctor Our model 0.57 0.58 0.35 0.76 0.48
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The results obtained are shown in Table 10. The first column shows the do-
mains used for training/testing the classifiers, the second and third columns show
the model evaluated and the baseline; the averaged (over both classes) F-measure
value is in the fourth column and the metrics only for deceptive class are shown in
the last three columns. In order to use a clear baseline, a Monte Carlo simulation was
performed with 10000 independent executions. The results for each domain showed
that less than 1% of simulations exceeded the 0.57 of F-measure, then that value was
used as a baseline. Regarding the amount of features corresponding to each repre-
sentation, our approach uses 96% less attributes than that of Herna´ndez Fusilier,17
that is, character 4-grams+LIWC has 1020 attributes while char 4-grams17 has
26210. All values of averaged F-measure obtained with our proposal outperform
the baseline, not observing the same for the case Hotel/Doctor with Herna´ndez
Fusilier proposal which is quite lower. The averaged F-measure value obtained for
training the model with the Hotel domain and testing with reviews of restaurants is
slightly better with char 4-grams than character 4-grams+LIWC features (although
our model needs only 1k features versus the 26k of the PU-learning one). The low
dimensionality of our representation could affect the classification task when cross-
domain experiments are considered. In particular if the training and testing domains
are quite similar, the fact of the low dimensionality of the set of features could re-
move discriminative attributes needed in this kind of classification. However, when
domains are not similar as Hotel and Doctor, the character 4-grams+LIWC fea-
tures seem to capture important information to obtain an adequate model. The
averaged F-measure value obtained with our approach is 20% better than that ob-
tained in Herna´ndez Fusilier17 with char 4-grams for the Hotel/Doctor experiment.
If metrics for deceptive class are observed, similar conclusions can be obtained. For
the case Hotel/Restaurant the precision of our proposal is quite lower than that
of Herna´ndez Fusilier, the same that the corresponding F-measure. For the case
Hotel/Doctor we can observe the opposite, that is, the metrics are higher when our
proposal is used. It is interesting to note that the recall obtained with character
4-grams+LIWC in all cases is higher than those of Herna´ndez Fusilier which means
that our approach classified correctly most relevant reviews.
5.3. Summary
Figure 9 shows the amount of features used by our proposal compared with those of
Herna´ndez Fusilier17,19 in order to illustrate the suitability of our low dimensionality
representation for the classification of deceptive opinions. It is possible to observe
that for intra domain classification, our representation uses around 1.5K of features
compared with 60K and 30K for representing positive and negative reviews respec-
tively, in Herna´ndez Fusilier et al.19 Regarding the cross-domain classification, the
difference on the dimensionality is lower than the previous cases but considerable:
1K versus 26K of Herna´ndez Fusilier.17 The performance of the classifier (intra
and cross-domain scenarios) with character 4-grams in tokens+LIWC was better
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Fig. 9. Amount of features used for opinion spam classification.
in some cases and comparable in others, regarding the performance of published
methods. It is worth mentioning that our model obtained high recall values in all
experiments which shows that the relevant reviews were retrieved. Then, we con-
clude that character 4-grams in tokens+LIWC is an interesting representation due
the low dimensionality and the good performance obtained for spam detection in
intra and cross-domain classifications.
6. Conclusions and future work
In this work we have investigated how different features contribute to model de-
ception clues. Character n-grams in tokens showed to capture the content and the
writing style of the reviews allowing to differentiate truthful from deceptive opin-
ions. On the contrary, sentiment-based features did not help us to discriminate
deceptive opinions. We have also employed as features information extracted from
LIWC as pronouns, articles and verbs. These features combined with character 4-
grams in tokens were finally employed for a low dimensionality representation of
the reviews. For the intra-domain experimental study we compared the results ob-
tained using SVM with character 4-grams in tokens with LIWC-based features, with
state-of-the-art approaches. Our results were better in most of the cases, although
no statistically significant difference was found. What is important to highlight is
that our model allows to work with a lower dimensionality representation that makes
it more efficient. We also performed cross-domain experiments with the aim of val-
idate our model in a realistic scenario where deceptive opinions may be available
in a domain but not in another one. The low dimensionality of character 4-grams
in tokens together with LIWC-based features allowed to obtain comparable results
to state-of-the-art ones but employing only 1K features instead of 26K. As future
work we plan to investigate emotion features6,7 in the task of deceptive opinion de-
tection. Moreover, we are interested in testing our model with other corpora related
to opinion spam as the one recently proposed in Fornaciari and Poesio.13 We also
plan to perform a deeper study about the importance of each feature on decep-
tive detection and test it in other languages such as Arabic. In particular, we think
that hybrid feature selection methods like the combination of wrapper methods and
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some scoring measures29 would be useful. Finally, we plan to apply the proposed
character n-grams in tokens representation to other languages such as Arabic.
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