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Abstract
We generalize Bulitko’s Lemma to equations over (or homomorphisms
into) groups that have κ-acylindrical splittings. This is a key technical
lemma used in the author’s algorithm to find tracks in 2-complexes.
1 Introduction
In [Bul70] Bulitko proved what is now known as Bulitko’s Lemma which
we restate:
Theorem 1.1 (Bulitko’s Lemma). For a system of equations S(X,A)
over a free group F (A), there exists a computable number n(|S(X,A)|)
such that for any cyclically reduced word p ∈ F (A) and any solution φ of
S(X,A) there exists another solution φ∗ such that for each x ∈ X every
maximal subword of the form pm in the freely reduced word corresponding
to φ∗(x) has periodicity |m| bounded above by n(|S(X,A|).
This result is also known to hold for equations or homomorphisms into
free products. An important application of this lemma is in Makanin’s
algorithm to solve systems of equations over free groups. We will general-
ize this result by replacing the free group F (A) above by a group H that
splits as the fundamental group of a κ-acylindrical graph of groups G(Γ)
and where the element p is replaced by some arbitrary hyperbolic element
of H w.r.t. G(Γ).
Our main motivation is a key technical lemma in [Tou09]. Specifically,
in order to perform an unmeasured periodic merger we need an acylindrical
Bulitko lemma. Because the proof is rather long (though not really deep)
and may be of independent interest, it seems worthwhile to present the
Acylindrical Bulitko Lemma as a separate result.
Throughout this paper H shall designate a fixed group that is the
fundamental group of a graph of groups G(Γ) with underlying graph Γ.
We shall call the decomposition of H as the fundamental group of a graph
∗Supported by NSERC PDF
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of groups a splitting. Let TG(Γ) denote the corresponding Bass-Serre tree.
We shall consider the action:
H× TG(Γ) → TG(Γ)
(h, x) 7→ h · x
to be implicit in the definition of TG(Γ). We moreover consider TG(Γ) to
be a metric space with the combinatorial metric. For an arc ρ ⊂ TG(Γ) we
denote its length by |ρ|.
Definition 1.2. We will say the the splitting of H is κ-acylindrical if for
all h ∈ H
diameter(FixTG(Γ) (h)) ≤ κ
where FixTG(Γ) (h) denotes the subset of TG(Γ) that is fixed pointwise by
the action of h. We will also say that TG(Γ) is κ-acylindrical.
The goal of this paper is to generalize Bulitko’s Lemma to equations
over groups that have κ-acylindrical splittings. The study of equations
over groups is equivalent to the study of homomorphisms into groups, we
consider the correspondence to be obvious and will use this latter approach
throughout the paper.
1.1 Statement of the Main Theorem
In order to state the main result precisely we need some more terminology.
Let p be some hyperbolic element of H (w.r.t. the given splitting of H)
and let λ ⊂ TG(Γ) denote its axis. Consider the set of segments{
λ′ ⊂ λ | λ =
⋃
n∈Z
pnλ′
}
.
A minimal element of this set w.r.t. inclusion is called a fundamental
domain of λ.
For an element h ∈ H, let [v0, h · v0] denote the geodesic between v0
and h · v0. Let g ∈ H, if a segment
σ = [v0, h · v0] ∩ g · λ
is non-empty then we call it an λ-periodic subsegment of [v0, h · v0]. The
λ-periodicity of σ is the integer
⌊
|σ|
|λ0|
⌋
where λ0 is a fundamental domain of λ. We denote this periodl(σ). We
can now precisely state the main theorem
Theorem 1.3 (Acylindrical Bulitko Lemma). There exists a computable
function n : N×N×N→ N such that for any nontrivial homomorphism φ :
G→ H; where the group G has a finite presentation 〈Y | S〉 and the group
H has a κ-acylindrical splitting with based Bass-Serre tree (TG(Γ), t0); and
for any hyperbolic element in p ∈ H (denote its axis λ ⊂ TG(Γ)), there
exists a homomorphism φ∗ : G→ H such that for all y ∈ Y
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• if [t0, φ(y) · to] has no λ-periodic subsegments, then φ(y) = φ
∗(y),
and
• if [t0, φ(y) · to] has λ-periodic subsegments, then there is a bijective
correspondence between the λ-periodic subsegments of [t0, φ(y) · to]
and [t0, φ
∗(y) · to], but the λ-periodicity of all the λ-periodic subseg-
ments of [t0, φ
∗(y) · to] is at most n(|Y |, |S|, κ).
• for all y ∈ Y the length of [t0, φ
∗(y) · to] is at most the length of
[t0, φ(y) · to].
By considering the free group as a multiple independent HNN exten-
sion of the trivial group we recover Bulitko’s Lemma. This next Corollary
may be interesting for the study of the universal theory of graphs of groups
in terms of their vertex groups. It roughly states that if a system of equa-
tions and inequations has a solution, then it has a solution of bounded
periodicity.
Corollary 1.4. Let everything be as in statement of Theorem 1.3 and let
F ⊂ G be a finite set of words in Y ±1, then there is another computable
function n′ which takes as input (F, |Y |, |S|, κ) and outputs a natural num-
ber which satisfies the same properties as n as stated in Theorem 1.3 but
with the added property that if f ∈ F was not mapped to 1 via φ then it’s
not mapped to 1 via φ∗.
Proof. Change the presentation 〈Y | S〉 of G so that elements of F lie in
the generating set and apply Theorem 1.3.
Convention 1.5. For the rest of the paper we will assume that our
splittings only have one edge. This causes no loss of generality since we
can always collapse our splitting so that the underlying graph only has
one edge while keeping the element p ∈ H in Theorem 1.3 hyperbolic.
This new splitting will be κ′-acylindrical where κ′ ≤ κ.
2 Presentations representing splittings and
E-cells.
Let H be a f.g. group which splits either as an HNN extension or as a
free product with amalgamation, we will associate to H a presentation
representing the splitting.
• If H = 〈A, t | t−1cit = di; i ∈ I〉, i.e. H is an HNN extension of A
where C = 〈ci〉i∈I and D = 〈di〉i∈I represent generating sets of the
associated subgroups, and the map ci 7→ di induces an isomorphism
from C to D, then we can assume that {ci, di}i∈I ⊂ X and write
H = 〈X, t | R,E〉 (1)
where A = 〈X | R〉 and E = {t−1cit = di | i ∈ I}.
• If H = A ∗cB, we let 〈ai〉i∈I and 〈bi〉i∈I represent generating sets of
C in A and B resp. where the identification is given by ai = bi; i ∈ I
We assume that {ai}i∈I ⊂ X and {bi}i∈I ⊂ U and we write
H = 〈X,U | R, T,E〉 (2)
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where A = 〈X | R〉, B = 〈U | T 〉, and E = {ai = bi | i ∈ I}.
We now construct 2-complexes corresponding to the presentations
(1),(2). For a set S we will let BS be the bouquet of circles where the
circles are oriented and labeled by elements in S. We refer the reader
to [SW79] for a discussion on the connection between graphs of spaces
and graphs of groups, although we note that our construction differs from
theirs.
• In case we have an HNN extension, i.e. (1), we start with the 2-
complex A corresponding to the presentation 〈X | R〉 and remem-
ber that we are assuming that the generating sets {ci}, {di} of the
associated subgroups are included in X, we therefore assume that
B{ci} ⊂ BX ⊃ B{di} in the obvious way. We attach the 2-cells
corresponding to elements of R to BX in the standard way.
We now attach another oriented circle labelled e to BX to get BX,e
and for each relation t−1cit = di in E we attach a square whose
boundary is attached to BX,e along the path e
−1 ∗ ci ∗ e ∗ d
−1
i (we
are obviously abusing notation.) We call these squares E-cells.
We call the resulting complex H . It is easy to see that π1(H ) = H.
We also note that H has a natural graph of spaces structure: the
vertex space consists of ΓX and the 2-cells corresponding to R and
the edge space consists of the union of the E-cells.
• In case were H is a free product with amalgamation, i.e. (2), we start
with disjoint cell complexes A ,B corresponding to the presentations
A = 〈X | R〉, B = 〈U | T 〉 resp. These cell complexes have a single
vertex. We connect these vertices by an edge labeled e and for each
relation ai = bi in E we attach squares whose boundary is attached
to BX∪BY ∪e along the path aieb
−1
i e
−1. Again we call these squares
E-cells.
The resulting cell complex, which we call H , again has a graph of
spaces structure: the two vertex spaces are the the subcomplexes
A ,B and the edge space is the union of the the E-cells. Again we
see that π1(H ) = H.
We call these 2-complexes the special 2-complexes corresponding to the
presentations (1) or (2).
Convention 2.1. For any f.p. group G = 〈Y | S〉 we shall use the script
letter G to denote the 2-complex associated to the presentation 2-complex,
in particular this 2-complex has a unique 0-cell. We shall also assume
for the rest of the paper that H is π1(H , x0) where H is a special 2-
complex as given above. In both cases we have a subcomplex A ⊂ H and
the basepoint x0 of H will be the unique 0-cell in A . We will identify
the subgroup A ≤ H that appears in the presentations (1) or (2) with
π1(A , x0) ≤ π1(H , x0) moreover we shall assume that the basepoint v0
of TG(Γ) is the vertex fixed by A.
3 Ol’shanskii diagrams
In [Ol′89] Ol’shanskii presented a remarkably simple yet extremely useful
construction: that a homomorphism diagram. Let H be a 2-complex,
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Figure 1: Singular cells
besides the 2-cells in H (2) for each edge x ∈ H (1) we also consider so-
called singular cells as depicted in Figure 1. Singular cells were called
0-cells in [Ol′89]. The technical advantage of singular cells is that they
enable us to have non-singular Van-Kampen diagrams.
Definition 3.1. Let G and H be 2-complexes. An Ol’shanskii diagram
of G over H is a filling of the 2-cells of G by Van-Kampen diagrams over
H such that the induced combinatorial mappings from G (1) to H (1) are
well defined.
Lemma 3.2. Let G and H be groups which are the fundamental groups of
2-complexes G and H resp. Then any homomorphism f : G→ H induces
an Ol’shanskii diagram of G over H , and conversely any such diagram
gives a homomorphism from G to H.
Proof. Let f : G → H be a homomorphism where G and H are the
fundamental groups of 2-complexes G and H resp. From f we can get a
combinatorial map from G (1) to H (1). By definition of a homomorphism,
the image of the path corresponding to the attaching map of the boundary
of each 2-cell (i.e. the relations) must be sent to nullhomotopic loops, it
follows that by using singular-cells we can fill the 2-cells of G by non-
singular Van-Kampen diagrams over H .
The converse is also clear from the definition.
Observation 1. Df in fact gives us a combinatorial map from G to H .
Definition 3.3. We denote by Df an Ol’shanskii diagram induced from
a homomorphism f : π1(G , y0) → π1(H , x0). Df gives a refinement of
the CW-structure of G in the sense that 1-cells get subdivided into edge
paths and 2-cells get subdivided into non-singular Van-Kampen diagram.
We denote this refined CW structure on G as G (Df ).
We note that there is a well defined map from edge paths in G (Df ) to
edge paths in H . In the case where H has a single vertex a combinatorial
arc in G (Df ) will always map onto a loop in H . This will not always
happen in our applications.
4 Resolutions
Let G = 〈Y | R〉 be some groups with associated presentation 2-complex
G . Let f : G → H be a homomorphism. Then there is an induced
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Ol’shanskii diagram Df of G over H .
The 2-complex H we chose is a graph of spaces and it follows that the
universal cover H˜ also decomposes as graph of spaces, where the vertex
spaces are lifts of
Closure
(
H \ (
⋃
i∈I
Ei)
)
where Ei; i ∈ I are the E-cells. If we define an equivalence relation ∼ on
H˜ which identifies the vertex spaces to points and the edge spaces (these
are connected components of the lifts of the union of E-cells) to arcs in
the standard way we get an H equivariant isomorphism of trees
H˜ / ∼
≈
// TG(Γ)
If x˜0 was a basepoint of H˜ then it lied in a vertex space A˜0 and we set the
basepoint v0 ∈ TG(Γ) to be the vertex corresponding to this vertex space.
This is consistent with Convention 2.1. We refer the reader to [SW79] for
further details.
So now G is covered by 2-cells from H and this induces continuous
maps:
(˜G , y˜0)→ (H˜ , x˜0)→ (TG(Γ), v0).
We we denote the composition
ρDf : (˜G , y˜0)→ (TG(Γ), v0)
and call it a resolution of TG(Γ) through f . Let g ∈ G then for example
we have
ρDf (g · y˜0) = f(g) · v0.
Recall that for a homomorphism f : G → H then an Ol’shanskii
diagram first depends on a choice of edge paths in H corresponding to the
image of each generator, and then a corresponding Van-Kampen diagram
corresponding to the edge path read around the boundary of each 2-cell.
Definition 4.1. The union of the E-cells in inside a 2-cell D of G form a
collection of strips, i.e. Cartesian products of 1-manifolds and an interval.
We shall call these E-strips.
Definition 4.2. Let f : G→ H be a homomorphism, then an Ol’shanskii
diagram D(f) is E-tight if
1. for each edge, labeled yi, in G the corresponding edge path for f(yi)
has the minimal possible number of e-labeled edges; and
2. the Van-Kampen diagrams for each 2-cell have a minimal possible
number of E-strips.
Lemma 4.3. Let everything be as above. Let D be a 3-sided 2-cell of G ,
let Df be E-tight and let D
′ be the closure of the complement
closure
(
D \
( ⋃
e-cells⊂Df
Ej
))
.
If D˜ is a lift of D in G , the universal cover, and D˜′ ⊂ D˜ the subset
corresponding to D′, then each connected component of D˜′ maps onto a
different vertex of TG(Γ) via the resolution ρDf .
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Proof. We first note that there can be no annular E-strips lying in D˜,
since otherwise we can cut it out and fill it in with a Van-Kampen diagram
over without any E-cells, contradicting E-tightness. Suppose we can read
yiyjyk around the boundary of D.
Claim: No strip can intersect the same side of D˜ in two connected
components. Suppose it were possible, let s be an innermost E-strip with
this property and suppose it intersects the edge labeled yk twice. Then
by Figure 2 we see that the subpath
e±1he∓1
in the path in H we chose to represent f(yk) can be replaced by some path
g not containing any e-edges. This contradicts E-tightness and proves the
claim.
It therefore follows that each component of D˜′ intersects the boundary
∂D˜. Now suppose that two points p, q on ∂D˜ were mapped to the same
vertex but that they lied different connected components of D˜′. Then
w.l.o.g. we may assume that the edge path γ between p, q in G˜ (Df )∩ ∂D˜
that maps via ρDf to a path in TG(Γ). This path starts in a vertex u ∈
TG(Γ) goes through and edge a ⊂ TG(Γ) and then backtracks to u. It
therefore follows that γ can be arranged to have label e±1he∓1 where h is
a path in A ∪B and such that the loop e±1he∓1 in H is homotopic (rel.
endpoint) to some loop g ∈ A ∪B. Thus if p, q lied in the same side (say
the one labeled yk) of D˜ then we could find another path representative
for f(yi) with fewer e-labeled edges contradicting E-tightness.
It therefore follows that p and q must lie on different sides of D˜, but by
the Claim proved earlier the E-strips touching p, q must be as in Figure 3,
in which case we have p′ and q′ lying in the same side of D˜, but mapping to
the same vertex of TG(Γ) and by the previous paragraph this is impossible.
5 Periodic decompositions of paths
Definition 5.1. Let TG(Γ) be the Bass-Serre tree as defined and let λ ⊂
TG(Γ) be a bi-infinite line. We say that λ is a periodic line if there is some
7
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Figure 3: An E-strip cannot intersect the same side of D˜ in two connected
components.
p ∈ H such that p · λ = λ. If p is not a proper power we say that p is a
period of λ.
Lemma 5.2. Let T be κ-acylindrical, let λ be a periodic line and let λ′ be
a distinct H-translate of λ, and let σ = λ ∩ λ′. Then periodl(σ) ≤ κ+ 3.
Proof. W.l.o.g. we can assume that a fundamental domain λ0 of λ is
coinitial with σ.
Suppose towards a contradiction that the λ-periodicity of σ is greater
than κ + 3. Let p, p′ be periods of λ, λ′ resp. By assumption we have
that the segment λ0 ∪ pλ0 ∪ · · · ∪ p
κ+3λ0 lies in σ and that the segment
σ′ = λ0 ∪ pλ0 ∪ · · · ∪ p
κ+1λ0 has length more than κ. Since p and p
′ are
conjugate (and therefore have same translation lengths) and that σ lies
in both of their axes of translation we have that the segments
pσ′, (p′p)σ′, (p−1p′p)σ′, (p′−1p−1p′p)σ′
all lie in σ and in particular that (p′−1p−1p′p)σ′ = σ′ on the other hand
p′−1p−1p′p 6= 1 since p and p′ have distinct axes (and hence do not com-
mute). This contradicts κ-acylindricity.
Corollary 5.3. Let TG(Γ) be a Bass-Serre tree and let λ be a periodic
line. Let σ be some segment that lies in some H-translate λ′ of λ. If
periodl(σ) > κ+3 then σ cannot be contained in any other H-translate of
λ.
Definition 5.4. For a fundamental domain λ0 ⊂ λ we will say that a
periodic segment is (λ, λ0)-normal if it is a union of translates of λ0 of
the form
s⋃
n=r
hpnh−1λ0
for some h ∈ H and integers r ≤ s.
We now take ρ and look at all its maximal (λ, λ0)-normal periodic sub-
segments. These subsegments may not be disjoint, however by Corollary
5.3 their intersection will have λ-periodicity at most κ + 3. An (λ, λ0)-
normal periodic segment is long if it has λ-periodicity more than 2(κ+4).
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Definition 5.5. Let λ and λ0 be as above, let ρ be a geodesic in TG(Γ)
and let σ ⊂ ρ be a long maximal (λ, λ0)-normal periodic segment. Let
σ = σ+ ∗ σ ∗ σ−
were ∗ denotes concatenation and σ+, σ− both have λ-periodicity κ+ 4.
Then we call σ the (λ, λ0)-stable periodic core of σ.
Definition 5.6. Let λ, λ0 be as above and let ρ be a geodesic TG(Γ). A
decomposition of ρ as
ρ = ρ1 ∗ c1 ∗ ρ2 ∗ c2 ∗ · · · ∗ cn ∗ ρn+1
where each ci is an (λ, λ0)-stable periodic core and each long λ-periodic
subsegment of ρ contains a ci is called an (λ, λ0)-periodic decomposition.
Proposition 5.7. Let ρ ⊂ TG(Γ) be any geodesic, and let λ, λ0 be fixed.
Then any long periodic subsegment of ρ contains a (λ, λ0)-stable periodic
core and the decomposition given in Definition 5.6 is well defined.
Proof. The first part follows from the definition and the second part fol-
lows from Corollary 5.3.
6 Tripods
We fix λ, λ0 as given in Section 5. Consider three nonconstant geodesic
paths γ1, γ2, γ3 in TG(Γ) where γ1 = [v0, v1], γ1 = [v1, v2], and γ3 = [v2, v0].
Then the path γ1 ∗ γ2 ∗ γ3 is called a tripod which we denote τ . All three
paths have pairwise nontrivial intersection. It is easy to see that⋂
i,j
(γi ∩ γj) = {b}
where b is a point. We call b the branchpoint of τ , we call the closures of
the components of τ \ {b} branches.
All three paths have (λ, λ0)-periodic decompositions. Let
σi ⊂ σi ⊂ γi;σj ⊂ σj ⊂ γj
where the σm are (λ, λ0)-stable periodic cores and σm are maximal normal
(λ, λ0)-periodic segments for m = i, j and where i, j ∈ {1, 2, 3}; i 6= j. We
write σi ∼ σj if the corresponding maximal periodic segments σi, σj that
contain them lie in the same translate λ′ of λ.
Lemma 6.1. Let τ be tripod as described above. If σi ⊂ γi, σj ⊂ γj are
(λ, λ0)-stable periodic cores then
σi ∩ σj 6= ∅ ⇒ σi ∼ σj
Proof. There are maximal periodic segments σi, σj ⊂ γi, γj resp. such
that each component of σl \ σl; l = i, j has λ-periodicity exactly κ+4 (by
definition of stable periodic core). Let m ∈ σi∩σj 6= ∅. Consider the four
“half segments”
σi \ {m}, σj \ {m}
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They all have λ-periodicity more than κ+4 moreover it is easy to see that
we can pick two of them so that they lie in γi ∩ γj , which is a branch. So
we have m ∈ γi ∩ γj and we have two segments σ
′
i ⊂ σi and σ
′
j ⊂ σj that
start atm and remain in γi∩γj , moreover these segments can be chosen to
be coinitial. Since they have length more than κ+4 by Corollary 5.3 they
must lie in the same periodic line λ′ = h · λ. The result now follows.
Corollary 6.2. There is at most one (λ, λ0)-stable periodic core lying in
γi ∪ γj ∪ γk whose interior contains the branchpoint b.
We’ll say that this periodic core is non-linear.
Corollary 6.3. If σi ⊂ γi, σj ⊂ γj are (λ, λ0)-stable periodic cores and
σi∩σj 6= ∅ then either σi contains σj or vice versa. Moreover as segments
in T they share a common endpoint.
Proof. By Lemma 8.2 we have σi ∼ σj and they’re not disjoint. By
Corollary 6.2 we may assume w.l.o.g. that σi is contained in a branch.
If we orient the branch so that it terminates at the branchpoint we have
that σi and σj are coinitial. The result now follows immediately.
Definition 6.4. Let σi ⊂ γi be an (λ, λ0)-stable periodic core. Then any
other periodic core ρ in γj , j 6= i such that ρ ∼ σi is called a dual of σi in
γj .
Definition 6.5. Let σi ⊂ γi, σm ⊂ γm be (λ, λ0)-stable periodic cores
s.t. σi ( σm. Then we say σm dominates σi.
Proposition 6.6. Let everything be as above and let σm ⊂ γm be a
(λ, λ0)-stable periodic core. Then we have the following:
• If σm has no duals then it must be contained in the subinterval of
γm of radius (κ+ 4)|λ0| centered at b, so
periodl(σm) ≤ 2(κ+ 4).
• If σm has one dual σi then
periodl(σm) ≤ periodl(σi) + 2(κ+ 4).
• If σm has two duals σi, σj then σm is non-linear and it dominates
them both, moreover
periodl(σm) = periodl(σi) + periodl(σj) + 2(κ+ 4).
Instead of giving a proof, we provide Figure 4, from which all three
points should be obvious, given the definitions of (λ, λ0)-stable periodic
cores.
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Figure 4: A proof of the third item of Proposition 6.6. Here σm is the maximal
(λ, λ0)-normal periodic subsegment of γm containing σm.
7 p-stable reduced forms
Since we are dealing with one-edged splittings, it is convenient to work
combinatorially with reduced and normal forms. Consider the word in
A ∗C B
w = a1b1a2b2 · · · anbn; ai ∈ A, bi ∈ B.
The factors ai, bj are called syllables. We say that w is in reduced form if
none of the syllables, except maybe a1 or bn lie in C, and if some syllable
lies in C then we must have n = 1 and b1 = 1.
Analogously consider the word in the HNN extension 〈A, t | t−1cit = di; iI〉
u = ait
n1 · · · amt
nm ; ai ∈ A,nj ∈ Z
here the factors ai, t
nj are called syllables and we say that u is in reduced
form if all the syllables, except a1 or t
nm are non trivial and there are
no subwords of the form tndt−m or t−nctm, where d ∈ 〈di〉, c ∈ 〈ci〉 and
n,m ∈ Z>1.
We refer the reader to Chapter IV of [LS01] for further details on
normal forms and to [Ser03] for further details on the connection between
free products with amalgamation, HNN extensions and group actions on
trees.
Now let λ be some periodic line in TG(Γ). By replacing λ by some
translate, if necessary, we may assume that v0 ∈ λ, moreover we can
assume that λ has a period p which can be written in reduced form
p = a1d1 · · · andn (3)
where ai ∈ A and either{
dj = t
nj ;nj ∈ Z if H is an HNN extension
dj ∈ B if H is an amalgam.
and all syllables are nontrivial. In this case we say p is cyclically reduced.
We can finally pick a fundamental domain λ0 of λ such that v0 is an
endpoint of λ0, specifically we can pick λ0 = [v0, p · v0].
11
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Let w be some reduced word and let ρ denote the path [v0, w · v0]. Let
ρ = ρ1 ∗ c1 ∗ · · · ∗ cn ∗ ρn
be its (λ, λ0)- periodic decomposition. Our goal is to rewrite w so that it
reflects this periodic decomposition.
Definition 7.1. We say that a product g1g2 · · · gn is semi-reduced if the
lengths
|[v0, g1g2 · · · gnv0]| =
n∑
i=1
|[v0, giv0]|
are equal. Equivalently in passing to a reduced form of the product, none
of the syllables cancel completely.
Let ρ = [v0, u0] ∗ σ ∗ [u1, w · v0] where σ ⊂ h · λ = λ
′ is a (λ, λ0)-stable
periodic core. First note that both u0, u1 are translates of v0. Moreover
we can pick h so that h·v0 = u0. Figure 5 is provided to make the following
argument more understandable.
It follows by considering how H acts on TG(Γ) that we can divide the
word w as w = w1w2w3 where the wi are subwords of w and w1 · v0 = u0.
From this it follows that h = w1a1 for some a1 ∈ A. Now since hph
−1 is
a period of λ′ we have that
(w1a1p
m) · v0 = u1
where |m| = periodl(σ). Finally it is easy to see that we can pick a the
coterminal subword w3 so that for some a2 ∈ A we have
(w1a1p
ma2w3) · v0 = w · v0.
Now looking at the path
[v0, (w1a1) · v0] ∗ (w1a1) · [v0, p
m · v0] ∗ (w1a1p
ma2) · [v0, w3 · v0]
we see that the product (w1a1)(p
m)(a2w3) is semi-reduced and that (w1a1)
as a reduced word can be arranged to coincide with w1 except for maybe
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the last syllable and that a2w3 as a reduced word can be arranged to
coincide with w3 except maybe for the first syllable. So we were able to
rewrite w = w′1p
mw′2 as a semi-reduced product. Now note that we can
repeat this process for the w′1 and w
′
2 factors. From this discussion we
deduce the following lemma:
Lemma 7.2. Let H, λ, λ0 and let p be cyclically reduced. Let w be a
reduced word in H and let ρ = ρ1 ∗ c1 ∗ · · · ∗ cn ∗ ρn+1 be a (λ, λ0)-periodic
decomposition of the path [v0, w · v0]. Then we can rewrite w as a semi-
reduced product
w = w1p
m1w2p
m2 · · · pmnwn+1
which has the following properties:
1. (w1p
m1 · · · pmr−1wr) · λ ⊃ cr for all r ≤ n.
2. |mi| = periodλ(ci) and all the factors are non trivial and in reduced
form.
It follows that the tuple of integers (m1, . . . ,mn) is well-defined for w.
Convention 7.3. Abusing notation, we shall denote (|m1|, . . . , |mn|) by
(m1, . . . ,mn).
Definition 7.4. Let w ∈ H be some reduced word and let some p ∈ H be
cyclically reduced. The rewriting w = w1p
m1w2p
m2 · · · pmnwn+1 as given
in Lemma 7.2 is called a p-stable reduced form. The subwords pmi are
called p-stable occurrences and the entries of tuple of positive integers
(m1, . . . ,mn) are called the p-stable exponents of w.
8 p-bands in Ol’shanskii diagrams
For this section we fix a nontrivial homomorphism φ : G → H. We also
fix a cyclically reduced period
p = a1d1 · · · andn ∈ H
i.e. one that satisfies the requirements of (3) as given in Section 7. Equiv-
alently p as a word in the generators corresponds to an edge path in H ,
and in particular as an edge path its first edge lies in A ⊂ H . Specifically
p, as an edge-path has the form:
a1eb2e
−1 · · · bne−1; ai ⊂ A , bi ⊂ B (4)
a1e
n1 · · · ame
nm ; ai ⊂ A , ni ∈ Z (5)
where the ai, bi are understood to be edge paths and where (4) is a period
where H is a free product with amalgamation and (5) is a period where
H splits as an HNN extension.
Let 〈Y | S〉 be a finite presentation of G. W.l.o.g. we may assume,
adding finitely more elements to Y and S if necessary, that the presenta-
tion is triangular, i.e. that all the relations in S have length 3. We may
also assume that no generator occurs twice in a relator so that each 2-cell
is an almost embedded triangle in G (the three corners get identified).
Let G be the presentation 2-complex for 〈Y | S〉. The homomorphism
φ enables us to construct combinatorial maps from G to H . We can
13
ensure that this combinatorial map is such that for each yi ∈ Y , φ(yi)
is sent to an edge path (equivalently a word) in p-stable reduced form.
Since p-stable reduced forms are semi-reduced products, it follows this
map from G (1) to H (1) induces a labeling of G (1) by edge paths in H
that can extend to an E- tight Ol’shanskii diagram Dφ.
Consider the refinement G (Dφ). Let yi be an edge in G
(1), along
yi we can read in G (Dφ) the edge path in p-stable reduced form in H
corresponding to our choice p-stable reduced form for φ(yi).
Definition 8.1. We call a combinatorial subarc σ of yi∩G (Dφ) a p-stable
subarc if along it we read a p-stable occurrence of φ(yi).
This next result follows immediately from Lemma 7.2, the definition
of the resolution ρDf : (G˜ , y˜0) → (TG(Γ), v0) and the fact that edges of G
are mapped via Dφ to p-stable reduced paths.
Lemma 8.2. Let everything be as above. Let yi ∈ Y and consider the
edge f in the universal cover (G˜ , y˜0) labeled yi going from y˜0 to yi · y˜0.
Then
1. The map ρDf : (G˜ , y˜0) → (TG(Γ), v0) sends the edge f to the geodesic
[v0, φ(yi) · v0].
2. ρDf maps a p-stable subarc of f corresponding to a p-stable occur-
rences in φ(yi) onto the corresponding (λ, λ0)-stable periodic core of
[v0, φ(yi) · v0].
Let yiyjyk ∈ S be an arbitrary relation where yi, yj , yk ∈ Y and let
Dijk ⊂ G
(2) be the corresponding 2-cell. The set
[v0, φ(yi) · v0]︸ ︷︷ ︸
γi
∪φ(yi) · [v0, φ(yj) · v0]︸ ︷︷ ︸
γj
∪φ(yiyj) · [v0, φ(yk) · v0]︸ ︷︷ ︸
γk
forms a tripod γi∗γj∗γk = τ in TG(Γ). We use can now the correspondence
given in 2. of Lemma 8.2 to associate the p-stable subarcs of yi, yj , yk to
the (λ, λ0)-stable periodic cores of γi, γj , γk, respectively.
Definition 8.3. Let yr, yw lie in some 2-cell Dijk. We say that p-stable
subarcs ρr ⊂ yr and ρs ⊂ ys are dual if the corresponding (λ, λ0)-stable
cores of γr and γs respectively are dual for r, s ∈ {i, j, k}. Similarly we
say ρr dominates ρs if the periodic core corresponding to ρr dominates
the periodic core corresponding to ρs in τ .
Lemma 8.4. Let everything be as above. And let ρr ⊂ yr and ρs ⊂ ys
be dual p-stable subarcs for r, s ∈ {i, j, k} and suppose |ρs| ≤ |ρr| (in
the sense that the p-stable exponent corresponding to ρr is greater that
the p-stable exponent correpsonding to ρs.) Then there are edge paths
ρ+, ρ− : [0, 1]→ Dijk in the refinement
D′ = G (Dφ) ∩Dijk
such that
• ρ− starts and ends at endpoints of ρr and ρs
• ρ+ starts at the other endpoint of ρr and ends inside ρs.
• Both ρ+, ρ− do not intersect the interior of an E-cell.
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Figure 6: On the left, hashed segments represent p-stable subsegments and the
grey rectangles are the p-bands. On the right the tripod τ and hashed segments
representing the corresponding (λ, λ0)-stable periodic cores
• The edge path inside ρr between ρ
−(1) and ρ+(1) has the same label
as ρs.
Proof. We pass to the universal cover (G˜ , y˜0) and take the lift D˜′ of D
′
whose boundary maps via ρDf onto the tripod τ . It is clear that since
the restriction of the covering map G˜ → G is injective on D˜′ minus its
corners, and is compatible with the refinement G (Dφ), it is sufficient to
find paths ρ+, ρ− with the desired properties in the universal cover.
By Lemma 8.2 and Corollary 6.3 we have that, via ρDf , the lifts ρ˜r
and ρ˜s are mapped to (λ, λ0)-stable periodic cores σr and σs in TG(Γ)
resp. where σs ⊂ σr and they share a common endpoint p
−. Now by
Lemma 4.3 and the assumption that Dφ is E-tight, we have that the the
ρDf -preimages of p
− correspond to a connected component of
D′′ = closure
(
D˜′ \ (E − cells)
)
so we can find a path ρ− satisfying the requirements of the lemma.
By hypothesis we can read pmr along ρ˜r and p
ms along ρ˜s with |ms| ≤
|mr|. Consider the point p
+ in pr that is at the end of the path labeled
pms . It is clear that p+ and the other endpoint of ps should map to the
same vertex of TG(Γ) so again by Lemma 4.3 they must lie in the same
component of D′′. Thus there are paths ρ+, ρ− satisfying the requirements
of the lemma.
Definition 8.5. For any pair of dual p-stable subarcs ρs, ρr of yr, ys
respectively we define the corresponding p-band to be the combinatorial
disk in Dijk ∩ G (Dφ) that is bounded by the four paths ρs, ρr and ρ
+, ρ−
as given in Lemma 8.4. The arcs ρs, ρr are called bases.
See Figure 6 for an illustration.
Lemma 8.6. Suppose that a band has bases along which we read pm with
m > κ. Then the elements of H read along ρ+ and ρ− must be trivial.
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Proof. Suppose along ρ+ we read c+ and along ρ− we read c−. The fact
that we the path c+pm(c−)−1p−m gives a closed loop in a Van-Kampen
diagram over H implies the equality
p−mc+pm = c−.
By Lemma 8.4 and by choice of p (see (4) and (5)) the paths ρ+ and
ρ− are mapped to loops in A ⊂ H . It follows that the elements c+, c−
fix the vertex v0 of TG(Γ). We also have that p
−mc+pm fixes p−m · v0 in
TG(Γ), which means that c
− fixes the whole segment σ = [v0, p
−m · v0]
of TG(Γ). Since |σ| > κ the assumption that c
− is not trivial contradicts
κ-acylindricity.
Definition 8.7. A p-band such that along its bases we can read pm with
m ≥ κ is called long.
This next result is obvious from the previous definition and Lemma
8.6.
Corollary 8.8. Adding singular cells if necessary while preserving pre-
serving E-tightness, we can arrange so that a long band along whose bases
we can read pm can be be obtained by glueing m discs along whose bound-
ary we can read
p ∗ 1 ∗ p−1 ∗ 1
by their edges labeled 1.
We are now in a position to use Bulitko’s original idea and to prove
the main Theorem.
proof of Theorem 1.3. Let everything be as described so far in this sec-
tion. Recall that we want to globally bound the λ-periodicity of every
λ-periodic subsegment of each arc [v0, φ(yi)v0] where yi ∈ Y . By Propo-
sition 5.7 it is enough to bound the λ-periodicities of the (λ, λ0)-stable
periodic cores. Note that we will not bound the number of λ-periodic
subsegment.
To each yi ∈ Y we have the tuple (m
i
1, . . . ,m
i
ni
) of p-stable expo-
nents corresponding to the p-stable reduced form for φ(yi). For a fixed
p these exponents are well defined. Each 2-cell Dijk ⊂ G (along whose
boundary we read yiyjyk) induces a system of linear equations (⋆)ijk over
the positive integers with positive integral coefficients and constants. The
variables are the entries in the tuple
xijk = (x
i
1, . . . , x
i
ni
, xj1, . . . , x
j
nj
, xk1 , . . . , x
k
nk
)
corresponding to the tuple
mijk = (m
i
1, . . . ,m
i
ni
,mj1, . . . ,m
j
nj
,mk1 , . . . ,m
k
nk
.)
of p-stable exponents. We will now describe this system of equations.
Denote by ρrl the p−stable subsegment in yr corresponding to the p-
stable exponentmrl . Consider moreover the following system of equalities:
(0) if ρrl and ρ
s
l′ are dual but neither of them is dominant then we have
mrl = m
s
l′ .
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(1) if ρrl has a unique dual ρ
s
l′ and it is dominant then we have
mrl = m
s
l′ + C
rs
ll′
(2) if ρrl has duals ρ
s
l′ and ρ
q
l′
then we have
mrl = m
s
l′ +m
q
l′′
+ Crsq
ll′l′′
(3) if ρrl has no duals then we have
mrl = C
r
l
(4) if mrl < κ then we write
mrl = C
r
l
We call the terms C∗∗ constants. By Proposition 6.6 and by (4), the
constants in these equations are all bounded by 2(κ+4). If we replace each
occurrence of mrl by the corresponding x
r
l in this system of equalities then
we get a system of equations (⋆)ijk with unknowns from xijk. Moreover
the tuple mijk is a solution to this system of equations.
Let (⋆) be the system of equations consisting of all the (⋆)ijk. We define
an equivalence relation ∼ on the set of p-stable subarcs of G (1) ∩ G (Dφ)
and variables of (⋆) as follows:
• if ρrl and ρ
′s
l lie in the boundary of a common 2-cell Dijk and give
an equation of type (0), then we write ρrl ∼ ρ
′s
l .
• extend ∼ to an equivalence relation.
• each variable xrl corresponds a unique p-stable subarc ρ
r
l so we define
∼ on the set of variables analogously.
It is first clear that we can obtain another system of equations with
fewer variables by replacing in (⋆) each variable by its ∼-class and remov-
ing redundant equations. Also if a variable occurs in an equation of type
(4) then we can simply replace its whole ∼-class with the appropriate
constant. We call this new system of equations (†).
We already saw that the homomorphism φ : G → H, and more par-
ticularly Dφ gave a solution m to (†). Suppose we were given another
positive integral solution m′′to (†). First note that by equations of type
(4), we may assume that all variables in (†) correspond to long p-stable
subarcs in G (1)∩G (Dφ). This means that Corollary 8.8 applies. Sincem
′′
is a solution to (†) it means that in each 2-cell of G we can either surger
in or cut out pieces of p-bands as in Figure 7.
Note that this gives another Ol’shanskii diagram of G over H . So by
Lemma 3.2 there is a corresponding homomorphism φ′′ : G→ H realizing
this new Ol’shanskii diagram Dφ′′ . φ
′′ satisfies all the requirements of the
φ′ given in Theorem 1.3 except for the bound on λ-periodicities. Note
however that each yi ∈ Y is still sent to a path in p-stable reduced form,
but that the λ-periodicity of the long p-stable occurrences are now given
by the entries in the new solution m′′. It therefore follows that all that
remains is to find another solution m′ to (†) where the size of the largest
entry is controlled.
We first note that (†) decomposes into a union of independent subsys-
tems of equations which divide into two types:
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Figure 7: Doing surgery on p-bands. The labels of the arcs αi remains un-
changed and this is still a Van-Kampen diagram
(a) x = x
(b) A system of equations containing an equation of type (2) or (3)
There is no way to bound the number of equations of type (a), how-
ever we immediately see that x 7→ 1 is a positive integral solution to these
equations. Let (†)′ be the system of equations consisting of all subsystems
of equations of type (b). By Corollary 6.2 hand for each 2-cell Dijk con-
tributes at most one equation of type (2) and contributes at most three
equations of type (1). Hence the number of equations in (†)′ is bounded
above by 4|S| (assuming S is triangular). Moreover from the definition
of the (⋆)ijk each equation consists of at most four terms which are ei-
ther variables or constants and the coefficients are all 1. Moreover all the
constants are bounded above by 2(κ+ 4).
We now show how to compute n : N×N×N→ N as given in Theorem
1.3. Up to choice of alphabet there is a finite number N(g, r) of finite
presentations with g generators and r relations. This gives us a finite set
{〈Yi | Si〉 | i = 1, . . . N(g, r)}
of corresponding triangular presentations (triangulating a presentation
can be done algorithmically.) Let
K(g, r) = max
i=1...N(g,r)
(|Si|)
Then there is a finite set E(g, r, κ) consisting of all systems of equations
such that:
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• There are at most 4K(g, r) equations.
• Each equation has at most 4 terms and all coefficients are 1 so each
term is just variable or a constant.
• Each constant is positive and bounded above by 2(κ+ 4).
For each system of equations (⋆)j ∈ E(g, r, κ) that has a positive inte-
gral solution, compute such a solution vj (this can be done, it’s just linear
programming.) Among all the entries in all the vj we take n
′(g, r, κ) to
be the maximum. We let n(g, r, κ) = n′(g, r, κ) + 2(κ + 4) + 1. This n is
clearly computable and satisfies the requirements of Theorem 1.3.
References
[Bul70] V. K. Bulitko. Equations and inequalities in a free group and a
free semigroup. Tul. Gos. Ped. Inst. Ucˇen. Zap. Mat. Kaf., (2
Geometr. i Algebra):242–252, 1970.
[LS01] Roger C. Lyndon and Paul E. Schupp. Combinatorial group
theory. Classics in Mathematics. Springer-Verlag, Berlin, 2001.
Reprint of the 1977 edition.
[Ol′89] A. Yu. Ol′shanski˘ı. Diagrams of homomorphisms of surface
groups. Sibirsk. Mat. Zh., 30(6):150–171, 1989.
[Ser03] Jean-Pierre Serre. Trees. Springer Monographs in Mathematics.
Springer-Verlag, Berlin, 2003. Translated from the French origi-
nal by John Stillwell, Corrected 2nd printing of the 1980 English
translation.
[SW79] Peter Scott and Terry Wall. Topological methods in group theory.
In Homological group theory (Proc. Sympos., Durham, 1977), vol-
ume 36 of London Math. Soc. Lecture Note Ser., pages 137–203.
Cambridge Univ. Press, Cambridge, 1979.
[Tou09] N. W. M. Touikan. Finding tracks in 2-complexes.
http://arxiv.org/abs/0906.3902, June 2009.
19
