The module of differential operators over the Lie algebra of smooth vector fields is a deformation of the corresponding module of symbols in the sense of RichardsonNeijenhuis theory of deformation, as recently pointed out by Duval-Lecomte-Ovsienko. In this paper, we compute the second (differentiable) cohomology group
Introduction
This work has its genesis from the study of the module of differential operators over the Lie algebra of smooth vector fields, Vect. This space cannot be isomorphic, as a Vect-module, to the corresponding space of symbols (cf. [6, 14] ). In other words, there is no canonical quantization map (see [24] ) that intertwines the action of the Lie algebra Vect. In fact, the space of differential operators is a deformation of the space of symbols in the sense of Richardson-Neijenhuis theory of deformation. As well known, deformation theory of Lie algebras is closely related to the computation of cohomology (cf. [16] ). More precisely, given a Lie algebra g and a g-module V. The classification of infinitesimal deformations, i.e. deformations that are linear in the parameter of deformation, is related to the cohomology group H 1 (g, End(V )).
Moreover, the obstruction to extend the infinitesimal deformation to a formal one is related to the second cohomology group H 2 (g, End(V )).
In our situation, the computation of the first cohomology group goes back to the work of Feigin-Fuks [7] . Ovsienko and the author have computed the corresponding sl(2, R)-relative cohomology group (see [5] ). The computation uses the well know result of Gordan [12] on the classification of bilinear differential operators on tensor densities. Later, a generalization to a multi-dimensional manifold has been carried out by Lecomte-Ovsienko in [14] (see also [4] for further results). Because of these results all infinitesimal deformations are established. It is natural to ask whether these deformations can be extended to formal ones or not. This fact have led us to compute the second cohomology group H 2 (Vect(RP 1 ), Hom diff (F λ , F µ )), (1.1) where F λ is the space of λ-densities. This computation is a first step towards the study of formal deformations of symbols. The investigation of all deformations of symbols in case of R n , where n > 1, have been studied in [1] . The authors make use of the Neijenhuis-Richardson product to classify these deformations but without description of the second cohomology group. The analogue of the cohomology group (1.1) for multi-dimensional manifolds is still out of reach.
Basic definitions
Consider the standard action of SL(2, R) on RP 1 by linear-fractional transformations. It is well know (cf. [17] ) that this action generates global vector fields
that form a Lie subalgebra of Vect(RP 1 ), isomorphic to the Lie algebra sl(2, R). This identification is understood throughout this paper.
The space of linear differential operators as a Vect(RP 1 )-module
The space of tensor densities of weight λ on RP 1 , denoted by F λ , is the space of sections of the line bundle (T * RP 1 ) ⊗λ . This space coincides with the space of vector fields, functions and differential forms for λ = −1, λ = 0 and for λ = 1, respectively. The Lie algebra Vect(RP 1 ) acts on F λ by the Lie derivative. For all X ∈ Vect(RP 1 ) and for all φ ∈ F λ , we have
where the superscript ′ stands for d/dx. We are interested in defining a two-parameter family of Vect(RP 1 )-modules on the space of linear differential operators.
Consider linear differential operators that act on tensor densities:
The Lie algebra Vect(RP 1 ) acts on the space of linear differential operators as follows. For all X ∈ Vect(RP 1 ) :
where L λ X is the action (2.1). We denote by D λ,ν the space of linear differential operators (2.2) endowed with the defined Vect(RP 1 )-module structure (2.3).
Deformation Theory and Cohomology
Deformation theory of Lie algebra homomorphisms was first considered in [16, 21] . The Neijenhuis-Richardson's deformation theory is analogue to the deformation theory of associative algebras of Gerstenhaber [11] . In the framework of [16, 21, 11] , the authors deal only with one-parameter of deformation. Recently, Ovsienko-Roger in [18] (see also [1] ) have studied deformations of Lie algebras with multi-parameters. Here we give an outline of this theory.
The general framework
Let g be a Lie algebra and V be a g−module. Denote by ρ the action of g on V.
An infinitesimal deformation of the action g on V is
where
] are linear maps and t = (t 1 , . . . , t s ) are formal parameters. The homomorphism condition
for all X, Y ∈ g, is satisfied in order one if and only if the maps c i ∈ Z 1 (g, V ). It is also known that all infinitesimal deformations are classified by the cohomology group
Starting with the infinitesimal deformations as in (2.4), and consider the formal series
where the terms c i,j , c i,j,k , . . . are also linear maps g → End(V ) [[t] ], such that the deformed map ρ t satisfies also the homomorphism condition at any order. It is also well known that the cohomology group H 2 (g; End(V )).
measures whether an infinitesimal deformation can be extended to a formal one or not.
Deformation of the space of symbols of differential operators
In the one dimensional case, the space of symbols of differential operators D k λ,µ is the sum of tensor densities
The action of Vect(RP 1 ) on the space S δ is just the action (2.1) with an appropriate weight at each component. The Vect(RP 1 )-module D k λ,µ represents a class of deformation of the Vect(RP 1 )-module S δ in the sense described above. The explicit formula of a such deformation can be found in [12, 20] .
As stated above, the classification of infinitesimal deformation of the space of symbols S δ is given by the cohomology group
This cohomology group has been computed in by Feigin-Fuks in [7] . Now starting with any infinitesimal deformation, the obstruction to extend it to a formal one is given by the cohomology group
The computation of the cohomology group above is the main goal of this paper although we restrict ourself to the differentiable cohomology.
The Gelfand-Fuks cocycle
We need to introduce the following cocycle (of Gelfand-Fuks):
Here ω ∈ H 2 (Vect(RP 1 ), F 1 ), but the Gelfand-Fuks 2-cocycle is rather defined in the literature as
(see [10] ). This 2-cocycle is related to the so-called Virasoro algebra. In this section, we will compute the "differentiable" cohomology of the Lie algebra sl(2, R) with coefficients in the space of linear differential operators D λ,µ . This cohomology has been already computed in [13] , but now explicit 2-cocycles are given. Here we proceed by a direct computation. 
2 ), and k ∈ N\{0}, 0, otherwise The 2-cocycle that span this cohomology group is given by
where ω is the Gelfand-Fuks cocycle (2.6).
We need first to proof the following Lemma. 
where β 0 , β 1 and β 2 are constants. The coboundary δ c(X, Y, φ) is given as
Proof. Straightforward computation using the definition (2.3).
Proof of Theorem 3.1 Now we are in position to prove Theorem (3.1). Any 2-cocycle on sl(2, R) should retains the following general form:
where α are constants. The higher degree terms on X and Y are absent from the formula above, as they vanish on the Lie algebra sl(2, R). The 2-cocycle condition reads as follows: for all φ ∈ F λ , for all ψ ∈ F ν and for all X ∈ sl(2, R), we have
Consider the vector fields X = 
, the 2-cocycle condition with respect to these vector fields implies α 1 = 0 and α 2 = 0, respectively. Now, the 2-cocycle condition is always satisfied except for the vector fields X =
For the vector fields, we distinguish three cases: 1. For µ = λ − 1. Then the 2-cocycle should have the following form
This 2-cocycle is, in fact, a coboundary; it is equal to δ c(X, Y, φ) for β 0 = −1.
Then the 2-cocycle should have the following form
The 2-cocycle condition implies that
This 2-cocycle is, in fact, a coboundary; it is equal to δ c(X, Y, φ) upon choosing
3. If µ = λ + j, where j ≥ 1, then the 2-cocycle condition is equivalent to the equation
Upon adding the coboundary δ c(X, Y, φ) the constant α 0,1 can be eliminated together with the constant α 0,2 . Now the constant α 0,1 and α 0,2 can be disregarded from our general expression of the 2-cocycle. However, the constant α 1,2 cannot be disregarded for the value λ = 2−j 2 . Indeed, when we had added the coboundary, we obtained that the coefficient of the component Y ′′ X ′ is of the form
This equation cannot be solved in β 1 for λ = 1−k 2 . Therefore, the second cohomology group (3.1) is one-dimensional generated by a 2-cocycle as in (3.1).
The following steps in computing the relative cohomology has intensively been used in [3, 4, 5, 14] . First we classify sl(2, R)-invariant differential operators, then we isolate among them those that are 2-cocycles. To do that, we need the following Lemma.
Lemma 4.1 Any 2-cocycle that vanishes on the Lie subalgebra sl(2, R) is sl(2, R)-invariant.
Proof. The 2-cocycle condition reads as follows:
. This condition is nothing but the invariance property.
sl(2, R)-Invariant differential operators
As our 2-cocycles have the property that they vanish on the Lie algebra sl(2, R), we will investigate sl(2, R)-invariant bilinear differential operators that vanish on sl(2, R).
Proposition 4.2 The space of sl(2, R)-invariant bilinear differential operators
that vanish on sl(2, R) is as follows:
Proof. Any such differential operator has the general form
where X, Y ∈ Vect(RP 1 ) and φ ∈ F λ . We first prove that all the constants c i = 0. For that, we check the invariance property with respect to the vector fields
It a matter of direct computation to prove that c i = 0. On the other hand, the invariance property with respect to the vector fields X = xd/dx with Y and Z are arbitrary implies that c ′ i,j = 0 and µ = λ + k. Therefore c i,j are constants. Now, the invariance property with respect to the vector fields X = x 2 d/dx with Y and Z are arbitrary is equivalent to the system
where 2 < β < γ < k. For β = 3, the equation (4.1) implies that all the constants c t,3 can be determined uniquely in terms of c 4,3 and c 4,s . More precisely,
We emphasize on the fact that the coefficients c t,3 are determined uniquely and independently on λ.
For β = 4 and γ = 5, and from equation (4.1), we have
Thus the constant c 6,4 is determined. But for β = 4 and γ > 5, the equation (4.1) implies that
Therefore all the constant c 5,γ can be determined for any γ ≥ 6. By continuing this procedure we see that the constants c 6,γ , c 7,γ , . . . can be determined as well as c 4,γ for γ an even number. Finally, we have proved that the space of sl(2, R)-invariant operators is generated as follows:
1. If k is even, it is generated by c 4,3 , c 4,5 , c 4,7 , . . . , c 4,k−3 . The space of solution is
2. If k is odd, it is generated by c 4,3 , c 4,5 , c 4,7 , . . . , c 4,k−2 . The space of solution is 
has been computed in [5] .
The context of differentiability is essential here for our computation. We do not know whether non-differentiable 2-cocycles may exist or not in our situation.

Proof of Theorem (4.3)
Any 2-cocycle on sl(2, R) should retains the following general form:
where α are constants. Moreover, the constants should be anti-symmetric; namely,
By using Lemma (3.2), any 2-cocycle should be sl(2, R)-invariant, this property forces all the constants c i to be zero. Moreover, as the 2-cocycle above vanish on the Lie algebra sl(2, R), we should impose that
Before starting with the proof proper, we explain our strategy. This method has already been used in [3] . First, we investigate linear differential operators that belong to Z 2 (Vect(RP 1 ), sl(2, R); D λ,µ ). The 2-cocycle condition imposes conditions on the constants c i,j -basically a linear system on c i,j . Second, taking into account the first part, we eliminate all constants underlying coboundaries. Piecing the bits of information together, the dimension of the cohomology group will be the number of constants that generate the 2-cocycle (5.1) remaining after this process.
We need the following. 
where the constants γ i,j satisfy the induction formula [3, 5] ). We refer to [20] for a thorough description and history about them. Now we will study properties of coboundaries. Let B : Vect(RP 1 ) → D λ,µ be an operator defined by
Where X ∈ Vect(RP 1 ) and φ ∈ F λ . together with γ 0,k+1 = γ 1,k = 0. In addition,
4)
with the property that β 0,j = β 1,j = β 2,j = 0, and
Proof. From the very definition of coboundaries, we have
where X, Y ∈ Vect(RP 1 ) and φ ∈ F λ . The coboundary above vanishes on the Lie algebra sl(2, R). It means that whenever X ∈ sl(2, R) we have
Hence the operator B is sl(2, R)-invariant; therefore, it coincides with the transvectants. The conditions γ 0,k+1 = γ 1,k = 0, come from the fact that the coboundary δ(B) vanishes on the Lie algebra sl(2, R). Now, the conditions β 0,j = β 1,j = β 2,j = 0 are consequences of the sl(2, R)-invariant property, while the values of β 3,4 and β 4,5 follow by a direct computation.
5.1
The case when µ − λ = 5.
In this case, the 2-cocycle has the form
The 2-cocycle condition is always satisfied. On the other hand, the coboundary (5.4) takes the form
This coboundary is equal to our 2-cocycle except for λ = 0 or −4. Therefore, the cohomology group in Theorem 6.1 is trivial except for λ = 0 or −4.
The case when
The 2-cocycle has the form
On the other hand, the coboundary (5.4) takes the form
This coboundary is equal to our 2-cocycle except when λ is a solution for the quadratic equation 3 + 2λ(5 + λ) = 0.
5.3
The case when µ − λ ≥ 7.
In this case, the 2-cocycle condition is equivalent to the system Let us prove that the system above admits a solution in which the generators are the two constants c 3,4 and c 4,5 . For α = 2, the system above has been studied in Section 4.1; it corresponds to the investigation of sl(2, R)-invariant differential operators. We have seen that all the constants c i,j can be written in terms of c 3,4 , c 5,4 , c 7,4 , c 9,4 , . . . . Now for k = 9, 10, 11 we are required to deal with the system (5.6) for α = 3. For this value, it turns out to be
2 ) c γ+2,β + (
By putting β = 4 and γ = 5, we see that the coefficient c 4,7 can be determined; it is given by
We continue like this until we determine all the constants c 4,k−3 when k is even and until c 4,k−2 when k is odd. Therefore, the system above is generated by c 3,4 and c 4,5 . Now we give explicitly the constants which are solutions for the system (5.6. (5.12)
The explicit value of c 4,9 is too long; we omit its expression.
We have just proved that any 2-cocycle is generated by the two constants c 3,4 and c 4,5 . But this general formula may contain coboundaries. Here we explain how the coboundaries can be removed. Consider any coboundary given as in (5.4) . We discuss the following cases:
In that case, the constant c 4,5 can be eliminated by adding the coboundary (5.4). On the other hand, the constant c 3,4 cannot be eliminated as β 3,4 = 0. It follows that the 2-cocycle is generated by c 3,4 . Therefore, the cohomology group is one-dimensional. The explicit expressions of the 2-cocycle is given by the constants as above upon taking c 3,4 = 1 and c 4,5 = 0.
If λ is a solution for the equation
In that case, the constant c 3,4 can be eliminated by adding the coboundary (5.4). On the other hand, the constant c 4,5 cannot be eliminated as β 4,5 = 0. It follows that the 2-cocycle is generated by c 4,5 . Therefore, the cohomology group is one-dimensional. The explicit expressions of the 2-cocycle is given by the constants as above upon taking c 3,4 = 0 and c 4,5 = 1.
3. First, we observe that there is no common solutions for λ in Part 1 and 2 except for λ = 1, and k = 1; or λ = −1, and k = 1. But this case is disregarded as k ≥ 7. Moreover, whatever the weight λ can take, one of the constant c 3,4 or c 4,5 can be eliminated by adding the coboundary. It follows that the cohomology group is one-dimensional. Therefore, the cohomology group is one-dimensional. The explicit expressions of the 2-cocycle is given by the constants as above upon taking, for instance, c 3,4 = 1 and c 4,5 = 0.
5.3.2
The case when µ − λ = 12, 13, 14.
Let us prove that the system above is generated by a one-parameter if λ is generic, and by two-parameter for particular values of λ.
We have seen in the previous section that all coefficients can be determined in terms of c 3,4 and c 3,5 . As k ≥ 12, we are required to study the system (5.6) when α = 4. For α = 4, β = 5 and γ = 6, the system becomes A direct computation gives
We distinguish two cases: . We omit here the explicit expression because it is too long. 1 The constant c 3,4 can be eliminated upon adding the coboundary (5.4) for a suitable γ 2,k−1 . Therefore, the cohomology group is trivial.
, then the system above is generated by the two constants c 3,4 and c 4,5 . Now, the coboundary (5.4) can be added in order to eliminate the constant c 3,4 . The constants are given explicitly through: Let us prove that the system above is generated by a one-parameter for all λ. We have seen in the previous section that the system above is generated by one parameter if λ is generic and by two parameters when λ =
. But here k ≥ 15; we are required, therefore, to study the system above for α = 5. For α = 5, β = 6 and γ = 7, the system becomes generates the system and consequently the cohomology group is trivial.
, we proceed as before.
Finally, we have just proved that any 2-cocycle is certainly trivial when k ≥ 5.
6 The cohomology group of Vect(RP
The computation of the cohomology group (6.1) is the main result of this paper. This cohomology group can be viewed as a generalization of the Gelfand-Fuks cohomology, namely, H 2 (Vect(RP 1 ), R). It should be stressed that several authors (see e.g. [13, 22] ) have studied the cohomology of Vect(RP 1 ) with non-trivial coefficients. However, it is not that easy to deduce the cohomology group (6.1) from their computation. 
First, let us give the explicit expressions of the 2-cocycles that span the cohomology group above when k = 1, 2, 3 and 4.
(6.5)
Here ω stands for the Gelfand-Fuks cocycle (2.6). Before to proceed for the proof, we need the following Lemma. Proof. Consider a general form of a 2-cocycle
where X ∈ Vect(RP 1 ) and φ ∈ F λ . We are going to simplify the expression above as much as possible. Consider a general expression of a coboundary
For the value λ = 1−k 2 , the coefficient of the component (XY ′′ − Y X ′′ ) is identically zero. On the other hand, the coboundary above can be added in order to eliminate the constants c 0,1 and c 1,3 from the operator (6.6). We suppose henceforth that c 0,1 = c 1,3 = 0. Now let us check the 2-cocycle condition for the operator (6.6). A direct computation implies that the coefficient of X ′ Y β Z γ φ k+2−β−γ should satisfies
Upon putting β = 2, we can see that all the constant c t,1 can be determined in terms of c 1,2 . Moreover, they are given by the reduction formula is a 2-cocycle on Vect(RP 1 ) that vanishes on sl(2, R). Theorem (4.3) assures that such a 2-cocycle is identically zero. Therefore, c ≡ C (1−k)/2 .
(v) If µ − λ = k = 5, 6, 7, 8, 9, 10, 11, 12, 13 and 14, we proceed as before.
Further remarks
It would be interesting to study the cohomology group arising in the deformation of symbols at the group level, Diff(RP 1 ). We do not know whether the 2-cocycles introduced here can be integrated to the group. Nevertheless, the 2-cocycle (6.2) can be integrated to a 2-cocycle A ∈ H 2 (Diff(RP 1 ); D λ,λ+1 ) and defined by A(f, g, φ) := log(f • g) ′ g ′′ g ′ φ, where f, g ∈ Diff(RP 1 ) and φ ∈ F λ .
This 2-cocycle is just the multiplication operator by the well-know Bott-Thurston cocycle [2] . Furthermore, the 2-cocycle (5.5) can be integrated to B ∈ H 2 (Diff(RP 1 ), PSL(2, R); D λ,λ+5 ) and defined by B(f, g, φ) := g * S(f ) S(g) g * S(f ) ′ S(g) ′ φ, where f, g ∈ Diff(RP 1 ) and φ ∈ F λ .
where S(f ) :
is the Schwarzian derivative. The 2-cocycle here is also just the multiplication operator by a 2-cocycle introduced by Ovsienko-Roger [19] .
It would be also interesting to study the cohomology arising in this context for the case of multi-dimensional manifolds.
