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Abstract- This paper is devoted to the stability analysis of uncertain nonlinear dynamic dry 
friction systems. The stability property of dry friction systems is known to be very sensitive to 
the variations of friction laws.  Moreover, the friction coefficient admits dispersions due to the 
manufacturing processes. Therefore, it becomes necessary to take this uncertainty into 
account in the stability analysis of dry friction systems to ensure robust predictions of stable 
and instable behaviours.  The generalized polynomial chaos formalism is proposed to deal 
with this challenging problem treated in most cases with the prohibitive Monte Carlo based 
techniques. Two equivalent methods presented here combine the non-intrusive generalized 
polynomial chaos with the indirect Lyapunov method.  Both methods are shown to be 
efficient in the estimation of the stability and instability regions with high accuracy and high 
confidence levels and at lower cost compared with the classic Monte Carlo based method.   
Key word: Dry friction systems, uncertain nonlinear dynamic systems, stability, generalized 
polynomial chaos, non-intrusive schemes, Lyapunov approach 
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1. INTRODUCTION 
 
Several studies have been devoted to the analysis of the dynamic behavior of dry friction 
systems. The stability analysis problem of this particular class of nonlinear dynamic systems 
occupies a major place. Indeed, a high number of studies, involving both scientists and 
industrialists, were carried out in order to define efficient methods for predicting instability in 
dry friction systems such as braking, wiping and clutch systems [1-7]. Various mechanisms 
have been defined to explain the self friction-induced vibration phenomenon. They are 
classified into two main families. The first one is related to the tribological aspects of 
mechanical systems and includes the stick-slip and speed dependent friction force 
mechanisms, while the second family is related to geometrical and structural properties and 
includes the so-called sprag-slip and mode coupling mechanisms [7-13]. The stick-slip and 
speed dependent friction force rely on changes in the friction coefficient according to the 
relative sliding speed between two bodies in contact. The stick-slip received greater interest. It 
characterizes instabilities as a consequence of a low sliding speed phenomenon caused when 
the static friction coefficient is higher than the dynamic coefficient. The stick slip has been 
shown to be relevant in modelling friction-induced instabilities such as low frequency brake 
vibrations for example [1], [14-19] but numerous studies have pointed out that a decrease in 
the friction coefficient is not sufficient to explain other types of friction-induced vibrations 
[10], [20-22]. In a more general setting, the tribological properties are not the unique cause of 
instabilities since the latter have been shown to occur even if the friction coefficient remains 
constant with respect to the relative sliding speed.  In this context, the structural and 
geometrical based mechanisms have been proposed, namely the sprag-slip and mode 
coupling, by which friction-induced oscillations are generated with a constant friction 
coefficient.  The Sprag slip was introduced in 1961 by Spurr who gave a purely structural 
3 
 
interpretation of the self-excited friction induced vibrations [10]. A more developed theory 
describes instabilities as geometrically induced or kinematic constraint instability. D’Souza 
and Dweib show analytically that friction is responsible for the presence of a coupling term 
between modes which induces the destabilization of a stationary state [21]. The same 
conclusion appears in numerous other studies. Hoffmann proposes a two degree of freedom 
system in which the friction-induced vibrations are explained by a mode coupling 
phenomenon defined by a coalescence of the system’s modes at the Hopf bifurcation point 
which occurs with a constant friction coefficient [23]. Numerous recent studies focus on the 
sprag-slip and mode coupling in frictions induced vibrations [24-27]. The friction coefficient 
is considered constant. In fact and in practice, the friction coefficient is a random parameter 
since it presents dispersions related in the general cases to the manufacturing process which 
yields uncertain characteristics for the contact surfaces in mechanical systems. So, for two 
manufactured systems of the same type, the corresponding friction coefficients are constant 
according to the sprag-slip and mode coupling phenomena but with different values. 
However, the stability property of dry friction systems is currently known to be very sensitive 
to even small variations of the friction coefficient. So, it is necessary to take account of the 
above mentioned uncertainty in the stability analysis in order to predict stability and 
instability behaviours with robustness. This task is an important step in the robust design 
framework which aims to choose suitable design parameters which ensure the best stability 
properties of friction systems according to known random supports of friction coefficients.   
 
The stability analysis of nonlinear dynamic friction systems with uncertain friction 
coefficients can be included in the stochastic stability analysis framework.  The main interest 
of the latter is to obtain stability assessment for dynamic systems by taking account of 
uncertainty (in parameters, inputs, initial conditions, etc). Different approaches have been 
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proposed in this field. For uncertain linear systems, if the parameters are linear functions of 
the random variables modelling uncertainties, then it is only necessary to test the stability 
corresponding to the extreme value of the uncertain parameters [28]. For general cases, Monte 
Carlo methods based on sampling processes are the most useful [29-31]. These methods try to 
estimate probability densities using a great number of points. This consists in creating a grid 
of values according to the probabilistic support of uncertainties and in operating simulations 
and analyses for each point of the grid. In the stability analysis framework, the conditions for 
stability are tested for each point to determine if the system is stable for the whole 
distribution. This method is known to be prohibitive since it requires a high number of 
samples to ensure good convergence of the MC procedure and a high level of accuracy and 
confidence for the stability analysis.  In this context, the polynomial chaos theory can be seen 
as an interesting alternative. The polynomial chaos concept helps to describe random 
functions with convergent polynomial functions series in some independent random variables 
with known joint density functions [32-33].  The efficiency of its intrusive and non-intrusive 
implementation schemes has been shown in numerous applications such as treating 
uncertainties in environmental and biological problems [34] and in multibody dynamic 
systems [35-36], flow simulation problems [37-38], sensitivity analysis [39-40], robust 
analysis of uncertain nonlinear dynamic systems [41] (Nechak et al, 2010), parameter 
estimation [42-44], controller design problems [45-46] and limit cycle analysis [47-48].  
Fischer and Bhattacharya propose the generalized polynomial chaos formalism to study the 
stability of stochastic nonlinear dynamic systems. The main idea of their method is to 
transform the stochastic differential equations by means of an intrusive Galerkin projection 
into a deterministic set of differential equations. The Lyapunov direct method is then used to 
study the stability of the resulting systems [49]. Nechak et al have tested the efficiency of this 
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method by using it to analyze the stability of a drum brake system with an uncertain friction 
coefficient governed by a uniform probabilistic law. The obtained conclusion states that the 
method gives an efficient tool to model and approximate the evolution of uncertainties in the 
state trajectories and to estimate stable intervals when the generalized polynomial chaos 
(GPC) approximation is suitably constructed [50]. However, the method cannot be used to 
predict instabilities.  
The main originality in this paper lies in the two methods proposed to predict both stability 
and instability behaviours in uncertain nonlinear dynamic friction systems. The two methods 
are based on the non-intrusive generalized polynomial chaos formalism coupled with the 
Lyapunov indirect approach. The idea common to both methods is to express the eigenvalues 
of the linearized system by means of the generalized polynomial chaos expansions which are 
computed with a non-intrusive scheme.  In the first method, a sampling based procedure is 
combined with the GPC model to reconstruct the probabilistic distribution of the eigenvalues. 
Stability is then analyzed using the indirect Lyapunov approach. In the second method, first 
some nonlinear optimization problems are solved to obtain the minimum and the maximum of 
the eigenvalues’ real parts corresponding to the uncertainty support. Stability is then analyzed 
according to an extended Lyapunov indirect criterion. The efficiency of the proposed methods 
is tested in the stability analysis of a drum brake system in which the friction coefficient is a 
random parameter. 
 
This paper is organized as follows. The Lyapunov indirect approach for stability analysis of 
nonlinear dynamic systems is recalled in Section 2. The generalized polynomial chaos theory 
is presented in Section 3, then used to formulate the stability analysis of uncertain nonlinear 
systems in Section 4. The application of the proposed methods and the corresponding results 
are shown in Section 5, followed by conclusions at the end of the paper. 
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2. STABILITY ANALYSIS OF NONLINEAR DYNAMIC SYSTEMS WITH THE INDIRECT 
LYAPUNOV APPROACH 
 
Consider a nonlinear dynamic system with a real uncertain parameter  with a known density 
function. 
                                                                      ,x f x                                                          (5) 
with f is a smooth nonlinear vector field, nx R is the state vector. 
Suppose, without lose of generality, that the origin is an equilibrium point for the system (1). 
Moreover, it is not affected by the uncertainty of the  parameter. So the origin is assumed to 
be the equilibrium in the whole distribution of  . The uncertain Jacobian matrix 
corresponding to the system (1) is given by  
                                                              
 d ,
d


 
  
 x=0
f x
A
x
                                                (2) 
 
The stability of the origin in the system (1) is analyzed following the Lyapunov’s indirect 
method using the Jabobian matrix [51] combined with a Monte Carlo type procedure. It can 
be summarized in three main steps: 
1. Generate samples following the probabilistic support of parameter  . 
2. Compute, for each sample, the corresponding eigenvalue of matrix A . 
3. Analyze the stability, for each sample, using the indirect Lyapunov method. 
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In the stability analysis, one crucial problem is to find the Hopf bifurcation point. The point 
 0,0 is said to be the Hopf bifurcation point of the system (1) if the following conditions are 
fulfilled. 
   
   0, 0,
Re
 


center
x
λ 0                                                                                         (3) 
   
   , , 0
Re
 



x 0
non-centerλ 0                                                                                        (4) 
 
d
d
  
0 


λ 0                                                                                                      (5) 
 
 At the bifurcation point  0,0 , the Jacobian matrix (2) has at least a pair of purely imaginary 
eigenvalues  centerλ while the other eigenvalues  non-centerλ   remain non-zero real parts. 
The condition (5) called transversal condition, implies a transversal or a non-zero speed 
crossing of the imaginary axis [51]. 
 
As mentioned in the introduction, the sampling based method is known to be prohibitive since 
it requires a high number of samples to ensure reasonable accuracy with high confidence. The 
resulting computing cost is exorbitant since the system’s eigenvalues must be calculated for 
each sample, an operation which is difficult, especially for systems with numerous degrees of 
freedom. Therefore, the generalized polynomial chaos formalism can be used instead of the 
classic Monte Carlo procedure. This theory is described in the following section. 
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3. GENERALIZED POLYNOMIAL CHAOS THEORY 
 
The generalized polynomial chaos establishes a separation between the stochastic components 
of a random function and its deterministic components. Here is the mathematical framework 
of this approach. From the Wiener theory and the generalizes Cameron-Martin theorem, any 
second order random process x  can be expanded in a convergent (in the mean square sense) 
polynomial function series as: 
                                            
 
0
j j
j
x x 


 ξ                                                                       (6)   
ξ is a vector of d independent random variables with known joint density function  W ξ , 
jx are the stochastic modes of the random process x  and j are orthogonal polynomial 
functions j  satisfying the orthogonality relation (7).  
                                         
     
0
,
,
i j i j
i i
i j
W d
i j
   
 

  

 ξ ξ ξ ξ                         (7)  
.  
 
being the internal product operator.  
In practice, generalized polynomial chaos expansion (6) is truncated to a finite number of 
terms.  
                                                      
 
0
P
j j
j
x x 

 ξ                                                           (8) 
The truncation order P  is shown to be dependent on the generalized polynomial chaos r of 
the polynomial functions j  and the stochastic dimension d  denoting the number of uncertain 
parameters. 
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 !
1
! !
d r
P
d r

                                                             (9)            
Then, computing x
 
is transformed into the problem of finding the coefficients jx  of its 
truncated expansion. The intrusive and non intrusive approaches are defined to calculate these 
coefficients called stochastic modes. The non-intrusive approach is shown to be more efficient 
since it only needs simulations corresponding to particular samples of the random variables 
and it needs no modifications of the stochastic model, contrary to the intrusive approach. The 
latter consists in operating a Galerkin projection to generate, from the stochastic model, a set 
of deterministic coupled equations which are unfortunately difficult to implement, especially 
for complex nonlinear models. That is why only the non intrusive approach is considered in 
this paper.  
 
4. STABILITY ANALYSIS USING THE GENERALIZED POLYNOMIAL 
CHAOS APPROACH AND THE LYAPUNOV INDIRECT METHOD 
 
Two methods based on the generalized polynomial chaos theory and the Lyapunov indirect 
approach are proposed to deal with the stability analysis of the dynamic system (1) in 
which is the only uncertain parameter.  Thus, 1d  and P r . The   parameter is supposed 
to be governed by a uniform distribution function within a given interval [a, b].  
As parameter   is uncertain, all the eigenvalues, i   1,...,i n of the Jacobian matrix (2) are 
also random functions. According to the Askey scheme [37-38], the Legendre polynomials 
are the best suited to deal with uniform uncertainties, so the random eigenvalues are given by:  
                                                ,
0
P
i i j j
j
L   

                                                                  (10)  
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Here   is distributed uniformly within the orthogonality interval  1, 1  of the Legendre 
polynomials. It models the uncertainty of parameter . Therefore, 0 1      with 0 is the 
mean value and 1  is a convenient constant. 
 
The step common to the proposed methods is to compute the stochastic modes ,i j . The non-
intrusive spectral projection (NISP) or the regression technique can be used to compute the 
stochastic modes ,i j .  
The NISP technique exploits the orthogonality property of the Legendre polynomials 
 jL  to express ,i j from (10) as follows.  
                                                         
1
,
1
1 ,i j j j i jL L L W d     

                              (11) 
Numerical techniques are used for integral computing, such as the Simpson or the Gauss 
collocation methods. With the latter, expression (11) can be approximated with formula (12). 
                                                              ,
1
1 ,
Q
k k k
i j j j i j
k
L L L W   

                          (12) 
where 
 k and  
k
W , 1,...,k Q are given by the well known Gauss collocation points and 
their corresponding weights. 
Once the stochastic modes have been obtained, the stability analysis of the system (1) can be 
performed with one of the following proposed methods.  
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4.1. First method 
 
The first method considers a sampling process on the probabilistic distribution of the random 
variable   and reconstructs the eigenvalues using the Legendre polynomial chaos expansion 
(10). The stability is then analyzed with the classic Lyapunov indirect criteria [51]. So, for a 
given sample  
k
 the origin is: 
 Asymptotically stable if :   
 
                                                        1,..., / Re 0kii n      ,                                        (13) 
 Unstable if : 
                                                       1,..., / Re 0kii n                                                (14) 
 
 With no conclusion on the stability if : 
                        
         1,..., , / Re 0 Re 0k kj ij n i j                                   (15) 
 
The origin is asymptotically stable (or unstable) on the whole distribution with some 
confidence level depending on the number of samples N , if condition (13) (or condition (14)) 
is verified for all the generated samples  
k
 . The main advantage of this method is that it 
helps to overcome the computational difficulties of the classic Monte Carlo method. With the 
latter, the stability analysis passes through solving the characteristic equation of the system 
for each sample to obtain the eigenvalues. This operation is too costly and difficult especially 
for systems with numerous degrees of freedom. With the Legendre polynomial chaos, no 
characteristic equation needs to be solved. To obtain the eigenvalues, only the Legendre 
polynomials need to be evaluated at the corresponding samples.  
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4.2. Second method 
 
The first method uses a sampling based principle. To avoid this operation, the stability 
analysis can be performed by solving a certain number of optimization problems (16) to 
obtain the maxima and minima of the real part of the system’s eigenvalues then to use an 
extended version of the Lyapunov indirect criteria. 
                                                
   
 
1,..., ,
0
max/ min Re
1 1
P
i n i j j
j
L   



   
     
   

 

                         (16) 
 
The stability on the whole distribution of the parameter  can be analyzed by extending the 
Lyapunov indirect criteria (13), (14) and (15). So for  1, 1   the origin is: 
 
 Asymptotically stable if:                                    
                                                 
 
   
1, 1
1,..., , max Re 0ii n

 
 
                                      (17) 
 Unstable if: 
                                                 
 
   
1,1
1,..., , min Re 0ii n

 
 
                                       (18) 
 
 With no conclusion on the stability if:  
                                    
   
 
   
 
   
1 1
1 1
1,..., , 1,..., / max Re 0
min Re 0
i
j
i n j n


 
 
 
 
   
 
                             (19) 
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The dichotomy principle can be used to suppress uncertainty in the conclusion corresponding 
to (19). The main idea is to divide the Legendre Support into two equal intervals at each time; 
(19) is verified until the separation of the stable regions from the unstable ones. 
The accuracy of both proposed methods depends on the accuracy of the Legendre polynomial 
chaos based model (10). So, it is important to set an appropriate order P which ensures an 
acceptable level of accuracy.  
 
5. APPLICATION AND RESULTS 
 
In order to test the efficiency of the proposed methods, they are used to analyze the stability 
of a two degree of freedom model representing a drum brake system subject to an uncertain 
friction coefficient. The main aim is to separate the stable and unstable regions corresponding 
to a known probabilistic dispersion of the friction coefficient. So, the system considered is 
described. The non-intrusive generalized polynomial chaos based methods coupled with the 
Lyapunov indirect method are then applied to the stability analysis problem. 
 
 
Figure 1. Mechanical model 
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The system shown in the previous figure was defined by Hulten in his study of squeal 
vibration of brake systems [52] then used in many other studies as the definition of a robust 
damping factor in self exciting mechanisms [53] and the robust analysis of the dynamic 
behaviour of friction systems [50]. This system is a two degree of freedom model which has 
been shown to be sufficient to study mode coupling instability [26].  
As shown in Figure 1, the system considered is composed of a mass m  held against a moving 
band; the contact between the mass and the band is modelled by two plates supported by two 
different springs. For the sake of simplicity, it is assumed that the mass and band surfaces are 
always in contact. This assumption may be due to a preload applied to the system. The contact 
can be expressed by two cubic stifnesses. Damping is integrated as shown in Figure 1.  The 
friction coefficient at contact is assumed to be constant and the band moves at a constant 
velocity. Then it is assumed that the direction of the friction force does not change because 
the relative velocity between the band speed 1X or 2X is assumed to be positive. The 
tangential force TF due to the friction contact is assumed to be proportional to the normal 
force NF  as given by Coulomb's law: T NF F . The resulting motion equation can be 
expressed in the state space, as shown in Hultén and Sinou studies [50], [53], [26]. 
 
                                         
    
      
,
,
t t
t t

 

 
NL
x f x
A x f x
                                              (20) 
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where          1 2 3 4
T
t x t x t x t x t   x with    1 1x t X t ,    2 1x t X t , 
   3 2x t X t ,    4 2x t X t ,  
2 2
1 1 1 2
2 2
1 2 2 2
0 1 0 0
0
0 0 0 1
0
  

   
 
  
 
 
 
   
A , and 
  
 
   
3 3
1 1 2 3
3 3
1 1 2 3
0
,
0
NL NL
NL NL
x t x
t
x t x t
 

 
 
  
 
 
 
  
NLf x . 
 
with i i ic mk  the relative damping coefficients, i ik m   the natural pulsations and  
NL NL
i ik m   
for 1,2i  . For numerical application: 1m  kg, 1 2 100   rad.s
-1
, 
2 2 75   rad.s
-1
, 1 2 0.02   , 
2
1 1
NL  , 2 0
NL  . 
 
The friction coefficient   is an uncertain constant parameter supposed to be driven by a 
uniform distribution law within the interval [0, 0.5].   
It can be noted that the origin is an equilibrium point of the state equation (20). Moreover, the 
uncertainty of the friction coefficient does not affect the equilibrium position. Now, it will be 
interesting to analyze the origin stability by taking the dispersion of the friction coefficient 
into account.  
 
5.1. Stability analysis with a Monte Carlo (MC) type procedure 
 
The stability of the friction system equilibrium is investigated using a classic MC type 
method. The friction coefficient is assumed to have dispersions within the interval  0 0.5 . 
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The eigenvalues  1,...,i i n   of the linearized system can be found by solving the 
characteristic equation (21) for a set of samples generated from the probabilistic support of 
the friction coefficient. 10,000 samples are generated in a manner to ensure a high confidence 
level (99%) with high accuracy (1%). 
                                                     det 0  A λI                                                              (21) 
Two couples of conjugate eigenvalues are obtained for the fixed interval of dispersion. The 
evolutions of their real and imaginary parts are plotted against the values of the friction 
coefficient in the figure 2.  
 
Figure 2. Eigenvalues of the system (20) according to the friction coefficient 
 
 
As long as the real parts of all the eigenvalues remain negative, the origin system (20) is 
asymptotically stable. When at least one of the eigenvalues has a positive real part, the origin 
is unstable. The imaginary parts of these eigenvalues represent instability frequencies. The 
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Hopf bifurcation point corresponding to a couple of eigenvalues with purely imaginary parts 
is obtained at 0.2894  . 
As mentionned previously, computational difficulties are caused by the MC method which, 
consequently, becomes unsuitable for complex nonlinear systems with numerous degrees of 
freedom. Two methods are proposed to circumvent the computational difficulties of the 
classic MC type method. 
 
5.2. Application of the generalized polynomial chaos coupled with the 
Lyapunov indirect method 
 
Contrary to the classic MC method used previously, the distribution of the eigenvalues of the 
linearized approximation of system (20) is reconstructed by coupling an MC type method 
with model (10). The latter must be determined in a manner to ensure an accurate 
approximation of the evolution of the eigenvalues which defines the stability. So, different 
truncation orders P are considered for model (10). The evolutions of the real and imaginary 
parts of the system’s eigenvalues with respect to the uncertain friction coefficient are plotted 
respectively in Figures 3 and 4. They are obtained with 10,000 samples and compared to the 
classic MC method using the same number of samples in order to have the same confidence 
and accuracy parameters. From Figures 3 and 4, model (10) with P=30 gives the best 
approximation comparing with those obtained with P = 25 and P = 20. From a statistical 
point of view, the distribution laws constructed with model (10) and shown in Figure 5, are 
correct, compared to the reference laws given by the MC method. However, the crucial point 
is the estimation of the Hopf bifurcation zone. At the Hopf bifurcation point, the system has a 
pair of purely imaginary eigenvalues while the other eigenvalues remain stable. So, near the 
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Hopf bifurcation point, the system loses its asymptotic stability and becomes unstable for an 
infinitesimal perturbation. The Hopf bifurcation point is estimated with model (10) using the 
different orders. The results are illustrated in table 1.  
  
 
Figure 3. {(a),(b),(c)}: Evolution of the real parts of the system's eigenvalues with respect to 
the friction coefficient- {(d),(e),(f)}: zoom on the Hopf bifurcation zones in 
{(a),(b),(c)}respectively 
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Figure 4. {(a),(b),(c)}: Evolution of the imaginary parts of the system's eigenvalues with 
respect to the friction coefficient-{(d),(e),(f)}: zoom on the Hopf bifurcation zones in 
{(a),(b),(c)}respectively 
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Figure 5. Probabilistic distribution of the real parts of the system's eigenvalues- {(a), (b), (c), 
(d)}:Histograms of the real parts of the first pair of eigenvalues- {(e), (f),(g),(h)}: Histograms 
of the real parts of the second pair of eigenvalues  
 
   Reference 
value with 
MC  
LePC 
P= 20 
LePC 
P= 25 
LePC  
P = 30 
 
 µ = 0.2894 0.2778 0.2853 0.2893  
 
Table 1. Estimation of the Hopf bifurcation point with model (10) coupled with an MC 
method 
 
Model (10) with P=30 gives the best estimation of the Hopf bifurcation point with the 
smallest relative error (0.03%). The levels of errors with P=25 and P=20 are higher. In table 
2, the stability proportion is estimated using model (10) with a confidence equal to 99% and 
an accuracy near 1%. The results obtained show the high performance of the model used. 
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Indeed, it is shown that the Legendre polynomial expansion used estimates the proportion of 
stability with the same confidence interval as the MC method. 
 
 Methods MC LePC (P=30)  
 Confidence intervals (%) 57.46  1. 28 57.56 1. 28  
 
Table 2. Estimation of the stability proportion with confidence intervals 
 
 
 
5.3. Stability analysis by the optimization of the generalized polynomial chaos 
models 
 
The first method, presented in sub-Section 5.2, has shown great efficiency compared to the 
classic MC technique. The same level of confidence and accuracy is obtained at a lower cost. 
The second method proposed here does not consider the sampling based principle. The 
stability analysis is reduced to solving some optimization problems defined by (16).  The 
conclusion on stability is given according to criteria (17), (18) and (19).  
Consider the optimization problem (16) with P=30. The functions to be optimized are the real 
parts of the system’s eigenvalues. The random variable describing the uncertainty  is the 
decision variable of the optimization problem. The descent gradient based algorithms 
implemented in Optimtool Matlab Toolbox are used to search for the minima and maxima. 
The results are given in table.3.  
 
 
 
22 
 
 Reference value Max Min  
 Re ( 1,2 ) -4.892 -113.089  
 Re ( 3,4 ) 102.160 -6.040  
 
Table 3. Estimation of the minima and maxima of the real parts of the system’s eigenvalues 
for µ within [0, 0.5] 
 
There are two pairs of complex conjugate eigenvalues 1,2  and 3,4 . The first pair is stable 
since the maximum of the corresponding real parts is negative. The maximum of the real parts 
corresponding to the second pair is positive while its minimum is negative. So, according to 
criterion (19), no conclusion can be given on the stability of the origin.  
 
The dichotomy principle is used to separate stable regions and unstable regions. It consists in 
the division of the uncertainty interval into two smaller intervals each time the situation 
defined by (19) arises. The same analysis procedure is then followed. The results of the first 
iteration are shown in tables 4 and 5. 
 
 Reference value Max Min  
 Re ( 1,2 ) -4.892 -8.114  
 Re ( 3,4 ) -2.884 -6.040  
 
Table 4. Estimation of the minima and maxima of the real parts of the system’s eigenvalues 
for µ within [0  0.25] 
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 Reference value Max Min  
 Re ( 1,2 ) -8.114 -113.089  
 Re ( 3,4 ) 102.160 -2.884  
 
Table 5. Estimation of the minima and maxima of the real parts of the system’s eigenvalues 
for µ within [0.25  0.5] 
 
In the interval [0 , 0.25], all the maxima of the real parts of the eigenvalues are negative. This 
means that the origin is asymptotically stable, while in the interval [0.25, 0.5], no conclusion 
can be made. The dichotomy principle must be iterated. Performing this operation 15 times 
helps to systematically obtain the total zone of stability and instability separated by the Hopf 
bifurcation point which is obtained equal to 0.2893. The total number of calculations is given 
by 6,000  15 400  , 400 being the number of iterations used to search for the minima and 
maxima. The number is lower than the one (10,000) used with the first method (the GPC 
coupled with the MC technique and the indirect Lyapunov criteria). Note that it not possible 
to carry out a comparison between the first and second methods in terms of computing costs. 
This is due to the system which is simple, and so the resulting computing costs are not so 
significant. 
 
In practice, the designers are confronted with the problem of determining a set of parameters 
for which the designed system presents good properties of stability. There are two families of 
parameters: a family of controllable parameters thanks to the increasingly precise 
manufacturing equipment and another family of non-controllable parameters due to their 
randomness. This is the case for the friction coefficient. The main idea is to use the 
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generalized polynomial chaos formalism coupled with the Lyapunov indirect method to 
determine the set of controllable parameters which ensure optimal proportions of stability 
with high confidence and accuracy levels despite of the uncertainty of the uncontrollable 
parameters. For the system used, the friction coefficient is the only random parameter 
distributed uniformly within [0, 0.5]. The damping coefficients are considered as the 
controllable parameters.  So, the stability proportions are estimated using the first method (i.e. 
the generalized polynomial chaos model and the classic MC based method with the Lyapunov 
indirect approach). The results are compared to the referential results obtained with the classic 
MC method. The results of both methods agree, as illustrated in figures 6 and 7. 
 
 
Figure 6. The stability proportions corresponding to a friction coefficient distributed 
uniformly within [0, 0.5] estimated with the first method (generalized polynomial chaos based 
model coupled with the MC method). 
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Figure 7. The stability proportions corresponding to a friction coefficient distributed 
uniformly within [0, 0.5] estimated with the classic Monte Carlo method. 
 
 
6. CONCLUSION 
 
Two methods have been proposed to deal with the stability of nonlinear dynamic friction 
systems with uncertain friction coefficients.  Both methods are based on the generalized 
polynomial chaos formalism coupled with the Lyapunov indirect method. The main idea is to 
build a generalized polynomial chaos representation to model the evolution of the 
eigenvalues. This representation is computed using a non-intrusive approach. The first method 
uses a sampling based principle to reconstruct the distributions of eigenvalues. This method is 
shown to be of a lower cost than the classic MC method. The second method helps to avoid 
the use of the sampling procedure by resolving some nonlinear optimization problems. The 
generalized polynomial chaos representations are the objective functions which must be 
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optimized in order to find the minima and maxima of the eigenvalues real parts. Stability is 
then analyzed according to the generalized Lyapunov indirect criteria. The efficiency of the 
proposed methods has been shown in the stability analysis of a brake system subject to an 
uncertain friction coefficient. The main aim was to show the feasibility of the proposed 
methods. No exhaustive comparison between the proposed methods has been performed, as 
the system used is too simple for a significant comparison. This point is the aim of the 
research work in progress in which a complex industrial friction system is considered for the 
evaluation of both methods. 
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