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APRESENTAÇAO 
Seja R um aneL Para uma derivação D (respectivamente automorfismo a) 
de R denotamos com R[X1D) {respectivamente R(X 1cr ) ) o skew anel de polinômios 
tipo derivaç.ão (respectivamente o skew anel de polinômios de Laurent) sobre R. Em 
[9] Ferrero provou que se S é qualquer uma das extensões acima citadas e a é um 
radicai satisfazendo certas condições, então o a-radical a(S) de Sé o ideal estendido 
J.S 1 onde I = u(S) n R. Também é obtido uma representação do radical j3 dos 
skew anéis de polinômios R[X:GTL onde f3 é um radical satisfazendo certas condições 
(quase idêntica..<; às satisfeitas por a). A família de radicais a· e f3 em consideração 
inclui os radicais mais conhecidos como o radical prímo1 de J acobson 1 de Brown 
McCoy, de Levitzki, e o radical fortemente primo. 
O primeiro trabalho nessa direção é de Amitsur. Ele prova que o radical de 
Jacobson J (R[Xl) de um anel de polinômios R[X] é o ideal estendido I·R[X], onde 
I é o nil ideal J(R[Xl) n R de R {[1]). Depois Pearson e Stephenson descrevem 
completamente o radical primo do skew anel de polinômios R[X,a] ([l9L Teorema 
L:~:). Jkdi f' Hn.m cs1endem os ncsuhados de Amitsur a.o provar que o radical de 
Jacobson do skew anel de Laurent R(X,u ) é o ideal estendido l·R(X,a ), onde 1 = 
J(R(X,u)) nR ([2], Teorema 3.1). Nesse mesmo trabalho eles descrevem o radical 
de Jacobson do skew anel de polinômios R[X,u] ([2}, Teorema :ll). Os radicais primo 
e de Jacobson do skew anel R[X 1D] são descritos por Ferrero1 Kishimoto e Motose. 
Eles provam que se cr é qualquer um desses radicais, então o radical a (R[X,DJ) é 
também um ideal estendido. Bergen, Montgomery e Passman descrevem o radical 
lX 
primo do anel de operadores diferenciais R* L. Se prova que o radical primo de 
R* L é o ideal estendido N-(R * L:), onde N é a intersecção de todos os L-ideais 
do anel R([3}, Proposição 2.6). Também) eles conseguem uma descrição do radical 
de Jacobson de anéis de operadores diferenciais sob certas condições ([3J, Corolários 
3.4 e 3.5). 
Um dos propósitos desta tese é provar generalizações dos resultados de [9] 
para os skew anéis generalizados R[X, D], R(X,A ) e R[X,AL onde X é um con-
junto de indeterminadas e V (respectivamente A) é um certo conjunto de derivações 
(respectivamente automorfismos) do anel R. 
De outro lado em [8] se definem os ideais fechados de uma extensão livre R[E} 
do anel R Os resultados obtidos se aplicam, em particular, ao estudo dos ideías 
primos de R[E]. 
Um outro propósito desta tese será provar resultados correspondentes para 
os skew anéis de polinômios de Laurent generalizados R(X,A ) . 
O Capítulo 1 inicia com a construção dos skew anéis generalizados que serão 
considerados, bem como as propriedades dessas estruturas. Ditos anéis são ba-
sicamente generalizações das extensões de Ore ([10]), dos anéis considerados por 
Kishimoto em [16], Sec 2, e incluem os anéis de operadores diferenciais R* C, onde 
L é um <:L K-álgdna dv Lie que hatisfa.z certas condit;ÕE~. De fa.to. um do8 resultados 
mais importantes deste Capítulo é aquele onde se dão condições sobre a R-álgebra 
de Lie C para que o anel de operadores diferenciais R* .C seja isomorfo com o skew 
anel R[X, V] (Teorema I.1.5). 
O Capítulo H é iniciado com uma i11trodução rápida da teoria de radicais 
de anéis a..'>sociativos, para depois provar que o radical superior dos anéis Z[XJ 
e Zp[XJ (onde X é um conjunto de indeterminadas) é zero (Teoremas Il.l,3 e 
II.L4). Os resultados que afirmam que o radical superior dos anéis Zp{X) e 
X 
~(X) é também zero são dados mais adiante no parágrafo 3 deste Capítulo. Ent.ào, 
utilizando métodos semelhantes aos de [9J, se prova nos parágrafos 2 e 3 que, se S é 
qualquer uma das extensões R[X, V] e R(X,A } e a é um radical satisfazendo 
certas condições, se tem que <>(S) = l·S, onde I= <>(S) n R (Teoremas 11.2.6 e 11.3.9). 
Esses resultados generalizam assim os resultados citados inicialmente. 
A determinação dos ideais contraídos I== a(S) nR é então um problema de 
interesse para cada radical a e cada anel-extensão. Alguns resultados parciais são 
obtidos no parágrafo 4. Também se prova que, se a é um radical determinado pela 
intersecção de ideais primos e satisfaz certas condições, então o radical a do skew 
anel de polinômios generalizado tipo automorfismo Sn = R[X1 ,u1j ... fXn,un] é um 
ideal de Sn da forma: 
t Í}, .. ,,it 
onde os Ai! ... it são certos ideais .A-invariantes do anel R (Teorema II.5. 10). Finaliza-
se este Capítulo calculando o níl radical generalizado dos skew anéis R* C e 
R(X,A ) (Teoremas 1!.6.3 e Il.6.6). 
No Capítulo JII, para um anel A-primo R( com automorfismos A) lembra-se 
a noção do ane] completo de .A-quocientes à esquerda Q de R. Logo são definidos os 
ideais do skew anel R(X,A ) de forma análoga aos ideais fechados considerados nas 
extensões livres R[EJ ([8}). Então, seguíndo um procedimento similar ao usado no 
trabalho de Ferr<:-To, l'P prova cpw1 quando OB aut.omorfismos de A t~omutam entre 
si, então existe uma correspondência biunivoca entre o conjunto dos ideais fechados 
do anel R(X,A) e o conjunto de ideais fechada.s do anel Q(X,A) (Teorema Ill.3.8), 
e essa correspondência preserva os ideais primos (Teorema III.3.10). Então nos 
parágrafos 4 e 5 desse Capítulo se usa esta coiTespondência entre os ideais primos 
de R(X, A) e Q(X, A) para provar que todo ideal A-primo de R é .A-fortemente 
primo (respectivamente não singular) se, e somente se1 todo ideal primo de R{X,A) 
é fortemente primo (respectimente não singular) (1eoremas II1.4.4 e III.5.3). 
CAPÍTULO I 
ALGUMAS EXTENSÕES DE ANÉIS 
1 - O Anel de Operadores Diferenciais R* C 
Para construir os anéis de operadores diferencais seguiremos [5]. 
Sejam K um anel comutativo com unidade, e R uma K-álgebra associativa :fiel 
com unidade (a mesma de K). Seja C uma R-álgebra de Lie livre como K-módulo e 
U(C) a álgebra envolvente universal de .C. 
Se C age sobre R como R-derivações através do K-homomorfismo .â.: C -
DerK(R) (não necessariamente um homomorfismo de K-álgebras de Lie), onde ~(x) 
= dx V x E L, então esta ação determina, de maneira natural, um anel R* C 
gerado por R e U(C). 
Esse anel R*C tem como conjunto subjacente o R-módulo (à esquerda) livre 
R®K U(C). 
Para cada x E C denotamos com X o elemento 1 0 x de R* C, e para cada 
r E R denotamos com o próprio r o elemento r® 1 de R* C. 
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Se em R* L consideramos a multiplicação sujeita às relações: 
(1) xr = rx+ d,(r), VrER, VxEL, 
(2) xy = yx + [x,y] + t(x,y) , 
(onde t: L X C --+R é uma função K-bilinear que satisfaz condições para que 
R• L seja um anel ([5], Cap, 1), e [ , J denota o produto de Lie em L), então R • L 
torna-se um anel extensão de R. R* C é chamado o anel de operadores diferencais 
ou o produto cruzado de R por C. 
No caso particular em que a K-álgebra de Lie C seja abeliana e finito dimen-
sional (como K-módulo livre) se tem que R* C é isomorfo com o "skew11 anel de 
polinômios tipo derivação, considerado por K. Kishimoto ([15], Sec. 2). Nós vere-
mos depois situações mais gerais (onde C não necessariamente é abeliana nem finito 
dimensional), nas quais R* C é isomorfo com um anel construído usando sucessivas 
extensões de Ore. 
Durante todo o desenvolvimento desta tese A denotará um segmento de ordi-
nais, e sempre vamos supor que as R-álgebras de Lie em consideração possuem uma 
K-base ordenada) indexada por A. 
Se {x>.: À E A} é uma K-base de C então o Teorema de Poincaré-Birkhoff-
Witt ([13]) garante que o conjunto de monômios 
forma uma. base de R* C como H~ módulo à esquerda. Além disso, as relações (1) e 
(2) são equivalentes às relações: 
(!)' X,\ r= rx" +d"(r) , VrER, VAEL, 
VÀ,tEA, 
onde d,\ denota a derivação dx;... 
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Seja IN o eonjunto dos números inteiros não negativos. Se con~;ideramos o 
seguinte subconjunto do produto cartesiano IN AJ 
n = {v = (li À),\ E A E lN A : V;. = o excepto para um número finito de índices ). L 
então um monômio de R* C da forma ~~1 ~~::~ • • · ~:n pode ser denotado simples-
mente com ;{V (onde V= (v>.)~t.eA) e, portanto, podemos escrever 
R * c = {a = L r;;xi' (soma finita) : IV E R, i1 E n} . 
v 
A fim de definir um grau para cada elemento não nulo de R* L., apresentamos 
previamente algumas definições e resultados que são fâceis de verificar. 
Para cada elemento f7 = ( VÀ) ~E A E n definimos I v ! = L V,\ E IN . Se no 
" conjunto n consideramos a relação lexicográfica 
li71<11'1. ou 
li' I e 3Ao E A tal que V>. = !'>. V.\ < Ao, e 
''>.o > lt>.o • 
então (fl,<) é um conjunto totalmente ordenado, e cada subconjunto finito de (ü,S) 
tem um elemento minimal e um elemento maximal. Em particular 1 se o conjunto A 
é finito então (ü,::;) é um conjunto bem ordenado. 
Para cada elemento não nulo a = L rv x!' de R~ C definimos: o suporte de 
" o como sendo o conjunto supp(a) ={V: rv i:- O}; o !.f1·au de a- como o elemento 
de ü, Ba = má.x supp (a); o V-ésímo coeficiente (à esquerda) de a, cii{a) = rv; e 
o coeficiente principal de a, f c( o:)= cy0 {u), onde Vo =&a. 
Assim, o elemento a de R* L. pode escrever-se na forma a = 
mas nós usaremos a notação a = L rvxY', onde i/0 = 8 a. 
ii:'S: V o 
i7 E supp( ar) 
-v rvx , 
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Sejam a e í3 elementos não nulos do anel R* C. É fácil provar que, se u + fJ 
=f 01 então 8(n + f]) ~ máx{ 8 a, 8 jJ}. Também, dados r e s em R, e V e Jl em n, 
existem elementos únicos ar E R (r < V + p;) tais que 
rX11 · sXF .::= rs>fV"+P + 2: ar?' 
T<V+P 
onde V + 71 é definido componente à componente. Em conseqÜência, se u j3 f. O, 
então IJ(<> ti) $ {) <> + IJ jJ. 
Agora introduzimos uma condição que será importante no que segue. 
Dizemos que uma K-álgebra de Lie C possui a propriedade (s} (respectiva-
mente ( n)) se existir um segmento de ordinais A e uma K-base {X>. :À E A} de L 
que satisfaz a seguinte condição: para cada par de elementos t e p de A, com t < p, 
existem elementos ).1, À2, .•. Àn de A e elementos k~~,p), k~',P), ... , k}:•P), de K 
tais que .\1 < ..\2 < · · · < Àn S t (respectivamente Àt < À2 < · · · < Àu < t.) e 
n 
[ J - "'k(•,p) x,,xp - L i X.\;. 
i= 1 
Neste caso {x>.:À E A} será dita uma base admissível relativa à propriedade (s) 
(respectivamente ( n)), e os elementos k}4'P) (onde t! p E A são tais que t < p) serão 
chamados constantes correspondentes a esta base. 
Suponhamos que K seja um corpo e que a K-álgebra de Lie C seja finito 
dimensional. Então C é soluvel se, e somente se1 existir uma cadeia O = L0 C L 1 
C · · C Cr, = Lr onde dirnKLi = í e L;_ 1 é um .ideal de L; ([13] pg291 Ex. 
13). Como conseqüência imediata temos que C é soluvel se, e somente seJ {.possui 
a propriedade (s). Também usando o Teorema de Engel ([13]) podemos provar que 
C é nilpotênte se, e somente se1 C possui a propriedade (n). 
Agora suponhamos que o corpo K seja algebricamente fechado e C de di-
mensão arbitrária. Usando o fato de que1 se C não é nilpotente então C contém 
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uma subálgebra bidimensional não abeliana ([13] pg 54, Ex. 04), pode-se provar que 
quando C possui a propriedade (n.) então C é nilpotente. 
Assim, as condições (s) e (n) definidas acima são, de certo modo, genera-
lízações dos conceitos de solubilidade e nilpotência. 
Daqui em diante, salvo menção em contrário, quando se falar de uma K~ 
álgebra de Lie C que possui a propriedade (s) ou (n), será entendido que 
{x> : À E A} e {JcÍ'·P) :t, p E A com t < p} denotam respectivamente a ba.se 
admissível e as constantes correspondentes. 
O seguinte resultado é chave para o desenvolvimento dos resultados funda-
mentais dos anéis de operadores diferenciais que podem ser construídos por sucessi-
vas extensões de Ore (ver Cap. II §2, adiante), e portanto mostra a importância da 
propriedade ( s). 
PROPOSIÇÃO 1.1- se [é uma R-álgebra de Lie que possui a propriedade (s), então, 
para cada A E A e cada V E fl, existem elementos únicos rp de R tais que no 
anel R* C se tem 
X>. Jii' = zv + ~ ... + L rlfxli 
1i-;!il 
onde '€.:>, denota o elemento (p,) de O tal que Px :::::: 1 e pl = O, V t -# À. 
PROVA - É feita por indução em relação a ! V !2 L 
Se para cada elemento.\ E A consideramos a derivação interna de R* .C, 
dA =~À' determinada pelo elemento XÀ (i.e. d.\ (a)= X\ a - aXÀ, V a E R* l-) 1 
então é claro que (!>, (:i,) = [x>., x4] + t( xÀ, x1 ) 1 V t E A. Esta derivação d>. é uma 
extensão da derivação d.>. e também será denotada simplesmente por d..\. 
Agora vamos mostrar que certos anéis de operadores diferenciais podem ser 
obtidos como sucessivas extensões de Ore. 
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Para ísto lembremos primeiro que, se d é uma derivação de R, então o «skew" 
anel de polinômios R[X,d] é definido como o conjunto {L r; Xi : Ii E R} com a 
; 
soma usual de polinômios e uma multiplicão, dada por X r= rX+d(r), V r E R 
([10]). 
Doravante, para um segmento de ordinais A, definimos o conjunto 
A* = {...\ E A : ..\ é um ordinal sucessor } 
Consideremos um anel de operadores dífer·enciais R* L e um conjunto de 
indeterminadas X= {X.x: À E A*}. 
Supondo que a R-álgebra de Lie C possUI a propriedade (s), definimos 
T0 =R, D1 = d1, e T, = To[X,,Dt). 
LEMA 1.2 ~Seja tp1 : T 1 --+ R* C o R-monomorfismo definido por </J1 (E Ii Xi) = 
L:r;x',. SeD,:T1 ~ T 1 édefinidoaditivoesatisfa:rendoD,(X1)= -k\1'2)X,-
m-1 
t(x1,x2 ) e Do(rXí") = d2 (r)Xí" +r L xrD,(X1)X\"- 1-v, V r E R, 
v=O 
V m 2:: 1, então 
(i) </> 1 o D2 = d2 o 4>1 
(ii) D2 é uma R-derivação de T 1. 
PROVA -(i) Se r E R e i ~ 1, então 
i-1 
$ 1 (D2 (r X\)) = ó1 ( d1 (r) X\ +r L X~(- k\1 '2 l X1 - t(x1 , x2)) X\_,_ v) 
v::::O 
i-1 
:;;;: d2(r)x1 +r L x~('x2xl- xl X2)~-l-v 
v=O 
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= d2(r)x\ + rd2(Xj) 
= d2 (rx\) = d2 (,P1 (rX\)) 
Com isto é claro que c/11 o D2 = d2 o if>1 • 
(ü) Vejamos que D2 (fg) = D,(f)g+fD2 (g), Vf,g E T1 • Sejam r,s E R e 
11J E lN. Nós ternos que 
d,(,P,(rX\sX{)) = d,(rx\sx{) 
e também 
= d,(rx\) sx{ + rx\ d,(sxi) 
= d2 (,P1(rX\)) if>1(sX1) + ,P1 (rX\)d,(,P 1 (sX~)) 
= ,P1 (D,(rX\)) ç\1(sX{) + o/>1 (rX\),P1 (D2(sX{)) 
=.P1 (D2 (rXi)sX{ +rX\D2 (sXiJ), 
Então 1 usando a injetividade de tj,1 , segue que D2 (rXi sX{) 
rXt D2(sX{). Com isso prova-se a igualdade desejada. 
D,(rX\) sX~ + 
Corno conseqüência do lema anterior podemos definir T2 = T 1 [X2 ,D2]. 
Agora, para cada inteiro n em A tal que n 2:: 2, definimos a função 
Dn+l :Tn ___,.1_\] como sendo aditiva e satisfazf"ndo 
X'<m .. . I m> 
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Seguindo um procedimento análogo à prova do Lema 1.2, podemos verificar 
o seguinte 
LEMA 1.3 ~ Seja n 2: 2. Se definimos a função t/>n : T n --+ R * C. por 
então 
(1) <Pt o Dn+l =dn+l o .f>t, V f 5 n. 
(2) <Pt é um R-monomorfismo para todo f ::5 n. 
(3) D11 +t é uma K-derivação de Tw 
Assim1 com esse resultado, temos que os anéis Tn = Tn- I[Xn, Dn] estão bem 
definidos para todo n em 1N . 
Seja À um ordinal limite. Se ,.\ E A, definimos o anel T>. = U T, e a 
•<' 
função</>;..: T.\ - R * .C por </1.\(f) = ifJ,(í) se f E Tt com'- < À. Claramente</>>. 
é um monomorfismo se os <Pt(t < .\)o são. 
Seja À= p + 1 um ordinal sucessor. Se). E A1 definimos a função Dp+t: 
T P - T P que seja aditiva e que satisfaça as condições: 
{:_ ' S€ ' < Xo 7 
1 , se t > Xo 
e zi = r, 1Sep;<il:'o 
xP;+l , se Pi > Xo 
X •• . ,, m >ru 
X '•m ••• 1m • 
u = 1 v =0 
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Procedendo como na prova do Lema 1.2 e usando indução transfinita sobre 
p E A tal que p 2' X0 , consegue-se provar o 
LEMA 1.4 - Seja À = p + 1 um ordinal sucessor no conjunto A tal que À ~ ..fo. Se 
tj>p: Tp --+ R* C. é definido por 
onde <P,(Xn) = Xn V n E lN (positivo) e <P,(X,) = x, _1 V t E A'\ lN, entw 
(1) t/J,oD,+ 1 =d,ot/J,, Vt$p. 
(2) g,J é um R-monomorfismo para todo t ::; p. 
(3) DP+l é uma K-derivaçw de T,. 
Agora definimos, para cada .\ E A • \ lN , o anel T > = T :1 _ ,[X:~ ,D ,]. 
Se denotamos com 1J o conjunto de todas as derivações DA(..\ E A*), então 
definimos o anel R[X1 1'] = U T .\ e temos o 
AEA 
TEOREMA 1.5- Se C é uma K-álgebra de Lie que possui a propriedade (s), então 
R[X, 'VJ é um anel extensão de R, isomorfo coro o anel de operadores diferenciais 
Rd:. 
PROVA - A função ;I: R[X, 1lj -R* C, definida por t/>(f) = t/>,x(f), V f E T,, é 
um isomorfismo de anéis e um R-homomorfismo. 
Seja.\ E A'. Se de!lnimos D,(X:~) =O e D:~(X,) = -D,(X,), V tE A', 
tal que t- > À1 então DA torna-se uma derivação interna de R[X1 V], determinada 
pelo elemento X,\ se À < À{} ou por XÀ -1 se ). > Xo. 
Concluímos este parágrafo apresentando algumas definições e diversos resul~ 
tados para os anéis T).. Dado que as provas destes resultados são simples1 elas não 
são incluídas aqui. 
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Seja À E A. É claro que T 1 é um subanel de T.x, V L < >.. Também, se I é 
um ideal de T.\, então D,(I) ç;I, V t E A* tal que t < >.. 
Um ideal I de Tx. será chamado um V-ideal, se D1 (I) Ç I, V t E A* tal que 
No que segue, a menos que seja dito outra coisa, fl* denotará o seguinte 
subconjunto do produto cartesiano :I'N" A •, 
{V= (v") E 1N A .. : v~ =O exceto para um número finito de índices t E A*}. 
Também, dado i7 E fl*, denotamos com X11 o elemento x:~ 1 • • • X~.:,., do anel 
R[X, V]. 
PROPOSIÇÃO 1.6 ~Se 1 é um V-ideal de T.x, então I· R[X, V} é um ideal bilátero de 
R[X, VJ que coincide com o conjunto 
{L tvx' : tv E I e i7 = (v,) E O* com v, = O \f t E A* tal que t < .\} 
v 
e satisfaz a condição I R[X, 'D] n T .\ = L 
O ideal estendido I· R[X, V] de R[X, V] será denotado com I[X, V]. 
PROPOSIÇÃO 1.7-SeléumidealdeT.\ talqueD>..+ 1(l) Çl entãol·TA+l é um 
ideal bilátero de T,\ + 1 que coincide com o eonjunto 
n { L t, X\+ 1 : t, E I, n > O} 
j,;Q 
e satisfaz a condição I · T .\ + 1 n T .\ = I. 
O ideal estendido I · T;., + 1 de T), + 1 será denotado com I[X>. + 1 , D .A+ 1]. 
Se I é um V-ideal de T, então é claro que I[XH,, DH,] [X, V] =![X, V]. 
Sejam .\ E A e I um V-ideal de T).. Se para cada t E A* definimos 
D,:T,fl- T,/I por D,(t+l) = D,(t)+l, V t E T,, então as funções 
]] 
D1 ( t E A*) são K-derivaç,Ões do anel quociente T.\ j L Com isso, temos que a funçiio 
Á: { ~DerK(T, /I), definida por 
t.(I; k, x,,) = L k, Á(x,J , 
i i 
onde Á(x,) = setElN 
set~Xo 
é um R-homomorfismo que torna possível a construção dos anéis 
e (T, /I) [X, VJ 
onde :V= {D," E A'}. 
O seguinte resultado mostra que o anel quociente T). /I pode ser considerado 
um subanel dos anéis TA+ 1 I lfXA+,, DA+,] e R[X, :V]/ I[X, :V]. 
PROPOSIÇÃO 1.8- Se À E A e I é um :V-ideal de T, então 
(2) R[X, :V] I I[X, :V] "' (T À I I) [X, V]. 
Seja À E A. É fácil provar que, se J é um ideal de R[X, VL então J nT.\ é 
um V-ideal de TJ.. Também, se L é um ideal de T.\+1! então LnT.\ é um ideal de 
T, que satisfaz DA+J(LnT,) ÇLnT-'. 
A Proposiç8.o seguinte e r:>eu Corolário serão de muita utilidade nas provas do 
parágrafo 2 no Capítulo seguinte. 
PROPOSIÇÃO 1.9- Sejam), E A e I um :V-ideal de T,. 
(1) Se J é um ideal de R[X, :V] tal que ![X, :V] ÇJ, então 
(J/I[X,:Dl) n (T>/I) = (J nT,)II. 
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(2) Se L é um ideal de 1\ + 1 tal que I[X). + 1 ~ D.-\ + d Ç L1 então 
CoROLÁRIO 1. 10- Se À E A1 então temos o seguinte: 
(1) Se J é um ideal de R[X, ll], então 
(J 1 (J n T,) [X, lll) n (T, 1 (J n T,J) =o; 
(2) Se L é um ideal de T.\+l• então 
2- Os Skew Anéis R(X,A) e R[X,A]. 
Iniciamos este parágrafo introduzindo algumas notações e resultados fáceis 
de verificar e que serão usados na construção dos skew anéis R(X,A) e R[X, AJ. 
Consideremos os seguintes conjuntos 
nl = {v;:: (v.x) E 7L A: V), = o exceto para um número finito de índices À E A} e 
n~ :::::; {v= (v,\) E 7f_A.: V). =o exceto para um número finito de índices À E A}, 
onde A e A'" são definidos como no parágrafo 1. 
É claro que n ç: nl. Se em nl consideramos a relação lexicográfica '1<1' 
definida em f! no parágrafo l, ent.ão (01 , <) é também um conjunto totalmente 
ordenado, e cada subconjunto finito de (ilb <) possui um elemento minima.l e um 
elemento maximal. 
Se u é uma unidade do anel R) então ü denotará o automorfismo interno 
de R determinado por u, i.e., ü(r) = uru- 1 , V r E R. Tamhérn, denotamos com 
13 
(R,A,U) um anel R, um conjunto ordenado de automorfismos A de R, e um conjunto 
de unidades U de R, tais que A é equivalente a A •, e as condições 
{ 
tl O p = iíu,p O p O U 
(K) u( u p,P) u,,, O( Uu,p) = Uu,p p( u,,,) u,,, 
-1 1 
uu,p = Up,.o- e Uu,C' = 
são satisfeitas para u, p, (} E A arbitrárias. Aqui a condição <(A é equivalente a A'~'' 
significa que existe uma bijeç.ão de A* sobre A que preserva a ordem e, portanto, 
podemos indexar A com A*, i.e., vamos supor A= {u.l.: >. E A"'}. 
Antes de passar a definir o skew anel R(X,A), lembramos que, para um au-
tomorfismo q de R, o skew anel de polinômios de Laurent R{X,u} é definido como 
o anel com conjunto subjacente 
v {_I: ríX1 ; ri E R, u,v E 7l com u ::::;-v} 
l=U 
e com as operaçÕE'S de sorna usual de polinômios, e o produto dado por Xr = u(r)X, 
V r E R ([9]). 
Consideremos um anel com automorfismos (R,A,U) e um conjunto de inde-
terminadas X= {X,: À E A'}. 
Definamos prhneiro 
Vo=R, 
Agora definamos a fnnçào a-~ ; V 1 --;.\''r, por 
PROPOSIÇÃO 2.1- u~ é um automorfismo de Vt que estende u2. 
PROVA- Sejam r1s E R e i,j E 7L. Usando a condição u2 o ITt = ib,1 ouro o-2 1 
obtemos que 
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= uz(ro-\(s)) (uz,l x!)'+j 
= u2(r)uz o ul(a~- 1 (s))uz,tXt(uz,IX1) 1 +j-I 
= O'z{r) Uz,l Ut o Uz (o{ -l(s)) Xt (uz,I x1 )i +j -l 
= u2(r) u2,1 Xt Uz o ul(u1- 2(s)) n2,1 Xt(uz,J Xt)i+j- 2 
= cr2(r) uz,t X1 uz,t u1 o uz ( u~- 2{s)) X1 (u2,1 Xl)i + j- 2 
= uz(r) (u2,1 X, )2 Uz ( u[- 2(s)) (u2,1 X,)'+ j- 2 
= <Tz(r) (uz,l x,)' <Tz (s) (u,,l x,Y 
= <T~(rX\),.;(sX;). 
Com isso e usando a adítividade deu~, prova-se facihnente que o-~ é um homomor-
fismo de anéis. 
Não é difícil verificar que u~ tem inverso definido por 
uC(:L r; X\)= L u2 1(r;) (u2 1 (u1,,)X1 ) 1 
I . 
e a9.Sim u~ é um isomorfismo. Finalmente, é claro que u~ é uma extensão do auto-
morfismo <rz. 
Por causa da Proposição 2.1, podemos agora definir o anel 
V,= V1 (X2 , u;). 
Continuando dessa forma definimos, para cada n E IN n A com n ~ 2, a 
fnnçãou~+ 1 :Vn --+Vn por 
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Uma prova análoga àquela da Proposiç,ão 2.1 mostra que a~1 + 1 é um auto-
morfismo de Vn que estende Un+t· Assim podemos definir agora o anel Vn+t = 
Vn(Xn+l,a~+l}. 
Agora seja ..\ E A tal que À 2:: Xo. Se .\ é um ordinallimite1 definimos o anel 
V>.= U V1 • Se.\ é um ordinal sucessor1 com.\= p + 11 então consideramos a 
><À 
função u~ :V P -----+V P definida por 
u\ (L IV x~~l " .. x:;;-) = L q~(rv) (uÀ,ll xt1Y'1 ... ( U>.,tm x~mY'"" ' 
v v 
onde V = (v,) E O~. Podemos provar também que u~ é um automorfismo de V P 
que estendeu p· Isso nos permite definir o anel V P+ 1 = V p(Xp + 1, O'~+ 1 ). 
Finalmente definimos o anel R(X,.A} por 
R(X,A) = U V,. 
'E A 
É claro que R{X,A) é um anel extensão de R. 
Cada automorfismo CT>., pode ser estendido a um automorfismo de R(X,A) 
como antes. Este automorfismo será denotado ainda por O'),. 
Usando as condições (K) vamos provar o seguinte resultado. 
PROPOSIÇÃO 2.2 ~Para todo a E R{X,A) e t, À E A"' tem-se: 
(1) X,\ X, =li>.,, X, X>.; 
PROVA- (1) x, X, =,.,(X,) x, = u,,, X, x, 
(2) Usando a parte (1) sucessivamente obtemos para cada r E R que 
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O),(r x~;l. < •• x~,:,m) X>, = crÀ(r) (u_..,.l x.lY'l ... (u.x,.m x~..._V•m X>. 
= U.\(r) (u>,,,1 X:,)v'1 · · · (u).,,..,. Xt..,Y'•m -l li>,,,.., X,= X>. 
= crÀ(r) (u.\,, 1 X,J 11 ' 1 • • • (u>..,•m. X,..,)~ • ..._ -t X,\ X,ln 
= <f..\(r) (u.\,~1 XjJll'l ... (uÀ,Im x, .. Jv.,- 2 UÀ,Im X,..,_ XÀ X,.., 
= O"À(r) (uÀ,Il X,1t'l ''" (uÀ,Im X,..,_)V'm- 2 XÀ x:m 
--·(r)(u• X)'''··· (u• X )''m->X,X''m 
-v_., A 111 11 "•'=-1 im-1 A im 
X Xv,, x'•m = À r 11 • '. tm 
Com isso e usando a adit.ividade de <J), fica claro que XÃ a = r1-;,, (a )X>., para todo 
<> E R(X,A). 
Como conseqüência da Proposição 2.2 temos que, para cada À E A'\ 
'101 E R(X,A), 
isto é, u.\ é o automorfismo interno de R(X1A), determinado pelo elemento X).. 
Se usamos a notação XV para cada monômio de R{X,A} da forma 
X~·~) x~··,;:" (onde V ::o::: (v,) E rti), (.'lllào podemos et>crever 
v À = {O' = L fji' xv : rv E R, v = (v,) E nr e v, = o v t > À} 
v 
e R(X,A) ={a= LrvX":rv E R, i7 E fli}. 
iJ 
No caso particular em que A* seja finito, temos que R(X,A) coincide com o 
anel B considerado por K. Kishirnoto em [16], Sec. 2. 
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Também, como conseqüênóa da Proposição 2.2, temos o 
CoROLARIO 2.3 ~ Para cada par de elementos v, Jt E nr) existe uma única unidade 
uCV,ü) de R tal que no anel R(X,A) se tem 
onde i7 + 7I está definido componente a componente. 
Dado um automorfismo a de R, se define o skew anel de polinômios R[X,u} 
como o subanel 
de R(X,a) ([9}). 
{ t r; X' : r; E R, n ?: O} 
i=O 
Para cada À E A consideramos o subanel de V;.., 
S.x ={<>=L r, X': rv E R, v= (v,) E n* e v,= O VE, >A} 
77 
e o subanel de R(X,A), 
R[X, A] = {a = L 1'j;' x" 1'j;' E R, v E n·} . 
j7 
Temos que 
( u s,' se À é um ordinal limite 
l ~:~![X,,">] , se À é um ordinal sucessor 
e R[X,A] = U S, . 
AE A 
Cada u;;, restrito a R[X,A} é ainda um automorfismo e a Proposição 2.2 vale 
também para o anel R[X,AJ. Mas desta vez cada automorfismo O), de RfX,A] não é 
interno. 
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Ta.l como foi feito em R* C, definimos para um elemento não nulo a 
_L rvXv, de R(X 1A) o suporte de a como sendo o conjunto Supp(a) 
v 
{V E fli :rv =f. Oh e o V~ésirno coeficiente (à esquerda) de a por cv(a) == rv. 
O grau e o coeficiente principal de a só será definido se a pertencer a R[X,A]. 
Assim se a E R.[X,AL então 8 o = máx Supp (a) e f c( a) = cv0 (a)) onde i70 = 
/J 0/, 
Um ideal I de V.\ (respectivamente S,x) será dito .A~invariante se ff),(I) == I, 
V..\ E A*. Neste caso notaremos isto com I <l,.4. V À (respectivamente I <l,.4. S.\)· 
Para um ideal A-invariante I de V>. (respectivamente S.\) podemos definir os 
ideais estendidos I(X,A) = IR(X,A) e !(X,+, "H')= IV A +1 (respectivamente 
I[X,A] = IR[X,A] e ![X'+" "A+,]= ISÀ+tl· É rotineiro provar resultados 
análogos ás Proposições 1.6 e 1. 7 para estes ideais estendidos. 
As provas dos resultados restantes deste parágrafo são simples e, por causa 
disso, não serão incluídas aqui. 
PROPOSIÇÃO 2.4 - Para um anel (R,.A, U) consideremos um ideal I <l.A R. Se para 
ca,da À E A • definimos a função (f>. :R/ I-R/ I por 
V r E R, 
então A = {ü..\ :À E A*} é uma família de automorfismos de R/I tal que, 
(R fi, Á, Ü = {u,,,\ + l ' 1,À E A'}) satísfaz a condíção (K). 
PROPOSIÇÃO 2.5 -Se À E A e I <lA V,\_, então 
(2) R(X,A) I I(X,A) f>' (V .dI) (X,A). 
PROPOSIÇÃO 2.6- Se À E A e I <l.A SÃ, então 
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(2) R[X,A) /I[X,A] "'(S, I l)[X,A]. 
PROPOSIÇÃO 2.7- Seja À um elemento de A. 
(1) Se J é um ideal de R(X,A) então JnV, é um ideal A-invariante de V, que 
satisfaz (Jf(JnV,)(X,A)) n (JfJnV,) =o. 
(2) Se L é um ideal de V>+ 1 então L n V.\ é um ideal de V A que satisfaz ux (L n V x) 
Ç LnV, e (L/(LnV,) (X,+ 1 ,<TH 1 )) n (LfLnV,) =O. 
3 - Outros Anéis-Extensão. 
Neste Parágrafo, enquanto não se disser o contrário, K denotará um anel 
comutativo com unidade, R um K-áJgebra associativa e C um subanel de K. 
Consideremos o anel soma direta R"' = R tB C, onde a soma e o produto vêm 
dados por 
e (r,c)(r',c') = (rr1 + cr1 , +rc1 cc1) 
Sabe-se que R* é um anel com unidade extensão dos anéis R e C. 
Consideremos o anel de operadores diferenciais R* L. Se para cada À E A 
definimos a função d).: R* -R* por d~ = (d.\,0), então não é difícil provar que 
d! é um R-derivação de R* que estende a derivação d-\. 
Se .6."' :C --+DerK(R"') é definida por A"'(L k.\ x.\) =L k\d;, então A* 
À À 
é um homomorfismo de K-módulos. Assim podemos construir o anel de operadores 
diferenciais R* * C (onde t*: L x C --+ R* é definido por t*(x,y) = (t(x)y),O), 
V(x,y)ECxC). 
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É fácil provar qne R é um .C~ ideal de H"' (i. e. dÂ (R) Ç R. V À E A)) e portanto 
R* C é um ideal do anel R* * L. 
PROPOSIÇÃO 3.1 - Sejam r E R e V, Ji E 0. Se no anel R* L se tem 
>fVr =r~+ L rpxP 
P<il 
então no anel R* * C se tem 
e 
PROVA ~Isto é conseqüência direta dos fatos dHR) Ç R V .\ E A, K Ç R"', e 
t*(.C X .C) Ç R. 
PROPOSIÇÃO 3.2- Se CfX] denotao anel de polinômios sobre C com indeterminadas 
X= {X,:.l. E A}, então os anéis (R$0) * .C/R•.C e C[X] são isomorfos. 
PROVA- É suficiente considerar o epimorfismo 7f:(REPC) * t:. -C[X], definido 
por 7f(:~:=(rv,q;)xF) =L cvXv (onde xv =X~~~ ... x;::n)1 o qual tem como 
;; 
kernel o ideal R* .C de (R$ C) * .C. 
Agora consideramos os aneis (R,A, U) e R"' ::::: R x C (com a soma e o 
produto usuais). Se para cada ). E A* definimos a. função a~: Re- ___,. R~> por 
u). = {u>.,lc), então não é difícil provar que <Y): é um automorfismo de R~>- que 
estende o autormorfisrno a'),. 
Também pode-se provar sem dificuldade que! se A~ = {O"~ : ,\ E A*} e 
zr = { u~,A = (u 4,,\, ~-/ •• , ,\ E A *L então {I:(>-) A!>, l-t') saú:.:fttz a condiçáo (K). Assim 
torna-se possível construir os skew anéis R~ {X,A"} e R~>[X,A"'] (onde X é o conjunto 
de indeterminadas {X.\ :.l. E A•}). 
Utilizando as propriedades de multiplicação nos skew anéis W'{X,A"'} ele-
vando em conta a forma em que A~ e Ur> têm sido definidos, podemos provar 
facilmente o seguinte. 
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PROPOSIÇÃO :~.3 ·-Se no anel R{X,A) (respectivament-e R{X 1A]), se tem X17 Xfi = 
ufV,JTl Xfi7+ID 1 então no anel R(;>{XjA~>) (respectivamente R;.[X,.A~>L tem-se XVXfi = 
( u(v,Ji), 1) X"+ í', 
É claro que o ideal R de R~> é Af> -invariante. Como conseqüência disso, temos 
que R(X,A) é um ideal do anel R'(X,A"), e R[X,A] é um ideal do anel R'[X,A"]. 
PROPOSIÇÃO 3.4- Se X= {XÁ:.\. E A•} é um conjunto de indeterminadas e C(X) 
denota o anel de Laurent {L cu xv (soma finita) : c:v E c, v E nr }, então 
l7 
(1) (R X C) (X,A') I R(X,A) ::: C(X) ' 
(2) (R X C) [X, A'] I R[X,A] ~ C[X] . 
PROVA -É análoga à prova da Proposição 3.2 
Para um anel R e cada primo p definimos o conjunto Rp = {r E R p r 
= 0}. 
É rotineiro provar que Rp é um ideal de R. Também prova-se sem dificuldade 
os seguintes resultados 
PROPOSIÇÃO 3.5 - Se C é um K-álgebra de Lie que age sobre o anel R como R-
derivações, então Rp é um .C-ideal de R. 
PROPOSIÇÃO 3.6 - Se consideramos o anel (R,.A,U), então Rp é um ideal Á-
invariante do anel R. 
Agora passamos a apresentar alguns resultados das extensões tipo anéis de 
operadores diferenciais e skew anéis do anel produto tensorial R®ç B. 
Seja B um anel com unidade extensão do anel C. 
Suponhamos que a K-álgebra de Lie C age sobre R como K-derivações. Se 
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para cada). E A ddinimos a funçã.o d,\: R 0< B --H ®c B por (f.A = d,\ 0 lB, então 
não é difícil provar que d,\ é uma K-deriva.ção do anel R.®c R Se .6.: 
C .....,.._,.DerK(R®cB) é a função definida por Ll(L k.xx.x) = 2: k.xd.\, então .6. é 
À À 
um homomorfismo de R-módulos que permite construir o anel de operadores dife-
renciais (R ®o B) * C. 
Usando as regras da multiplicação nos anéis de operadores diferenciais, po-
demos provar sem problemas o seguinte 
LEMA 3. 7 ~ Se no anel R* .C se têm a.s relações 
::fV r= rXv + L rpXP 
P<V 
então no ane] (R®c B) * C temos 
para todo b E B. 
e 
P<ii+P 
O seguinte Teorema será de muita utilidade para o cálculo de a-radicais dos 
anéis R[X,VJ (ver parágrafo 2 do Capítulo li), e é demonstrado aplicando em forma 
adequada as regras de multiplicação do lema 3. 7. 
TEOREMA 3.8- A função G: (R• C) ®o B ~ (R®, B) * C, definida por 
G ( t ( 2:>~) x") 0 blr)) = :t 2::; (r~) 0 b, )x'' 
fco::l ;~ ' (=ol jJ 
é um isomorfismo de anéis com inverso definido por 
a-'("L: Cfcri") 0 b}"ll)x") = 2:: feri"")"" 0 bj"l). 
v -!=1 v l=l 
Agora consideremos o anel (R,A,U). Se para cada À E A* definimos a 
função U).. : R 0c B ---+ R 0ç B por u .\ = q .\ 0 lB, então u 1.. é um automorfismo do 
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anelR®e:R Se A= {õ'":À E A*} e U = {u,,.\ z~ol:t,.\ E A*}, então (R.,A,U) 
é um ane] que satisfaz a condição (K). Com isso podemos definir os skew anéis 
(R0, B) (X,A) e (R0, B) [X,A]. 
LEMA 3.9 - Se no anel R{X,A) (respectivamente R[X,A]), se tem que xvxj'i" = 
uC>.;r) X"+ ii, então no anel (R 0, B) (X,A) (respectivamente (R 0, B) [X,A]) se tem 
X" X~'= (uCv,i'J 0l)X11+tr. 
O Teorema a seguir cumpre um papel importante na prova dos resultados 
centrais do parágrafo 3 no próximo Capítulo. 
TEOREMA 3.10- A função H' R(X,A) 0, B- (R0, B) (X,A), definida por 
é um isomorfismo de anéis tal que sua restrição ao anel R{X,A] ®c B também é um 
isomorfismo sobre o anel (R0, B) [X,A]. 
CAPÍTULO ll 
RADICAIS DOS ANÉIS R[X,V], R(X,A) E R[X,A] 
Neste Capítulo estudaremos certos radicais dos anéis de operadores diferen-
ciais R[X,'D] e dos skew anéis R(X,A) e R[X,A]. 
1 - Introdução 
Inicíamos apresentando alguns resultados referentes a radicais de anéis asso-
ciativos. O leitor interessado na."! provas e outros detalhes pode consultar [7}, [22], 
ou as respectivas referências dada."!. 
Seja a uma certa propriedade que um anel pode possuir. Os anéis que pos-
suem a propriedade a serão chamadas a-anéis. Todo ideal de urn anel R que como 
anel é um n-anei, será dito um a-ideal de R. 
A seguinte definição é devida a Amitsur-Kurosh. Uma propriedade a será 
dita propriedade radical se satisfizer as condições seguintes: 
(a} toda imagem homomorfa de um a-anel é um a-ruteli 
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(b) todo a11el R tem um n-idea! a( R), que contém. qualquer out.ro a-ideal dC' 
R; 
(c) para cada anel R o anel quociente R/ a( R) não tem nenhum a-ideal não 
nulo. 
St:>ja a uma propriedade radicaL O maior a-ideal a(R) do anel R é chamado o 
O> radical de R. Se, em particular, a(R) =R, então R é dito anel a-radical. Dizemos 
que U' é hereditária se todo ideal de um anel a-radical é também a-radicaL As 
propriedades hereditárias podem ser caracterizadas como segue. Uma propriedade 
radical a é hereditária se, e somente se, para cada anel R e cada ideal I de R 
verifica-se a condição et(I) = <>(R) n I. 
Os radicais primo (L), de Jacobson (J), de Brown McCoy (Q), de Levitzki (C) 
([17]) e o radical fortemente primo (s) ([18]) são exemplos de radicais hereditarios. 
Sejam R e S anéis tais que S é uma extensão de R. Dizemos que S é uma 
extensão liberal de R se existirem elementos s1 , s2 , •.. , sn do anel S tais que 
n 
S =L s; R e s; r= rs;, 'i r E R, 'i i (1 s i s n) ([20]). 
i:::: l 
Um exemplo de extensão líberal é o seguinte. Sejam C um anel comutativo 
e A uma C-álgebra. Se B é uma extensão Galoissiana finita de C então A ®c B é 
urna extensão liberal de A. De fato, sendo B uma extensão Galoissiana de C, então 
podemos provar, repetindo o processo seguido na prova do Lema 1.7 em [4], que 
A@(' B é uma extensão Galoissiana de A. Se {bl., ... bn} são os C-geradores de B 
enüio os elemetüos s1 = 1 G bt, ... , Sn = 10 bn do anel A®., B são tais que A &c B 
n 
=LsiA, e Sía=aSí, VaEA, Vi(l.:Sí.:Sn). 
i=l 
Um radical a será chamado admissivel se a(R) = a(S) n R para toda extensão 
liberal S de R. Sendo que toda extensão liberal é normalizante {[20]) então a definição 
de radical admissível considerada por Ferrero em [9] é mais forte do que a nossa 
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ddinjçiio. Em em1st->q_iiência, os radicais L, L) J, Ç e s são radicais admissíveis ([9], 
Sec. 1). 
Em ([7]), pág. 155) define-se o radical F associado à classe de todos os corpos 
e se prova que o radical F de um anel associativo R vem dado por 
F(R) = n {M <R: R/Méumcorpo}. 
Analogamente definimos o radical superior 'Y associado à classe de todos os 
corpos finitos. Pode-se provar que 
'Y(R) = n {M ~R : R/M é um corpo finito}. 
Sendo que as classes que definem os radicais F e f são especía.is, então F e r 
são hereditários ( [7], Cap. 7). 
Sejam<> e j3 durul propriedades radicais. Dizemos que<> < j3 se a(R) <;; j3(R) 
para todo anel associativo R. 
É claro que F~ I· Também em [7J prova-se que 
L<L:<J<Ç<F 
- - - -
e L :S s :S N. 
A fim de apresentar o primeiro resultado importante desta tese fazemos pre-
viamente as seguintes considerações. 
Sejam u 2: 1 um mímero inteiro e p um inteiro primo. Consideremos o epi-
morfismo ifo: tz[Xl> ... , Xn] - &:p[Xl! ... , XnJ definido por 
r.o(L r, X')= I:;(r17 + pk:)X", 
;r v 
onde V:::=: (v11 •. , 1 vn) E lN n. Sendo que :fp[X1J é um subanel de lfp[X1 , ... , Xn], 
então para um polinômio gt(Xl) E 2Z.p[Xt] irredutível em U.:p(Xt] existe um po-
linômiof1(X1) E J::(X1, ... , Xn] tal que 1r0 (f1(X1)) =g,(X,). 
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Agora definimos o corpo finito G1 = Lt'.p[Xd f g(Xt) &:p[XI]. Consideremos o 
epimorfismo ?fJ: LZp[Xh ... ~ Xn] __.. Gi[Xz, ... , XnJ, definido por 
w1 ( L h(,, , "·l (XI) x;', ... , x;;·) 
{<':2, ... , <'n) 
L (h(,,, ,,.)(XJ) + g,(X,)Zp[XJ])X;', ... , x;;·' 
(v'), ... , lln) 
(onde h(,, ., ,,) (X1) E Zp[X1]), e consideremos um polinômio g2 (X2 ) E Gt(X2] 
irredutível em G1[X2J· Porque G1fX2] Ç G1fX2 1 ••• , Xn], existe um polinômio 
f,(X,) E Z[X1, ... , X.] tal que w1 o "o(f2 (X2 )) = g2(X2 ). 
Continuando dessa forma definimos, para cada. j E {2~3, ... , n -1 }, o corpo 
Então consideramos o epimorfismo 
1rj:Gj_I[Xj 1 ... ,Xn} -- GjfXj+l, ... ,XnJ, um polinômio ~+t{Xj+t} E 
Gj [XH 1] irredutível em Gj [XH t] e um polinômio ~ + 1 (XH 1) E Z[X" ... , Xn] 
tal que T>j o ... o 1ft o 1ro(fj+t(X;+I)) = !\i+l (XHtl· 
Finalmente definimos o corpo finito Gn = Gn -tfXnJ I gn(Xn) Gn -t[Xn]. 
Se nessas condições consideramos o ideal do anel 7l [X1 , ... , Xn], 
n 
M(p,f1, ... , fn) = p <Z[X,, ... , x.] +L f;(X,) Z[X,, ... , x.], 
i= 1 
então temos os seguintes resultados. 
LL\U 1 .1 - Para çada primo p e polinômios fll .. , , Ín de tl[X1 , . , . , Xn], definidos 
como acima, se tem que Z?:[X1 , ..• , Xn] I M(p,f1 , ... , fn) é um corpo finito. 
PROVA - Isso decorre do fato seguinte: 
n 
= Z[X,, . , Xn] I (pZ[X1, .. , Xn] +L f; (X;) Z[X1, ... , XnJ) 
i=l 
Z[X,, ... , Xn]/ p Z[X,, ... , Xn] ----------=~~~~~~~~~--------­
" (P Z[X, ... , Xn] +L f;( X;) E[X,, ... , XnJ) I p Z(X,, ... , Xn] 
i= 1 
n 
2' Zp[X, ... , Xn]l (L "o(f;(X;)) Ip[X, ... , XnJ) 
i= 1 
n 
. = Ip[X,, ... , Xn] I (g,(X!) Zp[X,, ... , Xn] +L 1fo(f;(X;)) Zp[X, ... , XnJ) 
Zp(X,, ... , Xn] / g, (X,)Zp[X,, ... , Xn] 
---------------~~"--~~~~~~~~~-------------
( g,(Xl) Ip[Xl, ... , Xn] + L no (f; (X;)) Zp[Xl, ... , Xn]) I g, (X,) Zp[Xl, ... , Xn] 
i=2 
n 
2' GJ[X,, ... , Xn] I (L 7fr O no(f;(X;)) G,[X,, ... , XnJ) 
i=2 
n 
=Gr[X, ... ,Xn]l (g,(X,)Gr(X,, ... ,Xn] +L,., o no(f;(X,))G![X,, ... , XnJ) 
n 
3! G,[Xs, ... , Xn] I (L,., o xr o ?To(f;(X;)) G,[Xa, ... , XnJ) 
i=3 
=Gn_,[Xn]/nn-1 o ... o n1 o no(fn(Xn))Gn- 1 [Xn] 
= Gn- ,[Xn] /gn(Xn) Gn- ,[Xn] 
que é um corpo finito. 
LEMA. 1 <2 -- A intersecçã.o de todos os ideais M(p,f1 , ... , fn) de /l[X1 , ... , Xn], 
onde p é um primo arbitrário e f1 , ... , fn são quaisquer polinômios do anel 
iZ.[X1 , , . , , XnJ, definidos como acima1 é nula. 
PROVA - Denotemos por 1 o ideal intersecção de todos os ideais M(p,f1, ... , fn)· 
Consideremos um dos ideais M(p,f1 , .•. , fn) e o epimorfismo canônico 7rn: Gn _ 1 [Xn 
m. 
Se H = L h(<.) (X, ... , X0 _ ,)X: é um elemento de I (com 
.fu=O 
h('•l(X1, ... , Xn-1) E iZ[X1, ... , Xn-1]), então 7r0 o · · · o 7ro(H) = O, t.e., 
1fn-1 o··· O ITo(H) E gn(Xn)Gn-tlXn]• 
Agora, sendo que os gn(Xn) E Gn _ I[Xn] são irredutíveis em Gn _ I[XnJ e 
arbitrários, então em Gn _ 1 [Xn] se tem 
ffin 
O= 'lTn-1 o ... o 1fo(H) = Í: 1fn-1 o··· o 'lt'o(h(tn)(X1, ... ,Xn-l))X;n. 
1.,., =O 
Logo 'lrn-1 o··· o 7ro(h(t,.,)(X1, ... , Xn-d) =O, V ln (Os; ln < mn), i.e., 
""-'o··· o .-o(h(',J(X1, ... ,X.)) E g.-1(X._t)G._ 2 [X._ 1], v ln (os 
fn < m0 ). Pela arbitrariedade dos gn -1 (Xn _I), concluímos que 
"n-2 o··· o 7ro(h(<nl(X,, ... , Xn-d) =O, Vln (OS ln S mn)· 
Se para cada fn E {0,1, , .. ,mn} temos 
lnn-1 
h(l•l(X1, ... , Xn-tl = L h('·-'·'•l(X X )X'•-' 11 ... , n-2 n-1 
~n- l =O 
onclc h u~.- t·!n) (X t ~ .•• , X,_ :<) E :z:(X1, ... 1 Xn _ 1], Ult.ão pode-mos provar como 
acima que 11'n-3 o ... o 'lro(h(l.,_t.ln)(Xl> ... , Xn-2)) =O para todo fn-1 e fn 
Continuando dessa forma podemos provar o seguinte. Se 
m~-t 
h(t;, ····'·l(X X· ) -1> ... , ;-1 L h(t;_,, ... ,t,l(X X· )X';-> lJ ... , J-2 j-1} 
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para cada j E {3, ... , n} e cada lj E {0,1, ... , Inj} {onde se tem que 
lJUi- 1' · .,t n!( X 1 , •.• , Xj _ 2 ) E Z:.(X1 , .•. , Xj _ :!}) , então 
Assim r.1 o r.0 (h(t,, ... ,t.) (X1 )) =O, V fi, i.e., r.0 (h(t,, .. ,t.)(X,)) E g1 (X1 ) ;,:p[X1], 
V Rj. Sendo g1 (Xt) arbitrário, temos que necessariamente 7ro(h(l~, ... ,l,)(X1 )) =O, 
v lj. 
m, 
Se h(t,, ... ,t.)(X,) = L h(t,, ... ,t.)Xi' (com h(t,, ... ,t.) E ;,:), então 
lt =O 
1.e., h(l1. · .,l,) E p 7L, V fj. Sendo os primos p 
arbitrários, temos que h(lt,····ln) =O, V fj. 
2< . 
- J 
Como conseqüência disso temos que h(tj, ... ,t,)(Xt, ... , Xj -d = O, V j com 
:S n e V fj com O:$ .Cj $ ffij, Assim b(tn)(Xt, , .. ) Xn- t) =O, V f 0 com 
0$ fn $ m 0 , í.e., H= O. 
Agora estamos em condições de apresentar o primeiro resultado importante. 
TEOREMA 1.3- Se X= {XÁ: À E A} são indeterminadas, então 7(Zé[Xl) =O. 
PROVA - Seja f um elemento de i(Z:[Xl) e sejam .\1 < À2 < · · · < Àn elementos 
de A tais que f= f(XÁ,, ... , XÁ.). 
No subanel .&:[X,\, 1 ••• , Xx.J de Z.:[X] consideremos um dos ideais 
M(p,f1(X.\.), ... , fn(X.\JL onde p 1: um primo e f;{X.\;) E ;[[Xx1 , ... , XxJ é 
talquegi(X.\J = 1fi-1 o··· o 'iTo(fi(XA;)) E Gi_I[X.\;] é irredutível em Gi-tfXxJ, 
V i (1::; i ::; n). 
Consideremos o ideal de Z?:[XJ 
n 
M(p,f,(XA,), ... , fn(XÁ.)) = p:lê[X] +L fi(XÁ,) Zé[X] + L X, Jé[X]. 
i= 1 ~ #- Àj 
i= 1, «·• n 
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Afinna.rnos que 
De fato, se g E M (p, r1 (X,,), ... , r. (X,.)) n ;qx,, ... , X,.], então existem ele-
mentos go, gl, ... , gn, h1 1 ••• , hu de IZ[X] tais que 
n u 
g = pgo + L r,(X,J g, + L X,, h, ' 
onde l..t :f:. Âi, V .t',i. Fica claro que podemos escrever 
n v 
g = pg~ + L r,(X,,) gj + L X,, h; , 
sendo que agora g~, g~, ... 1 g~ E LZ[X.\ 1 , ••• , X.\J· 
v 
Uma vez que g E Z[X>.p ... ! x.\ .. ], temos necessariamente L X,l h~ = o. 
Assim g E M(p, f1 (X,,), ... , fn(X,.)), e acabamos de provar que 
Sendo a outra inclusão óbvia, temos a igualdade procurada. 
Usando o fato de que &é[X]/M(p, f1 (X,,), ... , f.(X,.)) é isomorfo com 
&é[X,, ... , X.,J/M(p, f1 (X,,), ... , fn(X,.)) e o Lema 1.1, obtemos que f E 
M(p, f1(X,\J, ... 1 fn(X;,. .. )), E'; como conseqüênC'ia da afirmação feita antes, obtemos 
que f E M(p, f1(X,,), ... , f.(X,.)). 
Mas o ideal M(p, f 1(X,,), ... , fn(X,.)) de Z[X.,, ... , X.,.J, inicialmente 
considerado foi arbit:rário. Então podemos concluir do Lema 1.2 que f= O. 
Seja p qualquer número primo fixo. Para um polinômio f1 (X1 ) E ã':p[Xt] 
irredutível em <Zp[X1], consideramos o corpo finito G1 = Zp[Xr) f f1 (X1 ) <Zp[X1). 
:J2 
Para um polinômio g2(X~!) E G1 [X2J irredutível em G1 [X2] consideramos um 
polinômio f2 (X,) E Zp[X1 , .. , , Xn] tal que ,-1 (í2 (X2)) = g2 (X2 ). 
Se continuarmos construindo os corpos finitos Gj (2 .:S j < n) e conside-
rarmos os respectivos polinômios fj(Xj) E Zp[X1 , ••• , XnL definidos como antes, 
podemos provar sem dificuldade que o ideal de Zp[X1 , ..• , Xn], 
n 
N(f1(Xt), ... , Ín(Xn)) = L f;(X;) Zp[Xl, ... , Xn], 
i= 1 
define o corpo finito Zp[X1 , ... , Xn] / N (f1 (XI), ... , fn(Xn)), e que a intersecção de 
todos esses ideais N(f1(X1), ... , fn(Xn)) de Ep[X1, ... , Xn] é nula. 
Com uma demonstração análoga à do Teorema L3, podemos provar o seguinte 
resultado importante. 
TEoREMA 1.4- Se X= {X>.: À E A} são indetemrinadas, então -y(Ep[Xl) =O. 
2 - O <>-radical de R[X, 1J] é um Ideal Estendido do Anel R. 
Em [9] Ferrero provou que, se a é um radical que satisfaz certas condições, 
o a-radical do skew anel de polinômios tipo derivação R[X,DJ é um ideal esten-
dido l[X,D], onde ! = a (R[X,Dl) n R. Um resultado similar é provado por Bergen-
Montgomery e Passmar ([3]) para anéis de operadores diferenciais, mas somente 
quando a é o radical primo. Nesse mesmo artigo eles descrevem o radical de J acob-
:<on para alguns anéis de operadores diferenciais particulares. 
Neste parágrafo generalizamos tais resultados para o skew anel de polinômios 
tipo derivação R [X, VJ e, em particular, para o anel de operadores diferenciais R* C, 
quando C possui a propriedade (s). 
Seja C uma R-álgebra de Lie que possui a propriedade ( s ), e consideremos o 
anel de operadores diferenciais R[X, V]. 
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Para cada ,\ E A consideremos a família 
.F(1\) ={I o TÀ , D,(l) Ç I Vt E A* tal que' 2: >.). 
Dado um radical a, definimos, para cada. À E A, a função O'..\ :F(TJ.) 
~ .F(T>.) por "-'(I) = a(I[X, V]) nl. A função o,, não é um radical, pois não 
está definida para anéis associativos arbitrários. Mesmo assim a função a>, tem 
suficientes propriedades dos radicais de forma tal que podemos proceder como em 
[9], sec. 3. 
Seja À E A. Se o: é um radical hereditário, é claro que fr.\(1) = cv;,(1\) n I, 
V I E .F(T,). Agora, se pé um primo, então (T.\)p E .F(T.x) (Proposição l. 3.5), 
logo (T,\)p [X>.+ 1 , DA+ d E .F(TJ. + 1). Conjugando esses fatos, podemos provar o 
seguinte. 
PROPOSIÇÃO 2.1 ~ Sejam .\ E A e p um número primo. Se a é um radical 
hereditário, <iH 1 (('I\)p [XH 1> D-' + ,]) = <i.x+ J(T-' + J) n (T.\)p [X>.+ 1, DH 1J· 
Seja p um número primo. Temos que (R$ Zp) [X, V*] f R[X, V] :::: Zp[X] 
(Proposição !.3.2) e 1(Zp[Xl) = O (Teorema 1.4). Assim fica claro que 
o((R$ Zp) [X,V*l) = a( R[X, V]) para todo radical a tal que a ::; 'I· Com isso 
prova-se sem dificuldade a 
PROPOSIÇÃO 2.2 ~Sejam À E A e p um número primo. Se a é um radical tal 
que a $ 1, então "H 1 ((T-' $ Zp) [X.,+ 1 , Dl +11) =<iH 1 (T.\ + 1). 
Para um número primo p e um m?: 11 denotemos com Fq o corpo com 
q = pm elementos. No parágrafo introdutório deste Capítulo vimos que 
R[X, V] ®lL Fq é uma extensão Galoissiana e liberal do anel R[X, V] (pois Fq 
, 
é uma extensão Galoissiana finita de E.p). Então, usando o Lema 1.2 de [9], pode-
mos concluir que a(R[X, V] ®lL Fq) = a(R[X, V]) ®lL Fq, para todo radical a 
p , 
que, seja admissível. 
34 
Sejam C um anel comutativo, e A e B duas subálgehra...:; de uma C-álgebra D, 
SeM é um C módulo livre (à esquerda), então (A n B) ®c M =(A @c M) n (B ®c M). 
Suponhamos que R é uma 2Zp-álgebra, seja À E A e seja G o isomorfismo 
de T.\[X, D] ®;;z_ Fq sobre (T.1. ®;;z_ Fq) [X, V], considerado no Teorema I. 3.8. 
' . 
Usando os resultados prévios1 estamos em condiçOOs de provar o seguinte. 
PROPOSIÇÃO 2.3 - Se R é uma IZ.p-álgebra, À E A e a é um radical admissível, 
então 
PROVA -·Temos que 
Logo 
ã.\+r(T.l.+r) ®71., Fq = (a(T.\+r[X,Dl) n T.\+r) ®71.• Fq 
= (a(T.l.+r[X,D]) ®71., Fq) n (T.r.+r ®71., Fq) 
= <>(T>+ 1 [X, D} ®?L Fq) n (T,+r ®ll Fq)· , , 
1i'.~+r(T>+r) ®71. Fq = a(T,[X,D] ®71. Fq) n (TÀ[X>+r,D,+I] ®71. Fq) 
p p , 
G ~ a((T, ®71., Fq)[X,DJ) n ((T" ®?L, Fq)[X.~+r.DA+r]) 
= ">+r((T.l. ®;;z_, Fg)[XA+r,D.\+d) · 
Agora podemos provar o seguinte resultado chave. 
LEMA 2.4- Seja À E A tal que À 2:: 11 e seja a um radical hereditário, admissível 
tal que a ~ ''f· Se aJT1 ) =O, V t < À, então a..\{T>.) =O. 
PROVA- Por redução ao absurdo, suponhamos que U;.(T>..) =f:.- O. Logo existe um 
elemento não nulo f em a;..(TÃ)· 
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Caso 1: ..\ é um ordinal limite. Nesse- caso1 T,\ = U T,, Portanto existe um 
'<À 
elemento 1< < ), tal que f E T,. Assim 0:/; f E U>._(T,\) n T, = ü 1 (T~), o que é uma 
contradição. 
m 
Caso 2: >. é um ordinal sucessor. Nesse caso, seja À .:= p + 1 e f= L ti X~+ u 
i=O 
com ti E Tp e t:ro #O, Já que 'ã>.(T,l.) :f. O, será m21, e podemos escolher f 
com m 2: 1 minimal. 
Caso 2,1: ntm :f: O, V O 'f; n E 7L. Para esse caso consideramos o automorfismo ( 
de R[X, V], definido pelas relações ((r)= r, \f r E R, ((XÀ) =X,+ 1, e ((X,)= 
X, \f t # >.. 
Sendo que ( restrito a T>. é um automorfismo de T>., o elemento g = ((f) 
pertencea((<>A(T,)) =<>,(T,). Logoh=f-g E a,(T,). Mashtemgraumenor 
do quem (em relação à variavel Xp+l)· Então h= O. 
Por isso 
m m m ' I>' E (;)x~+l, 
i=O f=O 
e temos que tm-1 = tm-1 + (m~ 1)tm, i.e., tm =O, uma contradição 
Caso 2.2: existe O # n E 7L tal que n 1m = O. Se O # n E 7l é tal que n tm = 
O, então n f= O, e podemos considerar um número primo p e um elemento não 
m 
nulo f= L:; ti X~+ I E õ""'(TÀ) tais que m2:1 é minimal e pf =O. Daí f E 
i=O 
(T,)p [X,+" D, +,] e, em vista da Proposição 2.1, f E "P+ 1 ((T,)p [X,+ 1 , DP+ 1]). 
Em conseqüência diBSO, podemos supor que R {e portanto Tp) seja uma ~p-álgebra, 
Pela ProposiçãD 2.2 f E DtP+t((Tp EB 7lp)[Xp+l,Dp+l]), e podemos su-
por que R contém o corpo Ep. Seja G o isomorfismo de Tp[X, 'D] ®~ Fq sobre 
p 
(T,®z;: Fq)[X,V]. Seg=G(f®l),entãog E "P+t((T,®z;: Fq)[X,+ 1,D,+l]) p p 
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m 
(Proposição 2.3) e g = 2.: {ti® l)X~+l' eom m~ 1 minima1. 
i=O 
Se definimos q = pm, então q > m e, portanto, podemos escolher m elementos 
não nulos u1 , , •• , um de Fq. Cada elemento U 11 determina um automorfismo (s de 
R[X, V] que satisfaz as condições (,(r)= r 'I r E R, (,(X,) =X, + u, e (,(X,) 
=X, 'ltfA. 
Conforme foi feito no Caso 2.1 podemos provar que necessariamente se tem 
( 5 (g) = g, V s com 1 ::S: s :Ç m, isto é, 
rn m 
l::(t; ®!)X~+ r= L L CJ (t; 0 l)u!X~:j,'1 , 
i=O i=O l-=-0 
m 
para todos E {1, ... m}. Daít0 01 = l::(ti ® l)u!, Vscom lS" s < m, e, 
portanto, 
i=O 
(tr 0l)ur + (t, 01)ui + ··· + (tm 01)uj" =O, 
(Ir ® 1) u, + ( t, ® 1) ui + .. · + ( tm 0 I) u;" = O, 
(tr ®!)um+ (t, 0l)u;', + ... + (tm 01)u~ =O. 
Dado que det [uj] = u1 u2 , .. Um b. # O ( ond(' b. denota o determinante de 
Vandermonde n ( Uj - Uj) ), tem se ti @ l = o, v i com 1::;: i ~ m. Como 
i<j 
" h•tnos. f = to. As-sim m = O e dwgarnos a uma 
eontradiçao. Isto completa a prova do Lema. 
LEMA 2.5 - Seja a um radical hereditário, admissível e tal que a S I· Se 
"(R[X, V]) n R = o, "(R[X, V]) = o. 
PROVA- Vejamos primeiro1 usando indução transfinita sobre À, que Zi>.(T.\) =O, 
'I À E A. 
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A condição dada na hipótese a(R[X, V]) nR =O significa a 0 (T0 ) =O, 
SE>ja À E A com). 2 1~ e suponhamos a 1 (T1 );:::; O V t < À. Pelo Lema 2.4 
temos õ'À(T,) =O, Assim o,(T,) =O V,\ E A, 
Agora seja f E a (R[X, V)), Se À E A é tal que f E T ,, temos que f pertence 
a a(R[X, V]) n TA = aÀ('l\) =O e o Lema está demonstrado, 
Como conseqüência desse Lema conseguimos o seguinte resultado, o mais 
importante deste parágrafo. 
TEOREMA 2.6 ~Se a é um radical hereditário e admissível tal que a S /, então 
o(R[X,Vl) = (a(R[X,Vl) n R) [X, V], 
PROVA -Sendo 
a( (R I ( o(R[X, V]) n R)) [X, v]) n (R/ ( a(R[X, V]) n R)) 
""a ( R[X, V] I ( a(R[X, VI) n R) [X, v]) n (R I ( a(R[X, VI) n R)) 
= (a(R[X,V]) I (a(R[X,VJ) n R)[x,v]) n (R/ (a(R[X,V]) n R))' 
segue-se da Proposição l.L9. que 
a((R/(a(R[X,V]) nR))!X,V]) n (R/(a(R[X,V]) nR)) 
""(o(R[X,V]) n R) j (a(R[X,V]} n R)= O, 
Então, com apoio no Lema 2,5, temos a ( (R j (a {[X, V]) n R)) [X, V]) = O, 
i, e,, a ( R[X, V] j (o (R[X, V]) n R) [X, VJ) = O, Disso, e por ser a um radical, 
obtemos a(R[X, V]) Ç ( a(R[X, V]) n R) [X, V], Também, sendo ( a(R[X, V]) 
n R) [X, V] Ç a (R[X, V]), é obvio que temos a igualdade desejada, 
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CüRO.LÁRlO 2.7 ... Seja 0:' um radícaJ hereditário e admissível tal que a ::; I· Se C 
é um K-álgebra de Lie que possui a propriedade (s), então 
a(R *L) = (a( R* C) n R) * C. 
Finalmente observamos o seguinte. Sendo os radicais L, J, Ç, C, e s here-
ditários) admissíveis e menores ou iguais a em/, o Corolário 2. 7 é aplicável a todos 
eles. Assim fica claro que o Corolário 2. 7 estende, de certa forma, os resultados 
de Bergen-Montgomery e Passman ([3L Proposição 2.6 e Corolários 3.4 e 3.5) e o 
Teorema 2.6 estende o resultado de Ferrero ([9], Teorema 3.2). 
3 - O a-radical de R(X,A) é um Ideal Estendido do Anel R. 
O objetivo principal deste parágrafo é mostrar que o a-radical do skew anel 
R(X,A) é o ideal estendido I(X,A), onde I = a(R(X,A)) n R. Sendo muitos dos 
resultados. prévios similares àqueles do parágrafo 2) não entraremos em detalhes em 
algumas das demonstrações. 
Seja (R,A,U) um anel com automorfismos e consideremos o anel R(X,A). 
Para cada À E A consideremos a família S:(V À) = {I <l V À ; I é A-invariante}. 
Dado um radical o:! definimos, para cada À E A, a função ã,\ :'J(V.~) ---+ 
S'(V.I) por &,(I) = o-(l(X,A)) ni, V I E S(VA)· 
O fato de que A E É> uma extensão liberal da C-álgPbra A. sempre que B 
seja uma extensão Galoissiana finita do anel comutativo C, será muito usado no que 
segue. 
Suponhamos que R é uma C-álgebra, Neste parágrafo1 H denota o isomor-
fismo de V.\ (X,A) ®o B sobre (V A ®o B) (X,A), considerado no Teorema I.3.10. 
LEMA 3.1 -Seja B uma extensão Galoissiana finita do anel comutativo C, e supo-
nhamos que R seja uma C-álgebra, Se B é livre como C-módulo e a é um radical 
admissível, então 
para todo A E A . 
PROVA ~ Para qualquer >. E A, temos que 
ii>+,(VH 1) ®o B = (a(V,+,(X,A)) n V,+,) ®o B 
= (a(VH,(X,A)) ®o B) n (VÀ+' ®o B) 
= (a(V.\(X,A)) ®, B) n (V,(X'+'•"Hl) ®o B) 
Mas, usando o Lema 1.2 de [9), prova-se facilmente que 
pois V,\ {X,.A) ®c B é uma extensão liberal de VÃ {X,.A) e ex é admissível. 
Em conseqüência desses fatos temos, 
&"+ 1(VH 1 ) ®, B = a(V,(X,A)) ®, B) n (VÀ(X"+'•"À+ 1) 0o B) 
o que prova o lema. 
li, a((V, 0, B)(X,A)) n ((V,®, B)(X,+,.,->+ 1)) 
= &A+l((V, ®, B)(X,+""'+')), 
Seja p um número primo. A fim de provar que 1(Lfp{X}) = O, suponhamos 
H= kp, o-.\= id 1 \i À E /\~, '-' o=;, o radical superior. 
Primeiramente observamos o seguinte. Mesmo que 'Y não seja um radical 
admissível, podemos provar, semelhantemente ao Lema 3.1, o seguinte resultado: 
Se F q denota o corpo com q = prn elementos, então 
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Este resultado particulru· é usado no seguinte. 
LEMA 3.2- Seja À E A tal que>. :2:1. Se )'j(V,) =O, para todo L E A tal que 
r< .\,então'h(V,~) =0. 
PROVA- Seja f E 'h(V,). 
Caso 1: À é um ordinal/imite. Nesse caso V.\ = U V t e existe um L < À tal que 
•<' 
f E V,. Por isso f E i,(V,) eternos f= O pela hipótese. 
Caso 2: À = p + 1 é um ordinal sucessor. Nesse caso V>.. = V P (Xp + 1 , e1 P + 1 ) e 
m 
podemos supor f= L vi X~+ 1 com vi E V P (pois 1-.x(V >..)é um ideal de V.\)· 
i:O 
Se supomos f# O, então1 usando a hipótese, podemos considerar Vm =/= O e 
m? 1 rninimal com relação à propriedade de que f E 'h (V,). 
Se F q é o corpo com q ;;:;;; pm elementos e H é o isomorfismo de V P (X) 0tz. F q 
p 
sobre (V P ®?L F,) (X), então g = H(f ® 1) pertence à 'i,+ 1 ((V, ®?L F q) (X,+ 1)) 
" p m 
e g=L':(vi01)X~+ 1 comvm®l:f.:O e m2::1minimaL 
i =Ü 
Sejam 7Jo,7]1 , •.. , 7Jm m+l unidades diferentes em Fq. Se, para cada 
J E {O,lj ... ,m} consideramos o automorfismo (j de (Vp 0zz.p Fq) {Xp+l} 
definido por (j(a) = a 1 V a E VP ®lLP Fq1 e (j(Xp+I) = 1}jXp+ 11 então 
<;('i,+t((Vp ®?L" Fq)(XP+tl)) = 'IP+t((V, ®?L, F,)(Xp+t)). 
Assim h J (;(g) pertence a com 
m 
hj :::= L fl}(vi 0 l)X~+ 11 V j com O< j ~ m. Desse modo 1 procedendo 
i:::; o 
como na pro-va da regra de Cramer, concluímos que .ó..(vm 0 1) X~+l esta no con~ 
junto 'iP+ 1 ((V, ®?L Fq) (X,+ 1 )) (onde t. = II (~i- ~j) é uma unidade de Fq)· 
p J <J 
Daítemosquevm 01 E 'íp+t((Vp ®?L Fq)(Xp+t)) e Oofvm E 'í"(V,),isto 
" é1 1'p(V p) = 1..\(V ;;,) n V P # 01 o que contradiz a hipótese. Assim f= O e provamos 
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que 'h(V,I) =O. 
Se consideramos o ideal M do anel Z.:p(X), gerado pelo conjunto {X>. - 1: 
À E A*}, temos que Z'p(X) /M é um corpo finito e assim 1'(Z'p(X)) # Z'p(X). 
Por isso e usando o fato de que r(Zp(X}) n Zp é um ideal do corpo Zp, tere-
mos necessariamente 1(Z.::p{X)) n ~P =O, i.e., 'Yo(V0 ) =O. Usando esse fato, o 
Lema 3.2, e indução trausfinita sobre ). E A, ,\ :2':: 1, prova-se sem dificuldade que 
'h (V>.) = O, V À E A, Logo segue facilmente o 
TEOREMA 3.3 - Se p é um número primo e X = {X>. : ,.\ E A} é um conjunto de 
indeterminadas, então J(&:p(X)) = O. 
COROLÁRIO 3.4 - Seja R uma Z?:p-álgebra. Se a é um radical tal que ex ~ 'Y, então 
PROVA - Seja À E A. Sendo (V" X Z'p) (X, A) f V>. (X, A) ::::: Z'p(X), usando o 
Teorema 3.3, seque que <> ((V .1 X Z'p) (X,A)) = a(V" (X, A)), Com isso, 
<'>>.+ 1 ((V, x Z'p)(X>.+b<T>.+!)) 
= a((V, x Z'p)(X,A)) n ((V, x Z'p)(X,'+"<Y"+,)) 
= a(V,(X,A)) n ((V>. x Zp)(X>.+,,<T>.+ 1)), 
Mas a(V,(X,A)) Ç V,(X,A). Logo 
Seja p um número primo e À E A. Se a é um radical hereditário, prova-
se sem dificuldade que Ü'A(I) = ã.\(V.>..)ni1 V I E SS{V_;x). Também temos que 
(V>.)p(X.\+ 1)cr>.+ 1) é um ideal do anel V>.+l (Proposição 1.3.6). Em visto disso 
tudo1 fica claro o seguinte 
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LEMA 3.5 -Seja p um número primo e ). E A. Se a é um radical hereditário, 
então ih+l((VA)p(XA+l•"'A+•)) = àA+I(VA+,) (l (VA)p(X.\+J,<TA+J). 
Se ( é uma rafz m-ésima primitiva complexa da unidade, então ~[(} é uma 
extensão Galoíssiana finita de ll. Por isso, se A é uma E-álgebra, A ®llll[(J é uma 
extensão liberal de A. Usamos esse fato no que segue. 
LEMA 3.6 - Sejam R uma /f-álgebra e ( uma raíz m-ésima primitiva complexa da 
unidade. Se ex é um radical admissível, então 
V À E A, 
PROVA -Se À E A, temos 
">+,((v, ®lL 7L[(J)(XA+""'"+'>) n v>+, 
=a((VA ®lL K[(j)(X,A)) n ((vA ®:~:: K[(j)(XA+I•"'HI)) nVHt 
= a((V., ®ll Z[(]) (X, A)) ri V"+' (V, Ç V" ®ll Z[(j) 
= a((v,, ®lL Z[(l) (X, A)) n V,(X,A) n V,+I 
= "'(V,(X,A)) (l VA+J 
= ã,+,(VH,). 
(a é admissível) 
Mesmo que 'Y não seja admissível, podemos provar que, quando R = ll, 
7((v, ®zc Z[(l)(X)) n (V,,(X)) = 'l(VA(X)). Daí seguindo um procedimento 
similiar à demonstração do Lema 3.6, podemos provar que 
Isso é usado para provar Ulp- resultado análogo ao Lema 3.2 para o anel R = Z) e 
assim pode-se deduzir sem díficuldade que ~(K(X)) = O. 
A prova do seguinte resultado é quase uma repetição do aprova do Lema 3.2 
e por isso omitiremos vários detalhes. 
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_PROPOS-lÇÃO 3.7 ~Seja À E A tal que . \ ;::: 1, e seja ü um radical hereditário~ 
admissível tal que a ~ f· Se &,(V1 ) =O, para todo< E A tal que t < À, então 
ii,(V,) =O. 
Caso 1 ~ ). é um ordinal limite. Aqui procedemos como no Lema 3.2. 
Caso 2: À= p+J é um ordina.l sucessor. Nesse caso V:.~_= Vp(Xp+ 1,ap+l)· Se 
supomos f f. O, então, como na prova do Lema 3.2, podemos considerar f da forma 
m 
f= Í: Vi X~+ 1 com Ym ::f:. O e m ~ 1 mínimal. 
i=O 
Caso 2.1: exi8te O :f n E !L tal gue nvm = O. Como na prova do Lema 2.4, podemos 
C'.-Onsiderar um número primo p tal que p f= O, e portanto podemos supor que R é 
uma 2Lp-álgebra. Mais ainda, o Corolário 3.4 permite supor que R contém o corpo 
ll.p. 
Consíderemos o isomorfismo H de V,(X,A) ®72:, Fq sobre (V,®Zi., Fq) (X,A) 
(Teorema 1.3.10) e os automorfismos (j de (V pf:Õ71.. Fq)(Xp+ 1, u P+ 1), determinados 
' por m+l unidades q0 ,q1 , .•. , 1Jm de Fq. Daqui em diante procedemos como na 
prova do Lema 3.2 para obter que O :f: Vm E Üp(Vp)l isto é, chegamos a uma 
contradição à partir da suposíção de que f f O. 
Caso 2.2: 11 Vm "# O, V O f- n E ll. Nesse caso podemos supor que R contém o 
anel dos intE>iros ll.. Se ( é uma raiz (m + 1)-ésima primitiva complexa da unidade, 
então f E 5,+ 1 ((v, t&7l?L[(J) (X,+h",+ 1 )) (Lema 3.6). 
Tomando m+l unidades 1Jo, .•. , 1Jm de iZ.(Ç), podemos provar, como no 
Lema 3.2, que Ll.(v,@ l)X;;'t 1 E iie+,((v, ®72: 7!.[(]) (Xptl•"P+l>) (onde 
.:~. = n. (ry, - ~;)J. 
><J 
Agora consideremos a extensão G aloissiana ~ ( Ç) de <Q , e consideremos os m 
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<!l-automorfismos ,81 , -,-, lfm de <ll (\),definidos por _8;(() = Ç (1 S i S m). 
Seja 8 = /J1(.:l.)--- lfm(À)- Uma vez que /J;(2Z[(]) Ç li'[(], temos /f;{.:l.) E 
li'[(], 'i i com 1 S i Sm- Logo 8 E li'[(]- Mas 8 E <1l (Ç)" = <ll (onde 'Sé o grupo 
de Galois da extensão <ll ((): <Q )- Logo 6 E li'. 
Como ó(Vm ® l)X~+l E &P+l((v, ®ll li'[(j)(X,+,,o-,+1)), vem que 
6VmX~+ 1 E &P+l(V,+!) (Lema 3.1). Logo O i óvm E &P+l(V,+l) n V,= 
&p(V p) 1 o que também é uma contradição. 
LEMA 3.8 - Seja a um radical hereditário, admissível tal que a < i· Se 
a(R{X,A)) n R= o, então a(R{X,A)) =o. 
PROVA - É análoga à prova do Teorema 2.5. 
Agora podemos provar o resultado central deste parágrafo, da mesma maneira 
que o Teorema 2.6. 
ToEREMA 3.9- Se a é um radical hereditário admissível tal que a s; /,então 
a(R(X,A)) = ( a(R{X,A)) n R) (X,A), 
É claro que o Teorema 3.9 é aplicável aos radicais 1 1 C, J, ç;, e s. 
4 Sobre os Ideais <x(R[X, :Dl) n R e a(R(X,A)) n R 
Seja S qualquer uma das extensões R[X, 'DJ ou R(X,A) do ane] R, e seja a 
um radical hereditário admissível tal que a :S .. .,. Segundo os parágrafos 2 e 31 para 
conhecer realmente o radical et(S), é suficiente conhecer o ideal a(S) n R. Assim 
apresentamos a seguir alguns resultados que fornecem informações do ideal o:(S) n R 
para certos casos particulares do radical et. 
4J) 
Primeiramente seja L.. uma K-álgebra de Lie que age sobre o anel R como 
K-derivações. LembrE•mos que um C-ideal I de R (que- denotamos com I<l.c R) é um 
ideal tal que d..\(1) Ç I, V,\ E A. É claro que, se I e J são C-ideais de R, então 
l+J, InJ e IJ também o são. 
Como em [14] (pág. 194), definimos, para cada ordinal j3, o C-ideal Dn(f3) 
como segue: 
o , sef3=0 
L {l Oc R: Existe n > 1 tal que I" Ç Da(f3 - 1)} , 
DR(/3) = se f3 é um ordinal sucessor 
L Da(t), se fJ é um ordinal limite . 
'<P 
As seguintes propriedades são evidentes: 
(1) Da(tl) = U DR(<), se j3 é um ordinal limite; 
'< p 
(3) existe um ordinal Ç tal que DR(f3) = DR(Ç), para todo ordinal j3 tal que j3 > Ç. 
Assim podemos definir, sem ambigüidade, o radical .C-primo do anel R como 
segue. Se Ç é um ordinal tal que Da(f3) = DR(Ç), \1 j3 > Ç, então o C-ideal L c( R) 
::::: DR(~), de R é cilamado o radical L-primo do anel R. 
Urn C-ideal P de R é dito C-primo se para quaisquer .C-ideais A e B de R 
tais que AB Ç P, se tem A Ç P ou B Ç P. O anel R é dito C-primo se o ideal zero O 
de R é C-primo. 
Sejam I um C-ideal de R e d.\ :R/I ~ R/I (.\ E A)"" derivações do 
anel quociente R/I, definidas por (i.-(r +I)= d.\(r) +I, \1 r E R O ideal J /I 
do anel R/ 1 é um C~ ideal se, e somente se, J é um C-ideal de R. 
4() 
O seguinte é um dos resultados import,antes deste parágrafo. 
TEOREMA 4.1 -- Seja L( R *.C) o radical primo do anel do operadores diferencias 
R* C. O C-ideal L(R * C) n R de R é igual, 
(i) à interseção dos ideais .C-primos do anel R; 
(ii) ao radical C-primo Lc(R) do anel R, e 
(íii) à íntersicção dos .C-ideais I de R tais que o anel quociente R/ I não tem 
.C-ideais nilpotentes não nulos. 
PROVA ~ Denotemos com D1 a intersecção dos ideais ..C-primos de R, e com D2 a 
intersecção dos C-ideais I de R tais que R/ I não tem C-ideais nilpotentes não nulos. 
D1 Ç L_c(R): Se para cada ordinal /3 1 definimos o ideal NR..._.c(,B) de R*.C corno 
segue: 
o, 
L {I < R* C' Existe n > 1 tal que!" Ç NR.dfl - !)} , 
se f3 é um ordinal sucessor 
se f3 é um ordinal limite . 
ent-ão existe um ordinal1) que define o radical primo L{R *.C)= NR.-.c(1J). 
Usando induç~o transfinihL pro\'a-se sem problemas que NR,. c(fi) n R 
VR(C), para todo ordinal fi, e portanto obtem-se que L( R • C) n R= L,( R). 
Disso e do fato de que P n R é um ideal C-primo de R sempre que P seja um 
ideal primo de R* C, obtemos 
D1 ç; n{P n R'P" R • C é primo} 
=(n{P<>R•C, Péprimo}) nR 
= L(R * C) n R= L~(R) . 
L.c(R) ç_ D2 : Se I é um .C-ideal de R. tal que R J I não tem .C~ ideais nilpotentes não 
nulos, então é fácil provar 1 usando indução transfinita1 que DR(8) Ç I, para todo 
ordinal (3. Daí Lc(R) <;;I e segue que Lc(R) <;; D2 • 
D2 <;; D1 : Seja Q um ideal C-primo de R. Se J I Q é um C-ideal nilpotente de R I Q, 
então existe t ~ 1 tal que Jt Ç Q. Sendo J um .C-ideal de R, então temos que J Ç P, 
Le., J f P =O. Claramente, então, D2 Ç D1 • 
Em continuação apresentamos resultados contendo informações do .C-ideal 
J(R * .C) n R de R para certos anéis de operadores diferenciais R* .C. O leitor 
interessado nas provas pode consultar as respectivas referências. 
PROPOSIÇÃO 4.2 - Suponhamos que K seja um corpo de característica zero, e 
denotemos com .J(R * .C) o radical de Jacobson do anel de operadores diferenciais 
R* L Se para cada ideal primo minimal P do anel R se tem que todo ideal não nulo 
do anel quociente R I P tem um elemento regular (de R I P), então J(R * .C) n R= 
Lc(R). 
PROVA ··Ver [3], Corolário 3.4. 
PROPOSIÇÃO 4.3- Seja K um corpo, Se R é um anel que satisfaz uma das seguíntes 
rondiçOes: 
(í) R é noetheriano à direita) 
(íi) R é uma p. i. K-álgebra (com K de característica ?.-ero), 
(ili) R não tem elementos nilpotentes não nulos, 
então J (R * .C) n R é o maior nil .C~ ideal do anel R. 
4R 
PROVA- Ver f3)r Corolário 3.5. 
Agora s~ja (R, A, U) um anel eom automorfismos. Se1 para cada ordinal f3, 
definimos o ideal A-invariante AR.(B) de R como segue: 
o, sefi=O 
L {l 4.A R: Existe n 2: 1 tal que I" ç; AR(fl - 1)} , 
se ;3 é um ordinal sucessor 
L AR(t) ' se {3 é um ordinal limite , 
'< p 
então podemos provar que AR(TJ) Ç AR(_j3), 'V TJ < /3, e existe um ordinal Ç tal 
que AR(P) = AR(Ü, V p > t;. EntãD definimos o radical A-primo do anel R como 
o ideal A-ínvruiante L.A(R) = AR(Ç). 
Um ideal .A~ invariante P de R é dito A-prirnD se, para quaisquer ideais A-
invariantes A e B de R t.ais que AB Ç P, se tem A Ç P ou B Ç P. O anel R é <.~h amado 
A-primo se o ideal zero O de R é A-primo. 
Analogamente ao Teorema 4.1 podemos provar sem dificuldade o seguinte 
resultado também importante. 
TEOREMA 4.4 - o ideal A-invariante L(R(X,A)) n R de R é igual: 
(i) à interseçã.o dos ideais A-primos do anel H; 
(ii) ao radical A-primo L.A(R) do anel R; 
(iii) à interseção dos ideais A-in-..>ariantes I de R tais que o a:nel quociente 
R /I não tem ideais A-invariantes nilpotentes não nulos. 
Finalmente consideremos o ideal s(R(X,A)) n R, onde sé o radical fortemente 
primo, e os automorfismos de .A comutam entre si. 
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Sejam P f· I idea.is do anel R tais que J r:t P. Um insuJador ·rnót!ulo P 
{à esquerda) para I é um subconjunto finito :F de I tal que, se r é um elemento 
de R que sat-ísfaz rF Ç P, então r E P. No que segue nós omitiremos a expressão 
uà esquerda". 
Um ideal P de R é dito forl.emente primo se todo ideal I de R tal que I ct P 
tem um insulador módulo P. Um anel R é dito fortemente primo se o ideal zero O 
de R é fortemente primo ([12]). 
O radical fortemente primo s(R) do anel R é definido por 
s(R) = n {P < R:P é fortemente primo}. 
Analogamente) para um anel com automorfismos (R, A, U), podemos definir 
o seguinte. Um anel A-invariante P de R é dito A-fortemente primo se todo ideal 
A-invariante I de R tal que I çt P tem um insulador módulo P. Um anel R será 
chamado A-fortemente prúno se o ideal zero O de R é A-fortemente prímo. 
Definimos o radical A-fortemente primo do anel R por 
S.A(R) = n {P < R:P é fortemente primo} 
É importante observar que a condição I C/- P nas definições anteriores pode ser 
trocada pela condição equivalente P ~ I. 
L nu "1 .5 S1' P f tlm ideal fortemente primo do ske>-Y and R{X.A). 0ntão o ideal 
A-invariante F n R de R é A-fortemente primo. 
PROVA- Se I é um ideal A-invariante de R tal que I '1- P n R, então I(X,.A) <t P, logo 
I(X)A) tem um insulador F módulo P. Seja F = { a 1 1 ••• , a·0 } com O' i = L 4) X v, 
" onde ~) E J, V V, i 1 e consideremos o subconjunto finito A = {a~;>: i, ii} de I. 
Se r- E R é tal que r A Ç P n R, então é claro que r F Ç (P n R) (X,A) Ç P, e 
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por\.ant.o r E P < Assim r E P n R e A é um insulador módulo P n R para I. Em 
conseqüência fica provado que P Íl R é A-fortemente prímo. 
Na prova do seguinte lema usaremos o Lema III.4.3 que será provado no 
Capítulo l!L 
LEMA 4.6- Suponhamos que os automorfismos de A comutam entre si, e seja Q 
um ideal A-fortemente primo do anel R. Se P é um ideal de R{X,A) que é maximal 
respecto da propriedade P n R = Q1 então P é fortemente primo. 
PROVA -Se P1 é o ideal de (R/Q) (X,A) imagem homeomorfa do ideal P /Q(X,.A), 
então P1 é maximal com relação à propriedade de ser (R/ Q)-disjunto, e 
R(X,.A) I p ""! (R I Q) (X,.A) I P, , 
O ideal P 1 é primol pois o anel R/ Q é A-fortemente primo. Então segue do 
Lema IIL4.3 que P11 e portanto P1 é um ideal fortemente primo. 
Agora e>Jiamos em condições de provar o seguinte resultado importante. 
TEOREMA 4.7- Se os automorfismos de A comutam entre sil então s(R(X,A)) Íl R 
= sA(R). 
PROVA -- Se P é qualquer ideal fortemente primo do skew anel R(X,A), então 
s .. dR) Ç P n R (Lema4.5), PorissosA(R) Ç s(R(X,.A)) n R 
Sfjt> Q qu:tlque ideal A-fortnnente primo do ant~l fL Se P t um ideal de 
R{X,A) maximal em relação à propriedade P n R = Q, entã.o s(R(X,A)) Ç P 
(Lema 4,6), e, em eonseqüência, s(R(X,A)) n R Ç Q. Sendo Q arbítrário, obte-
mos s(R(X,.A)) n R Ç sA(R) e a igualdade procurada segue, 
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Pant um anel com automorfismos (R, A,U), onde A = {ui> ... , ffn} é finito, 
consideremos os skew anéis de polinômios: So = R e S, = S.r _ 1 [Xt, CJ t], 1 S i ~ n. 
Para cada f E { 1 ,2, ... , n} consideremos o conjunto 
7i(S1 ) ={!o S1 : 1 é A- invariante}. 
Dado um radical a, definimos, para cada f E {1,2, ... ,n}, a fun~ 
ção &, : 'li(St) ~ 'li(S,) por&,(!)= a(![X,Al) nl, V I E 7i(S,). 
Sejam o- um radíca1 e f E { 1, ... , n }. É rotineiro provar que: 
e (b) Se &1 (51) = S,, então &1(S1 /I)= S1 (I, V I E 7i(S1 ). 
Também, se a é hereditário, então &,(I) = &.,..(S1 ) n I, V I E 1í(St). Como 
conseqüência, &1 (&1 (1)) = &1 (I), V I E 1í(S1 ). 
O seguinte n."Sultado generaliza um resultado conhecido de Szá.sz ( [22], TL"'-
rerna 1.11). 
PROPOSIÇÃO 5.1 .. Sejam" um radical, f E {1, ... ,n}, € e c 1í(S,). Se 
&,(5,(1)=0, VI E e,então&,(s,( n r) =0. 
IE e 
PROVA -~ SejaM = n ] E' suponhamos que ó"t{S.( IM) i:- o. Nesse caso existe um 
1 E e 
ideal J em 1í(S,) tal que M <;i J e &,(S, f M) = J IM. Portanto existe um ideal 
lo E e tal que J IM 1/. lo IM. 
Não é difícil provar que (J f M) / K ::0 J f (J n lo), onde K é um kernel do epÍ· 
morfismo r.: J f M -~ J / (J n 10 ). Sendo &,(J IM) = &, ( &,(S,f M)) = &,(S,( M) 
= J IM, temos &, (J I (J n Io)) = J I (J n lo). 
Como eonseqüêneia. disso, uma vez que (.J + I0 _) /In~ J / (J n In), temos 
(J + lo)/lo S'! &,((J + 10 )/Io) 
= a(((J + Ia)/Io) [X,AJ) n ((J + Io)/Io) 
Ç a((S, /lo) [X,Al) n (S, /lo) 
= &,(s, /lo) 
=o. 
Portanto J Ç lo e segue que J IM Ç lo IM, que é uma contradição. 
O resultado seguinte mostra que, quando o radical a é hereditário, as funções 
&I. comportam-se como radicais. 
PROPOSIÇÃO 5.2- Seja f E {1, ... , n}. Se a é um radical hereditário, então 
ii1(S1) = n {J E Ji(S,J : &1(St/ J) =O} . 
PROVA~ Denotemos com Do ídeal intersecção n {J E Ji(Sl): &t(Sl / J) = O}. 
Como &1 (51 /â.t(S.t)) =O, temos DÇ &.t(St). Por outro lado, 
"'(Si) 1 D = (a (S,[X,AJ) n s,) j D 
= (a (S,[X,AJ) / D[X,A]) n (S, I D) 
= «(S,[X,A] 1 D[X,Al) n (S,j D) 
"'o ((S, 1 D) [X,Ai) n (S, 1 D) 
= &,(S,jD). 
Mas pela Proposição 5.1, &,(S, / D) =O. Logo &,(St) Ç D e a igualdade 
&,(Si) = D segue. 
Conforme foi felto nos parágrafos 2 e 3, podemos provar os seguintes resulta-
dos. 
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Seja n um radical c suponhamos que R é uma C-álgebra. Se ~f( C) = O e 
<> S -y,então&,((S,_ 1 x C)[X,,a,]) =&,(S,), \l[comlS f S n. Também, se 
B é uma extensão Galoisslana finita de C, H é o isomorfismo do anel St ®c B sobre 
H 
o anel (St-1 ®" B}[Xt)ut], e o radical a é admissível, então ô'!(St) ®c B e:.! 
&, ((S1 _ 1 0, B) [X,, ut]) e &, ((S, -1 0, B)[X,, u<]) n s, = &1(St), V f com 
1 S f S n. 
Usamos esses resultados para provar a seguinte 
PROPOSIÇÃO 5.3 ~ Seja a um radical hereditário! admissível tal que a :::; I· Se 
f E {1, , .. 1 n} satisfaz &1(St) #O, então existem m, s nas condições O f= sE St- b 
m?: 1 e sxt E ât(St)· 
m 
PROVA-- Dado que &t(St) '#-O, existe um elemento não nulo f= L Si X~ E &t(St), 
i=O 
comsiESt-i, YiE{l, ... ,m}. 
Se rn = O, então f= So # O, s0 X.t E &t(St) e o resultado segue. Noutro 
<'aso podemos escolher m?: 1 minimal. 
Caso 1: e:úste um u E 7!.. não nulo tal que usm = O. Se O '* u E 7l verifica USm 
= O, então podemos escolher um primo p ta] que pf = O. Assim psi = O, V i com 
o::; 1-:; rn, isto é, f E (Sl-dp[X.r,o"IL e por ser a hereditário podemos supor 
f E Ô't ((S1_ I)P [Xt, ut)). Logo podemos supor que o anel R é uma Ep-álgebra.. 
l1sando as observações anteriores a esta Proposição, temo&: que f pertence ao 
ideal iit((St-l X LZ.p)[X.t,u.t:]) e podemos considerar que R contém o corpo 7Lp. 
Também, se Fq denota o corpo com q = pm+l elementos e g = H(f ®1), então 
m 
g E &,((S,_ 1 0a:,.Fq)[X,,u,]) comg= ,L)s; 0l)X;. 
i=O 
Sejam fJo, •.• , 1]m m+l unidades diferentes em Fq e (j(O S j :$ m) 
os automorfismos de (SL-1 @~ Fq)[X,,rrt], definidos pelas condições (j(a):::.::: a, 
p 
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V a E St _ 1 $)2Z Fq e 
' 
(j(Xt) = (1 0 rJj) Xt. Procedendo como na prova da 
Proposição 3.2, pode~se verificar que (sm 0 1) X? 
portanto smxr E ât(St) com o i: Sm E St-1• 
Caso 2: u sm :f O; V u E 7l não nulo. Nesse caso podemos supor que R contém o 
anel dos inteiros~. Se (é uma raiz (m + 1)-ésima primtiva complexa da unidade, 
então, pelas observações prévias, f E &, ((s, -r ®zc &:[(])[X,, ",J). 
Se 'f/o, , .. , 'f/m são m + 1 unidades diferentes em E{(L então, como no caso 
l, podemos provar que (sm ® l)X;" E &,((s,_r ®zc Z!:[(l) [X,,",J), e portanto 
srnXr E ô't(S_e)comOf.sm E St~t, eaprovaestácompleta. 
Seja o um radical. Se, para cada f E { 0), .. , , n- 1 }, definimos o conjunto 
então não é difícil provar que Bt E 1í(St), V f com O :S:: f ::;: n - 1. 
A seguinte definição é devida a Stewart e Watters ([21], sec. 3). 
Uma classe de anéis primos 'P é dita rígida se for satisfeito o seguinte: se S 
€ uma extensão prima normalizantc do anel R e F é um ideal primo rninimal de R, 
('ntão R/ P E P se, e somente se, S E P, Os radicais definidos por classes de anéis 
primos rígidos são ditos r(gidos. 
Em conseqüência, um radical rígido a está definldo por uma certa classe de 
anéis primos P. i.e., oc(R) ~ n{P 4 R' R/P E P}. 
Prova-se que os radicais rígidos são admissíveis (f21J, Proposição 3.3L e que 
os radicais L, Jj (}f e C. sã.o rigídos {[21], Exemplo 3.4). 
No que segue usaremos o fato de que R[X,A]X, ~ X1R[X,A], V t com 1:::; 
f 5 n (Proposição 1.2.2). 
LEMA 5.4 ~Seja 0: um radical hereditário rígido tal que fr ::S 'Y· Se l E {1, ... , n} 
PROVA-· Suponhamos que &,(S1) #O. Devido à Proposição 5.3, existe um elemento 
não nulos E St-l e um m 2: 1 tais que s Xf E &.c{S.t)· Já que Bt- 1 =O, podemos 
escoTherumm2:2talquesXf E &t(St) e sX~-l ~ â.t(S.t). 
Seja P a classe dos anéis primos que define o radical rígido u. Como &t(S1 ) = 
a (R[X,Al) n S, existe um ideal primo P do anel R[X,A] tal que R[X,A] I P E P e 
sX;"- 1 1/c P, MassX;"- 1 R[X,A]Xe=sX?'R[X,A] Ç P(poissX?' E P). Logo 
X.r E P e Bt _ 1 :f. O, o que é uma contradição. 
TEOREMA 5.5- Se a é um radical hereditário rígido tal que a S /,então 
V f com 1 ::; f :S n . 
PROVA-Sejaf E {1, ... ,n} edefinamosN= (oi,(S,)nS,_ 1)il!B1 _ 1 [X1,.r1]X1 • 
É claro que a sorna ern N é direta, e não é difícil provar que N é um ideal de 
St contido em (h(S.t)· 
Provaremos que ât (St / B.t.- 1 [X,, O"t]) = O. Com isso, e usando a Proposição 
5.21 obtemos que Ô:.t(S1 ) Ç B.t.- 1 [Xtj l1t]. Assim! se f E àt(S,d, então podemos 
u u 
escrever f= L bi X~ com bi E Bt- 1 V i com O ::S i ::S u. Seja g = L bi X~. 
i o::: O i::::: 1 
Comog E âe(St}, b0 =f-g E â,(St)nB,_ 1 . Masg E B,_ 1 [X,,O't]X,. Logo 
f= b0 + g E N, como queríamos provar. 
Agora, sabemos que St/ B, _ 1 [X,,.,,] ::: (St _ 1 I Bt _!) [Xe, ã,] (Proposição 
1.2.6). Então, para provar que ât (St / B.t -l [Xt, u.t]) .= O, é su:ficente provar que o 
conjunto 
é nulo (Lema 5.4). 
Seja r + B.f ~ 1 um elemento de \V. Então 
Se P é a classe de anéis primos que define a) e P é um ideal primo do anel 
R[X,A] tal que R[X,A] I P E P, então 
Bt -1 R[X,A] X, = Bt _ 1 X, R[X,A] 
Ç &,(St) R[X,A] 
ç a(R(X,AJ) 
ç p. 
Logo Bt~l CP ou Xt E P. 
SeB1~1 C PentãoBt-l[Xf 1 Ud CP eternos que 
((S, -11 Bt-1) [X,A]) I (P I B, -1 [X,A]) 
- (S,- l [X,A] I B,- 1 [X,A]) I (P I Bt- l (X,A]) 
= s,_, [X,A]IP 
= R[X,A]IP E P. 
Logo a((S,_ 1 IB1 _I)(X,Al) Ç P jB,_,[X,A]. Assim (r+ B1 _ 1 )X, E 
P /B1 _ 1 [X,AJ, isto é, r X, E P. 
Se Xt E P 1 então também r X.t E P. Em conseqüência r X,t E a(R[X)AJ) e 
rlairXr E ü(R[X . .A]) n Sr::::::: ó,[Sr). As.sim r E Bl-·i c r+Rr~J =O. 
Seja a um radical. Para i1 1 ••• , ft E {1, ... , n} com l1 < l2 < · · · 
< ft.definimosoconjuntoAtl>·""''t ={r E R:rX1 1 ·•• Xtt E a(R[X,AJ)}. Segue 
facilmente que At., ... ,tt E H( R). 
LEMA 5.6 ~Seja a um radícal hereditário rígido tal que a :S f· Se o-(R[X,A]) =F O 
entãoexistemf1 , .•• 1 ftE{l, ... ,n}taisquefl<···<ft e Ati>····'-•-;j:;O. 
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PROVA -- Ternos que R[X,A] = Sn. Logo da hipótese án(Sn) # O. Pelo Lema 5.4 
Bn-1 '#O. i.e .. existes E Sn-1 não nulo tal que sX11 E Ó'n(Sn)-
Se s E R, então s E An e temos que An f:. O. Noutro caso podemos escolher 
m 
s=:LsiXt_lEStt_ 1 comlfr_ 1 :Sn-1, siES.tt_ 1 _ 1 Vicom0$i$m, 
i o: O 
e m 2: 1 minimal. 
Procedendo como na prova da Proposição 5.3, obtemos que sm X4" _ 
1 
Xn 
pertence à O'(RfX,AJL e, semelhantemente à prova do Lema 5.4, provamos que 
sm X,,_, Xn E a(R[X,Al). 
Se .f.t -1 = 1, então Sm E R e Sm E A1,n, i.e., At,n :f. O. Caso contrário 
v 
podemos escolher Sm ::= L h1X}._;;l com ft-2 < ft-1, hi E Stt_ 2 -1 V i 
i= o 
com O$ i $ v, e v 2: 1 minimal, e repetimos o procedimento anterior. Esse 
procedimento termina depois de um número finito de passos, i.e., existem r E R e 
fl < ... < ft. = n tais que r X(; ... x-lt E CY(R[X,.AJ). Portanto A(l, ... , lt '# o e a 
prm'a está completa. 
O resultado a seguir é muito importante para a prova do teorema eentral 
destre parágrafo. 
LEMA 5.7 -·Se ü é um radical hereditário rigido tal que a < '"f, então 
PROVA Seja r E R tal que 
(r+ A,, .,n)X, ... x, E a((RjA,, ... ,n)[X,,.,.,] ... [X,,unl). 
Seja P a classe dos anéis primos que definem o radical a. Se P é um ideal primo de 
Sn t.al que Sn I p E 'Pl mostremos que r xl ... Xn E p 
Se algum Xí E P 1 então é claro que r X1 • • • Xn E P. Assim suponhamos 
que .X i fi. P, 'i i com 1 :S j S n. Como 
ç p) 
temos At, ... ,n Ç P. Logo A1, ... ,nSn Ç P. Mas 
Então a((R/A 1, .,n)[X1 ,o-,] ,, [X0 ,unl) Ç P/A1, .. ,nSw Por isso e porque 
r X,,, Xn +A,, ... ,nSn E a((R/Al,, ,n)[X,,u,] ,, [Xn,unl), temos que 
rXt···XnEP. 
Sendo P arbitrário, rX1 ··· Xn E a(Sn), 1.€. 1 r E A1 .... ,n, e temos 
r+A1, ... ,n =O. 
Deste .modo está provado que 
{r+A,, ,n E R/A,, .. ,n 
Segue do Lema 5.6 que a(Sn / A1, . n Sn) = O, e, em conseqüência1 a(Sn) Ç 
At. n Sn. 
LJ::MA 5.l:<. ·--Sejam o um radieaJ hac·dilr.~no rígido tal que o :S. I: e h E ü{S2), 
u 
(i) Se h= r0 + L 8.i XÍ (com ro, B.i E R), então r0 E a(S2) n R e 8-í E A11 
i::::l 
V i com 1 :S i :5 u. 
u v 
(ii) Se h = r0 +L al X~ + L bj X~ (com r0 , ail bj E R), então r0 E a(S:.J n R, 
i::::l j=l 
ai E A1 , Vi com 1$ i :S u, e bj E A2, Vj com 1::; j :S v. 
PHOVA --- (i) f~ conr;eqüêncla do fato h E 0 1 {S1) e do 11: .. -"'re-r.na 5 .. 5. 
a(S2 ) = (a(S2 ) n 51 ) & C[X2 , .;2] X, , 
onde C = {f E S, 'f X, E a(S 2 )} ([9], Temema 2.5). Por isso {b1 , •.. , bv} C C, 
v v 
e então bj E A2, V j com 1 ~ j :S v. Como L bj xt E a(S2), h- L bj X~ = 
j=l j:::l 
u 
ro + L l1j X~ E a(S2). A prova completa-se usando a parte (i) já provada. 
i= 1 
O seguinte Lema pode ser provado sem muita dificuldade. 
n 
LEMA 5.9 - R+ L 
t-=1 l:Çi1 <--<í,:Çn 
soma direta. 
Agora vamos provar o resultado central deste parágrafo. Esse resultado 
generaliza o Teorema 2.5 de [9] e, em particular, vale para os radicais L, J, Ç, 
TEOREMA 5.10- Seja n2·2. Se n é um radical hereditário rígido tal que a < f 1 
então 
n 
t=l 1 :Çi1 < .. <i, :Çn 
PROVA - Definamos 
n 
Mn = (<>(Sn) n R) EB 
Pelo lema anterior !v1n é unm soma direta. Também é claro que Mn Ç a(S11 ). 
Agora procedemos pm indução sobre n ~ 2 para provar que a(Sn) Ç Mn. 
Caso n = 2 - Seja f E a(S2 ) com f = L L r;j X~ X~ 
i?:O j?'O 
Pelo Lema 5.7, fij E A1,2, V iJ, Logo o demento g = _L 
i?: 1 
(onde rij E R, V iJ). 




ü(S2). Ass.im h =f- g E a(S1 ) eom h da foruHl h = r0 + Í: a; X~ + L bj X~ 1 
i=l j=-1 
A prova se completa aplicando o Lema 5.8 (ii) para esse elemento h E a(S2). 
Seja m > 2 e suponhamos que o resultado vale para todo n tal que 2 :S n 
:Sm-1. 
Caso n :.:= m - Usando o fato de que Sm = St [X2, u2] · · · [Xm, e-m] e a hipótese de 
indução, podemos escrever 
m-·1 
a(Sm) = (n(Sm) n s,) EB 
t=l 2:5il< ... <ít:Sm 
Complet-amos a prova verificando que Dh ... Ít [Xh l Ujl] ..• [XÍt l O"ítJ XÍt ... xit 
Ç Mm, para quaisquer i 1 , •.. , Ít com 2 S it < ... < it S m e todo t com 
1$ts;m-1. 
Caso 1: t == m-1. 1\esse caso ij = j+l V j com 1$ j ::; m- L Se 
f E D:z .. m [X2, o-2] · · · fXrn, um} X2 · · · Xm, então é-nos permitido escrever 
f :::: (L fv xv) X:z ... Xrn) onde fv E D2 "'nl) v j/1 e os elementos v E 11\i m 
' ,,,~!n d<t fonnn T:::::: (0. ;'~ .. , 11m)· 
v 
Seja fv da forma fv = L ri X~ (com ri E RL e u a unidade de R tal 
i=O 
que XvX 2 · · · Xm = uX2 · ·· XmXF (Corolário 1.2.3.). Já que fv E D2 .. m, então 
fvu E D2 --m• logo fvuX2 · · · Xm E a(Sm)· Segue que To uX2 ·· · Xm E a(Sm), 
poisrio-{(u) E A1 m Vicomü:=:; i:::::; v(Lema5.7). Daísededuzque 
fvXi7X2 · · · Xm E Mm, VV, e, usando a aditividadeem Mm, obtemos que f E Mm· 
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Caso S,· t < m - J, ~c8se caso te-mos que existe um elemento p no conjunto 
f= (L rllxtr) XÍl ... xj., onde ÍJI E Dh ... lt 
Ti 
V 'ji) e os elementos 7i = 
(Jh, ... , Jl.m) E .IN n1 são tais que f1j = O para todo j 
Consideremos um dos f:s; e suponhamos que se escreve na forma f:s; = 
v 
L:BiXL onde si E R Vi com 0.5 i.$ v. Como fv E Dit, ... ,it e 
i::O 
é um ideal de Sll temos fpu E Di 1 , ... ,it· Assim g = fj:iuXi 1 .. • Xit E a(Sm) com 
v-1 
g = sauxi, · · · xit + (L: st+1ui+ 1 (u)x1) x1 xi1 · · · xi~ 
(::::0 
Mas também temos 





Por ísso, tendo (>ll conta que g E o(Sm), exis-tem elementos 
(1 < ' < m - 1, 1 ;; e, < ... < l, ;; m, e ej "f p, y j) 
m-l 
tais que g = ho + L 
s:::::l 1<1 1 <·--<t.<m 
- ljy.!p,V'j-






· · · xi~. = h(il, ·.,i,.) X;
1 
· · · xi~ 
v- I (L st+l (Tf+ 1 (u) xi) X1 X1 1 • • • X1. = h(l,ib ... , itl X1 Xi1 · ·- X11 l 
l=O 
v-1 
'\' 1+1 ()X'-h(l,i,, ... ,i,)EE [X ][X ] [X ] e L....._., Bt+ 1 0"1 u 1- 1,i1, ... ,it 110"1 i11 O'Jl · · · itlJit · 
l=O 
Daís0 u E Eh ... it e St+lqf+ 1 (u) E E1,í1 ... itJ VfeomOS' f:::;; v- 1, 
e, em conseqüência, so E Ei 1 ... i, n R= Ah ... it 1 e St E E1,h ... it n R= A1,í1 ... 11 
V f com 1:::;; l S' v. 
Assim fiTX'iTXi 1 · · · Xi, = fpuXi 1 · · · X1, Xií E Mm, V f-1-· Por isso1 usando 
a adit.ividade em Mml obtemos que f E Mm 1 e a prova está completa. 
6 -· O Nil Radical Generalizado dos Anéis R* C e R(X,A). 
Um a.nel R é dito completa.mente primo se R não tem divisores de zero não 
nulos. Um ideal P d<:' R{-. chamado completamente primo se o anel quocieilte R/ F 
0 eompletamente primo. 
O nil radical genct•alizado N é o radical definido pela classe dos anéis com-
pletamente primos ([7}). Assim, para um anel associativo R, se tem 
N(R) = n {P < R : Pé completamente primo } . 
N é um radical hereditário que satisfaz N :S 1 1 mas N não é um radícal 
admissível ([9], Sec. 4), Em conseqüência disso os resultados dos parágrafos 2,3 e 
( .. "') 
'" 
,t} não podem ser ut-ilizados para ca.lculax o nil radical generalizado das extensões 
R(X, VL R(X,A) e R[X,A]. M(.,_smo assim vamos provar neste parágrafo que o 
n.il radical generalizado dos anéis R* L e R(X,A) é um ideal estendido do anel R. 
Seja S qualquer anel extensão de R. Se P <J S é completamente primo) então 
é claro que o ideal P n R de R é completamente primo. Esse resultado é usado na 
prova dos Lemas 6.1 e 6.4 seguintes. 
Consideremos o anel de operadores diferenciais R* L. Para o anel R definimos 
Nc(R) = n {P ~ R:P é um ,C-ideal completamente primo}. 
É claro que N.c(R) é um .C-ideal de R Sendo que todo ideal! do anel de ope-
radores diferenciais R* L se contrai num C-ideal In R do anel R, prova-se facilmente 
o seguinte resultado. 
LEMA 6.1 -Se R* .C é um anel de operadores diferenciais, então 
Nc(R) Ç N(R • C) n !\ . 
LEMA 6.2 ~ Se Q é um .C-ideal completamente primo do a.nel R, então o ideal 
estendído Q * L de R* L. também é completamente primo. 
PROVA - Suponhamos que Q *L não é completamente primo. Nesse caso existem 
elementos f, g E R * C\ Q * L tais que f g E Q "' L. 
Q * C = {h = L Cp XP E !\ * [. C[i E Q, V p} , 
7i 
existem v1 = máx {V :::;; Vo: ai7 ti Q} e Jl1 = máx {/i S Jio : bp ~ Q}. Sem 
perda de generalidade, podemos supor que I/1 = Vo e 7J1 = Jlo· 
G4 
As regras de multip!icaçã.o em R"' C e a Proposição I.!. 1 permitem escrever 
dp XP: para certos elementos dp do anel R .. 
P<lio+lio 
Do fato fg E Q *{.obtém-se av0 "bp0 E Q. Logo av0 E Q ou bp0 E Q (pois 
Q é completamente primo), o que é uma contradição. 
Se e é uma família de .C-ideais do anel R, então é rotineiro provar que 
(n {l:l E 0}) *C =n{l * C:l E 0}. E~seresultadoéusadonoseguinte 
TEOREMA 6.3 ~ Se R* L é um anel de operadores diferenciais, então 
N(R * L) = Nc(R) * C. 
PROVA~ Como conseqüência do Lema 6.1, temo.<> 
Nc(R) * L: Ç (N(R * C) n R) * C Ç N(R * C) . 
Por outro lado1 o Lema 6.2 garante que N(R *L) Ç P *C, para todo ..C~ ideal 
completamente primo P de R. Por isso 
N(R *C) Ç n {P,. .C:P <~R é um .C-ideal completamente primo} 
- (n {P <1 R:P é um .C-ideal completamente primo})* C 
= Nc(R) *C, 
e temos o resultado desejado. 
Agora consideremos um anel com automorfismos (R, A, U) e definamos o con-
junto 
NA(R) = n {P <l.A R: Pé completamente primo}. 
É fácil provar que N.A(R) é um ideal A-invariante do anel R. Pela razão de 
todo ideal I do anel R(X,A) se co1ürair num ideal A-invariante .[ n R de R, temos o 
seguinte 
LEMA 6.4 Para cada skew anel H(X,A) se tem XA(R) Ç N(R(X,A)) n R. 
Procedendo como na prova do tema. 6. 2 e utilizando as regras de multiplicação 
em R{X,A) junto com o Corolário I.2.3, podemos provar o 
LEMA 6.5 -· Se P é um ideal A-invariante e completamente primo do anel R, então 
o .ideal P(X,A) de R(X,A) também é completamente primo. 
Se 8 é qualquer familia de ideais A-invariantes do anel R, então 
( n {J :J E 8})(X,A) = n {J (X,A) : J E e} 
Usando esse resultado e os Lemas 6.4 e 6.5, prova-se o 
TEOREMA 6.6- Para cada skew anel R{X,A) se tem 
N(R(X,A)) = NA(R) (X,A). 
CAPÍTULO lll 
IDEAIS PRIMOS, FORTEMENTE PRIMOS E NAO SINGULARES 
DO SKEW ANEL R(X,A) 
Neste Capítulo vamos estudar os ideais fechados do anel R{X,A). Depois, 
com est.a noção 1 estudaremos os ideais primos, fortemente primos e não singulares 
do and R(X)A), quando os automorfismos de Á comutam entre si. 
1 ..... O Anel Completo de A-quocientes à Esquerda Q de R. 
Como em [1 i], vamos construir um anel de quocientes Q. Como Q herda as 
prop1·iedades bá.sicru; da construção do anel dássíco de Martindale, as demonstrações 
de~1as propriedades vào ser omitida~. 
Consideremos um anel com automorfismo (R,A!U), onde R é A-primo. 
Se I e J são ideais A-invariantes não nulos do anel R, então I+J, IJ1 e 
In .l também são ideais A-invariantes não nulos de R. Trivialmente R é um ideal 
A-invariante não nulo de R. Assim consideremos o filtro dos ideais de R {I <l.A R : 
1 i O} que, a partir de agora, denotaremos com S(R). 
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S~ti<-~ I um idf.'al de R. Se f: I-R é um R-lwmomorl1smo à esquerda, então 
denotaremos jsto com f : nl --+ nR. Alem disso, a imagem de um dement.o a E I 
por f S€.rá escriía a f. 
Se no conjunto A = {(f,!): f: nl ~ aR, I E 9(R)) definimos a relação: 
(f,!) ~ (g,.l) se, e somente se, existe H E 9(R) tal que H <;; InJ e af = ag, 
V a E .H, então é fácil provar que ", .. ,.,'' á urna relação de equivalência. 
Denotemos com Q o conjunto quociente A/ ,..., e com [f,I] a classe de equi-
valência em Q do elemento (fJ) de A. 
É rotineíro provar o seguinte. Se em Q definimos 
[f,l] + [g,J] = [f+ g, In J] 
[f,l][g,J] = [f o g, J I] 
para todo [f,fj ~ [g,J] E Q, então essas operações estão bem definidas e Q é um anel 
eom unidade- [id,R]. Esse anel Q será chamado o anel completo de A-quocientes à 
esquerda de R. 
Cada automorfismo u E A pode ser estendido para um único automorfismo 
de Q. que também será denotado com u. 
DeJJotemos c.om C o centro do anel Q e com CA o conjunto 
c_.. = {c E C: <T(c) = c, V "' E A) , 
O H'gu ml e resultado pode ser provado como o Lema 1.2 ern [5] 
LEMA Ll ~ Se o anel (R1 A, U) é A-primo, então 
(i) R<;; Q: 
(ii) se (f,I) E A, então existe q E Q tal que a f:::;: aq, V a E I; além disso, q E C 
se, e somente se, f é um homomorfismo de R-bimódulos; 
()8 
(iii) seq1, ... , qn E Qentãoexistel E B(R) talquelqi Ç R, Vi com 1:$ -=:;n; 
(iv) seja I E S"}(R). Se q E Q é tal que Iq =O, ou ql =O, então q =O; 
(v) Q é A-primo c (Q,A,U) satisfaz a condiçiW (K) (ver pág. 14). 
Assim, como uma das conseqüências desse Lema, podemos construir o skew 
anel Q(X,A). Prova-se sem dificuldade que R(X,A) é um subanel de Q(X,A). 
Outra conseqiiência do Lema Ll é o seguinte 
LEMA 1.2-Seq E QétalqneqR=Rq e u(q)=q, Vu E A, então o elemento 
q é inversível em Q. Em particular C.4. é um corpo. 
É facil provar que, se I E ~(Q), então In R E ~(R). 
Usando o Lema 1.1 e as observações anteriores, podemos provar o 
LBMA L3 - Se o: é um elemento de Q{X,A}, então 
(i) existe I E ~(R) tal que la Ç R(X,A), 
(i i) se H E 8(R) é tal que H a = O, ou a H = O, entiW a = O. 
No parágrafo 2 do Capítulo I definimos, para cada elemento nao nulo 
a= L- rvXV de R{X:A), o 17-ésimo coeficiente (à esquerda) de a que daqui em 
• diante denot.ar!2mos com c~ (a), o <:odh::ente principal (à esquerda) de o:, .{ cE( cr ), 
Dado que o elemento o: pode escrever-se na forma a = L X 'V sp (com coe-
;; 
ficiêntes à direita sv = u- ii (rv), V V), é-nos facultado definir os respectivos concei-
tos anteriores também ''á direita::'. Com isso fica claro que c~ (a) = lJ- 17 (~ (a-)), 
V v, lcn (a)= ff-ea (icE(<>)), e Suppn(<>) = SuppE(a). 
Assim o suporte de ü, Supp (o-). e o grau de a, 8 a, estão bem definidos, 
independent(~mente dE' considerar a represent-ação de a com c.oefióentes à esquerda 
ou à direita. 
Um ideal I do anel R(X,A) será chamado R-dújun1o se In R= O. 
Seja I um ideal R-disjunto não nulo do anel R(X,A). Diz-se que um elernent.o 
não nulo a de I é de suporte minimal e.m I se para todo f3 E I com Supp (j3) 
(j, Supp(a) selem/!= O. 
Para cada ídeal R-disjunto não nulo I de R(X,A}, definimos os conjuntos 
M(I) = {a E 1: o é de suporte mínima] em I } , 
Min(I) = {Supp(a):a E M(I)}. 
O seguinte resultado pode ser provado sem dificuldade. 
LEMA 1.1 ·· Seja l um ideal R·disjunto não nulo do anel R(X,A). Se, para cada 
r E Min(I) e cada i7 E I\ definimos o conjunto 
Elr.dl) ={r E R: Existe a E lcomSupp(a) =r ec~(a) =r} u {O}, 
então 0r, 11 (_1) pertence à 8:-(R) e coincide com o conjunto 
{r E R: Existe fJ E l com Supp(,B) =f e cP(iJ) =r} U {O}. 
2 -Ideais Fechados do Skew Anel R(X,A). 
Neste parágrafo definimos os ideais fechados do skew anel R(X,A) de forma 
análoga à da definiçãD dada em [SL parágrafo 1) e vamos provar resultados que 
generalizam resuhados anteriores, e portanto os resultados de [6J para ideais fechados 
de R(X,A). 
íO 
Para cada ideal R-dísjunto não nulo I de R(X,A) definimos o fecho de I por 
[!]R= {u E R(X,A) , Existe H E \s(R) tal que Ha <;; I} 
Procedendo como na prova do Lema 1.1 em f8J pode-se provar o 
LEMA 2.1- Se I é um ideal R-disjunto não nulo de R{X1A) 1 então [I]n é um ideal 
R-disjunto não nulo de R(X,A) que safistaz I<;; [I]R e Min(!J = Min([l]R)· 
Um ideal R-disjunto I de R(X,A) é chamado fechado se I = O ou [lJR = I. 
Cada automorfismo extensão do automorfismo rr E A a todo o anel Q{X,A) 
será denotado outra vez com u. 
Se p e v são dois elementos de fli, então segue da definição de uP e das 
propriedades do produto em Q(X,A} que existe um elemento inversivel vfP,V) de R 
tal que uP'(XY) = y(iJ,1i) XV, Esse fato e as notações 
são usados no seguinte resultado. 
TEOREMA 2.2 -· Se I é um ideal R-disjunto llâo nulo do anel R{X 1A), então [IJn é 
o maior ideal R-disjunto não nulo J de R(X,A) tal que I<;; J e Min(l) = Min(J). 
PROVA - Por causa do Lema 2.1 é suficiente provar que, se J é um ideal R-dísjunto 
não nulo de R(X,A) tal que I<;; J e Min(I) = Min(J), então J <;; [lJR· 
Tomemos a E M(J) com r= Supp (a). Uma vez que r E Min(J) = Min(l), 
existe .8 E M(I) tal que Supp (fi) = r. 
Sejam a = I: av xv ) f3 = L bv xii e vo E r. Se, para cada. p E Oi 
VEr VEr 
e cada r E H., definimos u = (v(P,ilo))- 1 e 
7! 
então E(r!P) E J e Supp (<:-(r1P)) ~ L Assim c(r,P) ::::: O e, em conseqüência, 
- - -T 
trP(bvo)rn = qP(;3)u-Vo(nravo} E I, v r E R, v fi E n~. Daí obtemos que Ha 
Ç l com H= L RuP(b,-,) R E \)(R), isto é, a E IIJR· 
íiE Dj: 
Agora sejam o: E J 1 f~ Supp(a) e n ~ )fj. Nós vamos provar1 por 
indução sobre n 21, que existe H E SJ'(R) tal que 
para todo 7 E J com Supp(?) Ç r. 
Caso n = 1: Neste caso a E M(J) e todo '"t E J com Supp(l) Ç f também 
pertence a M(J) e Supp{J) =f. Pelo que foi provado antes o ideal de ~(R), 
H= L RqP(bv0 ) R1 independe do elemento a e portanto satisfaz 
PE nr 
para todo 7 E I com Supp(?) =r. 
Sejam> 1 e suponhamos que a afirmação vale para todo n < m. 
Ca.<;o n = m: Seja 1 E J com {' = cvX17 c Supp(?) ç r. 
Se Supp ( ·y) ~ f então segue da hipótese de indução que existe H1 E B'(R) 
tal que ll1 ·r1 Ç I para todo 71 E J com Supp b 1 ) Ç Supp (?). 
Se Suppb) =r, consideramos um cq E M(J) tal que S11pp(ül) Ç r. 
Como Min(l) = Min(J) existe .B E M(l) tal que Supp(B) = Supp(aJ). 
Seja f3 = bvX17• Se 110 E Supp(a-d entã.o1 como antes) o elemento 
V E Supp( al.) 
, (r,p) = uP(bv,) q - ui'(f3) ,--"5(urc;;,) pertence a J e Supp (<(r,/i)) Ç f\ {i70 }, 
'i r E R, V p E Oi". Sendo lf\{Vo}l <m, obtemos, usando mais uma vez a 
hipótese de indução, que existe um ideal L E 8-(R) tal que Lç{r,p) Ç I, V r E R, 
V fi E Oi. Como !3 E I, é fácil provar que H2 1 Ç I com H2 = L L crP"(bv0 ) R E 
\)(R). 
~., ,_ 
Se ddinimos H= H1 n H2 então H E '0-{H.-L e H satisfaz 
H7 Ç I, para todo 7 E J com Supp (7) C f . 
Como conseqüência de tudo, ternos que, dado a E J 1 existe H E S(R) tal 
que Hfr Ç I, isto é a E [IJr, e a prova do Teorema está conpleta. 
Com uma prova semelhante à do Teorema 1.3 em [8] conseguimos o seguinte 
resultado 
COROLÁRIO 2.3 - Se I é um ideal R-disjunto não nulo de R(X,A), então [IJR é 
o menor ideal fechado de R(X,A) que contém I. Mais ainda, [I}R é o único ideal 
fechado do anel R(X,A) que contem I e safisfaz 
Min([l]a) = Min(I) . 
Seja P um ideal R-disjunto, não nulo e primo do anel R(X,A}. Se a E [P]R, 
então existe H E 'i:S(R) tal que Ha Ç P. Com isso pode-.se provar que H R(X,A)a Ç 
P. Se!ldo P primo R.-disjunto, obtemos que O' E P. 
Acabamos de provar a 
PROPOSIÇÃO 2A -·Seja F um ideal R-disjunto não nulo de R(X)A). Se Pé primo) 
então P é feehado. 
Finalizamoo este- prágrafo corn o seguinte resultado. 
lo = In R(X,A), então lo é um ideal R-disjunto não nulo do anel R(X,A) tal que 
Min(l0 ) = Min(J). 
PROVA - É claro que lo é um ideal R-disjunto nao nulo de R(X,A). Seja 
f E Min(lo). Nesse caso existe um o E M(lo) tal que r = Supp (u). Supo-
nhamos que exista!) E I não nulo tal que Supp (fi) ~ !'. Se H E 'S(R) é tal que H fi 
Ç H(X,A) (Lemn UI), então existe um h E H tal que O :f:. h/i E .10 com Supp(hl1) 
:tI', o que contradiz o fato de que a E M(lo), 
Assim a E M(I) e r E Min(l). Isso prova que Min(Io) <;; Min(!). Agora 
seja r E Min(I). Se 1 E' M(I) é tal que Supp ( í) :::;; f, então, usando mais uma vez o 
Lema 1.3, prova-se que existe um elemento h E R tal que 
O i h'Y E !0 . É fáeil provar que b 'Y E M(I0 ) com Supp (h 'Y) r, isto é, 
r E Min(I0 ). Logo obt.emos a igualdade Min(L,) = Min(I). 
3 ~ Correspondência entre os Ideais Fechados de R(X,.A) e Q(X,A) 
Quando os Automorfismos de A Comutam entre Si. 
Seja R um anel com automorfismos A que comutam entre si. Neste parágrafo 
vamos mostrar que existe uma correspondêncía um a um entre os ideais fechados 
dos anéis R(X,A) e Q(X,A) que preserva ideais primos. 
~·o resto deste capítulo vamos admitir que R é um anel com automorfismos 
A que comutam entre si. Se o anel R é A-prímo, então não é difi.ci1 provar que os 
automorfismos, que estendem os automorfismos de R a todo Q, também comutam 
entre si. Corno conseqüêne.ia disso temos que u.\(X1 ) = X1 , V.\, t E A •, e portanto 
X.l..X • .:;:;: X, X.\, 'r/ Àlt E A*. 
Iniciamos C'om o seguinte 
LEMA ::Ll -Seja I um id(otd R-disjunto mio mdo do ske''' anel R(X,.A). Para cada 
f E Min(I) e cada elemento V0 E f existe um único elemento p = P.r,uo de Q(X,A) 
com Supp(J.t) =f, c~0 (.u-) = 1, e tal que 
a:::;; c~0 (a)p. ~ JIC80 (a), V a· E Ic.·,omSupp(a') =f. 
Alémdissoqp=l"'-"'(q), ilq E Q, e XPp.=pXP, iip E íl?. 
PROVA ·- Consideremos o ideal J = 8r,Vo E S'(R) do Lema 1.4. Para cada r E J 
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exíste um único elemento a E M(l) tal que Supp(o-) = r e c~0 (n) =r, pms 
f E Min(I). Logo podemos definir, para cada V E f, a função f-;;-: J --+ R por 
E ( ) E cy0 a fv = cv (a). 
É fácil provar que cada fv é um R-homomorfimso à esquerda) e pelo Lema 1.1 
(ii) para cada V E f existe um elemento qy E Q tal que afv = aqi7, \:1 a E J. 
Se definimos fi.= L qv-X", então I' E Q(X,A), Supp(p) =r e c~, (lt) = 
VEr 
qv0 = 1, pois afv0 =a, V a E J. 
Agora seja a um elemento de I tal que Supp(a-) =r e 0: = L avXv. 
a= L av0 fvXi7 = L ay0 qvXii =avo L apXV = av0 J1-. 
PEr i7EI' VEr 
Se ry E Q(X,A) é tal que " = c~, (a) T/ para todo a E I com Supp (a) "' 
r, então 4, (<>) (tJ -~)=O, V o E I com Supp(a) =r. Por isso J(p - rJ) = 
O, e usando o Lemma 1.1 (iv), concluímos que 11 = Jl, o que prova a unicidade do 
elemento p. 
Consideremos um automorfismo a de A, fi E f e d~ (n) E J. As igualdades 
"" 
c~, (o) ~(q17) = ~ ( .,.- 1 (c~,, (a)) q,) = ~(c~, { ~-l (a)) q,.) = O' (c~, (u-1 (a))) 
=c~(~(cr- 1 (uJ)) =c~(u) =c~,(o)g;c 
permitem escrever J (u(qv) - q:v) :;::;: O, V lJ E f. Usando mais uma vez o Lema 
Ll (iv), concluímos que u(qv) = qv, V V E f, V u E Â, logo a(p) = JL, 
V G' E A. Por isso e pela Proposição 1.2.2 (2) se tf'Jn que XP 11 = p.XP, V p E ílj, 
Para a, b E J definamos o element.o ,B(a,b) = b(ap ~ p.u-v0 (a)) de L A 
índusão Supp (,B(a,b)) Çj:. f conduz a ;3(a,b) = 01 V a, b E J. Com ísso se obtém 
J(aJt- l'u-"'(a)) =O, V a E J. Logo aJt = p.u-"'(a), V a E J. 
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Se r E R e a E J, erüão 
Assim J(r11- p;u-i7°(r)) = 01 V r E R., e temos que 
Agora seja q E Q com H E "(R) tal que Hq Ç R. Se h E H, então 
Em conseqüência J(q11- Jl-tr-v0(q)) =O, V q E Q, e vem 
Em particular a= ~0 (a),u = J.t0'-170 (c~0 (a)) = ,uc~0 (a) para todo a E I 
com Supp(a) =r, e a prova está completa. 
Para cada ideal R-disjunto não nulo I do anel R(X,A) denotamos com Mq(I) 
o conjunto de todos os elementos da forma p, = .ur,iio (onde f E Min(I) e i70 E f) 
definidos no Lema 3.1. 
Como conseqüência imediata do Lema 3.1 temos o seguinte 
COROLÁRIO 3.2 ·-Se I é um ideal R-diBjunto não nulo do anel R(X,A}, então, para 
cada fi E Mq(I), existe um idea J E 8(R) tal que J fi = p J Ç ]. 
Seja f um ideal R-disjunto 11iio nulo do and H(X,A). t:m {_'k:mento não nulo a 
de Q(X,A) é chamado resto módulo I se para todo ft E I com Supp (ft) Ç Supp (a) 
se tem f3 =O. 
Se a E Q(X1.A) é um resto módulo I então é claro que a tt_ [I)q. 
Agora estamos em condições de apresentar uma versão do algoritmo de divisão 
no anel Q(X,A). 
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LEMA 3.~{ -·Sejam l nnt ideal Q-disjunto nâo nulo de Q(X 1A) e lo= InR{X,A). 
Se /1 E Q(X,A). então existem elementos qi E Q, Pi E MQ(lo), (i ~ i :S u), e 
1 E Q(X,A) tais que 
n 
f!= L 'li!''+,, 
i:::d 
onde ~- = O ou ; é um resto módulo I . 
PROVA - Seja fJ um elemento de Q(X 1A). Se f] = O ou f3 é um resto módulo I, 
então o resultado é óbvío. Assim suponhamos que fJ :f O não é um resto módulo I e 
f= Supp(j3). Nesse caso existe um elemento não nulo a de I tal que Supp(cx) Ç f. 
Sem perda de generalidade, podemos escolher a E M(I). Então, se f 1 = Supp (a), 
temos que f 1 E Min(I) = Min(Io) (Proposição 2.8). 
Agora procedemos por indução sobre u = !Supp(fJ-)j 2:1. 
Casou= 1: Nesse caso a e f3 são da forma a= aX~'o e {:J = bx'ilo (com a, b E Q). 
Pelo Lema J .1 t('mos que necessariamente Jlr,vo = Xilo. Assim f3 = h J.Lr,Vo 
e o lema segue. 
Seja v> 1 e suponhamos que o lema valha para todo u tal que 1 ~ u < v. 
Caso v= v: Consideremos um elemento arbitrário fixo VI E rl e 111 = J-lr1,V1· 
Se {!1 =f!- c~, (f!)Jt 1 , então c~, (f!t) =O (pois c~, (pt) =!),logo Supp(f!t) 'j, r. 
Se ;31 é zero ou um resto módulo I~ então de 8 = ~1 (,8) Jl-l + j31 obtemos 
o resultado procurado< Noutro caso temos que /31 E Q(X,A) com jSupp (;31 )j 
< v - L Entâo 1 pela hipótese de indução, existem qi E Q, J.li E Mq(lo) (2 ::; 
n 
i ~ n) e f E Q(.X,.A) tais que fJ1 = L qi tJi + 1 com 1 = O ou 1 igual a um 
i=2 
n 
resto módulo I. Assim obtemos /3 = L qi fli + 1 com esse I· 
i= 1 
OBSERVAÇÃO 3.4- Procedendo como na prova do Lema anterior, podemos provar 
sem dificuldade a seguinte afirmação: sejam I um ideal Q-disjunto não nulo de 
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Q(X,A) e lo:::;:; inR(X 1A). Se J é um subconjunto de Q, entào, para cada /3 E 
J Q(X,A} (respecüvament.e Q(X,A}J), existem elementos bí E J Q {respectivamente 
QJ), Pi E Mq(lo) (1:5 i :5n), e ~E JQ(X,A) (respectimente Q(X,A)J) tais 
que 
n 
.o = L bj P.i + i , 
i=l 
com i = O ou ; igual a um resto módulo 1 . 
Seja I um ideal R-disjunto não nulo de R(X,A), Se p = llr,Fn E Mq(l), 
então segue do Lema 3,1 que Cz::: qvX17)p = I'(L ,.-"'(qv)Xv), \f L q;;X' E 
1í v 17 
Q(X,A), Por isso é daro que Q Mq(I) = Mq(l) Q e Q(X,A) Mq(l) = 
Mq(l) Q (X,A), 
As provas dos seguintes resultados são semelhantes às provas dos resultados 
correspondentes em [8] 1 e por isso não serão muito detalhadas. 
PROPOSIÇÃO 3.5 ~ Sejam I um Ideal Q-disjunto não nulo de Q(XlA) e 10 = 
l n R(X,A), Seja f3 om elemento do anel Q(X,A), Então f3 E Q Mq(I0 ) = Mq(lo) Q 
se, e somente se, exíste um ideal H E S<(R) tal que H,B Ç lo. 
n 
PROVA - Seja f3 E Mq(lo)Q com f3 = L l'i q; (lli E Mq(lo) e q; E Q 
i= 1 
V i com 1::; i .$n) 
Para cada Jli existe um H; E S<(R) tal que Hi ll·i Ç I0 (Corolário 3.2). Se 
" 
H = n H;, então li E S(R) e H [3 Ç 10 . 
i= 1 
Reciprocamente, suponhamos que H1 E B'(R) é tal que H1 f3 Ç lo. Se <li E Q, 
m 
p,; E Mq(lo) (1 :5 í :$ m) e i E Q(X,A) são tais que /3 = L J1i qi + [, com 
Í= 1 
r = O ou i igual a um resto módulo I (Lema 3.3), e H2 E "'(R) é tal que 
m 
H2 (L Jli qi) Ç lo (pela parte já provada), então H = H1 n H2 pertence a 8-(R) e 
i=1 
satisfaz H 1 Ç Io. Se 1 é um resto módulo I então necessariamente H; = O. Daí 1 
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::f- O e temos uma contradição. Assim "t =O e daí ;3 E Mq(IJ Q-
COROLÁRIO 3.6 -,Se I é um ideal Q-disjunto não nulo do anel Q{X,A) e 10 = 
InQ(X,A), então [l]q = Q(X,A) Mq(l0 ). 
PROVA ~Se a E [l]q, existe L E &(Q) tal que La <;:I. Se H1 = LnR, segue 
que H1 E &(R) e H1 a <;: !. Sejam q; E Q, Jl; E Mq(lo) (1 S i S m) e 
m 
'Y E Q{X,A) tais que a = L Qi J.Li + f, com 1 = O ou "f igual a um resto módulo 
i=l 
I. Pela Proposição 3.5 existe H2 E &(R) tal que 
m 
H,(L q;Jt;) <;:lo. 
i= 1 
Se H = H1 H2 , ternos H E ~(R) e H 1 Ç I. Por causa disso 'Y não pode ser 
m 
um resto módulo L Logo I = O e, portanto, a = L Qi J.li E Q{X,A) Mq(I0 ). 
i= 1 
m 
Agora seja f] E Q(X,A) Mq(lo) com .B = L f; p;, 
i= 1 
onde Íi = X77 q~J pertence a Q(X,A) 
'V E Supp(f;) 
e p; = Jlr,,v, E Mq(lo). Se L E &(R) é tal que L11; <;:lo, 'v' i com 1 S i Sn, 
então H = Q L Q E S(Q). f; fácil provar que H f] <;: I. Então fi E [l]q e temos a 
igualdade [l]q = Q(X,A) Mq(io). 
CoROLÁRIO 3. 7 ·- Se I é um ideal R-disjunto não nulo de R(X,A), então [I]n 
Q(X,A) Mq(l} n lt(X,A). 
PROVA- Se a E [IJR, existe H E ~(R) tal que H a Ç L Por isso e pe]a Proposição 
3.5 temos a E Q MQ(I). Logo" E Q(X,A) Mq(l) n R(X,A). 
Re-ciprocamente, se j3 E Q{X,A) Mq(I) n R{X,A}, esse j3 é da forma 
" J3 = L L XF q~) !Ji com q~) E Q e Pi E Mq{I). Pela Proposição 3.5 
i=l iiEI'; 
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existe H E S(R) tal que H q~) fli Ç 11 V "il E fi, V i com 1 $ i ~ n. Por isso H ,B 
Ç I e temos f3 E [I]n. 
Agora apresentamos o resultado principal deste parágrafo. 
TEOREMA 3.8 - Se R é um anel A-primo, então existe uma correspondência um a 
um entre os conjuntos 
(i) C(R(X,A)) = {I< R(X,A): I é R-disjunto e [I]n = !}, 
(ii) C(Q(X,A)) = {I' < Q(X,A): I' é Q-disjunto e [I']q = 1' ). 
Essa correspondência associa o ideal I E C(R(X,A)) com o ideal I* E 
C(Q(X,A)) se I' n R(X,A) =I e Q(X,A) Mq(l) = !'. 
PROVA·- Seja J E C(Q(X,A)). Se J0 = JnR(X,A), pelo Corolário 3.6 temos que 
J = Q(X,A) Mq(J0). Com isso, J0 = Q(X,A) Mq(Jo) n R(X,A) = [Jo]R (Corolário 
3.7), c<to é, .1 0 E C(R(X,A)). 
Se J' E C(Q(X,A)) também satisfaz J' n R(X,A) = J 0 , então, usando mais 
uma vez o Corolário 3.6, temos .J' = [J')q = Q(X,A) Mq(J0 ) = J. 
Agora seja I E C(R(X,A)). A igualdade Q(X,A)MQ(J) = Mq(l)Q(X,A) 
leva a afirmar que!' = Q(X,A) Mq(l) é um ideal Q-disjunto de Q(X,A), que satis-
f., I' n R(X,A) = Q(X,A) Mq(l) n R(X,A) = [I]n = I (Corolário 3. 7) e [I'}q = 
Q(X,A) Mq(l) =I', isto é, l' E C(R(X,A)) com I' n R(X,A) =I. A prova está 
complel-a. 
LEMA 3.9 - Se o anel R é A-primo, então o anel R{X,A) é primo. Mais ainda1 o 
anel Q(X,A) é primo. 
PROVA - Suponhamos que existam ideais não nulos A e B de R(X,A) tais que 
A B = o. Nesse caso (A n R) (B n R) = O e temos A n R = O ou B n R = O. 
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Vamos provar que A n R ::::: O e B n R = O, Para isso consideramos f 1 E 
Min(A) e I'2 E Min(B). Sejam V1 = max f 1 e V2 = max f 2 . Sendo ni 
totalmente ordenado1 não é difícil provar que Elr1 ,v-J (A) 8r:.,v2 (B) 
contraditório. 
O, o que é 
Se A n R = O, consideremos f E min(A) e "i/0 E f. Sejam a E Elr,:v1 (A) 
e b E B n R. Pelo Lema 1.4 existe a E A com supp (a) =r e c{?
0 
(a:) =a. A 
igualdade ab::::: O implica c8 (a) b = o, V V E r. Em particular1 a b =O. Assim 
er,;;-, (A) (B n R)= O e chegamos a BnR =O. 
Reciprocament.e1 se BnR =O, consideramos f E min(B) e Vo E f. Com 
isso prova-se, como acima, que (A n R) er,v0 (B) = 01 e temos A n R= O. 
'Terminamos de provar que o anel R(X,A) é primo. 
Seja I um ideal não nulo de Q(X,.A). Se O -# a E I e H E <J(R) é tal que 
H o <;: R{X,.A), então O f H" <;: In R{X,.A). Com ísso é fá.cíl provar que o anel 
Q(X,A) é primo1 o (jUf' completa a prova do lema. 
A seguir apresentamos o nosso segundo resultado importante deste parágrafo. 
Esse resultado, ('.Dnforme foi dito antes, mostra que a correspondência descrita no 
Teorema 3.8 preserva ideais primos. 
TEOREMA 3.10- Se R é um anel A-primo, então a correspondência descrita no 
Teorema 3.8 é uma correspondência um a um entre os conjuntos 
(i) P(R(X,A)) ={P 4R(X,A)oPéR-dísjunto}, 
(ii) P(Q(X,.A)) = {P' dQ(X,.A)oP' éQ-dísjnnto). 
PROVA- Temos P(R(X,A)) Ç C{R(X,.A)) e P(Q(X,.A)) ç C(Q(X,.A)) (Pro-
posição 2.4) e 1 pelo Lema 3.91 podemos considerar só ideais primos não nulos. Assim 
é suficiente provar que, se O I P E C(R(X,.A)) e O I P' E C(Q(X,.A)) são tais 
que P* n H(X 1A) = P, então Pé prJmo se,(' somente se, P* é primo. 
Suponhamos que P seja primo. Se A e B são ideais de T{X 1.A) tais que 
P* Ç A, P* Ç B e AB Ç P* 1 então 
(A n R(X,A)) (B n R(X,A)) Ç AB n R(X,A) Ç P' n R(X,A) = P, 
Logo A n R(X,A) Ç P ou B n R(X,A) Ç P, i.e., A n R(X,A) = P ou B n R(X,A) 
= P. 
Se A n R(X,A) = P, então min (A n R(X,A)) = min (P). Com isso min (P') 
= min (A) (Proposição 2.5). Segue do Teorema 2.2 que A = [P']q = P', Se 
B n R(X,A) = P1 então prova-se de modo igual que B = P*. Está provado então 
que P* é primo. 
Reciprocamente, seja p• pnmo. Se A e B são ideais de R(X,A) tais que 
A B Ç P, então temos que (A n R) (B n R) Ç P n R = O. Sendo R A-primo e os 
ideais A n R e B n R de R A-invariantes, ent.ão A n R = O ou B n R = O. 
Suponhamos que A nR = O. Nesse caso consideramos ex E [A]R e ;3 E B. 
Se H E '"(R) é tal que !Ia Ç A, então lla,6 Ç AB Ç P. Assim aj3 E [P]n = P 
e está provado que [A}R B Ç P. 
Seja A' E C ( Q(X,A)) tal que A' n R(X,A) 
L E '"(R) é tal que L? Ç R(X,A), então L? Ç [A]n. 
[A]R, e seJa 1 E A*. Se 
Se B rt P então existe fi E B tal que j3 fi P. Assim L "'r J3 Ç fA]RB Ç 
P, e, usando a Proposição 3.5, temos I ;3 E Q Mq(P) = P*. Em conseqüência 
A* {J Ç P"'. Mas P"' é primo e /3 f; P"'. Logo A* Ç P e daí A Ç P. 
Agora suponhamos que A n P :f:. O. Sendo (B A) 2 Ç P, vem, como acima) que 
B A n R == O. Se procedemos como antes, obtemos BA Ç P com B n R ==- O. Assim 
estamos em condições de repetir o procedimento anterior e mostrar que B Ç P1 o 
que completa a prova. 
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4 ·-·Ideais Fortemente Primos do Anel R(X,A} 
Neste parágrafo vamos generalizar o Teorema 3.3 de [8] para ideais fortemente 
primos (à esquerda) do skew anel R{X,.A), quando os automorfismos de A comutam 
entre si. 
Iniciamos com o seguinte 
LEMA 4.1- Se Pé um ideal R-disjunto e fortemente primo do anel R{X,A) 1 então 
o anel R é A-fortemente prímo 
PROVA ~· Seja l E ~(R). Como Pé R~disjunto, então I(X,A) <t. P, logo l(X,A) tem 
um insulador F módulo P. 
Se F ;::.: {fi = L ai:) xt~ : aii) E I, v v E ri = supp (fi) I v i com 
17 E I'; 
1$ i :S n}, então Fo = {a~P: v E ri, 1< i$ n} é um subconjunto finito 
de l. 
S0 r E R é iaJ que r F0 =O, então é claro que r F= O. Por isso r E PnR = 
O e assim F o t? um insulador para L Logo o anel R é A-fortemente primo. 
LF.:MA 4.2 -~ Sejam R um anel A-primo e J um ideal fechado de R(X,A). Se I é 
um ideal à esquerda R-disjunto de R(X,A} tal que J fi, I, então existe um elemento 
a· E M(I) que é um resto módulo J, 
PrwVA ···Seja J• E C(Q(X,A)) tal que J• n R(X,A) = J. e consideremos um 
elemento p E 1\J. Sejam q; E Q, p; E Mq(J) (I Si S m) e 7 E Q(X,A) 
m 
tais que j3 = L q; J..!í + "!) com; = O ou "f igual a um resto módulo J•. 
i= 1 
Se 1 = 01 obtemos 1 usando o Corolário 3.71 que /3 E [J]R = J, uma con-
tradição. Assim 1 é um resto módulo J*. 
m 
Se H E ::S(H) é tal que n( L qí Pi) ç ,J) então H I ç I. Consideremos então 
i::=l 
um a 1 E H-~ nã.o nulo, Nesse çaso fr1 E I é um resto módulo J. 
Se o. E 1Vf(I) é tal que supp(o:) Ç supp{al), então ué também um resto 
módulo J. 
LEMA 4.3 ~Seja R um anel A-fortemente primo. Se Pé um ideal primo R-disjunto 
do anel R(X,A), então P é fortemente primo. 
PROVA ~ Analisemos primeiro o caso P = O. Seja I um ideal não nulo do anel 
R(X,A). 
Casa 1.1: InR 'f O. Nesse caso In R E S(R) e lnR tem um insulador Fo. 
Como no Caso 1 do Teorema 5.1, prov-.:tmos que F0 é um insulador para I. 
Caso 1.2: In R= O. Aqui consideramos f E min(I), i70 E f e H= 6r,:v0 (I). 
Como H E S(R) (Lema L4), existe um insulador F o= {ar,,,,, ll.t} para H. Para 
cada ai c-xíste o-i E] tal que supp(ai) =I' e c~0 (ai)= a;. Seja F= {a1, ... , at} 
e suponhamos que /1 =L bvXV E R{X,A} é tal que f3 F= O. 
v 
Pelo Lema 3.1 o elemento JJ. = Jlr.i!o E MQ(I) satisfaz ai = ai p, V i com 
1 S 1 S t. Logo il a; Q(X,A) p = /l; a; p Q(X,A) = iJ, <>; Q(X,A) = O, 11 i com 
1 :S i S \. Mas Q(X,A) é primo (Lema 3.9). Então iJ a; = O, 11 í com 1 S í S t, 
isto é, L X v u-v(bu) ai = O, 
i' 
insulador para L 
V i. Daí se deduz facilmente que j3 = O e F é um 
Agora vejamos o caso quando o ideal P é não nulo. 
Seja p• E P(Q(X,A)) tal que P' n R(X,A) = P e seja l um ideal do anel 
R(X,A) tal que P <:;,I. 
Caso 2.1: In R i O. Nesse caso In R E 8'-(R.) tem um insulador F0 • 
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Seja ü E R(X,A) tal que a· F 0 Ç P e consideremos os elementos qi E Q, 
n 
Jli E Mq(P) (1 S i S n) e 'I E Q(X,A) tais que a= L q; Jli + "!, com 7 =O 
i= 1 
ou ; igual a um resto módulo P'". 
" L qi f-ti a E P*, logo "f a ::::::: O, Assim 
Í= 1 
'r F0 = O. Se H E êl(R) é tal que H')' Ç R(X,A), vem H ')'f o = O. Daí se de-
duz que H; = O e portanto 1 = O. Assim a E P* n R(X)A) = P e F 0 é também 
um insulador módulo P para L 
Caso 2.2: In R= O. Como P ~1, existe a E M(I) que é um resto módulo P. (Lema 
4.2). Sejam r= supp (a), V0 E f e consideremos o ídeal L= 0r,v0 (I). 
Se- F o= {a1 , •.. , at} é um insulador para L, então, como no Caso 1.2 1 existem 
a; E I (1 S i S t) e J1 E Mq(l) tais que a; = a; p, \f i com 1 S 1 S t. Sendo 
supp(p) = supp(oi) =f. então Jl é um resto módulo P. 
Seja F = { a 1 , ... , o,). Se fJ = L; q; I' i + ')' E R(X,A) (onde 7 é um resto 
módulo P*) é tal que í3 F Ç P, então provamos como antes que 7 ai = 1 8.i Jl· E p•, 
V i com 1::; í :S t. Com isso 1 CXJQ{X,A)p Ç P"', V i com 1 ~ i :$ t. Mas P* é primo 
e p é um resto módulo P. ]~ogo í' ai E P"', V i com 1:$ i $_ t. Por ry ser um resto 
módulo P* l í' F0 =O, Como no Caso 2.1, obtemos í' =O. Assim j3 E P"' n R(X,A) 
= P e provamos que F é um insnlador módulo P para I. 
Assim, em qualquer caso, P é fortemente primo e o lema está provado. 
Agora estamos em condições de provar o resultado central deste parágrafo. 
TEOREMA 4.4- Seja R um anel com automorfismos A que comutam entre si. As 
seguintes condições são equivalentes: 
(i) todo ideaJ A-primo de R é A-fortemente primo; 
(ii) todo ideal primo de R(X1A} é fOrtemente primo. 
PROVA -(i)=> (i i). Seja p um ideal primo de R(X,A). Como o ideal p n R de R é 
A-primo~ segue da hipótese (i) que P n R é A-fort-emente primo. 
Se P' é o ideal do anel (R f P n R) (X,A} que é imagem homeomorfa do ideal 
P I (P n R) (X,A) de R(X,A) I (P n R) (X,A), então P' é primo, pois 
R(X,A) 1 P = (R(X,A) 1 (P n R) (X,A)) / (P 1 (P n R) (X,A)) 
~ ((RIP n R)(X,A))/P', 
e P' é (R I p n R)-disjunto. Mas o anel R I (P n R) é A-fortemente primo. Logo 
P', e portanto P também1 é ideal fortemente primo (Lema 4.3). 
- (i i)=> (i). Se P é um ideal A-primo de R, então R I P é A-primo. Logo o 
anel R(X,A) I P(X,A) ~ (R I P) (X,.A) é primo (Lema 3.9). Segue da hipótese (ii) 
que o anel (R/ P) (X,A} é fortemente primo. Concluímos do Lema 4.1 que o anel 
R f P é A-fortemente primo e está provado que o ideal P é A-fortemente primo. 
5 --Ideais Primos Não Singulares do Anel R(X,A). 
Considt:•remos o skew anel R(XJA), onde os automodismos de A comutam 
entre si. O objetivo deste parágrafo é estender os resultados sob-re ideais primos não 
singulares provados em [8} para esses anéis R(X,A) em consideração. 
Seja H un1 aneL O anula.Jot (&esquerda) d{~ um eluwmto a E R é definido 
como sendo o ideal à. esquerda de R, tR(a) ={r E R : r a= 0}. 
nulo. 
Um ideal à esquerda I de R é dito es11encial se l n J #- O para todo J <lt R não 
O ideal singular (à esquerda) do anel R é definido por 
Z,(R) = {a E R ' Rn(a) é essencial} . 
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O ideal Zt(R) f: realmente mn ideal bilátero do anel R [11] e daqui em diant.<~ 
será denotado simplesmente com Z(R). 
Um anel R é chamado não singular se Z(R) ==O. Um ideal J de R é dito nâo 
singulo.T se o anel quociente R/ J é não singular ([11]). 
No que segue supomos que R é um anel com automorfismos A que comutam 
entre si. 
LEMA 5.1- Seja R um anel A-primo. Se Pé um ideal primo não singular R-disjunto 
do anel R(XjA)j então R é não singular 
PROVA -Suponhamos que R é não singular. Nesse caso existe a E Z(R) não nulo. 
Caso L P# O. Vamosmostrarquea+P E Z(R(X,A)/P). Comisso teremos que 
a.+ P = O (poís P é não singular) e, então, O # a E P n R, uma contradição. 
Seja O i' J o, R(X,A) tal que P Cj, J. 
Caso 1.1: JnR::;:;:: O. Pelo Lema 4.2 existe um elemento o E M(J) que é um resto 
módulo P. 
Sejam f = supp (a') e 170 E f. O conjunto 
H= {b E R: existe f3 E J com supp(B) =f e e~,Jfl) = b} U {O} 
ó um ideal à t:'sqnnda não nnlo de H. Então HlifR(a) =/O ,, j'Htanto existe 
/1 = )---: X1'hv E J (com r::::: supp(,B)) tal que bp-0 a::::: O. 
ver 
Se {3a, =O, então (/3 + P) (a+ P) =O com f3 f/. P (pois a é um resto módu-
loP),i.e.,Off3+P E (JfP)nla(X,A)/P(a+P). Assima+P E Z(R(X,A)/P). 
Se fJ a :F o! podemos escolher um elemento i = I: xv Cy E J {com r = 
VEr 
supp("f))talque-yafO, supp(-ya)<;i;f\{vo} e jsuppba)lémínimo. 
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SE" V1 E supp(;·a), então O =f: Rcv1 <lt R, logo Rcv 1 n fR(a) #O. Assim 
existe urn r E R tal que t = r cvl é não nulo e ta = O. Se consíderamos o elemento 
'Yo = ,.-F"(r)'Y, entw O# 'Yo E J, suppf'Yo) =f e suppf'lns) <;;supp(-ya). 
Pela minimalidade de isupp ( -ya)l temos que -yoa = O. Assim ( -y0 + P) (a+ P) 
=O com '"to (/!. P (pois a é um resto módulo P)1 i.e., 
0 # 'Yo + P E (J /P) n fn(X,A)/P (a+ P), 
o que prova de fato que a+P E Z(R(X,A) fP). 
Caso 1.2: Jn R # O. Nesse caso (J n R) n fR(a) # O. Então existe b E J n R não 
nulo tal que ba =O. Assim (b + P) (a+ P) =O com b í1 P (pois Pé R-disjunto), 
i.e., O# b+ P E (J /P) n Cn(X,A) 1 p (a+ P), e temos que a+ P E Z(R(X,A) f P). 
Caso 2: P = O. Vamos mostrar que a E Z(R(X,A). Seja O f' J o, R(X,A). 
C'a<o 2.1: Jn R# O. Nesse ca.so (J n R) n fu(a) #O. Se O# b E (J n R) n fu(a), 
então é claro que b E J () fR(X,A} (a). Com ísso se tem que a E Z(R{XJA)). 
Caso 2.2: Jn R = O. Aqui escolhemos a E M(J). Se f = supp (a) e v0 E r, 
então definimos o ideal à esquerda não nulo H de R como no Ca.so 1.1. Assim existe 
um í3 = L X"bv E J com supp (í3) = r e bv, a = O. 
i7Ef' 
Se 3a =O. euíão ;3 E J n ln(X,.A)(a), logo a E Z(H(X,.A)). i\'ouno 
caso podemos es(~olher um 7 = _L XV cv E J com supp ~~ = r tal que 1 a :f. 0\ 
ver 
supp(-ya) Ç4 f\ {vo) e isupp('ya)l é mínimo. Procedendo como no Caso 1.1, 
obtemos um elemento /O E J com supp ho) 
·ro E J n l'R(X,A) (a) e a E Z(R(X,A)). 
f ta] que 1 a = O. Assim O :f. 
LEMA 5.2 ~Seja R um anel A-primo não singular. Se Pé um ideal primo R~disjunto 
de R(X,A), entw Pé nw singular. 
8X 
PHOVA Por redução ao absurdo) suponhamos que Z(R(X,A) / P) f O. Nesse C&'W 
existe um ideal I de R(X,A) tal que P '* l e Z(R(X,A) I P) = lI P. 
Suponhamos que P f O e seja p• E P(Q(X,A)) tal que p• n R(X,A) = P. 
CaJso 1.1: JnR=J. O. Nesse caso existe a E InRnãonulo. Comisso vamos provar 
que a E Z(R), o que produz uma contradição, pois o anel R é não singular. 
Se O i: J <lf R, então é fácil provar que L = R(X,A}J é um ideal à esquerda de 
R{X,A), que coincide com o conjunto {L X11 bp : bv E J} e satisfaz a condição 
v 
L n R= J. Como L não é R-disjunto, se tem L <t. P. Logo (L + P) I P é um ideal à 
esquerda não nulo do ane] quociente R{X,A} / P. 
O fato a+ P E Z(R(X,A)IP) produz ((L+ P)IP) n LR(X,A)/p(a + P) 
::? O, i.e., existe a E L tal que a a E P mas a ;t P. Sejam bi E QJ, Jti E MQ(P) 
m 
(1 S i .:S m) e ; E Q(X,A) J tais que cr = L b1 Jlí + -y (Observação 3.4) onde 
i:;:; 1 
; 'f- O é um resto módulo P*, pois a ~ P. A inclusão a a E P implica e..sta 1 a E P*. 
Se H E ü(R) é tal que H 7 a Ç R(X,A), então lha Ç P. Assim H') a = O 
{pois 1 é um resto módulo P) e portanto ')'a= O. Se F E 0-(R) é tal que Ft Ç 
R(X,A)J, então F7 f O e F-ya =O. Daí obt.emos que .lnlR(a) f O e se tem 
que a E Z(R). 
C'a.so 1.2: In R= O. Por ser P * 11 existe o.· E M(I) que é um resto módulo P (Lema 
42). Sef=supp{o) e 170 E f,entãoexisteJt E Mq(l}talqllcü=c~0 (a)p. 
~e O :f- J <l.t R1 então, como no Caso 1.1, podemos provar que existe j3 E R(X,A) J 
tal que {3a E P. Mas {3 'i P (pois"+ P E Z(R(X,A)IP). Pelo Lema 3.1, 
obt.emos f!~.,(a)Q(X,Á)Jl = .Bc~.,(a)pQ(X,A) = fiaQ(X,A) Ç P'. Por isso e, 
m 
supondo fi= L b;p; + 7 (com b; E Q.J, Jli E Mq(P), sendo 7 E Q(X,A)J um 
i;;= 1 
resto módulo P* )1 obtemos que {3 ~o {a) Q(X,A)p Ç P*. Sendo a também um resto 
8H 
módulo P"', então J-1 f}: F", logo fJ c~0 (o) E P* 1 pois P* é primo, 
Procedendo como na parte final do Caso 1.11 obtemos que existe F E ::CS(R) 
tal que O ;f F, c:; R(X,.AI)J e F,c~0 (<>) =O. Assim Jnfa(c~0 (oc)) ;f O e 
condul~se que cy-0 (a) E Z(R) 1 o que é uma contradiçã-O pois R é não singular. 
O caso P = O é completamente similar, 
Agora apresentamos o resultado central deste parágrafo, 
TEOREMA 5.3 ~Seja R um anel. As afirmações seguintes são equivalentes: 
(i) todo ideal A-primo de R é nã.o singular, 
{li) todo ideal primo de R{XlA) é não singular. 
PROVA -·(i)= (ii). Seja p um ideal primo de R(X,.AI). Como o ideal p n R de R é 
A-primo, segue da hipótese (i) que o anel R/ P n R é não singulaL 
Se P 1 (: () ideal do anel (R I p n R) (X,A)j imagem homeomorfa do ideal 
P I (P n R) (X,A) de R(X,A) I (P n R) (X,A), então P' é (R I P n R)-disjunto 
e primo, pois R(X,A) I P = (R(X,A) I (P n R) (X,A)) f (P f (P n R) (X,A)) "' 
((R/P n R)(X,A)) /P'. 
Segue do Lema 5.2 que o ideal P', e portanto P, é não singular. 
iüJ =::úiJ Se P é um lde::ll A-primo de R então R/Pé A-primo, logo o anel 
R(X,A) f P(X,A) :::: (R I P) (X,A) é primo (Lema 3.9). Segue da hipótese (ü) que o 
anel (R I P) (X,A) é não singular. Concluímos do Lema 5.1 que o anel R I P é não 
singular, ficando provado que o ideal P é não singular. 
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