Traditionally, most camera calibrations rely on a planar target with well-known marks. However, the localization error of the marks in the image is a source of inaccuracy. We propose the use of high-resolution digital displays as active calibration targets to obtain more accurate calibration results for all types of cameras. The display shows a series of coded patterns to generate correspondences between world points and image points. This has several advantages. No special calibration hardware is necessary since suitable displays are practically ubiquitious. The method is fully automatic, no identification of marks is necessary. For a coding scheme based on phase shifting, the localization accuracy is approximately independent of the camera focus settings. Most importantly, higher accuracy can be achieved compared to passive targets like printed checkerboards. A rigorous evaluation is performed to substantiate this claim. Our active target method is compared to standard calibrations using a checkerboard target. We performed camera calibrations with different combinations of displays, cameras and lenses, as well as with simulated images and find markedly lower reprojection errors when using active targets. For example, in a stereo reconstruction task the accuracy of a system calibrated with an active target is five times better.
Introduction
A calibrated camera makes it possible to relate measurements in images to metric quantities in the world. The calibration process is therefore very basic and essential to every computer vision task that involves image based measurements. Many different ways of calibrating cameras have been developed [1] . So-called self calibration methods do not assume any knowledge about the scene [2] . They are for example very useful for autonomous navigation. Metrology applications aim for highest accuracy and typically use dedicated calibration targets with well-known marks. Some methods use threedimensional targets [3] but planar targets are more common as they are easier to build and handle. We aim to offer an alternative to the latter. Digital displays that can be found on everybody's desk can be used as active calibration targets. This has many advantages. There is no need to manufacture and validate a special target. The displays are produced lithographically to a very high standard of accuracy. The marks on the target do not have to be laboriously identified in an error-prone manual process, as is often the case. Instead of marks, we propose the use of Structured Light coding scheme that is tolerant against defocusing, so the target does not have to be in focus for the calibration. This makes it possible to position the camera close to the target and easily cover the whole field of view. The displays typically have a tilt/swivel base so that different poses can be set up very comfortably. Example code to generate and decode the necessary images will be made publicly available at [4] . Lastly and most importantly the achievable accuracy (as measured in the RMS reprojection error) is comparable to the best published calibration results and much better than the typical values reached with passive targets.
Self-identification of the calibration marks can also be achieved in other ways, for example by using ARTags [5] , but it comes for free with the active calibration. The idea of using a Structured Light coding scheme for camera calibration has also been proposed by [6] , where it was used to undistort the images of a wide-angle camera in a model-free manner. In contrast, we perform a full camera calibration and recover the camera parameters, as they are needed for many tasks, for example 3D reconstruc-tion. A similar active calibration approach is also briefly mentioned in [7] and [8] in the context of calibrating a catadioptric wide-angle camera. All these works focus on calibration for wide-angle imaging and do not include thorough quantitative performance comparisons with other calibration methods. We are of the opinion that active camera calibration has advantages for any camera, not only extreme wide-angle cameras where the traditional pinhole model breaks down. We substantiate that claim with experiments demonstrating a clear improvement in the reprojection errors.
The contributions of this work are:
• We generate virtual calibration marks from the correspondence maps which are backward compatible with any classic calibration algorithm.
• We introduce a correction for the refraction effects caused by the glass plate covering the display.
• We perform an extensive comparative evaluation and show that the active calibration technique yields more accurate calibration results compared to a passive calibration with a checkerboard target.
Prior Work
A camera calibration consists of two parts. The external calibration refers to the camera pose relative to fixed world coordinate system. It maps the camera coordinate system, defined by the camera image plane, to the world coordinate system, often defined by the calibration target (see figure 2.1). It can be described by 6 parameters -3 for rotation and 3 for translation. Additionally, there are intrinsic parameters, which depend on the camera model that is employed. For an ideal pinhole camera, this is the principal T in the world coordinate system to the point [u, v, 1] in the image coordinate system (see figure 2. 2) can be written as
where A is the camera matrix and P 0 the projection matrix. The coordinate transformation from world to camera coordinates is given by rotation and translation parameters The camera coordinate system (bottom) is defined by the camera. 
Camera Models
Real cameras use lenses and always exhibit some degree of image distortion, especially for wide-angle lenses. This also has to be modelled. The most common camera model is the pinhole model augmented by parameters for radial and tangential distortion. Tsai presented a relatively simple variant [9] with only two parameters for radial distortion. Heikkilä [10] used two parameters for radial distortion and two for tangential distortion. The model (and calibration algorithm) proposed by Zhang [11] is very popular, especially because it is available in the widely used OpenCV library [12] and as a Matlab toolbox [13] . These implementations support up to five parameters, three
All these models assume that the principal point is also the center of distortion and that all rays pass through the pinhole. This generally holds for typical applications with limited distortion, but not always [14, 15] . There are also fully generic camera models that work for any type of camera, like extreme wide angle or even non-single-viewpoint catadioptric cameras [16, 17] . However, such generic models deliver lower accuracy for narrow-angle cameras [18] .
The actual input data to perform a calibration are lists of correspondences between points on the calibration target (in world coordinates) and their image coordinates. For the usual planar calibration targets, several different poses of the camera relative to the target are required. From these lists a calibration algorithm Tsai [9] , Heikkilä and
Silven [10] , Zhang [11] calculates the internal camera parameters and the coordinate transformation for each pose.
Feature-based Calibration
The usual planar calibration patterns are checkerboards. The corners of the checkers are the fiducial marks. They are typically localized by intersecting lines fitted to the sides of the checkers or by looking for a saddle point in the gradient (as is implemented in OpenCV). An alternative target type consists of an array of circular dots. The centers of the dots are commonly computed via centroid methods, ellipse fitting to the contours, or deformable templates. However, for oblique viewing directions, the detected ellipse center is not the projection of the original circle's center and has to be corrected [10] .
Image distortion also reduces the localization accuracy for dots [19] .
There is little comprehensive information in the literature about achievable feature localization accuracy. Shortis et al. [20] tested different algorithms for circular marks.
He reported errors in the range of a few hundreths of a pixel, but did not include noise in his analysis. Heikkilä [3] shows lighting-dependent shifts of up to 0.5 pixels in the location of circular marks. Mohr [21] found errors of around 0.1 pixels in corner localization. White and Schowengerdt [22] examine the effect of the point spread function on edge localization accuracy and find errors of up to 0.2 pixels. Mallon and Whelan [19] show errors around 0.1 pixels for circular marks (without distortion bias) and up to 0.03 pixels for a checkerboard target. Chen and Zhang [23] give errors of about 0.05 pixels for checkerboard corner localization.
The final calibration errors are within the same range. Heikkilä [3] claims that an accuracy of 0.02 pixels is a realistic goal. He achieves it for synthetic images and reports 0.061 pixels on real images. Douxchamps and Chihara [24] even reach 0.0065 pixels on synthetic images and 0.045 on real images. However, in his widely known paper [11] , Zhang gives an RMS reprojection error of about 0.3 pixels. Albarelli et al. [25] achieve an initial error of 0.23 pixels but reduce it to 0.089 by additional bundle adjustment [26] . Fiala and Shu [5] also reach values of around 0.2 pixels. The differences between these figures might be due to outlier removal steps, differences in image and target quality, or simply different pixel sizes. In conclusion, an RMS reprojection error of 0.05 pixels seems to be a lower bound for a very careful calibration in an optimal environment, while errors up to 0.3 pixels are acceptable in day-to-day calibrations.
Active Targets
We compare the calibration results achieved with a traditional passive target to active digital displays as calibration targets. One practical advantage of the latter is the selfidentifying nature of the patterns that can be shown on the display. Tedious manual mark identification therefore becomes unnecessary. Digital displays are suitable for calibration tasks as they are manufactured to very high precision using lithographic techniques. The pixel pitch is well-known, therefore pixel coordinates can be converted to metric 2D coordinates. One could simply show a checkerboard on the display and use that for calibration. However, such a method would still be subject to the noiseprone corner localization step. Instead, we propose the use of a series of coded patterns which can uniquely identify each individual pixel.
Such patterns are widely researched in the subfield of Structured Light. Many coding schemes are possible [27] . Phase shifting offers very high precision and dense coding. This is because it does not involve any differentiation or binarization steps but works directly with the measured image intensities in each pixel. We use two fourbucket phase shift sequences, one horizontal and one vertical, to determine the x and y components of the pixel coordinates. The recovered phase is ambiguous, however. To obtain a unique phase value we have to "unwrap" the phase values. There are various ways to achieve this. In our case it is known that the target is flat, so naive unwrapping would work. But since calibration is not a time-critical task, we use additional Gray
Code sequences. Details of this standard Structured Light coding scheme can be found for example in [28] or [29] . It has the additional advantage that the decoding is very simple. To facilitate the use of this method, code to generate and decode the necessary images will be made publicly available at [4] . All in all, a full pattern sequence consists of 4 images for the phase shift and 8 for the Gray Code (depending on display resolution). Some of the resulting camera images are shown in figure 2.3. Nonlinear display brightness is a concern for a high-quality phase shift, as the sinusoidal intensity pattern is distorted. However, the four-bucket phaseshift is robust against such errors [30] , so a precise gamma calibration is not necessary. phase maps ϕ x and ϕ y we can find correspondences of world coordinates with image coordinates. These can then be used as input for the camera calibration just as before.
The actual lookup of the subpixel image coordinates (x i , y i ) for given phase coordinates (x p , y p ) is done by the "reverse" bilinear interpolation described in algorithm 1 (see also figure 2.5).
Algorithm 1 Subpixel Phase Lookup
1. Find a block of four neighboring pixels {p k } in the phase maps where both
2. Fit a plane P x to the values of ϕ x in {p k }. Fit a plane P y to the values of ϕ y in {p k }. The set {p k } can be augmented by additional neighbors.
3. Intersect P x with the plane ϕ x = x p and P y with the plane ϕ y = y p . This gives two lines.
4. Set the phase-component of the lines to zero and calculate the intersection point
With algorithm 1 we can generate "virtual" marks from the phase maps with ar- . If the phase map is noisy, the standard deviation is higher and those marks can be discarded.
Ray offsets
A further improvement can be achieved by modelling the refraction caused by the glass plate that covers the pixels of the display. The protective glass plate refracts the emitted light and causes a shift in the pixels' apparent position. To correct for this effect we use a three-step algorithm. We first calibrate with the point correspondences we found as if there were no glass plate. We obtain approximations of the camera poses relative to the display. In the second step we compute the offsets introduced by oblique viewing angles through the glass. The height offset is
where α 1 and α 2 are related by Snell's law (figure 2.6). Finally we calibrate again with the corrected coordinates. 
Experimental evaluation
While the use of active calibration certainly has practical advantages, the most important factor is the calibration quality that can be achieved in comparison to alternative methods. Other authors like Sagawa et al. [6] , Tardif et al. [7] , Grossberg and Nayar [8] have used similar approaches, but only for extreme wide-angle and catadioptric cameras, and did not provide systematic accuracy evaluations. As they used different cameras and different encoding schemes, we cannot compare our results to theirs. Instead, the proposed calibration method was evaluated in several other ways. We used simulated images where the ground truth camera parameters are known. We tested various real-world setups with different combinations of cameras, lenses and displays.
In each test, the calibration with an active target is compared to a calibration using a checkerboard pattern. Finally, we compared the stereo triangulation accuracy of the two calibration methods.
The standard targets in our lab are checkerboard targets with isolated squares. Their advantage is that the unoccupied space in between the markers can be used to perform projector calibrations. On a regular dense checkerboard the projected marks are much harder to detect. The targets have been examined with a coordinate-measuring machine, so the mark locations are known with very high precision. The corners of the checkers are localized in the camera image either with the Saddle Point method (SP) [31] or with the Line Intersection technique (LI) [32] . We use the standard SP implementation provided by OpenCV and a self-implemented LI variant. Since we use a Phase Shift coding for the active target, our proposed method is abbreviated as PS in the subsequent sections.
All calibrations use the camera model and optimization algorithm proposed by 
Here N is the total number of points used for the calibration. An individual calibration mark can occur several times in the images from different camera poses.
Simulated images
Calibration images in five camera poses were rendered with a simulated resolution of 800x600 pixels. No noise was added to the images. We took care to minimize aliasing artifacts by avoiding poses aligned with the camera axes. The five poses used can be seen in figure 3 .1. Table 1 shows the resulting internal camera parameters and reprojection error for all three calibration methods. While LI gives a slightly higher reprojection error than SP, the recovered parameters are closer to the truth. The parameters obtained with the proposed method are much closer to the real values than any of the other two methods. The remaining error is probably due to quantization noise. 
Real images
In our real-world experiments we used combinations of different displays, cameras and lenses. The details of the displays and cameras are collected in used for the calibrations can only be guaranteed with a robotic setup. Lacking that, the poses in our experiments were arranged manually. Hence, they are not perfectly identical in the different experiments. We therefore regard differences of a hundredth of a pixel or lower as not significant. Still, display 2 consistently gave slightly better results than display 1. The existance of display-specific systematic errors, especially non-perfect planarity, is a topic for further study.
The SP method performs worst. This comes as a surprise, since it is the standard method for users of OpenCV. The residuals of the SP calibration show a systematic error as the corner positions are mostly shifted towards the center of the calibration squares, compared to the LI positions ( figure 3.4 ). Fiala and Shu Fiala and Shu [5] have identified this effect as related to lighting; it seems to arise for defocusing as well.
In a true checkerboard the shift should cancel out between the two touching corners.
The high-quality targets at our lab have isolated squares, so we use only the LI method in the following experiments. In table 1, LI on a 'sparse' checkerboard was compared to SP on a traditional 'dense' checkerboard pattern. It performed comparably with respect to the reprojection error and better with respect to the ground truth camera parameters, so LI can be used as a reference calibration method.
The difference in the PS residual error between the HR and LR cameras is approx- 
Poses
The choice of camera poses is of course a major factor in the quality of a calibration.
We tried to use comparable poses, that is with similar angles to the target. They are shown in figure 3.5 and figure 3 .5b. Table 5 shows that the reprojection error barely changes, whether 3, 5 or all 7 poses are used for the calibration. However, the resulting internal camera parameters do change. There is no ground truth to compare against, but it seems reasonable to have higher confidence in a calibration result if it is based on more poses. Tab. 5: RMS errors for different number of poses and some of the resulting internal parameters. High-resolution camera with 6.0 mm lens.
Mark Density
The density of marks generated with the PS approach has little influence (table 6) .
However, as already stated in the previous section, when in doubt there is no reason not to use as many marks as possible. Also, for the calibration of a fully generic non-parametric camera model, dense correspondences are important and can be easily generated with PS.
Defocusing
For the classic checkerboard targets, high feature localization accuracy depends on a sharp image. This can be a problem, for example when depth-of-field is limited. PS 
Glass Plate Offsets
As mentioned in section 2.3.1, the protective glass plate in front of the display pixels introduces a shift in the apparent mark coordinates. As can be seen in table 8, modelling this refraction does indeed result in an improvement of the reprojection error. However, the effect is relatively minor. It is on the order of a few thousands of a pixel only, while the mark offsets are up to 0.1 pixels in the lateral direction. This is because the shifts can be partially compensated by the camera distortion parameters. 
Repeatability
Another important test for the proposed calibration method is repeatability. We per- 
Stereo calibration
As seen in table 1 and also noted by [25] , a lower reprojection error does not automatically imply a more correct calibration. Therefore, we tested the proposed method further. We performed a stereo calibration and subsequently triangulated the positions of the calibration marks. We then compared the known positions of the marks to the triangulation results. Since the display was positioned closer to the camera than the 
Conclusions
There are many variables that influence the quality of a calibration, from the choice of camera poses to the tuning of algorithm parameters. Additionally, errors are often compounded, so the source of problems is not always obvious. The calibration method with active targets has several advantages. It is fully automatic, no user interaction to identify marks is necessary, and no labeling errors can occur. Digital displays are highly accurate targets, so there is no need for costly target validation. The only input parameters are the display resolution and the pixel size. The method is robust against defocusing and easy to set up. Lastly and most importantly, the achievable accuracy is very high. One possible disadvantage is that the calibration requires multiple images per pose and cannot be performed with a hand-held camera. However, we provided a thorough evaluation and found a marked increase of the calibration quality. We are therefore of the opinion that the additional accuracy over a classic feature-based calibration is worth the effort for tasks like precise 3D reconstruction.
