This work presents the implementation of trainable Artificial Neural Network (ANN) chip, which can be trained to implement certain functions. Usually training of neural networks is done off-line using software tools in the computer system. The neural networks trained off-line are fixed and lack the flexibility of getting trained during usage. In order to overcome this disadvantage, training algorithm can implemented on-chip with the neural network. In this work back propagation algorithm is implemented in its gradient descent form, to train the neural network to function as basic digital gates and also for image compression. The working of back propagation algorithm to train ANN for basic gates and image compression is verified with intensive MATLAB simulations. In order to implement the hardware, verilog coding is done for ANN and training algorithm. The functionality of the verilog RTL is verified by simulations using ModelSim XE III 6.2c simulator tool. The verilog code is synthesized using Xilinx ISE 10
INTRODUCTION
As you read these words, you are using a complex biological neural network. You have a highly interconnected set of some neurons to facilitate our reading, breathing, motion and thinking. Each of your biological neuron, a rich assembly of tissue and chemistry, has the complexity, if not the speed, of a microprocessor. Some of your neural structure was with you at birth. Others parts have been established by experience i.e., training or learning [1] .
It is known that all biological neural functions, including memory, are stored in the neurons and in connections between them. Learning, Training or Experience is viewed as the establishment of new connections between neurons or the modification of existing connections.
Though we don't have complete knowledge of biological neural networks, it is possible to construct a small set of simple artificial neurons. Networks of these artificial neurons can be trained to perform useful functions. These networks are commonly called as Artificial Neural Networks (ANN).
In order to implement a function using ANN, training is essential. Training refers to adjustments of weights and biases in order to implement a function with very little error. In this work back propagation algorithm in its gradient decent form is used to train multilayer ANN, because it is computation and hardware efficient.
Usually neural network chips are implemented with ANN trained using software tools in computer system. This makes the neural network chip fixed, with no further training during the use or after fabrication. To overcome this constraint, training algorithm can be implemented in hardware along with the ANN. By doing so, neural chip which is trainable can be implemented.
The limitation in the implementation of neural network on FPGA is the number of multipliers. Even though there is improvement in the FPGA densities, the number of multipliers that needs to be implemented on the FPGA is more for lager and complex neural networks [2] .
Also the training algorithm is selected mainly considering the hardware perspective. The algorithm should be hardware friendly and should be efficient enough to be implemented along with neural network. This criterion is important because the multipliers present in neural network use-up most of the FPGA area. Hence we have selected gradient decent backpropagation training algorithm to implement on FPGA [3] .
BACK PROPAGATION TRAINING ALGORITHM
Back propagation training algorithm is a supervised learning algorithm for multilayer feed forward neural network. Since it is a supervised learning algorithm, both input and target output vectors are provided for training the network. The error data at the output layer is calculated using network output and target output. Then the error is back propagated to intermediate layers, allowing incoming weights to these layers to be updated [1] . This algorithm is based on the errorcorrection learning rule.
Basically, the error back-propagation process consists of two passes through the different layers of the network: a forward pass and a backward pass. In the forward pass, input vector is applied to the network, and its effect propagates through the network, layer by layer [4] . Finally, a set of outputs is produced as the actual response of the network. During the forward pass the synaptic weights of network are all fixed. During the backward pass, on the other hand, the synaptic weights are all adjusted in accordance with the errorcorrection rule. The actual response of the network is subtracted from a desired target response to produce an error signal. This error signal is then propagated backward through the network, against direction of synaptic connections -hence the name "error back-propagation". The synaptic weights are adjusted so as to make the actual response of the network move closer the desired response [5] .
In this work, artificial neural network was used for implementing basic digital gates and image compression. The architecture of artificial neural network used in this research is a multi layer perceptron with steepest descent back propagation training algorithm. Figure 1 shows the architecture of three layer artificial neural network.
If the artificial neural network has M layers and receives input of vector p, then the output of the network can be calculated using the following equation:
Where, is the transfer function, and are weight and bias of the layer m. For m=1, 2 …M.
For three layer network shown in Fig 1, the output a 3 is given as:
The back propagation algorithm implemented here can be derived as follows [1] [6]:
The neurons in the first layer receive external inputs:
The above equation provides the starting point of the network. The outputs of the neurons in the last layer are considered the network outputs:
The performance index of the algorithm is the mean square error at the output layer. Since the algorithm is the supervised learning method, it is provided with set of examples of proper network behavior. This set is the training set for the neural network, for which the network will be trained as shown in equation below:
Where, is an input vector to the network, and is the corresponding target output vector of the network. At each iteration, input is applied to the network and the output is compared with the target, to find the mean square error. The algorithm should adjust the network parameters i.e., weights and biases in order to minimize the mean square error (MSE) given below:
The back propagation algorithm calculates how the error depends on the output, inputs, and weights. After which the weights and biases are updated. The change in weight ) and bias ) is given by the equation 7 and 8 respectively.
Where, is the learning rate at which the weights and biases of the network are adjusted at iteration
The new weights and biases for each layer at iteration are given in equations 9 and 10 respectively.
So, we only need to find the derivative of w.r.t and . This is the goal of the back propagation algorithm, since we need to achieve this backwards. First, we need to calculate how much the error depends on the output. By using the concept of chain rule the derivative and can be written as shown in the equation 11 and 12 respectively.
Where, ∑
Therefore, In matrix form the updated weight matrix and bias matrix at k+1 th pass can be written as:
Where , the sensitivity matrix is (18) Now it remains for us to compute the sensitivities , this requires another application of chain rule. It is this process that gives the term back propagation, because it describes a recurrence relationship in which the sensitivity at layer is computed from the sensitivity at layer . Therefore by applying chain rule to we get:
Then can be simplified as )
Where,
]
Now the sensitivity s m can be simplified as:
We still have one more step to complete back propagation algorithm. We need to find out the starting point for the recurrence relation of the equation 22. This is obtained at the final layer:
Since,
So we can write
The back propagation algorithm can be summarized as follows:
a. Initialize weights and biases to small random numbers.
b. Present a training data set to neural network and calculate the output by propagating the input forward through the network using network output equation.
c. Propagate the sensitivities backward through the network:
d. Calculate weight and bias updates and change the weights and biases as:
e. Repeat step 2 -4 until error is zero or less than a limit value.
TRAINING NEURAL NETWORK USING BACK PROPAGATION ALGORITHM TO IMPLEMENT BASIC DIGITAL GATES
Basic logic gates form the core of all VLSI design. So, ANN architecture is trained on chip using back propagation algorithm to implement basic logic gates. In order to train on chip for a complex problem, image compression and decompression is selected. Image compression is selected on the basis that ANN are more efficient than traditional compression techniques like JPEG at higher compression ratio. The Figure 2 shows the architecture of 2:2:2:1 neural network selected to implement basic digital gates i.e, AND, OR, NAND, NOR, XOR, XNOR function. The network has two inputs x1 and x2 with output y. In order to select the transfer funtion to train the network, MATLAB analysis is done on the neural network architecture and it is found that TANSIG (hyperbolic tangent sigmoid) transfer function gives the best convergence of error during the training to implement digital gates. 
Simulation Results
In order to implement the neural network along with the training algorithm on FPGA, the design is implemented using verilog and is simulated in MODELSIM. And the untrained network output obtained after simulation is erroneous but once the network is trained it is able to implement basic digital operations.
For FPGA implementation the simulated verilog model is synthesized in Xilinx ISE 10.1 and the net-list is obtained, which is mapped onto SPARTAN3 FPGA. The 2:2:2:1 network with training algorithm consumes 81% of the area on SPARTAN3 FPGA. The functionality of the training algorithm on FPGA to train 2:2:2:1 neural network is verified using XILINX CHIPSCOPE 10.1 tool.
TRAINING NEURAL NETWORK USING BACK PROPAGATION ALGORITHM TO IMPLEMENT IMAGE COMPRESSION
Artificial Neural Network (ANN) based techniques provide means for the compression of data at the transmitting side and decompression at the receiving side [7] . Not only can ANN based techniques provide sufficient compression rates of the data in question, but security is easily maintained [8] . This occurs because the compressed data that is sent along a communication channel is encoded and does not resemble its original form [9] .
Artificial Neural Networks have been applied to many problems, and have demonstrated their superiority over classical methods when dealing with noisy or incomplete data. One such application is for data compression [7] , [10] . Neural networks seem to be well suited to this particular function, as they have an ability to preprocess input patterns to produce simpler patterns with fewer components. This compressed information (stored in a hidden layer) preserves the full information obtained from the external environment. The compressed features may then exit the network into the external environment in their original uncompressed form.
The network structure for image compression and decompression is illustrated in Figure 3 [9] . This structure is referred to feed forward type network. The input layer and output layer are fully connected to the hidden layer. Compression is achieved by estimating the value of K, the number of neurons at the hidden layer less than that of neurons at both input and the output layers.
The data or image to be compressed passes through the input layer of the network, then subsequently through a very small number of hidden neurons. It is in the hidden layer that the compressed features of the image are stored, therefore the smaller the number of hidden neurons, the higher the compression ratio. The output layer subsequently outputs the decompressed image. It is expected that the input and output data are the same or very close. If the network is trained with appropriate performance goal, then the input image and output image are almost close.
A neural network can be designed and trained for image compression and decompression. Before the image can be used as data for training the network or as input for compression, certain pre-processing should be done on the input image data. The pre-processing includes normalization, segmentation and rasterization [7] [11]. The pre-processed image data can be either used for training the network or as input data for compression.
The input image is normalized with the maximum pixel value. The normalized pixel values for grey scale images with grey levels [0, 255] 
Figure 3: The N-K-N Neural Network
This also avoids use of larger numbers in the working of the network, which reduces the hardware requirement drastically when implemented on FPGA.
If the image to be compressed is very large, this may sometimes cause difficulty in training, as the input to the network becomes very large. Therefore in the case of large images, they may be broken down into smaller, sub-images. Each sub-image may then be used to train an ANN or for compression. The input image is split up into blocks or vectors of 16x16, 8x8, 4x4 or 2x2 pixels. This process of splitting up the image into smaller sub-images is called segmentation [9] . Usually input image is split up into a number of blocks, each block has N pixels, which is equal to the number of input neurons.
Finally, since the sub-image is in 2D form, rasterization is done to convert it into 1D form i.e., vector of length N. The flow graph for image compression at the transmitter side is as shown in the Figure 4 [11] . The similar inverse processes have to be done for decompression at the receiver side. Image compression is achieved by training the network in such a way that the coupling weights { w ij }, scale the input vector of N-dimension into a narrow channel of K-dimension (K<N) at the hidden layer and produce the optimum output value which makes the error between input and output minimum.
In this project a 4:4:2:2:4 multilayered neural network shown below in Figure 5 is selected to train for image compression and decompression. This network gives 50% image compression, because there are two neurons at the hidden layer compared to four input/neurons at the input layer. The network is to be trained online on FPGA using back propagation training algorithm with appropriate performance goal so the input image and output image are almost close.
The training is done for gray scale images of pixel size 256X256. The image is normalized first, then the large image is split up into sub-images of size 2X2 pixel i.e., segmentation and rasterization is done to convert 2X2 image pixels into a vector of 4 pixels. This vector forms the four inputs to the network. The same pre-processing is done on the training image and the vectors are stored on the FPGA, which are used while training the network An image is selected for training which is shown in Figure 6a (LENA image). The network is trained in MATLAB with initial random weights, biases using the training image for various transfer functions and the network is tested using a test image which is shown in Figure 6b . The network is trained using MATLAB neural network toolbox back propagation training function "TRAINGD". 
Hidden layer unit
The results of the analysis are as shown in the The Back propagation training algorithm code for 4:4:2:2:4 neural network with PURELIN transfer function is implemented in MATLAB. The neural network is trained for image compression and decompression using back propagation algorithm. The coding is done with all the pre-processing on the input image. The same images as shown in figure 6 are used as training and test images respectively. The results from matlab implementation are as shown below in the Table 2 for untrained and trained network.
From the results of Table 2 , it can be seen that the untrained network output image is fuzzy and not viewable. But the trained network image quality is good and viewable. It can also be seen that the MSE of network output is almost same to that of MSE obtained in Table 1 for PURELIN transfer function. Therefore it can be concluded that the back propagation algorithm implemented in MATLAB is in terms with that of the MATLAB training function TRAINGD.
The general structure for 4:4:2:2:4 artificial neural network with online training is as shown in Figure 7 . Since the training is done online i.e., on FPGA other than in system, the neural network will function in two modes: training mode and operational mode. When the 'train' signal is high the network is in training mode or else it will be in operational mode. The network is trained for image compression and decompression. The 4:4:2:2:4 neural network implemented on FPGA is verified using Xilinx Chipscope Pro Analyzer which is an on chip verification tool. The network is trained on-line on FPGA for image compression and decompression. The decompressed pixel output of untrained and trained network matches with the MODELSIM results.
CONCLUSION AND FUTURE SCOPE
The back propagation algorithm for training multilayer artificial neural network is studied and successfully implemented on FPGA. This can help in achieving online training of neural networks on FPGA than training in computer system and make a trainable neural network chip. In terms of hardware efficiency, the design can be optimized to reduce the number of multipliers. The training time for the network to converge to the expected output can be reduced by implementing the adaptive learning rate back-propagation algorithm. By doing this there is an area tradeoff for speed. Also the timing performance of the network can be improved by designing a larger neural network with more number of neurons. This will allow the network to process more number of pixels and reduce the time of operation. With all the optimization and on-line training we would be able to build a more complex neural network chip, which can be trained for realizing complex functions.
