We propose and study a new intelligent teaching paradigm called active teaching in this paper. In contrast to active learning, we assume that the learner can only passively conduct inductive learning from the given examples, but the teacher (oracle) can actively provide "good" examples to the learner, in order to speed up the teaching (learning) process. We establish the framework with four specific paradigms of active teaching, and develop the corresponding teaching strategies. Empirical study shows that, the proposed teaching strategies can indeed outperform the traditional active learning and the basic random sampling strategies, thus making the teaching (learning) process more efficient.
Introduction
Active learning, as an effective learning paradigm to alleviate the data scarcity problem, has been intensively studied in recent years. Roughly speaking, active learning attempts to construct an intelligent learner that can actively request examples (and the corresponding labels) from an oracle (teacher), in order to speed up the learning process. However, in some real-world applications, it is the oracle (teacher), instead of the learner, that requires to be intelligent. That is, the oracle is expected to actively provide "good" examples to the learner, such that the learning (or teaching) process could be efficient. For instance, tutorial software users (learners) often expect to learn efficiently through the software (teacher), thus a good tutorial software (teacher) is required to intelligently design different teaching strategies according to different user's behaviour. We regard this intelligent teaching process as active teaching.
More specifically, in active teaching, we assume that the learner can only conduct inductive learning, thus usually a large number of examples are required. The ultimate goal of active teaching is to provide as few examples as possible, such that the learner can still construct highly accurate model. In this teaching-learning scenario, the learner can neither generate examples (as in membership query active learning [1] ) nor select examples from a given pool (as in pool-based active learning [8] ). Instead, it could only passively learn from the given examples, as the traditional supervised (or unsupervised) learning. On the other hand, it is the oracle's (teacher's) responsibility to provide "good" examples to the learner for speeding up the learning process. Therefore, we regard the oracle as an intelligent agent that either knows the target model (thus can produce unlimited examples to the learner), or holds a large number of examples (thus can offer some selected ones to the learner).
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Other than the definition, there are several other essential differences between active learning and teaching. In active learning, it is often expensive for the oracle to provide the labels of the examples. Thus the learner needs to generate or select as few examples as possible and request the corresponding labels from the oracle, for reducing the querying cost. On the other hand, in active teaching, it is usually more expensive for the learner to construct the model based on the given examples. (For instance, the more training examples are given, the more time and computation is needed to construct the learning model.) Thus, the oracle needs to provide as fewer examples as possible to the learner, for reducing the learning cost. This indicates the different scenarios that active learning and teaching can be applied in real-world applications.
In addition, active learning generally only works in supervised settings, as in unsupervised learning, no labels are available and no oracles are required. In contrast, active teaching can work in both of these two settings. Specifically, in active teaching, the oracle can provide the entire examples, rather than just the labels (as in active learning), to the learner. Thus in either supervised or unsupervised settings, the oracle is always required to provide examples (labeled or unlabeled), such that the learning process (supervised or unsupervised) can be augmented. Therefore, compared with active learning, active teaching has an even wider area to be applied.
A similar setting, sometimes called "teaching dimension", occurs in some previous works, such as [6, 7, 9, 13] . However, most of these works focus on theoretical sample complexity of the teaching process. Instead, in this paper, we tend to establish a more systematic and practical framework, and provide several specific teaching algorithms accordingly. We consider this work as a primitive study for Intelligent Tutoring [11] , where the human learners can only conduct inductive learning (i.e., learning from examples). As it has been shown in [3, 5] that, learning from examples is one of the most natural ways of learning a new skill and is widely adopted in human learning, our framework and techniques for active teaching are ready to be deployed in Intelligent Tutoring System. We will further consider more sophisticated learners (other than pure inductive learners) in our future work.
The rest of the paper is organized as follows. In Section 2, we categorize active teaching into four paradigms, based on the types of the oracles and the teaching scenarios. Then, in Sections 3, 4 and 5, we study in detail the specific paradigms, propose the corresponding teaching (learning) algorithms, and conduct the corresponding experiments. In Section 6, we discuss active teaching in other extended settings, such as in unsupervised learning and with learning cost. Section 7 summarizes all the four active teaching scenarios, draws the conclusion, and suggests the future work.
Overview of Active Teaching Paradigms
The essence of active teaching lies in how the oracle provides "good" examples to the learner thus making the teaching (learning) process as efficient as possible. As there exist a variety of oracles and teaching scenarios, different strategies should be applied in different settings.
Specifically, two types of oracles can occur in active teaching. The first one is the oracle that knows exactly the target model, thus it can offer any examples produced by the target model to the learner. We call this type target-based oracle. The second type is the oracle that holds a large number of (or a "pool" of) examples, among which it can offer some selected ones to the learner. We call this type pool-based oracle.
In terms of the teaching scenario, there also exist two types. In the first scenario, the oracle knows how the learner works (i.e., knows the learning algorithm), thus it can always provide examples based on the specific learning algorithm during the teaching process. For instance, when the decision tree algorithm is used by the learner to construct the model, the oracle knows exactly how the algorithm works, thus providing those examples that are most useful for constructing good decision trees. We call this type white-box teaching scenario. In the second scenario, the oracle does not know (or does not care) the learning algorithm, thus it considers the learner as a black box, and provides examples only based on its predictive behaviour. We call this type black-box teaching scenario.
Combining these two types of oracles and two types of teaching scenarios together, we categorize active teaching into four paradigms, as shown in Table 1 . In general, active teaching in the pool-based paradigms is more difficult than in the target-based ones, and active teaching in the black-box paradigms is more difficult than in the white-box ones, simply due to the less information known by the oracle. In the following sections, we will describe in detail how the oracle selects and provides "good" examples in these paradigms. Pool-based oracle in black-box teaching scenario is the basic paradigm that commonly occurs in many realworld applications. In this paradigm, the oracle considers the learner as a black box, and selects the examples from the "pool" only based on the learner's predictive behaviour. In this section, we design a novel strategy to intelligently select such examples.
Teaching Strategy
Inductive learning usually starts with a set of labeled training examples. In active teaching, this initial training set is often small (can even be empty), and the teacher is required to iteratively select and provide "good" examples to the learner, such that the teaching (learning) process can be augmented.
We assume that the learner could construct a model based on the current set of labeled examples. Then the learner is required to apply the current model to all the examples in the pool, predicting their labels and the corresponding class probabilities. 3 As the teacher knows exactly the true labels of these examples, it can select the worst-predicted example and provide to the learner. More specifically, the worst-predicted example here represents the example incorrectly predicted with the highest certainty. For instance, if the learner predicts one example as 0 with 60% probability whereas its true label is 1, and also predicts another example as 1 with 90% probability whereas its true label is 0, the
Teaching Scenario
Oracle pool-based + black-box pool-based + white-box target-based + black-box target-based + white-box second one would be selected and provided (with its true label) to the learner. Then, the whole process repeats, until some stop criterion is met. This process is depicted with the pseudo code in Algorithm 1.
One may doubt the rationale of this strategy for selecting the worst-predicted example in each iteration. Here, we will illustrate the utility of such examples through different interpretations.
Version Space Interpretation:
In theoretical active learning research, learning is often considered as a process of searching the best hypothesis in the version space. Thus in each learning iteration, as many as possible unqualified hypotheses are expected to be eliminated, such that the true one could be found efficiently. Learning algorithms usually are expected to find out the example that would maximumly shrink the version space in each iteration, thus significantly speeding up the learning process. This theoretical explanation is also applicable to active teaching. However, as the labels of the examples in the pool are unknown in active learning, most popular active learning algorithms (such as, QBC [10] and Uncertainty Sampling [8] ) can at most rule out half of the hypotheses in each iteration, by choosing the most uncertain example. In active teaching, on the other hand, we can take advantage of knowing the true labels of all the examples, and choose the worst-predicted example in each iteration. This way, when the true label of such worst-predicted example is acquired, more than half hypotheses can be eliminated from the version space, and the true hypothesis is therefore expected to be found more efficiently.
For better illustration, we use a toy example to demonstrate the superiority of such worst-predicted examples. Figure 1 shows a one-dimensional data with binary class (0 and 1). A threshold (i.e., true hypothesis) that separates the two classes is expected to be discovered by active learning or teaching. Given initial labeled training examples (all the data points on the left side of or on the right side of ), any threshold between and can be regarded as a consistent hypothesis, as all of them can perfectly separate the given data. The initial version space thus is [ , ] . By active learning or teaching, more data points (and their class labels) are required to be observed, such that this initial version space can be gradually refined until the true hypothesis ′ is selected and included into the training set, all the thresholds between [ , ′ ] (more than half hypotheses) are no longer qualified, thus should be eliminated from the version space. Clearly, under this situation, the version space can shrink more effectively, and the true hypothesis could be found more efficiently. Data points like ′ represent the worst-predicted examples.
Information Theory Interpretation:
Another theoretical explanation for active learning is based on information theory. Generally, the unlabeled example with higher information (according to the current learning model) would naturally contribute more to improve the learning model. More specifically, given any unlabeled example , the expected information of can be represented as:
where ( | ) denotes the true probability of the label given example , andˆ ( , ) denotes the contribution of the entire example tuple < , > to the current model. Different methods can be used to measure such contributionˆ ( , ), amongst which the most common one is the Shannon information. More specifically, given the label probability produced by the current learning modelˆ ( | ), such contribution can be represented as:
Consequently, the expected information of the unlabeled example is:
It is worth emphasizing that, in the above equations, ( | ) denotes the true probability of label given ex- ample , whereasˆ ( | ) denotes the estimated probability produced by the current learning model. In traditional active learning, as ( | ) is unknown, it is usually replaced by the estimatedˆ ( | ). Equation 3.3 therefore becomes
which turns to be the exact entropy based uncertainty sampling.
In active teaching, however, the true label (the true label probability) is known to the teacher. For instance, in binary classification, the true label of the example is usually known to be deterministic 1 or 0, thus (1| ) is also known to be either 1 or 0. Here we still use binary classification for illustration, and denote and the true and false label respectively. Equation 3.3 therefore becomes:
Given ( | ) = 1 and ( | ) = 0, we can consequently have:
The optimal example (i.e., the one with the maximum information ( )) therefore is:
Such optimal unlabeled example is exactly the worst-predicted example we have described previously. This way, the worst-predicted strategy can be clearly interpreted from information theory perspective.
In addition to the above two interpretations, this strategy of selecting the worst-predicted examples is also commonly used in human learning-teaching scenario. For instance, the human teacher often sets an exam after several lectures to obtain the feedback from the students. More importantly, in the review of the exam, the teacher often spends more effort in explaining or clarifying those mistakes made by most students. This type of mistakes indeed represent those worstpredicted examples in active teaching scenario. 4 As this strategy always tends to correct the most severe mistakes, it is expected to significantly improve the learning performance, for both human and machine.
However, the strategy of selecting the worstpredicted examples also has its limitations. Intuitively, as the worst-predicted examples are usually the most confusing ones, the teacher is also more likely to provide incorrect labels for them.
5 Such incorrectly labeled examples thus will become noise and hinder the learning (teaching) process. In addition, even when the teacher is always correct, if the target model is not easily learnable by the learner in the first place, those worst-predicted examples might make learning even more difficult. For instance, if the target is a non-linear function but the learner can only learn linear ones, the worst-predicted examples can often confuse the learner and slow down the learning process. See the following section for empirical study and more discussions on these limitations.
Experiments
In this section, we empirically study the proposed strategy of selecting the worstpredicted examples in active teaching (denoted by "WP-AT"). Specifically, we conduct the experiments on realworld datasets to compare the proposed teaching strategy with a typical active learning algorithm -uncertainty sampling [8] , as well as the basic random sampling method (denoted by "US-AL" and "RS" respectively). An ensemble of bagged decision trees (implemented in Weka [12] ) is used as the base learner to compare all these algorithms, due to its good performance in classification and probability estimation [4] .
To verify the advantages and limitations of the proposed algorithm, we will conduct the experiments on one synthetic data and eight real-world data (from UCI Machine Learning Repository [2] ).
Specifically, the synthetic data is generated from a decision tree with seven attributes, 1 − 7, and eight leaves, 1 − 8, as shown in Figure 2 . To simulate the real-world situation, we add another three irrelevant attributes, 8 − 10, for data generation. We assume that all these attributes are binary, so is the class label. Thus, with 10 binary attributes, we generate 4 If we consider our learning model as an ensemble of several base learners, the worst-predicted example is actually the one where most base learners make incorrect predictions. Thus, it is essentially the same as the mistake made by most students in human learning (teaching).
5 For instance, in human teaching-learning scenario, if most students make mistakes on the same problem (i.e., the worstpredicted example), it indicates that the problem might be very tricky, such that the teacher is also likely to make the same mistake. In terms of the real-world data, eight UCI datasets are used in the experiments. Specifically, all these eight datasets are categorized into two groups. On the four datasets in the first group, an ensemble of bagged decision trees can construct highly accurate models (with accuracy higher than 90%), thus we can suppose lowlevel noise and learnable targets (for bagged decision trees). On the four datasets in the second group, the ensemble can only construct models with low accuracy (lower than 80%), thus we suppose either highlevel noise or unlearnable targets. Information on these datasets is tabulated in Table 2 .
For each data, the whole dataset is first split randomly into three disjoint subsets: the training set, the test set, and the pool. The initial training set only contains two examples (one from each class), the test set is always 25% of the whole dataset, and all the rest are regarded as the examples in the pool. The experiment is repeated on each dataset 10 times (i.e., each dataset is randomly split 10 times), and the learning curves for the three algorithms are recorded. Figure 3 plots the learning curves of the three algorithms on the synthetic data and all the eight tested UCI data. In terms of the synthetic data, we can clearly see that, the leaning curves of "WP-AT" are under the curves of "US-AL" and "RS" during most parts of the learning (teaching) process. It indicates that, "WP-AT" can indeed make the learning (teaching) process more efficient than the other two algorithms. In terms of the UCI data, we can have more tricky and interesting observations. More specifically, on four datasets with low-level noise (i.e., "kr-vs-kp", "spambase", "breast-w" and "tic-tac-toe"), the leaning curves of "WP-AT" are also under the curves of both "US-AL" and "RS" during most parts of the learning process; whereas on the other four datasets with high-level noise (i.e., "credit-g", "breast-cancer", "diabetes" and "sonar"), the learning curves are roughly undistinguishable from "US-AL" and "RS".
In addition, the significant test (i.e., the paired twotailed t-test with 95% confidence level) on these UCI datasets also confirms this observation. Specifically, Table 3 presents the summary of the t-test on the high and low accuracy datasets separately. Each entry in Table 3 , / / , means that the algorithm in the corresponding row wins on , ties on , and loses on datasets, compared with the algorithm in the corresponding column. We can see clearly that, for the high accuracy datasets, "WP-AT" ties on one dataset ("tic-tac-toe"), and wins on all the rest compared with "US-AL" and "RS". This clearly verifies the advantages of the worst-predicted examples in active teaching. On the other hand, for the low accuracy datasets, "WP-AT" loses on one dataset ("breast-cancer"), and ties on all the rest, when compared with both "US-AL" and "RS". This also clearly verifies the limitations of the worst-predicted examples.
These empirical results seem to indicate stringent limitations for the strategy of selecting the worstpredicted examples. However, these limitations are easy to be satisfied in most real-world teaching applications. More specifically, in most real-world situations, the machine teachers are always required to be correct in providing examples, thus they will not introduce any noise to hinder the learning (teaching) process in any case. For instance, to design a tutorial software, the most basic requirement is to convey correct informations and knowledges to the users. The intelligence (active teaching) is generally considered as a more advanced requirement, and only needed after the basic ones are satisfied. In addition, the learnable target can also be guaranteed in most real-world teaching scenarios. It is simply because, the whole teaching task will be essentially futile, if the learner is predestined not to be able to learn. For instance, teaching algebra to a cow is simply a mission impossible, and a meaningless teaching task. Therefore, when these conditions are indeed satisfied in real-world applications, the strategy of selecting the worst-predicted examples can be applied and significantly augment the teaching (learning) process. 4 Pool-based + White-box Paradigm
Pool-based oracle in white-box teaching scenario is a more advanced paradigm, where the teacher knows exactly how the learner works, thus it can select the most valuable examples from the pool, based on the properties of the learner. In this section, we design a strategy for the teacher to intelligently select such examples, and empirically study its performance on synthetic and real-world datasets.
Teaching Strategy
Specifically, we study two situations of this learning paradigm. In the first situation, we assume that the teacher knows exactly the learning algorithm that the learner is applying (i.e., the teacher knows exactly how the learner works); and in the second situation, we assume that the teacher only knows several candidate learning algorithms that the learner might be applying (i.e., the teacher knows roughly how the learner works). Note that, despite this paradigm can be reduced to the black-box + pool-based paradigm by totally ignoring the known learning algorithm, the learning (teaching) performance can be significantly improved when the learning algorithm is indeed considered, as described below.
Single Learner Candidate:
When the active teacher knows exactly the learning algorithm, it can be considered as a pure white-box paradigm. In this situation, the most effective and simplest approach is to simulate the learner for selecting the most valuable examples in the teaching (learning) process.
More specifically, the active teacher can simulate the learner by constructing a simulation model using the known learning algorithm. As this simulation model is constructed on the same data using the same learning algorithm, it should behave exactly the same as the true learner. Therefore, in each iteration, the active teacher can construct a simulation model based on the current training data plus each unlabeled example. The example that yields the best performance of the simulation model will be selected and provided to the true learner, such that the true learner can also construct the best model in exactly the same way. This process is depicted with the pseudo code in Algorithm 2.
Multiple Learner Candidates:
When the active teacher only knows several candidate learning algorithms (where the true one should be one of them), it could be considered as a grey-box paradigm. In this situation, the teacher might need first identify the true learning algorithm, and then, the previous learner simulation strategy can be directly applied. Thus, here we propose a simple method for the active teacher to identify the true learning algorithm first.
More specifically, as the teacher knows all the candidate algorithms, it can construct a simulation model for each of them based on the current training data; and one of these simulation models should behave exactly the same as the true learner. The teacher then goes through all the examples in the pool, and finds the one where all these simulation models have maximum disagreement in prediction.
For instance, in the case that these simulation models can only produce the label (but not the label probability) of the given example, given four candidate learning algorithms, if half of them (two of them) predict the label of one example as 0, and the others predict it as 1, this example will be chosen as the one yielding the maximum disagreement. Subsequently, a test is conducted on the true learner, to check its prediction on the chosen example. The candidate algorithms that are inconsistent with the true learner (i.e., have different predictions on the example) thus will be removed from the candidate algorithm set. This process can be repeated for several iterations, until only one candidate algorithm remains; and this final one would be regarded as the true learning algorithm. If these simulation models are capable of producing label probability estimation, this process could be even easier. Specifically, the teacher can go through all the examples in the pool, and find the one where all these simulation models produce different probability estimation. This example thus can be used to distinguish all these simulation models. After that, a test is conducted for the true learner to produce probability estimation on this selected example, and the candidate model that produces exactly the same probability estimation (i.e., behaves exactly the same) will be regarded as the true one. The true learning algorithm thus can be identified.
After the true learning algorithm is identified, this multiple learning situation can be smoothly adapted to the previous single-learner situation, where the exactly same learner simulation strategy can be applied in the rest learning (teaching) process.
In both of the above two situations, with this learner simulation strategy, the teacher can always select the example that maximumly improves the performance of the learning model, thus it is considered as the most effective method, and is expected to achieve the optimal performance in the teaching process. In addition, this learner simulation strategy is also widely used in human teaching-learning scenario. For instance, in order to prepare a lecture, the human teachers often simulate themselves as students, and attempt to find out the most effective way for lecturing. It is often difficult for the human teachers to totally ignore their own knowledge and conduct the simulation, however, it is quite easy for the machine teachers, as we described above. Thus, we expect this strategy can perform well for the pool-based oracle in the white-box teaching scenario.
Experiments
In this section, we empirically study the proposed learner simulation strategy in active teaching (denoted by "LS-AT"), and again compare it with the Uncertainty Sampling and random sampling strategies (denoted by "US-AL" and "RS" respectively). All the experimental settings are the same as in the previous section. Figure 4 plots the learning curves of the three algorithms on the synthetic data and all the eight tested UCI datasets. We can clearly see that, on all these nine datasets, the leaning curves of "LS-AT" are always under the curves of "US-AL" and "RS" during the entire learning (teaching) process. In addition, the significant test on all the eight datasets also confirms that, "LS-AT" wins on all the datasets, compared with both "US-AL" and "RS". Therefore, it clearly indicates that, the learner simulation strategy is indeed superior to the other tested algorithms, in any situations.
One might wonder why the learner simulation strategy does not suffer from either noise or unlearnable target as the previous teaching strategy. It is because that, the learner simulation strategy takes advantage of knowing how the learner works, thus adopting a more direct criterion to select the example that maximally improves the learning performance in each iteration. Therefore, this strategy can always work reliably well in active teaching.
Target-based Paradigms
So far, we have introduced two pool-based paradigms, and proposed two teaching strategies accordingly. In this section, we introduce the other two target-based paradigms in active teaching.
In target-based paradigms, the oracle knows exactly the target model, but it still needs to provide specific examples to the inductive learner. When the oracle also knows how the learner works, it can provide the most useful examples based on the known learning algorithm (thus is regarded as target-based + whitebox paradigm). Otherwise, it could only consider the learner as a black box and provide examples based on the learner's predictive behaviour (thus is regarded as target-based + black-box paradigm).
Both of these two paradigms can be easily reduced to their counterparts with the pool-based oracles. Specifically, we simply generate a large number of (a "pool" of) examples from the known target model, and then the exact same teaching strategies (selecting the worstpredicted examples or learner simulation) described in the previous sections can be applied.
However, beyond that, we might also hope to take more advantage of the known target model, thus making the active teacher more intelligent. One simple strategy is irrelevant attributes elimination. Specifically, as the teacher knows the target model, it certainly knows that some attributes (if any) are entirely irrelevant. Therefore, it can deliberately convey this information to the learner, by directly eliminating all the irrelevant attributes from the examples offered. The learner thus would never consider those irrelevant attributes when constructing the learning model, and would achieve high predictive performance more efficiently.
Another more sophisticated strategy is to provide examples according to the properties of the specific target model. For instance, if the target model is a decision tree, it might be appropriate to provide examples generated from each leaf node of the tree; if the target model is a hyperplane in -dimensional space, examples from different sides but with same distance (same margin) from the hyperplane might be more helpful (especially when the learner is a maximum margin classifier). Thus, various strategies could be applied according to various types of the target models.
Discussion
In the previous sections, we have made several claims and assumptions about active teaching. We discuss them in this section.
Active Teaching in Unsupervised Settings
As we mentioned in Section 1, active teaching could be applied not only in supervised, but also in unsupervised settings. For instance, in terms of density estimation, active teacher can provide few examples, but still make the learner accurately estimate the data distribution; in terms of clustering, active teacher can select the most representative examples, thus the learner could construct the clusters more efficiently. Note that, all the proposed four paradigms are also applicable in unsupervised settings, although new strategies need be developed accordingly. Further study will be conducted in our future work.
Learning Cost
We have introduced in Section 1 that, the aim of the active teaching is to reduce the learning cost; and in this paper, we use the number of labeled training examples to measure this cost. It is true that other measurements, such as the learning time, the model size, etc., could also be applied, and different strategies might be required accordingly. For instance, in pool-based + black-box paradigm, the learner is required to make predictions on all the examples in the pool in each iteration. This learner prediction could also be considered as a type of learning cost. In that case, selecting the worst-predicted example might not perform well, and more sophisticated strategies need to be developed. Note that, in pool-based + whitebox paradigm, the learner simulation strategy requires the learner to make no (or few) predictions, thus it still works well even when the learner prediction is considered as cost. In our future work, we will study the other measurements for the learning cost, as well as the other teaching strategies.
Conclusion
To summarize, in this paper, we assume that the learner can only passively conduct inductive learning (i.e., learn from the given examples), thus we design intelligent teacher that actively provides "good" examples to the learner, in order to speed up the learning (teaching) process. According to different types of oracles and teaching scenarios, we propose four active teaching paradigms, and develop specific teaching strategy for each of them. All these four paradigms have their own properties, yet closely related to each other. See Figure  5 for the demonstration of the specific strategies for these paradigms, as well as their relations.
More specifically, we can see from Figure 5 that, black-box + pool-based is the most fundamental paradigm among all, and the strategy of selecting example that incorrect predicted with the highest certainty can be applied. Black-box + target-based can be easily reduced to the previous paradigm, and some additional strategies (such as, irrelevant attributes elimination and other target-dependent strategies) can also be applied to further improve the performance. White-box + poolbased can also be reduced to the first paradigm, however, if the learner simulation strategy is applied (to take advantage of the known learning algorithm), the performance could be significantly improved. Whitebox + target-based is the most complicated paradigm, but still, it could be easily reduced to white-box + poolbased, with some additional strategies (irrelevant attributes elimination, ect.).
Empirical study shows that, the proposed teaching strategies can indeed outperform the traditional active learning and the basic random sampling strategies, thus making the learning (teaching) process more efficient.
In our future work, we will extend our study of inductive learners to more advanced (and complex) human learners, and develop more flexible and effective strategies for such more realistic learners.
