Abstract. A Darboux type problem for a model hyperbolic equation of the third order with multiple characteristics is considered in the case of two independent variables. The Banach space
§ 1. Formulation of the Problem
In the plane of independent variables x, y let us consider a third order hyperbolic equation
where f is the given and u the unknown real function. Straight lines y = const form a double family of characteristics of (1.1), while x = const a single family.
Let γ i : ϕ = ϕ i , 0 ≤ r < +∞, i = 1, 2, 0 ≤ ϕ 1 < ϕ 2 ≤ π 2 , be two rays coming out of the origin of the coordinates O(0, 0) written in terms of the polar coordinates r, ϕ. The angle formed by these rays will be denoted by D : ϕ 1 < ϕ < ϕ 2 , 0 < r < +∞. Let P 0 1 and P 0 2 be the points at which γ 1 and γ 2 intersect respectively the characteristics L 1 (P 0 ) : x = x 0 and L 2 (P 0 ) : y = y 0 coming out of an arbitrarily taken point P 0 (x 0 , y 0 ) ∈ D. Equation (1.1) will be considered in the rectangular domain D 0 : 0 < x < x 0 , 0 < y < y 0 , bounded by the characteristics x = 0, x = x 0 and y = 0, y = y 0 .
Equations of segments OP It should be noted that the boundary value problem (1.1)-(1.4) is the natural development of the well-known classical formulations of Goursat and Darboux problems (see, for example, [1] - [4] ) for second-order linear hyperbolic equations. Variants of Goursat and Darboux problems for one hyperbolic equation and systems of second order, and also for systems of first order, are investigated in some papers (see, for example, [5] - [13] ). Note that the results obtained in [7] - [9] are new even for one equation and in a certain sense bear a complete character.
Initial-boundary and characteristic problems for a wide class of hyperbolic equations of third and higher order with dominating derivatives are treated in [14] - [19] and other papers. Remark 1.3. The above problem could be formulated also for an angular domain bounded by the rays γ 1 , γ 2 and the characteristics L 1 (P 0 ), L 2 (P 0 ) of (1.1) under the same boundary conditions (1.2)-(1.4), but, as is well known, the solution u(x, y) of the thus formulated problem continues into the domain D 0 as the solution of the original problem (1.1)-(1.4). The problem formulated in the form of (1.1)-(1.4) is convenient for further investigations provided that equation (1.1) contains dominated lowest terms and the Riemann function is effectively used.
Let us introduce the functional spaces
For α = 0 the above classes will be denoted by
Obviously, 
The boundary value problem (1.1)-(1.4) will be investigated in the space
which is Banach with respect to the norm
.
To consider (1.1)-(1.4) in the class
The integration of equation (1.1) along the characteristics enables us to prove that the following lemma is valid.
1) establishes the one-to-one correspondence between regular solutions u(x, y)
of the class
Further, by integrating (1.1) twice and one time along the characteristics y = const and x = const, respectively, we obtain
2) takes the form of (2.1).
To prove the converse statement note that by (1.5), (1.6) we have the estimates
Setting ζ = (ξ, η), from formula (2.1) we have
Transferring all the integral terms contained in system (3.1) to the righthand side, we have
where
Rewrite equations (3.4) and (3.5) as follows:
Assuming that
we find from system (3.6) that
Note that here and in what follows the upper index −1 means the inverse value. Let
If the obtained expressions for the functions ψ(y), ν(y), 0 ≤ y ≤ y 0 , are substituted from (3.8) into equality (3.3), then we shall have
Simple calculations lead to
, are continuous kernels of the integral terms contained on the right-hand sides of system (3.11), while the functions F i , i = 4, 5, 6, denote the following values:
Introducing the notation 13) equalities (3.8), (3.10) due to (3.11) we can write as
(3.14)
Remark 3.1. It is obvious that if conditions (3.7), (3.9) are fulfilled, then in the class 4) is equivalent to the system of equations (3.14) with respect to the unknowns ϕ ∈
Invertibility of the Functional Operator K Defined by Equality (3.13)
Assume that conditions (3.7), (3.9) are fulfilled. Set σ ≡ a(0) and α 0 ≡ − log |σ|/ log τ 0 (σ = 0). 
has a unique solution in the space
The proof follows from the fact that under the assumption of the lemma K is the identity operator in the space 
where the positive constant c does not depend on the function g.
Proof.
We introduce into consideration the operators
where I is the identity operator. It is easy to see that the operator K −1 is formally inverse to the operator K. Thus it enough for us to prove that the
The condition α > α 0 is equivalent to the inequality τ α 0 |σ| < 1. Therefore by virtue of the continuity of the function a and the equality a(0) = σ there are positive numbers ε (ε < x 0 ), δ and q such that the inequalities
It is obvious that the sequence {τ j 0 x} ∞ j=0 uniformly converges to zero as j → ∞ on the segment [0, x 0 ]. Therefore there is a natural number j 0 such that
We can take as j 0 , say, j 0 = log εx 
Now by (4.6) and (4.7) we eventually have
, from which we obtain the continuity of the operator K −1 in the space 
It is easy to see that the operator Γ from (4.3) is invertible and
Rewrite (4.3) in the equivalent form
Obviously, for any x from the interval 0 < x < τ 0 ε 1 there exists a unique natural number n 1 = n 1 (x) satisfying the inequalities
It is easy to verify that
Similarly, for ε 1 < x ≤ x 0 there exists a unique natural number n 2 = n 2 (x) satisfying the inequalities
. One can easily verify that any continuous solution on the half-interval 0 < x ≤ x 0 of equation (4.1) or (4.9) is given by the formula
where ϕ 0 is an arbitrary function from the class
). Let us show that the function ϕ given by (4.11) belongs to the class 
(4.12) hold for 0 < x < τ 0 ε 1 . In a similar manner for 0 < x < τ 0 ε 1 and 1 ≤ j ≤ n 1 (x) we have
. Proof. Rewrite system (3.14) in terms of the new unknown functions
Hence it follows that
where We can rewrite system (5.1) in terms of the new independent variables
where the functions with waves are expressions of the corresponding functions in terms of the variables t and τ , for example,
Let T i ( ϕ, ω, λ), i = 1, 2, 3, be the linear integral operators acting by the formulas Set ϕ 0 (t) ≡ 0, ω 0 (t) ≡ 0, λ 0 (t) ≡ 0, 0 ≤ t ≤ 1, and for n ≥ 1, 
> 0 are sufficiently large positive numbers which do not depend on n and which are to be defined, while c is the constant from (4.2).
Proof of Estimates (5.7)-(5.9). Since a restriction is imposed on
Further, the first of equalities (3.2) gives
are the completely defined positive numbers.
Hence we conclude that
Cα is proved similarly. Taking into account the expressions of the functions F 3+i , i = 1, 2, 3, from (3.12), it is now easy to establish that F 3+i ∈
• Cα, i = 1, 2, 3. Therefore by (1.6) the following estimates hold:
then by the definition of a norm in the space
(5.10) 
Similarly, (5.6), (5.10) give
Assuming that estimates (5.7)-(5.9) hold for n, n > 0, let us prove that they are valid for n + 1 for sufficiently large M and L.
Denote by K the largest of the numbers sup
| K i (t)|, i = 3, 4, 6, 7, 9, 10.
From (5.4) we have
Further, for the right-hand side of (5.14) we have the estimate
As in deriving inequality (5.10), we shall have
Now (4.2), (5.14), and (5.15) imply
Similarly, from (5.5) and (5.6) we find 
xx (ρ 2 y, 0) satisfy the homogeneous system of equations 
Recalling that these functions satisfy estimates of form (1.6), by a reasoning similar to that used in deriving inequalities (5.7)-(5.9) we obtain
where M 0 and L 0 are positive constants defined as M and L. When n → ∞ we obtain ϕ 0 ≡ ω 0 ≡ λ 0 ≡ 0 or, which is the same, ϕ 0 ≡ ψ 0 ≡ ν 0 ≡ 0. Finally, by (2.1) we have u 0 (x, y) ≡ 0 everywhere in D 0 . We have thus proved Theorem 5.1 and also the first part of Theorem 5.2. To prove the second part of Theorem 5.2, rewrite system (5.2) as a single equation where C 2 is a sufficiently large positive constant not depending on f, f i , i = 1, 2, 3. Finally, with regard to (6.7) inequalities (6.2), (6.5), (6.6) give estimate (6.1), where the positive constant C is expressed in terms of C 1 , C 2 , γ, γ.
Estimate (6.1) immediately implies that the solution of problem (1.1)-(1.4) is stable.
