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Abstract	
 
More and more, advanced polymer and composite materials are being applied in engineering 
situations where a high resistance to loading at high rates of strain, such as by impact or blast 
deformation, are a vital requirement. Specific examples exist in the fields of defence and sport 
research and development for personal, and  in the case of the former, vehicular, protection. 
There  are  obvious  advantages  to  the  use  of  polymer  materials  for  these  applications  in 
augmenting the more widely used metals and ceramics, most notably the evident reduction in 
weight, and  it  is believed that with suitable nano‐reinforcement these materials may exhibit 
improved combat survivability. 
The current study concerns the effect that nano‐reinforcements  in the form of Carbon Black, 
Titanium Dioxide, Exfoliated Hectorite Nanoclay and Carbon Nanotubes; have upon the high 
strain  rate mechanical properties of  structural  variants of Polyethylene  (Linear  Low Density 
Polyethylene,  LLDPE;  High  Density  Polyethylene,  HDPE;  Ultra‐High  Molecular  Weight 
Polyethylene,  UHMWPE)  and  blends  of  UHMWPE  and  HDPE.  The  testing  samples  were 
manufactured  using  a  novel  process  developed  in  the  Loughborough  University Materials 
Department, which has produced well‐dispersed specimens.  
The formed nanocomposite samples were studied using an ‘in‐house’ four‐bar Split Hopkinson 
Pressure Bar  (SHPB)  system  for high  strain  rate performance,  instrumented dropweight  for 
intermediate strain rates and a conventional commercial Hounsfield H50KM universal testing 
machine for quasi‐static strain rate compressive tests. The experimental results recorded for 
un‐reinforced materials are used as a reference to allow comparative analysis of any effect the 
nano‐reinforcements  or  the  blending  process  have  upon  the  structure,  performance  and 
properties of the composite material. 
From  the mechanical  testing,  it was seen  that  the stress‐strain behaviour of Polyethylene  is 
highly strain‐rate‐dependent, as plots of the average representative yield stress as a function 
of strain rate show a bilinear relationship when plotted on a logarithmic strain rate scale, with 
the  gradient  of  the  curve  rising  sharply  at  around  103s‐1.  Concerning  the  addition  of  the 
nanofiller materials, it was seen that there was an increase in the flow and yield stresses and 
the  energy  absorption  characteristics  of  the  resulting  composite  with  the  magnitude 
dependent  upon  whether  it  was  a  pure  or  blended  polymer  that  was  reinforced.  Of  the 
aforementioned  fillers  it  was  seen  that  the  addition  of  Carbon  Nanotubes  in  the  small 
concentrations studied resulted  in  the greatest  increase  in properties compared to  the pure 
polymers, closely followed by the Carbon Black fillers. Also of note, the un‐reinforced blended 
samples showed significant  increases  in flow stress, yield stress and energy absorption when 
compared to the constituent UHMWPE and HDPE polymers. 
Additionally, a complete set of Differential Scanning Calorimetry and density measurements 
were made  before  testing  to  assess  any  changes  in  the  properties  after  reinforcement  or 
blending, and to help in the interpretation of the results from the different mechanical tests. 
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Chapter		1 Introduction	
 
1.1 Background	
Increasingly, polymeric  and  composite materials  are being used  in  engineering  applications 
where high  impact resistance  is paramount. The applications of these types of materials can 
be  found  in many, widely  diverse,  areas  of  engineering. However,  specific  examples  occur 
more  frequently  in  the  fields of structural, military or sport engineering where resistance  to 
rapid deformation is a key requirement.  
When  a  material  is  deformed  rapidly,  such  as  in  a  high  speed  collision  or  impact,  the 
mechanical response of the material can be noticeably different to the response observed by 
more  traditional  testing  techniques.  It  is  therefore  important  that  the performance of  these 
materials at high rates of strain, in what are also known as dynamic tests, as well as over more 
standard,  lower speed, static test conditions,  is known, so that the suitability of the material 
for a particular application  can be assessed properly  rather  than by extrapolation  from  the 
static test results (Gray, Blumenthal, Trujillo, & Carpenter, 1997).  
In recent years, the development of nano‐reinforced composite materials has garnered great 
interest  in  the materials  science  community.  These materials,  a  synthesis  of  a  base matrix 
polymer  and particles, where  at  least one  aspect of  the particle  is  in  the nanometre‐scale, 
have been shown  to  improve  the mechanical properties,  i.e.  the stiffness and  toughness, of 
the matrix material (Bao & Tjong, 2008). Other favourable properties can be imparted to the 
matrix polymer by this technique, for example fire retardation, and in many cases a significant 
reduction in cost can be attained by reinforcing a weaker polymer with cheap filler particles to 
match  the  properties  of  a  stronger, more  expensive, material  (Alexandre & Dubois,  2000). 
However,  there  is  relatively  little  published  work  on  the  high  strain  rate  deformation  of 
polymeric  materials  compared  to  that  of  metallic  materials,  and  there  are  even  fewer 
examples  of  fully  characterised  mechanical  properties  for  these  types  of  nanocomposite 
materials over a diverse range of impact strain rates.  
It is important for any future use of these types of materials in any high strain rate application, 
for example as a protection from ballistic impact, that the mechanical response for both static 
and  dynamic  loads  be  characterised.  The  thermal  properties  of  the material must  also  be 
characterised because, as mentioned by Walley et al.  (Walley, Field, Pope, & Safford, 1991), 
the  temperature  of  the material  during  rapid  deformation may  rise  by many  hundreds  of 
degrees. It is also important to know the thermal properties when selecting a material for use 
in  a  particular  environment  as  the  ambient  temperature  in  certain  climates may  adversely 
affect the material properties, or the temperature rise during deformation coupled with the 
environment may induce a change in properties of the material. 
1.2 Area	of	Research	
One area  in particular where good  impact protection  is a necessity  is  in  the  field of ballistic 
armour, for example in personal protection armour or as part of an armoured vehicle, where 
resistance to  impact at high rates of strain is paramount. In this instance the material will be 
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shock  loaded by a fast moving projectile. Experimental  investigations  in this area are usually 
scaled down  in  the  laboratory  to small samples of material  loaded at a number of different 
strain rates in order to characterise the response of the material to a diverse range of impact 
regimes. Also it is important, particularly in the field of personal protection, that the material 
sought  is  lightweight, whilst  also  having  adequate  ballistic  protection,  along with  sufficient 
thermal resistance for use in extreme environments.  
In this research, a number of samples of multi‐component polymeric materials are subjected 
to  an  incident  load  over  many  strain  rate  regimes  in  order  to  characterise  the  material 
response  to deformation. Differential Scanning Calorimetry was also performed on both  the 
tested and untested samples to determine the thermal properties of the materials. 
1.2.1 Objectives	
The main aims and objectives of this investigation are: 
 To  obtain  information  about  the  macroscopic  mechanical  behaviour  of  pure 
Polyethylene and its structural variants from quasi‐static to high strain rates  
 To  investigate  the  effect  that  nanoreinforcement with  Carbon  Black  (CB),  Titanium 
Dioxide (TiO2), Exfoliated Hectorite Nanoclay (Clay) and Carbon Nanotubes (CNT) have 
upon macroscopic mechanical  behaviour  of  Polyethylene  and  its  structural  variants 
from quasi‐static to high strain rates  
 To  investigate whether  the  composite materials may  be  useful  as  a  component  in 
either  vehicle  or  body  armour  in  that  the  new material may  exhibit  the  same  or 
greater properties than current armour materials at a lower cost, weight or thickness. 
1.3 Research	Programme	
The  work  contained  within  this  thesis  details  the  effect  that  uniaxial  compression  over  a 
number of different strain rates, from the Quasi‐Static to the High strain rate regimes, has on 
the mechanical properties of a number of polyethylene nanocomposites, outlined  in Section 
1.5,  below.  The mechanical  testing  of  the  prepared  samples  was  completed  by  use  of  a 
commercial compression testing machine along with an ‘in‐house’ built dropweight and Split 
Hopkinson  Pressure  Bar  (SHPB)  systems.  The  findings  from  the mechanical  testing will  be 
reported  alongside  an  overview  of  the  thermal  characteristics  of  the material,  determined 
using the method of Differential Scanning Calorimetry.  
Quasi‐Static strain  rate  tests, performed with strain  rates of between 10‐4 and 10‐2 s‐1, were 
carried  out  using  a  conventional  Hounsfield  H50KM  commercial  tension  and  compression 
testing machine. The machine is capable of allowing direct measurement of applied load and 
platen displacement when testing a sample, which can yield a relationship between the true 
stress and strain in the sample.  
Intermediate strain rate tests were carried out over the intermediate strain rate range, using 
an  in‐house  built  Instrumented  Dropweight  system.  This  system was  coupled with  a  high 
speed  camera  to  record  the  circumferential deformation of  the  incident  cylindrical  samples 
dynamically, thus allowing the stresses and strains within the material to be inferred. 
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The high strain rate tests were carried out over the strain rate range between 103 and 104 s‐1, 
using an in‐house built and developed Split Hopkinson Pressure Bar system, which applies an 
axial  load  to the sample material  from an  impact by a cylindrical projectile along a series of 
pressure  bars. Measurement  of  the  strain  pulses  that  are  incident  to,  reflected  from  and 
transmitted through the sample can be shown to, after transformation, yield the true stresses 
and strains within the material.  
In all of the tests described above a thin layer of lubricant was applied to the surfaces of the 
samples prior to loading in order to minimise the frictional effects that may occur during the 
test, whilst  also  ensuring  a  uniform  compression  over  the  surface  area  of  the  sample  and 
avoiding  the  occurrence  of  barrelling.  The  sample  geometry  was  also  kept  constant 
throughout the testing regimes. 
It  is clear from the properties of polymers, discussed further  in Chapter   2, that one polymer 
can  be  expected  to  have  different mechanical  properties,  such  as  strength  or  stiffness,  to 
another polymer due  to  the differences  in  chemical  structure.  There  are  also  a number of 
external factors that can affect the usability of a particular material for a specific application. 
1.4 Thesis	Overview	
Chapter 1  contains background  information about  the nature of  the  investigation,  touching 
upon  the  intended  applications  of  this  research  and  a  review  of  literature  relevant  to  the 
study.  Chapter  2  is  a more  detailed  look  at  the  polymeric materials  under  investigation, 
describing  the  structure  and uses of  the polymers  and  the nanofiller materials  that will be 
incorporated  into the pure polymers. Chapter 3  is an  introduction to the mechanical analysis 
techniques used in the later chapters along with defining some of the important terms used in 
later sections. 
Chapter 4 describes the experiments carried out using the Hounsfield apparatus to apply an 
increasing  load  in  Quasi‐Static  strain  rate  range  (10‐5  ‐  10‐1  s‐1)  along  with  the  sample 
preparation methodology  and  the  results  and  discussion  for  the  experimental  test  results. 
Chapter 5 explains the experiments carried out over the intermediate strain rate range (101 – 
103  s‐1) using  the  instrumented  dropweight  apparatus with  the  different  recording  systems 
along with the results and discussion for the experimental test results in this area.  Chapter 6 
explains  the experiments carried out over  the high strain rate range  (102  ‐ 104 s‐1) using  the 
Split  Hopkinson  Pressure  Bar  equipment  and  its  modifications,  along  with  the  different 
technique validations,  results and discussion  for  the experimental  test  results performed  in 
this regime. 
Chapter  7  describes  the  thermal  analysis  performed  upon  the  formed  samples  using  the 
technique of Differential Scanning Calorimetry and presents  the  results and discussion  from 
the experimental testing. Chapter 8 contains the theory, methodology, results and discussion 
for the determination of the sample densities.  
Chapter 9 reviews the results from the previous chapters and compares the findings from the 
different mechanical tests, discussing how the results can be combined to find an overview of 
the sensitivity of the materials to applied strain rate. Chapter 10 covers the final conclusions 
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from  the  investigation  and  the  suggestive  recommendations made  for  further  study  in  this 
area.  
1.5 Materials	
The main material used  in  this  investigation was polyethylene  (PE), specifically  its structural 
variants (Linear Low Density Polyethylene, LLDPE; High Density Polyethylene, HDPE; Ultra‐High 
Molecular Weight Polyethylene, UHMWPE), which have been reinforced by nanometre‐scale 
particles  in  the  form  of  Carbon  Black  (CB),  Titanium  Dioxide  (TiO2),  Exfoliated  Hectorite 
Nanoclay and Carbon Nanotubes  (CNT). These can be considered as three‐, three‐, two‐ and 
one‐dimensional fillers respectively.  
Polyethylene is a thermoplastic polymer, which allows for sample preparation by heating and 
reformation,  as will be described  in more detail  later  in  this  thesis.  Solid polyethylene was 
chosen as a base material for the project rather than some potentially more suitable material 
configurations, such as polyethylene foams, due to  its ease  in processing and acceptation of 
filler  particles within  the  polymer matrix. As  the  focus  of  this  research  is  investigating  the 
effects  of  the  addition  of  the  nanofiller materials  into  engineering  polymers  the  choice  of 
polyethylene as a base material would  seem prudent as  to be able  to  come up with early‐
stage conclusions that future research can build upon.    
All  of  the  materials  were  supplied  in  granular  form  by  the  Department  of  Materials  at 
Loughborough  University,  and  were  formed  and  shaped  using  elevated  temperature 
compression moulding in order to produce right cylindrical samples that could be used in any 
of the testing equipment described in this work. The length‐to‐diameter ratio and the sample 
dimensions where possible, were kept the same for all material samples in order to minimise 
dimensional effects between the materials and allow direct comparison of recorded data. 
1.6 Armour	Applications	
1.6.1 Body	Armour	
Throughout  history  there  has  been much  empirical  evidence  for  the  protection  that  even 
crude  body  armour  provides  the  wearer  from  injury  in  both  combat  and  other  high‐risk 
situations. Early armours were constructed of animal hides and pelts, and as technology and 
the available materials  improved, wooden and metal  shields and armours were used, most 
notably  in the chainmail and suits of full plate armour used  in the  late middle ages. Modern 
armour  is made from plates of metal, ceramic or polymer (either as a plate or a woven fibre 
matting  ‐  for  example  DuPont's  Kevlar™,  TenCate’s  Armourtex™,  DSM’s  Dyneema™  or 
Honeywell's Spectra™) carried within garments (primarily vests) made of a ballistic nylon. 
A  specific  example of  the protection  afforded by  lightweight personal body  armour  is  that 
over the past three decades when American  law enforcement personnel (Police, SWATi etc.) 
have had personal armour available to use on duty, an estimated 2500  lives (data applicable 
for the years 1973‐2000) have been saved and many more have been spared serious  injuries 
due to wearing body armour (U.S. Department of Justice, 2001). These cases are not limited to 
                                                            
i Special Weapons And Tactics 
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ballistic  impact  survival,  as  different  types  of  armour  prevent  injury  from  bladed weapon 
attacks  and  there  have  been  reported  cases  of  protection  during motor  vehicle  accidents 
being attributed to body armour being worn. 
Despite the obvious advantages to wearing armour, many claim that current armour  is bulky 
and  heavy  and  therefore  do  not wear  it  routinely.  It  is  therefore  important  that  any  new 
armour materials be lightweight, and as thin as possible to reduce discomfort and not restrict 
movement,  in  order  to  promote  the  wearing  of  the  armour  when  tackling  dangerous 
situations. 
In use today there are two main types of personal armour, Ballistic‐ and Stab‐Resistant, which 
may be selected depending upon the type of threat that  it  is envisaged to protect against.  It 
must be noted that whilst each kind of armour may provide limited protection from the threat 
of the other impact method, neither can protect against both ballistic and stab attacks.  
Ballistic armour can be made  in a number of different configurations: usually  for protection 
from  small arms  fire  (handguns etc.) a web of ballistic  fabric  is  layered  such  that  the  initial 
bullet  impact energy  is absorbed and dispersed by  the successive  layers of  the armour until 
the projectile  is stopped before exiting  the distal surface of the armour and penetrating the 
wearer. This  type of armour  is  relatively  lightweight and easily concealable under a  shirt or 
jacket. Ballistic  armours  can  also be made more  rigid by  inserting  relatively  thick plates of 
metal, ceramic or reinforced plastic in‐between layers of the ballistic fabric in order to provide 
protection  from  larger  calibre  weaponry  in military  and  tactical  policing  situations.  These 
armours are generally heavier, and are usually worn external to clothing for short periods of 
time. 
Stab‐resistant  armour  is more  suited  to  situations where  the  threat  is mainly  from  bladed 
weapons used  in stabbing or slashing motions: such as for  law enforcement personnel  in the 
United Kingdom where gun crime is not as evident; or in prisons where improvised weaponry, 
commonly known as shivs, made from sharpened metal shards or stones have been used to 
attack officers. This type of armour works in much the same way as for ballistic armour, in that 
multiple layers of materials are used to either deflect the weapon, or to dissipate the energy 
from the strike as successive layers are penetrated. In principle the two types of armour seem 
identical;  however  the  impact  strains  for  stab  attacks  can  be  very  high  due  to  the  highly 
pointed nature of the weapon used. 
As mentioned previously, body armour can have the added benefit of protecting the wearer 
from non‐ballistic  impacts, such as those sustained  in a vehicle accident (although the use of 
an airbag has nowadays almost mitigated the added protection afforded) or by blunt objects 
such as baseball bats, golf clubs or similar. 
1.6.1.1 Trauma	Attenuating	Backing	(TAB)	
For the purposes of this project, the aim, with respect to Body Armour,  is to  investigate new 
materials for use as a Trauma Attenuating Backing (TAB). TABs are a material that is adhered 
to  the  face of  the armour material  that  is worn against  the body of  the wearer  in order  to 
reduce the impact of the three main injurious causes of Behind Armour Blunt Trauma (BABT).  
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Figure 1.1 ‐ Application of TABs in Body Armour 
BABT  is defined as being the “non‐penetrating  injury [to the thorax] resulting from the rapid 
deformation of armours covering the body” (Cannon, 2001) and relates to the serious  injury, 
or  in  some  cases death,  caused by  the energy  from  the  impact of a projectile or explosive 
debris  upon  the  incident  party.  This  energy  is  transmitted  without  penetration  of  the 
projectile through the armour system employed as the body armour can deform significantly 
during the impact. This is nicely summarised in a quote from Cannon’s paper: 
“It is a false assumption that eliminating the penetration of a projectile into the body by 
using a personal armour system absolves the wearer from serious injury or death.” 
As  stated earlier,  there are  three main  causes of  the  injury described by BABT; High  speed 
shockwave,  Ceramic  plate  deformation  and  Bulk  armour  movement;  which  need  to  be 
mitigated  as much  as possible by  any  TAB  system.  The mechanisms behind  these  injurious 
causes will now be described further before concluding with the idealised properties of a TAB 
for body armour use. 
1.6.1.1.1 High	Speed	Shockwave	
The impact of the incident projectile upon the hard ceramic armour face causes a shockwave, 
usually of  a  reasonably  short duration,  to be  created  that propagates  through  the  ceramic 
armour plate, the adhesive layer and the TAB before coupling into the body of the wearer. The 
creation of  this high speed shockwave  is extremely  fast and  is made without any significant 
movement of the armour plate.   The high speed shockwave can be particularly dangerous to 
the armour wearer as  it may suddenly disturb  the  rhythm of  the wearer’s heart which may 
lead to death (Cannon, 2001). 
Obviously  the magnitude  of  the  shockwave  is  dependent  upon  the  specific  armour  type, 
thickness and  impinging projectile design and calibre but stresses of up to 17MPa have been 
measured 150mm from the impact site on the front face of a ceramic armour system. (Cronin, 
Worswick, Ennis, Bourget, Williams, & Pageau, 2001) 
In  order  to  attenuate  the  shockwave  significantly,  the  impedance mismatch  between  the 
armour plating and the TAB should be as great as possible, meaning that the TAB should have 
Ceramic 
Armour Plate
Adhesive Layer
Trauma Attenuating 
Backing (TAB)
Fracture 
Conoid
Spall
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a notably lower density or lower wave speed than the armour plating. Cooper (Cooper, 1996) 
states  that  a  low  acoustic  impedance material  should be used  sandwiched between  a high 
acoustic impedance material and the wearer to reduce the stress transferred to the lungs. In 
the armour example,  the high acoustic  impedance materials would be  the standard Armour 
Steels  and  Ceramic  plates.  The  densities  and  characteristic  acoustic  impedances  of  some 
typical armour components are shown in Table 1.1, below. 
Material  Density 
(kg/m3) 
Acoustic Impedance 
(MRayl)i 
Source 
Armour Steel  7850  40.8  (Zaera, 2011) 
Boron Carbide 
(Ceramic)  2520  26.4 
(Hussey & Wilson, 1998), 
(GE Inspection 
Technologies, 2008) 
Alumina (Ceramic)  3690  32.0 
(Hussey & Wilson, 1998), 
(GE Inspection 
Technologies, 2008) 
Polyethylene  ~930  1.7 
(The A to Z of Materials, 
2001), (GE Inspection 
Technologies, 2008) 
Table 1.1 ‐ Densities of Typical Armour Components 
1.6.1.1.2 Ceramic	Plate	Deformation	
As the ceramic plate  is  impacted by the projectile, the back face of the plate deforms  locally 
around the impact site. As can be seen in Figure 1.1, above, the plate bulges out into the TAB, 
which in turn bulges out towards the wearer, and some debris may be expelled. It is obvious 
that this deformation of the armour will compress against the chest of the wearer, especially 
as armour is usually worn tight to the body, compacting the chest cavity. Although the ceramic 
will fracture at low deformations (~0.5%), the dynamic deformation is of far greater threat. 
1.6.1.1.3 Bulk	Armour	Movement	
The  third mechanism  relating  to  BABT  is  the  bulk movement  of  the  armour  plate  as  it  is 
impacted upon. The movement of the plate is produced by a transfer of momentum from the 
projectile to the plate, which gives it its velocity. In terms of causing injury to the wearer, the 
movement applies a  force  to  the body of  the wearer over  the area of  the back  face of  the 
plate, which can cause a pulmonary contusion, a non‐penetrative bruising of  the  lungs  that 
leads to a change in the amount of oxygen that the wearer receives from each breath, or even 
apnoea, a temporary suspension of breathing, both of which could be life‐threatening for the 
wearer (Cannon, 2001). 
The movement  produces  a  second  pressure wave,  of  lower  amplitude  but  longer  duration 
than  the previous high  speed  shockwave,  to be  coupled  to  the body of  the wearer  causing 
localised shear. The combined effect of  the high speed shockwave described previously and 
the  ceramic  plate  deformation  is  called  ‘Twin  Peak  Phenomenon’.  The  time  difference 
between the two pressure waves is of the order of hundreds of microseconds, and a figure of 
800μs from the work of van Bree and Gotts was quoted by Cronin et al. despite the back face 
                                                            
i The Rayl is the unit of measurement for Characteristic Acoustic Impedance and is equal to 1 kgs‐1m‐2 in 
SI units (Cohen, Lide, & Trigg, 2003) 
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deformation  of  the  ceramic  being  complete  in  200μs  (Cronin,  Worswick,  Ennis,  Bourget, 
Williams, & Pageau, 2001). 
1.6.1.1.4 Ideal	Properties	for	Trauma	Attenuating	Backings	
Taking  into  account  the  descriptions  above  for  the  injurious  causes  of  BABT  a  number  of 
desirable material properties are considered necessary  for a Trauma Attenuating Backing  to 
reduce the harm attributed to the armour wearer.  
With respect to the attenuation of the High Speed Shockwave, the effect of the pressure wave 
can  be  reduced  by  introducing  an  Impedance  mis‐match  between  the  ceramic  armour 
material and the TAB material. This is attained by simply by choosing a TAB material that has a 
vastly different density to the Ceramic, which can affect the shockwave  in one of two ways: 
either  the  speed  at  which  the  shockwave  can  pass  through  the  interface  between  the 
materials and into the body is affected; or the magnitude of the shockwave is affected. 
Regarding  the  Ceramic  Armour  Deformation,  ideally  the  TAB  should  be  ‘soft’  under 
compression, so that the TAB deforms easily and protects the user  from the deformation of 
the backface of the armour material whilst also being ‘stiff’ enough that the ejected spall from 
the projectile and armour material is contained. 
On the subject of the movement of the armour plate causing injury, a TAB should ideally yield 
early  in compression, again to protect the user as for mitigating the ceramic deformation by 
restricting  the movement  of  the  armour material  towards  the wearer,  and  also  have  high 
energy absorption to absorb the momentum from the movement. 
In summary, the ideal properties are: 
 Vastly different acoustic impedance to armour material for shockwave attenuation 
 Yield early in compression so that deformation of the TAB restricts armour movement 
and to contain spall and protect the wearer from ejected material 
 High energy absorption to attenuate momentum 
Also  regarding  body  armour  selection,  the  afforded  protection  from  ballistic  impact  is 
proportional to the weight and physical size of the armour,  in that as the protection  level  is 
increased, the bulk and weight of the armour increases, making it less comfortable to wear. It 
is therefore desirable to develop a material that is lightweight, whilst retaining, or preferably 
surpassing,  the  properties  of  current  armour  materials  in  order  to  make  them  more 
comfortable to wear whilst affording adequate protection. 
1.6.2 Vehicle	Armour	
It is obvious to even the most casual observer that there are some situations where travelling 
in  a  vehicle  with  some  degree  of  armour  protection  is  advantageous.  The  scale  of  the 
vehicular impact armour protection is widely diverse. Notable examples at the upper range for 
the most heavily armoured Military  vehicles are  tanks, aircraft and  ships  that have armour 
capable of protecting the occupants from the concussion of enemy fire or explosive devices. 
Less protected examples are armoured Civilian vehicles, encompassing the type of armoured 
limousines  used  by  political  officials  and  heads  of  state  along with  the  class  of  armoured 
vehicles used by security companies in money transportation.   
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As evocative as  these examples are when describing an armoured vehicle,  there are also a 
number  of  prevalent  examples  that  serve  to  protect  from  accidental  hazards  and  dangers. 
These  range  from  the  relatively  mundane  armouring  and  energy  dispersal  built  into  the 
chassis  and  superstructure  of modern  cars  for  the  event  of  a  crash  and  the  armoured  fan 
casings of the turbine engines of commercial aircraft to contain the debris from a catastrophic 
engine  failure  to  the more extreme example of  the armour panels  fitted  to  spacecraft and 
satellites to protect from collision with rock or ‘space junk’ whilst in space.  
There are a multitude of different Armour materials  ‐ Steel, Aluminium, Titanium, Depleted 
Uranium  and  Ceramics  such  as  Boron  Carbide  and  Alumina  being  notable  examples  ‐  and 
geometric  and  scientific  technologies;  such  as  Appliqué,  Spaced,  Sloped,  Reactive  or 
Electrically  Charged Armour;  that  are  employed  for  use  in  vehicle  protection which, whilst 
important  to  the protection of  the vehicle occupants are vastly outside of  the  remit of  this 
project (Meyers, 1994).  
The main mechanism by which  the polymeric materials at our disposal are employed  in  the 
real‐world  is as an anti‐spall  lining that  is  fitted retroactively to the  inward‐facing surface of 
the armour material  in order  to deform upon  impact,  stopping  the  ingress of expelled  spall 
into  the  occupied  compartments  of  the  vehicle  under  attack.  Polymer materials  are  also 
utilised  in  composite  armours,  layering  with  conventional  armour  materials  such  as  in  a 
laminate structure. 
1.6.2.1 Retroactive	Spall	Lining	
Spall  liners  consist  of  panels,  either  homogeneous  or  a  composite,  that  are  fitted  to  the 
innermost  face  of  the  armouring  of  the  vehicle;  in  most  cases  the  walls  of  the  internal 
compartment of  the vehicle, such as  the crew compartment of a  tank.  In  this situation,  the 
spall  liner  doesn’t  contribute much  to  the  retardation  of  the  impact,  as  the  bulk  of  the 
protection is afforded by the external armour material, and the main purpose of the liner is to 
protect  the  occupants  from  any  spall:  fragments  of  armour material  that  are  ejected  as  a 
result of impact from an ingressing ordinance or as a result of contact with an explosive device 
(Tasdemiroglu, 1987). 
The advantages of using a Spall liner, aside from the obvious increase in occupant survivability, 
is that for a relatively small amount of added weight to the vehicle – compared to that of the 
vehicle itself – there is no discernable detriment to the capability of the vehicle in terms of its 
manoeuvrability, offensive payload or radius of action (TenCate Advanced Armour Solutions, 
2009).  
Another  particularly  beneficial  feature  of most  commercially  available  spall  liners  is  their 
customisability  and  ability  to  be  retrofitted  into  almost  all  types  of  vehicles,  either  as  a 
tailored‐to‐fit solution; as  for DuPont’s Kevlar®, DSM’s Dyneema™ or TenCate’s Armourtex™ 
spall  liners;  or  as  spray  coating;  exemplified  by  Line‐X’s  PAXCON®  PX‐2100  and  TenCate’s  
Rosist™ coatings;  therefore making an cost‐effective and uncomplicated upgrade  for vehicle 
manufacturers, or the customers thereof, to install within their vehicles. 
As described above,  the main  ‘market‐leaders’ as‐it‐were  in  this  industry are Dupont, DSM, 
TenCate and Line‐X amongst others. Quite understandably,  these companies keep  the exact 
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construction materials and methods of their products as secret as possible, making it hard to 
compare between them. It is however known in the public domain that Kevlar® is a synthetic 
fibre material with  the  chemical  name  Poly‐paraphenylene  terephthalamide, Dyneema™  is 
made  from  spun Ultra‐High Molecular Weight  Polyethylene  (UHMWPE)  fibres,  and  Line‐X’s 
PX‐2100 is a polyurea formulation. 
1.6.2.1.1 Ideal	Properties	for	Retroactive	Spall	Lining	
The ideal properties for a spall‐retaining lining as described by the preceding text are: 
 A  degree  of  Ballistic  protection  to  supplement  the  vehicle’s  current  armour 
complement 
 Ease of installation either as a tailored panel or sprayable with sufficient adherence to 
the vehicle’s internal structure 
 Relatively  lightweight  so  as  not  to  increase  the  weight  of  the  vehicle  such  that 
manoeuvrability is impeded 
 Temperature  and  chemical  resistance  would  be  advantageous  to  maintain  the 
integrity of the liner 
 The liner should also be non‐flammable wherever possible to increase the survivability 
of vehicle occupants  
1.6.2.2 Composite	Vehicle	Armour	
As described previously, polymeric materials are also used within composite vehicle armour 
panels  and  structures. Generally‐speaking,  there  are  two main  types of polymer  composite 
armours, polymer‐backed armour or layered laminate armours.  
1.6.2.2.1 Polymer‐Backed	Armour	
Polymer‐backed armour  is a  type of ceramic vehicle armour where  the exact composition  is 
kept  top‐secret,  however  from  public‐domain  knowledge  it  is  revealed  that  the  armour 
consists of small square or hexagonal ceramic tiles that are arranged in a honeycomb pattern 
within a metal matrix for reinforcement, which is adhered to a number of layers of polymeric 
elastic  layers on the distal face of the armour. The purpose of the elastic  layers  is to absorb 
some of the impact force and to protect the relatively fragile ceramic from the vibrations that 
the vehicle encounters in daily service.  
The  main  advantage  of  polymer‐backed  armour  is  when  facing  anti‐tank  shaped  charge 
projectilesi because as the shaped jet penetrates the ceramic tiles, they fracture in an irregular 
pattern, disturbing the flow of the metal jet, rather than the smooth path caused within metal 
armour. The unsettled geometry of the jet further causes its own undoing as the metal jet is of 
relatively low mass; it depends heavily on perfect alignment to suitably penetrate the armour; 
any deflection of the direction‐of‐travel serves to fracture more of the ceramic tile and divert 
the  flow  from  the  distal  face  of  the  armour.  (Chobham  Armour,  a  New  Technology  of 
Protection, 2010) 
                                                            
i Shaped charge projectiles contain an explosive warhead  that has a hollow, metal‐lined, cone at  the 
proximal  end  of  the warhead  to  the  target,  such  that when  impact  occurs,  the  resultant  explosion 
pressure  forces  the  liner  of  the  conical  cavity  to  collapse  in  on  itself  away  from  the  explosion  and 
towards the apex of the cone, which in turn forces a jet of metal into the target at high velocity. 
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Modern polymer‐backed armour tiles are built in layers parallel to the mounting face in order 
to divert the fracture cracks along the face of the armour and not perpendicular to it. Only the 
British FV4030/4 Challenger 1 and FV4034 Challenger 2 and the American M1 Abrams tanks 
have been disclosed as employing this type of armour.  
1.6.2.2.2 Laminate	Armour	
Laminate  armour  is  far  simpler  to  comprehend  than  the  aforementioned  polymer‐backed 
armour  in  that  laminate  armour  consists  of  inserting  a  layer  of  rubbery  elastic  polymer 
between  hardened  steel  armour  plates  that  will  deform  easily  and  disperse  some  of  the 
energy  and  change  the  path  of  the  jet  somewhat. Many  layers  of  this  construction, with 
alternating rubbery polymer phase, should effectively divert the flow of the  jet and obstruct 
the penetration. 
1.7 Literature	Review	
The  literature  review  for  this  investigation  has  been  divided  into  two  sections,  the  first 
concerning  an  evaluation  of  some  of  the  material  properties  that  of  importance  to  the 
investigation,  and  the  second  concerning  the  historical  perspective  of  the  Split  Hopkinson 
Pressure Bar technique used later in the study. 
1.7.1 Effects	upon	Material	Properties	
It  is  seen  from elementary polymer  science  that any one polymer can be expected  to have 
different mechanical properties, such as strength or stiffness, to another polymer due to the 
differences in chemical structure.  There are also a number of external factors that can affect 
the  usability  of  a  particular material  for  a  specific  application.  This  section will  cover  the 
external factors that may possibly be altered over the course of this investigation:  
1.7.1.1 Nano‐Reinforcement	
As mentioned in the introduction, in recent years, the use of nanofillers within virgin polymer 
matrices has been of increasing interest to the scientific community.  
Conventional  micro‐composite  polymers  have  included  micrometre‐scale  inorganic  filler 
materials: i.e. Calcium Carbonate, Magnesium Silicate (Talc), Glass Fibre; to alter the polymer 
properties.  It  is  noted  in  the  review  by  Tjong  (Tjong,  2006)  that  the  advantage  of  using 
micrometre‐scale  fibres was  that a  large aspect ratio between  the spatial dimensions of the 
fillers  could  be  achieved  which  yielded  an  increase  in  the  mechanical  properties  of  the 
composite. Whilst conventional methods adequately change the mechanical properties for a 
number  of  applications,  the  endeavour  for  better  performance  has  led  to  the  use  of  filler 
materials where at least one dimension is in the nanometre‐scale. Due to the obvious increase 
in aspect  ratio  that nanometre‐scale  fibres or  tubes will possess, along with  their apparent 
stiffness within  the  polymer matrix,  there  is  potential  for  greater mechanical  performance 
compared to conventional filler materials.  
The amount of nanofiller required to significantly change the matrix material properties is an 
important  factor, as  it depends on both  the matrix material and  the  filler material(s).  It has 
been reported that conventional microfillers need to be added in large quantities, of circa 20‐
30  percent  by  weight  (%wt)  to  achieve  the  desired  mechanical  properties,  whereas  the 
addition  of  nanofillers,  such  as  Carbon Nanotubes  (CNT),  can  produce  identical,  or  better, 
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mechanical properties  in much  smaller quantities. As  an  example,  Zeng  et al.  (Zeng,  et  al., 
2006) found that adding just 1%wt CNT to Nylon 1010 lead to the Young’s Modulus increasing 
by 27.4% and work by Bao and Tjong (Bao & Tjong, 2008) reports an increase in the stiffness 
of  polypropylene  of  ~31% with  the  addition  of  0.3‐0.5%wt Multi‐Walled  Carbon Nanotube 
(MWNT).  Conversely,  Dave  (Dave,  2001)  reported  that  a  significant  increase  in  the  room‐
temperature  tensile  strength  of  Carbon  Black  filled  Polyethylene  only  occurred  after  200‐
300phri  Carbon  Black was  inserted  into  the matrix  and  no  substantial  effect  is measured 
between 0‐100phr Carbon Black. 
However, examples exist  in the  literature where the mechanical properties have been found 
to decrease with  the  increased addition of nanofillers.  In work by Zhou et al.  (Zhou, Wang, 
Zhang,  &  Zhang,  2006),  the  tensile  strength  of  a  Polypropylene/MWNT  decreased  as  the 
percentage weight contribution of MWNT was increased over 0.5%. It is for this reason that a 
range of %wt nanofiller contributions should be investigated. 
Broadly speaking,  filler materials can be classified  into one of three categories: Particles,  for 
example  Carbon  Black;  Layered Materials,  for  example  Clays  or Mica  (Silicon);  and  Small 
Structural Components, such as Glass Fibres or Carbon Nanotubes.  (Thostenson, Li, & Chou, 
2005) 
1.7.1.2 Strain	Rate	Dependency	
The shape of  the stress‐strain curve  for a polymeric material  is dependent upon  the  rate at 
which the sample is deformed, known as the Strain Rate, which varies with the speed at which 
the sample is deformed. Unfortunately there are few examples in the literature of high strain 
rate investigations for polymers compared to that for metals; however, examples of such work 
are  papers  by  Fleck  et  al.  (Fleck,  Stronge, &  Liu,  1990)  and Wright  et  al.  (Wright,  Fleck, & 
Stronge,  1993)  amongst  others, which  concern  the high  strain  rate  responses of polymeric 
materials.  
In work published by many workers, such as by Walley et al. (Walley, Field, Pope, & Safford, 
1991)  ,  the polymeric materials  investigated  showed an  increase  in  the yield  stresses when 
tested using higher strain  rate equipment,  in  the  region of 103 – 104 s‐1, compared  to when 
tested using lower strain rate equipment (10‐2 s‐1). Bragov and Lomunov (Bragov & Lumunov, 
1994)  reported that an increase in the elastic modulus and fracture stress was observed with 
an increase in the strain rate.  
Neilsen,  in  his  book  on  the Mechanical  Properties  of  Polymers  and  Composites  (Nielson, 
1974), theorises that the effect of the strain rate upon the polymer properties is a result of the 
'Time‐Temperature  Superposition  Principle',  a  concept  that  regards  the  dependence  of  the 
viscoelastic nature of the polymers upon the  temperature at which  they are measured. This 
concept  relates  to  the work  of Markovitz  in  that  the  strain‐time,  or more  specifically  the 
log(time), curves for different temperatures are the same shape, but  increasing temperature 
has the effect of contracting the scale on the time axis. Where this relates to the strain rate is 
                                                            
i phr = parts per hundred  rubber, a measurement  system based upon  the base polymer weight,  i.e. 
adding  100phr  Carbon  Black  to  400g  Polyethylene would  require  400g  Carbon Black  to  achieve  the 
correct ratio 
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the manipulation of this relationship so that estimates of the properties of materials can be 
made from tests performed at different strain rates or temperatures and extrapolated from a 
so‐called  'Master Curve'. Neilsen notes  that  for an  increase  in  strain  rate,  the modulus and 
yield  strength  increase especially  if  the  speed of  testing  is  varied over  large  scales. Neilsen 
equates  the  relationship  between  the  Yield  Stress  (ߪ௬)  and  the  Strain  rate  (d߳ dݐ⁄ )  as  in 
Equation  1.1,  below, where ߪ௬଴  is  the  yield  stress when  the  strain  rate  is  equal  to  1  at  a 
specified  temperature  and ܭ	is  a  constant  for  the  fixed  temperature  up  to  strain  rates  of 
around 102s‐1. 
  ߪ௬ ൌ ߪ௬଴ ൅ ܭlogଵ଴ ൬dߝdݐ൰  Equation 1.1  
Hamdan  and  Swallowe  (Hamdan &  Swallowe,  1996)  examined  the  strain‐rate  sensitivity  of 
Polyetherketone  and  Polyetheretherketone  and  found  a  bilinear  relationship  between  the 
yield  stress  and  the  natural  logarithm  of  the  strain  rate where  the  sensitivity  appears  to 
sharply  increase  in gradient at a strain rate of circa 500s‐1.  It  is surmised that subsequent to 
the turning point on the curve strain hardening occurs as the sensitivity suddenly jumps to ten 
times  its  previous  value.  It  is  theorised  that  the  transition  indicates  the  change  from  an 
isothermal  process  at  lower  strain  rates,  where  the  temperature  stays  constant,  to  an 
adiabatic process at strain rates higher than ~1s‐1.  
Chou  et  al.  (Chou,  Robertson, &  Rainey,  1973)  gave  an  account  of  a  number  of  polymeric 
materials, both amorphous and semi‐crystalline, that they had tested, describing the viscous 
effects that were exhibited as the materials were first deformed and the plastic deformation 
that was exhibited subsequently. They also showed that there was a temperature rise during 
the  deformation  and  that  as  the  strain  rate  was  increasing,  the  stress  in  the  material 
decreased. 
1.7.1.3 Temperature	
Chou et al.  (Chou, Robertson, & Rainey, 1973) commented  that  it  is  important  to know  the 
thermal properties of a material when the material is being rapidly deformed as some of the 
work done in performing the deformation is lost as heat within the material. For slower tests, 
performed at a  low  strain  rate,  the heat produced will be  lost  to  the environment and  the 
deformation can be thought of as being  isothermal, whereas at higher rates of strain, where 
the  test  is  performed  quicker,  the  heat  will  be  generated  too  quickly  to  be  lost  to  the 
environment and will affect the material. For compression tests at rates greater than 1s‐1 this 
means  that as  the  test  takes place adiabatically,  the material under  test will experience an 
increase in temperature as it is compressed further.  
For most materials  it  is common to find that with an  increase  in environmental temperature 
the material becomes more compliant, and  therefore  the stress  required  to attain a certain 
level of strain will decrease, reducing the strength. This is shown in the work of Bao and Tjong 
(Bao & Tjong, 2008), where the strength reduction is quite clearly evident in their findings for 
pure polypropylene and polypropylene/MWNT at a single, very low, strain rate.  
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Roetling (Roetling, 1965) investigated the coupled strain rate and temperature dependence of 
Polymethylmethacrylate (PMMA) over a range of quasi‐static to intermediate strain rates (10‐3 
to 100s‐1) which  illustrates a significant reduction  in  the yield strength as  the  temperature  is 
increased,  along  with  the  bilinear  relationship,  described  by  the  work  of  Hamdan  and 
Swallowe  (Hamdan & Swallowe, 1996) mentioned  in  the previous  section, where  the  strain 
rate  sensitivity  is  increased  dramatically  after  a  threshold  value, which  itself  is  variable  by 
temperature and strain rate.  In a review by Mulliken and Boyce  (Mulliken & Boyce, 2006)  it 
was  reported  that  this  phenomena  had  been  observed  in  a  number  of  other  polymers: 
Polycarbonate (PC), Polyvinyl Chloride (PVC), Poly(Ethyl Methacrylate) (PEMA) and amorphous 
Polyethylene Terephthalate (PET). 
1.7.2 Split	Hopkinson	Pressure	Bar	Technique	History	
1.7.2.1 Hopkinson	(1914)	
In his 1914 paper on  the measurement of  the  stress pressures produced by  impact  from a 
projectile  and  nearby  explosive  detonations,  Bertram  Hopkinson  introduced  a  technique, 
which would  later  bear  his  name,  to  investigate  the  transmission  of  incident  stress  pulses 
through solid objects. This technique, known as the Hopkinson pressure bar,  investigates the 
propagation of stress from a long elastic metal bar through a small cylindrical sample material. 
Initially the incident stress pulse was induced by an impact from a bullet fired at the free end 
of the bar, or by detonation of a small cylinder of gun cotton, that produced an elastic pulse in 
the bar. A diagram of the detonation pulse setup from Hopkinson’s paper  is shown  in Figure 
1.2, below. 
 
Figure 1.2 ‐ Incident Pulse from Detonation (Hopkinson, 1914) 
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As  can  be  seen  in  Figure  1.2  above,  the  bar  (B)  is  suspended  ballistically  from  the  ceiling 
rafters with a pencil and paper system attached to record the pendulous movement of the bar 
after detonation occurs. At the incident end of the aforementioned bar a small cylindrical gun 
cotton charge  is  fixed  (A) which will cause  the detonation  that  is needed  to  induce a stress 
pulse  in  the bar. At  the other end of  the bar a  small  section of  the  same bar material  (C), 
sometimes  referred  to  as  a  time‐piece,  is held on by magnetic  attraction. A  short distance 
behind the bar apparatus is a box (D), which is also suspended as a ballistic pendulum in much 
the  same  way  as  the  bar  apparatus  with  a  pencil‐paper  recording  system  to  record  the 
deflection of  the box,  that  is used  to catch and  record  the motion of  the end piece after  it 
detaches from the main bar assembly after detonation occurs. Once the gun cotton had been 
detonated, a compressive elastic pulse would travel down the bar and end piece, where upon 
reaching the end of the assembly would reflect back along the end piece as a tensile pulse.  
As  this  tensile  stress  is  built  up  at  the  interface  between  the  end  piece  and  the main  bar 
enough  force will  be  produced  to  overcome  the magnetic  attraction  and  release  the  end 
piece, which will fly off with the momentum contained within it. This piece will then be caught 
in the suspended box where the momentum will be measured. By recording the response of a 
number of  end pieces with differing  lengths, Hopkinson  could determine  the  length of  the 
initial  incident  stress pulse,  assuming however  that  there was no  attenuation or distortion 
occurring within the bar or end piece. 
1.7.2.2 Davies	(1948)	
However,  the  Hopkinson  pressure  bar  method  described  above  does  not  come  without 
disadvantages. Davies (Davies R. M., 1948) commented that the method, despite being able to 
characterise the maximum pressure and the time at which the pressure exceeds a given value, 
cannot be used to determine a relationship between the pressure  in the bar and the time at 
which it is occurring, Another limitation of the Hopkinson method that Davies described is that 
the bar and end piece have inevitable adhesion due to the magnetic coupling used to hold the 
bars together, which may affect results for low incident pressures.  
Further  developments  to  the  Hopkinson  system were made  by  Davies, who  designed  and 
implemented  a  system  that  electrically measured  the  continuous  relationship between  the 
stress pulse in the bar and the experimental time, as shown in Figure 1.3, below.  
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Figure 1.3 ‐ Electrical Condenser Measurement (Davies R. M., 1948) 
 As with the Hopkinson apparatus described above, pressure in the form of a bullet or similar 
was  applied  to  one  end  of  a  ballistically  suspended  cylindrical  steel  bar, which  produces  a 
stress  pulse  which  gives  rise  to  radial  and  longitudinal  displacements  in  the  bar.  The 
displacement of the bar at the end furthest from the bullet impact was measured electrically 
by making the bar the earthed side of a parallel plate capacitor, where the other side is a small 
metal plate positioned a small distance from the free end of the bar. The condenser assembly 
was connected through an amplifier to a cathode‐ray oscillograph for recording. As the stress 
pulse produced  in  the bar reaches  the  free end,  the small displacement of  the bar causes a 
change in the capacity of the condenser unit, giving rise to a vertical deflection of one of the 
two  traces  on  the  oscillograph,  the  other  being  for  recording  the  time.  Photographs were 
taken of the oscillograph traces, so that from the variation of displacement with a known time 
the pressure within the bar can be deduced.  
In addition to the experiment described above, Davies also used cylindrical condensers along 
the main bar,  that work  in much  the same way as  the parallel‐plate condenser units with a 
metal tube of larger diameter than the bar placed around the bar as it is pressured in order to 
measure the radial and longitudinal displacements of the surface of the bar. 
1.7.2.3 Kolsky	(1949)	
Further adaptations of the Hopkinson, and later Davies modified, methods were performed by 
Kolsky  (Kolsky,  1949),  who,  in  order  to  measure  the  dynamic  properties  of  specific  test 
samples rather than the response of the bar, constructed the apparatus shown  in Figure 1.4 
below, known interchangeably as the Split Hopkinson Pressure Bar or Kolsky Bar, upon which 
the Loughborough apparatus is based. 
 The main difference between this system and its predecessors is that the bar is split into two 
bars of identical dimensions and material, and a small thin disc of sample material sandwiched 
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between the two bars, giving the advantage that rubbers and plastics could be tested as well 
as metallic samples. As with Hopkinson’s original experiment, the stress pulse was induced in 
the  incident  bar  with  a  small  detonator,  and  the  measurement  performed  in  the  way 
demonstrated by Davies with a parallel‐plate  capacitor arrangement at  the  free end of  the 
bar. Analysis of the stress‐wave propagation within both sections of the bar would yield the 
stress‐strain behaviour of the sample under investigation. 
 
Figure 1.4 ‐ Split Hopkinson Pressure Bar or Kolsky Bar (Kolsky, 1949) 
In his method, Kolsky used the capacitor condenser designed by Davies alongside a separate 
cylindrical condenser microphone to measure the pressure waves that had been transmitted 
and reflected respectively by the interface between the incident bar and the sample material. 
From  these  measurements,  the  deformation  of  the  sample material  under  test  could  be 
derived. 
Kolsky, as with the Hopkinson method, was able to alter the strain rate induced in the bar by 
changing  the  size  of  detonator  used,  in much  the  same way  that modern  SHPB methods 
involve  changing  the  initial projectile  impact  speed  to be  able  to measure over  a  range of 
strain rates.  
The  advantage  of  the  Kolsky method  over  that  of  Hopkinson  or  Davies  is  that  the  Kolsky 
method can be adapted to subject the sample to stress  in the form of compression, tension, 
torsion or combinations of all of these. 
1.7.2.4 Other	Developments	
The Kolsky method was developed further by Hauser et al. (Hauser, Simmons, & Dorn, 1961) 
who altered  the Kolsky apparatus by  fitting  the bars with  resistive strain gauges  in order  to 
record  the displacements at equidistant points on  the  incident and  transmitter bars and  to 
create  a  dynamic  stress‐strain  curve.  This  recording method  is  implemented  in  the  system 
situated  in  the  Physics Department  at  Loughborough University. Other  researchers  such  as 
Watson (Watson, 1970)  used thin sections of piezoelectric quartz crystal mounted with small 
strain gauges that were placed between the bar and the sample to measure the average stress 
over  the  cross  section  of  the  sample. Watson  also  attached  strain  gauges  directly  to  the 
sample material.  
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Optical methods have also been implemented by certain researchers to measure the strain in 
the sample material. Sharpe et al. (Sharpe & Hoge, 1972) used an interferometer to measure 
the  strain  in  specially  grooved  sample  whilst  Griffiths  and  Martin  (Griffiths  &  Martin, 
1974)used  a  technique  that  involved  using  a  photo‐detector  and  photoelectric  recording 
system to measure the amount of incident light from a shutter system attached to the bars as 
they moved, determining the displacement of the sample from the relationship between the 
shutter movement and the deflection of the light. Their experimental setup is shown in Figure 
1.5 below. 
 
Figure 1.5 ‐ Photoelectric Displacement Measurement (Griffiths & Martin, 1974) 
Field  et  al.  (Field,  Walley,  Proud,  Goldrein,  &  Siviour,  2004)  compiled  an  exhaustive  and 
comprehensive  list of  the  various developments  and new methods of using  the Hopkinson 
pressure  bar  technique  over  the  past  few  decades  in  Table  1  of  their  2004  review  of 
experimental  techniques  for high  rate deformation and shock studies, which  therefore does 
not need repeating here. 
These  days,  the  Kolsky method  has  been  improved  by  the  introduction  of  resistive  strain 
gauge  measurement  achieving  the  high  strain  rate  loading  for  compression  and  tension 
testing by impact from a striker bar on the face of the incident bar by firing the projectile with 
an air gun. 
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Chapter		2 Polymers	
 
2.1 Introduction	
Polymers  form  the  foundation  building  blocks  of  one  of  the  most  important  classes  of 
engineering materials,  plastics.  Polymers  are  formed  from  large  and  complex molecules  of 
simple constituent elements by chemical or biological processes, including by living organisms. 
The plastics materials class is based upon these large molecular structures; however the large 
molecules are generally at the present time, created synthetically. 
The  large  polymeric molecules  are  predominantly  constructed  from  carbon  and  hydrogen 
atoms, and are  therefore referred  to as Hydrocarbons and are generally constructed  from a 
large  number  of  repeating  units  that  form  long  chains  of  atoms.  Much  like  metals  and 
ceramics,  the properties  that  the polymer can be  shown  to exhibit  rely upon  the  structural 
elements that make up the material. Due to the size, shape and connectivity between the long 
molecular  chains of  the polymers, many of  the properties of naturally occurring materials  ‐ 
including timbers, wool, cotton, leather, cellulose and natural rubber ‐ have developed.  
The  long polymer molecules, or macromolecules,  are  composed of  smaller units which  are 
successively  repeated many  times along  the  length of  the chain. These units,  referred  to as 
mer  units,  a  derivative  from  the  Greek  word  meros,  meaning  part.  It  can  be  therefore 
surmised  that  a molecule  containing  a  single mer unit  can be  called  a monomer,  after  the 
Greek word for one, mono, and that a molecule containing a number of mer units is referred 
to  as  a  polymer,  from  poly meaning many.  These mer  units  can  be  reacted  together,  in  a 
process called polymerisation, in a number of different ways, which will be described later in 
this chapter. (Callister, 1991) 
Polymers have a number of desirable properties,  including:  low densities, good  thermal and 
electrical  insulation, high  resistance  to  chemicals, and ease of  forming  into  complex  shapes 
and relatively  low cost when compared to metals. Unfortunately, generally, as polymers are 
organic molecules  they  have  inherent  chemical  instabilities  and  can  exhibit  low  strength, 
elastic moduli  and  softening  temperatures which  is  a  direct  contrast  to metallic materials. 
However  this  shortfall  in  strength  and  stiffness  can  be  counteracted  by  the  use  of  filler 
materials or other such additives as reinforcement. (John, 2003) 
2.2 Classifications	of	Polymers	
Polymeric materials  can  be  classified  to  be within  one  of  three major  classes:  Elastomers, 
Thermoplastics or Thermosets. 
2.2.1 Elastomers	
Elastomeric  polymers  have  an  amorphous,  loosely  cross‐linked  structure,  that  possess  the 
ability of cross‐linked polymers to have an elastic structure that will provide a means to return 
to  the  objects  original  size  and  shape  upon  release  from  a  deforming  stress.  Typically 
elastomers  in  an  unstressed  state  will  have  a  structure  that  consists  of many  interlinked 
polymer chains  that are coiled  together  into a  ‘spaghetti‐like’ configuration, however, upon 
being  stressed  the  long polymer chains  straighten out and  the material extends  in  the axial 
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direction of  the stress being applied. For a  typical elastomeric material  the cross‐linking will 
occur in roughly every 1 in 100 molecules along the major chains, however if this escalates to 
above  about  1  in  every  30 molecules,  then  the material will  become  brittle  and  prone  to 
fracture. (Case Western Reserve University, 2004) 
Two  interesting  phenomena  occur within  the  class  of  elastomeric  polymers,  firstly,  as  the 
polymer  is stretched along an axis,  it will experience a rise  in  temperature, and second,  the 
elastic modulus of the material increases as the temperature of the material increases, which 
is a stark contrast to the behaviour of other classes of materials under the same conditions. 
These phenomena are the result of the thermodynamic entropy within the system, which  is 
defined  as  being  a measure  of  the  disorder within  a  given  system,  in  that  as  the  system 
becomes more ordered  the entropy decreases  and  tends  towards  zero. The heating of  the 
material as the polymer is stretched, or becoming more ordered compared to the disordered 
unstressed situation, occurs as the entropy is decreasing there is more energy available to be 
lost as heat, which therefore  increases the temperature of the material. The temperature of 
elastomer polymers  is also  important to their mechanical properties. All elastomers must be 
above  their  respective  glass  transition  temperatures  in  order  to  display  the  characteristics 
described here, as at  temperatures below  the glass  transition  temperature  the material will 
become brittle and more likely to fracture. 
In  summary,  for  a  polymer  to  be  classed  as  an  elastomeric  polymer  it  must  have  an 
amorphous cross‐linked structure, where the bonds between the molecules are free enough 
to respond to rapidly applied  force, and the temperature must be below the polymers glass 
transition temperature. 
2.2.2 Plastics	
The class of plastic polymers is most probably the largest of the polymer classes and contains 
many  sub‐classes.  Plastics  exhibit  a  very wide  range  of  different  properties,  such  as  being 
brittle to stiff or exhibiting elastic or plastic deformations when stressed. Polymers within the 
plastics class may have any of the structures described previously, and it has been said that: 
“All plastics are polymers but not all polymers are plastics” 
 (Case Western Reserve University, 2004) 
There are a number of sub‐classes that can be collected together under the plastics heading. 
The following will describe some of these classes. 
2.2.2.1 Thermoplastics	
Thermoplastic polymers are materials that soften when exposed to appropriate temperature 
and  pressure  conditions  and  re‐harden  upon  cooling.  This  procedure  can  be  repeated  any 
number of times, although there may be possible degradation of the material with excessive 
reforming. This is advantageous as the material can be reused and recycled relatively easily by 
reheating the polymer and reshaping. 
The  reusable  nature  of  these  thermoplastic materials  comes  from  their  construction.  The 
molecules  within  the  material  are  a  series  of  long  chains  that,  despite  their  straight 
diagrammatic representation, are tangled and  inter‐mixed with each other not unlike a bowl 
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of  spaghetti.  These molecules  are  bound  together  by  the  van  der Waals  forces  that  are 
present  between  the  molecules  along  with  the  physical  entanglement  of  the  molecules 
wrapping around each other. Heating allows for movement of the molecules, breaking many 
of  the weak  bonds  and  disentangling  the molecules  from  one  another.  Cooling  slows  the 
movement of the molecules allowing for the bonds to reform and the molecules to entangle. 
2.2.2.2 Thermoplastic	Elastomers	
There  are  some  polymeric  materials  that  exhibit  elastomeric  properties  similar  to 
conventional  rubbers,  without  the  need  for  the  irreversible  effects  of  vulcanisation, 
immediately  when  cooled  and  thermoplastic  properties  when  heated  above  the  glass 
transition  temperature.    Put  simply,  thermoplastic  elastomers  will  flow  easily  at  high 
temperatures but become solid and rubber‐like upon cooling to room temperature. 
The reasoning behind this effect is that the cross‐linking bonds between the polymeric chains 
differs  from normal elastomers,  in  that  they may be caused by a weak, physical,  ‘hydrogen 
bond’  that  is  different  to  the  usual  chemical  covalent  bonding  between molecules.  As  all 
thermoplastic  elastomers  are  at  least  two‐phase  systems  the  simplest  example  of  this  is 
occurs where a block copolymer  is made up of a soft, flexible rubbery polymer phase that  is 
bookended by  smaller blocks of a much harder polymer which becomes  fluid when heated 
whilst solid at room temperature.  
As  the  two  polymeric  segments  are  incompatible,  the  outer  polymers  have  a  tendency  to 
coalesce into small groups, known as ‘domains’, dispersed within a matrix of the larger, softer 
polymer,  forming hard  cross‐links  that physically  join  together  the  soft elastomer  chains  to 
form  a  network  in  a  similar  way  to  rubbers  after  vulcanisation.  Upon  heating,  the  small 
domains  lose  their  strength  and  are  dispersed  and  the  polymer  becomes  essentially  a 
thermoplastic  until  allowed  to  cool,  where  the  aforementioned  properties  are  restored. 
(Holden, 1987)   
2.2.2.3 Thermosets	
Thermosetting  polymers  are materials  that will  soften  upon  first  being  exposed  to  a  high 
temperature environment, however, unlike thermoplastics, a chemical change takes place and 
the material  cools  to become hard and unable  to be  reformed by  reheating. This  is due  to 
further  polymerisation  occurring  during  the  heating,  also  known  as  curing,  process  that 
creates a three‐dimensional network structure instead of the original molecular structure. This 
process is advantageous as objects made from thermosetting polymers can be used in higher 
temperature  environments  than  thermoplastics  and  are  generally  less  chemically  reactive. 
There also exist thermosetting polymers that will cure  in ambient conditions, known as cold‐
setting materials. The process  is  identical for these polymers but the reaction temperature  is 
lowered accordingly. (John, 2003) 
2.3 Crystallinity	in	Polymers	
Polymers can form crystalline structures, much like for other material types such as metals or 
ceramics;  however  there  are  also  cases  where  the  polymer  exhibits  no  semblance  of  an 
ordered  structure whatsoever.  Polymeric materials  can  be  categorised  into  three  different 
types depending upon  their structure: Crystalline polymers, where  the molecules  that make 
up the polymer are ordered in such a way that a recurring unit, referred to as the unit cell, can 
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be seen to be repeated within the structure of the polymer; Amorphous polymers, where the 
molecules are not arranged or ordered  in any repeatable fashion and no unit cell exists; and 
Semi‐Crystalline polymers that are a mixture of the two. 
2.3.1 Crystalline	Polymers	
Polymers, in the generality, have a tendency to form long molecular chains, which in an ideal 
situation  would  prefer  to  form  in  long  straight  chains,  neatly  ordered.  However,  most 
polymers are unable to maintain this degree of linearity and therefore can only stretch out for 
a distance of around 10nm (100Å) before they fold back on themselves These folded polymer 
chains will  then  ‘stack’  to  form  groups  called  lamella, or platelets.  The  lamellae  are of  the 
order  of  10μm  long  and  may  form  a  multi‐layered  structure.  (Macrogalleria  ‐  Polymer 
Crystallinity) 
The crystallinity, or non‐crystallinity, of a polymer can be observed using X‐ray diffraction, for 
which many polymers will yield a diffraction pattern that would indicate a crystalline or even 
semi‐crystalline  structure,  or  Differential  Scanning  Calorimetry  where  analysis  of  the 
exothermic crystallisation peak or the endothermic melting peak will describe the amount of 
crystallinity in the material.  
Crystalline polymers can be created by allowing a melted polymer a long cooling time in order 
to ensure that the chains have sufficient time to reorder themselves into the crystal structure. 
The structure of the polymers to be crystallised plays a great part in determining the degree of 
crystallinity of the resulting polymer. The physical properties of the polymer can be changed 
by allowing a crystal structure  to  form; most notably  the  thermal properties of  the polymer 
are affected in such a way that more energy is required to melt the polymer compared to an 
amorphous state. 
It  is  important to note that no polymers are totally crystalline,  in that all  include some small 
amorphous region, although there are some highly crystalline polymers. 
2.3.2 Amorphous	Polymers	
If no discernable crystalline structure  forms within a polymer, the molecules have a random 
arrangement  and  the  polymer  is  said  to  be  Amorphous.  This  means  that  the  polymer 
resembles a  ‘spaghetti‐like’ composition. Amorphous polymers are often created by cooling 
molten polymers quickly enough that no crystal structure can form within it. The amorphous 
regions within a semi‐crystalline polymer counteract the brittleness induced by crystallinity by 
increasing the toughness of the material. 
2.3.3 Semi‐Crystalline	Polymers	
More often than not, the polymeric structure consists of a mixture of both of these concepts, 
in that some of the polymer is crystalline, and the spaces between these crystalline elements 
are obviously amorphous. This state is called a semi‐crystalline polymer.  
 
2.4 Polymeric	Materials	under	Investigation	
As  stated previously,  the polymeric materials  that have been used  in  this  investigation  are 
structural variants of polyethylene (PE) namely: Low Density Polyethylene, (LDPE); Linear Low 
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Density Polyethylene,  (LLDPE); High Density Polyethylene,  (HDPE); and Ultra‐High Molecular 
Weight Polyethylene, (UHMWPE).  These materials have been reinforced by nanometre‐scale 
particles  in  the  form of Carbon Black  (CB), Titanium Dioxide  (TiO2), Exfoliated Nanoclay and 
Carbon Nanotubes (CNT) that can be considered as three‐, three‐, two‐ and one‐dimensional 
fillers respectively.  
All of  the aforementioned are  thermoplastic polymers, which exhibit a  reversible  transition 
from a solid material to an easily processable soft‐to‐liquid state upon heating. This property 
makes  these materials  ideal  for  sample  preparation  by  heating  and  reformation, which  is 
unachievable with conventional thermosetting materials. 
2.4.1 Polyethylene	(PE)	
 
Figure 2.1 ‐ Polyethylene Repeating Unit 
Polyethylene (also known as Polythene), abbreviated to PE, is the most widely used of all the 
plastics, and generally finds its uses within the packaging industry in the form of bags, films or 
containers. Polyethylene is a vinyl polymer created by polymerising long chains of the gaseous 
monomer Ethylene (C2H4), the vinyl, or repeating, unit of which is shown in Figure 2.1, above. 
The polymerisation process used  in polymerising ethylene  is  the one known as Addition, or 
Free Radical, Polymerisation. 
Ethylene  is  the  simplest of  the alkenes, discovered  in 1933 and commercialised  in 1939, an 
unsaturated  hydrocarbon  with  only  a  single  carbon‐carbon  double  bond  and  a  pair  of 
hydrogen atoms attached  to each carbon atom. Technically speaking,  the chemical name of 
the polymerised ethylene should be Polyethene as the ethylene molecules convert to Ethane 
(C2H6) upon polymerisation due to the collapse of the carbon‐carbon double bondi.  
Polyethylene is a thermoplastic, as described in Section 2.2.2.1 on page 20, which means that 
it can be heated to a soft or liquid state and reformed to a solid upon cooling almost infinitely. 
The glass  transition  temperature of polyethylene  is around  ‐120°C  (Nielson, 1974)  , and  the 
melting point is around 240°C. (International Labour Organisation, International Occupational 
Safety and Health Information Centre (CIS)) 
One downside to the commercial use of Polyethylene  in manufacturing  is the environmental 
factor  as  the  material  takes  a  long  time  to  biodegrade  in  landfill.  Whilst  this  property 
significantly  increases  the  useable  life  of  the  manufactured  product  its  impact  on  the 
                                                            
i Alkenes have the suffix "‐ene" to  indicate the presence of a carbon‐carbon double bond  in the vinyl 
monomer whereas Alkanes have the suffix "‐ane" to describe the single carbon‐carbon bonding in the 
respective monomer. As an aside, the prefix "Eth" present  in both Ethane and Ethene (also known as 
Ethylene  for  historical  reasons)  refers  to  there  being  two  carbon  atoms  within  the  monomer. 
(International Union of Pure and Applied Chemistry (IUPAC), 1979) 
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environment  cannot be  simply  ignored. Recent advances have  led  to  the production of  so‐
called ‘bioplastics’ or ‘biopolymers’ where ethylene (and subsequently Polyethylene) has been 
converted from ethanol that is in turn sourced from sugarcane. This process converts 99% of 
the  ethanol  to  ethylene with  the  sole waste product being water  that  can be purified  and 
reused. (Phillips, 2008) 
Different  structural  configurations of Polyethylene  are possible due  to branching, where  at 
certain points along  the chain;  the carbon atom  is covalently bonded  to  the end of another 
Polyethylene chain  instead of  the expected hydrogen atom. This causes  two variants of  the 
Polyethylene,  branched  and  linear  to  appear.  From  these  two  variations  it  is  possible  to 
further modify  the  polymer  structure  by  varying  the molecular weight  of  the  polymerised 
structure. Below is a description of the variations of Polyethylene relevant to this project: 
2.4.1.1 Low	Density	Polyethylene	(LDPE)	
As  described  above,  Polyethylene  chains  can  experience  a  degree  of  branching,  and  in 
particular  LDPE  has  a  high  degree  of  branching,  with  a  large  amount  of  long  and  short 
branches emanating randomly from the central chain structure in a way similar to that shown 
in  Figure  2.2,  below.  Typically,  there  are  approximately  three  branches  per  hundred main‐
chain carbon atoms (McCrum, Buckley, & Bucknall, 1997). 
 
Figure 2.2 ‐ Branched Structure of LDPE (Macrogalleria ‐ Polyethylene) 
The  result  of  the  extent  of  the  branching  is  that  LDPE  has  high  ductility  and  low  tensile 
properties  due  to  the  weak  van  der  Waals  interactions  with  other  chain  molecules.  The 
branching also serves to  lower the density of the material as fewer molecules are able to be 
packed into the crystal structure of the material.  
LDPE  is  a  translucent  material  with  good  chemical  resistance,  easy  processability  and 
reasonable  toughness.  LDPE  typically  has  a  density  in  the  region  of  910‐940kg/m3 with  a 
crystallinity of 35‐55% (Fuzail, 2008). LDPE also has a tensile strength of around 10MPa. (The A 
to Z of Materials, 2001) Commercially, LDPE is to be found in a lot of packaging solutions, such 
as plastic shopping bags, shampoo bottles and as a lining for Tetra‐Pak® cartons.  
2.4.1.2 Linear	Low	Density	Polyethylene	(LLDPE)	
Linear Low Density Polyethylene is the unfortunately named variant of LDPE, albeit produced 
by a different process, which despite the name is not linear but side‐branched similar to LDPE 
although with shorter branches. This difference  in the structure  leads to  interesting property 
changes during processing and application, for instance, LLDPE has a lower viscosity than LDPE 
which  means  that  as  the  applied  strain  to  the  material  is  increased  the  long  branches 
exhibited by  LDPE  start  to entangle and  lead  the material  to  strain harden, a property  that 
LLDPE does not  inherently possess due  to  the  smaller branches  ‘slipping’ past one‐another 
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without entanglement. The shorter chain branches also  led to a slightly harder processability 
than  LDPE  in  extrusion  processes, where  LLDPE’s  shear  resistance means  that  there  is  no 
change in its viscosity compared to the lowering of LDPE’s viscosity in the same process. 
LLDPE has a  tensile  strength  roughly double  that of  LDPE, of around 20MPa  (The A  to Z of 
Materials,  2001)  which  leads  to  a  greater  impact  resistance  than  LDPE,  within  the  same 
density and crystallinity range (915‐925kg/m3, 35‐60%) (Fuzail, 2008).  
Commercially,  LLDPE  is  used  in  making  plastic  bags,  buckets  and  food  wrapping  due  to 
needing a reduced thickness than LDPE for the same application. 
2.4.1.3 High	Density	Polyethylene	(HDPE)	
High Density Polyethylene  is a polymer that exhibits a high degree of crystallinity and can be 
moulded without difficulty. Unfortunately, HDPE  is susceptible  to cracking under high stress 
and  has  a  low  resistance  to  ultra‐violet  light.  HDPE  shows  evidence  of  even  shorter  side‐
branching than LLDPE leading to improved mechanical properties over LLDPE.  
HDPE again shows significant  improvement  in  tensile strength compared to LLDPE and LDPE 
with a quoted 32MPa to compare against the 20MPa and 10MPa stated above for LLDPE and 
LDPE  respectively.  (The A  to Z of Materials, 2001) The accepted density of HDPE  is cited as 
being 941‐959kg/m3and  the crystallinity given as 50‐90%  (Fuzail, 2008).  In  Industry, HDPE  is 
used for pipework associated with the gas and water supply systems and commercially, HDPE 
can be found in all manner of products from milk bottles to children’s toys. 
2.4.1.4 Ultra‐High	Molecular	Weight	Polyethylene	(UHMWPE)	
UHMWPE is known to have extremely good chemical resistance to both acids and alkalis, and 
is  commonly  used  in  industrial  applications where  this  and  the materials  inherent  cut  and 
wear resistance, are key features (John, 2003). A major inconvenience of UHMWPE, however, 
is due  to  its extremely high melt  viscosity  the material  is difficult  to process with  common 
industrial techniques. 
UHMWPE exhibits extremely long chains with little or no side branching along the length and 
molecular  weights  of  the  order  of  2‐6  million  per  molecule.  Due  to  the  intermolecular 
interactive  forces  that  this  achieves,  the  resultant  polymer  is  incredibly  tough  and  has  the 
highest recorded impact strength for any current thermoplastic polymer. 
UHMWPE clearly shows an improvement upon HDPE, with a reported 35MPa tensile strength, 
although the difference  is not as pronounced as that between HDPE and LLDPE for example, 
as described above  (The A  to Z of Materials, 2001). The density of UHMWPE  is given  to be 
around 930‐935kg/m3and  the  crystallinity given as between 45% and 80%  (Fuzail, 2008).  In 
UHMWPE materials the polymer chains are all aligned in the same direction, which explains its 
improved properties over LDPE, LLDPE and HDPE. 
 Commercially, UHMWPE has been used  for artificial  joints  in hip replacements  for example, 
chopping  boards,  body  armour  in  either  sheet  or  fibre  form  (marketed  under  DSM’s 
Dyneema® or Honeywell's Spectra® names for example) and as a surface material for artificial 
ice skating rinks.  
26 
 
2.4.1.5 UHMWPE	and	HDPE	Blended	Materials	
In  this  project  a  number  of  Ultra  High  Molecular  Weight  and  High  Density  Polyethylene 
blended  materials  were  produced  by  the  Department  of  Materials  using  a  twin‐screw 
extrusion  process,  both with  and without  nanofiller materials.  In  the  twin‐screw  extruder 
powdered  polymers,  in  this  case  UHMWPE  and  HDPE  in  the  required  concentrations,  are 
gravity‐fed  from a hopper  into  the barrel of  the extruder which  contains  two  long  rotating 
screws as shown  in Figure 2.3 below. Once within the heated screw area, the polymer melts 
and is forced by the screw action to the throat (shown on the right of the below figure) where 
the  molten  mixture  is  forced  out  into  the  die,  which  determines  the  final  shape  of  the 
extruded polymer. In our case, once cooled the extruded mixture is pelleted for forming into 
samples  in the manner described  in section 2.5.1.1 below. For reference; the screw rotation 
was  set  to  rotate  at  400rpm  at  a  temperature  of  190°C within  the  blending  area  and  the 
extruder has a die diameter of 1.5mm. 
 
Figure 2.3 ‐ Cross‐Section of a Twin Screw Extruder (Twin Screw Extrusion, 2001) 
The nano‐filled materials were created by pre‐mixing the component polymers with the fillers 
and then in‐turn blending the powdered filled polymers using the aforementioned twin‐screw 
extruder.  
The  use  of  the  HDPE  in  these  blends  is  two‐fold;  firstly,  the  HDPE  is  used  to  reduce  the 
entanglement of the UHMWPE polymer chains (commonly measured as the viscosity) during 
the melting process and  therefore enhance  the processability of  the UHMWPE whilst  in  its 
melted state, making  it more susceptible to acceptance of the nanofiller materials. Secondly, 
the  inclusion of a weight percentage of High Density Polyethylene dramatically  reduces  the 
cost  of  processing  the  virgin UHMWPE,  and may  present  a more  cost‐effective  solution  to 
industry if the blended materials can be shown to have identical or more desirable properties 
than standard UHMWPE either in the ‘pure’ state or mixed with nanofillers. 
2.4.2 Filler	Materials	
Polyethylene  is fairly receptive to the  integration of particulate  (and smaller) filler materials, 
especially  when  in  a  cross‐linked  state.  This  property  can  be  exploited  to  allow  the 
improvement, or  in  some  cases  the deterioration, of  the mechanical,  chemical or electrical 
properties  of  the  Polyethylene.  The  literature  records  that  inorganic mineral  fillers;  of  the 
form of Clays, Calcium Carbonate or Magnesium Silicate (Talc); have been used to improve the 
thermomechanical properties of  the Polyethylene;  i.e.  the  cut or deformation  resistance,  a 
property we are interested in. (Dave, 2001) 
27 
 
The addition of  filler materials may also have a beneficial effect other  than  concerning  the 
properties  of  the material.  Filler materials  have  also  been  added  to  polymer matrices  to 
change  the  properties  of  a  cheap material  in  order  to make  it  behave  like  an  expensive 
counterpart  for  cost‐saving or  to  change  the  colour of  the material  to  save on painting, or 
similar, during production of commercial goods. (Tess & Poehlein, 1985) 
It is prudent when considering filled materials that they not undergo 'microphase separation', 
where the filler materials ‘clump’ together and form, albeit nanometre‐scale, domains of just 
the filler material, such that the filler is not adequately dispersed in the matrix of the polymer 
component. This  is disadvantageous to the material as the effect of the fillers  is  localised to 
the domains and not the same over the bulk of the material. This separation  is analogous to 
the macrophase  immiscibility  of water  and  oil, whereupon  the  introduction  of  one  to  the 
other,  and  even  after  vigorous mixture,  the  two  compounds  phase  separate  due  to  their 
incompatibility.  
The separation in the filled polymers, however, cannot be as pronounced as for oil and water 
as  the  structure  does  not  allow  this,  thereby  eliminating  the  possibility  of  macroscopic 
separation but  there  is always  the opportunity  for microscopic  separation of  the composite 
into the aforementioned matrix with separate domains of the nano‐scale filler. 
Other morphological  geometries  can  be  obtained  from  fillers with  different  structures,  for 
example a  layered  lamellar structure  is obtained from the  intercalation of thin  layers of filler 
by the long polymer chains. 
As mentioned briefly  in  the  introductory  chapter, generally  filler materials  can be  classified 
into one of three categories: Three‐Dimensional Particles, which for this project will be Carbon 
Black  and  Titanium Dioxide;  Two‐Dimensional  Layered Materials,  represented  by  Inorganic 
Exfoliated Nanoclays; and essentially One‐Dimensional Small Structural Components, Carbon 
Nanotubes.  These  filler materials were mainly  chosen  to  investigate  the  effect  that  these 
structures  have  upon  the  polymer  composite’s  final  properties.  The  filler  materials 
themselves, with the exception of the Carbon Nanotubes, were chosen due to being relatively 
cheap and readily available. The Carbon Nanotubes were used both in order to investigate the 
effect of essentially one‐dimensional filler materials and also due to the wondrous properties 
of Carbon Nanotubes described by the literature (Ajayan & Zhou, 2001). 
2.4.2.1 Carbon	Black	(CB)	
Carbon black is virtually pure carbon in three‐dimensional particulate form that displays a high 
surface‐area‐to‐volume ratio.   Carbon Black  is produced  in a furnace reactor as a product of 
the burning of either heavy aromatic oils in a process known as the 'furnace black process', or 
natural gas in the 'thermal black process', in an atmosphere devoid of oxygen and is used both 
as  a  pigment  and  a  reinforcement  filler  in  rubber  tyres,  radar‐absorbent  materials  and 
photocopier (and laser printer) toner.  
Carbon  Black  is  both  chemically  and  physically  dissimilar  from  Soot  as  the  former  is  usual 
around  97%  Carbon,  and  the  particles  are  arranged  as  an  aciniform.  The  latter,  soot,  is 
generally  vastly  impure,  as  they  are  the  by‐product  of  the  incomplete  combustion  of 
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hydrocarbons  and  is  such  usually  contaminated  with  residual  fuel  particles  such  that  the 
carbon content is typically less than 60%. 
Despite  the  Carbon  Black  particles  having  diameters  generally  in  the  range  of  10‐300 
nanometres, they are not classed as nanoparticles due to the agglomeration of the particles 
into the aforementioned aciniform, which are usually of the order of 100‐1000nm in diameter. 
It  is possible to break the agglomerates down  into the nanoparticulate form by shearing the 
clump enough to break the van der Waals forces binding the particles together. 
More details  about  the processes  involved  in  creating Carbon Black  are  available  from  the 
Carbon Black Association. (International Carbon Black Association (ICBA), 2005) 
 
Figure 2.4 ‐ TEM image of 75wt% UHMWPE/25wt% HDPE Blend with 2wt% Carbon Black Nanofiller  
(Image Courtesy of Dongyu Cai, Department of Materials) 
The above image, Figure 2.4, is an example Transmission Electron Microscopy (TEM) image of 
a UHMWPE/HDPE blended material that has been filled with Carbon Black to 2% of the weight 
of  the  sample,  similar  to  the materials  used  later  in  the  project.  The  image was  taken  at 
40,000x magnification by Dongyu Cai of the Department of Materials, who also supplied the 
materials  for  testing and  the  further TEM  images shown  later  in  this section. The  figure  is a 
good example of the aciniform structure typical of Carbon Black particles, where they tend to 
group together (as shown by the light coloured agglomerates, or ‘clumps’, in the figure). 
The specific Carbon Black used within  this  investigation  is Cabot Corporation’s Black Pearls® 
4040  pigment  black  that  have  a  reported  density  in  the  range  of  1700‐1900kg/m3  (Cabot 
Corporation, 2007). 
2.4.2.2 Titanium	Dioxide	(TiO2)	
Titanium Dioxide  is a naturally occurring oxide of  the chemical element Titanium, which has 
the  chemical  formula  TiO2  due  to  its  dual‐Oxygen  formulation.  Titanium  Dioxide  has  the 
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additional name Titanium(IV) oxide recognised by the International Union of Pure and Applied 
Chemistry (IUPAC), and the names are used interchangeably throughout the Materials Science 
and Chemistry fields.  
Titanium Dioxide has found many uses within many industries since its first discovery. As one 
of the whitest pure substances, exhibiting a high refractive  index,  it has been  long used as a 
pigment  for  lightening or  indeed whitening  the colour of paints, papers, plastics,  foodstuffs, 
medicines  and  cosmetics.  TiO2  is  also  highly  resistant  to Ultraviolet  (UV)  light,  and  is  used 
extensively in the plastics industry to reduce degradation and in suncreams to protect the skin 
from the harmful effects of UV light. Despite the use of TiO2 in foodstuffs and cosmetics since 
the  late 1960’s/early 1970’s  respectively,  it has  to be  regarded as a potentially carcinogenic 
material if the particulate form is inhaled (Argex Mining Inc., 2012).  
2.4.2.3 Exfoliated	Nanoclay(Clay)	
Polymer‐Clay nanocomposites have been around  since  their  invention  in  the mid 1980’s by 
the  Toyota  Central  R&D  Labs.  Inc.,  Japan,  and  consists  of  layers  of  silicate  clay minerals 
dispersed within a polymer matrix. Polymers with small amounts of clay components are able 
to  be  moulded  as  for  the  virgin  polymer,  and  have  been  reported  to  possess  superior 
mechanical,  thermal and barrier properties  to  that of  the unfilled polymer  (Okada & Usuki, 
2006). As an example of the increase in mechanical properties, Durmuş et al. (Durmuş, Woo, 
Kaşgöz,  Macosko,  &  Tsapatsis,  2007)  observed  an  increase  in  tensile  yield  stress  of  a 
composite of Oxidised Polyethylene  (Ox‐PE) with 5phr organo‐clay of 31% over pure  LLDPE 
(13.0MPa and 9.9MPa respectively). 
Okada and Usuki, in their 2006 retrospective of the polymer‐clay composite field, referenced 
above, set the threshold for processability at a weight percentage of around 5wt% for the clay 
content, with much higher percentages leading to brittle, rough‐surfaced, materials that were 
detrimental to the desired properties. Clay nanoparticles are usually platelets, either  layered 
or not, – the different structures explained below‐ in order to give a larger contact surface to 
that of fibrous filler materials. 
Figure 2.5, below, shows the different mechanisms of the layered silicate clay dispersal within 
the polymer‐clay composites.  
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Figure 2.5 ‐ Different Methods of Silicate‐Polymer Composition (Alexandre & Dubois, 2000) 
Figure  2.5a  shows  the  situation where  the  layered  silicate  is  left  “whole”  and  is  dispersed 
within  the matrix  in a manner not unlike  the  case  for Carbon Black, mentioned previously, 
where the polymer surrounds the clay elements and the two phases are separate.  
Figure 2.5b  is an example of  Intercalation, where  the  layers of  the silicate are gently  forced 
apart by encroaching polymer chains, which  interlace between  the  layers of the clay.  In this 
intercalated form, the clay retains most of its layered structure, albeit with the polymer chains 
now separating the layers, which is different to the case for Figure 2.5c.  
Figure 2.5c shows an Exfoliated composite where the impinging polymer chains now separate 
the  layers  completely,  and  the  layers  are  dispersed  randomly,  and  homogeneously, 
throughout  the  polymer matrix  such  that  the  polymer  chains  now weave  in  amongst  the 
separated  layers  and  no  discernable  structure  can  be  identified.  For  the  purposes  of  this 
investigation, exfoliated nanocomposites will be used, such as in Figure 2.6 below. 
Layered Silicate Polymer
a) Phase Seperated
(Microcomposite)
b) Intercalated
(Nanocomposite)
c) Exfoliated
(Nanocomposite)
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Figure 2.6 ‐ TEM image of 0.5wt% Nanoclay Nanofiller in a Polyethylene Matrix  
(Image Courtesy of Dongyu Cai, Department of Materials) 
Figure 2.6, above,  is a TEM  image of a material similar  to  that used within  this project, and 
shows  the  separate  silicate  layers within  the polymer matrix. The  layers are evident as  the 
dark  regions  on  the  image,  the main  example  of which  stretches  across  the  centre  of  the 
image from top to bottom. 
The nanoclay  filler material used  in  the  sample preparation  is BENTONE® HC Hectorite Clay 
purchased  from  Elementis  Specialties  Inc.  This  cream‐coloured  refined  Hectorite  clay  is 
received  in powdered  form with an average particle  size of  less  than 75μm and an average 
density of 2600kg/m3  (Elementis  Specialties  Inc., 2010). Hectorite  is  a  type of mineral  clay; 
belonging  to  the  Smectitei  group,  formed  from  high  silica  content  volcanic  ash  that  was 
discovered  in the early 1940’s near to Hector, California (USA) whereupon the name derives. 
Hectorite is composed primarily of the chemical elements (in order of their appearance in the 
mineral’s chemical formula) Sodium, Magnesium, Lithium, Silicon, Oxygen and Hydrogen. The 
chemical  formula  for Hectorite  is Na0.33(Mg2.67, Li0.33)Si4O10(OH)2  (Anthony, Bideaux, Bladh, & 
Nichols, 2001).  
The method by which  the Hecotrite Nanoclay  is dispersed within  the Polyethylene matrix  is 
protected by patent WO/2010/106358, with the exact method appearing in detail as Example 
4  in  the supporting documentation which does not warrant reproduction here.  (Song & Cai, 
2010) 
                                                            
i Smectite clays are defined as having a tendency to swell upon exposure to water or other molecularly 
polar organic liquids. This classification was previously known as the Montmorillonite Group. 
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2.4.2.4 Carbon	Nanotubes	(CNT)	
Ever since  the breakthrough discovery of Carbon Nanotubes  in  the early 1990’s,  the science 
and  engineering  world  has  been  rife  with  praise  and  celebration  of  their  unprecedented 
physical and chemical properties, and many applications of these desired properties are being 
investigated in laboratories around the globe. For example, the apparent conductivity of CNT’s 
has led to work on electrically conductive polymer materials along with thermally conductive 
composite materials.  
It  is, however,  the  concept of polymer  reinforcement with CNT’s  that  is of  interest  to  this 
project,  though  fibre  reinforcement  is by  far no new  idea, with  instances  ranging  from  the 
relatively modern, and  familiar, glass‐fibre composites  to straw‐reinforced mud houses built 
over  6000  years  ago  that  all  employ  the  same  basic  concept,  albeit  on  different  scales. 
(Coleman, Kahn, & Gun'ko, 2006) 
Carbon Nanotubes are typically considered to be pseudo one‐dimensional filler materials, as 
they are essentially tubes of rolled‐up graphene sheetsi, of diameters between 1 and 100nm, 
with lengths that can range as far as the millimetre‐scale. CNT’s are generally considered to be 
one‐dimensional  due  to  a  high  length‐to‐diameter  ratio,  in  that  the  length  is  considerably 
(over  many  orders  of  magnitude)  greater  than  the  diameter  of  the  tube.  Single‐Walled 
Nanotubes (SWNT’s) consist of a single sheet of graphene rolled so that the outer edges along 
the  longest  dimension meet,  and Multi‐Walled Nanotubes  (MWNT’s)  are many  SWNT’s  of 
different  diameters  located  concentric  to  a  shared  central  axis with  an  interlayer  distance 
comparable  to  that of  the graphene  layers  in graphite. This  structure  is not unlike  the one 
seen  in  the  construction  of  coaxial  cabling. MWNT’s  are  simpler  to manufacture  in  large 
quantities  than  SWNT’s  and  are  therefore  have  found more  use  within  industry,  despite 
SWNT’s exhibiting more desirable properties than MWNT’s. 
CNT’s are reported to have Young’s Moduli greater than a Terapascal (1x1012 Pa) and a tensile 
strength  that  has  been  measured  up  to  63GPa,  making  them  an  interesting  avenue  of 
investigation  for  research  into  armour  materials.  A  more  comprehensive  review  of  the 
historical development of CNT’s  is available  in the work of Coleman et al, referenced above, 
and details of  the  chemical properties,  structure and production of CNT’s  is presented  in a 
paper  by  Paradise  and  Goswami  (Paradise  &  Goswami,  2007)  and  also  in  a  review  by 
Moniruzzaman and Winey (Moniruzzaman & Winey, 2006). 
                                                            
i Graphene is an allotrope of Carbon, where the carbon atoms exist in a hexagonal crystal lattice sheet, 
one atom thick. Many sheets of graphene are  layered to form Graphite, a common material found as 
Pencil lead. 
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Figure 2.7 ‐ TEM image of 75wt% UHMWPE/25wt% HDPE Blend with 0.5wt% Carbon Nanotube Nanofiller  
(Image Courtesy of Dongyu Cai, Department of Materials) 
In  the  above  figure,  a  TEM  image  is  presented  of  one  of  the  UHMWPE/HDPE  blended 
materials  used  within  the  project  that  has  been  filled  with  0.5wt%  Carbon  Nanotubes. 
Examples of  the Nanotubes  can be  seen  in  the  image highlighted with  the black  rings  and 
shows signs of reasonable dispersion despite minor grouping of CNT’s. The Nanotubes used in 
the  sample preparation  are NANOCYL™NC7000  series multi‐walled Carbon Nanotubes,  that 
have an average outside diameter of 9.5nm and an average length of 1.5μm (Nanocyl, 2009). 
2.5 	Materials	Breakdown	
Due  to  the availability of materials and developments  in  the blending processes during  the 
project, not all materials  could be  tested with all of  the experimental apparatus. Table 2.1, 
below,  is  a  breakdown  of  which  sample  materials  and  filler  concentrations  have  been 
investigated and the corresponding experimentation that has been performed upon them.  
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Matrix Polymer  LLDPE  HDPE  UHMWPE  Commercial UHMWPE  UH80/20HD  UH75/25HD  UH70/30HD
%
w
t F
ill
er
 M
at
er
ia
l 
Pure  
Carbon Black 
0.2%  
0.5%   
1%   
1.5%  
2%  
Carbon 
Nanotube 
0.5%   
1%  
Exfoliated 
Hectorite 
Nano‐Clay 
0.5%  
1%  
1.5%  
2%  
3%   
4%  
Titanium 
Dioxide  1%    
 Hounsfield Data Recorded   Dropweight Data Recorded   SHPB Data Recorded  
 Differential Scanning Calorimeter Data Recorded  Helium Pycnometer Data Recorded  
Table 2.1 ‐ Materials Tested by Experiment 
As described  in  the  literature  review, conventional nanofiller materials are usually added  in 
relatively large quantities, of circa 20‐30 percent by weight (%wt) but have a tendency to form 
clumps within the polymer matrix, rather than the well‐dispersed composite that is desired. It 
is for this reason that the  filler materials used  in this  investigation are used  in relatively  low 
weight fractions. For the Carbon Nanotube fillers, the literature has a few examples of where 
small  amounts  can  significantly  improve  the mechanical properties,  as described  in  section 
1.7.1.1.  
For  reference, another batch of UHMWPE was purchased  from a different brand  in  limited 
quantities  so  that  a  comparison  can  be made  between  sources.  This  sample material was 
labelled as ‘Commercial UHMWPE’ in all subsequent analysis. 
2.5.1 Sample	Specifications	
The  test  samples  used  in  all  aspects  of  this  investigation  were  solid  cylindrical  material 
specimens  that were  and  formed  from  the  raw material  supplied  in  granular  form  using  a 
combination of compression moulding and workshop finishing techniques. The test samples of 
the  dimensions:  8mm  (±  0.5mm)  diameter  and  4mm  (±  0.5mm)  height;  were  used  in  all 
mechanical tests at all strain rates.   
Davies and Hunter (Davies & Hunter, 1963),  in their work using the Split Hopkinson Pressure 
Bar (SHPB), suggested that a length to diameter ratio of 0.5 be used when producing samples 
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for  testing  in order  to minimise  frictional effects arising  from  the contact between  the bars 
and the sample influencing radial and longitudinal inertia in the sample. This criterion ensures 
that the sample length is very much shorter than the length of the incident stress pulse which 
will mean that the stress distribution within the sample is reasonably uniform throughout and 
there is less likelihood of attenuation of the strain gauge signals. 
Analysis by Bertholf and Karnes (Bertholf & Karnes, 1975)   validated the work by Davies and 
Hunter by proving that, with adequate lubrication, a length to diameter ratio of that shown by 
Equation 2.1, below, will negate the effects of friction, assuming that the material  is ductile, 
which is correct for most plastically deforming materials, and that the Poisson’s Ratio does not 
exceed 0.5. 
  length diameter⁄ ൌ ߥඥ3 4⁄ ൎ 0.5  Equation 2.1 
 
As SHPB testing will be used  in a  later chapter of this  investigation,  it  is pertinent to use this 
criterion for the production of samples for all testing regimes, as to ensure the comparability 
of results between testing regimes. 
Due care must also be taken to ensure that the faces of the samples are as flat and parallel as 
possible  to  ensure  that  when  testing  takes  place  the  compression  force  can  be  applied 
uniformly across the face of the sample.  
2.5.1.1 Preparation	Methodology	
In order  to cure  the material, which  is supplied  in granular or powdered  form,  into samples 
that conform  to  the sample dimension guidelines stated above,  the material  is compression 
moulded at high temperatures. During the early stages of this project, a number of different 
sample preparation methods were  investigated,  as outlined below, before  the  final  sample 
preparation method was settled upon. 
2.5.1.1.1 Preliminary	Method	
A preliminary method of sample preparation was used to cure a test amount of Polyethylene 
(PE) material. This method used a 200mm x 150mm x 5mm Steel plates, drilled with 99 equally 
spaced 10mm diameter holes  to act as a mould  to  form small cylindrical samples, 10mm  in 
diameter and 5mm height, which satisfied the criterion mentioned previously. In order to re‐
form  the material,  supplied  in  granular  form,  the  steel  plate  was  cleaned  overfilled  with 
material, before being sandwiched between thin films of Polytetrafluoroethylene  (PTFE) and 
solid sheets of 5mm Steel. This ‘sandwich’ arrangement was then placed between the platens 
of an industrial standard manual hot press, heated to 180°C for around 30 minutes. After the 
material had had time to fully melt and fill the holes in the mould the steel plate, the plate and 
the accompanying film sheets were removed from the press and allowed to cool. The finished 
samples were then removed from the holes by hammering out with a cylindrical steel rod to 
apply even pressure over the surface of the sample.  
These initial samples, when closely examined, were shown to contain small air bubbles where 
the air between the material granules had not had sufficient time or pressure to move to the 
surface of the sample for escape. As a result of this, upon further preparation of samples the 
pressure  in  the press was periodically  released  to allow  trapped air  to briefly escape, which 
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relies on the weight of the upper steel sheet to stop air entering and oxidising the polymer in 
its  melted  state.  Also  the  initial  batch  of  samples  exhibited  surface  curvature  where  air 
trapped between the thin PTFE film and the outer plates had swelled and pushed the film into 
the holes in the mould, indenting the ideal parallel flat surfaces. This drawback was remedied 
in future preparations by using a sheet of Teflon‐PTFE, 1mm thick, that due to the  increased 
thickness was  not  drawn  up  into  the  holes  in  the  plate  and  therefore  did  not  induce  the 
undesired surface curvature. 
As  the  Polyethylene  (PE)  material  used  in  the  above  test  was  not  to  intended  to  be 
investigated in the rest of the project at that time, a batch of samples of SEPS block copolymer 
(An  initial  project  material,  Kuraray  Co.  SEPTON™  2104,  65%  polystyrene  content)  were 
produced using  the method described above, with  the aforementioned  improvements. The 
material melted fully as expected, however, upon cooling  it was found that the material had 
adhered  to  the mould plate, and any attempts  to  remove by  the above method  resulted  in 
breakages  and  shattering  within  the  sample,  rendering  it  useless  for  testing.  It  was  then 
decided  that  a  new multi‐part mould would  be  created  and  a  lubricant  film  spray  used  to 
enable easy removal of samples after cooling. 
2.5.1.1.2 Separable	Mould	Method	1	
As  described  previously,  to  attain  samples  that  are  roughly  the  correct  size  and  shape,  a 
specifically  designed mould  has  to  be  used.  The  exact  design  of  the  constructed mould  is 
shown  in    Figure  2.8  and  Figure  2.9, with  the  latter  demonstrating  the  removable  centre 
sections  of  the  mould  that  allow  for  ease  of  sample  removal,  alleviating  a  problem 
encountered  in early attempts at sample preparation. The mould  itself  is constructed from a 
5mm thick sheet of Stainless Steel that  is 125mm square with  internal holes  in the mould of 
10mm diameter. 
 
Figure 2.8 ‐ Sample Preparation Mould (Complete) 
X Y Z
X Y Z
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Figure 2.9 ‐ Sample Preparation Mould (Separated) 
 Prior  to  sample preparation  the  stainless  steel mould and  finishing plates,  to be described 
later, were cleaned with Acetone, a chemical cleaning  fluid,  to  remove dirt and grease  that 
may contaminate the samples and  left to air‐dry. The mould was then  liberally sprayed both 
sides with a thick layer of PTFE Mould Release Spray (Rocol) to act as a release agent to aid in 
the removal of the cured material from the centre of the mould and any overflowed material 
from the sides.  
The  mould  was  then  placed  in  a  ‘sandwich’  arrangement  with  first  Teflon‐PTFE 
(Polytetrafluoroethene) sheets, of 1mm  thickness, which were used  to prevent  the material 
adhering to the outer layer of thick Steel plates and to also allow air to escape upon pressure 
release which will reduce the chances that bubbles may form. This arrangement was further 
encased by the aforementioned thick steel plates, which are of slightly larger dimensions than 
the mould, which evenly distribute the pressure from the moving hot press platen across the 
surface of the mould and also lower the possibility of material sticking to the press equipment. 
Prior to  loading the  ‘sandwich’ mould arrangement  into the hot press, some of the granular 
material was placed underneath the mould plate and then the mould overfilled in an attempt 
to reduce the onset of bubbles and gaps in the finished sample, before the covering layers of 
Teflon‐PTFE and Steel were replaced. 
The machinery used to cure these sample plates  is an  industry standard hydraulic hot press, 
set for a temperature of 210°C where the pressure between the top and bottom plates is read 
to be approximately 180bar. The procedure used was as follows: First the mould assembly was 
placed in the press for 10 minutes with no pressure applied to allow for the material to start 
to melt, then full pressure was repeatedly applied for 2, 3, 2 and 15 minutes with the pressure 
being  released  in between, which  allows  trapped  air  to  escape,  retarding  the  formation of 
bubbles in the final sample. The mould was then allowed to cool in a cold manual press before 
the outer plating and Teflon‐PTFE sheets were removed to allow the sample material, still  in 
the mould, to be checked for bubbles and surface flatness.  
If there were bubbles present in the samples, or the surfaces of the samples were not smooth 
and flat, then the mould was placed between cleaned and PTFE spray‐coated Stainless Steel 
X Y Z
X Y Z
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sheets and returned to the hot press for 5 minutes of sustained pressure before being cooled 
in a manual press, where pressure up to 10,000kg was repeatedly applied and released a few 
times to attempt to draw out surface bubbles.  
Once cooled,  the  ‘sandwich’ mould arrangement was prised apart and  the centre section of 
the mould dislodged by use of a hammer, so  that  the centre pieces can be easily separated 
without damaging the sample as would have occurred if the mould was solid and the samples 
had  to  be  hammered  out  individually  as  had  happened  in  previous  work.  The  removed 
samples  then had  the extraneous  flashing of extra material  that had been  flattened against 
the mould in between the samples removed using a craft knife. These trimmed samples were 
then adhered to the ends of a number of Polymethylmethacrylate (PMMA) rods which can be 
held in place whilst the samples were turned on a lathe in the Physics Department workshop 
to reduce to the stated dimensions. 
2.5.1.1.3 Flat	Plate	Method	
The next method was  investigated  to  improve upon  the  time‐consuming method described 
above.  This method  involved  use  of  a mould  to  create  a  sheet  of material  that  is  100mm 
square and 5mm thick so that samples could be drilled directly from the sheet using a hole‐
cutting drill bit. The mould used was slightly oversized in height to allow for material shrinkage 
and the final samples had the upper and lower face ground to be flat and parallel, accounting 
for  the  extra material  needed  in  producing  the  sheet.  This method, with  the  sheet  being 
produced  in a similar fashion to that of the previous method, yields more samples, circa 40; 
than the 10 produced using the previous method per preparation, and the machining time  is 
significantly reduced as the samples no longer have to be shaped individually, however some 
machining to ensure  flatness of the ends of the samples may be needed and the occasional 
sample must be discarded due to being mangled by the drilling process. 
2.5.1.1.4 Separable	Mould	Method	2	(Final	Mould	Design)	
The  final  sample  preparation  method  used,  by  which  all  the  testing  samples  described 
henceforth  have  been  prepared  by,  is  an  advancement  of  the multi‐part  separable mould 
concept,  as  shown  in  Figure  2.10,  below,  that  comprises  of  a  circular  Steel  plunger  and 
recessed mould that sits upon a 5mm Steel base plate.  
 
5mm Diameter Bolts (x3)
Steel Plunger
Steel Mould
Thin Teflon Sheet 
Steel Base
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Figure 2.10 ‐ Final Mould Design 
The base of  the  Steel mould  shown  in  the  above  figure  is drilled with nine 8mm diameter 
holes. For  the preparation of  the different Polyethylene sample materials  (LLDPE, HDPE and 
UHMWPE with nanofillers) an additional  thin  teflon  film  sheet was placed under  the mould 
and plunger assembly to stop the spillage of the molten sample material onto the base plate 
during the process. No release spray was needed when preparing the Polyethylene samples as 
there is weak adhesion between the material and the Steel mould.  
The machinery used to melt and reform the sample material  is an  industry standard manual 
hot press,  set  for  the preparation of  Linear  Low Density Polyethylene  (LLDPE)  samples  to a 
temperature of 170°C, 180°C for High Density Polyethylene (HDPE) sample preparation and for 
the  preparation  of  Ultra  High  Molecular  Weight  Polyethylene  (UHMWPE)  samples  to  a 
temperature of 200°C.  
The  procedure  for  the  preparation  of  the  Polyethylene  samples  was  as  follows:  First  the 
Mould was  assembled  as  in  the  above  figure, without  the  bolts, with  a  small  amount  of 
sample material placed in between the plunger and the mould. This assembly was placed into 
the press, with no applied pressure, for 5 minutes to warm the material and the press plates 
up  to  the  desired  temperature.  After  this  a  pressure  was  applied  to  the  assembly  of 
approximately 7000kg, defined as applying on an area of diameter 10‐16cm, for 2 minutes (5 
minutes for the UHMWPE and blended samples)before increasing the pressure to 15000kg for 
a further 3 minutes (5 minutes). Upon reaching this time  limit the assembly was removed to 
an identical press that was not heated, where it was subjected to a pressure of 15000kg for 5 
minutes  to  cool. As  shown  in  the above diagram,  the Steel plunger  is drilled at  three equi‐
circumferential points  to allow  for  three 5mm bolts  to be driven  in after  the assembly has 
cooled so that the mould can be slowly and evenly prised apart by using an Allen key to undo 
each  bolt  a  little  at  a  time  until  the mould  is  released.  The  formed  samples  can  then  be 
carefully pushed out of the mould, as a single unit with the samples connected by a thin sprue 
of extraneous material. The  individual samples are removed from the sprue by hammering a 
hollow punch, of  internal diameter matching  that of  the  samples, which  is placed over  the 
formed sample.  
2.5.1.2 Sample	Lubrication	
Before testing, for both the quasi‐static and the high strain rate (discussed  later) testing, the 
equipment immediately surrounding the samples was lubricated to ensure that ‘barrelling’ of 
the sample does not occur. The samples were not  lubricated  in  the  intermediate strain rate 
test on  the dropweight apparatus as  this will  interfere with  the analysis.  Lubrication of  the 
sample in compressive testing is very important as proper lubrication of the sample during the 
test will alleviate any frictional effects that may occur, which could lead to deformation of the 
sample by a process known as Barrelling. Barrelling occurs when the sample is not compressed 
uniformly and the material is forced to expand non‐uniformly perpendicularly outwards from 
the centre of the sample into a shape resembling a barrel, as shown in Figure 2.11, below.  
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Figure 2.11 ‐ Barrelling of Sample (Swallowe, 1999) 
To minimise this, the  lubricant allows sideways movement at the sample/platen  interface to 
more evenly distribute the  load. However, care must be taken  in order to not use too much 
lubricant on the sample as this may cause sideways slippage and uneven deformation  in the 
sample. The  lubricant used  for  the Hounsfield and Split Hopkinson Pressure Bar  testing  is a 
high melting‐point grease containing the low friction additive Molybdenum Disulphide. 
In the Hounsfield compression testing the rollers should be lightly coated with the lubricant on 
the end touching the sample to minimise barrelling of the sample. For the SHPB tests a thin 
layer of  the  lubricant  is  smeared over  the ends of  the  incident and  transmitter bars where 
they  touch  the  sample,  to  remove  the effects of  radial  inertia and  friction  from  the  results 
obtained (Bertholf & Karnes, 1975). The effect of frictional constraints on the results of SHPB 
analysis has been widely  reported  in  the  literature, notably  for  the Loughborough system  in 
the work  by  Ellwood  (Ellwood,  1983)  and  Dixon  (Dixon,  1990),  so  recommendations  from 
these works were followed in this investigation.   
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Chapter		3 Materials	Mechanics	
 
This  chapter  aims  to  give  an  introduction  to  the  analysis  techniques  that  will  be  used 
throughout these experiments and to define some of the mechanical properties that may be 
referred to within this report. 
3.1 Mechanical	Properties	of	Materials	
In order  to be able  to decide which material would be  suitable  for a  specific application,  it 
would be useful  to  know  certain properties of  the material,  such  as  the  load  at which  the 
material mechanically  fails or whether  the material  is easily damaged  (i.e.  soft),  so  that  the 
appropriate material can be chosen for the intended use or environment.  
Before beginning to characterise the common material properties, it is first useful to have an 
understanding  of  Stress  and  Strain  as many  are  determined  by  using  one,  or more,  of  a 
number  of  stress‐strain  tests,  either  by  deforming  the  sample  by  stretching  it  or  by 
compressing it. 
3.1.1 Stress	and	Strain	
When  a  solid  object  is  subjected  to  forces  that will  act  to  stretch  or  compress  the  object, 
internal  forces within  the material  proceed  to  resist  any  change  in  the  dimensions  of  the 
object. These internal balancing forces are called stresses and lead to the formation of strains 
within the material. Engineering direct stress is defined as the force acting upon the material 
(ܨ, Newtons)  divided  by  the  cross‐sectional  area  of  the  sample  (ܣ,  Square metres),  and  is 
denoted by ߪா  as shown in Equation 3.1, below: 
  ߪா ൌ ܨܣ  Equation 3.1  
From the above equation it can be easily seen that the unit for stress is an Nm‐2, which is also 
known as a Pascal (Pa) in the International System of Units (SI). Commonly stresses are found 
in the form of megapascals (MPa, 1x106 Pa) or gigapascals (GPa, 1x109 Pa). 
 The changes  in dimensions that stresses produce are called strains; where direct strains (߳), 
which  serve  to  elongate  or  compress  the material  as  appropriate  to  the  direction  of  the 
applied  force,  are  the  result  of  a  direct  stress  and  shear  strains  (ߛ), which  cause  a  sliding 
deformation  of  the material,  and  are  a  result  of  shear  stresses.  Strain  is  the  percentage 
representation  of  the  deformation  of  the material  due  to  the  stresses  acting  upon  it  and 
shows the extent to which the sample has changed size or shape. As strains are the result of 
the  deformation  of  the  sample  by  stressing  it  can  be  deduced  that  the  engineering  direct 
strain  is defined as  the change  in  the  length of  the sample along the axis which the  force  is 
applied divided by the original length of the sample, as shown in Equation 3.2: 
  ߳ா ൌ ߜܮܮ଴   Equation 3.2 
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As both the small change in length (ߜܮ, Metres ‐ also known as the extension) and the original 
length (ܮ଴, Metres) are both measured in metres the strain is a dimensionless quantity due to 
the units cancelling. The extension is positive if the sample is under tension so that the sample 
has  been  stretched  and  negative  if  the  sample  has  been  compressed.  Strain  has  no 
measurement units and therefore can be expressed in terms of a decimal or as a percentage 
change in length. 
The definitions of  engineering  stress  and  strain  given  above  are  applicable when  assuming 
that  the extension  that  the material undergoes  is very much  less  than  the original  length of 
the sample (ߜܮ << ܮ଴) and that the cross‐sectional area (ܣ) does not change, as the equations 
determining the engineering stress and strain rely on these fixed references.  
For most engineering applications  the above definitions are accurate enough as  there  is no 
significant change in length or cross‐section during the loading of the sample. In cases where 
there  is a substantial change  in these properties the engineering strains and stresses are no 
longer applicable and the true stress and strain have to be used, defined below in Equation 3.3 
and Equation 3.4 respectively, where the form X(t) represents the instantaneous value of the 
property at a time ݐ: 
  ߪ்ሺݐሻ ൌ ܨ
ሺݐሻ
ܣሺݐሻ  Equation 3.3 
 
  ்߳ ൌ න dܮܮ
௅
௅బ
  Equation 3.4 
 
The true strain can also be solved at a time ݐ similar to the true stress, and this form is shown 
in Equation 3.5: 
  ்߳ሺݐሻ ൌ ln ܮ
ሺݐሻ
ܮ଴  
Equation 3.5 
(John, 2003) 
 
In some circumstances it may be more convenient to represent the true stress and strain as a 
function  of  the  engineering  stresses  and  strains.  In  order  to  formulate  a  relationship  it  is 
normally  assumed  that  no  volume  change  has  occurred  during  the  deformation,  so  that 
Equation  3.6  holds,  where  ܣሺݐሻ  and  ܮሺݐሻ	are  the  instantaneous  cross‐sectional  area  and 
sample  length  respectively  and ܣ଴	and  ܮ଴  are  the  original  cross‐sectional  area  and  sample 
length respectively: 
  ܣሺݐሻܮሺݐሻ ൌ ܣ଴ܮ଴ Equation 3.6  
If the above equation  is satisfied, the true stress and strain, as a function of the engineering 
stress and strain can be shown to be Equation 3.7 and Equation 3.8 below. 
  ߪ் ൌ ߪாሺ1 ൅ ߳ாሻ  Equation 3.7 (Callister, 1991) 
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  ்߳ ൌ lnሺ1 ൅ ߳ாሻ  Equation 3.8 (Callister, 1991) 
 
It  is nevertheless  true  that  for  small deformations  the  true  stress and  strain are practically 
indistinguishable from the engineering stress and strain. However as the strain becomes larger 
leading to a decrease in the cross‐sectional area of the specimen, the true stress can become 
much  larger  than  the engineering  stress, around  the point of maximum engineering  stress, 
and the engineering stress becomes no  longer valid. Unless specified, all references to strain 
in the results sections of this report refer to the true stresses and strains.  
3.1.1.1 Strain	Rate	
The  Strain Rate  is  an  often  overlooked  property  of  a material  that  is  defined  as  being  the 
change in strain in a sample material over a certain period of time. It yields a small effect upon 
the  elastic  behaviour  of  a  material,  but  however  has  a  major  effect  upon  the  plastic 
deformation.  The strain rate is usually denoted by the symbol for strain (߳) with a dot above 
to represent the derivative with respect to time (߳ሶ), as is expressed in Equation 3.9: 
  ߳ሶ ൌ d߳dݐ  Equation 3.9  
The strain rate can also be expressed as a function of the change  in  length of a sample with 
regards to time, as in Equation 3.10, where ܮ is the instantaneous length of the sample at time 
ݐ	and ܮ଴ is the original unstrained length of the sample. 
  ߳ሶ ൌ ܮ െ ܮ଴ܮ଴ݐ   Equation 3.10  
  ⇒ ߳ሶ ൌ 1ܮ଴
dܮ
dݐ   Equation 3.11 
 
As the speed of deformation (ݒ) of the sample can be expressed as the change in length of the 
sample over the time taken to implement the change, as shown in Equation 3.12: 
  ݒ ൌ dܮdݐ   Equation 3.12  
Then the strain rate can be expressed as a function of the deformation speed and the original 
sample length by substitution of Equation 3.12 into Equation 3.11, as shown in Equation 3.13: 
  ߳ሶ ൌ ݒܮ଴  Equation 3.13  
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3.1.2 Material	Properties	
Some of the more common material properties can be investigated by using well‐known and 
widely used techniques, for example by use of a Stress‐Strain test  in order to determine the 
Young’s Modulus or a Charpy  impact  test  to determine  the  impact  toughness  the material. 
However some properties of a material need not employ complicated procedures as they can 
be easily determined by observation alone.  (Charpy Impact Test, 2005) 
Unfortunately some material properties cannot be as easily  identified, as they  involve use of 
more complicated techniques that may mean irreversibly deforming or destroying a sample of 
material, for example in order to test for the load at which the material fails.  
3.1.2.1 Young’s	Modulus	
The Young’s Modulus  (E), also known as the Elastic Modulus  is a property of a material that 
relates  to  the  stiffness  of  the  material  under  test  by  being  a  measure  of  the  material’s 
resistance to deformation. Once this modulus has been found it can be used to predict certain 
mechanical properties of the material, such as the extension of a material under a given load 
before yield. However, the Young’s modulus is not constant and may be liable to change due 
to external conditions such as temperature or atmospheric relative humidity. 
3.1.2.2 Yield	Strength	
The yield strength, also known as the yield stress or elastic limit, which is the stress at which 
plastic deformation of the material starts to occur and the material can no longer return to its 
original dimensions when the load is released, therefore permanently deforming the material.  
3.1.2.3 Poisson’s	Ratio	
When a material is stressed longitudinally, a longitudinal stress will occur due to the material 
extending  in  the axis of deformation. As  the volume of  the material  is conserved  the cross‐
sectional  area  of  the material must  decrease, which  is  due  to  lateral  contraction  causing 
lateral strains  in the material. The ratio of the  lateral or transverse (்߳௥), to  longitudinal (߳௅) 
strains in the material is called the Poisson’s Ratio (ߥ). The equation for Poisson’s Ratio is given 
in Equation 3.14, below. 
  ߥ ൌ െ்߳௥߳௅  
Equation 3.14 
(Fried, 2003) 
 
For  incompressible  materials,  such  as  rubbers,  the  typical  Poisson’s  ratio  is  around  0.5, 
whereas  for  glassier polymers  the  increase  in  volume when  stretched means  the Poisson’s 
ratio lies somewhere in the region of 0.3 to 0.4. (Kumar & Gupta, 2003) 
3.1.2.4 Toughness	
The  toughness of  the material, an  indication  to  the amount of energy  that  the material can 
absorb before breaking, is determined by measurement of the area below the curve with units 
of energy per unit volume. This property is also known as the Energy Absorption when used in 
discussing armour materials. 
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3.2 Mechanical	Deformation	of	Polymeric	Materials	
When a solid object is deformed, its shape will change in accordance with the stress producing 
the change, however it is the response of the material after this deforming stress is removed 
which  is of  interest when  categorising  the material behaviour.  If  the material  returns  to  its 
original size and shape when the stress is removed, then it is said to display elastic behaviour 
when deformed. Conversely,  if  the material does not return  to  its original dimensions when 
the deforming  stress  is  released,  then permanent plastic deformation occurs.  For materials 
that  show  an  elastic  behaviour,  coupled with  an  amount  of  time‐dependent  plasticity,  or 
creep, the behaviour is characteristically viscoelastic. 
3.2.1 Elastic	and	Viscoelastic	Behaviour	
For  the  region under  the  stress‐strain  curve after  the elastic  limit,  the material will deform 
with increasing stress but will instantaneously return to its original dimensions upon removal 
of the force stressing  it. Nearly all materials exhibit this behaviour at  low stress values, with 
many  glasses,  ceramics  and  thermosetting  polymers  exhibiting  this  behaviour  right  up  to 
fracture. It is within this elastic region that Hooke’s law holds, where the ratio of the stress to 
strain is constant, and therefore the Young’s Modulus of the material can be calculated. 
As described above, in an elastic material the strain in the material is directly proportional to 
the stress causing the deformation by a constant known as the Young’s modulus, whereas for 
a viscous  fluid  the strain  rate  (as  in Equation 3.9)  is proportional  to  the  incident stress by a 
parameter known as the viscosity (ߟ) as shown in Equation 3.15 below. The full derivation for 
Equation 3.15  from Newton’s original equation  that  relates  the  shear  stress  to  the velocity 
gradient in a viscous liquid can be found in the work of Ward (Ward, 1983).  
  ߪ ൌ ߟ ߲߲߳ݐ  Equation 3.15  
Some materials show elastic behaviour, alongside some time‐dependent plasticity, known as 
creep, which is characterised as being viscoelastic behaviour. The most common occurrence of 
this kind of deformation  is exhibited  in  thermoplastic materials around  their glass  transition 
and melting temperatures, where below the glass transition temperature the thermoplastic is 
a brittle elastic solid but as the temperature is increased past the glass transition the material 
starts  to exhibit behaviour  that  is somewhere between  that of an elastic solid and  that of a 
viscous  liquid,  known  as  viscoelastic  behaviour.  The main  effects  of  viscoelasticity  are  that 
many of the properties; such as the modulus, strength or ductility; becoming functions of both 
time and  strain  rate as well as  the possibility of  stress  relaxation of  the material occurring, 
where the level of stress when the material is held at constant strain is reduced over time. The 
properties of viscoelastic materials are highly dependent upon the temperature at which the 
material is exposed to. 
Chou et al.  (Chou, Robertson, & Rainey, 1973)    found  that  for  the polymeric materials  that 
they had tested, there were definite viscous effects present at the beginning of the deforming 
process  followed  by  characteristic  plastic  flow  thereafter,  and  that  there was  a  rise  in  the 
temperature of the samples as they were being deformed.  
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3.2.2 Plastic	Behaviour	
As the strain in a material is increased past the Yield point, the stress is no longer proportional 
to  the  strain  and  Hooke’s  law  loses  its  validity,  the  deformation  that  occurs  becomes 
permanently plastic, and the material will not recover and return to its original size when the 
load is released. The deformation for a set amount of stress increase will then become larger 
until the material ultimately fractures. 
3.3 Mechanical	Testing	
Measurement of the mechanical properties of materials is typically conducted by loading test 
samples  in  compression,  tension  or  in  a  small  number  of  cases,  torsion.  Because  of  the 
viscoelastic nature of many polymers, with sensitivities to many outside factors, the relevance 
of any  stress‐strain mechanical  testing can only be used as a  rough guide  to  the  real‐world 
application of  the polymer. For any  real‐world situation,  the  rate of applied strain may vary 
over a  large  range,  from slow creep deformation processes  to high velocity military ballistic 
impacts.  In  order  to  more  easily  characterise  the  effects  of  increasing  strain  rate,  the 
deforming presence is subdivided into five domains, as shown in Figure 3.1:  
 Creep  Strain Rate,  concerning  the  lowest  strain  rates,  < 10‐5  s‐1,  that  are  tested by 
using machinery that imparts a constant load or stress onto a test material 
 Quasi‐Static  Strain  Rate,  covering  low‐to‐intermediate  strain  rates,  10‐5  ‐  10‐1  s‐1, 
tested  by  use  of  Hydraulic  test  machines  to  provide  a  constant  strain  rate  in 
compression or tension 
 Intermediate Strain Rate, usually 10‐1 to 102 s‐1, tested mainly using dropweights 
 Bar  Impact Strain Rate, also known as High Strain Rate,  tested using mechanical or 
explosive  impact machinery, such as the Hopkinson Pressure Bar, over the range 102 
to 104 s‐1 
 High‐Velocity Plate  Impact  Strain Rates,  also  known  as  the Very High  Strain Rates, 
where methods  such  as  the  Taylor  Impact  Test  are  used  to  impart  strain  rates  of 
greater than 104 s‐1 
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Figure 3.1 ‐ Dynamic Aspects of Materials Testing (High Strain Rate Tension and Compression Tests, 2000) 
For the purposes of this work, investigations into the effect of Quasi‐static, Intermediate and 
High Strain Rates on the test samples will be performed as outlined below. 
3.3.1 Quasi‐Static	Strain	Rate	Testing	
As  shown by  Figure 3.1,  strain  rates  at or below 10−1  s−1  are  typically  considered  to  signify 
Quasi‐static  deformations,  although  strain  rates  below  10−5  s−1  are  generally  deemed  to 
deform according to the Creep Strain Rate domain. 
Deformation  in  the  Quasi‐static  region  can  be  performed  using  conventional  mechanical 
machinery, usually either hydraulic or screw‐driven, that can provide a constant engineering 
strain rate. Standard testing machinery used in Quasi‐static tests are capable of measuring the 
stress‐strain  response of up  to around 100  s‐1  repeatedly, however  some  specially designed 
machines can be used  to achieve  strain  rates of 101  s‐1, which  is well  into  the  Intermediate 
Strain Rate domain.  
The  Quasi‐static  testing  needed  for  this  investigation  was  performed  using  a  Hounsfield 
H50KM Universal Testing Machine, as described in Chapter  4. 
3.3.2 Intermediate	Strain	Rate	Testing	
Intermediate  strain  rate  testing  is  the  term  given  to  all  testing  taking  place  between  the 
conventional quasi‐static testing and the high strain rate regime. Testing in this area is useful 
for determining  the material’s properties  in  the  region between  the usual experimentation 
and was  performed  using  bespoke  in‐house  built  instrumented  dropweight  tower,  used  in 
conjunction with a high speed camera, as elucidated in Chapter  5.  
The  equipment  used  is  of  a  similar  design  to  the  apparatus  in  Cambridge  University’s 
Cavendish  Laboratories as used by Field et al.  (Field, Swallowe, Pope, & Palmer, 1984) and 
described  by  Field  et  al.  in  their  review  of  experimental  techniques  (Field, Walley,  Proud, 
Goldrein, & Siviour, 2004). 
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3.3.3 High	Strain	Rate	Testing	
Above  the  upper  boundary  of  the  Intermediate  Strain  Rate  regime,  usually  around  102  s‐1, 
projectile  driven  impact  techniques  have  been  developed  to  indirectly  induce  stress‐wave 
propagation  in a sample material. This domain, covering  the strain  rate  region between 103 
and 104 s‐1, is known as the High Strain Rate domain.  
The most widely used of these techniques is the Split Hopkinson Pressure Bar (SHPB), which is 
capable  of  achieving  a  high  uniform  uniaxial  stress  loading  of  a  sample  in  compression  at 
constant  strain  rates  of  the  order  of  103  s‐1.  Hopkinson  Bar  techniques  have  also  been 
developed to probe the high strain‐rate response of materials in tensile and torsion. 
For  the  High  Strain  Rate  testing  portion  of  this  investigation  a  modified  Split  Hopkinson 
Pressure Bar system was utilised. A description of  the apparatus and method  is available  in 
Chapter  6. 
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Chapter		4 Quasi‐Static	Strain	Rate	Testing	
 
4.1 Introduction	
Testing at a quasi‐static strain rate is easier to perform than at high strain rates as the material 
can be observed to deform over a  larger period of time than the shock‐loaded  impacts  that 
higher strain rate testing entails. Quasi‐static strain rate testing  involves applying a constant 
strain  rate; be  that  in compression,  tension or  torsion;   which  is applied  in  such a way  that 
generally  the  sample does not move,  reducing  any  inertial  effects  that may occur  in other 
testing  regimes.  Another  advantage  of  testing  quasi‐statically  is  that  it  is  an  isothermal 
process, where no rise in temperature is induced in the sample during the test.  
In order to test the sample materials under investigation quasi‐statically, a Hounsfield H50KM 
Universal Testing Machine and computer recording system was used, as outlined below. 
4.1.1 Theory	
For a general quasi‐static  compression  test, using  typical  laboratory equipment  such as  the 
aforementioned Hounsfield machine, the stress and strain within a sample can be calculated 
by using Equation 3.1 and Equation 3.2 found in a previous chapter with modified terminology 
to suit the application to compression testing. 
 
Figure 4.1 ‐ Homogeneous Compression (Dixon, 1990) 
Figure 4.1,  above,  shows  an  enlarged  view of  a  sample being deformed homogeneously  in 
compression. The  converse  situation where  the  sample deforms  in an  inhomogeneous way 
will be discussed later in this chapter. The sample is mounted between two platens, one that 
is  stationary  and  acts  as  a  solid base  for  the  sample  to be  compressed onto  and one  that 
moves vertically downward in order to compress the sample against the lower platen. Within 
the figure; ܨ	represents the force exerted upon the upper face of the sample by the moving 
platen, ܪ଴ is the original height of the sample, ܪ is the dynamic height of the sample, ܦ଴ is the 
original sample diameter and ܦ is the dynamic diameter of the sample.  
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Moving Platen
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As mentioned  previously,  the  equations  for  the  engineering  stress  and  strain  have  to  be 
slightly modified in terms of the terminology used from those shown in a previous chapter. It 
can be easily seen that these equations can be simply re‐written as below. 
  ߪா ൌ 4ܨߨ ܦ଴ଶ  Equation 4.1  
  ߳ா ൌ ܪ଴ െ ܪܪ଴   Equation 4.2  
As can be clearly seen, Equation 4.1  includes a substitution for the area of the upper face of 
the sample, which is stated in Equation 4.3, below. 
  ܣ ൌ ߨ ܦ଴
ଶ
4  
Equation 4.3 
 
The above equations can be converted from the engineering values for stress and strain  into 
the  true  values  in  a  similar way  to Equation 3.7  and Equation 3.8  respectively, which have 
been stated previously. However, for compression testing, as shown in Figure 4.1 above,  it is 
conventional for materials that have a positive Poisson’s ratio to assume that all stresses and 
strains  are positive. Therefore  it  can be deduced  that  the  true  stress  and  strain within  the 
sample can be derived using the following equations respectively. 
  ߪ் ൌ ߪாሺ1 െ ߳ாሻ Equation 4.4  
  ்߳ ൌ െlnሺ1 െ ߳ாሻ Equation 4.5  
The volume is assumed constant so that the change in area can be estimated from the change 
in  the  sample  height.  Using  the  equations  outlined  above,  the  Force  and  Extension  data 
recorded using the machinery detailed below can be converted to both Engineering, and then 
True, Stress and Strain data. This data  is then plotted and analysed as described  later  in this 
chapter. 
4.2 The	Loughborough	Quasi‐Static	Strain	Rate	Testing	System	
4.2.1 Description	of	the	Loughborough	Quasi‐Static	Strain	Rate	Testing	System	
4.2.1.1 Hounsfield	H50KM	Universal	Testing	Machine	
The  main  apparatus  used  for  testing  in  the  quasi‐static  strain  rate  range  in  the  Physics 
department in Loughborough University is the Hounsfield H50KM Universal Testing Machine, 
which, although no longer available commercially due to being superseded by newer models, 
is a multipurpose adaptable testing machine that had been designed to test a wide variety of 
materials, in both tension and compression. The machine is capable of producing loads up to a 
maximum  of  50KN,  as  denoted  in  the  name,  although  this  will  not  be  necessary  for  the 
purposes of this investigation. This equipment has the added benefit of providing a method of 
high resolution real‐time digital data recording at a number of controllable rates of strain. 
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 A diagram of the machine  is shown  in Figure 4.2, below, with some of the features marked. 
When a test is performed the crosshead moves vertically up or down along the outer columns, 
exerting a force upon the sample under test, which  is situated between steel rollers on solid 
platens. The force applied to the sample and the vertical displacement of the upper platen are 
converted to a digital signal by the response of a network of resistive strain gauges in the load 
cell,  situated below  the crosshead, and  the value displayed  in  the appropriate place on  the 
front panel of the machine. The digital readouts can also be accessed by external devices via 
two  industry‐standard  BNC  output  connections  at  the  rear  of  the  machine.  For  this 
investigation  the outputs were connected to a PC via a Pico Technology Ltd High Resolution 
Data Logger to dynamically record the force and extension data for later analysis.  
The output  from  the machine  can be varied  to  improve  the accuracy of  the measurements 
depending upon the test conditions. There are three main variables that can be altered, the 
Force Recording Range,  the Extension Recording Range and  the Crosshead speed. The  force 
recording range varies the maximum output that the machine will give as a percentage of the 
maximum  force  that  the  machine  can  provide.  This  allows  for  increasing  sensitivity  by 
assigning smaller changes in force to the output voltage, which has a maximum of 1V. This will 
therefore reduce the errors present in the system as, for example if the 50% range is used the 
maximum  output  of  1V  can  be  used  to  represent  the  range  between  0  and  25kN  (50%  of 
maximum  force)  rather  than  between  0  and  50kN  (maximum  force)  as  before,  therefore 
increasing the sensitivity of the system. 
There are five force recorder ranges selectable on the H50KM; 100%, 50%, 20%, 10% and 5%; 
that change the maximum force output from the machine, as shown in Table 4.1, below. 
Force Recorder Range (%)  Maximum Force Applied (N)  External Output (V/kN) 
100  50 000  0.02 
50  25 000  0.04 
20  10 000  0.10 
10  5 000  0.20 
5  2 500  0.40 
Table 4.1‐ Force Recorder Ranges and Associated Outputs 
For the purposes of demonstrating the conversion between the digital output and  the  force 
measured, imagine the force recording range is set to 100%, which means that for a 1V output 
from the machine the applied load will be 50KN. A simple conversion must be applied to the 
raw data  received  from  the machine, which  is  in milivolts  (mV),  to convert  to  force units of 
Newtons (N). This conversion, for 100% force recording range, is shown in Equation 4.6: 
  Force	ሺNሻ ൌ force ሺmVሻ ൈ 50 ሺNmVିଵሻ Equation 4.6 
 
Similarly for the Extension Recording Range, there are five selectable ranges that will alter the 
maximum  extension  output  to  a more  suitable  range,  from  a maximum  of  1000mm,  for 
maximum sensitivity and minimal errors. These are shown in Table 4.2, below: 
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Extension Recorder  
Range (mm) 
Maximum Vertical 
Displacement (mm) 
External Output (V/mm) 
1000  1000  0.001 
500  500  0.002 
100  100  0.01 
50  50  0.02 
10  10  0.1 
Table 4.2 ‐ Extension Recorder Ranges and Associated Outputs 
As with  the  force output described above,  the  raw data collected  from  the machine  for  the 
extension is in the form of millivolts (mV) rather than the usual extension units of millimetres 
(mm).  Again,  for  the  purposes  of  demonstrating  the  correction,  assume  the  extension 
recording  range  is  set  to 10mm, meaning  that  the machine will have a maximum output of 
10mm  for  a  1V  reading  through  the  external  connection.  The  conversion  for  this  range  is 
shown in Equation 4.7, below: 
  Extensionሺmmሻ ൌ extensionሺmVሻ ൈ 0.01ሺmmmVିଵሻ  Equation 4.7 
 
The most useful user‐selectable property of the test machine  is the ability to set the vertical 
crosshead movement speed, which is variable from 000.0 mm/min to 500.0 mm/min, by using 
the controls on  the  front panel. With  regards  to  safety,  two micro‐switches are  installed  to 
stop the machine  if the crosshead reaches them, meaning that the machine cannot be over‐
loaded  if  set  correctly.  The  alterable  crosshead  speed  allows  for  variation  of  strain  rate 
application over the quasi‐static strain rate range. 
 
Figure 4.2 ‐ Hounsfield H50KM Universal Testing Machine 
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To Data Logger
Moveable Crosshead
Load Cell
Micro-switch
Sample Steel Roller
Platen
Control Panel
53 
 
4.2.1.2 High	Resolution	Data	Logger	
As mentioned  previously,  a  Pico  Technology  Ltd High  Resolution Data  Logger was  used  to 
convert the digital output from the Hounsfield Universal Testing machine into a form that can 
be viewed and recorded on a computer. The data  logger  is connected to the computer via a 
USB  connection.  Using  the  provided  software,  Picolog  for Windows  –  Release  5.20.1,  the 
force, extension and optional transducer values can be dynamically recorded and exported to 
a text file to be incorporated into a spreadsheet for further analysis.  
By  using  the  system  described  above,  both  the  applied  force  and  the  deformation  of  a 
material sample can be recorded simultaneously, and dynamically, or whilst the test is taking 
place. This method of data acquisition quickly  identifies any errors that may occur whilst the 
test is taking place, so that they can be dealt with rapidly. 
4.2.2 Sample	Specifications	
The test sample specifications for use in the Hounsfield tests are as described in section 2.5.1 
on page 34. 
4.2.3 Experimental	Procedure	
The  first  step  in  each  particular  test  using  the  Hounsfield  equipment  was  to  accurately 
measure  the  sample dimensions using digital Vernier  callipers. A number of measurements 
were  taken at a  few different points on  the sample  to ensure an accurate average value be 
recorded  for use  in  the analysis. As heating of  the  sample was not  required,  the measured 
sample was  placed  between  the  two  lubricated  rollers upon  the  lower platen  as  shown  in 
Figure 4.2. The thin  layer of  lubricant applied to both faces of the rollers  in contact with the 
sample  was  to  prevent  barrelling  of  the  sample  under  test.  The  upper  platen  was  then 
lowered to be just‐about touching the upper roller.  
At this point the machine settings were adjusted to the usual experimental settings of a force 
recording  range of 100%  and  an extension  recording  range of 10mm before  the  crosshead 
speed was  set  according  to  the  test  to be performed  (1mm/min). The  force  and  extension 
values were zeroed on the machine display. The computer software was set‐up to record the 
force and extension directly  from  the machine and display a dynamic graph of  these values 
changing with time.  
In order  to perform  the  test,  the computer data  recording was  started a couple of  seconds 
before the Hounsfield machine’s compression mode button, which makes the crosshead move 
vertically downwards, was pressed. As the force on the machine front panel display reached a 
predetermined  value,  calculated  or  evaluated  from  previous  experiments,  the  machine 
movement  was  stopped,  and  then  a  couple  of  seconds  later  restarted  in  the  opposite 
direction, so that the upper platen moved vertically upwards, releasing the compression of the 
sample and allowing some recovery  to occur. Once  the upper roller had cleared  the sample 
the machine and computer were stopped, and the sample removed.  
After the test, each sample was marked with a number in indelible pen to aid in identification. 
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4.2.4 Analysis	
As described in section 4.2.1.1 on page 50, the data from the departmental Hounsfield H50KM 
Universal Testing machinery is recorded by a computer as a series of subtle changes in output 
voltages, each relating to a different property of the test. This data is then manipulated, either 
by  use  of  the  recording  program  or  a  spreadsheet  application,  using  Equation  4.6  and 
Equation 4.7 to evaluate the force and extension respectively.  
The recorded data however, is a combination of the desired properties of the material under 
test and a systematic error  introduced due to the bending of the crosshead shown  in Figure 
4.2 on page 52. In order to best describe this phenomenon, and its rectification, the recorded 
Force and Extension  results  for a  sample of  LLDPE are  shown by  the  red  line  in Figure 4.3, 
below.  In order  to ensure  the  validity of  the  results presented  in  this work,  the machinery 
readouts were zeroed before a test was started, as described above,  leading to a baseline  in 
the recorded data. The origin point on the raw force and extension data shown on the below 
figure was  determined  by  taking  the  datapoint  immediately  preceding  the  first  deflection 
above the baseline as the zero point and removing the previous data.  
 
Figure 4.3 ‐ Corrections for Hounsfield Machine Compliance (Sample H6) 
As  can  be  seen  by  the  overlaid  purple  dashed  line  in  Figure  4.3  above,  the  recorded 
compression  surpasses  the  original  dimensions  of  the  sample,  specified  by  the  distance 
between  the origin of  the plot and  the dashed  line as  indicated by  the arrow, which would 
imply that the results are false. The most  logical explanation for this error  is that  it  is due to 
the machinery used, in particular the moveable crosshead bending slightly as it pressed down 
onto the sample.  
It  is  therefore  pertinent  to  attempt  to  correct  the  results  by  removing  any  machinery 
deflections  from  the  final  results. To  this end a number of  tests were performed without a 
sample, the average of which is displayed as the blue line in Figure 4.3 above. It must be noted 
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that all data  lines were well within  the  thickness of  the average  line  such  that  the average 
result was  indistinguishable  from  the data. A  trendline was  fitted  to  this  curve  in order  to 
establish an equation that could be removed from the recorded results, the product of this is 
shown as the green line in the above figure.  
The corrected results would appear to be far more sensible, in the regard that the maximum 
compression of the sample does not exceed the original dimensions of the sample. From the 
above  Force  and  Extension  results,  the  Stress  and  Strain  behaviour  of  the  sample  can  be 
extrapolated using  the usual  formulae as derived  in Chapter   3. As Polyethylene  is a highly 
ductile  polymer,  large  stresses  and  strains were  recorded  from  testing.  For  this  reason,  all 
stresses and strains referenced in this thesis are true unless specified.  
4.3 Results	
So  that  the  plots  and  analysis  that  follow  are presented  legibly  and  not  crowded with  the 
repeat data obtained from the testing ‐ three separate tests for each material at roughly the 
same  strain  rate  ‐ were  simply averaged within a  spreadsheet, with a  result  similar  to  that 
shown for LLDPE with 1%wt TiO2 (chosen at random) in Figure 4.4, below. 
 
Figure 4.4 ‐ Averaging of Data for LLDPE 1%TiO2 Samples 
As can be seen  in the above figure, the average of the data  (as shown by the purple  line)  is 
indistinguishable  from  the  recorded data,  especially  at  the  lower  values of  strain.  It  is  also 
clear from this figure that the yield point, an area that is interesting to this investigation, is low 
and hard to determine accurately. It is for this reason that all the following figures display an 
enlarged  area  of  the  full  stress‐strain  curve  (given  by  the  area  indicated  in  Figure  4.4  and 
shown  for  the  same  data  in  Figure  4.5  below), which  omits  the  data  after  0.5  strain  as  a 
compromise in scale to view the yield point. The omitted data is also of questionable validity 
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due to the severely reduced sample thickness at this point in the experiment giving rise to the 
large increases in stress.  
 
Figure 4.5 ‐ Averaging of Data for LLDPE 1%TiO2 Samples 
As can be seen  in the above figure, the average  is still a reasonable appraisal of the material 
properties such that the subsequent figures to refer to the average data for each material as 
not  to clutter up  the  figures with  the  repeat measurements, which  for conciseness  shall be 
labelled with the material name, dropping the term ‘Average’. Also, in regard to the following 
figures, the results for pure LLDPE, HDPE and UHMWPE appear on all graphs as dashed  lines 
for comparison where they are not the focus of the figure. 
One  feature of  the presented  curves  for  the Quasi‐static  testing  is  the bump  in  the  stress‐
strain data that appears at around 0.05 strain in the above figure. This feature would appear 
to be the  ‘settling‐in’ of the machinery where excess grease was squeezed out of the rollers 
producing the slight dip in the curve shape and not indicative of any material properties.  
The determination of the exact yield stress for the Hounsfield tested samples, as can be seen 
for  the LLDPE composites  in Figure 4.9 on page 59,  is problematic due  to  there not being a 
well‐defined  point where  there  is  a  change  in  the  shape  of  the  curve within  the  yielding 
region.  Therefore,  a  repeatable  scientific method  for  reporting  a  representative  yield point 
had to be established. Figure 4.6  is a plot of the  instantaneous gradient of one of the stress‐
strain  curves  from  the  above  figure,  and  shows  an  area where  the  trend  of  the  gradient 
changes direction, indicating a turning point on the stress‐strain curve, around the 50s mark. 
The point of minimum gradient is marked on the figure with the black dashed line. It must be 
noted that the initial part of the curve in Figure 4.6 is representative of the ‘settling‐in’ of the 
machinery shown in the first part of Figure 4.9 and described above, so should be disregarded 
in this analysis. 
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Figure 4.6 ‐ Example Gradient of Stress‐Strain Curve 
Figure 4.7, below,  shows  the extrapolation of  the point of minimum  gradient  in  the  above 
figure upon the stress‐strain curve of the same sample, indicating the inferred yield point with 
the black dashed line. As is seen in the proceeding figure, the minimum marked on the above 
figure  (at 49.35s)  gives  a  fairly  good  approximation  for  a  representative  yield point on  the 
stress‐strain curve, lying around the point where the slope of the curve changes direction and 
strain  hardening  sets  in.  Although  a  little  high  for  the  actual  yield  point  it will  serve  as  a 
representative yield point for comparison.   
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Figure 4.7 ‐ Example Yield Stress and Strain 
In all the results that follow, a strain rate range is quoted in the figure caption that relates to 
the largest and smallest strain rates of the data depicted on the figure. As can be seen by the 
red data  in  Figure 4.8 below  , plotted on  the  secondary  vertical  axis,  the  strain  rate  is not 
constant over the duration of the test, decreasing  in value as the machinery approaches the 
maximum applied force.  
 
Figure 4.8 ‐ Example Yield Stress and Strain Rate Determination 
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Using one of the approaches employed by Pan et al. (Pan, Chen, & Song, 2005), the strain rate 
quoted for the experiment is taken from the point of failure, which in this case we have taken 
to be the yield point, as shown by the black dashed  line on the above figure. The strain rate 
from  the above  figure  (3.62x10‐3s‐1,  indicated by  the  red dashed  line)  is consistent with  the 
strain rates attained with the same machinery by previous researchers within the department, 
for instance in the work of Lee (Lee, 2002) or Patman (Patman, 2009). 
Tables relating to the data presented below are available in Appendix A. 
 
Figure 4.9 ‐ LLDPE Stress‐Strain Data (Strain Rates 2.99x10‐3 ‐ 3.43x10‐3s‐1) 
The above figure, Figure 4.9, is the average stress‐strain data relating to the LLDPE composites 
tested using the Hounsfield equipment (see Table 2.1 on page 34 for full details of materials 
tested by experiment). From the figure it is not entirely obvious where the data corresponding 
to the pure LLDPE lies, however it follows the 4%wt Clay composite from 0.1 to 0.3 strain and 
then  the 1%wt TiO2  composite  from  then onwards. The general  shape of  the curves  is of a 
gently curving  increase  in stress with strain passing through the  ‘settling‐in’ region  identified 
earlier, to yield in the region of 0.1 to 0.15 strain (24‐28MPa) whereupon strain hardening sets 
in and a much higher amount of stress is recorded for each step in recorded strain. The shape 
of the curve is consistent with similar tests performed on Polyethylene by Omar et al. (Omar, 
Akil, & Ahmad, 2011), matching almost exactly with the results from their Instron apparatus. 
It is immediately obvious that the addition of the Carbon Nanotube fillers to the LLDPE matrix 
increases the yield stress of the LLDPE by 2‐3MPa, however, from the results it would appear 
not  to make much difference  if 0.5%wt or 1%wt of Carbon Nanotube  is used, highlighting a 
potential  cost‐saving  as  the  same properties  can be  attained with  a  lower  –  and  therefore 
cheaper  ‐  amount  of  filler.  Interestingly, whilst  the  addition  of  the  Carbon Nanotube  filler 
material has increased the yield of the material by the greatest amount, as can be seen in the 
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tables in Appendix A, the inclusion of Carbon Black – a relatively inexpensive filler material – in 
similar  quantities  produces  a  similar  response  in  terms  of  the  yield  properties  despite  the 
differences in flow behaviour elucidated by Figure 4.9.  
Concerning  the effect of  the  inclusion of  the Carbon Black nanofillers  there  is also another 
interesting phenomena that has been observed in the above data, namely that the composite 
with 1%wt Carbon Black appears to have a  lower yield stress (24.13MPa) when compared to 
the  0.5%wt  (26.26MPa)  and  2%wt  (27.22MPa)  composites.  In  fact,  referring  to  the data  in 
Table 11.1 (in Appendix A on page 213), the composite with 1%wt shows the same yield stress 
(to  two  decimal  places)  as  the  unfilled  LLDPE  material,  along  with  generally  lower  flow 
stresses at the specified points. 
For the quasi‐static testing, the  inclusion of the Hectorite nanoclay would appear to have no 
discernable effect upon the mechanical properties of the LLDPE polymer, as for the  inclusion 
of both 3%wt and 4%wt of the clay filler the properties stayed reasonably similar to that of the 
unfilled  polymer  throughout  the  test. However,  for  the  addition of  1%wt  Titanium Dioxide 
(TiO2) there is a noticeable increase in yield and flow stresses at lower amounts of strain when 
compared  to  the  virgin  polymer.  For  example,  there  is  a  2MPa  increase  in  yield  stress, 
comparable to that of 0.5%wt Carbon Black or Carbon Nanotube, along with flow stresses at 
10% and 20% strain that are in excess of the LLDPE values recorded by ~1.8MPa. 
 
Figure 4.10 ‐ LLDPE Energy Absorbed by Impact (Strain Rates 2.99x10‐3 ‐ 3.43x10‐3s‐1) 
Figure  4.10,  above,  relates  to  the  energy  absorbed  by  the  polymer  from  the  compression 
imparted  by  the  Hounsfield machinery  as  calculated  by  integration  of  the  area  under  the 
stress‐strain curve shown  in Figure 4.9. The energy absorption  is sometimes reported as the 
Strain Energy, alongside a number of interchangeable unitary notations, including Pascals (Pa) 
and Jm‐3. As can be seen  in the above figure, from the origin of the plot there appears to be 
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two distinct groupings of curves relating to the LLDPE composites. Dealing first with the lower 
grouping, it comes as no surprise from the analysis of the stress‐strain curves that pure LLDPE 
along  with  the  1%wt  Carbon  Black,  3%wt  and  4%wt  Clay  composites  are  in  reasonable 
agreement as  to  the amount of energy  that  is absorbed by  the material, given  their  similar 
stress‐strain properties. It is worthy of note that the 1%wt Carbon Black composite absorbed a 
consistently lower amount of energy at the specified strain percentages than the pure LLDPE, 
leading to the conclusion that the inclusion of this amount of the filler is quite detrimental to 
the intended real‐world application, where an ability to absorb a large amount of the incident 
energy is vital. 
Turning  attention  to  the  materials  with  an  increase  in  energy  absorption  over  the  base 
material, the greatest  increase, as shown  in the figure,  is for the  inclusion of 0.5%wt Carbon 
Nanotubes which  for a 40%  strain absorbed 1.27MJm‐3 more energy  (on average)  than  the 
pure  LLDPE.  This  result was  closely  followed  by  1%wt  Carbon Nanotubes, which  as  before 
seem to be almost identical despite the obvious differences in amount. Also, as expected the 
0.5%wt, 2%wt Carbon Black and 1%wt Titanium Dioxide composites had a significant increase 
in energy absorption compared to the pure polymer, however not as much of an  increase as 
the Carbon Nanotube composites described previously.  
On  the whole,  compared  to  the  other  base materials  alluded  to  on  the  figures,  the  LLDPE 
composites outperform the average pure HDPE curves easily in all cases and the average pure 
UHMWPE at very low amounts of strain (<0.15). 
 
Figure 4.11 ‐ HDPE Stress‐Strain Data (Strain Rates 2.90x10‐3 ‐ 3.21x10‐3s‐1) 
Figure  4.11,  above,  shows  the  average  stress‐strain  data  for  the  HDPE  composites.  It  is 
immediately noticeable that there are two distinct groupings of data; those that  lie with the 
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pure HDPE curve (dark red) and the set that show significant increase in yield strength typified 
by the brown curve relating to the average data for the 1%wt Carbon Nanotube composite. 
Addressing first the grouping of curves in the lower portion of the above figure, the pure HDPE 
results  indicate that  this material  is, on average, similar to the LLDPE base polymer, a result 
that was  not  expected  given  the  density. Density measurements  upon  the  polymers were 
performed, and the results described  in a  later chapter of this report. Moreover, the results 
relating to the averages of the Clay composites were found to relate quite closely to the pure 
HDPE polymer,  implying  that  the reinforcement of  the matrix with  the Nanoclay particles  in 
this  test  yields  little  improvement  over  the  properties  of  the  base  polymer.  Even  with 
increasing quantities of  the Clay  filler  from  1%wt  to  1.5%wt  and  2%wt no  improvement  is 
made over the initial enhancement made by the addition of 1%wt.  
As mentioned previously, the addition of 1%wt Carbon Nanotubes to the HDPE matrix exhibits 
a significant increase in the yield stress of the material, of the order of ~17MPa, an increase of 
70% over the pure polymer. This increase is considerably more than seen for the comparative 
LLDPE materials. Similar, although not as sizeable, increases in yield stress are showed by the 
inclusion of the Carbon Black and Titanium Dioxide fillers  into the virgin polymer matrix. For 
the Carbon Black inclusion an increase in the yield stress from that of the pure HDPE is seen of 
the order of ~12‐14MPa, which whilst not as  large as  the  increase  reported  for  the Carbon 
Nanotube  inclusion  will  represent  a  significant  cost  saving  due  to  the  price  of  the  raw 
materials.  Similarly,  the  addition  of  1%wt  of  the  Titanium Dioxide  filler  increases  the  yield 
strength of the HDPE to the slightly more than the 1%wt Carbon Black composite.  
Comparing to the average results for the UHMWPE polymer, the  latter grouping of averages 
show significant improvement over UHMWPE within the range shown on the above figure (up 
to around 0.42 strain). The former group of curves, incorporating the pure HDPE and the Clay 
composites,  are  notably  weaker,  in  terms  of  the  yield  stress  than  the  generally  used 
UHMWPE.  
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Figure 4.12 ‐ HDPE Energy Absorbed by Impact (Strain Rates 2.90x10‐3 ‐ 3.21x10‐3s‐1) 
The above  figure, Figure 4.12,  is a representative plot of the amount of energy absorbed by 
the polymer  composites during  compression, and much  like  the  stress‐strain data  shown  in 
Figure 4.11 on page 61,  shows  that  there are  two  separate groups of  curves, one of which 
shows  considerable  improvement over  the  energy  absorption properties of  the benchmark 
UHMWPE polymer material, the greatest of which – over the entire range shown by the figure 
‐ is for the inclusion of 0.5%wt Carbon Black which for a 40% strain absorbed 3.59MJm‐3 more 
energy (on average) than the pure UHMWPE and 6.26MJm‐3more energy than the base HDPE 
polymer. As can be seen on the figure, the 1%wt Carbon Nanotube composite also absorbed a 
significant  amount  of  energy,  slightly  more  at  40%  strain  than  the  0.5%wt  Carbon  Black 
composite but appreciably less at lower values of strain.  
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Figure 4.13 ‐ UHMWPE Stress‐Strain Data (Strain Rates 2.99x10‐3 ‐ 3.20x10‐3s‐1) 
Figure  4.13,  above,  and  Figure  4.14,  below,  show  that  the UHMWPE  polymer  used  in  the 
blending process is (on average) identical to the commercially available version when tested at 
Quasi‐static  strain  rates.  As  can  be  seen  from  the  figures,  both  the  UHMWPE  materials 
drastically outperform  the pure LLDPE and HDPE materials,  in  terms of  the stress‐strain and 
yield under load and the amount of energy absorbed during compression. 
 
Figure 4.14 ‐ UHMWPE Energy Absorbed by Impact (Strain Rates 2.99x10‐3 ‐ 3.20x10‐3s‐1) 
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It can be seen from the above figures that UHMWPE undergoes substantial strain hardening 
after  yield,  which  dramatically  increases  the  amount  of  energy  that  is  absorbed  by  the 
material. It is for this reason that UHMWPE is used as a material in body armour production as 
absorption of high amounts of the impact energy is a key requirement. 
 
Figure 4.15 ‐ UHMWPE 80% HDPE 20% Blend Stress‐Strain Data (Strain Rates 2.95x10‐3 ‐ 3.20x10‐3s‐1) 
Figure 4.15, above, presents the stress‐strain data for the first of the blended materials, a mix 
of 80%wt UHMWPE with 20%wt HDPE, along with a couple of Carbon Black composites. As 
can  be  seen  from  the  figure,  the  presence  of  the  HDPE  blended  with  the  UHMWPE  has 
increased the yield stress by ~4MPa, a small increase when compared with that for the HDPE 
composites commented upon earlier. It is also clear that the further addition of Carbon Black 
into  the blend serves  to only slightly  improve  the stress‐strain properties, especially at very 
low values of strain (<0.15).  
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Figure 4.16 ‐ UHMWPE 80% HDPE 20% Blend Energy Absorbed by Impact (Strain Rates 2.95x10‐3 ‐ 3.20x10‐3s‐1) 
However, despite the modest yield stress improvement, the energy absorption characteristics 
shown in Figure 4.16, above, show reasonable enhancement compared to the pure UHMWPE 
polymer,  indicating  that  blending  a  small  amount  of  cheaper  HDPE  into  the  relatively 
expensive UHMWPE polymer yields a reasonable increase in energy absorption. Quantifiably, 
the increase in energy absorption at 40% strain for the base 80%wt/20%wt blend compared to 
that  of  the  pure  UHMWPE  is  1.38MJm‐3  and  4.58MJm‐3  compared  to  the  average  results 
relating  to pure HDPE.  This  is  a  ~9%  and  ~38%  increase  in  energy  absorption  in  each  case 
respectively. 
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Figure 4.17 ‐ UHMWPE 75% HDPE 25% Blend Stress‐Strain Data (Strain Rates 2.88x10‐3 ‐ 3.20x10‐3s‐1) 
Figure  4.17,  above,  shows  that  the  addition  of  a  further  5%wt  of  HDPE  into  the  blend  – 
bringing the formulation to 75%wt UHMWPE with 25%wt HDPE – does  little to the shape of 
the measured stress‐strain curves, and only the base blend exhibits slightly  lower properties 
to  that  of  the  80%wt  UHMWPE  with  20%wt  HDPE  blend.  As mentioned,  in  general,  the 
75%wt/25%wt  composites  showed  improvement  over  both  the  constituent  UHMWPE  and 
HDPE and the previously tested blended material composites.  
Echoing  the  previous  composite,  the  effect  of  the  addition  of  the  nanofillers  is  less 
pronounced  than  for  the  LLDPE  and  HDPE  composites,  and  typical  improvements  in  yield 
stress over  the base blend are of  the order of ~3‐4MPa. The greatest  improvement  in yield 
stress is for the 1%wt Carbon Black composite which has an increase of ~4MPa over the base 
blend,  however  comparing  the  flow  stresses  and  looking  at  the  figure,  the  0.5%wt  Clay 
composite  (light  green  line)  shows  the  largest difference  from  the pure UHMWPE. As  seen 
previously, and  referring  to  the  tabulated  flow  stresses  in Table 11.19  in Appendix A  (page 
217)  the 0.5%wt Carbon Black composite has consistently  larger  flow  stresses at 10%, 20%, 
40% and 60% strain than the 1%wt and 1.5%wt Carbon Black composites.  
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Figure 4.18 ‐ UHMWPE 75% HDPE 25% Blend Energy Absorbed by Impact (Strain Rates 2.88x10‐3 ‐ 3.20x10‐3s‐1) 
Much  the  same as  for  the  stress‐strain  results presented previously,  the energy absorption 
characteristics displayed in Figure 4.18 above, show that there is a moderate improvement in 
energy  absorption  compared with  the  presented  curve  relating  to  the  average  results  for 
UHMWPE. For example, the energy absorbed at 40% strain by the 0.5%wt Clay composite – 
identified as  the highest  flow  stress at  that value of  strain –  is 2.02MJm‐3 higher  than pure 
UHMWPE  and  5.22MJm‐3  higher  than  pure  HDPE.  Comparing  between  the  various  75%wt 
UHMWPE with 25%wt HDPE composites tested, there is little appreciable difference between 
the average results, save for the aforementioned Clay composite. 
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Figure 4.19 ‐ UHMWPE 70% HDPE 30% Blend Stress‐Strain Data (Strain Rates 2.99x10‐3 ‐ 3.20x10‐3s‐1) 
Figure 4.19, above, shows that much like the other blends there is a modest improvement in 
the stress‐strain properties at low values of strain for the 70%wt UHMWPE with 30%wt HDPE 
blended material. Quantifiably, the average yield stress of the base 70%wt/30%wt blend was 
measured as being 3.51MPa and 8.27MPa greater than pure UHMWPE and HDPE respectively. 
As  for  the other blended  samples,  the  inclusion of  the nanofillers has a  considerably  lesser 
effect  upon  the  stress‐strain  properties  compared  to  that  experienced  by  the  pure  LLDPE 
(Figure 4.9) and HDPE (Figure 4.11) materials. The addition of 0.5%wt Carbon Black serves to 
decrease the measured average flow stresses despite showing an  increase  in the yield stress 
of around ~3.4MPa.  
The energy absorption characteristics  for the 70%wt UHMWPE with 30%wt HDPE blend and 
the 0.5%wt Carbon Black composite are  shown  in Figure 4.20 below. As expected  from  the 
stress‐strain  data,  the  base  blend  outperforms  the  composite,  which  is  in  turn  an 
improvement over the pure UHMWPE. Using the tabulated data in Table 11.12 in Appendix A 
(page  215),  the  difference  in  energy  absorbed  from  the  pure  UHMWPE  at  40%  strain  is 
1.8MJm‐3  for  the  70%wt/30%wt  base  blend  and  1.09MJm‐3  for  the  0.5%wt  Carbon  Black 
composite. 
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Figure 4.20 ‐ UHMWPE 70% HDPE 30% Blend Energy Absorbed by Impact (Strain Rates 2.99x10‐3 ‐ 3.20x10‐3s‐1) 
4.4 Discussion	
It has been  seen  in  the above  figures  (starting on page 59 with Figure 4.9),  that  in general 
there is in increase in measured stress‐strain performance for the tested materials when small 
amounts of  the Carbon Black, Carbon Nanotubes, Titanium Dioxide and Hectorite Nanoclay 
nanofiller  materials  are  mixed  with  the  base  material(s)  prior  to  sample  formation.  The 
amount of yield and/or flow, stress increase is dependent upon whether a pure homopolymer 
or a blend of UHMWPE and HDPE is used as the base material. 
As evidenced by  the  stress‐strain  results  for  the  LLDPE  (Figure 4.9)  and HDPE  (Figure 4.11) 
composites,  the addition of  the Carbon Nanotube  filler materials  significantly  increases  the 
yield stress by 2.7‐3.55MPa  for LLDPE with 0.5%wt and 1%wt CNT; and 17.24MPa  for HDPE 
with 1%wt CNT. The effect of  loading with Carbon Black varied by the amount of filler, with 
0.5%wt, 1%wt and 2%wt  returning  increases  in average yield stress of 2.13, 0 and 3.09MPa 
respectively  for  LLDPE;  and  increases  in  yield  stress  of  13.87,  11.36  and  14.22MPa  for  the 
inclusion  of  0.2%wt,  0.5%wt  and  1%wt  of  Carbon  Black  respectively  within  the  HDPE 
homopolymer.  The  LLDPE  and  HDPE  composites  containing  the  Nanoclay  and  TiO2  fillers 
preformed  comparatively  with  the  Carbon  Black  composites,  despite  the  relatively  large 
inclusions of Nanoclay at 1%wt‐4%wt compared to that of the other filler materials.  
This strengthening effect is far more pronounced than under the same filler conditions for the 
blende‐d materials, as  is evident  in  the  figures  relating  to  the 80%wt UHMWPE with 20%wt 
HDPE  (Figure  4.15),  75%wt  UHMWPE  with  25%wt  HDPE  (Figure  4.17)  and  the  70%wt 
UHMWPE with 30%wt HDPE  (Figure 4.19) blended  composites.  For  the  inclusion of Carbon 
Black  into the blended materials, there was an average decrease  in yield and flow stress for 
the  80%wt/20%wt  blend  when  loaded  with  0.5%wt  and  1%wt  Carbon  Black  which  is 
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counterpoint to the increase shown by the homopolymer composites and by the other, larger 
HDPE‐content blended materials. The 75%wt/25%wt blended composite showed increases in 
yield stress of 2.82, 4.27 and 3.97MPa for the addition of 0.5%wt, 1%wt and 1.5%wt Carbon 
Black  to  the base blend correspondingly; and  the  inclusion of 0.5%wt Carbon Black  into  the 
70%wt/30%wt blend lead to an increase in the average yield stress by 3.4MPa.  
Unfortunately, as the results above ‐ and in the summary presented in Table 2.1 on page 34‐ 
show, only the 75%wt UHMWPE with 25%wt HDPE blended material was prepared with the 
Carbon  Nanotube  and  Hectorite  Nanoclay  filler  materials  along  with  the  aforementioned 
Carbon  Black  composite.  As  for  the  LLDPE  and  HDPE  composites,  the  0.5%wt  Carbon 
Nanotube inclusion increased the yield stress, on average, by 4.09MPa, which whilst not being 
as  large an  increase as the 1%wt Carbon Black composite, showed enhanced performance  in 
flow stress over the range of the test presented  in the figures. As for the Clay composite, as 
for the previous Nanoclay composites, a rather more modest  increase  in average yield stress 
of 1.69MPa was recorded. 
Regarding  the  energy  absorption  properties  of  the  composites;  for  the  reinforced  LLDPE 
samples, the greatest increase in energy absorption (measured at 40% strain, with data from 
Table 11.2) comes from the average result for the 0.5%wt Carbon Nanotube composite, which 
showed a 1.27MJm‐3 increase in average energy absorption at 40% strain compared to that of 
the pure LLDPE. It must be noted that the 1%wt Carbon Nanotube composite showed similar 
results  (a difference  in average energy absorption of  ‐0.03MJm‐3)  for double  the amount of 
filler, a result that would suggest that there is a threshold at which the improvement afforded 
by  the  inclusion  of  the  fillers  is  not  as  great  as  for  smaller  amounts  of  the  filler.  This  is  a 
promising result  in financial terms as smaller amounts of the filler are obviously going to be 
cheaper to source for manufacture.  
This  threshold was  seen,  again with  the  higher  amount  proving  to  be  a  detriment  to  the 
properties, with  the  results  pertaining  to  the  Carbon  Black  /  LLDPE  composites where  the 
0.5%wt composite yielding average energy absorption at 40% strain of 13.40MJm‐3 compared 
to  the  12.17MJm‐3  of  the  1%wt  composite  and  13.05MJm‐3  of  the  2%wt  Carbon  Black 
composite.  The  energy  absorption  of  the  Titanium  Dioxide  composite  showed  slight 
improvement over the pure polymer, as an  improvement  in energy absorption of 0.53MJm‐3 
was  recorded  from  the  average  results  of  the  three  performed  tests  upon  the  material. 
Surprisingly, the Clay composites – at 3%wt and 4%wt – actually showed reduced properties 
compared to that of the pure LLDPE, lowering the amount of energy absorbed at 40% strain by 
an average of 0.2‐0.26MJm‐3.  
For the HDPE composites, there was significant  improvement  in energy absorption  in all but 
the Nanoclay composites. The greatest  improvement was recorded by the Carbon Nanotube 
composite (1%wt), exhibiting a 7.17MJm‐3 improvement in average energy absorption at 40% 
strain compared to the pure HDPE, however more  interestingly, this composite – along with 
the  Carbon  Black  and  Titanium Dioxide  composites with  slightly more modest  properties  ‐
showed an improvement over pure UHMWPE, which for the Carbon Nanotube composite was 
3.97MJm‐3. This presents the case for viable replacements of the UHMWPE material with the 
cheaper  HDPE  polymer  reinforced  with  the  Carbon‐  and  Titanium‐based  nanofillers.  As 
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mentioned  previously,  the  Nanoclay  composites  did  not  show  significant  improvement, 
although  they  did  bring  the  average HDPE  energy  absorption  in  line with  that  of  the  pure 
LLDPE.  
Concerning  the  80%wt  UHMWPE  with  20%wt  HDPE  blend,  the  0.5%wt  Carbon  Black 
composite shows the greatest improvement in average energy absorption of the three tested 
materials, the base blend and the two Carbon Black composites, over the average results from 
the pure homopolymers. Numerically,  the  increase  in energy absorbed at 40% strain shown 
over  the  performance  of  UHMWPE  is  1.52MJm‐3.  However  as  there  is  only  0.51MJm‐3 
difference  in  the  average  energy  absorbed  between  the  different  80%wt/20%wt  blend 
composites;  and  some  of  this  may  be  attributed  to  experimental  scatter  as  the  results 
described  here  are  an  average  of  three  repeats  in  the manner  described  on  page  55 with 
slightly different strain  rates;  it can be said  that  the  inclusion of  the Carbon Black nanofiller 
material  is unnecessary, especially as the results presented  in Figure 4.16  (and Table 11.8  in 
Appendix A)  show  that on average  the base blend was  superior  to  the 1%wt Carbon Black 
composite,  negating  the  fillers  usage  and  saving  on  the  cost  of  raw  materials  and  the 
additional mixing processes involved in introducing the filler into the blended material. 
Much of the same was seen in the results relating to the 75%wt UHMWPE with 25%wt HDPE 
blend,  in  that  whilst  there  was  a modest  improvement  in  the  blend’s  energy  absorption 
characteristics when compared to the pure UHMWPE ‐ an average increase of 0.76MJm‐3 – the 
addition of the Nanofiller materials did little to significantly improve the properties in the way 
that the LLDPE and HDPE materials were. As with the previous blend and  its composites, the 
addition  of  the  Carbon  Black  filler,  in  three  different  percentage  weights,  does  little  to 
improve upon the increase from just the blending with HDPE. The addition of 0.5%wt Carbon 
Black serves to have an increase in average energy absorbed at 40% strain of 1.23MJm‐3 over 
the pure UHMWPE, which  relates  to an  increase of 0.47MJm‐3 over  the base 75%wt/25%wt 
blend. However, fortunately, samples of this blended material with 0.5%wt Carbon Nanotube 
and Hectorite Nanoclay filler materials were also produced, allowing direct comparison of the 
other  filler materials  performance  with  the  blended matrix material,  especially  given  the 
closeness  of  the  average  strain  rates  between  the  sets  of  data.  The  Carbon  Nanotube 
composite, as expected, showed  further  improvement upon  the performance of  the Carbon 
Black composite, with an increase in average energy absorbed at 40% strain of 1.48MJm‐3 over 
the pure UHMWPE; however the Clay composite exhibited further enhancement on average, 
with an increase of 2.02MJm‐3 compared to pure UHMWPE. 
For  the  final  blended material,  70%wt UHMWPE with  30%wt HDPE,  there was  a  relatively 
large increase in average energy absorbed of 1.80MJm‐3 compared to the pure UHMWPE, the 
largest  of  the  base  blends  with  no  reinforcement.  However,  when  0.5%wt  Carbon  Black 
nanofiller was introduced to the blend, the average results show a decrease in the amount of 
energy absorbed, although this is still more than for the pure UHMWPE polymer.  
Regarding the comparisons between the different blended materials and the pure materials, 
Figure  4.21  below  shows  the  average  stress/strain  properties  of  the  three  base  blended 
samples without any reinforcement along with the pure homopolymer materials (shown with 
dashed lines). 
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Figure 4.21 – Blended Samples Stress‐Strain Comparison Data (Strain Rates 2.95x10‐3 – 3.20x10‐3s‐1) 
As  seen  in  the  above  figure,  for  low  strains  (<0.35),  the  blended  materials  all  show 
improvement over  the pure UHMWPE  (green dashed  line)  along with  the obvious  increase 
over the pure LLDPE and HDPE materials. As can be determined from the tables in Appendix A, 
the yield stresses relating to the blended materials show  little difference between the three 
blends, with  the 80%wt UHMWPE  /20%wt HDPE blend having  the highest at 33.66MPa  (on 
average), an increase of ~14% from the UHMWPE results. As can be seen from the figure, the 
curve  exhibiting  the  greatest  area  relates  to  the  average  results  for  the  70%wt UHMWPE 
/30%wt HDPE blend, which would indicate that the amount of energy absorbed by this blend 
be greater than the others, a hypothesis corroborated by the results in Figure 4.22, below. 
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Figure 4.22 ‐ Blended Samples Energy Absorbed by Impact (Strain Rates 2.95x10‐3 – 3.20x10‐3s‐1) 
As can be seen on the above figure, as before, all three blends shown an  increase  in energy 
absorbed by the impact from the crosshead when compared to the pure materials tested. As 
predicted  above  from  the  stress/strain  results,  the  70%wt  UHMWPE/30%wt  HDPE  blend 
showed  the  greatest  increase  in  energy  absorption  over  the  presented  area,  which 
quantifiably  relates  to an  increase of 1.8MJm‐3 at 40%  strain  compared  to  that of  the pure 
UHMWPE. The other blended materials produced  results  that were well within 10% of  this 
value, which  given  the  results  in  Figure  4.16  and  Figure  4.18, where  small  amounts of  the 
nanofillers were able to match or even surpass the this result, would  lead to the conclusion 
that at this point within the report the blended materials would seem a viable replacement for 
the UHMWPE, at least in the Quasi‐static region, which when reinforced with a small amount 
of filler could be improved upon further. 
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Chapter		5 Intermediate	Strain	Rate	Testing	
 
5.1 Introduction	
This chapter describes the investigation of the material properties at intermediate strain rates 
allowing  for  the  determination  of  the  material’s  properties  in  the  region  between  the 
conventional quasi‐static testing and the increasingly popular high strain rate regime. In order 
to  test  the  sample materials  a bespoke  in‐house built  instrumented dropweight  tower was 
used in conjunction with a high speed camera, as outlined below. 
5.1.1 Theory	
The background theory behind the operation of the dropweight system  is much the same as 
for  any  falling‐weight  or  other  compressive  apparatus,  for  example  the  quasi‐static  testing 
equipment described in the previous chapter, and is therefore reasonably ubiquitous.  
Using the same terminology as  in the previous chapter, as described  in Figure 4.1  in Section 
4.1.1,  the  compressive  axial  engineering  stress  ߪாሺݐሻ	imparted  onto  the  face  of  a  right 
cylindrical sample, axially similar to the quasi‐static experimentation, is given by Equation 5.1. 
  ߪா ൌ ܨܣ  Equation 5.1  
This equation can be simply re‐arranged  to  form similar  to Equation 4.1  from page 50, with 
substitution  of  the  Force  (ܨ)  and  the  Area  (ܣ)  for  the  appropriate  values  to  give  the 
engineering  stress  in  terms  of  the  dynamically  changing  sample  diameter  and  the  force 
applied from the falling weight.  
  ߪாሺݐሻ ൌ 4ܨߨܦሺݐሻଶ  Equation 5.2 
 
The  force  applied  by  the  falling weight  is  simply  the mass  of  the weight multiplied  by  the 
acceleration of the weight – measured by an accelerometer attached to the dropweight  ‐ as 
given by Equation 5.3. 
  ܨ ൌ ݉ܽ Equation 5.3 
 
Combination of Equation 4.5 and Equation 4.2 from Section 4.1.1 gives the true strain ்߳ሺݐሻ in 
terms  of  the  original  sample  height ܪ଴  and  the  dynamic  sample  height ܪሺݐሻ  as  shown  in 
Equation 5.4 below. 
  ்߳ሺݐሻ ൌ െln ൬ܪሺݐሻܪ଴ ൰  Equation 5.4  
As the volume of the sample is assumed to stay the same and that no barrelling or fracture of 
the sample has occurred so that the cylindrical geometry, albeit with changing dimensions, is 
retained, the height of the sample can be given  in terms of the sample diameter as given by 
Equation 5.5.  
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  ܪሺݐሻ ൌ ܪ଴ ቆ ܦ଴
ଶ
ܦሺݐሻଶቇ  Equation 5.5 
 
Substitution of Equation 5.5  into Equation 5.4 yields Equation 5.6, an expression for the true 
strain in terms of the measurable sample diameter. 
  ்߳ሺݐሻ ൌ െln ቆ ܦ଴
ଶ
ܦሺݐሻଶቇ  Equation 5.6 
5.2 The	Loughborough	Dropweight	System	
5.2.1 Development	
The dropweight equipment available in the Loughborough University Physics Department was 
developed  in  the  early  1990’s,  as  outlined  in  the  theses  of  Dawson  (Dawson,  1993)  and 
Hamdan  (Hamdan,  1994).  The  equipment  is  functionally  comparable  to  the  apparatus  in 
Cambridge University’s Cavendish Laboratories as used by Field, Swallowe, Pope and Palmer 
(Field, Swallowe, Pope, & Palmer, 1984) amongst numerous others at Cambridge.  
5.2.2 Description	of	the	Loughborough	Dropweight	System	
The  Loughborough Dropweight  system  consists of  three  separate  sub‐systems, which when 
used together allow the compressive deformation of a polymeric sample to be  imaged onto 
photographic film for analysis.  
The physical layout of the apparatus at the start of the project is shown in Figure 5.1, below. 
Please note that the ‘Light Path from Flash Unit’ is in reality rotated into the page 90° but has 
been re‐routed in the diagram for clarity. 
 
Figure 5.1 ‐ Cross‐Section Schematic of Loughborough Dropweight Apparatus (C4 Camera) 
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The three sub‐sections, discussed in detail in the following sections, are the: dropweight; high‐
speed camera and the flash unit. 
5.2.2.1 Dropweight	
The dropweight sub‐section of the apparatus consists of a composite dropweight  (explained 
below) whose motion, due to gravity, from a selected height is directed by three vertical guide 
rails,  ensuring  accuracy  in  the  alignment  of  the  glass  anvils. As  can  be  seen  in  Figure  5.2, 
below, – a partial view of Figure 5.1 above –  the dropweight and Cast  Iron Anvil are bored 
with a 90° channel within which a 45° mirror and a horizontally adjustable prism are mounted 
respectively.   
 
Figure 5.2 ‐ Cross‐Section Schematic of Dropweight Apparatus 
The horizontal axis  sample deformation  is  recorded  is by  the  camera by use of  transmitted 
light. The channel bored  through  the dropweight and  the anvil provides a  light path  for  the 
horizontally parallel light emerging from the flash unit to pass into the system. The light then 
passes  through  the  glass  anvils  and  around  the  sample  sandwiched  between  them  before 
being returned to horizontal by the prism in order to ingress into the Camera lenses. The flash 
is triggered by a simple switch made from a screw mounted  into the side of the dropweight 
making contact with a height adjustable metal plate affixed via a wooden spacer to the base 
of the dropweight a fraction of a second before impact occurs. 
The motion of the dropweight throughout the  impact event  is recorded by an accelerometer 
affixed to the top of the main dropweight that is connected to a digital storage oscilloscope. In 
order to reduce electrical noise in the system, the accelerometer is attached using a nylon bolt 
and washer. The accelerometer and measurement system will be discussed further in section 
5.2.3 on page 81. 
As mentioned previously, the dropweight  itself  is  in two parts, a 9.4cm high cylindrical Steel 
dropweight into which the aforementioned light channel had been bored (coloured brown in 
Figure 5.2) and a 5cm high cylindrical Steel block, mounted above the original dropweight. The 
purpose of this extra dropweight, as outlined in Lee’s thesis (Lee, 2002), is to reduce the high 
frequency  vibrations  that occur when  the dropweight  impacts with  the  sample. These high 
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frequency vibrations would be coupled with the  impact data due to the vibrations reflecting 
from  the  top  surface  of  the  dropweight  where  the  accelerometer  is  attached.  As  the 
composite dropweight strikes the sample, the vibrations pass from the main dropweight into 
the upper block, where they are attenuated slightly due to the tensile pulse across the  loose 
gap between the weight and the block and attenuated further upon reflection from the upper 
surface.  The  reflected  vibrations  can  then  pass  back  into  the  main  dropweight  and  be 
reflected  from  the  bottom  surface  to  the  accelerometer,  however  due  to  the  extra  travel 
distance  through  the  “Anti‐Vibration”  block,  the  vibrations  arrive  at  the  accelerometer 
approximately 64µs (derivation in (Lee, 2002)) after the initial impact data, plenty long enough 
for the  impact data to be recorded by the digital oscilloscope. Lee notes significant coupling 
had  occurred  once  the  composite  dropweight  had  been  implemented  compared with  the 
dropweight alone. The total weight of the composite dropweight is 8.25kg. 
5.2.2.2 High	Speed	Camera	
5.2.2.2.1 Atomic	Weapons	Research	Establishment	C4	Film	Camera	
The most  visually  imposing  part  of  the  apparatus  is  the  high‐speed  camera,  standing  at  a 
unwieldy 1930mm tall (6’4½”) and 2530mm (8’4”)  long at the  longest part of the frame, the 
C4  camera  was  developed  and  built  by  the  Atomic  Weapons  Research  Establishment 
(A.W.R.E.,  now  the  Atomic Weapons  Establishment,  A.W.E.)  at  Aldermaston,  Berkshire,  to 
record  nuclear  and  high  explosive  detonations  at  high  speed.  The  camera  is  capable  of 
recording at speeds of up to 200,000 frames per second (fps) for 140 frames, a relatively long 
time in the field of high‐speed photography at the stated speeds. 
The cross‐section of the camera unit shown  in Figure 5.1, above,  illustrates the operation of 
the camera and its place within the dropweight system. It can be seen in the above figure that 
the  ingress of  light  into the sealed camera  is regulated by an electronically‐operated shutter, 
which  is manually  controlled by an external  switch box. Assuming  that  the  shutter  is open, 
parallel  light from the dropweight  (discussed subsequently)  is focussed by the two focussing 
lenses  shown  in  the diagram  into a beam  splitter, whereupon  the  light  is bisected  into  two 
beams  that  are  reflected  off  a  series  of  front‐silvered mirrors  as  appropriate  to  enter  the 
central area of the camera through two asymmetric focussing lenses. 
The light is given the asymmetricity so that upon reflection from the centrally‐located rotating 
mirror the light illuminates the two slightly elliptical tracks of 70 individual framing lenses that 
are  located one‐either‐side of  the central axis of  the camera, which  in  turn  focus  the  image 
onto  the  film arcs  located  in  the appropriate  tracks. This avoids  the  ‘black area’  commonly 
encountered in older high‐speed cameras by allowing continuous access to the film along with 
simplifying the triggering. 
5.2.2.2.1.1 Film	
The  film  used  in  the  high‐speed  camera  is  Kodak  Double‐X  Aerographic  Film  (2405)  a 
panchromatic  medium  to  high‐speed  aerial  photography  film,  which  is  supplied  in  rolls 
241.3mm wide  by  76m  long.  This  film  has  to  be  stored  at  temperatures  lower  than  13°C 
(usually  in  the  freezer  for prolonged periods of time) to extend  its useful  life. To  fit the  film 
into the tracks in the C4 camera, the film is cut into arcs of around 3m in length, with a radius 
of  curvature of 5.3m using a bespoke  cutting  table at Cavendish  Laboratories  in Cambridge 
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University. This  cutting  table uses  razor blades mounted  into  string‐operated  carriages  that 
are  set  into  channels within  the  table  to  be  able  to  cut  exact  arcs  of  film  safely  in  total 
darkness. 
Since the film has no safelight as it is panchromatic (Eastman Kodak Company, 2005), all pre‐
development work must be carried out in complete darkness. 
The  film  is  loaded  into  the  camera  in  light‐proof  cassettes  and drawn out  along  the  tracks 
indicated in the diagram in total darkness. Once the camera is re‐sealed, low levels of light are 
able to be used until the time just before testing to allow for sample placement.  
5.2.2.2.2 Hyper	Vision	HPV‐1	Digital	Camera	
Due  to  the  time  and  complexities  involved  in  using  and  developing  the  film  from  the 
aforementioned  C4  camera,  a  high  speed  digital  video  camera  was  borrowed  from  the 
Engineering and Physical Sciences Research Council (EPSRC) Engineering Instrument Loan Pool 
for a short time to be used with the dropweight apparatus.   
The  camera,  a  now‐superseded  Shimadzu  Scientific  Instruments  Inc.  Hyper  Vision  HPV‐1 
ultrahigh‐speed  video  camera,  is  capable  of  recording  in  the  region  of  30  (approximately 
standard video speed)  to 1 million  frames per second  (fps). The unit  records high‐definition 
images at a resolution of 312 x 260, with up to 80,000 pixels per image. The state‐of‐the‐art IS‐
CCD imaging chip allows 100 monochrome images to be stored within the chip itself; to enable 
the  ultrahigh  speeds  stated  above  as  there  is  no  transmission  delay  in  recording.  Images 
recorded by  the  camera  can be  saved  in BMP,  TIF or AVI  formats  for  subsequent  analysis. 
(Shimadzu Scientific Instruments, 2006) 
 
Figure 5.3 ‐ Shimadzu Hyper Vision HPV‐1 Digital High Speed Camera (Itronx Imaging Technologies) 
The HPV‐1, has a number of different trigger options, which allows flexibility in its use, and the 
camera can be  fitted with any Nikon F‐mount SLR  lenses  for adaptability  to  the situation  in 
which the camera  is to be used. For the purposes of this project a Nikon‐compatible Tamron 
70‐300mm f/4.0‐5.6 Macro Zoom Lens was purchased and fitted to increase the zoom level so 
that the small samples could be focussed adequately. 
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The physical layout of the apparatus with the replacement of the C4 camera with the HPV‐1 is 
shown  in Figure 5.4, below. As before, please note that the  ‘Light Path from Flash Unit’  is  in 
reality rotated into the page 90° but has been re‐routed in the diagram for clarity. 
 
 
Figure 5.4 – Cross‐Section Schematic of Loughborough Dropweight Apparatus (HPV‐1 Camera) 
As before,  the  flash unit  is  triggered by  the closed‐connection of  the screw protruding  from 
the dropweight coming  into contact with the metal blade mounted on the anvil base. In this 
configuration  the  closed‐connection also  triggers  the  camera  recording, albeit with a 200μs 
delay  to account  for  the discharging of  the  flash being  set off  slightly early  to allow  for  the 
light levels to build up to a constant high level. 
5.2.2.3 Flash	Unit	
The flash unit used in these experiments was a Bowens MonoGold 1500W Studio Flash. This is 
a  standard  (now  superseded)  Photography  flash  unit  and was  implemented  to  replace  the 
previous bespoke Xenon flash unit as used by Lee (Lee, 2002), Hamdam (Hamdan, 1994) and 
others within the department over the years on the grounds of safety, charging time and ease 
of use. 
The  flash  is  connected  to  the  closed‐connection  trigger  on  the  dropweight  apparatus  by  a 
cable with a  ¼” (6.35mm) TRS ‘Jack‐plug’ connector at the flash end and which is split at the 
Tripod
Digital High Speed Camera
To Computer
Focussing Lenses Sample
Cast Iron Anvil
Prism
Cartridge Heater
Glass Anvils
Trigger Switch
To Flash Trigger and Camera Trigger
Light Path from Flash Unit
Accelerometer
To Digital Storage Oscilloscope
Guide Rails
Steel "Anti-Vibration" Block
Steel Dropweight
Mirror
From Trigger
To Preview Screen
81 
 
opposite  end  of  the  cable  into  two wires  that  are  connected  to  the  dropweight  and  anvil 
respectively. 
It  is  essential  that  the  flash  is  triggered  prior  to  the  impact  of  the  dropweight  upon  the 
sample, to allow for the entire deformation of the sample to occur during the time at which 
the  flash  is at  its brightest. This  is  to ensure  the greatest contrast between  the  transmitted 
light from the sample and the bright background. The physical position of the flash unit from 
the dropweight was carefully chosen as not to over‐saturate the image with light and ruin the 
contrast. 
5.2.2.4 Modifications	for	High	Temperature	Testing	
As is evident in Figure 5.2, on page 77, the anvil is equipped with two RS cartridge heaters for 
the purpose of performing elevated  temperature  testing. These heaters are connected  to a 
thermostat that can allow temperatures from ambient room temperature up to 100°C to be 
achieved with ease.  
5.2.3 Measurement	
The stress and strain  in  this experiment can be  inferred  from  the acceleration of  the  falling 
dropweight,  using  an  accelerometer  connected  to  a  digital  storage  oscilloscope  via  a 
conditioning amplifier, and the horizontal expansion of the sample under compression, using 
the  high‐speed  photographs  taken  by  the  camera.  This  section will  describe  in  detail  the 
accelerometer recording system and the film processing. 
5.2.3.1 Accelerometer	
The  accelerometer  used  in  this  experiment  is  a  Brüer  &  Kjær  type  4344  piezoelectric 
compression transduceri, which produces a voltage which  is proportional to the acceleration 
to which the accelerometer  is exposed. Physically, the accelerometer consists of a tiny mass 
which  is  preloaded  by  a  stiff  spring  that  in  turn  lies  on  top  of  a  pair  of  piezoelectric 
transducers. As the accelerometer is displaced, the mass will exert a force on the piezoelectric 
discs,  producing  a  voltage  that  is  linearly  proportional  to  the  acceleration  of  the 
accelerometer, as confirmed by Hamdan (Hamdan, 1994). 
The  size and weight of  the accelerometer  is  chosen  such  that  it will not  interfere with  the 
vibrations of  the dropweight as  it  is  very much  larger and heavier  than  the  accelerometer. 
Equation  5.7,  below,  shows  the  resonant  frequency  ( ଴݂)  of  a  vibrating  system  in  one‐
dimension, where ݇ is the stiffness of the system and ݉ is the mass of the system. 
  ଴݂ ൌ 12ߨඨ
݇
݉  Equation 5.7 
 
From  Equation  5.7,  it  can  be  seen  that  as  an  additional mass  is  added  to  the  system,  for 
example the mass of the accelerometer (݉௔) added to the mass of the composite dropweight 
(݉ௗ) a new frequency ( ௡݂) will occur, as shown in Equation 5.8, below. 
                                                            
i Voltage Sensitivity 2.14mV/g, Charge Sensitivity 2.06pC/g 
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  ௡݂ ൌ 12ߨඨ
݇
݉ௗ ൅݉௔ 
Equation 5.8 
 
If the weight of the accelerometer  is small (this particular example  is ~2g) then compared to 
the weight of the dropweight, 8.25kg as stated earlier, then this effect is negligible.  
5.2.3.2 Conditioning	Amplifier	
The output from the accelerometer is fed directly into a Brüer & Kjær type 2626 Conditioning 
Amplifier. The  charge  sensitivity of  the amplifier  is  set  to match  that of  the accelerometer, 
2.06g‐1 pCm‐1s2, and the voltage sensitivity is set to the lowest value of 0.001g‐1 Vm‐1s2. As the 
voltage sensitivity  is set  to 0.001g‐1 Vm‐1s‐2,  the calculated stiffness constant  (݇)  in Equation 
5.9 is taken to be 9.810V‐1ms‐2 (Lee, 2002). In Equation 5.9, ܽ is the acceleration and ܸ is the 
measured output voltage. 
  ܽ ൌ ܸ݇ Equation 5.9 
5.2.3.3 Data	Recording	
Immediately following amplification the accelerometer signal was fed into the first channel of 
a Tektronix 3012 Digital Storage Oscilloscope for display and recording. The oscilloscope was 
triggered in different ways for each of the camera options.  
For the C4 Camera the second channel was connected to a silicon photodiode positioned so 
that the flash‐photodiode distance was equal to the flash‐dropweight distance, meaning that 
the oscilloscope should trigger as the light enters the weight.  
Upon  retrofitting  the HPV‐1  digital  camera  into  the  system  the  problem  of  flash‐triggering 
arose  as  previously  all  tests  were  performed  in  complete  darkness  and  the  photodiode 
method mentioned above was perfectly adequate as the only light present was that from the 
discharging flash. In the new configuration, tests were able to be performed in normal lighting 
conditions due to the redundancy of the  light‐sensitive film necessitating complete darkness 
in earlier experiments, and therefore a new system was needed as the photodiode was not as 
reliable in normal lighting conditions. The solution found was to simply electrically connect the 
oscilloscope to the flash trigger so that when the closed connection triggered the camera and 
the flash it also triggered the oscilloscope.  
5.2.3.4 Image	Processing	
5.2.3.4.1 C4	Film	Processing	
Following  data  acquisition  the  film  strips  were  re‐wound  onto  the  removable  spools  and 
sealed within the light‐proof casings, in complete darkness, before moving into a darkroom for 
processing.  
Once  in  the darkroom,  the  two  film  strips were  removed  from  the  spools and  immersed  in 
Ilford  ID‐11 Developer within  separate  light‐proof plastic  tubs and agitated  vigorously  for a 
few seconds every 30 seconds for 10 minutes. The developing solution was pre‐mixed  in a 5 
Litre container according to the manufacturer’s instructions and diluted 1:1 as needed.  
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After the initial 10 minutes the films were washed in running water for a further 10 minutes. 
As  the  film has no safelight, as mentioned previously,  this, along with  the movement of  the 
films to the light‐proof tubs and the next two stages, were carried out in total darkness.  Once 
10 minutes had passed the films were submerged in a 1:4 solution of Ilford Hypam Rapid Fixer 
and agitated by hand for two minutes before transferring to a solution of one capful of Ilford 
Ilfotol Wetting agent to one Litre of water for 30 seconds. The films can now be handled in full 
light conditions. 
Subsequently, the films were allowed to dry naturally  in a drying cabinet before analysis. An 
example of a pair of developed film strips (not full length) can be seen in Figure 5.5, below. 
 
Figure 5.5 ‐ Example Developed Film Strips 
The film strips were then able to be cut  into smaller sections and scanned manually, a small 
number of frames at a time, into a computer using a conventional desktop scanner. 
5.2.3.4.2 HPV‐1	Processing	
The images from the digital camera were significantly easier to process than the film strips as 
the camera software  is capable of saving  the  images and/or video  in BMP or TIF  format  for 
static  images or AVI  format  for  video.  The  video  feature  is  especially useful  for  seeing  the 
deformation happening dynamically whilst using the static images for analysis.  
5.2.4 Sample	Specifications	
The test sample specifications for use in the Dropweight tests are as outlined in section 2.5.1 
on page 34. 
5.2.5 Experimental	Procedure	
The experimental procedure for the use of the dropweight apparatus  is reasonably common 
to both camera  setups, with  the obvious differences being  the omission of  the manual  film 
loading and starting of the motor on the C4 camera.  It  is also pertinent to mention that the 
procedure must be performed in total darkness for the C4 camera whereas normal light levels 
are acceptable for the HPV‐1 camera. 
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As with the quasi‐static  testing described previously, the  first step at the beginning of every 
test, before turning off the lights in order to load the film into the C4 camera, is to accurately 
measure  the  sample  dimensions  using  digital  Vernier  callipers  so  that  the  dimensions, 
especially  the  radius of  the cylindrical sample could be used  in  the analysis of  the  recorded 
data later. Upon insertion of the sample between the toughened glass anvils, the trigger point 
of the dropweight is positioned so that contact would be made approximately 1mm above the 
upper  surface  of  the  sample  to  allow  the  flash  to  attain  maximum  brightness  and  the 
oscilloscope to be recording when impact occurs. It is important that this adjustment be done 
for  each  sample  as  subtle  changes  in  height  of  the  samples  may  occur  due  to  their 
manufacturing process. 
It is at this point that the camera is set up for the test. In the case of the C4 camera, the lights 
in  the  laboratory are  turned off and blackout curtains drawn around  the equipment  to stop 
any  stray  light  from  cracks  in  doors  to  impinge  upon  the  sensitive  film. Making  sure  the 
camera shutter is closed, the side panels of the C4’s bodywork are then removed and the film 
taken  from  the  lightproof  plastic  storage  tubs  and  fed  into  the  spiralling  tracks within  the 
camera body. The panels are then replaced and the camera  is set up for use. For the HPV‐1 
camera the setup is simply to set the camera to standby, so that when the trigger is closed the 
recording begins. 
At this point it is useful for the operators to get into position, whereupon the oscilloscope and 
flash are turned on and the oscilloscope set to standby, again waiting for a trigger to record. 
When the flash is charged, the C4 camera’s motor is powered up, left for a few seconds to get 
up to speed, and the shutter is opened (if using the C4 camera). At this point the dropweight is 
drawn up by the rope and pulley system to the required height and released.  
5.2.6 Analysis	
In its raw form the data recorded from a dropweight test is presented in the forms shown in 
Figure 5.6 and Figure 5.7 below. Figure 5.6 shows  the data recorded by  the oscilloscope  for 
the accelerometer (blue curve) and the trigger that initiates the recording (red curve). 
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Figure 5.6 ‐ Example Dropweight Data 
The accelerometer data starts from the time from just before the impact, so the data first has 
to be trimmed so that the plot starts at the point at which impact occurs (around 0.0004s on 
the above  figure). The  raw accelerometer data  in  this  form  is  reasonably noisy,  so  the data 
was  then  averaged  over  40  points  to  smooth  it  out.  For  reference  the  resolution  of  the 
accelerometer data is 1µs between datapoints. 
The  images  recorded  by  the  high‐speed  camera  of  the  impact  are  presented  in  the  form 
shown  below, where  the  sample  is  shown  to  expand  as  the weight  of  the  dropweight  is 
impacting upon it. Each image is time‐stamped from the first recorded frame (not necessarily 
the frame immediately before impact) so that the time and sample diameter can be accurately 
recorded. 
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Image 18 – Frame before Impact  Image 19 – Frame of Impact  Image29 – 160μs after Impact 
 
Image 39 – 320μs after Impact  Image 49 – 480μs after Impact  Image 59 – 640μs after Impact 
 
Image 69 – 820μs after Impact  Image 79 – 980μs after Impact  Image 89 – 1140μs after Impact
Figure 5.7 ‐ Image Data for HDPE (Sample DW5) 
The sample diameter in each image (102 in total per sample due to the recording capacity of 
the  camera) was measured  by  a  computer  program written  by  Foz  Hughes.  This  program 
measures  the  vertical  and  horizontal  diameter  of  the  enlarging  sample  across  the  widest 
points and outputs these as a *.csv spreadsheet file for analysis. This method is far less time‐
consuming than the alternative of measuring each individual image (6834 for the dropweight 
tests performed) by eye, and also removes the uncertainty that human interpretation induces 
in the measurement as the decision between whether or not a pixel is to be included or not is 
taken out of the user’s hands. This regularity removes the possibility that different rules are 
applied to each  image. Obviously, as the sample expands outside the field of view, as shown 
by Image 89 in Figure 5.7 above, the image data is to be disregarded. 
After  the  images  were  processed  and  the  frame  before  impact  identified,  the  average 
diameter was plotted against the time and a 4th order polynomial trendline fitted to the curve 
so that the sample diameter can be inferred at any point in time.  
The  strain  can  be  found  from  this  inferred  diameter  data,  as  the  radial  strain  ߳௥ሺݐሻ  was 
calculated using Equation 3.5 on page 42 with  the original sample diameter  (in pixels)  from 
the frame before impact. The True Axial Strain ߳௔ሺݐሻ can then be evaluated by assuming that 
Poisson’s ratio is 0.5.  
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The stress  in the sample at each point  in time  is calculated from the applied force; the total 
mass of the falling weight multiplied by  its acceleration, which  in turn  is calculated from the 
multiplication  of  the  accelerometer  data  by  the  voltage  sensitivity  of  the  conditioning 
amplifier;  and  the  implied  area  from  the  inferred  diameter  data  in  the  usual  way  (as  in 
Equation 3.1 on page 41). 
The stress and strain were then plotted and the resultant curve passed through a 60‐point FFT 
(Fast Fourier Transform) filter in Microcal’s Origin 6.0 software to smooth out the distortions.  
5.3 Results	
As  for  the Quasi‐static  results  shown  previously,  three  separate  tests  for  each material  at 
roughly the same strain rate ‐ were simply averaged within a spreadsheet, with a result similar 
to that shown for LLDPE with 1%wt TiO2 (chosen at random) in Figure 5.8, below. 
 
Figure 5.8 ‐ Averaging of Data for LLDPE 1%TiO2 Samples 
As  can  be  seen  in  the  above  figure,  the  Average  (purple  line)  is  a  reasonably  close 
approximation to the performance of the material considering the spread of the data and the 
uncertainty  in  performing  the  test  at  exactly  the  same  strain  rate  due  to  the  equipment 
limitations. Therefore  the proceeding data will  refer  to  the average data  for each material, 
which  for brevity shall be  labelled by  the material name.  It  is also pertinent at  this point  to 
mention that as with most of the testing results presented in this report, the results for pure 
LLDPE, HDPE and UHMWPE appear on all graphs as dashed  lines for comparison where they 
are not the focus of the figure.  
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Tables relating to the data presented below are available in Appendix B. 
 
Figure 5.9 ‐ LLDPE Stress‐Strain Data (Strain Rates 823‐1679s‐1) 
Figure 5.9, above, concerns the average stress‐strain data for the LLDPE composites. From the 
figure it can be seen that initially all the curves rise steeply to yield in the region of 0.1 to 0.2 
Strain,  dropping  almost  as  sharply  as  they  rose  to  a  plateau  before  experiencing  strain 
hardening  in  the  latter  half  of  the  plot.  The  abrupt  ending  of  the  plots  is  due  to  the 
oscilloscope overload during the recording of the accelerometer data, which, as can be seen in 
Figure 5.6 on page 85, leads to the truncation of the data curve above 140mV, where in reality 
the curve would continue to rise before falling to meet the rest of the curve recorded  in the 
figure. The decision to truncate the data to improve the resolution was made as a compromise 
between  seeing  the whole behaviour  to a  larger  strain and a  loss of  resolution around  the 
important aspect of yielding within the sample. Additionally, as Figure 5.7 on page 86 shows, 
after the impact extends outside the field of view the data becomes useless (as in Image 89 on 
Figure 5.7) so the increase in accelerometer resolution over the period covered in the usable 
images  is valuable  in determining the material properties  in this area.  It must be noted that 
the data presented above goes on longer than the Quasi‐Static data reported in the previous 
chapter that presented to a strain of 0.5. 
As an example,  the  image and accelerometer data after  impact  for sample DW5  (HDPE) are 
shown  in Figure 5.10 below. As can be seen  in  the  figure,  the  image data collected covered 
0.96ms of  the deformation after  impact whereas  the available  accelerometer data  covered 
the initial 1.013ms after impact, easily encompassing the time period for the usable images. 
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Figure 5.10 ‐ Example Dropweight Data (Sample DW5) 
Returning to Figure 5.9 shown previously, the plateau region referred to above on the curves 
after  yield  but  before  strain  hardening  sets  in where  the  curve  has  a  “bump”,  seen most 
clearly  in  the solid  red  lined 1%wt Carbon Nanotube composite  in  the above  figure,  is most 
likely due  to  the motion of  the Steel “Anti‐Vibration” Block referred  to  in section 5.2.2.1 on 
page 77. As  the vibrations  from  the point of  impact  reach  the block,  it decouples  from  the 
dropweight to capture the superfluous reflected vibrations and attenuate them before gravity 
returns  the block  to  contact with  the dropweight,  causing  a momentary  increase  in  stress. 
Removing  this,  the  resultant  curves would  appear  similar  in  shape  to  those  in  the work of 
Walley et al.  (Walley, Field, Pope, & Safford, 1991) and Hamdan  (Hamdan, 1994), who used 
similar apparatus. 
As can be seen from the figure, the inclusion of a small percentage of the nanofillers serves to 
increase the yield stress of the LLDPE material, recorded as the peak stress value in the initial 
portion  of  the  figure,  although  interestingly  there would  appear  to  be  a  threshold  of  the 
amount of inclusion as for both the Carbon Black and Carbon Nanotube fillers where there are 
two  amounts  of  filler,  the  lower  amount  (0.5%wt)  produces  a  higher  yield  stress  than  the 
larger amount (1%wt). As the other fillers  in this material had only one amount  it cannot be 
definitively said that this is true for all the filler materials. The greatest increase in yield stress 
occurs for the 0.5%wt Carbon Nanotube composite, where a ~25% increase in the yield stress, 
albeit at a lower strain, is recorded. A promising result from those presented would be that a 
0.5%wt  inclusion  of  Carbon  Black,  a  relatively  inexpensive  filler  material,  would  seem  to 
increase the yield strength of LLDPE  in this  instance to a comparable  level to the pure HDPE 
represented  by  the  dark  red  dashed  line. Although  the  behaviour  after  yield  before  strain 
hardening differs  from the HDPE curve, the  improvement of the LLDPE with the  inclusion of 
the  fillers at  the yield point and an  increase  in  the  strain hardening, explained below, over 
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HDPE would indicate that the composite may be a viable replacement for applications that use 
the HDPE as a material but not as a direct replacement for the performance of UHMWPE. 
It is also clear from the figure that the strain hardening occurs earlier and at a faster rate for 
the  Carbon  Black  filled materials  over  the  pure  or  other  filled  LLDPE  samples.  A  possible 
explanation  for  this  phenomena  may  be  that  as  the  Carbon  Black  composite  is  being 
compressed, the Carbon Black particles form hard domains within the matrix that strengthen 
the material as it is continued to be compressed.  
 
Figure 5.11 ‐ LLDPE Energy Absorbed by Impact (Strain Rates 823‐1679s‐1) 
The  figure  above,  Figure  5.11,  shows  the  amount  of  energy  absorbed  by  the  dropweight 
impact, as measured by  integration of the area underneath the stress‐strain curve shown  in 
Figure 5.9. The figure shows that initially (up to a strain of around 0.3), the behaviour of all of 
the materials  is  approximately  the  same  and  there  is  little  to  no  effect  in  reinforcing  the 
materials with the aforementioned  filler materials. Above strains of ~0.3, the curves diverge 
and  the  effect  of  the  reinforcement  becomes  more  apparent.  Taking  each  of  the  three 
“groupings”  in turn, starting with  the  lowest on the  figure  for the composites of LLDPE with 
1%wt  Carbon  Nanotubes  and  1%wt  Titanium  Dioxide,  the  reinforcement would  appear  to 
lower the amount of energy that is absorbed during the impact compared to the pure LLDPE 
sample  
The second “group” consisting of the 0.5%wt Carbon Nanotube and 3%wt Hecorite Nanoclay 
composites show a slight improvement over the pure LLDPE polymer in the region of 0.3 – 1.7 
strain  where  there  is  an  increase  in  energy  absorbed  for  a  specific  strain  over  the  pure 
material benchmark. After the curves converge at ~1.7 strain, the pure curve would appear to 
‐  if more data were available, see above – continue  into the region above the curves for the 
other two composites and absorb more energy. This is a consequence of the strain hardening 
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shown in Figure 5.9, where at the same strain (~1.7) the strain hardening in the pure material 
has  lead  to  a  significant  increase  in  the  flow  stress  over  the  composites  concerned  in  this 
specific analysis. 
Finally for the data presented in Figure 5.11, the curves representing the 0.5%wt Carbon Black 
and  1%wt  Carbon  Black  diverge  from  those  of  the  previously mentioned  0.5%wt  CNT  and 
3%wt  Clay  composites  at  a  strain  of  ~0.9  and  show  an  increase  in  the  amount  of  energy 
absorbed by the composite as it is impacted that eventually surpasses that of the pure HDPE 
material (dashed red curve) at a strain of 1.5. These composite materials, as mentioned in the 
analysis  of  the  previous  figure,  would  seem  –  given  the  available  data  ‐  to  be  a  viable 
replacement for HDPE in applications where a high amount of energy absorption is needed at 
strains in excess of 1.5. Comparing with only the LLDPE composite materials, the Carbon Black 
composites,  specifically  the  0.5%wt  composite, would  be  the  ideal  overall  replacement  for 
LLDPE,  as  despite  not  exhibiting  the  highest  yield  stress,  the  strain  hardening  and  energy 
absorption behaviours would be favourable. 
 
Figure 5.12 ‐ HDPE Stress‐Strain Data (Strain Rates 823‐1330s‐1) 
Figure 5.12, above, shows the stress‐strain behaviour of the averages of three repeats for the 
two HDPE materials available when  the dropweight  testing was performed. As Table 2.1 on 
page  34  shows,  further  HDPE  composite  specimens  were  available  for  use  in  later 
experimentation using the other equipment but due to the time constraints on the use of the 
loaned HPV‐1  camera  these were unfortunately not  able  to be  tested  in  the  same manner 
using the dropweight apparatus.  
As  is clear by the figure, the  inclusion of 0.5%wt Carbon Black  into the HDPE matrix offers a 
vast improvement in properties at strains below 1.5, where an increase of over 20% (~23%) in 
the  yield  stress  is  reported. Given  the  analysis  performed  on  the  LLDPE  data  previously,  it 
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should be obvious  to  the  reader  that  the  increase  in area under  the  curve would  lead  to a 
substantial  increase  in the amount of energy absorbed by the composite over that absorbed 
by the pure HDPE, which is shown graphically below in Figure 5.13.  
Interestingly, Figure 5.13 shows that at strains of lower than 0.7 the HDPE composite absorbs 
more energy  from  the  impact  than  the pure UHMWPE benchmark depicted by  the dashed 
green line indicating that at such low strains this composite is more favourable for application 
in  areas  where  energy  absorption  is  key  than  the  standard  UHMWPE.  However,  the 
improvement is short‐lived as above 0.7 the UHMWPE surpasses the HDPE composite whose 
behaviour continues roughly parallel to the pure HDPE curve rather than increasing in slope as 
for the UHMWPE curve. 
It should be noted that the 0.5%wt Carbon Black does not exhibit the same strain hardening 
behaviour that the comparable LLDPE composite displays in Figure 5.9.  
 
Figure 5.13 – HDPE Energy Absorbed by Impact (Strain Rates 823‐1330s‐1) 
Figure  5.14,  below,  relates  to  the  performance  of  the  three UHMWPE  samples  under  test 
using  the  dropwieight  equipment.  The  pure  UHMWPE  (green  curve)  is  used  as  the  base 
material  for  the  blended  samples  tested  subsequently;  the  commercial  UHMWPE  (purple 
curve)  is  from  another  brand  available  for  comparison;  the  final  curve  (pink)  relates  to  a 
solvent‐processed UHMWPE‐Clay composite. As is evident from the figure, as is characteristic 
of  UHMWPE  materials  much  less  of  the  strain  softened  behaviour  (analogous  to  tensile 
necking)  shown by  the other  test materials presented  in  this  chapter  is  seen before  strain 
hardening sets it, which stabilises the softening effect (Sobieraj, Kurtz, & Rimnac, 2005).  
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Figure 5.14 ‐ UHMWPE Stress‐Strain Data (Strain Rates 823‐1273s‐1) 
The 3%wt Clay composite, as mentioned above the previous figure was created using a slightly 
different  process  than  the  other  composite  materials  described  in  this  investigation.  As 
UHMWPE  is difficult  to process  in  the  same manner as  the other “softer” materials, and as 
such a significant amount of solvent was needed to soften the polymer in order to accept the 
clay in the manner shown in Figure 2.5 on page 30. This process is highly costly both in terms 
of financial and material costs, as the amount of solvent needed is many orders of magnitude 
more than the polymer and filler amounts required. It is for this reason, as one of the aims of 
the  investigation  is  to  optimise  the  cost  of  current  armour materials,  that  only  this  trial 
material was created for test.  
Returning to Figure 5.14, above, it can be seen that the properties of the two pure UHMWPE 
samples, the one used for blending with HDPE and the commercial UHMWPE, exhibit similar 
stress‐strain  characteristics  at  low  strains,  showing  roughly  the  same  yield  stress  (within 
1MPa) and onset of strain hardening.  It  is only after a short amount of strain hardening has 
taken place that the curves diverge, the pure UHMWPE showing the greatest amount of strain 
hardening – an important characteristic for armour materials. Interestingly, the yield stresses 
of  the UHMWPE materials are  comparable  in magnitude  to  the presented  value  for  LLDPE, 
much less than for HDPE as shown on the figure. 
The 3%wt Clay composite  shows a yield comparable  to LLDPE, after which  the behaviour  is 
more like the pure HDPE material up until a strain of 0.7 where strain hardening sets in, much 
earlier  than  the LLDPE/HDPE although  later  than  the pure UHMWPE materials.  In  this case, 
the reinforcement would seem to improve yield slightly over the pure material but drastically 
reduce the onset and amount of strain hardening in the material. 
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Figure 5.15 ‐ UHMWPE Energy Absorbed by Impact (Strain Rates 823‐1273s‐1) 
Figure  5.15,  above,  shows much  the  same  as  the  stress‐strain  performance;  the  pure  and 
commercial UHMWPE samples display almost identical energy absorption characteristics, with 
the  pure  UHMWPE marginally  outperforming  the  commercial  variety.  The  clay  composite 
sample shows much the same trend as the pure HDPE material up to a strain of 0.7, where the 
energy  absorption becomes distinctly  like  that of  the pure UHMWPE,  albeit  at  a  shallower 
gradient. 
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Figure 5.16 ‐ UHMWPE 80% HDPE 20% Blend Stress‐Strain Data (Strain Rates 823‐1830s‐1) 
Figure 5.16, above, shows the stress‐strain behaviour for the first of the blended materials, a 
mix  of  80%wt  Ultra  High  Molecular  Weight  Polyethylene  and  20%wt  High  Density 
Polyethylene. Dealing  first with  the base blend material,  there  is  improvement  shown over 
both  the  pure  LLDPE  and  HDPE, with  a  rough  increase  in  yield  stress  of  ~20%  and  ~13% 
respectively  as  shown  in  the  figure.  After  yield  the  base  material  experiences  the  same 
plateau that has been described previously before a small amount of strain hardening sets in.  
Reinforcing the base material with Carbon Black shows differing behaviour with the amount of 
reinforcement  added.  As  can  be  seen  on  the  figure,  the  addition  of  0.5%wt  Carbon  Black 
increases  the  yield  stress  to nearly  40MPa,  an  approximately  ~14%  increase over  the base 
blend and ~30%  increase over pure HDPE. After yield,  the 0.5%wt composite behaves much 
more  like  the base blend but does not  experience  the onset of  strain hardening described 
above.  
Conversely,  the behaviour of  the  1%wt  composite  is quite different  to  the base blend  and 
0.5%wt composite in that the yield stress is on average lower than for the base blend albeit at 
a larger strain. The 1%wt Carbon Black composite also exhibits reduced properties after yield, 
where no strain hardening occurs within the measured range. 
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Figure 5.17 ‐ UHMWPE 80% HDPE 20% Blend Energy Absorbed by Impact (Strain Rates 823‐1830s‐1) 
Despite  the  increase  in yield  stress  that  is obvious  in Figure 5.16 on  the previous page,  the 
reinforcement  of  the  80%wt  UHMWPE/20%wt  HDPE with  0.5%wt  Carbon  Black  shows  no 
appreciable  improvement  in energy absorption characteristics over the base blend as shown 
in Figure 5.17 above. Initially it can be seen that these materials show progress over the pure 
UHMWPE, until a strain of around 1.6 where the pure UHMWPE surpasses the blends in terms 
of the amount of energy absorbed at a specific strain. There is however a constant significant 
improvement in the amount of energy absorbed by the impact over the pure LLDPE and HDPE 
materials shown by the appropriately coloured dashed lines.   
As with  the  stress‐strain  behaviour,  the  reinforcement  of  the  blended material with  1%wt 
Carbon Black would appear to reduce the amount of energy absorbed by the blended material 
to less than the constituent HDPE.  
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Figure 5.18 ‐ UHMWPE 75% HDPE 25% Blend Stress‐Strain Data (Strain Rates 823‐1699s‐1) 
For the figure above, Figure 5.18, the base blend of 75%wt UHMWPE and 25%wt HDPE shows 
a  significant  improvement  in  yield  characteristics over  the pure materials  LLDPE, HDPE and 
UHMWPE.  Quantifiably,  the  blend  has  a  yield  stress  5.05MPa  (~17%)  greater  than  HDPE, 
although yield occurs at a greater amount of strain. 
The  inclusion  of  0.5%wt  of  the  three  main  reinforcement  fillers;  Carbon  Black,  Carbon 
Nanotubes  and  the  Hectorite  Nanoclay;  serves  to  increase  the  yield  stress  of  the  75%wt 
UHMWPE  and 25%wt HDPE blend,  albeit of  the order of  around 1‐3MPa which  is hardly  a 
significant improvement over the base blend. Of the three, the 0.5%wt Carbon Nanotube filler 
gave the greatest yield stress improvement over the others, reminiscent of the LLDPE results 
presented on page 88. Another effect of the inclusion of these 0.5%wt fillers, more noticeable 
for  the  Carbon  Black  and  Clay  composites,  is  a  shift  in  the  yield  point  to  a  lower  strain, 
indicative of a rise in the Young’s Modulus of the material. In practical terms, this means that 
as the stress is applied, much less compression is taking place than for the base blend.  
Interestingly, the addition of 1%wt Carbon Black resulted  in a  lowering of the yield stress of 
the material  compared  to  the  base  blend  and  the  0.5%wt  Carbon Black  composite,  as has 
been seen previously for the 80%wt UHMWPE and 20%wt HDPE blend and LLDPE (albeit only 
compared  to  the  0.5%wt  Carbon  Black  composite  for  the  case  of  LLDPE).  However, more 
fascinatingly,  the addition of 1.5%wt Carbon Black brings  the yield properties back  into  line 
with that of the base blend.  
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Figure 5.19 ‐ UHMWPE 75% HDPE 25% Blend Energy Absorbed by Impact (Strain Rates 823‐1699s‐1) 
Figure  5.19,  above,  shows  the  energy  absorption  characteristics  for  the  75%wt 
UHMWPE/25%wt HDPE  composite blends. As  is  clearly evident  from  the  figure,  the  largest 
increase in energy absorption performance over the base blend is the 0.5%wt Clay composite, 
which  shows  a  significant  improvement  over  the  other  presented  blended  results  on  the 
figure.  
Initially, as seen for the 80%wt UHMWPE/20%wt HDPE blend shown previously, the blended 
materials show a larger amount of energy absorbed at a given strain than the pure HDPE and 
UHMWPE constituents, until a strain of around 0.6 where  the strain hardening exhibited by 
the UHMWPE leads to an increased ability to absorb the energy of the impact.  
As  for  the  illustration of  the  stress‐strain performance of  the materials  as  shown  in  Figure 
5.18,  the 1%wt Carbon Black composite shows slightly decreased performance compared  to 
the  unfilled  base  blend  and  1.5%wt  Carbon  Black  composite,  which  again  shows  similar 
behaviour to the base blend. 
Something  that  is  worthy  of  note  which  occurred  during  testing  of  the  75%wt 
UHMWPE/25%wt  HDPE  blends  was  the  apparent  phase  separation  that  occurred  during 
impact. As the (example) photographic images in Figure 5.20, below, for a pure blend show; as 
the  impact  is happening  the outside edge of  the  sample becomes visually mis‐shaped,  to a 
greater extent than that seen for the majority of samples which stay roughly circular, as the 
blend seems to look as if it is separating out.  
As can be seen between  Image 73 and  Image 81 a fracture occurs and an obvious section  is 
split from the main bulk of the sample. This is in stark contrast to the images seen for most of 
the other samples, typified by Figure 5.7 for pure HDPE on page 86.  
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Image 61– 880μs after Impact  Image 65 – 944μs after Impact  Image 69 – 1008μs after Impact
 
Image 73 – 1072μs after Impact  Image 77 – 1136μs after Impact Image 81 –1200μs after Impact 
 
Image 85 – 1264μs after Impact  Image 89 –1328μs after Impact  Image 93 –1392μs after Impact 
Figure 5.20 ‐ Image Data for UHMWPE 75% HDPE 25% Blend (Sample DW29) 
A  feasible  explanation  to  this  phenomenon,  given  the  surface  flatness  assured  by  the 
moulding  process  and  seen,  albeit  dimly,  in  Image  61  on  the  above  figure,  is  that  during 
impaction  the UHMWPE  and HDPE materials  are  separating  from  one  another  due  to  not 
being mixed thoroughly in the pre‐moulding processing.  
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Figure 5.21 ‐ UHMWPE 70% HDPE 30% Blend Stress‐Strain Data (Strain Rates 823‐1530s‐1) 
Figure  5.21,  above,  is  the  stress‐strain measurement  for  the  70%wt UHMWPE  and  30%wt 
HDPE blended material. As is evident from the figure, as for the other blended materials, there 
is a significant improvement in yield stress over the base materials, and indeed over all of the 
composite materials for this case. The 70%wt UHMWPE/30%wt HDPE blend does not however 
exhibit  the same strain hardening properties  that  the pure materials have after yield within 
the range of data recorded.  
In terms of energy absorption, as Figure 5.22 below shows, the blended material outperforms 
the pure LLDPE and HDPE materials across the range of data recorded, absorbing much more 
of  the energy of  impact  for a given  strain. With  regards  to  the performance  relative  to  the 
UHMWPE material,  as  seen  for  the  other  blended materials,  for  the  initial  portion  of  the 
figure, up  to around 0.6 strain,  the blended material absorbs more of  the energy of  impact 
than  the UHMWPE until  the effect of  the  strain hardening  in  the UHMWPE means  that  the 
curve  sharply  increases  in  slope  and  the UHMWPE  can  be  said  to  absorb  a much  greater 
amount of energy from the impact then the blended material. 
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Figure 5.22 ‐ UHMWPE 70% HDPE 30% Blend Energy Absorbed by Impact (Strain Rates 823‐1530s‐1) 
5.4 Discussion	
It has been observed,  in  the  figures presented  in  the previous section  (5.3, starting on page 
87) that generally, the inclusion of a small percentage (~0.5%wt) of the nanofillers appears to 
increase  the  yield  stress of  the material under  test, whether  that material  is  either  a pure 
homopolymer;  of  LLDPE,  HDPE  or  UHMWPE;  or  a  blended  combination  of  HDPE  and 
UHMWPE.  In all  the base material cases with  the  inclusion of 0.5%wt Carbon Black, 0.5%wt 
Carbon Nanotubes and 0.5%wt Hectorite Nanoclay  there was a quantifiable  increase  in  the 
yield stress, typified by the apex of the initial peak on the stress‐strain curves.  
In order to compare directly between  the effect of  these  fillers,  it  is pertinent to regard the 
contents of Figure 5.18 that relates to the 75%wt UHMWPE/25%wt HDPE composites as this is 
the only material  to be supplied with variants  including  the aforementioned 0.5%wt Carbon 
Black, 0.5%wt Carbon Nanotubes and 0.5%wt Hectorite Nanoclay  filler  inclusions. From  the 
figure, it is clear to see that the inclusion of the 0.5%wtCB increases the yield stress compared 
to  that  of  the  base  blended material,  albeit  not  as  dramatically  as  for  some  of  the  other 
materials. This  improvement  is  furthered by changing  the Carbon Black  inclusion  for Clay or 
Nanotube  fillers which  respectively  increase  the  yield  stress  compared  to  that  of  the  base 
blend.  In  conclusion,  for  the  results  presented  for  the  dropweight  testing,  the  inclusion  of 
0.5%wt  Carbon  Nanotubes  produces  the  greatest  increase  in  yield  stress,  improving  the 
properties of the base materials up to around ~25% for LLDPE.  
Despite  this  increase,  as  is  evident  from  the  figures  relating  to  LLDPE  (Figure  5.9),  80%wt 
UHMWPE/20%wt HDPE (Figure 5.16) and 75%wt UHMWPE/25%wt HDPE (Figure 5.18), there 
would also seem  to be a  threshold at which  the amount of  filler material has a detrimental 
effect upon the yield stress recorded by the dropweight apparatus. As the presented average 
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yield  stresses  show,  there  is  a  trend  occurring  whereupon  the  increase  in  percentage 
nanofiller  from 0.5%wt  to 1%wt  results  in a  recorded yield stress  that  is  lower  than  for  the 
0.5%wt  composite, and  in  some  cases  lower  than  for  the base material.  Interestingly,  for a 
further increase in nanofiller weight percentage ‐ shown experimentally in Figure 5.18 where 
the amount of nanofiller  in  the 75%wt UHMWPE/25%wt HDPE  composite was  increased  to 
1.5%wt Carbon Black ‐ the stress‐strain properties, at least at low strains, return to that of the 
unfilled base blend. Whether  these  trends are evident  in  the  results  from  the other  testing 
equipment will be discussed in section 9.2.  
With  regards  to  the  energy  absorption  during  the  dropweight  tests,  the  presence  of  the 
nanofillers seemed to have had mixed results when compared to the pure or base materials, 
in  that  for  the most case,  the  inclusion of  the nanofillers has  led  to  the composite material 
absorbing roughly the same amount of energy as the base material or blend. There is however 
certain  cases where  the  fillers have  increased  the amount of energy absorbed  significantly, 
such as  the  case  for a 0.5%wt Carbon Black  inclusion  in pure HDPE  (shown  in Figure 5.13), 
where  the  amount  of  energy  absorbed was  considerably more  than  the  pure material  by 
6.82MJm‐3.  There  are  also  a  small  number  of  cases where  the  fillers  reduced  the  energy 
absorption properties of  the composite, putting  the viability of  these materials as a Trauma 
Attenuating Backing into question.  
Concerning the comparative performance of the different UHMWPE/HDPE blends  in relation 
to both each other and the pure materials, Figure 5.23 below  is a combined plot of the base 
blends – with no nanofillers – plotted on the same axes as the pure materials (dashed lines) as 
for all the previous figures in the results section.  
 
Figure 5.23 ‐ Blended Samples Stress‐Strain Comparison Data (Strain Rates 823‐1530s‐1) 
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Figure 5.23 shows that  in terms of the yield stress, the average of the results for the 70%wt 
UHMWPE/30%wt HDPE composite exhibits a significant increase in yield stress over the pure 
materials.  As  an  example,  the  increase  is  quantifiable  –  from  looking  at  the  figure  ‐  as  a 
roughly  ~30%  increase  over  pure  HDPE.  The  other  two  blended  materials,  80%wt 
UHMWPE/20%wt  HDPE  and  75%wt  UHMWPE/25%wt  HDPE  show  increased  yield  stresses 
respectively,  however  neither  exhibits  the  increase  in  yield  stress  shown  by  the  70%wt 
UHMWPE/30%wt HDPE  composite. The  results would  seem  to  indicate  that  the  increase  in 
yield  stress  is  controlled  by  increasing  the  amount  of  HDPE  in  the  blend,  as  the  largest 
increase is found with 30%wt HDPE and the smallest increase in yield with 20%wt HDPE within 
the UHMWPE bulk.  
After  yield,  the  80%wt UHMWPE/20%wt HDPE  composite displays  a  shallower drop  to  the 
plateau  region. The  ‘knock‐on’ effect of  this  is  that  there  is a greater area under  the curve, 
which relates to the amount of energy absorbed, as shown in Figure 5.24, below.  
 
Figure 5.24 ‐ Blended Samples Energy Absorbed by Impact (Strain Rates 823‐1530s‐1) 
As can be seen  in the above  figure, all three blends show an  improvement over pure LLDPE 
and HDPE but not over UHMWPE at strains of over ~0.6. As mentioned previously, the average 
of  the  80%wt  UHMWPE/20%wt  HDPE  composites  shows  the  greatest  amount  of  energy 
absorption in the later portion of the figure (notwithstanding the aforementioned UHMWPE) 
despite exhibiting the lowest yield stress of the blended materials. However, referring back to 
Figure 5.16 on page 95, the addition of 0.5%wt Carbon Black increased the average yield stress 
to near the presented result for the 70%wt UHMWPE/30%wt HDPE composite (~39MPa) with 
little discernable change  in the energy absorption compared to the 80%wt UHMWPE/20%wt 
HDPE blend.  
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Chapter		6 High	Strain	Rate	Testing	
 
6.1 Introduction	
The mechanical behaviour of a material observed when the material is subjected to high strain 
rates can differ considerably  from what  is seen when  testing at quasi‐static or  intermediate 
strain rates, as due to its viscoelastic properties the material behaves differently as the rate at 
which it is strained increases. Consider, for example, the behaviour of silicone putty when it is 
strained at different rates: when the putty  is stretched slowly, the polymer chains flow over 
one  another  freely  and  the  putty  draws  out; whereas  if  the  putty  is  deformed  quickly  the 
chains knot together, snapping the putty along fault  lines. Also, effects that  inertia and wave 
propagation  within  the  sample  have  on  the  results  cannot  be  neglected  as  before.  It  is 
therefore  important  to be able  to characterise  the high strain rate response of any material 
under  high  strain  rate  dynamic  conditions,  in  order  to  assess  the material’s  usefulness  for 
future engineering applications. Strain rates  in excess of 100s‐1 are not uncommon to find  in 
practical  situations,  as  for  example  some  earthquakes,  metalworking  practices,  structural 
impacts and ballistic protective armour all regularly experience high strain rates.   
For  the  high  strain  rate  testing  portion  of  this  investigation  an  in‐house  constructed  and 
modified  Split  Hopkinson  Pressure  Bar  (SHPB) was  used.  Despite  there  being  no  standard 
design  for  the SHPB  testing apparatus, due  to  the numerous developments outlined  for  the 
historical case in the literature review on page 14 and for the Loughborough system below, all 
SHPB  systems  tend  to  share  some common design elements, albeit  slightly modified  to  suit 
different conditions. 
6.2 The	Split	Hopkinson	Pressure	Bar	
6.2.1 Theory	
In  order  to  be  able  to  derive  expressions  for  the  engineering  stress  and  strain within  the 
sample during  a  compressive  split Hopkinson bar  test,  it  is  important  to  consider  the  axial 
movement  of  the  faces  of  the  pressure  bars  in  contact  with  the  sample material  as  the 
incident stress wave (ߝூ) is introduced.  
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Figure 6.1 ‐ Schematic of Strain Pulses at Sample Faces (Dixon, 1990) 
An  expanded  view  of  the  sample  located within  the  system  is  shown  in  Figure  6.1  above, 
where  the  incident  reflected and  transmitted elastic wave pulses are  represented by ߝூ, ߝோ 
and ߝ் respectively. Also in Figure 6.1, LS is the original length of the sample and u1 and u2 are 
the displacements of the faces of the loading and transmitter bars respectively. 
Firstly it is pertinent to define the force (ܨ), the stress (ߪ) and the strain (߳) in the bars, which 
if it can be safely assumed that if the pressure bars are elastic can be related by Equation 6.1 
and Equation 6.2. ܧ஻ is the Young’s, or Elastic, Modulus and ܣ஻ is the cross‐sectional area of 
the pressure bar.  
  ܨ ൌ ߪ ܣ஻ Equation 6.1  
  ܨ ൌ ܧ஻ ܣ஻ ߳ Equation 6.2  
  ∴ ߪ ൌ ܧ஻ ߳ Equation 6.3  
Elastic wave propagation theory can be used to define the bar displacement (ݑ) and velocity 
(ݑሶ ), the derivative of displacement with respect to time (ݐ), as shown below. 
  ߪ ൌ ߩ ܿ଴ ݑሶ Equation 6.4  
  ⇒ ݑሶ ൌ ߪߩ ܿ଴  Equation 6.5  
Where the density of the bar is represented by ߩ	and the longitudinal elastic wave velocity in 
the bar, defined in Equation 6.6 is represented by ܿ଴. (Meyers, 1994) 
  ܿ଴ ൌ ඨܧ஻ߩ   Equation 6.6 
 
Therefore, substituting Equation 6.3 and Equation 6.6 into Equation 6.5 gives: 
LS
εI
u1 u2
εT
εR
Loading Bar Transmitter  Bar
Sample
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  ݑሶ ൌ ߳ ܧ஻ߩ ඥܧ஻ ߩ⁄
  Equation 6.7 
 
  ⇒ ݑሶ ൌ ߳ ܧ஻ඥߩܧ஻
  Equation 6.8 
 
  ⇒ ݑሶ ൌ ߳ ඥܧ஻ඥߩ   Equation 6.9 
 
  ⇒ ݑሶ ൌ ߳ ܿ଴ Equation 6.10 
 
Integrating Equation 6.10 with respect to time yields an expression for the bar displacement 
(ݑ), which is shown in Equation 6.11 below. 
  ݑ ൌ ܿ଴ න ߳ dݐ′
௧
଴
  Equation 6.11 
 
Using Equation 6.2, the forces present on the faces of bars 1 and 2, labelled as the loading and 
transmitter bars in Figure 6.1, can be derived. The force on the loading bar will be dependent 
upon  the  incident and  reflected wave pulses, ߝூand ߝோ, as can be clearly  seen  in Figure 6.1 
whereas  the  force  acting  on  the  transmitter  bar  face will  be  entirely  dependent  upon  the 
transmitted  strain  pulse,  ߝ்.  The  forces  acting  upon  the  loading  and  transmitter  bars  are 
shown in Equation 6.12 and Equation 6.13 respectively. 
  ܨଵ ൌ ܧ஻ ܣ஻ ሺ߳ூ ൅ ߳ோሻ Equation 6.12  
  ܨଶ ൌ ܧ஻ ܣ஻ ்߳ Equation 6.13  
Similarly, the velocities of the two bars can be derived from the expression shown in Equation 
6.10, as again the velocity of the loading bar will only depend upon the incident and reflected 
pulses, where the reflected pulse acts to reduce the velocity as shown in Figure 6.1. As before, 
the velocity of the transmitter bar depends solely on the transmitted pulse (ߝ்). The  loading 
bar velocity  is therefore given by Equation 6.14 and the transmitter bar velocity by Equation 
6.15 below. 
  ݑଵሶ ൌ ܿ଴ ሺ߳ூ െ ߳ோሻ Equation 6.14  
  ݑଶሶ ൌ ܿ଴ ்߳ Equation 6.15 
 
The displacements of the two bars can, in a similar fashion, be expressed in terms of the strain 
pulses,  as  shown  for  the  loading  and  transmitter  bars  in  Equation  6.16  and  Equation  6.17 
respectively. 
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  ݑଵ ൌ ܿ଴ න ሺ߳ூ െ ߳ோሻ dݐ′
௧
଴
  Equation 6.16 
 
  ݑଶ ൌ ܿ଴ න ்߳ dݐ′
௧
଴
  Equation 6.17 
 
The stress in the sample, ߪௌ, can now be defined by combination of Equation 6.1, defining the 
stress,  and  the  equations  for  the  forces  acting  upon  the  bar  faces,  which  due  to  force 
equilibrium over the boundary between the bars and the sample will equal the forces acting 
upon  the sample  faces  in contact with  the bars. ܣௌ refers  to  the cross‐sectional area of  the 
sample. 
  ߪௌ ൌ ܨଵ ൅ ܨଶ2ܣௌ   Equation 6.18  
  ߪௌ ൌ ܧ஻ܣ஻2ܣௌ ሺ߳ூ ൅ ߳ோ ൅ ்߳ሻ  Equation 6.19  
The strain within  the sample, ߳ௌ,  is derived  from  the  strain  rate, Equation 3.13 on page 43, 
which is defined as the total velocity divided by the original length, which for this situation is 
shown in Equation 6.20 below. 
  ߳ௌሶ ൌ ݑଵሶ െ ݑଶሶܮௌ   Equation 6.20  
  ⇒ ߳ௌሶ ൌ ܿ଴ܮௌ ሺ߳ூ െ ߳ோ െ ்߳ሻ  Equation 6.21  
It  can  be  clearly  seen  that  the  strain within  the  sample  can  be  formulated  by  taking  the 
derivative of the above expression with respect to time, as shown. 
  ߳ௌ ൌ ݑଵ െ ݑଶܮௌ   Equation 6.22  
  ⇒ ߳ௌ ൌ ܿ଴ܮௌ න ሺ߳ூ െ ߳ோ െ ்߳ሻ dݐ′
௧
଴
  Equation 6.23 
 
Simplification for the stated expressions for the stress and strain inside of the sample can be 
made  if the forces on the sample faces  in contact with the bars are  in equilibrium with each 
other across the bulk of the sample, therefore meaning that the amount of time that the wave 
takes  to  transmit  through  the  sample  is  negligible.  By  using  small  samples  to  ensure  axial 
equilibrium then the following can therefore be shown to be true. 
  ܨଵ ൌ ܨଶ Equation 6.24  
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  ்߳ ൌ ߳ூ ൅ ߳ோ Equation 6.25  
Therefore, assuming that the sample is an incompressible solid, which has a constant volume 
and  that  the  sample  diameter,  ܣௌ,  is  less  than  the  bar  diameter,  ܣ,  in  order  for  lateral 
expansion to occur during the test, combination of Equation 6.19 and Equation 6.25 becomes: 
  ߪௌ ൌ ൬ܣ஻ܣௌ൰ܧ஻ ்߳  Equation 6.26  
Similarly, the expressions for the strain rate, Equation 6.21, and the strain within the sample, 
Equation 6.23, can be simplified using Equation 6.25 as shown respectively below. 
  ߳ௌሶ ൌ െ2ܿ଴ܮௌ ߳ோ  Equation 6.27  
  ߳ௌ ൌ െ2ܿ଴ܮௌ න ߳ோ dݐ′
௧
଴
  Equation 6.28 
 
The  negative  sign  in  Equation  6.27  arises  due  to  the  strain  in  the  reflected  pulse  being  of 
opposite  sign  to  the  strain  in  the  incident  pulse,  which  is  compressive  and  therefore 
considered, as is the convention for stress‐strain experiments, to be positive. This means that 
as the strain rate given by Equation 6.27 is positive, it is therefore compressive. 
It  is clear to see that from the three previous expressions that the engineering stress within 
the sample is directly proportional to the transmitted strain pulse and the engineering strain, 
and  subsequently  the  engineering  strain  rate,  is  directly  proportional  to  the  strain  pulse 
reflected from the sample boundary. 
As all of the stresses and strains calculated thus far have been the engineering values, simple 
conversion  formulae are needed  in order  to obtain  the  true values  for  the stress and strain 
within  the  sample.  The  true  strain  and  true  strain  rate  are  given  by  Equation  6.29  and 
Equation 6.30, below.  
  ்߳௦ ൌ െlnሺ1 െ ߳ௌሻ Equation 6.29  
  ்߳௦ሶ ൌ ߳ௌሶ ሺ1 െ ߳ௌሻ⁄ Equation 6.30  
It is important to note that Equation 6.29 differs from the true strain shown in Equation 3.8 as 
compressive strain is defined as positive in the above equation and the subscript ‘T’ refers to 
the  true  value as opposed  to  the previously  calculated engineering  values. The  true  stress, 
ߪ்௦,  is  given by Equation 6.31, below, and  similar  to  the above differs  from  the previously 
quoted formula due to sign convention.  
  ߪ்௦ ൌ ߪௌሺ1 െ ߳ௌሻ Equation 6.31 
 
From  Equation  6.26  and  Equation  6.28  an  engineering  stress‐strain  curve  can be obtained, 
however  use  of  the  conversion  expressions  above  enable  a  true  stress‐strain  curve  to  be 
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found.  The  strain  rate  can  be  obtained  by  plotting  the  strain  as  a  function  of  time  and 
evaluating the gradient of the initial linear section.  
However, practically the transmitted and reflected strain pulses are sampled at small intervals, 
߂ݐ, leading to an altered form of Equation 6.28, shown below. 
  ߳ௌ ൌ െ2ܿ଴ܮௌ ෍߳ோ Δݐ′
௧
଴
  Equation 6.32 
6.3 The	Loughborough	SHPB	System	
6.3.1 Development	
The  Physics  Department  at  Loughborough  University  has  been  using  the  Split  Hopkinson 
Pressure Bar  (SHPB)  technique  in  one  form  or  another  since  the  early  1970’s  to  study  the 
dynamic properties of a wide variety of materials. The earliest systems consisted of a twin bar 
SHPB, as described by the Kolsky method previously, that was  impacted by a standard 0.22” 
calibre  bullet with  the  displacement  of  the  bars,  and  therefore  the  ability  to  calculate  the 
strains within  the sample, measured by  the photoelectric method described  in  the previous 
section designed by Griffiths and Martin (1974) .   
This system was overhauled  in 1979 by Parry and Griffiths (Parry & Griffiths, A Compact Gas 
Gun  for Materials Testing, 1979) who developed a  compact gas gun  that used atmospheric 
pressure to fire a projectile made from a short piece of the bar material  into the  loading, or 
incident, bar to provide the  impact necessary for the testing procedure. The main advantage 
to this design, shown in Figure 6.2, is that the impact on the loading bar from a rod of identical 
cross‐section and material produces a more uniform, repeatable stress pulse. The new system 
also involved the use of three plunger triggers, situated along the barrel, in order to accurately 
measure the projectile velocity by producing a pulse that can be recorded. The time elapsed 
between  the  pulses,  which  are  a  set  distance  apart,  can  then  be  used  to  determine  the 
projectile velocity in the usual way. 
 
Figure 6.2 ‐ Compact Gas Gun Design (Parry & Griffiths, A Compact Gas Gun for Materials Testing, 1979) 
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In  a  strive  to  be  able  to  test  at  higher  strain  rates,  by  inducing  a  stress  pulse  of  a  larger 
amplitude,  Ellwood  (Ellwood,  1983)  constructed  a  larger  gas  gun,  that  had  a  12.7mm  (½”) 
larger bore and was 1.08m longer, 2.4m, than the original gas gun at 1.32m long. Ellwood also 
introduced  the  use  of  a  transient  recording  system  and  Commodore  3032  (PET) 
microcomputer for data analysis. 
The Loughborough apparatus was  further developed  in 1982 by Ellwood, Griffiths and Parry 
(Ellwood,  Griffiths,  &  Parry,  Materials  Testing  at  High  Constant  Strain  Rates,  1982)  who 
modified the existing SHPB system to  include a third bar,  located before the original  loading 
bar and of identical construction, whose function was to enable pulse‐shaping to occur by use 
of a  ‘dummy’ specimen,  loaded  in between  the new pre‐loading bar and  the  loading bar  to 
eliminate any oscillations produced by the short rise time of the impact pulse. The test sample 
in this  instance was  loaded between the  loading and transmitter bars. The effect of shaping 
the pulse  that  is applied  to  the  sample  can be used  to alleviate  the variation  in  strain  rate 
applied during the test. 
Walker  (Walker, 1987)  improved  the existing  system by  installing an optical  fibre projectile 
velocity  measurement  system  in  order  to  replace  the  plunger  trigger  mechanical 
measurement system shown  in Figure 6.2. Further technological  improvement to the system 
was made by Walker to  the pulse recording system by  introduction of an enhanced suite of 
software  programs  to  the  Commodore microcomputer  that  allowed  the  pulse  data  to  be 
stored electronically and analysis to be performed on the data using the computer system.  
The optical  fibre measurement system was superseded by an  infrared measurement system 
implemented  by  Dixon  (Dixon,  1987)  .  As  with  the  optical  fibre  measurement  system 
implemented by Walker, the  infrared measurement system consists of three pairs of equally 
spaced optical fibre probes positioned along the barrel of the gas gun near to the pressure bar 
system. One of  the  fibres  in each pair  transmits  infrared  light  into  the barrel, whereas  the 
second fibre is an infrared receiver, which receives the infrared radiation from the first fibre as 
it  is  reflected  by  the  passing  projectile  guide.  The  receivers  are  connected  to  two 
timer/counters, which  show  the  time  taken  for  the projectile  to pass between  the  first and 
second  fibre pairs and  the  second and  third pair, which  can  show whether  the projectile  is 
accelerating,  decelerating  or  maintaining  a  constant  velocity  before  impact  with  the  bar 
system.  
Improvement  to  the  quality  and  clarity  of  the  high  strain  rate  results was made  by  Parry, 
Walker  and  Dixon  (Parry,  Walker,  &  Dixon,  1995)  who  modified  the  three  bar  system 
implemented by Ellwood et al.  in 1982  in order  to  reduce  the high  frequency Pochammer‐
Chree oscillations that may occur in the final results without the use of a ‘dummy’ sample as 
used previously. The improvement was made by replacing the maraging steel pre‐loading bar 
with  one made  of  lower  strength  431 martensitic  stainless  steel, which  has  the  effect  of 
damping the high frequency oscillations that are produced when the projectile  impacts with 
the bar, and therefore smoothing the signal without any significant changes in pulse shape.  
As part of an undergraduate project, Ruffoni (Ruffoni, 2005)  and her partner Penny replaced 
the  existing  recording  system with  a  digital  oscilloscope  that  could  record  and  display  the 
traces  from  the  two sets of strain gauges simultaneously as well as allowing  the data  to be 
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exported  in  a  spreadsheet  format  to  a  3½“  floppy  disk  for  transfer  to  a  desktop  PC. 
Additionally, a spreadsheet  template  in Microsoft Excel Spreadsheet  format was created  for 
use  in  data  analysis,  automatically  determining  the  stress  and  strain  etc  from  the  relevant 
formulae.  
Patman (Patman, 2009) linked the pressure bars together and to the gas gun with connecting 
wires  to  ensure  that  the whole  system  is  at  the  same  electrical  potential,  to  alleviate  any 
oscilloscope triggering issues caused by extraneous electrical noise from the system. 
6.3.2 Description	of	the	Loughborough	SHPB	System	
An overall schematic of the current Loughborough University SHPB system is shown in Figure 
6.3, below. The system consists of  two distinct sections;  the atmospheric gas gun,  including 
the evacuation pumping system, and the pressure bar network. 
 
Figure 6.3 ‐ Loughborough University SHPB Schematic (Steel Bar System) 
During the testing, a short cylindrical material sample is sandwiched between the loading and 
transmitter  bars,  as  shown  in  Figure  6.3, which  is  loaded  by  an  elastic  strain  pulse  that  is 
initiated  by  projectile  impact  from  the  atmospherically  driven  gas  gun.  The  pulse  is  an 
approximately  flat‐topped  trapezoidal  elastic  pulse  which  travels  along  the  bars  at  an 
approximate velocity of 5kms‐1 (Parry, 1999).  In this system the pressure bars have a dual role 
in  axially  loading  the  specimen with  the  aforementioned  transmitted  strain  pulse  and  also 
acting as transducers in order to be able to measure the displacement and applied load to the 
sample by use of strain gauge pairs attached to the bars themselves. 
The  initial  strain pulse,  as outlined  above,  is produced by  accelerating  a projectile  into  the 
initial pre‐loading bar along the desired strain axis. The duration of this impact strain pulse in 
the  pre‐loading  bar,  ܶ,  is  given  in  Equation  6.33  where  ܮ௉  is  the  length  of  the  incident 
projectile and ܿ଴ is the speed of the longitudinal waves in the bar material and is equal to the 
time  that  it would  take  for an elastic compressive wave  to  travel along  the projectile  to  the 
free end and be reflected as a tensile wave. 
  ܶ ൌ 2 ܮ௉ܿ଴   Equation 6.33  
The amplitude of the incident stress pulse (ߝூ) is directly proportional to the velocity at which 
the  projectile was  travelling when  impact  occurred  (ݒ), which  is  variable  by  changing  the 
aperture  sizes on  the gas gun,  is expressed  in Equation 6.34. The  stress applied  to  the pre‐
loading bar is therefore given in Equation 6.35, where ߩ௉ is the density of the projectile, ߩ஻ is 
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the  density  of  the  pressure  bar  and  ܿ௉  and  ܿ஻  are  the  plane  longitudinal wave  velocities 
respectively. 
  ߳ூ ൌ ݒ2 ܿ଴  Equation 6.34  
  ߪ ൌ ݒሺߩ௉ ܿ௉ሻିଵ ൅ ሺߩ஻ ܿ஻ሻିଵ 
Equation 6.35 
(Walker, 1987) 
 
After  impact,  a  compressive  strain  pulse  propagates  along  the  pre‐loading  bar  along with 
another compressive pulse of equal amplitude that travels along the projectile from the point 
of  impact. The projectile  is released from the pre‐loading bar by a tensile pulse returning to 
the  impact  face  after being  reflected  from  the  free end of  the projectile  further down  the 
barrel of the gun. The pulse in the pre‐loading bar continues into the loading bar where, at the 
boundary  between  the  loading  bar  and  the  sample,  a  large  proportion  of  the  pulse  is 
transmitted to the sample where the remaining pulse is reflected back along the loading bar, 
as  shown  in  Figure  6.1  on  page  105.  These  three  strain  pulses  (Incident,  transmitted  and 
reflected)  are  detected  as  displacement  changes  by  two  pairs  of  resistive  strain  gauges 
mounted on the surface of the bars at equidistant points of 400mm from the sample on the 
loading and transmitter bars.  
The distribution of  stress within  the  sample  smoothes out  relatively quickly due  to  a  large 
number of  internal stress wave reflections occurring. These  internal reflections  lead to stress 
equilibrium at both the sample faces along the axis of impact.  
The  final  bar  in  the  pressure  bar  system  is  called  the momentum  bar,  which  is  used  to 
completely  remove  the  strain pulse  transmitted  through  the  sample  to  the  transmitter bar. 
Should  the momentum bar not be present,  the  compressive pulse  transmitted  into  the bar 
could be reflected as a tensile pulse back along the transmitter bar from the free end to the 
sample where a portion of the pulse will be reflected compressively along the bar as before. 
The effect of the reflected tensile pulse at the sample‐bar interface would be to separate the 
sample and the bar, which may cause damage to the equipment or the sample under test.  
The  momentum  bar  is  essentially  the  end,  or  time,  piece  from  Hopkinson’s  original 
experiment  shown  in  Figure  1.2  on  page  14  as  it  is  freely moving  rather  than  elastically 
anchored as with the other bars, will, assuming that the length of the bar is at least half that of 
the  stress  pulse,  remove  the  unchanged  pulse  transmitted  from  the  transmitter  bar  and 
therefore all of the momentum from the system. Due to the  length criterion the pulse being 
reflected from the free end of the momentum bar causes the build‐up of tensile stress at the 
interface between  the  transmitter  and momentum bars which propels  the momentum bar 
containing the stress pulse free from the system into a plasticine filled trap that will retard its 
motion. 
In the following sections, each of the components of the Loughborough SHPB system will be 
described in more detail. 
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6.3.2.1 Gas	Gun	
As  mentioned  previously,  the  current  gas  gun  used  at  Loughborough  University  is  an 
atmospheric pressure gas gun based upon  the Parry and Griffith’s original design  shown  in 
Figure 6.2. The design was altered by Ellwood in 1983 to accommodate a larger diameter and 
longer barrel to enable higher strain rate testing to take place using the existing pressure bar 
equipment.  
The main  advantages  in using  a  gun designed  to work with  atmospheric pressure over  the 
more conventional compressed gas guns used in other facilities is that the atmospheric gun is 
far safer to operate along with the convenience and low cost of operation compared to using 
compressed gas to propel the projectile along the barrel. 
The  physical  construction  of  the  gas  gun  is  a  321  stainless  steel  tube  that  has  a  polished 
internal diameter of 2.5” and has an overall length of 2.4m. . At the firing end of the barrel an 
aperture plate containing eight circular holes, with all but the smallest able to be covered by 
removable nylon plugs, is placed after loading the projectile. This aperture plate is covered by 
a release plate with a large handle that is used to manually fire the gas gun during testing. The 
diameters of the holes in the aperture plate are 2, 3, 4, 6, 8, 12 and two of 20mm. The plate is 
also designed so that the gun is unable to be fired if the plate is either not inserted or is placed 
the wrong way around into the end of the barrel as an added safety feature. 
By varying the number of holes  left uncovered the area through which the air can rush  into 
once the lever is released is changed and therefore the velocity that the projectile is propelled 
down the barrel  is altered accordingly.  It  is clear that as more holes are uncovered, the area 
will  increase and  therefore air will be drawn  into  the barrel  faster,  increasing  the projectile 
velocity  and  consequently  the  impact  velocity  will  be  increased.  The  aperture  plate  was 
designed so that the stress pulse created by impact of the projectile with the bar system has a 
magnitude that is less than the elastic limit of the bar material, in order to prevent damage to 
the bar system and to ensure that only an elastic pulse is transmitted to the sample. 
Furthest from the firing end, the pre‐loading bar protrudes into the barrel a few centimetres, 
surrounded by a close‐fitting rubber bung, to allow for an aligned  impact with the projectile 
and  to protect  the projectile  guide  from  the end of  the barrel. The barrel  is evacuated  for 
firing  and  returning  the  projectile,  to  a  pressure  below  around  5mbar  by  a  rotary  vacuum 
pump connected  to a  series of valves, as  shown  in Figure 6.4. So as  to perform a  test with 
repeatable conditions, to fire the gun the valves have to be operated in a specific order.  
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Figure 6.4 ‐ Gas Gun Valve System 
The  vacuum  system,  shown  in  Figure  6.4  above,  consists  of  four  diaphragm  valves  that 
connect the rotary pump to both ends of the barrel and to the exhaust with a combination of 
brass piping and  thick‐walled  flexible  rubber  tubing. The  fifth diaphragm valve connects  the 
system to a 0‐25mbar pressure gauge barometer that gives a visual indication of the pressure 
within the barrel. The barrel, when primed for firing, is sealed air‐tight by thick ‘O’ rings at the 
pre‐loading bar entry point and on  the aperture plate, which allows  the  release plate  to be 
held  on  by  the  pressure  differential  between  the  evacuated  barrel  and  the  ambient 
atmosphere surrounding the gun.  
The two valves on the right side of Figure 6.4 control the airflow to the firing end of the barrel 
and  the  pump,  top  to  bottom  respectively.  These  valves,  opened  together,  begin  the 
evacuation process by removing the air from behind the projectile. As the barometer shows a 
drop in pressure to around 10mbar the upper left valve, controlling the airflow to the far end 
of the barrel is opened to evacuate the air in front of the projectile. The system is then left to 
reduce the pressure in the barrel to around 5mbar before all of the valves are sealed and the 
gun is primed for firing.  
The gun  is then operated by releasing  the  large handle attached  to the release plate, which 
allows the ambient atmospheric pressure air to rush in through the aperture plate and propel 
the projectile along the barrel to impact with the pre‐loading bar. The projectile is returned to 
the firing end by sealing up the barrel and evacuating the firing end by opening the two right 
hand valves as before, however, as the pressure reduces to below 10mbar these two valves 
are sealed and the two  left hand valves, the upper barrel end valve as mentioned previously 
and the lower exhaust pipe that allows air into the system, are opened slowly, which returns 
the  projectile  to  the  firing  end  in  a  controlled manner,  releasing  the  release  plate  as  the 
pressure inside the barrel equalises to atmospheric. 
As  mentioned  previously,  the  Loughborough  SHPB  system  has  been  retrofitted  with  an 
infrared  projectile  velocity  timing  system  by  Dixon.  This  system  consists  of  three  pairs  of 
optical  fibres, mounted  at  10cm  intervals  near  to  the  bar  end  of  the  barrel  using  vacuum 
sealed brass mounts  in the wall of the barrel to allow the fibres access to the barrel cylinder 
without  retarding  the movement of  the projectile  guide or  compromising  the  vacuum  seal 
required to fire the gun. The velocity measurement system works by using one of the fibres in 
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To PumpExhaust
To Far End 
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each  pair  to  transmit  infrared  light  into  the  barrel,  and  the  second  fibre  as  an  infrared 
receiver, to receives the infrared radiation as it is reflected by the projectile guide as it moves 
along the barrel. The fibres are connected to two timer/counters via a control system, in order 
to show the time taken for the projectile to pass between the fibre pairs. 
6.3.2.2 Projectile	
The  projectile  used  to  impart  the  initial  stress  pulse  in  the  Steel  pressure  bar  system  is  a 
250mm  long  431  stainless  steel  rod  of  a  12.7mm  (½”)  diameter,  equal  to  that  of  the  pre‐
loading bar that the projectile will impact upon. The reasoning behind this construction being 
that  an  equal  diameter  and  bar material  will  allow  the  full  pulse  to  transmit  unchanged 
between  the  two bars with no  losses occurring due  to a change  in diameter, and no  losses 
occurring due  to  the material change as  the acoustic  impedances of  the projectile and pre‐
loading bar will therefore match, given that they are constructed of the same material. 
In order  to aid  the movement of  the projectile along  the barrel and  to ensure centrality of 
impact  with  the  pre‐loading  bar  the  projectile  rod  is  held  within  a  PTFE 
(Polytetrafluoroethylene) guide, shaped much like a cotton reel, which has an outer diameter 
that  is marginally smaller than the  internal bore of the gun barrel as to provide a sliding  fit. 
The rod is held loosely within the guide by rubber ‘O’ rings and brass locator rings, which allow 
it  to move  freely upon  impact  so  that  the momentum  transferred  to  the pre‐loading bar  is 
only that of the projectile and not the guide housing. The added advantage of the cotton reel 
design  is  that  the  raised  collars provide  a  convenient  surface  from which  the  infrared  light 
used in the timing system can be reflected. Between tests the projectile and guide were kept 
cool in a refrigerator to aid movement within the polished barrel without sticking, but also to 
reduce  the  effects  of  the  projectile  swelling  in  the  ambient  temperature,  as  previous 
investigators  had  found  that  it  was  prone  to  doing  if  left  out  of  the  refrigerator  for  any 
considerable  length of  time which may  lead  to  the  thermally  expanded projectile  jamming 
within the barrel. 
6.3.2.3 Steel	Pressure	Bar	System	
As  described  in  an  earlier  section  detailing  the  development  of  the  Loughborough  SHPB 
system,  the  incident  bar  differs  from  the  typical  Kolsky  experimental  setup  in  that  it  is 
comprised of two separate 1m  long bars,  labelled as the pre‐loading and  loading bars as the 
distance from the gun barrel  increases. These bars, of 12.7mm (½”) diameter as with all the 
bars and the aforementioned projectile and constructed from two different materials, provide 
a split in the incident bar in which the pulse shaping ‘dummy’ samples used by Ellwood et al. 
(Ellwood, Griffiths, &  Parry, Materials  Testing  at High  Constant  Strain  Rates,  1982)  can  be 
placed.  
The initial bar in the system, the pre‐loading bar, is made from a 1m length of 431 martensitic 
stainless  steel, which has  a  yield  strength of  around 700MPa whereas  the  loading bar,  the 
second bar in the system, is constructed from a 1m length of high strength maraging steel that 
has a yield strength of around 1300MPa (Griffiths & Martin, 1974). The reasoning behind the 
differing materials used in constructing the two bars is that, as quoted by Dixon (Dixon, 1990), 
the  initial  431  stainless  steel  pre‐loading  bar  has  a  tendency  to  attenuate  high  frequency 
Pochammer‐Chree  oscillations which  become  superimposed  onto  the  loading  stress waves 
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generated  by  impact  of  the  projectile,  which  leads  to  a  smoother  stress  wave  becoming 
incident upon the sample material than if no 431 stainless steel pre‐loading bar were present 
with no loss in magnitude. 
The third bar in the system, the transmitter bar, identical in construction to the loading bar in 
that  it  is again a 1m  long maraging  steel bar,  is placed after  the  sample  in Figure 6.3 when 
counting the bars from the gas gun barrel. The sample faces  in contact with the  loading and 
transmitter bars are usually  lubricated  to  reduce  frictional effects. The  final momentum bar 
made of a 1.5m  length of 431 stainless steel as with the pre‐loading bar. It  is  important that 
before every  test  the pressure bars are correctly aligned  so  that  full pulse  transmission can 
occur between the adjacent bars and that no stress concentrations arise within small areas on 
the sample that may cause non‐uniform deformation to occur. 
6.3.2.4 Supports	
The gas gun assembly and  the pressure bar system are mounted upon  two separate  frames 
made  from mild  steel  so  that  the  bar  network  is mechanically  isolated  and  any  unwanted 
vibrations that may arise  from the firing of the gas gun will not be transmitted to the strain 
gauges and affect  the recording of the desired  impact pulse or  the alignment of the bars or 
sample.  These  unwanted  vibrations  are  retarded  further  by  vacuum‐tight  ‘O’  rings, which 
allow a certain degree of movement of the bar after impact, that are placed around the pre‐
loading bar at the points where the bar ingresses into the gun barrel. 
In order to maintain alignment with the gas gun assembly, the pressure bar system  is rested 
upon  a  series  of  ‘V’‐shaped  nylon  clamps  that  are  mounted  in  stands  that  fit  upon  a 
commercially available optical bench  rail. These supports are  therefore adjustable along  the 
axis of the projectile within the confines of the 4m long optical bench. Fine adjustment to the 
bar  alignment  is possible using  the  inbuilt  thumbscrew movement on  the  individual  stands 
that allows small precise changes  to the height and transverse alignment of  the stand  to be 
made to ensure accuracy. 
The three initial bars are gently held together by a tensile force acting upon the bar by ribbons 
of  elastic  attached  to  the  bar  and  looped  around  the  nearest  support  stand,  in  order  to 
maintain alignment and keep the bar faces in contact with each other before the test and to 
hold  the  sample vertically  in place between  the  loading and  transmitter bars and  therefore 
prevent  the  sample  falling  out.  The  force  exerted  by  the  elastic  upon  the  sample  is  small 
enough  to  be  discounted  and  not  affect  the  final  results.  Between  the  bar  faces  and  the 
sample a  lubricant  is used, as described  in a previous section, to reduce the effect of friction 
on the sample during the lateral expansion that takes place when the sample is under test. 
6.3.2.5 Modifications	for	High	Temperature	Testing	
As described  for  the Hounsfield equipment previously,  the apparatus has  to be modified  in 
order to perform tests at elevated, or indeed lowered, temperatures. For the case of the SHPB 
apparatus, this involved placing two high‐powered lamps equidistant from the split where the 
sample  sits  along  the horizontal  axis, perpendicular  to  the  axis of  impact. These  lamps  are 
controlled by a mains powered  thermostat  that senses slight changes  in a platinum  resistor 
that is placed in‐between the bars. As it takes a significant time to heat up the pressure bars 
compared to the sample, the sample is heated separately upon the heating block mentioned 
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previously and transferred to the pressure bars  just before test. This method allows  for  fine 
control  over  the  temperature  of  each  component  whilst  relieving  the  possibility  of  any 
detrimental effects that prolonged heating may have upon the sample. 
6.3.3 Pulse	Measurement	
As has been mentioned  previously,  the measurement of  the  strains  in  the  Split Hopkinson 
Pressure Bar system have over time been measured in a number of ways, including an optical 
technique pioneered by Griffiths and Martin (Griffiths & Martin, 1974), however this method 
had proved to be complicated and difficult to operate. It  is for these reasons that the use of 
resistive foil strain gauges has become the technique of choice for strain measurement in the 
bars of the SHPB system. 
6.3.3.1 Theory	
Strain measurement  is  not  directly  possible  due  to  it  being  a  ratio  of  the  extension  of  a 
material to its original length rather than a measurable quantity, as described in Equation 3.2, 
so  some method of  indirect measurement must be applied. This however  is not a practical 
technique  for  engineering  situations  as  the  technology  required  to  automate  this  process 
optically or with mechanical transducers would be expensive and delicate, and so a far more 
common method  of  automatic  strain measurement  is  to  use  an  electrical  resistance  strain 
gauge to determine strain in a material sample. 
A strain gauge consists of an electrically  insulating plastic, epoxy or polyester backing sheet 
upon which is mounted thin ribbons of metal foil that run backwards‐and‐forwards along the 
longer  length of the gauge, forming one  long electrically conducting strip that  is many times 
longer  than  the gauge  itself. These gauges range  in size, but  the  length of  the metal strip  is 
typically around 1‐10mm  for the uses that are applicable to this  investigation as the shorter 
gauge  lengths  give  a better  time  resolution.  These bonded  resistance  gauges  are  relatively 
inexpensive, making them  ideal for  industry although they are generally only single‐use once 
bonded to a material, highly sensitive and occupy a very small area. Figure 6.5, below, shows a 
diagram of a typical strain gauge. 
 
Figure 6.5 ‐ Typical Strain Gauge 
These strain gauges are bonded to the material in which the strain is to be measured with the 
longest side along  the axis of  the  force so  that when  the material  is deformed  the gauge  is 
deformed, stretching the wires so that they become longer and thinner for tensile applications 
and shorter and fatter for compression, which results  in a change of the electrical resistance 
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of the foil. So long as the stresses which deform the material are kept to be within the elastic 
limit of the conducting strip, retarding the onset of permanent deformation, the gauge can be 
used to indirectly measure the strain within the material. This is due to changing the length (ܮ) 
and cross‐sectional area (ܣ) in Equation 6.36; where ܴ is the resistance of the foil and ߩ is the 
resistivity: 
  ܴ ൌ ߩ ܮܣ  Equation 6.36  
This  change  in  resistance  can be  shown  to be proportional  to  the  strain  in  the material, as 
shown  in Equation 6.37, which can  lead to a calculation  for strain once the  initial resistance 
(ܴ) and the Gauge Factor (ܭ) are known (Tokyo Sokki Kenkyujo Co. Ltd.).  
  ߳ ൌ 1ܭ
dܴ
ܴ   Equation 6.37  
The Gauge  Factor  (ܭ)  shown  in  Equation  6.37  relates  to  the  resistance  increase  (%)  being 
larger  than  the  length  increase  (%).  The  value  for  the  gauge  factor  is  typically  around  2, 
implying that the resistance increase is roughly twice that of the extension. The validity of this 
hypothesis can be explored by considering a 100%  increase  in  length of the wire, where the 
electrons passing  through  the wire will have  to  travel  through  twice  the  length of wire  that 
there was originally at half of the original cross‐sectional area as the volume of the wire has to 
be conserved.  
However, since the change in resistance for these gauge types is typically small, it is customary 
to use a combination of known ballast resistances and known stabilised voltage and current 
supplies  to  convert  the  resistance  change  into  a  change  in  voltage  as  described  in  the 
Amplification and Recording section below. 
6.3.3.2 Strain	Gauges	
The strain gauges used in the current Loughborough SHPB system, labelled as SG1 and SG2 in 
the  schematic  of  the  system  in  Figure  6.3,  are  pairs  of  etched‐foil  strain  gauges  that  are 
mounted in diametrically opposite positions along the axis of the incident strain in the bars. It 
is clear  to see  from  the diagram  that  the strain gauge pair mounted on  the  loading bar will 
detect both  the  incident  impact pulse  and  the pulse  reflected by  the  sample, whereas  the 
second  pair  mounted  on  the  transmitter  bar  will  only  experience  the  pulse  transmitted 
through  the  sample. Using  the  strain  gauges  in  pairs  rather  than  singularly  is  designed  to 
eliminate any signals that due to flexural, or bending, waves by diametrically cancelling them 
out from the opposite sides of the bar. The other effect of pairing the gauges is that the signal 
from the gauge pair is effectively doubled in amplitude.  
The gauges are of TML  type FLA‐1‐11 Foil Gauges. These have a Cu‐Ni  foil  sensing element 
upon  an  epoxy  backing,  strain  limit  of  3%  and  are  temperature  compensated  for  +10°C  ~ 
+80°C. The properties for this type of gauge are listed in Table 6.1: 
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Type  Gauge (mm)  Backing (mm)  Resistance (Ω)  Gauge Factor 
Length  Width  Length  Width 
FLA‐1‐11  1  1.3  5  2.5  120 ± 0.3  2.15 ± 1% 
Table 6.1 ‐ TML Type FLA‐1‐11 Strain Gauge (Tokyo Sokki Kenkyujo Co. Ltd.) 
Following manufacturer guidelines, each pair of gauges were mounted 40cm from either side 
of the sample onto the surface of the bars using a general‐purpose room‐curing cyanoacrylate 
adhesive, of manufacturer  type CN‐2 with properties shown in Table 6.2, below. 
Type  Base Component  Curing  Operating 
Temperature (°C) 
Strain Limit 
Temp (°C)  Time  Pressure 
CN  Cyanoacrylate  Room  1 min  Finger  ‐30 ~ +120  20% 
Table 6.2 ‐ Cyanoacrylate Adhesive Properties (Tokyo Sokki Kenkyujo Co. Ltd.) 
6.3.3.3 Amplification	and	Recording	
The pairs of  strain gauges mounted on  the bars are wired  together  in  series, giving a  total 
resistance for each pair of 240Ω, before being connected to a simple potential divider bridge 
circuit, shown in Figure 6.6, to convert the change in resistance in the gauge to a measurable 
change  in voltage that can be amplified further. In the circuit in Figure 6.6, the power supply 
polarity  is orientated  such  that a  compressive  strain pulse will  reduce  the  resistance of  the 
pair of gauges (ܴௌ), producing a positive output voltage ( ௌܸ). Also noted in the diagram, ܧ	is a 
variable dc stabilised power supply and ܴ௕ is a 2.2kΩ ballast resistance. 
 
Figure 6.6 ‐ Potential Divider Bridge Circuit (Al‐Maliky, 1997) 
Analysing  the  circuit  above,  the  voltage  across  the  pair  of  gauges,  can  be  expressed  by 
Equation 6.38 
  ௌܸ ൌ ܴௌܴ௕ െ ܴௌ ܧ  Equation 6.38  
The  above  equation  can  be  simplified  to  the  form  shown  in  Equation  6.40  if  a  simple 
substitution for the ratio of the ballast resistance to the resistance of the strain gauge pair, ݊ 
as shown in Equation 6.39 is applied. 
  ݊ ൌ ܴ௕ܴௌ   Equation 6.39 
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  ௌܸ ൌ 1݊ ൅ 1ܧ  Equation 6.40  
The ratio, ݊, from Equation 6.39 can also be expressed in terms of voltages as shown below: 
  ݊ ൌ ܫ ܴ௕ܫ ܴௌ   Equation 6.41  
  ݊ ൌ ሺܧ െ ௌܸሻ
ௌܸ
  Equation 6.42 
 
Differentiating Equation 6.40 with  respect  to n gives an expression of  the  form of Equation 
6.43: 
  d ௌܸd݊ ൌ െ
ܧ
ሺ݊ ൅ 1ሻଶ  Equation 6.43 
 
Similarly, differentiating Equation 6.39 with respect to ܴௌ will yield Equation 6.44, that can be 
re‐arranged in terms of d݊ as in Equation 6.45. 
  d݊dܴௌ ൌ െ
ܴ௕
ܴௌଶ  Equation 6.44  
  d݊ ൌ െܴ௕ܴௌଶ dܴௌ  Equation 6.45  
Substituting Equation 6.45 into Equation 6.43 gives Equation 6.46: 
 
d ௌܸ
െܴ௕ܴௌଶ dܴௌ
ൌ െ ܧሺ݊ ൅ 1ሻଶ  Equation 6.46 
 
  ⇒ d ௌܸܴௌ
ଶ
ܴ௕dܴௌ ൌ
ܧ
ሺ݊ ൅ 1ሻଶ  Equation 6.47 
 
  ⇒ dܴௌ ൌ ܴௌ
ଶሺ݊ ൅ 1ሻଶd ௌܸ
ܴ௕ܧ  
Equation 6.48 
 
As  the  strain  in  the  bar  ߳஻, measured  by  the  gauges  is  proportional  to  the  change  in  the 
resistance of the gauge, the expression shown in Equation 6.49 is valid if ܭ is the gauge factor 
described previously and ܴௌ is the initial unstrained resistance of the gauge. 
  ߳஻ ൌ dܴௌܭܴௌ  Equation 6.49 
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Substitution of Equation 6.48  into Equation 6.49  leads  to an expression  for  the strain  in  the 
bar in terms of the change in voltage over the strain gauge pair, as shown in Equation 6.52.  
  ߳஻ ൌ ܴௌ
ଶሺ݊ ൅ 1ሻଶd ௌܸ
ܧ ܴௌ ܴ௕ ܭ  
Equation 6.50 
 
  ⇒ ߳஻ ൌ ܴௌ
ሺ݊ ൅ 1ሻଶd ௌܸ
ܧ ܴ௕ ܭ  
Equation 6.51 
 
  ⇒ ߳஻ ൌ
ሺ݊ ൅ 1ሻଶ
ܧ ݊ ܭ d ௌܸ  Equation 6.52  
Using Equation 6.52  in  conjunction with Equation 6.28 or Equation 6.32, assuming  that  the 
strain  in  the bar  is  the  reflected  strain  shown  in  the  latter,  the  strain  in  the  sample  can be 
deduced from the measurement of the voltage change in the strain gauge pair. 
In order to record the change in voltages experienced by the gauges bonded to the bars, the 
gauge  signals are  transferred  to  the  input  channels of a Tektronix TDS 2024C Four Channel 
Digital  Storage  Oscilloscope.  The  strain  gauges mounted  on  the  loading  bar  are  linked  to 
channel 1 and  the  transmitter gauges  connected  to  channel 2. The  recorded  information  is 
stored  in  a  spreadsheet  format  onto  a USB memory  stick  for  transfer  to  a  desktop  PC  for 
analysis and storage.  
Due to the large accumulated noise that sampling digitally introduces into the system, rather 
than  using  one  of  the  techniques  described  in  prior  SHPB  work,  Ruffoni  (Ruffoni,  2005) 
connected a 100x amplifier between the transmitter bar gauges and the oscilloscope channel 
input to remove the  low amplitude noise from the recorded signal. The amplifier was set to 
filter  between  an  upper  bound  of  100kHz  and  a  lower  bound  of  100Hz.  The  effect  of  this 
amplification will be  removed  in  the analysis  to make  the  results comparable  to  that of  the 
other gauge pair.   
6.3.4 Sample	Specifications	
The  test  sample  specifications  for use  in  the SHPB  tests are as outlined  in  section 2.5.1 on 
page 34. 
6.3.5 Experimental	Procedure	
Prior  to any  tests  taking place,  the electrical components of  the apparatus,  in particular  the 
rotary pump,  should be  switched on  and  allowed  to warm up  for  a  short  time  in order  to 
ensure maximum efficiency.   
As with the quasi‐static testing described previously, the first step in each particular test using 
the SHPB equipment was to accurately measure the sample dimensions using digital Vernier 
callipers. The number of holes to be used in the aperture plate for the gas gun should then be 
selected, with the unused holes filled using the provided rubber bungs, therefore determining 
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the speed of the projectile, and, in turn, the strain rate of the test. If heating is required, then 
this should be performed at this point.  
The pressure bars must then be aligned, guaranteeing the smooth transmission of the incident 
and  reflected stress pulses along  the bar, and  the  faces of  the  loading and  transmitter bars 
that come into contact with the sample lubricated with the same grease as for the Hounsfield 
tests. The sample is then placed centrally in this gap, with due care taken to align it with the 
central axis of the bars. 
The projectile is then removed from storage in the refrigerator, where it is kept to allow it to 
move  freely within  the barrel whilst also useful  to  retard any  thermal expansion  that could 
lead to  it getting stuck within the gun barrel. This projectile  is  loaded  into the barrel and the 
end sealed with the aperture plate as described above. The barrel is then evacuated using the 
pump and  the oscilloscope  reset. The  final act  is  to  release  the covering plate  to  the barrel 
aperture to allow the air to move the projectile along the barrel to strike the pre‐loading bar. 
6.3.6 Analysis	
Once  the  voltage across  the  strain gauge pair had been  recorded and  stored by  the digital 
storage oscilloscope, the data can be transferred to a desktop PC in a spreadsheet format for 
further analysis. Using an analysis template in Microsoft Excel spreadsheet format: completely 
rewritten and improved by the present author, but based upon the works of Ruffoni (Ruffoni, 
2005) and Patman (Patman, 2009); the raw voltage data from the oscilloscope was copied into 
certain cells in the template along with measurements of sample dimensions, whereupon the 
spreadsheet automatically calculates  the  true and engineering stress and strain values  from 
the equations mentioned previously and from these plot the gauge signal against time and the 
stress against strain for the sample. 
In its raw state the voltage‐time data for the two strain gauges can be displayed graphically as 
in Figure 6.7, below. 
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Figure 6.7 ‐ Raw Strain Gauge Signals for Copper Sample 
As can be seen in the above figure, the incident stress pulse can be clearly seen in the loading 
gauge  trace  (Incident  Bar),  along with  the  transmitted  (Transmission Gauge)  and  reflected 
(Loading Gauge) pulses that occur a short time later. It has been theorised that the undulating 
peak on the  loading waveform, differing  from the expected square‐wave, may be caused by 
multiple internal reflections as a result of the rapid expansion and contraction of the rods and 
sample material under  the stress wave. Similarly,  the disturbed waveform present after  the 
pulses  in  the Loading Gauge  trace can be speculated  to be caused by  the energy dispersing 
within the material after the stress pulse has passed. 
From  the  initial pulses on  the  traces  the  stress and  strain behaviour of  the material can be 
determined;  using  the  spreadsheet  template  referred  to  previously, whilst  the  subsequent 
pulses recorded are simply reflections of the stress waves propagating along the bars, and are 
of  no  further  significance  to  the  investigation.  As  mentioned,  the  stress‐strain  can  be 
displayed  in  a  similar manner  to  the  above,  an  example of which,  for  the  same  sample  as 
before, is shown in Figure 6.8 below. 
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Figure 6.8 ‐ Stress‐Strain Graph for Copper Sample (Strain Rate ~1200s‐1) 
Initially,  both  the  engineering  and  true  stress‐strain  curves  can  be  seen  to  increase  in  a 
roughly  linear  fashion,  especially  below  approximately  0.7%  strain,  until  the  strain  reaches 
around 1%. After this yield point, plastic deformation sets in and the curve gradient decreases, 
approximately  linearly  in  the case  for  the Engineering curve, before unloading and  recovery 
starts at around 11%  strain  (True). Obviously,  the  curves  for  the polymeric materials under 
test  differ  from  the  idealised  metallic  specimen  presented  in  these  figures,  and  detailed 
analysis  of  the  shapes  of  the  Stress‐Strain  curves  for  these materials will  be made  at  the 
appropriate time.  
Subsequently, the average true stress‐strain for each material was evaluated from a number 
of experimental repeats (at least three where material availability allowed) and this data was 
smoothed to remove any noise for presentation clarity. An example of this averaging process 
is displayed in Section 6.6.2 on page 132 where it will be discussed in further detail.  
The data was also analysed using  Igor Pro version 5.0.4.8., where  the area under  the curve 
was determined by a trapezoidal integration method to yield the Strain Energy, also known as 
the Energy Absorption of the material. This is a useful property to be known, especially when 
considering  impact  resistance  as  this  energy  may  be  stored  and  released  later.  For  the 
experimental data  this was  evaluated  at  a number of  values of  Strain  for  comparison.  The 
Energy Absorption  characteristics  for  the above  sample of Copper are  shown  in  Figure 6.9, 
below. 
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Figure 6.9 ‐ Energy Absorption Graph for Copper Sample (Strain Rate ~1200s‐1) 
As previously mentioned,  the  traces  shown  above  are  representative of  a  standard Copper 
sample, so the presented figures relating to measured materials later in this report will differ 
from the above, however they were analysed in the same manner. 
6.4 Polymer	Testing	Using	the	Split	Hopkinson	Pressure	Bar	System	
Experimentation with  ‘soft’ materialsi with the traditional Steel‐based Hopkinson Bar System 
in  the  Physics  Department  highlighted  an  issue  that  many  researchers  in  the  field  have 
encountered, namely  the  low amplitude  stress pulse  transmission observed when using  so‐
called soft materials. This phenomenon has been described  in a number of publications,  for 
example  in the work of Chen et al.  (Chen, Zhang, & Forrestal, 1999) and Omar et al.  (Omar, 
Akil, & Ahmad, 2011). 
The widely accepted  reason  for  the  limitation of  the  traditional SHPB  system  for polymeric 
materials  testing  is  the  ‘mismatch’ between  the Acoustic  Impedances of  the material under 
test and  the bar material  loading  it. The characteristic acoustic  impedance, ܼ଴,  is defined as 
shown  in Equation 6.53 where	ߩ  is  the density of  the material  (sample or bar) and ܿ  is  the 
speed of sound through the material.  
  ܼ଴ ൌ ߩ ܿ Equation 6.53  
The acoustic impedance is derived from an analogy of Ohm’s law and is a quantification of the 
opposition to the transfer of energy, in this example the form of the stress wave through the 
material and into the SHPB transmitter bar.  It can therefore be said that as the wave changes 
                                                            
i Described as having the characteristics of  low strength, stiffness and wave  impedance (Chen & Song, 
2011) 
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media the ratio of the acoustic impedances can describe the efficiency of the energy transfer 
between the media.  
As  the  speed  of  sound  in  a material  can  be  described  by  the  Newton‐Laplace  equation, 
Equation 6.54,  in  terms of  the Bulk Modulus; ܭ,  a measure of  the material’s  resistance  to 
uniform compression; and the material density, Equation 6.53 can be simplified to the relation 
shown  in Equation 6.53 which  relates  the acoustic  impedance  to  the density  in  such a way 
that  it  can  easily be  said  that materials with  a  high density may  also have  a high  acoustic 
impedance,  and  conversely  low  density  materials  may  exhibit  low  acoustic  impedances 
depending upon the wave speed through the material.  
  ܿ ൌ ඨܭߩ   Equation 6.54 
 
It  is because of  the relation shown  in Equation 6.53, above,  that we are able  to say  that by 
trying to match the densities, and therefore the acoustic impedances for similar internal wave 
speeds, of  the bar and sample material as closely as possible;  the  largest amount of energy 
transmission  between media  can  be  achieved.  It  is  however  not  only  the  density  of  the 
material that can be matched for the greatest energy transmission as  is entirely possible for 
two materials of differing densities to have similar acoustic  impedances  if the wave speed  in 
the materials is such that the high density material has a low wave speed and the low density 
material has a high internal wave speed. 
Given  the  above  information  and  explanation  it  is  clear  that  in  the  traditional  Steel  SHPB 
system, where bar densities are  in  the region of around 7700‐8000kg/m3,  there will be very 
little  transmission of  the  stress pulse  from  the  lower‐density polymer  samples  to  the  Steel 
transmitter bar. The  result of  this  is  the  low magnitude of  the  recorded  transmitted pulse, 
which  in  turn  leads  to  a  lower  resolution  and  ‘noisier’  stress‐strain  curve  as  the  signal  is 
amplified digitally, that plagued the earlier stages of the project.  
The effect of  the above can be  seen graphically  in Figure 6.7 above and Figure 6.10 below, 
which show the oscilloscope recordings for a metallic and polymeric sample respectively in the 
Steel SHPB system described in Section 6.3.2.  
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Figure 6.10 ‐ Traditional Steel SHPB System Strain Gauge Signals (LLDPE Sample) 
As  can  be  seen  in  Figure  6.7  on  page  123, with  a  copper  sample  (Density  ~8920kg/m3),  a 
significant proportion of the incident stress pulse is transmitted through the copper sample to 
the  transmitter bar as  shown by  the Red  trace on  the  figure. Conversely,  Figure 6.10  for a 
Linear Low Density Polyethylene (LLDPE) sample (Density ~910kg/m3) shows that most of the 
incident pulse is reflected back at the boundary interface and is shown as a large reflection on 
the  incident  bar  trace  and  a  drastically  reduced  amplitude  stress  pulse  is  recorded  on  the 
transmitter  bar  trace  that  is  hard  to  discern  from  the  background  noise  in  the  system. 
Consequently,  the  stress‐strain  curves  produced  from  the  data  in  the  Steel Hopkinson  bar 
system  have  an  inherent  uncertainty  in  their  validity  as  a  representative  property  of  the 
material.  
6.4.1 Literature	Solutions	
The  literature offers up a number of solutions to the problem of  impedance mis‐matching  in 
the Split Hopkinson Bar System.  
The simplest solution to the  impedance mis‐match using Steel bars  in the SHPB system  is to 
swap out the Steel bars for a material with a closer, or equal acoustic impedance to that of the 
specimen  material  under  test.  Broadly  speaking,  for  testing  polymeric  materials  (Gray  & 
Blumenthal,  2000)  recommend  the  use  of  either  polymeric  or  lower‐impedance  metallic 
pressure bars instead of the ubiquitous Steel pressure bars.  
Taking these two approaches in turn, some researchers have used polymeric pressure bars in 
order  to  sense  the weak  transmitted  signals  that plague  Steel‐based  systems when  testing 
polymers, such as  for  the results presented  in Figure 6.10 above, as  the high signal‐to‐noise 
ratio  afforded  by  the  polymeric  bar  material  is  favourable  for  higher  resolution  signal 
transmission. Unfortunately, whilst the promise of high resolution data whilst using polymer 
pressure bars  is  tempting,  there are many disadvantages and  inaccuracies  that occur whilst 
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using  this  technique,  since  the  bars  are  inherently  viscoelastic, which  unlike  their metallic 
counterparts  leads  to  attenuation  of  the  incident  stress  pulse  as  it  progresses  along  the 
pressure bar length. Additional analysis of the viscoelastic properties of the bar are therefore 
needed  to determine  the shape and amplitude of  the stress pulse as  it  is  incident upon  the 
sample specimen as it will have changed from the point at which it was measured earlier as it 
passes along the bar.  
Viscoelastic materials  are  also much more  temperature  sensitive  than metals,  introducing 
further  complications  into  the  SHPB  analysis.  It  is  therefore  clear  that  the  standard  SHPB 
analysis (Section 6.2.1 on page 104) would not hold true for a viscoelastic polymeric pressure 
bar  system  unless  significant  corrections  are made  based  upon  the  analysis  of  the  wave 
passing  through  the  bar.  A  comprehensive  description  of  the  various  corrections  other 
researchers  have made  in  using  polymer  pressure  bars  is  available  in  the  aforementioned 
work by Gray and Blumenthal. The polymeric pressure bars are usually made from the acrylic 
Poly(methyl‐methacrylate)  (PMMA) and examples of  the use of polymeric pressure bars can 
be seen in the work of Bacon (Bacon, 1998), Gary et al. (Gary, Klepaczko, & Zhao, 1995), Rao 
et al. (Rao, Shim, & Quah, 1997), Sawas et al. (Sawas, Brar, & Brockman, 1998)and Wang et al. 
(Wang, Labibes, Azari, & Pluvinage, 1994) amongst others.  
As mentioned previously,  in a  review of  the  field, Gray and Blumenthal mention  the use of 
lower‐impedance metallic  pressure  bars,  specifically  citing:  Titanium  (Ti)  from  the work  of 
Gray  et  al.  (Gray,  Blumenthal,  Trujillo,  &  Carpenter,  1997)  and  Field  et  al.  (Field, Walley, 
Bourne, & Huntley, 1998); Aluminium (Al) from the work of Walley and Field (Walley & Field, 
1994), Wang  and Ogale  (Wang & Ogale,  1989)  and  Chen  et  al.  (Chen,  Zhang, &  Forrestal, 
1999); and Magnesium (Mg) from Gray et al. (Gray, Idar, Blumenthal, Cady, & Peterson, 2000) 
and again  from  Field  et al.  (Field, Walley, Bourne, & Huntley, 1998). The advantage of  this 
technique over the polymeric bars suggested above is that the standard analysis can be used 
as  for  the  Steel  bar  system.  The  impedance  mis‐match  however  needs  to  be  closely 
monitored,  as  although  Aluminium  is  the  most  commonly  found  of  the  low‐impedance 
metallic bar systems its sensitivity in use with polymeric specimens is only three times that of 
the Steel system (Song & Chen, 2005).  
Chen et al.  (Chen, Zhang, & Forrestal, 1999)  found  that using a  tubular  (hollow)  transmitter 
bar of an Aluminium alloy with a significantly lower Young’s Modulus to that of Steel increased 
the amplitude of the transmitted strain by an order of magnitude over that of the comparable 
Steel  system. The hollow  transmitter bar, albeit with a  solid end  cap, works  to amplify  the 
wave signal as the cross‐sectional area in which the wave travels is somewhat reduced in size. 
This approach, despite the fact that the usual analysis can be used to determine the stresses 
and  strains  and  pulse‐shapers  used  to  counteract  some  of  the  effects  of  the  end  cap 
geometry, is rife with uncertainties as the number of interfaces and geometry changes in the 
system  are  bound  to  introduce  errors  as  at  any  interface whilst  a  portion  of  the wave  is 
transmitted through the interface a portion is also reflected back along the direction of travel. 
It is there difficult to determine the wave profile across the system.  
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The above method was even discredited somewhat by Chen in a paper published a year later 
(Chen,  Lu,  &  Zhou,  2000)  in  favour  of  a  newer  development  involving  piezoelectric  force 
transducers. 
As  there  are  far  too  many  assumptions  and  corrections  to  be  made  with  the  polymeric 
pressure  bar method  this  was  not  chosen  as  a  viable method.  The  Tubular  pressure  bar 
method seemed over‐complicated  to build and despite  the work done by other  researchers 
there are concerns about  the validity of  the analysis of  the data due  to  the extra  interfaces 
and changes of geometry between the hollow bar where measurement  is made and the flat 
faces touching the sample.   
6.4.2 Loughborough	SHPB	Modifications	
As described above, the Steel‐based SHPB system is not ideal for analysing soft materials, and 
it was decided that the apparatus be modified to improve the resolution of the recorded data, 
and  allow  a more  accurate  hypothesis  of  the material  properties  to  be  formed. Given  the 
different  literature  solutions, with  their  various  advantages  and  disadvantages,  the  chosen 
solution was to investigate a pressure bar material with closer acoustical impedance to that of 
the  polymeric materials  to  be  tested.  As  Equation  6.53  on  page  125  shows,  the  acoustic 
impedance is related to the density of the material, so the metal pressure bar material chosen 
should have as low a density as possible along with a modest wave speed.  
The  investigation  into  a  suitable  bar  material  was  carried  out  in  parallel  with  a  fellow 
researcher in the Department of Physics, Foz Hughes, who first experimented with modifying 
the  smaller  departmental  Hopkinson  Bar  System  (with  the  initial  atmospheric  gas  gun 
designed  by  Parry,  described  in  Section  6.3.1  and  shown  in  Figure  6.2  on  page  109)  to  a 
Magnesium bar system. Magnesium was  initially chosen as  it has a density closer  to  that of 
the  polymers,  1738kg/m3  and  an  acoustic  impedance  of  8.00MRayl  (Wallace,  Stark,  & 
McGlashan, 1989). Interestingly, during initial testing the shape of the input stress pulse that 
is incident to the bar system was found to be triangular in nature, somewhat different to the 
expected parallelogram input pulse seen using the Steel bar system, such as in Figure 6.7, and 
seen by other researchers using other bar materials. This triangular shape  indicates that the 
incident  pulse  is  loaded  progressively  rather  than  the  instantaneous  nature  of  the  Steel 
system.  
It was found that the Magnesium bars were deforming plastically with the incident projectile 
strike and that this was a likely cause of the errant input pulse. Whilst this deformation tended 
to  mask  somewhat  the  sample  deformation  during  testing,  it  also  yielded  a  significantly 
increased  amount  of  stress wave  transmission  for  the  same  polymeric  samples  as  used  to 
produce Figure 6.10 on page 127, of the order of three times greater amplitude than for the 
Steel bar system, allowing a much higher resolution of data to be collected as the transmitted 
stress pulse is significantly more distinguishable from the background ‘noise’ of the system. 
As the Magnesium bar tests showed noteworthy promise as a replacement for the Steel bars, 
a  similar material was  sought  that would not deform under use. As Hughes had discovered 
through the work of Shergold et al. (Shergold, Fleck, & Radford, 2006) that Magnesium alloys 
are a viable option, however the literature failed to elucidate the extent as to which the alloys 
made an  improvement. As a result of this, a number of ZK60A Magnesium alloy bar (density 
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1830kg/m3) were ordered and implemented on the smaller Hopkinson Bar system. ZK60A is an 
Aircraft  Grade Magnesium  alloy  that  is  an  alloy  of  94% Magnesium,  5.5%  Zinc  and  0.5% 
Zirconium and has a comparable yield strength to that of Steel.   
Testing with  this system yielded  the expected  input pulse shape shown by  the Steel system 
along  with  the  significantly  increased  transmitted  pulse  exhibited  by  the  Magnesium  bar 
system. Figure 6.11, below, shows the result of the use of the ZK60A Magnesium Alloy system 
in testing the same LLDPE material that was shown  in Figure 6.10.  It must be noted that the 
large  initial noise on the blue  incident bar trace  in the figure  is an artefact of the high speed 
photographic technique that will be described later and not part of the strain pulse. 
 
Figure 6.11 ‐ Magnesium Alloy SHPB System Gauge Signals (LLDPE Sample) 
As a result of  this astounding  improvement  to  the smaller system, a set of ZK60A alloy bars 
were procured from Goodfellow Cambridge Ltd. for the  larger Hopkinson bar system, shown 
in Figure 6.3 on page 111, so that the system now resembles the form shown  in Figure 6.12, 
below. The projectile length used for the ZK60A bar system was 250mm.  
 
Figure 6.12 ‐ Loughborough University SHPB Schematic (ZK60A Magnesium Alloy Bar System) 
6.5 High	Speed	Photography	
Whilst the Shimadzu Hyper Vision HPV‐1 high speed digital video camera was on loan from the 
Engineering and Physical Sciences Research Council (EPSRC) Engineering Instrument Loan Pool 
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for use with  the dropweight apparatus,  see Section 5.2.2.2.2 on page 79,  it was  speculated 
that an  interesting avenue of  scientific  research would be  to use  the  camera with  the Split 
Hopkinson bar system, a technique that to the author’s knowledge had only been performed 
by  a  small  number  of  researchers  previously,  with  cameras  that  have  a  low  number  of 
available recording frames, such as in the work by Siviour (Siviour, 2009).   
Initial experimentation with the Steel bar system (as the Magnesium Alloy system was  in the 
testing  phase)  showed  promising  results,  disproving  a  concern  that  the  residual  sample 
dimensions did not match those expected from the testing, which would affect the analysis of 
samples  by  bringing  to  light  an  interesting  phenomenon  that  had,  again  to  the  author’s 
knowledge,  not  been  captured  videographically  –  specifically,  the  multiple  impacts 
experienced by a sample in the Hopkinson bar system. This will be discussed further in Section 
11.3.3 in Appendix C. 
Following  the  initial  speculative  testing  before  the  camera  had  to  be  returned  for  another 
user, the camera was requested again with the sole  intention of exploring this application to 
the SHPB system. The methodology and results of these validatory tests have been presented 
in Appendix C. 
6.6 Results	
6.6.1 Steel	Bar	System	
Before progressing onto the results for the Magnesium Alloy bar system it is pertinent to show 
an example of  the stress‐strain data  recorded using  the  technique. Figure 6.13 below  is  the 
result of applying  the analysis  techniques described previously  to  the data  shown  in Figure 
6.10 on page 127.  
 
Figure 6.13 – Traditional Steel SHPB System LLDPE Stress‐Strain Data (Strain Rate 6705s‐1) 
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As can be seen in the above figure, the resultant data is extremely noisy, and only by applying 
a large amount of smoothing can a reasonable curve be obtained. This noise is a consequence 
of  the  low  amount  of  pulse  transmission  to  the  sample  due  to  the  impedance mis‐match 
between  the  steel bars and  the polyethylene  sample material. Even with  the  smoothing,  it 
would  be  hard  to  determine  specific  properties  from  the  above  figure  due  to  the  still‐
significant amount of noise  left  in  the  system. As described  in  section 6.4.2,  this  traditional 
system was replaced with a closer impedance‐matched Magnesium Alloy bar system. Further 
initial results using the Steel bar system (unused in final analysis) are available in Prudom et al. 
(Prudom, Swallowe, & Song, 2010).  
6.6.2 Magnesium	Alloy	Bar	System	
Much the same as for the previous sets of data concerning the Quasi‐Static and Intermediate 
strain rate responses of the materials that are described in the preceding chapters, the three 
separate  repeat  results  for  each material  were  simply  averaged  within  a  spreadsheet  for 
legibility  and  to  dissuade  overcrowding  of  the  figures.  After  averaging,  a  slight  amount  of 
smoothing  (10point)  was  applied  to  the  average  data  to  remove  the  slight  noise  that  is 
present  in  the curves. Figure 6.14, below,  shows  the  result of  the averaging and  smoothing 
upon one of the materials, LLDPE with 1%wt TiO2 filler (chosen at random). 
 
Figure 6.14 ‐ Averaging of Data for LLDPE 1%TiO2 Samples 
As can be seen in the above figure, the average, and consequently the smoothed average, lies 
fairly well within  the bounds of  the  three  sets of  repeated data, especially considering  that 
each  test  will  be  performed  at  a  slightly  different  strain  rate  due  to  the  uncertainty  in 
operating the vacuum pump to exactly the same pressure. As before, because the average is a 
good representation of the performance of the material the following figures will relate to the 
average data and for succinctness be labelled with just the material name and not ‘Average’. 
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Additionally,  also  as  before,  the  results  for  pure  LLDPE,  HDPE  and  UHMWPE  will  be 
represented on all figures (where applicable) for comparative purposes as dashed lines. 
It is clear from the above figure, as an example, that there is no clear yield point on the curve 
that could be used as a comparative property to evaluate the material properties against the 
others tested. Therefore there is a need for a repeatable scientific method of determining the 
yield,  and  following  on  from  the  determination method  used  for  the  Quasi‐Static  results 
(starting on page 56),  the  turning points of  the  gradient  from  the  stress‐strain  graph were 
employed, albeit in a slightly different approach.  
Firstly, a 6th order polynomial trendline of the form: 
  ܽݔ଺ ൅ ܾݔହ ൅ ܿݔସ ൅ ݀ݔଷ ൅ ݁ݔଶ ൅ ݂ݔ ൅ ݃ Equation 6.55 
 
was  fitted  to  the  stress‐strain curve, as  shown  in Figure 6.15 below. As  is evident  from  the 
figure,  only  the  first  portion  (until  around  the maximum  stress) was  used  as  this  range  is 
where the yield is likely to occur and allowed for a better trendline fit. 
 
Figure 6.15 – Example Yield Stress Determination – Stress‐Strain Curve 
The second derivative of stress was then taken from the fitted trendline equation in the above 
figure; a close  fit given a coefficient of determination  (R2) value of almost 1; which  is of the 
format shown in Equation 6.56: 
  30ܽݔସ ൅ 20ܾݔଷ ൅ 12ܿݔଶ ൅ 6݀ݔ ൅ 2݁ Equation 6.56 
 
Where  ܽ െ ݁  are  coefficients  from  the  trendline  equation  on  the  above  figure,  shown  in 
Equation 6.55, and ݔ  is  the strain. A plot of  the second derivative of stress against strain  is 
then used to determine the yield point by relating the apex where the second differential is at 
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its maximum – i.e. closest to zero – to the strain at which yield occurs, as shown in Figure 6.16 
below. 
 
Figure 6.16– Example Yield Stress Determination – Second Derivative of Stress Curve 
Working backwards with this newfound strain at which yield occurs, the representative yield 
stress can be found by translating from the strain to the stress using the black dashed lined on 
the stress‐strain curve shown in Figure 6.17.  
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Figure 6.17 ‐ Example Yield Stress Determination ‐ Stress‐Strain Curve 
This method gives a fairly good approximation of the yield point for the presented data, sited 
in the region of the plot past the limit of proportionality and before the maximum stress in the 
same region as the yield points found for the Quasi‐Static and Intermediate strain rate testing 
(between 0.1 and 0.2  strain), and  the method has proved  to be easily  repeatable, meaning 
that  comparisons  between  the  calculated  representative  yield  points  can  be made  for  all 
materials to assess their behaviour under test. 
The  reason  that  a  different method  of  representative  yield  stress  determination was  used 
compared to the Quasi‐Static was due to the smoothness of the stress‐strain curves produced 
from the SHPB testing lending themselves to a good polynomial fit compared to the data from 
the Hounsfield  testing which does not. The polynomial  fitting allows a mathematically more 
accurate  determination  of  the  gradient  turning  points  to  be  determined  by  taking  the 
formulaic differential of the fitted spline rather than the numerical  differential in the previous 
method. 
As before, on all the figures that follow a strain rate range is quoted in the figure caption that 
relates to the  largest and smallest strain rates of the data depicted on the figure. The strain 
rate  for  the SHPB experiment, as can be seen  in  the example shown below,  is not constant 
over the course of the experiment so there is a need for determining a strain rate for analysis.  
Using one of the approaches employed by Pan et al. (Pan, Chen, & Song, 2005), the strain rate 
quoted  for  the experiment  is  taken  from  the point of maximum  stress by  relating  the  time 
when maximum  stress occurs  to  the  strain  rate at  that  time.  In  the example below,  for  the 
LLDPE with 1%wt TiO2 composite shown throughout this section, the strain rate is shown to be 
quoted as ~7788s‐1 for the experiment which related to a maximum stress of 48.99MPa.  
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Figure 6.18 ‐ Example Strain Rate Determination 
All  tests are performed with  the  same gas gun aperture areai  so discrepancies  in  the  strain 
rate are due to vacuum pressure differences and the time at which maximum stress occurs for 
the specific material. 
Tables relating to the data presented below are available in Appendix D.  
                                                            
i Aperture Area with 2,3,4,6,8,20 and 20mm holes exposed ≈ 729.63mm2 
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Figure 6.19 ‐ LLDPE Stress‐Strain Data (Strain Rates 6463‐8242s‐1) 
The  figure  above,  Figure  6.19,  shows  the  stress‐strain  data  relating  to  the  average  results 
recorded  for  the LLDPE composites using  the Split Hopkinson Pressure Bar apparatus. Table 
2.1 on page 34 has full details of materials tested and by which experiment. The shape of the 
stress‐strain  curve  for  this  experiment  is  slightly  different  than  for  the  Quasi‐Static  and 
Intermediate  strain  rate  experiments  shown  in  the  previous  chapters.  The  reason  that  the 
stress‐strain  curve  gradient  decreases  shortly  after  yield,  as  opposed  to  rising  as  for  the 
Hounsfield,  and  to  some  degree  the Dropweight,  results  given  earlier,  is  that  in  the  SHPB 
experiment  the high speeds  ‐ and  therefore strain  rates  ‐  involved  in deforming  the sample 
cause a sharp rise in the temperature which leads to the decrease in the curve. Whereas the 
aforementioned Hounsfield machinery moves relatively slowly enough that any heat build‐up 
caused by the deformation is dissipated and the test becomes essentially isothermal in nature. 
The shape of the curves is similar to that reported by Walley and Field (Walley & Field, 1994) 
for HDPE, albeit not truncated as per the results in the referenced work. 
The pure LLDPE results  lie within the main group of results, and  it  is evident from the figure 
that the addition of many of the nanofiller additives makes little difference to the stress‐strain 
behaviour  of  the  base  LLDPE.  As  can  be  seen  from  the  tabulated  results  in  Table  11.25, 
available  in Appendix D,  the  addition  of  all  of  the  filler materials  have  increased  the  yield 
stress of the pure LLDPE by 4‐5MPa, however from the figure it is seen that the addition of the 
Hectorite Nanoclay and 2%wt Carbon Black  fillers have  reduced  the  stress  after  yield,  such 
that the flow stresses beyond 40% strain are lower than for the pure LLDPE.  
Turning to the noticeable improvements from the figure, the largest increase in average yield 
stress  is  found  for  the  results  relating  to  the addition of 1%wt Carbon Nanotubes where an 
average  increase  of  10.01MPa  over  the  pure  LLDPE  is  shown, which  is  also  an  increase  of 
4.64MPa over the average for pure UHMWPE. That being said, there  is  little difference from 
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the aforementioned 1%wt Carbon Nanotube results to the yield performance of the 0.5%wt 
Carbon Nanotube and 1%wt Carbon Black  composites  that have  increases  in yield  stress of 
9.29MPa and 8.17MPa over the pure LLDPE respectively, which would offer a significant cost 
saving over the expensive Carbon Nanotube material.  
 
Figure 6.20 ‐ LLDPE Energy Absorbed by Impact (Strain Rates 6463‐8242s‐1) 
Figure 6.20, above, depicts the amount of energy absorbed by the polymer by the impact from 
the pressure bar  system. As before,  this  is measured by  integration of  the areas below  the 
curves shown in Figure 6.19. From the figure above it can be seen that there are two distinct 
groups of curves relating to the LLDPE composites: the upper consisting of the curves for the 
averages of the 1%wt Carbon Black, 0.5%wt and 1%wt Carbon Nanotube composites; and the 
lower the remaining composites.  
This observation is consistent with the findings described above for the stress‐strain results as 
the  composites  in  the  upper  portion  of  the  figure  relate  to  the  average  results  of  the 
composites  that  had  the  largest  increase  in  yield  stress,  and  also  displayed  increased  flow 
stresses resulting in a larger overall area to the curve. It can also be seen that this upper group 
show more energy absorption than the pure UHMWPE for strains  lower than 0.5 due to the 
much higher strain rate sensitivity of LLDPE compared to the UHMWPE. 
Quantifiably, (in ascending order) the  increase  in average energy absorption, as measured at 
40%  strain  is  1.01MJm‐3  for  the  1%wt  Carbon  Black  composite,  1.31MJm‐3  for  the  0.5%wt 
Carbon Nanotube  composite  and 1.36MJm‐3  for  the 1%wt Carbon Nanotube  composite. As 
mentioned in the previous stress‐strain analysis, the closeness of these average results to one‐
another,  especially  the  two  Carbon Nanotube  composites, would  lead  us  to  conclude  that 
there is a reasonable improvement in the properties when the filler materials are added, but 
there is a threshold as to when the addition of more filler material yields no significant rise in 
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the degree of improvement. Put simply, the results for the two Carbon Nanotube composites 
are nearly indistinguishable, such that the extra expense of adding twice as much of the filler 
does not give twice the improvement and the smaller amount would be nearly as suitable. 
Of the lower grouping of curves as expected by the not too dissimilar stress‐strain results the 
curves  are  in  reasonable  agreement with one‐another, with  the  averages of  the  remaining 
Carbon Black, Hectorite Nanoclay and Titanium Dioxide composites returning results that, as 
Table 11.26 in Appendix D shows, are quite close to that of the pure LLDPE, indicating little or 
no  improvement over the base material for the  inclusion of the fillers.  Interestingly, the two 
Nanoclay  fillers  in  these experiments  returned  results  that were consistently  lower  than  for 
the pure LLDPE for roughly the same strain rate.  
 
Figure 6.21 ‐ HDPE Stress‐Strain Data (Strain Rates 5564‐8411s‐1) 
Figure 6.21, above, shows the stress‐strain behaviour of the averages of three repeats for the 
HDPE composites. As is evident from the figure there are two distinctly separate groupings of 
curves; those that lie close to the results for the pure HDPE polymer (dark red line) and those 
which  show a major  improvement over  the pure polymer exemplified by  the 1%wt Carbon 
Nanotube composite (shown with the orangey‐brown  line); a feature that also occurs on the 
previously reported Quasi‐Static results (page 61). 
Focussing  upon  the  grouping  of  curves  around  the  pure  HDPE  results,  it  is  clear  when 
comparing  to  the dashed blue  line  that  these  results  are not  too dissimilar  to  the  average 
results for pure LLDPE that were described earlier. As with the Quasi‐Static results alluded to 
earlier, this grouping consists of the average of three results for the pure HDPE polymer and 
the  three Hectorite Nanoclay  composites  (1%wt,  1.5%wt  and  2%wt).  It  can  be  seen  in  the 
tabulated  version  of  the  results  in  Table  11.27  that  the Nanoclay  composites  returned,  on 
average,  lower  yield  stresses  than  the  pure  HDPE  polymer  once  again  inferring  that  the 
140 
 
inclusion of the Nanoclay particles imparts no discernable improvement upon the stress‐strain 
properties of HDPE. Rather more  interesting  is the  lack of significant difference between the 
LLDPE and HDPE results, given their differing structures and the implied difference in densities 
assumed  from  the names of  the polymers. Further  investigation  into  this, and  the apparent 
large  jump  in  flow  and  yield  stresses  shown  by  the  other  composites  (commented  upon 
below), was performed in the thermal analysis in section 7.1.4 starting on page 161.  
Turning attention to the more interesting upper grouping of curves, the increase in yield and 
flow  stresses  over  the  pure  polymer  is  obvious,  but more  noteworthy  is  the  improvement 
shown  by  the  average  results  of  the  1%wt  Carbon  Nanotube  composite,  shown  by  the 
orangey‐brown  line  which  shows  an  increase  in  yield  stress  over  the  pure  polymer  of 
14.75MPa  –  an  increase  of  ~33%  ‐  and  an  increase  over  the  standard  armour  material 
UHMWPE of 13.56MPa  (~29%). This  result  is  interesting as  it  indicates a possible composite 
solution  to  reducing  the  cost  of UHMWPE  Trauma  Attenuating  Backing materials with  the 
added  increase  in  yield  strength  that  is  seemingly  afforded  by  the  reinforcement  of  the 
Carbon Nanotube fibres.  
Also within the upper group of average curves it can be seen that significant improvement in 
yield  and  flow  behaviour  is  observed with  the  inclusion  of  the  Carbon  Black  and  Titanium 
Dioxide nanofillers.  In particular,  the  average of  the  three  results  for  the  Titanium Dioxide 
filled polymer show an impressive increase in yield and flow stresses compared to that of the 
reported pure polymer properties. Quantifiably, the increase in yield stress compared to pure 
HDPE is 12.11MPa and 10.92MPa over the pure UHMWPE results, which is a promising result 
considering the filler is usually used as a cheap industrial pigment. Regarding the Carbon Black 
composites, the greatest improvement in yield stress is for the inclusion of 1%wt of the filler, 
which  returned an average yield stress of 57.51MPa, a 11.34MPa  (~25%)  increase upon  the 
pure  UHMWPE  results.  Interestingly,  the  addition  of  0.5%wt  Carbon  Black  resulted  in  an 
average yield stress  (and subsequent  flow stresses)  that was  lower  than  the 0.2%wt Carbon 
Black composite, a trend that has been seen in previous results. This may just be an artefact of 
the data due to the closeness of the result curves for the different concentrations of fillers and 
the expected experimental error as a result of the averaging of the three sets of experimental 
data for each composite and therefore not a specific property of the composite. 
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Figure 6.22 ‐ HDPE Energy Absorbed by Impact (Strain Rates 5564‐8411s‐1) 
The plot of the amount of the average energy absorbed by the HDPE (and composite) samples 
is shown  in Figure 6.22 above, calculated  in the usual way. As  is clear to see from the figure, 
the same separation of curves seen in the stress‐strain results presented previously is evident, 
which is understandable given the significant difference in area of the curves on the previous 
figure. Much like the comparable figure for the HDPE results in the Quasi‐Static testing results 
(Figure 4.12 on page 63)  the upper set of curves show considerable  improvement upon  the 
energy absorption of UHMWPE – shown by the dashed green line – that is the benchmark for 
improvement  for  this  investigation. The greatest  improvement was  found  from  the average 
results of the 1%wt Carbon Nanotube composite, which yielded an average  improvement  in 
absorbed energy at 40% strain of 4.35MJm‐3, which  is an  increase of ~25%, compared to the 
pure UHMWPE and 4.6MJm‐3 more than the pure HDPE polymer. 
Special note must be made of the 0.2%wt Carbon Black and 1%wt Titanium Dioxide nanofilled 
composites, which, as can be seen in Table 11.28 in Appendix D, absorbed a significantly large 
proportion of the amount of energy described above, at a reduced cost to the consumer. As is 
seen from the figure and accompanying table, the 0.2%wt Carbon Black composite absorbed 
20.92MJm‐3  of  energy  at  40%  strain  and  the  1%wt  Titanium Dioxide  absorbed  20.75MJm‐3 
compared to the 21.76MJm‐3 for the 1%wt Carbon Nanotube composite and 17.41MJm‐3 for 
pure UHMWPE.  
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Figure 6.23 ‐ UHMWPE Stress‐Strain Data (Strain Rates 7386‐10300s‐1) 
The above figure, Figure 6.23, concerns the stress‐strain performance of the three UHMWPE 
materials  tested  in  this  investigation. As has been outlined  in previous  chapters,  the  green 
curve  represents  the UHMWPE  that  is used  in making  the blended  samples  that  are  to be 
subsequently  tested,  and  has  been  shown  on  the  other  material  stress‐strain  plots  as  a 
benchmark to compare against. Compared to the LLDPE and HDPE the average behaviour of 
the UHMWPE polymer is quite different, exhibiting a higher yield stress and a different shape 
after yield, flattening out to a more pronounced hump at higher strains which leads to a larger 
area under the curve characteristic of a higher amount of energy absorption.  
Unlike  the  presented  results  for  the  Quasi‐Static  and  Intermediate  strain  rates  for  the 
UHMWPE materials,  Figure  4.13  on  page  64  and  Figure  5.14  on  page  93  respectively,  the 
results  for  the Commercial UHMWPE – another brand of polymer used  for comparison with 
the UHMWPE used  in the blending process – show a departure from those of the UHMWPE 
shown by the green curve. Whilst in the other tests the two UHMWPE materials were closely 
matched, the difference in these results would appear to be a result of the averaging process, 
as the experimental scatter for the Commercial UHMWPE experiments is reasonably high with 
the average being slightly skewed  towards a relatively high result  for one of the tests and a 
low result for the pure UHMWPE skewing the average slightly lower.  
As mentioned  in  the  Dropweight  analysis  on  page  93,  the UHMWPE with  3%wt  Hectorite 
Nanoclay was only produced in a single batch of limited number due to the significant amount 
of expensive solvent needed to soften the polymer in order to accept the Nanoclay filler in the 
exfoliated manner  described  in  section  2.4.2.3. Due  to  the  small  number  of  samples most 
were used up  in the Dropweight testing which  left a single sample for testing using the Split 
Hopkinson Pressure Bar System, resulting in the trace on the figures above and below. As the 
143 
 
cost of  the materials  is a  factor  important  to  the  real‐world application of  this project,  the 
exorbitant cost of this material meant that  it was not worth pursuing further than the  initial 
batch; however the singular result is presented here for comparison.  
As can be seen from the above figure, the 3%wt Clay composite exhibits a  large yield stress, 
comparable to that of the Commercial UHMWPE, and  indeed follows the shape of the curve 
for strains lower than 0.2 before a higher amount of strain hardening sets in, pushing up the 
maximum stress, in turn inflating the flow stresses.  
 
Figure 6.24 ‐ UHMWPE Energy Absorbed by Impact (Strain Rates 7386‐10300s‐1) 
Figure 6.24, above, shows that the energy absorption characteristics of the different UHMWPE 
materials  and  composites  is  as  expected  from  the  stress‐strain  results, with  the  reported 
average UHMWPE  result yielding a greater amount of absorbed energy  than  the LLDPE and 
HDPE materials (shown with the dashed lines) at later strains. Also as expected by the greater 
area‐under‐the‐curve, the Commercial and 3%wt Clay composite materials exhibited a greater 
amount of energy absorption than the pure UHMWPE. Quantifiably, the composite exhibited 
the largest amount of energy absorption, giving an  improvement of 2.92MJm‐3 over the pure 
UHMWPE  at  40%  strain, which  is  notably  less  than  the  improvement  found  by  the  HDPE 
composites described earlier. 
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Figure 6.25 ‐ UHMWPE 80% HDPE 20% Blend Stress‐Strain Data (Strain Rates 7305‐8785s‐1) 
The  above  figure,  Figure  6.25,  concerns  the  stress‐strain  performance  of  the  first  of  the 
blended materials, 80%wt UHMWPE and 20%wt HDPE shown by the light blue curve and two 
Carbon Black composites of 0.5%wt and 1%wt made with this blend as a base material. The 
mixture of the HDPE material into the UHMWPE polymer would appear to alter the properties 
of the blend to be more like the filled HDPE composites shown earlier, exhibiting a higher yield 
stress – 4.41MPa (~9.5%) higher than the pure UHMWPE – and a more levelled‐out shape to 
the curve after yield due to strain hardening, which gives rise to a greater under‐curve area 
and therefore calculated energy absorption.  
Much as with some of  the previous results, the addition of  the nanofiller materials makes a 
modest  improvement  upon  the  yield  stress of  the  composite, with  the  addition of  0.5%wt 
Carbon Black nanofiller increasing the yield stress on average by 2.58MPa from the base blend 
and 6.99MPa from pure UHMWPE. As noted previously, increasing the amount of filler makes 
little  difference  to  the  improvement,  as  in  this  case  ‐  as  has  been  seen  in  some  previous 
results – the  increase to 1%wt Carbon Black has returned a smaller average yield stress than 
for the lower filler amount. This may be due in part to the experimental scatter and averaging 
process, so it can be reasonably said that there is little difference between the two amounts of 
filler but a significant difference between the filled and unfilled blended polymer matrix. 
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Figure 6.26 ‐ UHMWPE 80% HDPE 20% Blend Energy Absorbed by Impact (Strain Rates 7305‐8785s‐1) 
Mirroring  the  results  recorded  from  earlier  tests,  the  energy  absorption  properties  of  the 
80%wt UHMWPE/20%wt HDPE blend  shown  in  Figure 6.26  shows  that despite  the obvious 
improvement in stress‐strain performance there is little enhancement to be sought in energy 
absorption with the addition of the nanofiller particles to the blend. As can be seen from the 
above and the table  in the appendix relating  to  it,  that  the  increase  in energy absorption at 
40% strain of the 0.5%wt Carbon Black over the base blend is only 1.03MJm‐3 compared to the 
increase  of  2.02MJm‐3  between  the  base  80%wt  UHMWPE/20%wt  HDPE  blend  and  pure 
UHMWPE. This shows that by mixing the UHMWPE with relatively inexpensive HDPE there can 
be an increase in the energy absorption properties of the blend that surpasses the properties 
of the constituent parts. 
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Figure 6.27 ‐ UHMWPE 75% HDPE 25% Blend Stress‐Strain Data (Strain Rates 7372‐8335s‐1) 
Figure 6.27, above, shows  the effect  that  the addition of nanofiller materials have upon  the 
stress‐strain properties of  the 75%wt UHMWPE  and 25%wt HDPE blended polymer.  Firstly, 
the blended polymer  itself  shows a  large  improvement upon  the average properties of  the 
constituent  pure  UHMWPE  and  HDPE  polymers  represented  by  the  dashed  lines, with  an 
average  yield  stress  that  is  6.34MPa  higher  than  has  been  reported  for  UHMWPE  and 
7.53MPa higher than for HDPE.  
Turning attention to the addition of the nanofiller materials, adding the Carbon Black particles 
further  increases  the yield  stress of  the composite over  the base blend, with  the degree of 
enhancement  being  dependent  upon  the  weight  percentage  of  the  filler  material.  For 
example, the greatest amount of yield stress  increase  is shown by the average results of the 
0.5%wt Carbon Black composite where a yield  stress of 56.59MPa  is  seen  compared  to  the 
average yield stress of the base blend (52.51MPa), an increase of 4.08MPa. As has been seen 
previously,  there  is  little  difference  between  the  averages  of  the  aforementioned  0.5%wt 
Carbon  Black  composite  and  that  of  the  1%wt  Carbon  Black  composite,  as  the  reported 
average yield stress for the latter is given as 56.32MPa, a difference of 0.27MPa, which is well 
within what would be an acceptable  tolerance  for  the experimental data. This  lends  further 
evidence  to  the  theory  that  the  specific  amount  of  filler  needed  to  induce  an  effective 
increase  in  yield  stress would  appear  to make  little  difference  compared  to  the  difference 
between having, and not having, the filler present. 
Regarding the Carbon Nanotube composite, the addition of the 0.5%wt CNT filler can be seen 
to have reduced the average stress‐strain properties of the material, instead of the expected 
improvement shown by the other base materials when reinforced with the Carbon Nanotube 
filler.   
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Figure 6.28 ‐ UHMWPE 75% HDPE 25% Blend Energy Absorbed by Impact (Strain Rates 7372‐8335s‐1) 
The  above  figure  regards  the energy  absorption properties of  the 75%wt UHMWPE/25%wt 
HDPE  blended  composites.  Figure  6.28  shows much  the  same  as  the  previous  stress‐strain 
results,  in  that  a  reasonable  improvement  is  sought  by  blending  the  UHMWPE  and  HDPE 
polymers  together  in  the  given  ratio  but  a more modest  increase  (if  any)  is  found  by  the 
addition of the nanofillers to the blend.  
The effect of mixing the UHMWPE and HDPE  in the 75%wt/25%wt ratio  is plain to see from 
the  figure,  as  the purple  line  is  shown  to be  far  in  excess of  the dashed  green  line, which 
relates to the average of the pure UHMWPE. Quantifiably, the blend  is shown to absorb, on 
average, 2.56MJm‐3 more energy at 40% strain than pure UHMWPE. 
As  the  figure, and  the related  table  in  the appendix, will attest  to,  the average of  the 1%wt 
Carbon Black composite  shows  the greatest  improvement  in amount of energy absorbed, a 
marginally different outcome to the results from the stress‐strain curve which proclaimed that 
the 0.5%wt Carbon Black composite show the greatest improvement in yield and flow stress. 
Taking values from Table 11.34, the average energy absorbed by the 1%wt Carbon Nanotube 
composite at 40% strain  is 21.28MJm‐3, 3.87MJm‐3 higher  than  the average  for UHMWPE at 
that specific strain and 1.31MJm‐3 more than the base 75%wt UHMWPE/25%wt HDPE blend.  
As previously with the stress‐strain results, the other composites, save for the 0.5%wt Carbon 
Nanotube  composite,  returned average  results  similar  to  that of  the aforementioned 1%wt 
Carbon Black composite, albeit slightly lower. The Carbon Nanotube composite, as alluded to 
above, absorbed  less energy than the rest of the other 75%wt UHMWPE/25%wt HDPE blend 
composites, which  is  on  one  hand  unsurprising  due  to  the  stress‐strain  results  and  on  the 
other surprising given the results presented elsewhere in this section and for the other testing 
equipment.  
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Figure 6.29 ‐ UHMWPE 70% HDPE 30% Blend Stress‐Strain Data (Strain Rates 7386‐8200s‐1) 
The above figure, Figure 6.29, shows the stress‐strain properties of the 70%wt UHMWPE and 
30%wt HDPE blended polymer,  along with  a  composite  comprised of  the blended polymer 
matrix reinforced with 0.5%wt Carbon Black particles. As is evident from the figure, significant 
improvement in the average yield properties of the base blend is seen when compared to the 
constituent  UHMWPE  and  HDPE  results  represented  by  the  dashed  curves  on  the  figure. 
Extrapolating  numbers  from  the  figure,  the  yield  stress  of  the  base  blended  polymer  has 
increased  by  7.59MPa  when  compared  to  the  average  result  for  the  pure  UHMWPE  and 
8.78MPa compared to the pure HDPE results.  
As  has  been  seen  for  the  other  blended materials,  both within  the  testing with  the  SHPB 
apparatus and  for  the other mechanical  tests described previously  that  the  inclusion of  the 
nanofiller materials ‐ Carbon Black only for this case – has a lesser effect upon the stress‐strain 
properties of the blend compared to that shown by the pure LLDPE and HDPE materials shown 
earlier  in  this  section.  It  is  therefore unsurprising  that  little  improvement  is made upon  the 
yield stress, an average of 0.36MPa, and that marginally  lower flow stresses are reported on 
average,  as  before  this  is  likely  a  by‐product  of  the  averaging  process  and  in  reality  little 
difference  is  noticeable  between  the  two  presented  results  compared  to  the  differences 
shown between the base blend and the constituent polymer traces.  
In terms of the energy absorption characteristics of the 75%wt UHMWPE/25%wt HDPE blend, 
as Figure 6.30 below shows, despite the expected result based upon the flow stresses found 
on  the stress‐strain  results shown above,  the 0.5%wt Carbon Black composite  is  larger  than 
the  base  blend  up  to  0.6  (60%)  strain,  albeit  only marginally  and well within  the  realm  of 
experimental error. Quantifiably, at 40% strain the difference between the two curves is only 
0.34MJm‐3, although at 60%  strain  the difference  reverses and  the composite curve crosses 
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over and shows a 0.1MJm‐3  improvement over the base blend. Comparing the base blend to 
the  pure UHMWPE  and HDPE,  the  differences  in  average  energy  absorption  at  40%  strain 
between  the  base  blend  and  the  aforementioned  polymers  is  3.23MJm‐3  and  3.48MJm‐3 
respectively,  corresponding  to  a  reasonable,  and  therefore  viable,  replacement  for  the 
UHMWPE  in armour solutions as the more energy that  is absorbed from the  impact the  less 
there is to impart upon the wearer ‐ for the case of personal body armour ‐ or the occupants 
of an armoured vehicle. 
 
Figure 6.30 ‐ UHMWPE 70% HDPE 30% Blend Energy Absorbed by Impact (Strain Rates 7386‐8200s‐1) 
6.7 Discussion	
It has been seen  in  the  figures  relating  to  the  testing with  the Split Hopkinson Pressure Bar 
apparatus (starting with Figure 6.19 on page 137) that much as with the previous two sets of 
testing;  Quasi‐statically  with  the  Hounsfield  apparatus  and  with  the  Dropweight  in  the 
Intermediate strain rate regime;  there  is  in general a noticeable, albeit small  in some cases, 
improvement in the stress‐strain properties to be made with the addition of small amounts of 
the filler materials into the polymer matrix. As before however, the amount of improvement is 
dependent upon whether the matrix polymer is a pure or a blended variant of polyethylene.  
Much  the  same  as has been  seen before  in  the previous  tests,  the  addition of  the Carbon 
Nanotube filler materials to the LLDPE  (Figure 6.19) and HDPE  (Figure 6.21) matrix polymers 
has  seen  significant  increases  in  the  yield  and/or  flow  stress  behaviour  of  the  resultant 
composites, namely 9.29‐10.01MPa on average  for  the LLDPE mixed with 0.5%wt and 1%wt 
CNT;  and  14.75MPa  for  the  HDPE  with  1%wt  CNT  composite  compared  to  their  pure 
homopolymers.  As  has  been  seen  in  the  previous  testing,  the  amount  of  Carbon  Black 
nanofiller  added  to  the  LLDPE  and HDPE  polymer matrices  had  a  variable  effect  upon  the 
stress‐strain  properties, with  evidence  of  a  threshold  value  for maximum  improvement  in 
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yield  stress with  filler  content  in  LLDPE  and  a  non‐linear  increase  in  yield  stress with  filler 
content apparent for the HDPE samples: the LLDPE composites returned yield stress increases 
of  5.29,  7.47  and  5.15MPa  for  0.5%wt,  1%wt  and  2%wt  Carbon  Black  respectively;  and 
average  increases of 10.98, 10.69 and 12.53MPa were  sought by  including 0.2%wt, 0.5%wt 
and  1%wt  of  the  Carbon  Black  filler  in  the HDPE matrix  polymer.  For  the  inclusion  of  the 
Hectorite Nanoclay and Titanium Dioxide filler materials, the LLDPE composites behaved much 
the same as the lower‐end of the improvements afforded by the Carbon Black composites, in 
that  the  increases  in yield  stress  found were of  the  region of 3.86‐5.76MPa. The  results  for 
HDPE, however, are  far more  interesting as  the 1%wt TiO2  composite has an average  yield 
stress  similar  to  that of  the 1%wt Carbon Black  composite, 12.11MPa higher  than  the pure 
HDPE whereas the Clay composites behave much more  like the pure HDPE,  in fact returning 
average yield stresses ‐2.88 to ‐0.52MPa lower than the pure HDPE results. This phenomenon 
is  further  explored  in  the  next  chapter, where Differential  Scanning  Calorimetry  is  used  to 
assess the HDPE materials.  
For  the UHMWPE materials,  it was seen  that  there was a divergence of  the pure UHMWPE 
and Commercial UHMWPE not  seen  in  the other  testing. This disparity could be due  to  the 
averaging  process,  or  if  the  UHMWPE  material  was  from  a  different  batch  to  the  other 
samples. Additionally,  a  3%wt Nanoclay  composite was  prepared,  albeit  at  an  extortionate 
cost to produce, which shows significant  improvement over the average results for the pure 
UHMWPE polymer, however due to the cost implications and the objectives of the project, it 
was decided not to pursue this material further. 
Turning attention  to  the blended materials, as expected  the  results  show a  far  less obvious 
improvement  than  the  results  described  above.  For  the  addition  of  the  Carbon  Black 
nanofiller, modest  increases  in yield stress of 0.47‐4.08MPa were seen  in the average results 
returned by the composites, depending upon the amount of filler added to the blend. It was 
seen  that  for  the  80%wt  UHMWPE/20%wt  HDPE  composite  (Figure  6.25)  and  the  75%wt 
UHMWPE/25%wt HDPE composite (Figure 6.27) that there appeared to be a threshold for the 
amount of  filler needed  to produce  the  greatest  improvement  in  yield  stress  as  in both of 
these cases the largest improvement was found with the smallest amount of filler, 0.5%wt in 
both  cases. The  same effect may be  true  for  the 70%wt UHMWPE/30%wt HDPE  composite 
(Figure 6.29) but unfortunately only a single  filled composite was prepared  for  the material, 
which must be noted as having a far smaller amount of improvement upon the yield stress of 
the blend (0.47MPa). 
As outlined previously, only the materials described in Table 2.1 on page 34 were available for 
testing, and unfortunately only  the 75%wt UHMWPE/25%wt HDPE composite was prepared 
by  the  Materials  Department  with  the  Hectorite  Nanoclay  and  Carbon  Nanotube  filler 
materials in addition to the Carbon Black composites described above. In both cases, a drop in 
yield  stress of 2.62‐4.55MPa was  shown  for  the  inclusion of 0.5%wt of both  filler materials 
compared  to  the  base  blend,  although  an  increase  in  flow  stress  was  seen  at  all  of  the 
measured points for the average results of the 0.5%wt Nanoclay composite. 
On the subject of the energy absorbed by the  impact with the sample material, the greatest 
amount of absorption seen  in the average test results for the LLDPE composites was for the 
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addition of 1%wt Carbon Nanotubes, where an average  increase of 1.36MJm‐3 was recorded 
at 40% strain compared  to  the average  result  returned  for  the pure LLDPE polymer without 
fillers. Similar results were seen for the addition of half as much of the Carbon Nanotube filler, 
where the average amount of energy absorbed was only marginally different from the above, 
at 1.31MJm‐3 higher than the pure LLDPE, meaning that it would seem that it is the presence 
of  the  filler material  rather  than  the  specific amount at  these very  low  concentrations  that 
leads to a large increase in the properties of the material, and that a reasonable improvement 
can be afforded by the inclusion of a small amount of the filler material.  
As  to  be  expected  from  the  stress‐strain  results,  sufficient  improvement  is  found  by  the 
addition of  the Carbon Black  filler materials,  although much  like has been  seen previously, 
there would appear to be a threshold at which less improvement is found for a larger weight 
percentage of  filler material. Table 11.26 shows  that as  the amount of Carbon Black  filler  is 
increased  from  0.5%wt  to  1%wt,  the  average  energy  absorption  at  40%  strain  raises  from 
17.58MJm‐3 to 18.39MJm‐3 ‐ increases of 0.2MJm‐3 and 1.01MJm‐3 over the pure LLDPE results 
– a trend which  is not continued with the  increase to 2%wt of the Carbon Black filler where 
the average energy absorption at the same strain is 17.08MJm‐3. Similar reductions in energy 
absorption are seen for the Hectorite Nanoclay composites, where the addition of 3%wt and 
4%wt of the Clay filler reduces the absorption at all points shown in the table. Regarding the 
Titanium Dioxide  composite,  some  small  improvement  is  seen over  the pure  LLDPE  results, 
comparable to the low‐percentage Carbon Black composite.  
Following on from the results described above, for the HDPE composites there  is generally a 
significant increase in the amount of average energy absorption recorded for the composites 
as compared to the pure HDPE polymer for all filler materials except the Nanoclay filler where 
drops in the amount of energy absorbed of ‐0.32 to ‐0.72MJm‐3 on average are seen compared 
to the pure polymer at 40% strain. Of the improved composites, the single Carbon Nanotube 
composite returned the greatest improvement over the others, with recorded improvements 
of 4.6MJm‐3 compared to the pure HDPE and 4.35MJm‐3 compared with pure UHMWPE at 40% 
strain.  Whilst  the  greatest  level  of  improvement  is  desirable,  the  increases  in  energy 
absorption found with the addition of the Carbon Black and Titanium Dioxide filler materials is 
not  to  be  disregarded,  especially  as  average  increases  of  3.02‐3.51MJm‐3  were  recorded, 
dependent upon the filler concentration within the mix. 
The  outcome  of  this  is  promising  as  the  use  of  the  Carbon  Nanotube,  Carbon  Black  and 
Titanium Dioxide filler materials within the comparatively cheap HDPE matrix (as opposed to 
UHMWPE) has been  shown  to  improve  the properties of  the HDPE  to  surpass  those of  the 
pure  UHMWPE,  and may  be  used  as  a  viable  replacement  for  the  UHMWPE  in  situations 
where  cost‐saving  is  a  priority,  especially with  the  relatively  inexpensive  Carbon  Black  and 
Titanium Dioxide fillers.  
As  has  been  seen  from  the  stress‐strain  results  described  above,  the  effect  the  nanofiller 
materials  have  upon  the  average  energy  absorption  properties  of  the  blended  polymers  is 
little in comparison to the effect of the blending process. For the 80%wt UHMWPE and 20%wt 
HDPE blend, the effect of blending the two polymers together in the aforementioned ratio has 
an overall  increase  in the average amount of energy absorbed from the  impact of 2.02MJm‐3 
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when  compared  to pure UHMWPE at 40%  strain. The addition of 0.5%wt and 1%wt of  the 
Carbon  Black  filler  material  further  increases  this  figure  by  1.03MJm‐3  and  0.79MJm‐3 
respectively (3.05MJm‐3 and 2.81MJm‐3 compared to pure UHMWPE), and shows that the bulk 
of  the  improvement  in  energy  absorption,  just  as  for  the  yield  stresses,  comes  from  the 
blending and not  the addition of  the  fillers  into  the mix.  In both cases  there  is a noticeable 
improvement  compared  to  the  constituent UHMWPE  and HDPE polymers,  and  as  such  the 
unfilled blended material has potential as a direct UHMWPE‐replacement, as  it  is hoped that 
the addition of the HDPE, albeit with the supplementary processing needs, would represent a 
substantial cost‐saving for industrial applications.  
Similar results were seen for the 75%wt UHMWPE/25%wt HDPE blended material, where the 
addition  of  the  nanofillers  had  a  generally  positive  effect  upon  the  energy  absorption 
properties of the blend at a significantly reduced  level than as seen for the LLDPE and HDPE 
polymer composites described above. Concerning the base blend itself, further improvement 
is sought from altering the ratio of the blend to incorporate more of the HDPE polymer, as the 
new mixture  showed  an  increase  in  average  energy  absorption  of  2.56MJm‐3  compared  to 
pure UHMWPE  at  40%  strain,  a  difference  of  0.54MJm‐3  from  the  previous  blend.  For  the 
addition of  the Carbon Black  filler  into  the blend,  similar  results were  seen  to  the previous 
blend as a modest  improvement  in  the energy absorption was  seen with  increasing weight 
percentage from 0.5%wt to 1%wt, however as has been noted previously there appeared to 
be a threshold value as to where the further addition of the filler material was detrimental to 
the  composites  properties  due  to  the  average  result  returned  for  1.5%wt  Carbon  Black 
nanofiller being significantly  lower than that  for the aforementioned 1%wt composite which 
yielded  the  greatest  increase  of  1.31MJm‐3  compared  to  that  of  the  unfilled  blend  and 
3.87MJm‐3 compared  to  that of pure UHMWPE at 40%  strain. The 75%wt UHMWPE/25%wt 
HDPE  blend was  also mixed with  0.5%wt  of  the  Carbon Nanotube  and Hectorite Nanoclay 
fillers, which were  shown  to be  improvements over  the pure UHMWPE  results, despite  the 
0.5%wt CNT composite yielding a lower energy absorption profile than the unfilled blend.  
For the last of the blended materials, the 70%wt UHMWPE and 30%wt HDPE mixture, the base 
blend  shows  a  significant  improvement  of  3.23MJm‐3  over  the  pure  UHMWPE  polymers 
average energy absorption performance at 40%  strain. This  improvement  is only marginally 
enhanced by  the addition of 0.5%wt Carbon Black nanofiller material  into  the blend,  raising 
the average energy absorption  to 20.98MJm‐3, 0.34MJm‐3 higher than  for the unfilled blend, 
and 3.57MJm‐3 higher than the result reported for UHMWPE.  
In order to fully compare the effect that the different polymer ratios in the blends have upon 
the  final  properties,  it  is  pertinent  to  collate  the  average  data  for  the  unfilled  polymers 
together  and  present  them  together  with  the  standard  polymer  results  as  in  Figure  6.31 
below.  
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Figure 6.31 ‐ Blended Samples Stress‐Strain Comparison Data (Strain Rates 7372‐8200s‐1) 
As  can  be  seen  from  the  above  figure,  as  the  percentage  of  HDPE  within  the  blend  is 
increased,  so  the  yield  stress  of  the  composite  increases.  The  extent  to which  this  trend 
continues  cannot  be  determined  from  this  investigation  due  to  the  material  availability 
limitations explained  in section 2.5. Quantifiably, as described separately above,  there were 
average  increases  in  yield  stress  compared  to  pure  UHMWPE  of  4.41MPa,  6.34MPa  and 
7.59MPa with  increasing HDPE content. The shape of the curves for the blended materials  is 
more  like an enlargement of  that of  the presented HDPE  results  than  the UHMWPE  curve, 
exhibiting a smaller amount of strain hardening after yield compared to UHMWPE, although 
the blended curves plateau shortly after yield with minimal change  in maximum stress  for a 
large change  in strain.   The onset of  thermal softening  (around a strain of 0.4) occurs much 
earlier than for the UHMWPE indicating a lower onset of melting, a direct result of the mixing 
of the lower melting‐point HDPE with the UHMWPE.  
Concerning the energy absorption of the blended materials, as can be seen from Figure 6.32 
below all  three of  the blended polymer mixtures easily outperform  the base polymers, with 
average increases in energy absorption at 40% strain of 2.02MJm‐3, 2.56MJm‐3 and 3.23MJm‐3  
compared  to UHMWPE with  increasing HDPE weight percentage.  Synonymous  results have 
been  seen  in  the work of Lim et al.  (Lim, et al., 2005) where  increases  in analogous  tensile 
energy  at  break  have  been  seen  for  increases  in HDPE  percentage within UHMWPE/HDPE 
composites.  In  their work,  it was  seen  that  the  optimum  ratio  of UHMWPE  to  HDPE was 
50%wt:50%wt for a good balance of processing and mechanical properties, and this blend was 
shown to have the highest energy at break.  
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Figure 6.32 ‐ Blended Samples Energy Absorbed by Impact (Strain Rates 7372‐8200s‐1) 
In order to hypothesise an explanation as to why the blends exhibit superior properties to the 
pure homopolymers, it must be recalled that the strength in UHMWPE lies with the long chain 
structures, where the strong molecular bonds spread the load over the long spine within the 
chain producing an extremely  tough material, whereas HDPE has  significantly  shorter  chain 
structures. It would appear that in combining the long‐chain UHMWPE and short‐chain HDPE 
polymers,  it  is postulated  that  the UHWMPE and HDPE chains become entangled within the 
blend  as  a  result  of  the mixing  process,  forming  a  somewhat  cross‐linked‐esque  structure 
which lends itself to improved stress distribution and energy absorption. This is realised by the 
frictional forces between the chains that occur as the chains are moved by the impact having 
to be overcome in order to deform the polymer, which will take a higher amount of energy to 
achieve. Whilst it is true that should there be too much entanglement within the polymer the 
movement of  the  chains  could be  restricted  and  chain breakage may occur, much  like  the 
example of  the silicone putty described  in  the  introduction  to  this chapter,  the short chain‐
lengths  of  the  HDPE  polymer would  seem  to  have  the  ideal  balance  between  being  long 
enough to entangle the UHMWPE chains and being short enough to allow mobility between 
the more numerous UHMWPE molecules. Lim et al. (Lim, et al., 2005) mentioned previously in 
this  discussion  describe  a  similar  deduction  for  the  tensile  mechanical  properties  of 
UHMWPE/HDPE composites.  
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Chapter		7 Thermal	Analysis	
 
The generally accepted definition of Thermal Analysis  is “Thermal Analysis (TA)  is a group of 
techniques  that  study  the  relationship  between  a  sample  property  and  its  temperature.” 
(International Confederation of Thermal Analysis and Calorimetry (ICTAC), 2004).  
This definition can be applied to any experimental technique that can analytically characterise 
the behaviour of a material as a function of the temperature of the sample. Thermal analysis 
techniques are used worldwide in both research and industrial applications. For the purposes 
of determining  the  thermal characteristics of  the materials used  in  this  study, a Differential 
Scanning Calorimeter was used.  
The  origins  of  thermal  analysis  techniques  can  be  traced  back  to  ancient  times  where 
subjecting a material to heat was used as an identification method, or to ascertain the purity 
or genuineness of metals.  
Advancements  in  the  field were made by Roberts‐Austen who measured  the differential  in 
temperature  between  the  sample  and  an  inert  reference material,  in  a  technique  that  is 
known as Differential Thermal Analysis  (DTA) which  is the precursor to Differential Scanning 
Calorimetry. 
7.1 Differential	Scanning	Calorimetry	
7.1.1 Introduction	
Differential  Scanning Calorimetry  (DSC)  is  a  technique used  to  study  the  thermal  transition 
properties  of  a material  by measuring  the  difference  in  energy  input  into  a  sample  and  a 
reference material over a specified temperature range.  
Whilst DSC is not the oldest of the many thermal analysis techniques, it is considerably more 
popular  in both  research  and  industry  than other  comparable  thermal  analysis  techniques. 
The popularity of the DSC method stems from the almost universal relevancy of the technique 
to  applications where  characterisation of  any physical or  chemical  change  that  takes place 
with an exchange of energy as heat, either by absorption or dispersion as a consequence of an 
enthalpy change, is desired. (van der Plaats, 1991) 
Differential Scanning Calorimetry as a technique began as a quantitative modification to  the 
aforementioned DTA  experiment,  as  performed  by Boersma  in  1955  (Boersma,  1955).  This 
technique later became known as Heat‐Flux DSC as a version known as Power‐Compensation 
DSC was developed by Watson et al. in 1964. In Power‐Compensation DSC, the temperature of 
the  sample  and  reference  pans  are  kept  identical  by  use  of  separate  heaters  and  the 
difference between the electrical powers needed to keep the pans at the same temperature is 
recorded against the reference temperature.  
For the purposes of this research, a Heat‐Flux DSC (henceforth referred to as DSC where  it  is 
not explicitly implied) was used.   
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In Heat‐Flux DSC, the sample material and an inert reference material, that should undergo no 
phase change during the experiment, are placed in small identical pans and placed on a sensor 
plate which  is  located  inside of  the DSC  furnace, as shown  in Figure 7.1, below.  In  lieu of a 
reference material, many experiments are carried out using an empty  reference pan, which 
has the advantage of removing any effect upon the experiment due to the heat capacity of the 
pans as they effectively cancel each other out.  
 
Figure 7.1 ‐ Heat‐Flux DSC Schematic 
The sensor plate has upon its surface two thermally conducting areas whereupon the sample 
and  reference  pans  are  placed,  that  are  surrounded  by  a  large  number  of  thermocouples, 
which  can  accurately  measure  the  temperature  of  each  pan  independently.  As  the  heat 
capacity  of  the  sample material  is  obviously  different  to  that  of  the  reference material,  a 
temperature difference will arise when the pans are  identically heated which  is recorded by 
the  thermocouples.  The  thermocouples  are  placed  in  contact  with  the  pans  rather  than 
embedded within the material, the temperature difference recorded can be attributed to the 
heat capacity of the sample material alone and not be dependent upon the thermal properties 
of the sample pans.  
The furnace is heated, or cooled using evaporated Liquid Nitrogen as a cooling gas, according 
to a computer‐controlled program, where the heat is transferred to the sample and reference 
pans by  the  sensor plate, which provides a  low  resistance path  for  the heat  to  flow  to  the 
pans. During  the experiment  the  temperature difference between  the pans  is measured by 
the  thermocouples and converted  to heat  flow by use of a manipulation of Fourier's Law of 
Heat Conductancei, which gives an analogue to Ohm's Law (Pickover, 2008): 
  ܳ ൌ െ∆ܶ/ܴ Equation 7.1 
 
Where ܳ	is  the heat  flow  in  the  sample, ߂ܶ  is  the difference  in  temperature between  the 
reference pan and the sample pan and ܴ  is the resistance of the sensor disk and associated 
thermocouples. 
                                                            
i Fourier's law of heat conduction states that the rate of heat transfer through a material is proportional 
to the negative gradient of the temperature and to the area through which the heat is flowing 
Sample Pan
Sensor Plate
Furnace Lid
Furnace
Reference Pan
∆T
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An  example  DSC  thermogram  for  Polyethlene  Terephthalate  (PET)  is  shown  in  Figure  7.2, 
below. As  is  customary  for  plots  involving  thermal measurements,  the  temperature  of  the 
sample  is displayed on the horizontal x‐axis, and therefore the heat flow  is presented on the 
vertical y‐axis.  
 
Figure 7.2 – Example DSC Thermogram of a Semi‐Crystalline Polymer 
According to the standards  laid out by the first International Conference of Thermal Analysis 
(ICTA, now  International Confederation of Thermal Analysis and Calorimetry,  ICTAC)  in 1965, 
thermal analysis data should be presented such that any exothermic feature, where there is a 
positive  temperature differential and energy  is  released  in  the  form of heat,  is  shown as a 
positive deflection from the baseline.  It is therefore implied that endothermic features, where 
energy  is absorbed,  is  shown as a downward peak as  there will be a negative  temperature 
differential. (McAdie, 1967) 
On  the  above  figure,  Figure  7.2,  the  Glass  Transition,  where  the  polymer  experiences  a 
transition  from  a  hard  and  brittle  glassy  state  to  a  soft,  flexible  rubbery  state  as  the 
temperature  is  increased,  is shown as a step‐like drop  in the heat flow curve. Also shown on 
the  example  is  the  exothermic  (releases  energy)  Crystallisation  peak,  which  protrudes 
vertically upwards  from  the baseline  from  the point where  the polymer  chains  start  to  re‐
arrange  into  an ordered  crystalline  fashion,  and  the  endothermic  (absorbs  energy) Melting 
peak, where the polymer experiences a phase change from a solid to a liquid.  
The application of DSC  techniques  can allow  scientists and engineers whose work  concerns 
the  relationship  between  the  thermal  properties  of  a  material  and,  for  example,  the 
processability of the material to be familiar with any thermal transitions that may occur within 
the material with which they are working. The phenomena that may be of particular interest 
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in  the  field  of  polymer  science  include  the  enthalpy  changes  due  to  glass  transitions, 
crystallisation, melting and decomposition or degradation. 
Modern DSC equipment compared with the equipment available when the technique was first 
pioneered is designed to allow for simple, fast and repeatable experiments to be carried out, 
many with a heat flow sensitivity of the order of microwatts. Modern equipment, owing to the 
advancement in computer control, is also far more adjustable than its predecessors, allowing 
for heating rate and temperature range modification so that the results can be checked with 
different parameters, determining any kinetic characteristics involved in phase transitions and 
reactions.   Also, modern  equipment  requires minimal  sample  preparation  and  can  achieve 
repeatable  results  from  only  a  small  amount  of  material,  usually  of  the  order  of  a  few 
milligrams. 
7.1.2 Experimental	Procedure	
A Mettler Toledo DSC 1 Differential Scanning Calorimeter, calibrated with Indium, was used to 
perform the DSC experiments in this investigation.  
The DSC 1 is capable of measurement between ‐150°C to 500°C and is equipped with a sensor 
plate mounted  with  56  high  sensitivity  thermocouples.  The  unit  uses  Liquid  Nitrogen  for 
cooling, Gaseous Nitrogen as an inert atmosphere and is controlled using a desktop PC via the 
included STARe version 9.30 software (Mettler Toledo, 2007).   
The standard DSC sample size is around 10‐30mg of material, which should be maintained at 
normal  temperature and humidity  for at  least 24 hours  to alleviate any changes  in material 
properties that may occur from either temperature or conditioning in an environment with a 
different humidity  to  that of  the  testing apparatus. The  reasoning behind  the use of  such a 
small amount of material, in comparison to the volume of the sample pan available, is so that 
the signals produced by any thermal ‘events’ that may occur are not distorted by the bulk of 
the material.    Examples  of  thermal  events may  include  phase  transitions  or  the  onset  of 
crystallisation.  
By reducing the sample mass no thermal gradients are allowed to occur, whilst the onset of 
the  thermal events  is unchanged.  It  is  therefore normal  to use a  thin sliver of material  that 
covers  as  much  of  the  base  of  the  sample  pan  as  possible.  For  the  purposes  of  this 
investigation, a 4mm hollow punch was used to part cylindrical samples from sheet material 
such  that  they  fitted  the base of  the pan as much as possible. Using  the stated 10‐30mg of 
material,  at  a  heating  rate  of  10‐20°C/min,  the  percentage  error,  compared  to  standard 
materials, is around ±1%. (Richardson, 1994) 
Once  the  sample material  has  been  prepared,  as  described  above,  it  is  placed  into  a  40µl 
Aluminium pan, which has been pre‐weighed using a KERN ABS 120‐4 microbalance, which is 
sensitive to ±0.1mg. (Kern & Sohn GmbH, 2009) 
The  sample material  and pan  are  then  re‐weighed  to determine  the  sample material mass 
before being sealed with a pierced Aluminium pan lid using a DSC sample pan sealing device. 
The pan lid is pierced to allow for thermal expansion of the air inside the pan and to allow any 
gases to escape and prevent the pan from rupturing during the heating cycle. This assembly is 
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then  weighed  a  further  time  so  that  any  change  in  mass  over  the  experiment  can  be 
determined without opening the sealed pan. 
The  reference  pan  used  in  the  experiment  is  prepared  in  the  same way,  by  choosing  an 
identical 40µl Aluminium pan, with a weight difference between the pans of ±0.1mg, which is 
sealed with a pierced  lid as before. For clarity the reference pan was pierced with two small 
holes in the lid so as to tell them apart from full sample pans within the DSC furnace. 
Samples of about 5‐10 mg were heated at a rate of 10 °C/min under a nitrogen atmosphere 
from 20°C to 250°C. The crystallinity of the sample was calculated from the enthalpy of fusion, 
determined  from the  integration of the endothermal melting peak of the material, adopting 
the  value of  293J/g  for  100%  crystalline  Polyethylene.  (Mathot,  1984)  (Mark &  Kroschwitz, 
1985) 
7.1.3 Analysis		
During  the  test, as  the sample pan  (containing  the  test material) and  the  reference pan are 
heated at the same rate, the electrical signal is measured from the thermocouples within the 
DSC. This signal  is  the difference between  the  temperatures of  the pans at  the point where 
they  are  touching  the  sensor  plate. As  the Aluminium  pans  used  are  a  very  good  thermal 
conductor, the measured temperature is indicative of the temperature of the sample material. 
Within the DSC unit, a conversion from the temperature difference between the sample and 
reference pans to the heat flow from the heater to the sample as described  in Equation 7.1, 
above. 
The output from the DSC unit, via the computer software,  is a plot of the Heat Flow against 
the temperature at which  the measurement  is made. The heat  flow, ܳ, can be described as 
the heat supplied to the sample (ݍ) per unit time (߂ݐ), as shown in Equation 7.2, below: 
  ܳ ൌ ݍ∆ݐ  Equation 7.2  
The rate at which the sample and reference pans are heated, the Heating Rate (ߚ), is specified 
by  the  user  prior  to  the  test  taking  place  and  is  defined  by  the  temperature  increase,  or 
decrease, (߂ܶ) per unit time as shown in Equation 7.3, below: 
  ߚ ൌ ΔܶΔݐ   Equation 7.3  
Knowing  these  two quantities,  the measured heat  flow  into  the sample and  the set heating 
rate  over  which  the  experiment  was  carried  out,  the  heat  capacity,  or  additionally  by 
knowledge  of  the  original mass  of  the  sample material,  the  specific  heat  capacity  of  the 
sample material at constant pressure can be determined.  
The  relationship between  the heat  supplied  (ݍ)  that  is  transferred  to  the material  and  the 
change  in temperature  (߂ܶ)  is given by a derivation of Equation 7.4, shown  in Equation 7.5, 
below, where ܥ௉    is  the heat  capacity  at  constant  pressure, ܥௌ  is  the heat  capacity of  the 
sample pan and ܥோ  is the heat capacity of the reference pan.  
  ݍ ൌ ܥ௉Δܶ Equation 7.4 
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  ݍ ൌ ሺܥௌ െ ܥோሻΔܶ Equation 7.5  
As this analysis concerns the sample material only and the effect of the aluminium pan holding 
the sample material  is effectively removed by deducting the reference (empty) pan  it can be 
safe to carry on the analysis using Equation 7.4. 
For  the purposes of  this analysis  it  is beneficial  to define  the heat  capacity  in  terms of  the 
original mass of the sample material (݉) and the specific heat capacity at constant pressure 
(ܿ௣) using Equation 7.6, as shown in Equation 7.7. 
  ܥ௉ ൌ ݉ܿ௉ Equation 7.6  
  ݍ ൌ ݉ܿ௣ΔT Equation 7.7 
 
In order  that  the  specific heat  capacity of  the material under  test  can be  found,  the above 
equation  is rearranged  into the form shown  in Equation 7.8, below, where a division of both 
sides of  the  equation  by  the  time  interval  allows  substitution of  the  known  heat  flow  and 
heating  rate  in  place  of  the  heat  supplied  to  the material  and  the  change  in  temperature 
respectively (Equation 7.9). 
  ݍΔݐ ൌ ݉ܿ௣
Δܶ
Δݐ   Equation 7.8  
  ܳ ൌ ݉ܿ௣ߚ Equation 7.9 
 
It can therefore be simply derived that the specific heat capacity is given by Equation 7.10: 
  ܿ௣ ൌ ܳ݉ߚ  Equation 7.10 
 
For the purposes of this investigation, it is useful to know the energy input per unit mass from 
heating as a function of the temperature appliedi. This is simply ascertained from the specific 
heat capacity expressed as a function of temperature by integrating under the curve.  
The  simplest method  to  determine  the  crystallinity  of  the  formed material,  in  the  state  at 
which it is to be tested and the known thermal history that accompanies it, is by integration of 
the melting endotherm of  the polymer  in question  to determine  the  latent heat of melting, 
Δܪ௠,  to compare  to a reference value of  the  latent heat of melting of a  theoretically 100% 
crystalline version of the polymer. 
                                                            
i Units Jg‐1°C‐1 
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The  latent heat of melting  is ascertained  from  the area of  the melting peak on a Heat Flow 
against Temperature plot. As the Heat Flow is defined as the heat given per second, it can be 
surmised that the area can be given by Equation 7.11, below. 
  Area ൌ Heat ൈ TemperatureTime ൈ Mass   Equation 7.11  
In practice, the supplied software automatically normalises by dividing through by the heating 
rate in accordance with the accepted convention as it is kept constant. The result is shown in 
an example DSC thermogram in Figure 7.3 below.  
 
Figure 7.3 ‐ Example DSC Thermogram for HDPE 
The area of this part of the curve can then be further normalised by dividing through by the 
mass of the sample, to give the integral, and therefore the latent heat of melting, independent 
of the mass of the sample, as shown in the above figure. This latent heat has the units J/g, and 
can  then  be  compared  to  the  accepted  value  of  the  reference  Δܪଵ଴଴%,  which  is  293J/g 
(Mathot,  1984)  for  100%  crystalline  Polyethylene  in  order  to  determine  the  degree  of 
crystallinity (߯) as in Equation 7.12, below. 
  ߯୮୭୪୷୫ୣ୰ % ൌ Δܪ௠Δܪଵ଴଴% ൈ 100  Equation 7.12 
7.1.4 Results	
As for previous sets of data reported, the curves for the pure Linear Low Density Polyethylene 
(LLDPE),  High  Density  Polyethylene  (HDPE)  and  Ultra‐High Molecular Weight  Polyethylene 
(UHMWPE) materials are presented on all  figures  for  comparative purposes. The  reasoning 
behind  including the curve for HDPE  (2)  in all figures will be rationalised  in the discussion of 
162 
 
Figure 7.6 on page 164.  For  all  the DSC  curves presented,  the  initial 10°C of measurement 
(from 20°C to 30°C) can be disregarded as the settlement of the calorimeter and not indicative 
of the material results. Expanded versions of the following figures are available in Appendix E. 
Figure 7.4, below, shows the DSC curves for LLDPE and its nano‐reinforced composites. As can 
be seen clearly, the effect of the reinforcement upon the melting behaviour of the pure LLDPE 
is almost negligible as the curves  fit reasonably well on top of one another and all exhibit a 
peak melting temperature of between 125‐127°C. The only slightly noticeable discrepancy  in 
the  curve  shapes  is  the  broadening  of  the  peak  near  the  baseline  as  the  peak  onset 
temperature is lowered.  
 
Figure 7.4 ‐ LLDPE DSC Thermograms (not scaled for sample weight) 
Similarly, for the measure of the energy absorbed [per unit mass] during the heating regime, 
shown in Figure 7.5, below, the curves for the different LLDPE nanocomposites on the whole 
show  little  appreciable  difference  from  the  pure  sample.  The  energy  absorption  is  as 
measured by  integrating the calculated specific heat capacity  in the same way as outlined  in 
section 7.1.3 previously. The only spurious result in this figure is concerning a 1%wt amount of 
Titanium Dioxide in the pure material. This could be due to the curve exhibiting the broadest 
peak ‘base’ (i.e. the area nearest the baseline) of all the measured thermograms in the above 
figure. 
163 
 
 
Figure 7.5 ‐ LLDPE Thermal Energy Absorbed to Heat to a Specific Temperature 
The  energy  absorption  shown  in  Figure  7.5  reveals  that  as  the  temperature  is  increased 
towards the melting point the amount of energy that  is absorbed  is roughly  linear up to  just 
before  the  onset  of  the melting  peak  shown  in  Figure  7.4. After  the  onset  of melting,  the 
amount of energy needed to raise the temperature raises rapidly up until just after the peak 
temperature, where a shift to a linear relationship is experienced.  
This phenomenon is an interesting, and possibly useful, property when concerning the use of 
these materials in an armour application as according to work by Adams and Farris (Adams & 
Farris, 1988) on the tensile behaviour of Polycarbonate, somewhere between 50‐80% of the 
work done  in deforming the material  is converted to heat during deformation.  If this can be 
approximated  to  the materials  researched  in  this work,  it would mean  that more  thermal 
energy  is  required  to  raise  the  temperature  of  LLDPE  than  UHMWPE  for  the  equivalent 
temperature near  to  the melting point where  the curves diverge; hence meaning  that more 
thermal energy is dissipated by LLDPE in this region.  
Whilst  the  results presented above  for LLDPE show no appreciable diversity  in  the different 
materials,  the measurements  taken  for HDPE, shown  in Figure 7.6 below,  illustrate a  rather 
different situation.  
164 
 
 
Figure 7.6 ‐ HDPE DSC Thermograms (not scaled for sample weight) 
As can be seen in the above figure, there appears to be a split in the group of results into two 
sets  of  peaks,  around  125‐126°C  and  133‐134°C.  The  first  group  (working  from  the  left), 
contains the peaks for HDPE and the Clay composites and the second set include the peaks for 
the Carbon Black, Carbon Nanotube and Titanium Dioxide composite materials. Whilst  it  is a 
possible hypothesis that the  inclusion of the nanoparticulate fillers may have an effect upon 
the melting properties of the matrix material, the results presented in Figure 7.4 would seem 
to disprove  this, especially given  the  relatively  large Clay  inclusions. For  this  reason another 
sample from a separate batch of HDPE was tested – marked as HDPE (2)  in all the figures  in 
this section.  
Clearly, the second HDPE sample shown in the above figure falls into the second set of peaks 
with the Carbon Black, Carbon Nanotube and Titanium Dioxide composites. This would seem 
to suggest two different HDPE matrix polymers, given the separate peaks for what should be 
the same pure material. The two sets of HDPE peaks also seem to correspond relatively well 
with  the  LLDPE  and  UHMWPE  peaks  respectively,  which  would  suggest  a  difference  in 
molecular weights between the two HDPE materials akin to the difference between LLDPE and 
UHMWPE.  
Incidentally, the disparity in the peak sizes is indicative of the size and weight of the sample, as 
the  larger  sample weights and  thicknesses  (as  they are of  roughly  the  same diameter)  take 
more  energy  to  heat  to melting  than  a  thinner  sample  and  therefore more  heat  flow  is 
required  into the sample. This property does not affect the energy absorption plots, such as 
Figure 7.7 below, as this  is calculated  from the  integral of the specific heat capacity, that as 
shown in Equation 7.10, on page 160, is independent of the mass of the material. 
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Figure 7.7 ‐ HDPE Thermal Energy Absorbed to Heat to a Specific Temperature 
The curves  in Figure 7.7, above, exhibit the same shape as for the figure showing the results 
for LLDPE depicted previously. As with the DSC thermograms for HDPE there would appear to 
be two separate ‘groups’ of curves, those whose behaviour is close to that of LLDPE and those 
whose  behaviour  is more  like UHMWPE.  In  this  figure  it  can  be  seen  that  the  first  group 
generally  take more energy  to  raise  the  temperature, except  for HDPE with 0.2%wt Carbon 
Black,  before  they melt, where  the  second  group  curves  crossover  until  the  second  group 
melts. For the HDPE composites, the 0.2%wt Carbon Black composite would appear to need 
the greatest amount of energy  to  rise  to a  temperature above  the melt point whereas  the 
2%wt Clay composite would appear to change the properties of the material so that a  lower 
amount of energy is needed to melt the composite.  
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Figure 7.8 ‐ UHMWPE DSC Thermograms (not scaled for sample weight) 
The UHMWPE  DSC  thermograms  in  Figure  7.8,  above,  and  the  thermal  energy  absorption 
behaviour in Figure 7.9, below, show that whilst the melting point of the UHMWPE used in the 
blended materials is no different to the commercially available version, the energy required to 
raise the temperature of the material is significantly different.  
 
Figure 7.9 ‐ UHMWPE Thermal Energy Absorbed to Heat to a Specific Temperature 
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For  the  commercial UHMWPE, a greater amount of energy  is  required  to be  input  into  the 
material to raise the temperature meaning that a greater proportion of the energy converted 
to heat from an impact would be dissipated in trying to raise the temperature of the material. 
 
Figure 7.10 ‐ UHMWPE 80% HDPE 20% Blend DSC Thermograms (not scaled for sample weight) 
As  can  be  seen  from  the  figures  relating  to  the  first  of  the  blended materials,  Figure  7.10 
above and Figure 7.11 below, with a base material consisting of 80%wt UHMWPE and 20%wt 
HDPE,  there  is  a  noticeable  difference  in  the  amount  of  heat  flow  into  the  base material 
compared with that of the others present on the figures.  
This difference  is manifested on Figure 7.11 as  the  light blue  solid  curve  that  shows  that a 
significantly large amount of energy is required to raise the temperature to that of the nano‐
filled  composites, which would  lead  to  suggest  that  the  filling  process  in  this  case  actually 
makes  the material  absorb  less  energy  than  the  base,  or  unfilled,  sample.  This  conclusion 
would  seemingly break  away  from  that of  the  reported  LLDPE  and HDPE  results presented 
earlier,  in which  the  general  trend  in  the  former was  that  reinforcement  did make  a  little 
improvement  to  the  energy  absorption  properties;  and  the  latter  where  reinforcement 
showed a quantifiable  improvement over the pure material – assuming that there were two 
pure HDPE materials as each ‘group’ shows general improvement over its pure material.  
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Figure 7.11 ‐ UHMWPE 80% HDPE 20% Blend Thermal Energy Absorbed to Heat to a Specific Temperature 
Figure  7.12,  below,  shows  the  behaviour  of  the  75%wt UHMWPE/25%wt HDPE  composite 
polymers when heated.  Interestingly,  the curves  show double‐peak behaviour, which would 
indicate a two‐stage melt, that coincidentally have the peak vertex along the line between the 
peak apexes of the UHMWPE and HDPE (2) thermograms. 
 
Figure 7.12 ‐ UHMWPE 75% HDPE 25% Blend DSC Thermograms (not scaled for sample weight) 
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Figure 7.13 ‐ UHMWPE 75% HDPE 25% Blend Thermal Energy Absorbed to Heat to a Specific Temperature 
The energy absorption curve  in Figure 7.13, above, exhibit the same behaviour as the LLDPE 
and  HDPE  curves  shown  previously  in  that  a  small  improvement  before  and  after melt  is 
observed for inclusion of the fillers.  
 
Figure 7.14 ‐ UHMWPE 70% HDPE 30% Blend DSC Thermograms (not scaled for sample weight) 
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The  final  set  of  thermograms  and  energy  absorption  behaviour,  shown  in  Figure  7.14  and 
Figure  7.15  respectively,  represent  the  properties  of  the  70%wt  UHMWPE/30%wt  HDPE 
composite and the same material with a 5%wt filling of Carbon Black. The figures show much 
the same as before as  the  thermograms on  the  thermograms  follow  those of  the UHMWPE 
and HDPE  (2), although a  step‐like change  is  seen at  the apex of each peak, perplexingly  in 
opposite directions  for  the base and  filled samples.  It can only be surmised  that  like  for  the 
results in Figure 7.12, this is due to the separate component parts of the base polymer melting 
at  different  temperatures,  although  this would  appear  to  be  contrary  to  the  pure  results 
presented on each figure. It is entirely possible that this is an artefact of the mixing and/or the 
forming process although the closeness of the curves to that of HDPE (2) is undeniable. 
The energy absorption behaviour shown  in Figure 7.15 would appear  to show a decrease  in 
the amount of energy required to raise the temperature of the material with reinforcement, 
which is similar to that shown by the results for the composite of 80%wt UHMWPE and 20%wt 
HDPE,  shown  in  Figure  7.11  on  page  168.  As  these  are  the  only  two  materials  of  this 
composition  to  be  tested,  it  would  be  unwise  to  draw  a  concrete  conclusion  from  these 
results. 
 
Figure 7.15 ‐ UHMWPE 70% HDPE 30% Blend Thermal Energy Absorbed to Heat to a Specific Temperature 
Figure 7.16, below,  is a composite plot showing the Melting Peak Temperature ‐ displayed  in 
blue and related to the left axis on the figure ‐ and the percentage Crystallinity ‐ shown as the 
red bars associated to the right axis. A tabulated version of this data is available in Table 11.37 
in Appendix E. 
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Figure 7.16 – Summary Thermal Properties of the Investigated Materials 
As can be seen from the melting peak bars on the figure, there is little change in the melting 
peak  for  the  LLDPE  and UHMWPE materials  along with  the  80%wt UHMWPE/20%wt HDPE 
composite. The HDPE results show the two distinct groupings that the previous results in this 
section have shown although it should be noted that there is little change between the peak 
temperatures  within  the  groups,  which  would  seem  consistent  with  the  other  trends 
mentioned so far.  
The  findings  for  the 75%wt UHMWPE/25%wt HDPE  composites  also exhibit  this behaviour, 
notwithstanding the 0.5%wt Clay composite. The reasoning behind the difference in this result 
is  that  along  with  the  others,  the  thermograms  demonstrate  the  double‐peak  described 
previously,  however whilst  the majority  of  the  samples  are  biased  towards  a  larger  initial 
peak, it is the second peak which is the largest in the case for the Clay composite. Additionally, 
as  described  in  the  explanation  of  Figure  7.14  on  page  169,  the  peaks  for  the  70%wt 
UHMWPE/30%wt HDPE composite show as opposite step‐like  features, which  leads them to 
have  different  peak  temperatures.  It  must  be  noted  that  both  peaks  were  used  in  the 
integrations for the cases of the blended materials exhibiting them. 
The secondary axis on the figure is representative of the crystallinity of the material as derived 
by  Equation  7.12  on  page  161  from  a  reference  value  of  the  latent  heat  of  melting  for 
Polyethylene.  Much  as  for  the  peak  temperatures,  the  amount  of  crystallinity  can  be 
elucidated  from  Figure  7.16  to  be  roughly  the  same  despite  the  amount  of  filler material 
added  to  the pure or mixed base polymers  to within around 5% margin of error. The HDPE 
results again show the groupings, although as for the melting peak temperatures, within the 
groups the crystallinity change is within the same tolerances of the other materials/blends. 
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7.1.5 Discussion	
It has been seen,  from  the majority of  the presented DSC  thermograms,  the addition of  the 
nanofiller  materials  at  the  weight  percentages  investigated  would  appear  to  make  little 
difference to the melting properties of the material, notwithstanding the uncertain two base‐
material  results  for  HDPE.  As  noted  in  the  description  of  Figure  7.4,  the  only  discrepancy 
between  the  shapes  of  the  thermogram  curves  is  the  broadening  of  the  peak  in  the  area 
nearest to the baseline as the peak onset temperature  is found to decrease slightly with the 
addition of the filler materials, starting the melting process at an earlier temperature.  
The explanation for this broadening is that as the levels of impurities in the form of the fillers 
in  the material  are  increased,  the  composite  could  form  a  Eutectic  systemi where  despite 
being  chemically  identical  to  a  reference material,  the  eutectic material melts  at  a  lower 
temperature. This  is characterised on  the thermogram by a broader peak and reduced peak 
temperature, as was exhibited by some of  the  investigated materials,  to be described  later. 
The weight percentage of nanofillers used in this investigation would appear to not be enough 
to drastically change  the melting peak  temperature of  the material as  the  temperatures  for 
most of the materials lie within ±2°C of the base material, including the HDPE results when the 
two‐group hypothesis, put forward on page 164, is taken into account. 
As  seen  in  the  figures  relating  to  the blended materials,  some of  the  thermograms have  a 
double  peak  (or  a  stepped  peak  for  the  case  of  the  70%wt  UHMWPE/30%wt  HDPE 
composites)  which  could  be  indicative  of  a  two‐stage  melting  process,  and  that  the 
component materials may have not fully blended. It is interesting to note that the outer edges 
of  the peaks  tend  to  follow  that of  the HDPE  (2)  curve  (the black dashed  line  in each plot) 
almost exactly and not that of the UHMWPE, the greater component in the blend.   
In comparison of the melting peak temperatures,  interestingly  it  is the 0.5%wt Carbon Black 
composites that seem to buck the trend for eutectic behaviour forming in the composites with 
increasing amounts of  the  filler. For example,  the Carbon Nanotube and Hectorite Nanoclay 
fillers in LLDPE show quite clearly this behaviour in Figure 7.16, as when the amount of filler is 
increased  (by 0.5%wt and 1%wt respectively)  the peak  temperature can be seen  to drop by 
~0.5°C.  
For the measure of the energy absorbed [per unit mass] during the heating regime, however, 
significant differences can be seen between the filled materials and the “pure” base materials. 
For LLDPE, most of the materials were in close agreement with the pure LLDPE apart from the 
inclusion  of  1%wt  Titanium  Dioxide  (TiO2)  which  shows  a  drop  in  the  amount  of  energy 
needed to heat the composite to the required temperatures.  
For the HDPE composites, as described in the analysis of the plots produced, there were two 
distinct groupings of HDPE, categorised by  their melting behaviour. For  the  first group, with 
the  lower melting  peak  temperatures,  the  Clay  composites  quite  clearly  show  the  eutectic 
demeanour  such  that  for an  increase  in  the amount of Clay  in  the material  (the dark blue, 
                                                            
i An Eutectic system  is where a mixture of substances,  in fixed proportions, that has a single chemical 
formulation  exhibits  a  thermal  behaviour  consistent with melting  at  a  lower  temperature  than  the 
constituent materials or any other mixture of them. 
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purple and bright blue  lines  in Figure 7.7 respectively), there  is a decrease  in the amount of 
energy  required  to  raise  the  temperature  to  the same  level. Unfortunately,  the same  is not 
seen for the three Carbon Black composites present  in the  later grouping where the melting 
peak temperature  is higher as the 0.5%wt composite  is shown to requiring  less energy  than 
the 1%wt Carbon Black  filled material.  The  same  situation  is  clearly  seen  in  the  results  for 
80%wt UHMWPE  and  20%wt HDPE  shown  in  Figure  7.11 where  the  0.5%wt  Carbon  Black 
composite  requires  a  lower  amount  of  energy  to  raise  to  the  same  temperature  than  the 
1%wt composite. Conversely, the results for the 75%wt UHMWPE and 25%wt HDPE in Figure 
7.13 show similar to the LLDPE results  in that an  improvement  is made over the base blend 
with reinforcement, however the enhancement is only slight. 
The crystallinity of the samples was determined from the latent heat of melting by comparing 
with the reference value for pure Polyethylene as separate reference data was unavailable for 
LLDPE, HDPE and UHMWPE. As the materials had a thermal history from the sample formation 
process (see Section 2.5.1.1 on page 35), the latent heat of crystallisation could not be used to 
determine  the crystallinity without melting  the material  to  remove  this,  thereby  testing  the 
material  in a  state different  to  that which  the other  tests had been performed. Figure 7.16 
showed  that  the amount of crystallinity  imparted  from  the sample  formation process  is not 
drastically changed with the inclusion of the nanofillers to within around 5% margin of error. 
There would appear to be no patterns  in this change and can only be attributed to marginal 
errors within the timings used in the formation process.  
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Chapter		8 Density	Measurement	
 
When  classifying materials  and  assessing  their  uses  for  specific  applications,  scientists  and 
engineers  use  a  variety  of  different  physical  constants  to  compare  and  contrast  between 
available materials. One of  these oft‐quoted constants  is  the density of  the material, which 
specifically for Armour applications is important when transformed to the areal density which 
is used to compare the weight and performance of armour materials. The density is a constant 
for the material and will not vary with the quantity or shape of the material, and as such is a 
useful property for ascertaining the identity of unknown materials from known results. 
The density of a homogeneous material  (ߩ)  is defined by  the mass of  the material per unit 
volume  and  is  therefore  also  known  as  the mass  density  of  the material.  There  are many 
different methods  that  can  be  employed  in  order  to  determine  the  density  of  a material, 
either directly  in the case of hydrostatic weighing apparatus or by measurement of the mass 
and volume of a sample of the material separately and dividing the mass of the sample by its 
volume to achieve the aforementioned mass per unit volume, which is the approach taken in 
this work.  
Whilst  it  is easy  to measure  the mass of a material sample using an appropriate balance  (in 
this instance the KERN ABS 120‐4 microbalance described in section 7.1.2), there is a need for 
a  reliable  measurement  of  the  volume  of  the  sample.  As  the  materials  used  in  this 
investigation are solids, rather than  liquid or gaseous materials, the volume determination  is 
usually from geometric measurement of the sample dimensions or by displacement of a liquid 
or  gas. Despite  the high degree of  accuracy used  in  forming  the  testing  samples described 
earlier in this report, it cannot be guaranteed that the samples are perfectly cylindrical and/or 
flat‐ended so it was decided that using a displacement method would be most appropriate for 
high‐accuracy volume measurement. For the purposes of determining the sample volume  in 
this study, a Pycnometer was used. 
8.1 Helium	Pycnometer	
8.1.1 Introduction	
Gas  Expansion  Pycnometry  is  a  technique  that  uses  a  series  of  gas  chambers,  of  known 
volume,  in  order  to  determine  the  volume  of  a  solid material  sample  by  measuring  the 
differences  in  pressures  between  the  chambers  and  applying  Boyle’s  Law.  The  sample  is 
placed  in one chamber which  is connected  to a reference chamber  (or chambers) of known 
calibrated volume via a valve system that is instrumented with a pressure transducer.  
The Helium Pycnometer was invented by Edward Keng in 1967 (Keng, 1969) and uses Helium 
as  the displaced  fluid described  in Archimedes’ early experiments of density determination 
due to its excellent penetration into small defects or pores on the material surface to ensure 
maximum accuracy in measurement.  
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8.1.1.1 Theory	
As  described  above,  the  sample material  (of  unknown  volume  ୗܸୟ୫୮)  is  placed within  the 
measurement cell, with volume ( େܸୣ୪୪), that is sealed off from the expansion volume ( ୉ܸ୶୮) by 
a  valve  system  that  is  instrumented with  a pressure  transducer  to determine  the pressure 
within  the  system.  The  system  is  at  ambient  temperature  ௔ܶand  is  vented  so  there  is  an 
ambient  pressure  ௔ܲin  both  chambers  before  the  pressure  in  the  measurement  cell  is 
increased to a charge pressure  ଵܲ. 
The mass balance equation across  the measurement cell; as derived  from  the  ideal gas  law 
relating pressure, volume and temperature; is therefore: 
  ଵܲ൫ େܸୣ୪୪ െ ୗܸୟ୫୮൯ ൌ ݊஼ܴ ௔ܶ  Equation 8.1 
 
where ݊஼   is the number of moles of gas within the measurement cell and ܴ  is the Universal 
Gas Constant. As the expansion volume is at ambient pressure, its mass balance equation can 
be  shown  to  be  as  in  Equation  8.2, where  ݊ா   is  the  number  of moles  of  gas within  the 
expansion volume similar to the above. 
  ௔ܲ ୉ܸ୶୮ ൌ ݊ாܴ ௔ܶ Equation 8.2 
 
Opening  the  valve allows  the pressure  to drop  to  an  intermediate  value of  ଶܲ,  causing  the 
mass balance equation across the system to be of the form of Equation 8.3. 
  ଶܲ൫ େܸୣ୪୪ െ ୗܸୟ୫୮ ൅ ୉ܸ୶୮൯ ൌ ݊஼ܴ ௔ܶ ൅ ݊ாܴ ௔ܶ  Equation 8.3 
 
Substituting Equation 8.1 and Equation 8.2 into Equation 8.3 yields: 
  ଶܲ൫ େܸୣ୪୪ െ ୗܸୟ୫୮ ൅ ୉ܸ୶୮൯ ൌ ଵܲ൫ େܸୣ୪୪ െ ୗܸୟ୫୮൯ ൅ ௔ܲ ୉ܸ୶୮  Equation 8.4 
   
  ⇒ ሺ ଶܲ െ ଵܲሻ൫ େܸୣ୪୪ െ ୗܸୟ୫୮൯ ൌ ሺ ௔ܲ െ ଶܲሻ ୉ܸ୶୮  Equation 8.5 
   
  ⇒ େܸୣ୪୪ െ ୗܸୟ୫୮ ൌ ௔ܲ െ ଶܲଶܲ െ ଵܲ ൫ ୉ܸ୶୮൯  Equation 8.6  
Significant  re‐arrangement  of  Equation  8.6  shows  that  the  volume  of  the  sample  can  be 
expressed in the form of Equation 8.7. 
 
Since pressures  ଵܲ,  ଶܲ and  ௔ܲ used above are absolute pressures and Equation 8.7 is expressed 
in  such a way  that  the ambient pressure  is  removed  from both pressures  ଵܲ and  ଶܲ, gauge 
pressures  ଵܲ௚ and  ଶܲ௚ can be defined as below so that Equation 8.7 becomes Equation 8.10.  
  ଵܲ௚ ൌ ଵܲ െ ௔ܲ Equation 8.8 
   
  ଶܲ௚ ൌ ଶܲ െ ௔ܲ Equation 8.9 
  ୗܸୟ୫୮ ൌ େܸୣ୪୪ െ
୉ܸ୶୮
ሺ ଵܲ െ ௔ܲሻሺ ଶܲ െ ௔ܲሻ െ 1
  Equation 8.7 
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  ୗܸୟ୫୮ ൌ େܸୣ୪୪ െ
୉ܸ୶୮
ଵܲ௚
ଶܲ௚ െ 1
 
Equation 8.10 
 
The  above  equation  allows  the  volume  of  the  sample  to  be  determined  from  the  gauge 
pressures  when  the  known  measurement  chamber  volume  is  filled  and  subsequently 
expanded  into  the  known expansion  volume by opening  the  connecting  valve between  the 
chambers. 
8.1.2 Experimental	Procedure	
A  Micrometrics  Multivolume  Pycnometer  1305,  with  pre‐calibrated  measurement  and 
expansion  volumes, was  used  to  perform  the  volume measurement  portion  of  the  density 
experiments of  this  investigation. As mentioned previously, a KERN ABS 120‐4 microbalance 
was used to determine the mass of the same samples for analysis. 
 
Figure 8.1 ‐ Multivolume Pycnometer 1305 Schematic with Calibration Volumes Labelled 
(Micrometrics Instrument Corporation, 1986) 
Following  on  from  the  theory  described  above,  the  chamber  containing  the  pre‐weighed 
sample  is  first pressurised with helium  gas  to  approximately 19.5 ±0.2psi  and  the pressure 
reading  recorded  as  ଵܲ.  Subsequent  expansion  of  this  gas  into  the  precisely  measured 
expansion volume results  in a pressure drop over the system which  is again recorded as  ଶܲ. 
The sample volume, and therefore the sample density, is then easily calculated from the two 
pressure readings as displayed on the digital  indicator using Equation 8.10. Before the  initial 
pressurising,  the system was  flooded and vented with helium gas at  least ten times  to  flush 
the system before measurement, and at least five repeats of the experiment were made with 
each sample to be averaged later in the analysis. 
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The samples used for testing were the same test samples used  in the mechanical testing; as 
described in section 2.5.1, starting on page 34. As these samples are relatively small compared 
to the maximum sample size that can be used within the Pycnometer apparatus, the smallest 
measurement  cell  and  expansion  volumes  were  used  to  ensure  the  greatest  accuracy  in 
measurement.  According  to  the  accompanying  literature,  the  accuracy  of  the  technique  is 
guaranteed  to  0.2%  (±0.010cm3)  although  usual  experimentation  is  to  within  0.1% 
(±0.005cm3) (Micrometrics Instrument Corporation, 1986).  
8.1.3 Analysis	
The  repeated  gauge  pressure  results  recorded were  inputted  into  Equation  8.10  –  shown 
above  –along with  the  calibrated measurement  cell  and  expansion  volumes,  7.756cm3  and 
6.155cm3  respectively,  in  a  spreadsheet  to  determine  the  five  repeated measured  sample 
volumes.  
These were  then averaged to produce an average volume  for  the sample  (ܸ) and combined 
with  the  recorded  sample mass  (݉) using  the  standard  formula  (Equation 8.11, below)  for 
material density to determine the measured density for the sample material. 
 
These densities were then converted to SI units for presentation and comparison. 
8.1.4 Results	
As discussed  in the introduction, the technique described above is usually only applicable for 
homogeneous materials. Whilst  every  care  has  been  taken  to  ensure  good mixing  of  the 
blended polymers and good distribution of the filler materials, fully homogeneity is therefore 
impossible. Despite this, as bulk rather than localised effects are experienced throughout this 
investigation, and that each sample will be slightly different to one‐another  in terms of filler 
positioning within  the sample,  it  is  justified  to use  the homogeneous bulk approximation  to 
evaluate the densities of the materials formed for testing. As the test samples for the density 
testing are taken at random from the mechanical test samples  it can be said that the results 
represent the typical densities for the test materials. 
Tables relating to the data presented below are available in Appendix F. The Error bars on the 
figure  relate  to  the maximum deviation associated with  the errors  in  the mass and volume 
measurements. 
  ߩ ൌ ݉ ܸ⁄ Equation 8.11 
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Figure 8.2 – Average Density Measurements for the Investigated Materials 
Figure 8.2, above, shows the average densities as measured by the Helium Pycnometer for the 
different  test materials.  As  can  be  seen  from  the  figure,  and  the  associated  table  in  the 
appendix,  Table  11.38  on  page  244,  the  average  density measurement  for  the  pure  LLDPE 
sample is returned a lot higher than the range quoted in section 2.4.1 of 915‐925kg/m3 (Fuzail, 
2008) which may be due to a number of factors  including: differences between the material 
purchased from the stated usual LLDPE guidelines; factors within the sample forming process 
that  increase  the density of  the  formed  LLDPE  samples; or  that  the  tested  sample was not 
indicative of the rest of the material samples. Of these choices, the more likely explanation is 
the  former,  given  the  large  densities  of  the  Carbon  Black  and  Carbon  Nanotube  LLDPE 
composites  compared  to  that  of  similar  additions  to  the  HDPE  polymer,  as  the  literature 
values of LLDPE and HDPE would indicate that HDPE should be denser than the LLDPE. It must 
then be assumed that the batch of LLDPE supplied is of much higher‐than‐usual density. 
Concerning the addition of the Carbon Black fillers into the LLDPE matrix, if it is assumed that 
the LLDPE material  is as stated above  ‐ an example of a higher‐than‐usual density  ‐ then the 
effect of  the addition of  the nanofiller materials  is a clear reduction  in density compared  to 
that of  the pure material upon which  the composite  is based. This effect  is surprising given 
that  the  filler materials are of significantly higher density  than  the matrix polymer, with  the 
density of the supplied Carbon Black materials in the typical range of 1700‐1900kg/m3 (Cabot 
Corporation,  2007).  The  reduction  in  density  is  postulated  to  be  due  to  microstructural 
changes that occur with the addition of the filler materials and upon the quality of the mixing 
of the filler material  into the polymer matrix; as the matrix  is disturbed and  forced apart by 
the  large  particulate  filler material  taking  up  space  in  the  volume, which  leads  to  a  lower 
overall density of the composite.  
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Returning to the specific change afforded by the addition of the Carbon Black fillers, it can be 
seen that adding a small amount (0.5%wt)  leads to a  large change  in density of the order of 
~7%, in the manner proposed above. Further additions of the Carbon Black filler to 1%wt and 
1.5%wt appear to reduce  the density  to the same  level, approximately ~92% of the average 
result returned for the pure LLDPE. It is suggested that the identical result recorded is due to 
the averaging process and  therefore a coincidence. Similarly, adding Carbon Nanotubes  into 
the LLDPE matrix is shown to result in a reduced overall average density, and as before, adding 
a larger amount of the filler leads to a larger reduction in the density of the composite as the 
addition  of  0.5%wt  CNT  returns  a  density  of  973kg/m3  whereas  1%wt  of  the  Carbon 
Nanotubes added to the pure polymer has an average density of 955kg/m3.  
The  reduction  in  density  is  once  again  seen  for  the  inclusion  of  the  Titanium Dioxide  and 
Hectorite Nanoclay filler materials, however in the case of the clay fillers, a higher density was 
recorded for the  larger clay  inclusion rather than for the smaller as was for the Carbon Black 
and Carbon Nanotube fillers described above. This result could be attributed to the averaging 
mentioned previously, or conceivably to the degree of intercalation of the clay layers into the 
polymer matrix,  lessening  the  possibility  of  small  air  inclusions  left  over  from  the mixing 
process where the polymer chains have not totally encapsulated the filler particles. 
For the pure HDPE polymer, the opposite of what was seen for the pure LLDPE is observed, as 
the result returned is much lower than expected for pure HDPE after consulting the literature; 
typically between 941‐959kg/m3 (Fuzail, 2008). This result is surprising, mainly as HDPE should 
have  the  highest  density  given  the  name  of  the  polymer,  although  this may  explain  the 
lacklustre pure HDPE performance in previous tests, as the recorded average density is closer 
to  the  range  for  LLDPE, and  in many of  the  tests  the HDPE  can be  shown  to be  inferior  to 
LLDPE  when  not  reinforced  or  mixed  with  UHMWPE.  This  would  lend  credence  to  the 
hypothesis  postulated  in  the  Thermal  Analysis  chapter  that  there  are  two  different  HDPE 
materials used  in  this work: one  from which most of  the  composites was made and would 
appear  to  be  typical  HDPE;  and  a  second  from  which  certain  batches  of  pure  HDPE  and 
Nanoclay  composites were  formed. With  further  time  on  the  apparatus,  a more  extensive 
study  of  the  different  batches  could  be  sought;  however  access  limitations  prevented  this 
being put into practice.  
With regard to the addition of the Carbon‐based and Titanium Dioxide nanofiller materials, if 
it  is assumed  that  the  result  for  the pure HDPE  is much  lower  than  it should be, as per  the 
theory above, then the results for the Carbon Black, Carbon Nanotube and Titanium Dioxide 
inclusions mirror  those  found  for  the  LLDPE  analysis.  It  is  clearly  seen  that  increasing  the 
amount of the Carbon Black filler decreases the density of the overall composite; roughly 3‐
4kg/m3 per 0.1%wt  increase of  the Carbon Black  filler. For  the other aforementioned  fillers, 
only 1%wt of the filler material was used in HDPE composites, so no trends pertaining to the 
specific materials can be gleamed from the data presented above, other than to say that the 
density of  the material  is changed by  the presence of  the  fillers within  the matrix, and  it  is 
suspected that this results  in a  lowering of the density rather than the  increase compared to 
the pure material which is shown by the results presented in Figure 8.2 above.  
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For  the Hectorite Nanoclay  inclusions, a similar  trend  is seen  to  that of  the LLDPE Nanoclay 
composites, where a higher density was recorded for the larger clay inclusion rather than for 
the smaller in going from 1%wt Clay to 1.5%wt Clay, although a reduction is once again seen 
when  the amount  is  increased  to 2%wt. This may be attributed  to over‐saturation –  in  the 
sense  of  a  threshold  amount  ‐  as  seen  in  the mechanical  performance  of  the  composites 
where adding more than a certain amount is seen to be detrimental to the performance of the 
material, or simply an artefact of the repeated measurement averaging process.  
Comparing the results for the UHMWPE and Commercial UHMWPE with the literature values, 
it can be seen that the recorded averages, 927kg/m3 and 934kg/m3 respectively,  lie within a 
reasonable margin of the expected 930‐935kg/m3 range  (Fuzail, 2008). This  finding validates 
the  use  of  the  technique,  assuming  the  samples  are  pure,  homogeneous  and  labelled 
correctly.  
Turning attention to the blended polymers, there is a visibly reduced differential between the 
average  densities  of  the  base  polymer  blends  and  the  filled  nanocomposites.  For  the 
increasing amount of HDPE mixed  into  the UHMWPE polymer  there  is  shown  to be a  small 
drop in density of 3‐4% per 5%wt of HDPE added, although the blends are mostly denser than 
the  presented  results  for  the  HDPE  and  UHMWPE  constituents.  It  is  theorised  that  this 
decrease in density as the HDPE content is increased in the blend is due to an increase in the 
amount of pseudo cross‐linking alluded to  in the discussion of the High Strain Rate results  in 
section 6.7, specifically the part after the figure on page 154. Without the entangled structure, 
the chains are freer to flow in amongst each other, resulting in a highly dense material as seen 
for  the 80%wt UHMWPE and 20%wt HDPE blend, whereas once  the chains start  to become 
entangled there is less opportunity for the chains to become as densely packed.  
Concerning  the effect  that reinforcing  the blends with  the nanofiller materials has upon  the 
densities of the blended polymers; generally there is much lower disparity between the base 
blend and the composites, the filler materials having a much less pronounced effect upon the 
density  as  evidenced  by  the  figure.  Most  of  the  composites  follow  the  same  trends  as 
described earlier, with  the Carbon Nanotube  and Hectorite Nanoclay  composites of 75%wt 
UHMWPE/25%wt HDPE exhibiting lower densities than the Carbon Black examples. That being 
said,  some  of  the  blended  composite  results  are  incongruent with  those  described  for  the 
LLDPE and HDPE composites; for example where the addition of the filler materials increases 
the density as  in  the case of  the 70%wt UHMWPE/30%wt HDPE with 0.5%wt Carbon Black, 
although the majority of the contrasting results lie within the experimental error margin given 
the stated errors in the measurement apparatus shown by the Error bars.  
8.1.5 Discussion	
It has been seen  from  the  repeated density measurements presented  in Figure 8.2 on page 
178  that  the addition of  the nanofillers  into  the  various polymer matrices  shows a general 
reduction  in  the measured  density  of  the  resulting  composite.  As  is  described  above,  the 
author’s theory as to why this occurs is due to the matrix polymer receiving the filler materials 
by disturbing the densely packed structure, spreading out the polymer chains such that they 
surround the large inclusions.  
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As  the  sample  sizes used  in  the experimentation are of a  reasonably  fixed volume,  it  is our 
conjecture  that  as  the  large  particles  of  the  filler materials  are  added  the  semi‐crystalline 
matrix of polymer chains are  forced apart  to accept  the  filler particles.  It  is  speculated  that 
there  is  therefore  less  physical  space  for  the  polymer  chains  of  the  amorphous  phase  to 
occupy. The action of accepting  the  filler particles  forces  the amorphous polymer  chains  to 
become  less entangled with one‐another as  the polymer chains can only surround  the solid 
filler  elements.  Although  saying  that  the  chains  can  pass  between  layers  in  the  Nanoclay 
elements in a process known as exfoliation (see Figure 2.5 on page 30) and possibly within the 
tubes  of  the Nanotubes  even  if  this  is  unlikely.  This  dispersion  of  the  polymer  chains may 
facilitate  the  formation of  small pockets of empty  space where  the polymer  chains are not 
present. These effects would  lead  to  the drop  in density observed  in  the  results presented 
above. 
For the LLDPE and HDPE polymers, the pure examples of both showed discrepancies from the 
literature values found for the usual formulations for the polymers.  In the case of the LLDPE 
sample  tested,  the  average  density was  found  to  be  higher  than  usual whereas  the HDPE 
example was found to be significantly lower in density than to be expected. For the LLDPE, as 
all the LLDPE composites are of sufficiently high density compared to the pure result,  it was 
surmised that the measurement made for the pure material was accurate, and that the LLDPE 
used in the experimentation was deemed to be of a higher‐than‐usual density.  
For  the HDPE  results, during  the  testing described  in earlier  chapters  it was noted  that  the 
pure HDPE did not perform as expected, returning similar results to LLDPE and resulting in an 
apparently large improvement in properties afforded by the addition of the filler materials. It 
is postulated  that  some  later  samples of  the pure HDPE polymer were made of an  inferior 
material as  the dropweight  tests  (chronologically  the  first experimentation)  show a marked 
difference between the LLDPE and HDPE polymers not seen in the later tests. This hypothesis 
is  corroborated  by  the  thermal  testing where  a  second  HDPE  sample  from  another  batch 
shows different behaviour when tested and the presented density measurements where the 
pure material is shown to have much lower density to the majority of the composite versions.  
Concerning the effect of the filler materials upon the density of the resulting composite, it was 
seen  that  generally  there  is  a  reduction  in  density  with  the  addition  of  the  fillers,  the 
magnitude of which is dependent upon the amount of filler used in preparing the composite. 
As can be seen the clearest in the results for the LLDPE composites, increasing the amount of 
filler material  present  in  the  composite  leads  to  a  reduction  in  the  overall  density  of  the 
compound. This effect is seemingly lessened when applied to the blended polymers. 
Staying with the blended polymers, it was also reported that for every increase in the amount 
of HDPE within the blended mixture, there was a similar drop  in the density of the resultant 
combination. The reasoning behind this was theorised as to be due to the pseudo cross‐linking 
of  the  amorphous  phase  long  UHMWPE  chains  with  the  shorter  HDPE  chains,  which  will 
increase as the amount of HDPE in the blend increases, limiting the available space for densely 
packing the chains together. 
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Chapter		9 Interpretation	and	Analysis	of	Results	
 
This  chapter  will  briefly  recap  the  results  collected  in  the  experiments  performed  in  the 
preceding chapters before comparative analysis  is performed on the collected data to give a 
measure of the material’s resistance to deformation over a diverse strain rate regime. 
9.1 Overview	of	Results	
The  following  is  a  brief  recap  of  the  discussion  of  results  from  the  previous  chapters 
concerning each type of experimental testing performed upon the samples given in Table 2.1 
on page 34. 
9.1.1 Quasi‐Static	Strain	Rate	–	Hounsfield	Equipment	
From  the  results  pertaining  to  the  Quasi‐Static  deformation  of  the  investigated materials 
(marked with a black tick in Table 2.1) that begin with Figure 4.9 on page 59, it was seen that 
there was a general increase in the measured yield and flow stresses of the polymers with the 
inclusion of small amounts of the nanofiller materials. The  largest afforded  increases  in yield 
stress  for  the  LLDPE  and  HDPE  polymers  occurred  with  the  addition  of  1%wt  Carbon 
Nanotubes,  resulting  in  improvements  of  3.55MPa  and  17.24MPa  compared  to  their 
respective  base  homopolymers.  The  spuriously  large  increases  shown  for  the  HDPE 
composites – a recurring theme throughout the investigation – is theorised to be a result of a 
different  base  HDPE  homopolymers,  possibly  a  result  of  different  batches  of  purchased 
materials being of a different molecular weight, which was further investigated in the thermal 
analysis chapter summarised below.  
For the blended polymers, it was seen that a greater effect upon the yield stress was made by 
the  initial  blending  of  the  UHMWPE  and  HDPE  polymers  than  by  the  addition  of  the 
nanofillers, which whilst furthering the improvement upon the yield stress, did so at a greatly 
reduced differential from the base blend. Quantifiably,  in the case of all three of the blends, 
the yield stress was increased in the region of 2.01‐4.23MPa on average compared to the pure 
UHMWPE, the greatest increase being from the 80%wt UHMWPE with 20%wt HDPE blend. As 
can be seen in Table 2.1, there is a dearth of blended materials reinforced with the nanofiller 
materials,  so  the  greatest  measured  increase  in  average  yield  stress  came  from  the 
70%wt/30%wt  blend  with  0.5%wt  Carbon  Black,  which  showed  an  increase  of  6.91MPa 
compared to pure UHMWPE (3.4MPa compared to its base blend). 
Regarding  the  energy  absorption  properties  of  the  composites;  for  the  reinforced  LLDPE 
samples, the greatest increase in energy absorption (measured at 40% strain) comes from the 
average  result  for  the  0.5%wt  Carbon  Nanotube  composite,  which  showed  a  1.27MJm‐3 
increase  in average energy absorption compared to that of the pure LLDPE. Similarly, adding 
1%wt  of  the  Carbon  Nanotube  filler  to  the  HDPE  polymer  matrix  showed  a  7.17MJm‐3 
improvement in average energy absorption at 40% strain compared to the pure HDPE.  
For the blended materials, there was an obvious improvement in energy absorption over the 
pure UHMWPE given the stress‐strain results, with the 70%wt UHMWPE/30%wt HDPE blend 
displaying the greatest  increase  in energy absorption of all the blends and their composites, 
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with an increase of 1.8MJm‐3 at 40% strain compared to that of the pure UHMWPE. This being 
said, for the 80%wt/20%wt and 75%wt/25%wt blends there was improvement to be found in 
the addition of  small amounts of  the  filler materials with 0.5%wt of  the Carbon Black  filler 
increasing the energy absorption of the 80%wt/20%wt blend by 0.14MJm‐3 and 0.5%wt of the 
Hectorite Nanoclay  increasing the average energy absorption of the 75%wt/25%wt blend by 
1.26MJm‐3.  
In summing up, the blended materials would seem a viable replacement for UHMWPE  in the 
Quasi‐static  region,  as  significant  improvement  in  the  stress‐strain  and  energy  absorption 
properties  are  found, which  can  be  further  improved  upon  by  reinforcement with  a  small 
amount of the nanofiller materials. 
9.1.2 Intermediate	Strain	Rate	–	Dropweight	Equipment	
The results for the Dropweight testing (marked with the orange ticks in Table 2.1) which begin 
with Figure 5.9 on page 88 show  that as  for  the Quasi‐Static  testing described above, small 
amounts of the nanofiller materials added  into the different polymer matrices  increases the 
measured yield stress of the resultant composite. For the different LLDPE composites outlined 
in  Table  2.1,  the  greatest  increase  in  yield  stress was  seen  in  the  average  results  for  the 
composite containing 0.5%wt Carbon Nanotubes where an increase in average yield stress of 
6.4MPa  was  seen  when  compared  to  the  pure  LLDPE  homopolymer.  As  was  outlined 
previously, a number of the final materials were unavailable when the dropweight testing was 
performed due to the tight timescale  in the use of the highspeed camera and therefore only 
the  single HDPE nanocomposite was  available  for use. As expected,  there  is  an  increase  in 
average yield stress with the addition of the 0.5%wt Carbon Black filler of 6.9MPa compared 
to the pure HDPE results presented on the relevant figure. For the set of UHMWPE materials, 
a slight increase in yield stress is seen for the addition of 3%wt of the Hectorite Nanoclay filler, 
although  again  the  shortage  of  filled  materials,  although  for  processability  rather  than 
temporal reasons  (see page 93), meant that certain trends – such as the below – cannot be 
validated for the UHMWPE base polymer as for the LLDPE and HDPE. 
Interestingly,  from  looking  at  the  dropweight  results,  the  LLDPE  results  in  particular,  there 
would seem to be a threshold at which the amount of filler material has a detrimental effect 
upon  the yield  stress  recorded by  the dropweight apparatus, as  there  is a noticeable  trend 
whereupon the  increase  in percentage nanofiller from 0.5%wt to 1%wt results  in a recorded 
yield stress that is lower than for the 0.5%wt composite, and in some cases lower than for the 
base material. This effect has been seen to a lesser extent in the Quasi‐Static rate testing and 
may  be  a  coincidental  artefact  of  the  data  averaging  process,  or  as  a  consequence  of  the 
inability to control the applied strain rate to the same degree as with the lower‐speed testing. 
Concerning the blended polymers,  it  is seen from Figure 5.23 on page 102 that the blending 
process  has  dramatically  increased  the  yield  stress  of  the  resultant  base  blend  when 
compared  to  the constituent polymers. The  improvement attained, as with  the Quasi‐Static 
results,  in general surpasses that of the  increases found by the addition of the nanofillers to 
the  LLDPE  and  HDPE  homopolymers.  Of  the  three  formulations,  the  70%wt/30%wt  blend 
shows  the  greatest  increase  in  average  yield  stress  compared  with  the  pure  UHMWPE, 
12.05MPa  as  opposed  to  increases  of  7.15MPa  and  7.93MPa  for  the  80%wt/20%wt  and 
184 
 
75%wt/25%wt respectively. The addition of the nanofiller materials into the blended polymers 
has  returned  the  same  trends  as  for  the Quasi‐Static  results whereupon  the  improvement 
afforded by the addition of the filler material is not as pronounced as for the LLDPE and HDPE 
composites  and  is  far  outweighed  by  the  improvement  made  by  the  blending  process. 
Quantifiably,  the  greatest  measured  increase  in  average  yield  stress  came  from  the 
80%wt/20%wt  blend  with  0.5%wt  Carbon  Black,  which  showed  an  increase  of  11.63MPa 
compared  to pure UHMWPE  (4.48MPa  compared  to  its base blend).  It must be noted  that 
after yield the blended materials behave as the pure HDPE whereas the pure UHMWPE begins 
a phase of rapid strain hardening. 
With reference to the energy absorption characteristics of the different sample combinations 
in  the  Intermediate  strain  rate  regime,  for  the  LLDPE  composites  it  unsurprising  given  the 
stress‐strain results that the greatest increase in energy absorption at 40% strain compared to 
the pure  LLDPE  is  found by  the  addition of 0.5%wt Carbon Nanotubes, which produces  an 
average increase of 1.32MJm‐3. Also unsurprisingly, due to the lack of HDPE composites at this 
phase of testing, the greatest increase in energy absorption shown for the HDPE composites is 
for  the 0.5%wt Carbon Black  reinforced  samples where  an  average  increase of 2.5MJm‐3  is 
seen in the measured energy absorption at 40% strain compared to the pure HDPE polymer. 
Turning attention  to  the blended materials,  small  improvements  in energy absorption were 
seen compared to the UHMWPE at strains  lower then around 60% (0.6), however above this 
threshold  the  energy  absorption  behaviour  of  UHMWPE  increases  dramatically  and  the 
behaviour of the blends carries on in a similar manner to the pure HDPE. Concentrating on the 
region  below  60%  strain,  the  70%wt  UHMWPE/30%wt  HDPE  blend  revealed  the  greatest 
increase  in  energy  absorption  of  all  the  pure  blends,  an  average  increase  of  1.37MJm‐3 
compared  to  the  pure  UHMWPE.  Adding  the  nanofiller  materials  generally  increases  the 
amount  of  energy  absorbed  compared  to  the  base  blend,  although  these  composites  still 
follow  the same  trend as  the base blend, meaning  that as  the strain  is  increased past ~60% 
less energy is absorbed than the pure UHMWPE.  
To review, as for the Quasi‐Static results, the blended materials show a vast  improvement  in 
yield stress compared with the pure UHMWPE, although the behaviour after yield mirrors that 
of the pure HDPE. Similarly, the energy absorption properties of the blends show an increase 
over the UHMWPE  for strains  lower than 60% strain, but due to the shape of the UHMWPE 
stress‐strain curve  far more energy  is absorbed by  the pure UHWMPE  than  the blends after 
this  threshold.  It has also been  shown  that  the addition of  small amounts of  the nanofiller 
materials increases the yield stress and energy absorption of the LLDPE and HDPE significantly, 
and the blends by a small amount compared to their base polymers.  
9.1.3 High	Strain	Rate	–	Split	Hopkinson	Pressure	Bar	Equipment	
From  the  results  of  the High  Strain  Rate  testing,  performed  using  the  Split Hopkinson  Bar 
apparatus, (marked by the blue ticks in Table 2.1) that begin with Figure 6.19 on page 137 it is 
shown that as before, the addition of the small amounts of the nanofiller materials  into the 
base polymers shows an  increase  in  the average yield stress of  the  final composite. For  the 
LLDPE composites, it is shown that significant improvement is gained by the addition of 1%wt 
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Carbon Nanotubes  into the pure polymer as the average yield stress rises from 40.80MPa to 
50.81MPa, an increase of 10.01MPa, or 24.53% of the original yield stress.  
For  the  range of HDPE  composites  tested,  it was again  the 1%wt of  the Carbon Nanotubes 
added to the HDPE that produced  the greatest  increase  in average yield stress compared to 
that of the pure polymer. The average yield stress  in the 1%wt Carbon Nanotube composite 
was  reported  to be 14.75MPa higher  than  the pure HDPE polymer,  the  same vast  increase 
seen for the previous mechanical tests that may be attributed to a difference in the molecular 
weights of the base polymers as described earlier. The results for the UHMWPE show that the 
addition of  the 3%wt of  the Hectorite Nanoclay  filler  increases  the  yield  stress of  the pure 
HDPE, but as has been described before the lack of other UHMWPE composites precludes the 
formation of any trends as to the behaviour of the fillers within the UHMWPE matrix.  
With the blended polymers, similar results to that of the other tests are again seen, where the 
blending of  the UHMWPE and HDPE polymers produces a significant  increase  in yield stress 
which  is  then  improved upon by  the  addition of  the nanofiller materials,  albeit  to  a  lesser 
degree than the differential attained by the mixing of the polymers alone. Of the three blends 
tested,  it was again  the 70%wt/30%wt blend  that  showed  the greatest  increase  in average 
yield  stress  compared with  the  pure UHMWPE, with  an  average  increase  in  yield  stress  of 
7.59MPa  compared  to  4.41MPa  and  6.34MPa  for  the  80%wt/20%wt  and  75%wt/25%wt 
respectively. For the addition of the nanofillers, as mentioned above, a general improvement 
was seen for the addition of the Carbon Black fillers into the three materials, with the greatest 
improvement  in all three cases being from the addition of 0.5%wt Carbon Black, resulting  in 
the single greatest improvement of all three blends being from the 75%wt/25%wt blend with 
0.5%wt Carbon Black, which was an  increase of 10.42MPa compared  to  the pure UHMWPE 
(4.08MPa compared to  its base blend). In all cases, as for the Intermediate testing described 
above, the stress‐strain curves produced by the blends, and their associated nanocomposites, 
follow the shape of the pure HDPE polymer rather than the pure UHMWPE. 
For the results measured using the SHPB apparatus, especially clear in the tables presented in 
Appendix D,  there  is shown some similarity  to  the nanofiller amount  ‘threshold’ seen  in  the 
dropweight results where, as the amount of  filler  is  increased there becomes a point where 
the addition of further filler material is detrimental to the measured yield stress. As theorised 
before,  this may be due  to  the averaging process or due  to  the differential  in applied strain 
rates  between  the  results  being  larger  than  for  the Quasi‐Static  rate  testing,  owing  to  the 
equipment used. 
As  for  the previous mechanical  testing,  the changes  in stress‐strain curve shape and size by 
the addition of the nanofillers or by blending of the polymers that have afforded the increases 
in  yield  stress  described  above  have,  for  the most  case,  lead  to  the  increase  in  calculated 
energy  absorbed  by  the  impact.  This  energy  is  then  disseminated  in  a  variety  of  different 
ways; such as the proportion dissipated as heat which was seen to rapidly increase the surface 
temperature  of  the  test  sample  in  the  SHPB  experiments.  For  the  LLDPE  composites,  the 
maximum  increase  in  average  energy  absorption  was  for  the  1%wt  Carbon  Nanotube 
composite, which was an  increase of 1.36MJm‐3 compared  to  the pure LLDPE at 40% strain. 
The same concentration of Carbon Nanotube filler was responsible for the greatest increase in 
186 
 
HDPE  energy  absorption,  with  the  1%wt  composite  showing  an  increase  of  4.6MJm‐3 
compared to the pure HDPE at 40% strain.  
For the blended polymers, the resulting blends consistently outperformed the pure UHMWPE 
in terms of energy absorption, with the 70%wt/30%wt blend having the largest increase of all 
of the three base blends of 3.23MJm‐3 over the pure UHMWPE at 40% strain. The addition of 
the filler materials once again generally increased the average amount of energy absorbed by 
the blend, although only by 0.43‐1.46MJm‐3, except  for  the  two cases where  the amount of 
energy absorbed by the composite was less than for the base blend by itself. 
In summary, yet again the blended polymers show significant improvement to the yield stress 
and energy absorption characteristics of the pure HDPE and UHMWPE polymers, although  it 
must be noted that the shapes of the corresponding curves on the figures follow those of the 
pure HDPE  rather  than  the UHMWPE  albeit  at  a  changed  scale.  It was  also  seen  that  the 
addition  of  the  nanofillers  showed  substantial  improvement  upon  the  LLDPE  and  HDPE 
polymer  properties,  however  the  effect was much  less when  combined with  the  blended 
polymers, although a general improvement was still seen. 
9.1.4 Thermal	Analysis	‐	Differential	Scanning	Calorimetry	
Regarding the Thermal Analysis results, attained using Differential Scanning Calorimetry upon 
the sample materials (marked with a green tick in Table 2.1 on page 34), that start with Figure 
7.4 on page 162, it is seen that the addition of the nanofiller materials would appear to make 
little difference  to  the melting properties of  the material, although  the peaks shown on  the 
thermograms would  appear  to  broaden,  indicating  an  earlier  onset  of melting.  It must  be 
noted that the peak melting temperature lies within ±2°C of the base material which is typical 
of a Eutectic system, where whilst  the chemical composition of a mixture  is  the same as  its 
constituent parts, melting occurs at a lower temperature.  
Despite  the above,  looking at Figure 7.6 on page 164 would  lead  the  reader  to believe  that 
there is a change in melting temperature for some of the HDPE composites due to there being 
two distinct sets of curves, whilst closer inspection of a second HDPE material tested (from a 
different batch than the original) would make  it seem that the different sets of curves relate 
to  two different base HDPE polymers. This  realisation puts  into context  the spurious  results 
seen  in  the Quasi‐Static and High  strain  rate  results as being due  to  this difference  in base 
polymer, suspected as being due to manufacturer supply of the base polymer to the materials 
department that was subsequently  formed  into the test samples. Knowing this,  it  is clear  to 
see that the HDPE material behaves exactly the same as for the LLDPE when loaded with the 
nanofillers, validating  the  conclusions drawn above about  improvement being  found by  the 
addition of  the nanofillers, although maybe not  to  the extent quoted. With additional  time, 
this would have been investigated further.  
Interestingly, some of the blended polymers showed a double peak (or a stepped peak for the 
case of  the 70%wt UHMWPE/30%wt HDPE composites) which  could be  indicative of a  two‐
stage melting process, and that the component materials may have not fully blended.  
The crystallinity of  the samples at  the state at which  the mechanical  testing was performed 
was also determined from the  latent heat of melting by comparing with the reference value 
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for pure Polyethylene. It was seen that the amount of crystallinity imparted from the sample 
formation process  is not  significantly  changed with  the  inclusion of  the nanofillers  and  the 
slight  differences  can  only  be  attributed  to marginal  errors within  the  timings  used  in  the 
formation process.  
9.1.5 Density	Measurement	–	Helium	Pycnometer	Equipment	
The density results, attained for the materials marked with a purple tick  in Table 2.1 using a 
combination  of  a Helium  Pycnometer  for  volume  determination  and  a  standard  laboratory 
balance for weight measurement, are shown  in Figure 8.2 on page 178 and  in Table 11.38  in 
Appendix  F.  It  is  seen  that  the  addition  of  the  nanofillers  into  the  base  polymers  shows  a 
general reduction  in the measured density of the resulting composite. As  is described  in the 
relevant  chapter,  the  author’s  theory  as  to why  this  occurs  is  due  to  the matrix  polymer 
receiving  the  filler materials by disturbing  the densely packed  structure,  spreading out  the 
polymer chains such that they surround the large inclusions.  
It must be noted  that  the pure  LLDPE and HDPE polymers  showed  inconsistencies with  the 
literature values  found  for  the usual examples of  these polymers, which  for  the HDPE may 
indicate  the  lacklustre performance of  the pure polymer and some of  the HDPE composites 
described  in the mechanical testing as being due to the pure HDPE used  in the formation of 
these samples being closer to that of LLDPE than the expected HDPE. As  it was assured that 
the  samples  supplied were HDPE  rather  than  LLDPE  it must  be  surmised  that  there was  a 
problem at  the  supply‐end. This evidence  corroborates  the  thermal analysis detailed above 
that there was two grades of HDPE used, and from the general  increase  in density found for 
the blended materials it must be assumed that these were made with a correct HDPE polymer 
and are therefore valid for the conclusions drawn. 
Summing up,  regarding  the effect upon  the density  found by  the addition of  the nanofiller 
materials,  it was  seen  that generally  there  is a  reduction  in density,  the extent of which  is 
dependent  upon  the  amount  of  filler  used  in  preparing  the  composite.  The  effect  is  also 
seemingly lessened when applied to the blended polymers. 
9.2 Comparative	Analysis	
The  following  describes  the  analysis  of  the  combined  data  from  the  mechanical  testing 
performed  in earlier chapters,  summarised above,  the aim being  to describe  the  strain  rate 
sensitivity of the polymeric materials under test. In all of the experimentation, as described in 
section 2.5.1, any geometrical effects were  reduced by using  samples of  similar dimensions 
(within  acceptable  formation  tolerances)  in  the  three  experimental methodologies. Where 
appropriate,  the  same  lubricant  ‐  a  high melting‐point  grease  containing  the  low  friction 
additive Molybdenum Disulphide  ‐ was used  to ensure  constant  frictional  conditions  in  the 
two experiments where this could be controlled.  
In  order  to  evaluate  the  results  between  the  three  experimental methods  a  comparable 
scaling has  to be used, as  the  strain  rates at which  the  tests were performed were up  to 7 
orders of magnitude different, and therefore not easily plotted on the same axes. It is for this 
reason that  in Figure 9.1 – and the subsequent figures ‐ below, the yield stresses are quoted 
as a  function of  the of  the  strain  rate on a  logarithmic  scale. The  choice of using  the  yield 
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stress, rather than the flow stress at 10 or 20% strain for instance, was justified by Walley and 
Field  (Walley  &  Field,  1994)  as  whilst  the  material  may  yield  at  different  strains  when 
deformed  at  diverse  rates  of  strain  (as  seen  in  the  example  Figure  9.2  shown  later  in  this 
chapter),  the  yielding  of  the material  is  likely  to  occur whilst  the  polymer  is  in  the  same 
microstructural state.  
Combination of the average results for each method for the yield stress, shown in Figure 9.1, 
below,  shows  that whilst –  for  the most part  ‐  there may appear  to be an  increasing  yield 
stress trend as the strain rate is increased, the lack of data over the bulk of the intermediate 
strain  rate  region would  preclude  any  specific  all‐encompassing  numerical  solution  for  the 
yield stress behaviour at this time.  
 
Figure 9.1 ‐ LLDPE Yield Stress as a Function of Strain Rate  
Regarding Figure 9.1 above, it is clear to see the transition between isothermal and adiabatic 
processes, as seen by other researchers in the field such as in the work of Mulliken and Boyce 
(Mulliken & Boyce, 2006) and Hamdan and Swallowe (Hamdan & Swallowe, 1996) mentioned 
in the Literature Review earlier  in this report. The transition  is due to the timescale for heat 
transfer  being much  longer  in  the  lower  strain  rate  experiments  than  for  the  higher  rate, 
where  the duration of  the experiment  is  far  shorter  than  the  time needed  to dissipate  the 
heat generated  in absorbing  the  impact energy. The  rising  temperature  in  the  sample after 
yield causes strain softening rather than the strain hardening seen  in the Quasi‐Static results 
that occurs as  the heat  is allowed  to dissipate. The nature of  this  curve  is a  result of using 
representative yield  stresses  in  the analysis as usually  the  rise  in  temperature  is  found only 
after the actual yield occurs. 
This hypothesis is supported by brief work using a FLIR Systems ThermaCAM® SC3000 Infrared 
Camera  attached  to  the  Split Hopkinson  Bar  System  late  into  the  project.  The  results  (not 
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presented)  suggested  a  rise  in  external  surface  temperature  of  at  least  15‐25°C  when 
impacted under  the  same  experimental  conditions  as  the  results presented  above.  Further 
evidence  can  be  gleamed  from  comparing  the  three  stress‐strain  curves,  such  as  in  the 
example shown for LLDPE with 1%wt TiO2 (chosen at random)  in Figure 9.2, below, where  it 
can be  seen  that  the Quasi‐Static  strain  rate  results, using  the Hounsfield  testing machine, 
show  a  significant  amount  strain hardening not present  in  the  typical  curves  for  the other 
methods.  
 
Figure 9.2 ‐ Comparison of Average Stress‐Strain Data for LLDPE 1%TiO2 Samples 
Returning to the results presented in Figure 9.1 it can be seen that the strain rate sensitivity, 
at  the  lower  strain  rates,  for  the  pure  LLDPE  is  0.80MPa  per  decade,  calculated  from  the 
gradient  of  the  line  connecting  the Quasi‐Static  and  Intermediate  average  results.  For  the 
higher strain rates, this rises to an average value of 15.19MPa per decade for the pure LLDPE. 
As mentioned  previously,  this  is  only  a  rough  estimate  as more  data within  the  expansive 
Intermediate strain rate range would be needed to be able to deduce a numerical model for 
the material behaviour and determine the exact turning point of the line.  
As Table 11.39 in Appendix G shows, the strain rate sensitivities for the LLDPE composites vary 
wildly,  although  there  is  a  general  trend  that  the  addition  of  the  nanofillers  increases  the 
sensitivity, meaning that the yield stress is slightly higher for each step increase in strain rate 
attained  compared  to  the pure  LLDPE.  The  sensitivity  increases  found  for  the  specific  filler 
materials  are  as  expected  given  the  stress‐strain  results  summarised  at  the  start  of  this 
chapter, with the greatest  increases afforded by the  inclusion of the Carbon Nanotube filler, 
specifically 0.5%wt for the lower strain rates and 1%wt for the higher strain rates.  
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Figure 9.3 ‐ HDPE Yield Stress as a Function of Strain Rate 
As  is evident from the tabulated results and the figure above, the strain rate sensitivity data 
for  the  HDPE  composites  is  lacking  due  to  the  dearth  of  materials  available  when  the 
dropweight  testing was performed. From  the results presented above,  it  is clear  to see  that 
even with  the missing  data  there  is  a  clear  trend  in  increasing  yield  stress with  increasing 
strain rate, as seen in the LLDPE results shown above.  
It is also quite evident from Figure 9.3 above that as described in the earlier chapters there is a 
significant  improvement  in  yield  stress  to  be  found with  the  introduction  of  the  nanofiller 
materials  into  the  HDPE  matrix;  where  the  pure  HDPE  and  Clay  composites  are  closely 
matched while the Carbon‐based and Titanium Dioxide fillers bring about a  large  increase  in 
yield stress  for deformation at a similar strain  rate. As mentioned previously,  it  is  theorised 
that there is a disparity in the HDPE material used when forming the composites which would 
lead to the results shown above. Putting this to one side for a moment, it can be seen that the 
spread of results for the aforementioned Carbon‐based and Titanium Dioxide filled polymers 
would  indicate that there  is some  improvement to be sought from the addition of the fillers, 
however  it may  not  be  as  significant  as  the  results  above,  compared  to  the  pure  sample, 
appear to show.  
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Figure 9.4 ‐ UHMWPE Yield Stress as a Function of Strain Rate 
Figure 9.4, above, shows  the sensitivity of  the yield stress of  the UHMWPE materials  to  the 
rate at which they are deformed. For these polymers a slightly different trend is seen to what 
has been described for the LLDPE and HDPE materials previously, in that for the initial portion 
of the figure, covering the results from the Quasi‐Static Hounsfield machine and Intermediate 
Dropweight apparatus, there  is a well‐defined drop  in yield stress with  increasing strain rate 
for the pure UHMWPE and Commercial UHMWPE rather than the increase shown by the other 
base polymers.  
From  the  results  in  Table  11.39  it  is  shown  that  these  decreases  for  the  lower  strain  rate 
portion of  the  figure are of 0.34 and 0.17MPa/Decade  respectively  for  the  two examples of 
UHMWPE,  whilst  in  the  latter  portion  of  the  figure  this  trend  is  reversed  and  significant 
increases of 19.52 and 22.73MPa/Decade are seen between the Dropweight results and  the 
SHPB  data.    The  addition  of  the  3%wt  Clay  into  the  UHMWPE  matrix  shows  a  modest 
improvement in yield stress at the highest strain rates when compared to the pure UHMWPE, 
with the strain rate sensitivity  in this area being such that an order of magnitude  increase  in 
strain rate brings about an increase in yield stress of 25.88MPa.  
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Figure 9.5 ‐ UHMWPE 80% HDPE 20% Yield Stress as a Function of Strain Rate 
The above  figure, Figure 9.5,  shows  the effect  that blending 20%wt of HDPE  into UHMWPE 
(80%wt of the base blend) has upon the strain rate sensitivity of the measured yield stress. As 
is evident  from  the  figure,  the base blend  shows a  significant  increase  in  yield  stress at all 
points over the pure UHMWPE and HDPE polymers, much more than the effect the addition of 
the nanofiller materials have upon the blended polymer.  
It  is  shown  that  at  low  rates  of  strain,  and  to  a  degree  at  the  highest  rates  of  strain,  the 
addition of the Carbon Black nanofillers make little‐to‐no effect upon the yield stress whereas 
in the centre portion of the figure there is a much more pronounced disparity in the measured 
yield stress of the pure blend and the two composites that  is not as easily seen  in the other 
presented  results  in  this  section. Whilst  the dropweight  result  for  the 0.5%wt Carbon Black 
composite  is an average of  three measurements with different  samples,  it may be possible 
that errors have been  captured, either  from  the measurement process or  from  the  sample 
material  itself which could produce such an uncharacteristic  increase when compared to the 
other results in this section.  
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Figure 9.6 ‐ UHMWPE 75% HDPE 25% Yield Stress as a Function of Strain Rate 
Figure 9.6 above and Figure 9.7 below  show much  the  same general  trends  for  the 75%wt 
UHMWPE/25%wt HDPE  and  70%wt UHMWPE/30%wt HDPE  blends  respectively, where  the 
effect  of  the  blending  of  the  two  polymers  has  a  larger  effect  upon  the  yield  stress  than 
adding  the  filler materials  to  the blend does.  In  the  above  figure,  the  addition of  the  filler 
materials  is  shown  to  have  a  general  increase  in  yield  stress when  compared  to  the  base 
blend,  albeit  by much  less  than  the  increase  from  the UHMWPE  or HDPE  polymers  at  the 
Intermediate‐High strain rates.  
Concerning  the  strain  rate  sensitivity,  for  the most part  there  is  a  similar  increase of  ~0.3‐
0.7MPa for each order of magnitude increase in strain rate for the lower portion of the figure, 
which rises sharply in the second portion in the same style shown by the pure polymers in this 
work and in the work of other researchers.  
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Figure 9.7 ‐ UHMWPE 70% HDPE 30% Yield Stress as a Function of Strain Rate 
Whilst  the case  for  the 70%wt UHMWPE/30%wt HDPE blend shown above  is  limited due  to 
the  lack of different  composites,  it  shows  clearly  that  there  is  little difference between  the 
base blend and  the 0.5%wt Carbon Black composite  for  the  lowest and highest strain  rates, 
and  it  follows  from  the  above  data  that  it  is  expected  that  had  experimentation  been 
performed  in  the  Intermediary  region  there would  be  little  difference  in  the  average  yield 
stress from that measured from the base blend.  
Figure 9.8, below, is a composite plot of the effect that the differing amounts of UHMWPE and 
HDPE within  the blended polymers makes upon  the yield stress at  the  three different strain 
rate  regions.  As  can  be  seen  from  the  figure,  at  the  lowest  strain  rates  attained  by  the 
Hounsfield machinery  the  three blends perform  similarly,  showing 2‐4MPa  improvement  in 
average  yield  stress over pure UHMWPE and  significant  improvement over  the pure HDPE. 
Increasing  strain  rates  starts  to  separate  the  three  curves  out  from  one‐another  showing 
increasing yield stress with an increasing HDPE content (and conversely decreasing UHMWPE 
content). As mentioned in the discussion for the High Strain Rate testing, synonymous results 
from the  literature –  in the work of Lim et al. (Lim, et al., 2005) – show that  in their findings 
the that increasing the HDPE content improved their material such that the optimum ratio of 
UHMWPE to HDPE was found to be 50%wt:50%wt, which whilst this exact ratio was not tested 
in this investigation, this shows the same general trend as seen in the presented results below 
that  high  strain  rate  improvement  is  sought  by  having  a  predominantly  large  UHMWPE 
percentage  mixed  with  enough  HDPE  to  have  the  ideal  balance  between  entangling  the 
UHMWPE chains and allowing the UHMWPE molecules to move and redistribute the applied 
force. 
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Figure 9.8 ‐ Pure Blended Samples Yield Stress as a Function of Strain Rate 
The following figures relate to the effect that crystallinity has upon the mechanical properties, 
with each concerning the average representative yield stress and average energy absorption 
at 40% strain as a function of the average crystallinity of the sample material. The first figure, 
Figure 9.9 below, shows that in the Quasi‐Static strain rate region there is an approximately 
linear increase in both yield stress and energy absorption as the crystallinity is increased, 
evidently due to the increases in density relating to the increase in crystallinity. 
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Figure 9.9 ‐ Yield Stress and Energy Absorption as a function of Crystallinity for the Quasi‐Static Strain Rate tests 
Figure  9.10,  below,  shows  similar  trends  for  the  Intermediate  strain  rate  region,  as  the 
average  representative  yield  stress  shown  on  the  blue  primary  axis  increases  linearly with 
crystallinity  increase  much  the  same  as  the  average  energy  absorption  (at  40%  strain) 
increases with the rise in crystallinity. 
 
Figure 9.10 ‐ Yield Stress and Energy Absorption as a function of Crystallinity for the Intermediate Strain Rate 
tests 
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Finally,  the  results  from  the  High  strain  rate  region  show  identical  trends  to  the  previous 
figures, as there is an apparent linear increase in both average representative yield stress and 
average  energy  absorption  at  40%  strain  as  the  crystallinity  of  the  sample  materials  is 
increased. Obviously, these figures do not take the specific filler materials into consideration, 
and  it may be that the effect of the fillers  is that the filler materials are acting as nucleation 
sites  for  the  crystallinity,  affecting  the  material  properties  as  a  result  in  the  change  in 
crystallinity rather than as a result of the specific materials.  
 
Figure 9.11 ‐ Yield Stress and Energy Absorption as a function of Crystallinity for the High Strain Rate tests 
As an aside, the recovered samples from the experimentation varied depending upon the 
testing apparatus used. Figure 9.12, below, shows an image of a selection of the recovered 
samples for three different random materials after testing with the three different mechanical 
tests. The two untested samples (not marked with a sample number) show the extent to 
which some of the samples had been deformed. Please note that the prefixes applied to the 
sample numbers in the caption relate to the testing apparatus used; H for the Hounsfield 
Machinery, DW for the Instrumented Dropweight and S for the Split Hopkinson Pressure Bar 
apparatus.   
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Figure 9.12 ‐ Recovered Samples from Mechanical Testing  
Working clockwise from the left of the image: HDPE ‐ H34, DW5, S25, Untested Sample; LLDPE 0.5%CNT ‐ H18, 
Untested Sample, DW14, S15; Commercial UHMWPE ‐ H64, S61, DW11. 
(Standard UK 50pence coin included for scale) 
From  the  photograph  in  the  above  figure  it  is  clear  to  see  that  the  (relatively)  longer 
deformation  times  of  the  Hounsfield  and  Dropweight  apparatus  allow  much  more 
compression of the sample to occur than the very short timescales in the SHPB apparatus. In 
the case of  the Hounsfield machinery,  the sample  is squeezed out between  the  rollers over 
several minutes.  It  is  speculated  that  shape of  the  recovered  samples  from  the Dropweight 
testing on  the HDPE and  LLDPE  composite  samples above, with a  thicker  centre piece  that 
sometimes detaches  from  the outer ring  (hence  the need  to  label both parts),  is due  to  the 
sample geometry as there is a slight lip on the samples as an artefact of removing them from 
the sprue, as described in section 2.5.1, which may expand to become the very thin outer ring 
upon compression.  
It  is worth  noting  that  none  of  the  recovered  samples  for  this  experimentation  had  been 
found to be ruptured completely during the SHPB testing, however a couple of samples were 
slightly mangled after the test had been performed, which is probably due to slippage of the 
sample  between  the  pressure  bars  as  the  pressure  wave  is  transmitted.  This  explanation 
seems  likely  as  a  number  of  samples  were  seen  to  be  rapidly  expelled  from  the  testing 
apparatus  as  the  test was being performed,  fractionally  after  the projectile  struck  the pre‐
loading bar, which could be due to one of two equally  likely explanations; either the sample 
was expelled  as  a  result of  the pressure wave being  reflected  from one of  the bar/sample 
faces, causing slight movement  in the sample, or the bar or sample faces were not perfectly 
parallel and therefore the mis‐alignment caused the sample to be expelled as the bar faces are 
brought together. As can be seen from the results presented previously, it would appear that 
this  phenomenon  causes  no  detriment  to  the  recorded  data  or  its  extrapolation  to  a 
reasonably‐quantifiable trend. 
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Chapter		10 Conclusions	and	Recommendations	for	Further	Work	
 
10.1 Conclusions	
In  realising  the  main  objectives  of  this  investigation,  a  commercial  compression  testing 
machine  along  with  ‘in‐house’  built  dropweight  and  Split  Hopkinson  Pressure  Bar  (SHPB) 
systems were used  to determine  the macroscopic mechanical behaviour under compression 
of a range of pure and blended polyethylene polymers, with and without reinforcement from 
a number of filler materials, over a wide range of strain rates (~10‐3 – 104s‐1).  
The mechanical testing apparatuses were used to obtain a set of stress‐strain curves for the 
different materials from which the average representative yield stresses  ‐ the determination 
of which is described in the respective chapters – were plotted as a function of the deforming 
strain  rate  in  a  series of  figures displayed  in  Section  9.2  starting on page  188.  From  these 
figures,  and  the  aforementioned  stress‐strain  curves,  conclusions  can  be  drawn  about  the 
mechanical properties of the polymer composites and the effect that the blending process and 
the addition of the nanofiller materials has upon them.  
For  the Linear Low Density Polyethylene  (LLDPE), High Density Polyethylene  (HDPE) and  the 
blends of HDPE and Ultra‐High Molecular Weight Polyethylene (UHMWPE), it was seen that as 
the strain rate  is  increased,  the average representative yield stress  increases, with a  turning 
point at around 103s‐1.    It  is  in the second portion of this curve that the testing  is essentially 
adiabatic  due  to  the  testing  taking  place  over  a  short  timespan which  does  not  allow  the 
generated heat  to dissipate. The  results  for  the pure UHMWPE  show  the  same  increase  in 
average representative yield stress after 103s‐1, however a drop  is seen for the  initial portion 
from 10‐3 to 103s‐1.  
Concerning  the addition of  the nanofiller materials,  in  the results obtained by each piece of 
equipment  it was  seen  that  incorporating  the  filler materials  ‐ Carbon Black  (CB), Titanium 
Dioxide  (TiO2),  Exfoliated  Hectorite  Nanoclay  and  Carbon  Nanotubes  (CNT)  –  showed  an 
increase  in  the  flow  and  yield  stresses  of  the  resulting  composite  with  the  magnitude 
dependent upon the base material that the filler was added into. For instance, adding the filler 
materials  into  the  LLDPE  or  HDPE  polymers  produced  a  far more  pronounced  increase  in 
average  yield  stress  than mixing  the  same  concentration of  filler material  into  the blended 
polymers. Of the filler materials, the general trend across all three mechanical tests was that 
the  Carbon Nanotube  filled  composites  showed  the  greatest  increase  in  average  flow  and 
yield stresses, closely followed, and  in some cases surpassed, by the Carbon Black filler. This 
result  is promising as the use of the Carbon Nanotube or Carbon Black filler materials within 
the comparatively cheap HDPE polymer matrix (as opposed to the more costly UHMWPE) has 
been shown  to  improve  the properties of  the HDPE  to surpass  those of  the pure UHMWPE, 
and may be used as a viable replacement for the UHMWPE in situations where cost‐saving is a 
priority.  
However, also  interesting  is the outcome of the blended material testing, where the mixture 
of  the  Ultra‐High  Molecular  Weight  and  High  Density  Polyethylene  in  three  ratios: 
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80%wt/20%wt, 75%wt/25%wt and 70%wt/30%wt of UHMWPE and HDPE respectively; shows 
a significant increase in the average representative yield and flow stresses when compared to 
both the pure HDPE and the pure UHMWPE. For the blends, altering the ratio to increase the 
HDPE content favours an increase in the yield stresses that mirrors the work of Lim et al. (Lim, 
et  al.,  2005)  for  tensile mechanical  properties.  As mentioned  above,  the  addition  of  the 
nanofillers into the blended polymer matrices produces only a slight increase in yield and flow 
stresses compared to that seen by the LLDPE and HDPE polymers or by the increase afforded 
by the blending process.  
Regarding the energy absorption characteristics of the both the reinforced pure polymers and 
the  filled/unfilled blended material composites,  the  same  trends are  seen as  for  the  stress‐
strain results shown above, with the addition of the filler materials  increasing the amount of 
energy absorbed by the composite for the pure polymers and to a lesser degree the blended 
samples, where the act of blending the polymers has in its own way increased the amount of 
energy absorbed during impact. 
Thermal analysis of the pre‐tested samples (i.e. after sample formation) was performed using 
Differential  Scanning  Calorimetry  (DSC)  to  determine  the  effect  of  the  addition  of  the 
nanofiller  materials  and  blending  the  polymers  has  upon  the  melting  characteristics  and 
crystallinity  of  the  final  samples.  It was  seen  that  the  addition  of  the  nanofiller materials 
makes little difference to the melting properties of the material, only broadening the melting 
peaks on  the thermograms,  indicating an earlier onset of melting as  is typical of an Eutectic 
system.  Interestingly,  the blended polymers displayed double or stepped peaks  that may be 
indicative of a two‐stage melting process or that the component materials may have not fully 
blended.  On  the  subject  of  the  crystallinity  changes  imparted  by  the  reinforcement  and 
blending processes, it was seen that there was minimal difference between the crystallinities 
of  the base polymers and  the nanocomposites, and most  fell within a  reasonable margin of 
error that can be expected with the method of sample production.  
Finally,  density  measurements  were  made  using  a  Helium  Pycnometer  for  the  volume 
determination and a standard laboratory balance for the weight measurement. It is seen that 
for the addition of the nanofillers there is a reduction in the measured density of the resultant 
composite, with  the author’s  reasoning behind  this  trend described  in  Section 8.1.4.  It was 
also with the results of the density analysis that conclusions can be made about the nature of 
the  HDPE  polymers  used  in  the  investigation,  as  earlier  mechanical  testing  had  found 
discrepancies  in  the behaviour of  the pure HDPE and some of  the composites.  It was  found 
during the density analysis that the pure HDPE tested showed a lower than expected density, 
closer to LLDPE than the accepted value, which corroborates the theory postulated after the 
thermal analysis of  there being  two different grades of HDPE used  in  the  investigation. This 
however would not seem to affect the results given above as only certain samples of the pure 
polymer  and  the HDPE/Clay  composites  seem  to have been  formed with  this batch of  low 
density polymer.  
As to answer the underlying question as to whether the composite materials may be useful as 
a  component  in  either  vehicle  or  body  armour,  it  has  been  seen  that many  of  the  HDPE 
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nanocomposites  along with  the blended materials possess properties  that  surpass  those of 
the pure UHMWPE commonly found in armour materials.  
Recalling the ideal properties for the Trauma Attenuating Backing (TAB) used in body armour 
as outlined  in Section 1.6.1.1.4 starting on page 8, the materials studied  in this  investigation 
have been shown to exhibit properties in line with the criteria described.  
Firstly, the acoustic impedance of polyethylene is shown from the literature to be much lower 
than  both  the  armour  steels  and  the  typical  ceramics  such  that  there  should  be  suitable 
attenuation of  the high speed shockwave  imparted by  the  impact of  the projectile onto  the 
armour face. Secondly, the materials deform under compression to cushion the wearer of the 
body armour by restricting the movement of the armour materials towards the thorax for the 
case of a protective vest. Thirdly, and possibly the most applicable to the testing performed in 
this  investigation,  the  aforementioned  composite materials  show  an  increased  amount  of 
energy absorption when compared to the pure UHMWPE polymer.    
Concerning  the  suitability  for  retroactive vehicle  lining,  the polymers described  in  this work 
cover most of the criteria outlined in Section 1.6.2.1.1 on page 10, such as firstly possessing an 
increased ballistic protection compared to the pure UHMWPE evidenced by the  increases  in 
yield and flow stresses and the enhanced energy absorption characteristics. Additionally, the 
process  of  the  sample  formation  used  for  the  polymer  composites  leads  to  an  ease  of 
installation as a retroactively‐fitted panel to the interior of vehicles as plates of the composite 
would be easily workable to shape and bolt/adhere to faces of any shape or size.  
It  is  seen  from  the  measured  densities,  comparing  with  those  given  for  typical  armour 
components  in Table 1.1 on page 7  that  the polymers are  sufficiently  lightweight as not  to 
impede  the manoeuvrability  of  any  vehicle  that  the  spall  liners  are  applied  to.  From  the 
literature  it  is known that polyethylenes have a high degree of chemical resistance and from 
the  high  strain  rate  results  it  is  shown  that  the  polymers  have  reasonable  resistance  to 
deformation  at  the  slightly  elevated  temperatures  that  the  nature  of  the  testing  provides 
however further investigation would be needed to be certain.  
On  the  subject  of  the  specific  additives  recommended  for  armour  use,  it  would  seem 
pertinent to endorse the use of Carbon Nanotubes given their general trend in producing the 
greatest  increases  in yield and flow stresses along with the greater energy absorption across 
the three mechanical tests, however the cost may be restrictive to industrial use. For example, 
in 2012i the cost per‐ton of Industrial Grade Multi‐Walled Carbon Nanotubes was $95,000 USD 
per ton (Cheaptubes.com, 2012) whereas the cost of Carbon Black in 2011i was approximately 
$1000 USD per ton (United Business Media, 2011).  
As  is  seen  in  the  results  for  the mechanical  testing,  there  is  little difference between  those 
composites with Carbon Nanotube reinforcement and those with Carbon Black additives. It is 
for  this  reason  that  it may be  appropriate  to  recommend  further  investigation of HDPE or 
UHMWPE/HDPE blended samples with the Carbon Black  filler material due to the promising 
                                                            
i The most recent data available at the time of writing 
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results obtained considering that the Carbon Black filler  is usually used as a cheap  industrial 
pigment. 
10.2 Recommendations	for	Further	Work	
In continuation of the work described in this thesis it would be beneficial to:  
 Investigate  further  sample  formulations,  in  terms of an expanded  range of blended 
materials; working for example in 5%wt increments from the pure UHMWPE polymer 
to  the  pure  HDPE  polymer;  and  the  base  polymers  loaded  with  larger  filler 
concentrations  to  see  what  effect  may  be  found  and  to  examine  further  the 
‘threshold’ effect seen in some of the mechanical testing. 
 Investigate  the  performance  of  the  studied materials  at  a  range  of  strain  rates  in 
between those of the data presented above in order that a more precise constitutive 
relation  can  be  formed  for  the  yield  behaviour  of  the material. With  such  data  it 
would be easier for future researchers to accurately model the material performance 
using computer software tailored for specific applications.  
 Investigate the performance of the studied materials at a range of temperatures, both 
above and below ambient, using the mechanical testing equipment. Methods exist for 
raising  the  sample  temperature  in  the  employed  apparatus;  however  means  for 
lowering  the  sample  temperature  for  some  of  the  equipment  would  need  to  be 
explored. 
 Perform Differential Scanning Calorimetry on the tested samples to see  if there  is an 
increase  in  the  crystallinity  of  especially  the Dropweight‐  and  Split Hopkinson  Bar‐
tested samples, which may  indicate  that  the polymers are getting harder during  the 
impact, causing the shape of the comparison curves in Section 9.2. 
 Further  analyse  the HDPE  samples  used  in  the  experimentation  to  determine  their 
legitimacy,  including checking the density or thermal properties of a  larger subset of 
the  raw and  formed HDPE  sample material  to  see  if  there  is  two noticeable groups 
which would indicate the presence of a different formulation. 
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Appendix	A	‐	 Tables	for	Quasi‐Static	Strain	Rate	Testing	
 
 
Material  Strain Rate (s‐1) 
Yield Stress 
(MPa) 
Flow Stress at Percentage Strain (MPa) 
10%  20%  40%  60% 
LLDPE  3.05x10‐3  24.13  17.26  29.36  67.08  323.33 
LLDPE 0.5%CB  3.13x10‐3  26.26  19.84  31.98  69.46  326.69 
LLDPE 1%CB  3.15x10‐3  24.13  15.79  29.60  65.49  271.34 
LLDPE 2%CB  3.07x10‐3  27.22  19.19  31.52  67.00  284.16 
LLDPE 0.5%CNT  3.21x10‐3  26.83  20.47  33.09  69.05  315.11 
LLDPE 1%CNT  3.43x10‐3  27.68  20.22  33.19  69.66  306.64 
LLDPE 3%Clay  3.25x10‐3  24.47  17.00  29.38  64.58  291.66 
LLDPE 4%Clay  3.25x10‐3  23.79  17.00  29.79  64.72  276.86 
LLDPE 1%TiO2  3.06x10‐3  26.26  19.03  31.13  67.16  309.94 
HDPE  3.19x10‐3  24.67  15.72  28.92  64.36  278.27 
UHMWPE  3.00x10‐3  29.43  17.76  34.50  89.79  534.40 
Table 11.1– Average LLDPE Quasi‐Static Stress‐Strain Properties 
Material  Strain Rate (s‐1) 
Energy Absorbed at Percentage Strain (MJm‐3) 
10%  20%  40%  60% 
LLDPE  3.05x10‐3  0.78  3.14  12.44  38.95 
LLDPE 0.5%CB  3.13x10‐3  0.96  3.56  13.40  40.40 
LLDPE 1%CB  3.15x10‐3  0.61  2.95  12.17  36.44 
LLDPE 2%CB  3.07x10‐3  0.92  3.48  13.05  38.23 
LLDPE 0.5%CNT  3.21x10‐3  0.98  3.66  13.71  39.97 
LLDPE 1%CNT  3.43x10‐3  0.88  3.57  13.68  39.62 
LLDPE 3%Clay  3.25x10‐3  0.72  3.08  12.18  37.04 
LLDPE 4%Clay  3.25x10‐3  0.68  3.07  12.24  36.62 
LLDPE 1%TiO2  3.06x10‐3  0.92  3.44  12.97  39.01 
HDPE  3.19x10‐3  0.60  2.89  11.91  36.16 
UHMWPE  3.00x10‐3  0.74  3.39  15.11  54.66 
Table 11.2 ‐ Average LLDPE Quasi‐Static Energy Absorption Properties 
Material  Strain Rate (s‐1) 
Yield Stress 
(MPa) 
Flow Stress at Percentage Strain (MPa) 
10%  20%  40%  60% 
LLDPE  3.05x10‐3  24.13  17.26  29.36  67.08  323.33 
HDPE  3.19x10‐3  24.67  15.72  28.92  64.36  278.27 
HDPE 0.2%CB  3.19 x10‐3  38.54  29.03  45.56  90.90  374.28 
HDPE 0.5%CB  3.11 x10‐3  36.03  30.30  45.39  91.71  434.82 
HDPE 1%CB  2.91 x10‐3  38.89  24.47  43.50  87.84  349.72 
HDPE 1%CNT  3.03 x10‐3  41.91  27.81  48.07  95.97  377.67 
HDPE 1%Clay  2.97 x10‐3  23.40  17.49  30.05  66.90  290.06 
HDPE 1.5%Clay  3.16 x10‐3  19.43  17.24  30.21  66.95  313.00 
HDPE 2%Clay  3.21 x10‐3  24.94  17.21  29.61  66.10  303.70 
HDPE 1%TiO2  3.04x10‐3  39.74  24.92  44.23  90.41  356.03 
UHMWPE  3.00x10‐3  29.43  17.76  34.50  89.79  534.40 
Table 11.3 ‐ Average HDPE Quasi‐Static Stress‐Strain Properties 
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Material  Strain Rate (s‐1) 
Energy Absorbed at Percentage Strain (MJm‐3) 
10%  20%  40%  60% 
LLDPE  3.05x10‐3  0.78  3.14  12.44  38.95 
HDPE  3.19x10‐3  0.60  2.89  11.91  36.16 
HDPE 0.2%CB  3.19 x10‐3  1.33  5.12  18.36  51.00 
HDPE 0.5%CB  3.11 x10‐3  1.68  5.46  18.70  54.22 
HDPE 1%CB  2.91 x10‐3  0.92  4.44  17.18  49.09 
HDPE 1%CNT  3.03 x10‐3  1.02  5.00  19.08  53.50 
HDPE 1%Clay  2.97 x10‐3  0.78  3.19  12.58  37.93 
HDPE 1.5%Clay  3.16 x10‐3  0.85  3.25  12.65  38.73 
HDPE 2%Clay  3.21 x10‐3  0.74  3.13  12.39  37.89 
HDPE 1%TiO2  3.04x10‐3 0.89  4.50  17.54  50.06 
UHMWPE  3.00x10‐3  0.74  3.39  15.11  54.66 
Table 11.4 ‐ Average HDPE Quasi‐Static Energy Absorption Properties 
Material  Strain Rate (s‐1) 
Yield Stress 
(MPa) 
Flow Stress at Percentage Strain (MPa) 
10%  20%  40%  60% 
LLDPE  3.05x10‐3  24.13  17.26  29.36  67.08  323.33 
HDPE  3.19x10‐3  24.67  15.72  28.92  64.36  278.27 
UHMWPE  3.00x10‐3  29.43  17.76  34.50  89.79  534.40 
Commercial UHMWPE  3.03x10‐3  29.31  18.00  34.90  89.39  562.81 
Table 11.5 ‐ Average UHMWPE Quasi‐Static Stress‐Strain Properties 
Material  Strain Rate (s‐1) 
Energy Absorbed at Percentage Strain (MJm‐3) 
10%  20%  40%  60% 
LLDPE  3.05x10‐3  0.78  3.14  12.44  38.95 
HDPE  3.19x10‐3  0.60  2.89  11.91  36.16 
UHMWPE  3.00x10‐3  0.74  3.39  15.11  54.66 
Commercial UHMWPE  3.03x10‐3 0.70  3.41  15.20  54.45 
Table 11.6 ‐ Average UHMWPE Quasi‐Static Energy Absorption Properties 
Material  Strain Rate (s‐1) 
Yield Stress 
(MPa) 
Flow Stress at Percentage Strain (MPa) 
10%  20%  40%  60% 
LLDPE  3.05x10‐3  24.13  17.26  29.36  67.08  323.33 
HDPE  3.19x10‐3  24.67  15.72  28.92  64.36  278.27 
UHMWPE  3.00x10‐3  29.43  17.76  34.50  89.79  534.40 
UH80‐20HD  2.96x10‐3  33.66  22.97  39.40  88.49  443.39 
UH80‐20HD 0.5%CB  3.05 x10‐3  33.32  24.12  39.93  87.60  420.69 
UH80‐20HD 1%CB  3.08 x10‐3  33.51  21.65  39.23  85.66  377.91 
Table 11.7 – Average UHMWPE 80% HDPE 20% Quasi‐Static Stress‐Strain Properties 
Material  Strain Rate (s‐1) 
Energy Absorbed at Percentage Strain (MJm‐3) 
10%  20%  40%  60% 
LLDPE  3.05x10‐3  0.78  3.14  12.44  38.95 
HDPE  3.19x10‐3  0.60  2.89  11.91  36.16 
UHMWPE  3.00x10‐3  0.74  3.39  15.11  54.66 
UH80‐20HD  2.96x10‐3 1.05  4.23  16.49  52.03 
UH80‐20HD 0.5%CB  3.05 x10‐3  1.10  4.35  16.63  50.75 
UH80‐20HD 1%CB  3.08 x10‐3  0.94  4.09  16.12  48.60 
Table 11.8 ‐ Average UHMWPE 80% HDPE 20% Quasi‐Static Energy Absorption Properties 
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Material  Strain Rate (s‐1) 
Yield Stress 
(MPa) 
Flow Stress at Percentage Strain (MPa) 
10%  20%  40%  60% 
LLDPE  3.05x10‐3  24.13  17.26  29.36  67.08  323.33 
HDPE  3.19x10‐3  24.67  15.72  28.92  64.36  278.27 
UHMWPE  3.00x10‐3  29.43  17.76  34.50  89.79  534.40 
UH75‐25HD  3.15x10‐3  31.44  20.69  38.18  85.44  400.26 
UH75‐25HD 0.5%CB  3.08x10‐3  34.26  23.60  39.66  86.37  415.23 
UH75‐25HD 1%CB  2.92x10‐3  35.71  21.92  38.96  84.08  354.02 
UH75‐25HD 1.5%CB  2.89x10‐3  35.41  23.33  39.46  84.98  370.54 
UH75‐25HD 0.5%CNT  3.05x10‐3  35.53  23.99  40.55  86.07  371.99 
UH75‐25HD 0.5%Clay  3.09x10‐3  33.13  25.02  40.87  89.96  452.87 
Table 11.9 – Average UHMWPE 75% HDPE 25% Quasi‐Static Stress‐Strain Properties 
Material  Strain Rate (s‐1) 
Energy Absorbed at Percentage Strain (MJm‐3) 
10%  20%  40%  60% 
LLDPE  3.05x10‐3  0.78  3.14  12.44  38.95 
HDPE  3.19x10‐3  0.60  2.89  11.91  36.16 
UHMWPE  3.00x10‐3  0.74  3.39  15.11  54.66 
UH75‐25HD  3.15x10‐3 0.93  3.99  15.87  49.04 
UH75‐25HD 0.5%CB  3.08x10‐3  0.97  4.19  16.34  50.10 
UH75‐25HD 1%CB  2.92x10‐3  0.89  4.03  15.91  47.36 
UH75‐25HD 1.5%CB  2.89x10‐3  1.01  4.22  16.24  48.28 
UH75‐25HD 0.5%CNT  3.05x10‐3  0.96  4.29  16.59  48.47 
UH75‐25HD 0.5%Clay  3.09x10‐3  1.20  4.53  17.13  53.36 
Table 11.10 ‐ Average UHMWPE 75% HDPE 25% Quasi‐Static Energy Absorption Properties 
Material  Strain Rate (s‐1) 
Yield Stress 
(MPa) 
Flow Stress at Percentage Strain (MPa) 
10%  20%  40%  60% 
LLDPE  3.05x10‐3  24.13  17.26  29.36  67.08  323.33 
HDPE  3.19x10‐3  24.67  15.72  28.92  64.36  278.27 
UHMWPE  3.00x10‐3  29.43  17.76  34.50  89.79  534.40 
UH70‐30HD  3.10x10‐3  32.94  24.53  40.11  89.67  454.68 
UH70‐30HD 0.5%CB  3.00x10‐3  36.34  21.88  39.50  86.88  388.38 
Table 11.11 – Average UHMWPE 70% HDPE 30% Quasi‐Static Stress‐Strain Properties 
Material  Strain Rate (s‐1) 
Energy Absorbed at Percentage Strain (MJm‐3) 
10%  20%  40%  60% 
LLDPE  3.05x10‐3  0.78  3.14  12.44  38.95 
HDPE  3.19x10‐3  0.60  2.89  11.91  36.16 
UHMWPE  3.00x10‐3  0.74  3.39  15.11  54.66 
UH70‐30HD  3.10x10‐3 1.16  4.43  16.91  52.93 
UH70‐30HD 0.5%CB  3.00x10‐3  0.86  4.04  16.20  49.52 
Table 11.12 ‐ Average UHMWPE 70% HDPE 30% Quasi‐Static Energy Absorption Properties
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Appendix	B	‐	 Tables	for	Intermediate	Strain	Rate	Testing	
 
 
Material  Strain Rate (s‐1) 
Yield Stress 
(MPa) 
Flow Stress at Percentage Strain (MPa) 
10%  20%  40%  60% 
LLDPE  1203.33  28.63  28.61  24.29  23.91  22.89 
LLDPE 0.5%CB  1193.33  31.81  29.35  24.72  25.30  23.88 
LLDPE 1%CB  1236.67  29.60  26.42  24.57  25.82  23.35 
LLDPE 0.5%CNT  1310.00  35.03  30.20  25.44  24.78  22.17 
LLDPE 1%CNT  1500.00  31.19  30.60  26.58  22.97  22.09 
LLDPE 3%Clay  1290.00  29.69  29.67  26.57  26.03  24.03 
LLDPE 1%TiO2  1680.00  29.36  29.35  24.70  21.67  21.41 
HDPE  123.33  30.46  29.31  26.30  27.45  25.11 
UHMWPE  823.33  27.58  27.22  27.73  33.89  39.11 
Table 11.13 – Average LLDPE Intermediate Stress‐Strain Properties 
Material  Strain Rate (s‐1) 
Energy Absorbed at Percentage Strain (MJm‐3) 
10%  20%  40%  60% 
LLDPE  1203.33  1.78  4.41  9.13  13.85 
LLDPE 0.5%CB  1193.33  2.52  5.17  10.07  15.03 
LLDPE 1%CB  1236.67  2.34  4.88  9.93  14.85 
LLDPE 0.5%CNT  1310.00  2.79  5.56  10.45  15.17 
LLDPE 1%CNT  1500.00  1.83  4.78  9.56  14.19 
LLDPE 3%Clay  1290.00  1.71  4.48  9.66  14.72 
LLDPE 1%TiO2  1680.00  2.02  4.72  9.30  13.67 
HDPE  123.33  2.48  5.15  10.46  15.73 
UHMWPE  823.33  1.97  4.67  10.85  18.12 
Table 11.14 ‐ Average LLDPE Intermediate Energy Absorption Properties 
Material  Strain Rate (s‐1) 
Yield Stress 
(MPa) 
Flow Stress at Percentage Strain (MPa) 
10%  20%  40%  60% 
LLDPE  1203.33  28.63  28.61  24.29  23.91  22.89 
HDPE  123.33  30.46  29.31  26.30  27.45  25.11 
HDPE 0.5%CB  1310.00  37.36  37.22  35.22  34.27  31.69 
UHMWPE  823.33  27.58  27.22  27.73  33.89  39.11 
Table 11.15 ‐ Average HDPE Intermediate Stress‐Strain Properties 
Material  Strain Rate (s‐1) 
Energy Absorbed at Percentage Strain (MJm‐3) 
10%  20%  40%  60% 
LLDPE  1203.33  1.78  4.41  9.13  13.85 
HDPE  123.33  2.48  5.15  10.46  15.73 
HDPE 0.5%CB  1310.00  2.50  6.13  12.96  19.58 
UHMWPE  823.33  1.97  4.67  10.85  18.12 
Table 11.16 ‐ Average HDPE Intermediate Energy Absorption Properties 
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Material  Strain Rate (s‐1) 
Yield Stress 
(MPa) 
Flow Stress at Percentage Strain (MPa) 
10%  20%  40%  60% 
LLDPE  1203.33  28.63  28.61  24.29  23.91  22.89 
HDPE  123.33  30.46  29.31  26.30  27.45  25.11 
UHMWPE  823.33  27.58  27.22  27.73  33.89  39.11 
Commercial UHMWPE  870.00  28.36  27.64  28.40  32.96  36.48 
UHMWPE 3%Clay  1273.33  28.67  27.88  25.84  27.41  29.51 
Table 11.17 – Average UHMWPE Intermediate Stress‐Strain Properties 
Material  Strain Rate (s‐1) 
Energy Absorbed at Percentage Strain (MJm‐3) 
10%  20%  40%  60% 
LLDPE  1203.33  1.78  4.41  9.13  13.85 
HDPE  123.33  2.48  5.15  10.46  15.73 
UHMWPE  823.33  1.97  4.67  10.85  18.12 
Commercial UHMWPE  870.00  2.07  4.79  10.97  17.90 
UHMWPE 3%Clay  1273.33  1.72  4.43  9.74  15.43 
Table 11.18 ‐ Average UHMWPE Intermediate Energy Absorption Properties 
Material  Strain Rate (s‐1) 
Yield Stress 
(MPa) 
Flow Stress at Percentage Strain (MPa) 
10%  20%  40%  60% 
LLDPE  1203.33  28.63  28.61  24.29  23.91  22.89 
HDPE  123.33  30.46  29.31  26.30  27.45  25.11 
UHMWPE  823.33  27.58  27.22  27.73  33.89  39.11 
UH80‐20HD  1330.00  34.73  34.22  30.31  31.01  30.11 
UH80‐20HD 0.5%CB  1590.00  39.21  37.74  31.68  29.91  29.79 
UH80‐20HD 1%CB  1830.00  33.77  26.14  33.31  25.42  25.14 
Table 11.19 – Average UHMWPE 80% HDPE 20% Intermediate Stress‐Strain Properties 
Material  Strain Rate (s‐1) 
Energy Absorbed at Percentage Strain (MJm‐3) 
10%  20%  40%  60% 
LLDPE  1203.33  1.78  4.41  9.13  13.85 
HDPE  123.33  2.48  5.15  10.46  15.73 
UHMWPE  823.33  1.97  4.67  10.85  18.12 
UH80‐20HD  1330.00  2.96  6.14  12.13  18.31 
UH80‐20HD 0.5%CB  1590.00  3.32  6.75  12.67  18.73 
UH80‐20HD 1%CB  1830.00  1.37  4.53  10.26  15.22 
Table 11.20 ‐ Average UHMWPE 80% HDPE 20% Intermediate Energy Absorption Properties 
Material  Strain Rate (s‐1) 
Yield Stress 
(MPa) 
Flow Stress at Percentage Strain (MPa) 
10%  20%  40%  60% 
LLDPE  1203.33  28.63  28.61  24.29  23.91  22.89 
HDPE  123.33  30.46  29.31  26.30  27.45  25.11 
UHMWPE  823.33  27.58  27.22  27.73  33.89  39.11 
UH75‐25HD  1356.67  35.51  31.41  33.36  26.11  27.75 
UH75‐25HD 0.5%CB  1616.67  36.09  34.86  30.08  29.18  28.60 
UH75‐25HD 1%CB  1700.00  33.41  32.91  30.60  26.94  27.77 
UH75‐25HD 1.5%CB  1453.33  36.11  32.18  33.17  26.54  28.33 
UH75‐25HD 0.5%CNT  1670.00  37.65  37.49  31.46  27.34  27.69 
UH75‐25HD 0.5%Clay  926.67  36.54  33.68  31.08  32.60  30.99 
Table 11.21 – Average UHMWPE 75% HDPE 25% Intermediate Stress‐Strain Properties 
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Material  Strain Rate (s‐1) 
Energy Absorbed at Percentage Strain (MJm‐3) 
10%  20%  40%  60% 
LLDPE  1203.33  1.78  4.41  9.13  13.85 
HDPE  123.33  2.48  5.15  10.46  15.73 
UHMWPE  823.33  1.97  4.67  10.85  18.12 
UH75‐25HD  1356.67  2.25  5.72  11.42  16.86 
UH75‐25HD 0.5%CB  1616.67  3.26  6.44  12.25  18.09 
UH75‐25HD 1%CB  1700.00  2.24  5.48  11.17  16.69 
UH75‐25HD 1.5%CB  1453.33  1.77  5.26  11.01  16.56 
UH75‐25HD 0.5%CNT  1670.00  2.26  5.75  11.43  16.98 
UH75‐25HD 0.5%Clay  926.67  3.72  6.97  13.31  19.71 
Table 11.22 ‐ Average UHMWPE 75% HDPE 25% Intermediate Energy Absorption Properties 
Material  Strain Rate (s‐1) 
Yield Stress 
(MPa) 
Flow Stress at Percentage Strain (MPa) 
10%  20%  40%  60% 
LLDPE  1203.33  28.63  28.61  24.29  23.91  22.89 
HDPE  123.33  30.46  29.31  26.30  27.45  25.11 
UHMWPE  823.33  27.58  27.22  27.73  33.89  39.11 
UH70‐30HD  1530.00  39.63  38.12  29.85  28.05  26.98 
Table 11.23 – Average UHMWPE 70% HDPE 30% Intermediate Stress‐Strain Properties 
Material  Strain Rate (s‐1) 
Energy Absorbed at Percentage Strain (MJm‐3) 
10%  20%  40%  60% 
LLDPE  1203.33  1.78  4.41  9.13  13.85 
HDPE  123.33  2.48  5.15  10.46  15.73 
UHMWPE  823.33  1.97  4.67  10.85  18.12 
UH70‐30HD  1530.00  3.26  6.57  12.22  17.77 
Table 11.24 ‐ Average UHMWPE 70% HDPE 30% Intermediate Energy Absorption Properties
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Appendix	C	‐	 High	Speed	Photography	in	the	Split	Hopkinson	
Pressure	Bar	
 
This appendix concerns the validation exercises carried out using the Shimadzu Hyper Vision 
HPV‐1  high  speed  camera  on  loan  from  the  Engineering  and  Physical  Sciences  Research 
Council (EPSRC) Engineering Instrument Loan Pool.  
11.1 Experimental	Setup	
The HPV‐1 was set‐up perpendicular to the pressure bars such that the camera would record 
the  change  in  the  length  of  the  sample  along  the  axis  of  impact  as well  as  the  change  in 
sample diameter at a 90° angle to the impact. The camera is as in Section 5.2.2.2.2 on page 79 
and uses the same Macro Zoom Lens described therein.  
11.1.1 Optimising	Recording	Parameters	
As with all experimental equipment,  there  is a degree of  fine‐tuning  required  to be able  to 
produce the best results, in our case improving the clarity for presentation and analysis, which 
leads  to  the optimisation of certain parameters of  the experiment. The difference  in quality 
between early images and the data recorded for use is astounding. Figure 11.1a, below left, is 
an example of an early photograph showing  the Magnesium Alloy Bar system with a simple 
paper backdrop and laboratory ruler and Figure 11.1b, below right, is an example image taken 
with the improvements outlined below.  
 
Figure 11.1 ‐ Comparison of Early (a) and Later (b) Photography Techniques 
It  was  evident  from  the  earliest  trials  that  a  backing  screen  was  needed  to  negate  the 
background (i.e. the rest of the laboratory) from the recorded images and to diffuse the light 
from the initially rear‐mounted flash system, the development of which will be covered below. 
A  large  number  of  different  backdrops  were  tested,  from  copy  papers  to  a  rainbow  of 
coloured cards, even a mirror at one point, before settling on a translucent plastic sheet found 
in  the  laboratory  that allowed  the optimum amount of  light  transmission when  lit  from  the 
rear and  illuminated evenly when  lit from the front, unlike paper and card which highlighted 
their  blotchy  structure when  illuminated.  Figure  11.2,  below,  shows  the  backdrop  plastic, 
mounted  in a cardboard frame for rigidity, affixed to a support bracket behind the bars. The 
photograph was taken from the point‐of‐view of the high speed camera.  
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Figure 11.2 – Sample in Position within Bar System Setup for Recording 
Another simple change  in the photographic setup that was made to improve the images was 
the  substitution of  the  laboratory  ruler  (a broken piece of a metre  ruler)  for a  section of a 
translucent set‐square  from a value maths set. As can be seen  in Figure 11.1, shown above 
previously,  the  set‐square  scale  is  slightly  clearer  to  read and did not  suffer  the  shadowing 
problems experienced by the  laboratory ruler  in tests where the bars were  lit from the front 
(not pictured).  
The final change evidenced by Figure 11.1 (before discussion on lighting) and made obvious by 
Figure 11.2 is that the ends of the pressure bar, not including the faces touching the sample, 
were painted blue to aid in the clarity and analysis of the subsequent photographs, as Figure 
11.1a clearly  shows  reflections  from  the  flashes on  the  surface of  the bar. Experimentation 
was done using three bar colours; Humbrol 33 Matt Black, 34 Matt White, and 109 WW1 Matt 
Blue; being those available to hand at the time from the author’s model toolbox. It was found 
that  the white, despite being a Matt  colour,  reflected  too much  light  from  the  flashes and 
didn’t  provide  a  suitable  contrast  from  the  background.  The  black  had  quite  the  opposite 
effect,  giving  a  great  contrast  against  the background  and didn’t  reflect  any  light  from  the 
flashes,  but  it  had  the  undesired  effect  of  making  the  bars  lose  their  three‐dimensional 
appearance  in  photographs,  reducing  them  to  a  flat  two‐dimensional  system  with  an 
obviously  three‐dimensional  sample  sandwiched  in‐between.  Whilst  for  the  purposes  of 
analysis  this would be  ideal,  the presentation of  images would  suffer as a  result. The  third 
colour,  blue,  was  found  to  be  a  superb  compromise,  retaining  the  three‐dimensional 
appearance, whilst maintain  a  good  contrast with  both  the  background  and  the  samples, 
appearing as dark grey  in  the monochromatic photographs, and not  reflecting anywhere as 
near as much light as the white or unpainted bars. 
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11.1.2 Flash	Positioning	
As  is obvious  from  Figure 11.1, proper  lighting of  the  sample  area  is paramount  to  getting 
good videos and photographs. Figure 11.1a  is  lit from the front, pointing at the sample from 
underneath  the camera. As a  result,  the  top edge of  the bar  is hardly discernable  from  the 
background.  The  flash  used  in  this  round  of  photography  is  the  same  Bowens MonoGold 
1500W Studio Flash from the Dropweight testing (See Section 5.2.2.3 for more details), which 
was  found  to  be  unsuitable  due  to  the  electrical  noise  that  it  induced  in  the  strain  gauge 
signals,  leading  to  large erroneous  spikes  in  the  raw data  that would have been difficult  to 
remove before analysis.  
To  counteract  the  noise  given  from  the  mains‐powered  flash  that  was  available  in  the 
laboratory,  four  small battery‐powered Hologon 280PC 35mm Auto  flashes were purchased 
and after trial‐and‐error mounted around the bar system in the manner shown in Figure 11.3 
below.  
 
Figure 11.3 ‐ Flash Setup for Normal Recording 
The main advantage of these smaller flashes was that the sample would be  illuminated from 
top and bottom as well as  front and back, meaning  that no  shadows were  cast due  to  the 
lighting coming from one direction only and being relatively even. The flashes however were 
of a shorter duration than the much larger flash used previously, so the smaller flashes were 
paired up (top‐front, bottom‐back and bottom‐front, top‐back) so that once triggered one set 
would  discharge  as  the  other  set  reached  its  peak  intensity  such  that  the  duration  lasted 
longer than for setting all four off simultaneously and would be sufficient to capture the entire 
first impact. 
Modifications were made to this configuration when recording the multiple impact events as 
the  lower  frame  rate  required much more  light  to  record  a  good  image.  The  four  smaller 
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flashes  along with  the  larger  flash were  placed  in  the  arrangement  shown  in  Figure  11.4 
below. 
 
Figure 11.4 ‐ Flash Setup for Multiple Pulse Recording 
This configuration allowed for the maximum amount of  light from the available flashes to be 
incident upon  the  front  face of  the bars, albeit with  the cost of having  the noisy  large  flash 
returned to  the system. Luckily, with the  large  flash set off  first, and discharging  the  flashes 
shortly before commencing  the experiment,  limited  the noise  to a  single  initial peak  that  is 
easily explained and can be discarded. 
11.1.3 Triggering	and	Timing	
It was mentioned in the last section that the flashes were timed as to artificially elongate the 
duration of  the  illumination,  in order  to  capture as much of  the  first  impact as possible.  In 
reality, not only were the  flashes timed  in order to capture the first  impact, but the camera 
had to be started at just the right moment as not to waste the 100 frames of recording. The 
timing of the system (Camera and two pairs of flashes) was achieved using a Schaffner Timer‐
Sequencer Type 3 which can trigger three separate outputs from a single input event.  
For the single‐impact recording the Timer‐Sequencer was set to trigger the camera recording 
(which had its own software delay of 151μs) 1μs after the external trigger, and the first of the  
two banks of flashes 25μs later, followed by the second a further 200μs after that (226μs after 
trigger).  For  the multiple‐impact  recording,  the  camera  (with  an  additional  20μs  software 
delay) and the  large flash were triggered 80μs after the external trigger followed by the first 
bank after 1000μs and the second 200μs later.  
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The  external  trigger was  initially  taken  as  the  initial  impact pulse  as  it passed  the  incident 
strain gauge, which caused the recording and flashes from the external trigger output on the 
oscilloscope. This was  later found to work very sporadically as the oscilloscope would trigger 
on outside noise in the system, such as the slight movement of the system when the aperture 
plate  was  released  or  electrical  noise  from  unknown  outside  sources.  Next  a mechanical 
trigger was considered,  initially with a copper  rod affixed  to  the pre‐loading bar  that would 
make contact with another copper rod mounted to the side of the system as the bar moved 
when struck with the projectile. Again, unreliability was a factor as the exact gap between the 
rods  had  to  be  maintained  prior  to  firing  to  stop  the  rods  touching  prematurely  and 
completing the circuit or being too far apart and not touching during the experiment. 
The next, and  final, solution was developed  from wild  idea by  the author  into a mechanical 
trigger that, similar to the previous  idea, used the motion of the bar to complete the circuit 
and trigger the Timer‐Sequencer. In what became known colloquially in the laboratory as the 
“Greased  Swallowe”  Trigger  system  for  lack  of  a  technical  name,  after  one  of  the  project 
supervisors, the pre‐loading and  loading bars  (see the schematic  in Figure 6.12 on page 130 
for  clarification of position) were wired  to  the  two  inputs of  the  Timer‐Sequencer  external 
trigger and separated before firing by a small blob of grease placed on one portion of the bar 
such  that a  very  tiny air gap  is produced between  the  two bars, as  shown  in  Figure 11.5b, 
below. 
 
Figure 11.5 ‐ "Greased Swallowe" Trigger System 
The trigger is then activated by the motion of the pre‐loading bar, squeezing the grease out of 
the gap as the stress pulse travels down it which in turn reunites the ends of the metallic bars 
and closes the connection needed to trigger the Timer‐Sequencer. During trials  it was found 
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that there was no detriment to the recorded strain gauge signals from the gap as long as it is 
kept to a minimum and that the trigger is highly repeatable and simple to use.  
11.2 Analysis	
The analysis performed upon the high speed camera images was achieved by measurement of 
the  sample  length  and  diameter  (in  pixels)  from  the  individual  bitmap  images  and  relating 
these to the measured pre‐test sample dimensions to provide a scale. From these dimensions, 
the  length  and  diameter  of  the  sample  can  be  determined  dynamically  during  the  test  by 
measurement  of  the  individual  images  until  such  point  as  the  sample  becomes 
indistinguishable from the bar. This was achieved  in two ways, firstly by eye using a graphics 
program to enlarge the image to the pixel‐scale and counting the pixels, and later – as shown 
in  Section  11.3.2  below–  by  using  a modified  version  of  the Dropweight  Analysis  program 
described in Section 5.2.6.  
11.3 Validation	of	Split	Hopkinson	Bar	Technique	
As the results of the experimentation described  in  the Split Hopkinson Pressure Bar chapter 
are key to describing the material properties at high rates of strain it is pertinent to prove that 
the equipment works in the manner that is expected by the theory. As the main aim of the use 
of the high speed camera  images  is  for validation, the  images were used  in ascertaining  the 
conservation of  volume of  the  sample  and  for  assessing  the  dependability  of  the  standard 
method  of measurement  capture,  the  bar‐mounted  strain  gauges,  as  described  in  Section 
6.3.3 on page 117. 
11.3.1 Volume	Conservation	
As mentioned  briefly  above,  the  images  taken  from  the  high  speed  camera were  used  in 
examining  the  conservation  of  volume  within  the  experiment,  and  verifying  the 
incompressibility of the sample materials that is assumed throughout the main analysis. Using 
the  by‐eye method  described  previously, measurements  of  the  length  and  diameter  of  a 
sample (HDPE for the following example) were taken over the course of the bar  impact, and 
the results are shown in Figure 11.6 below. 
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Figure 11.6 ‐ Dynamic Length and Diameter of Sample 
As can be seen in the above figure, the length of the sample – the dimension along the axis of 
deformation, shown in blue – decreases linearly as hoped as the sample is compressed by the 
movement of the bar. It must be noted that the slight ‘stepped’ nature of the data  is due to 
the measurement of the images to an accuracy of one pixel (from an image 312 pixels wide). 
Repeating the measurement for the sample diameter shows that the diameter (red line) also 
increases linearly as expected.  
Using these measurements and the usual formula relating the  length (also referred to as the 
height)  and  diameter  dimensions  of  a  cylinder  to  its  volume,  the  dynamic  volume  of  the 
sample during the test can be determined, as shown in Figure 11.7 below. 
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Figure 11.7 ‐ Dynamic Volume of Sample 
As is evident from the graph, given the uncertainty inherited from the measurement process, 
the  volume  is  reasonably  constant  over  the  range  of  the  figure  which  confirms  the 
incompressibility of the material and substantiates the volume assumptions made in the main 
SHPB  analysis. Also,  as  the  volume  is  seen  to  stay  constant  and  the material  is  essentially 
incompressible it can be said that Poisson’s Ratio is 0.5, validating the use of this value in the 
dropweight analysis and confirming the value found in the literature (Lechner, 2005).  
11.3.2 Strain	Gauge	Signal	Dependability	
The use of  the high  speed  camera equipment  gives  a  rare opportunity  to  confirm  that  the 
signals  received  from  the  strain  gauges  correspond  to  the  actual material  properties  and 
validate the standard SHPB analysis technique for the new Magnesium Alloy pressure bars. In 
the  following  figures,  the  true strain  in  the sample was determined by measurement of  the 
change  in  sample  length  from  the  photographic  images  using  the  equation  similar  to  that 
shown in Equation 3.8 on page 43.  
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Figure 11.8 ‐ Photographic Strain in HDPE sample (Sample S24) 
Figure 11.8, above, shows the result of the measurement of the photographic images for one 
of the HDPE samples (chosen at random). As can be clearly seen, the strain measured from the 
images is very similar to the data recorded from the strain gauges, thereby validating the use 
of  the  strain  gauges  for  accurate  recording  of  the  material  properties  without  the  time‐
consuming measurement of the photographic images. The Error bars on the figure correspond 
to the strain caused by change of one pixel, which is the error in measurement of the sample 
size and within which the entire data lies. 
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Figure 11.9 ‐ Photographic Strain in UHMWPE sample (Sample S57) 
Figure 11.9  is an example of the worst‐fit from the set of analysed photographic  images and 
relates to one of the UHMWPE samples. Even though the strain gauge data lies outside of the 
aforementioned error margin for the unloading portion,  it can be said that the data  is still  in 
reasonable  agreement  for  the  more  important  loading  portion  given  the  uncertainty  in 
measuring  the  images  by‐eye  which  will  introduce  a  degree  of  human  error  in  deciding 
whether a  certain pixel  in  the  image  corresponds  to  the  sample or background despite  the 
lengths taken to maximise contrast in the image as described earlier in this chapter.  
As  an  attempt  to  see  if  the  error  could be  reduced,  a modified  version of  the Dropweight 
analyser program was used to examine the photographic data, the results of which are shown 
in Figure 11.10 below. As can be seen  in the figure, there  is close agreement with the strain 
gauge  data,  although  the  photographic  data  is  prematurely  truncated  by  the  sample 
expanding  to  the  size of  the bar and  therefore becoming  indistinguishable  to  the program, 
which  caused an error due  to  the way  the program  finds  the  sample within  the  image and 
measures its dimensions. 
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Figure 11.10 ‐ Photographic Strain in LLDPE sample (Sample S102) 
11.3.3 First‐Strike	Analysis	from	Multiple	Reflected	Impacts	
During  early  testing,  after  the  impact  strike  from  the  Hopkinson  bar  system  some  of  the 
recovered samples showed evidence of expansion outside  the area of contact with  the bar, 
resulting  in  recovered  specimens  that were  significantly  larger  than expected and had been 
punctured  through  the  centre  ‐  and  in  some  cases  found  still  encircling  the  loading  or 
transmitter bars. This discovery was slightly concerning due to the analysis that is performed 
upon  the  strain  gauge  data  (as  described  previously)  relies  upon  the  sample  being  in  full 
contact with the cross‐section of the pressure bar at all times for transfer of the stress pulse to 
act  upon  the whole  of  the  sample material  instead  of  a  portion, which would  affect  bulk 
property determination. 
Whilst  testing  the  different  camera  configurations  and  speed  settings,  it was  noticed  that, 
with a sufficiently low camera speed, after the first pulse had impacted the sample there was 
a  short  delay  before  the  reflected  pulse  returned  from  the  loading  end  of  the  bar  system 
whereupon  the  sample  was  loaded  a  second  time  (the  transmitted  pulse  having  been 
successfully  captured  in  the momentum  bar).  This  secondary  impact matched  up with  the 
reflections that were partially captured by the oscilloscope recording, which themselves had 
occurred a short time after the initial strike, such as those seen on the right side of Figure 6.11 
on page 130.  
Further  lowering  of  the  camera  speed  and  oscilloscope  timebase  to  investigate  this 
phenomenon revealed that an average maximum of around seven or eight successive impacts 
could  be  seen  on  the  video  before  the  energy  was  sufficiently  dissipated  to  cease  the 
impacting (assuming that the sample had not fallen from between the bars by the end of the 
recording). These successive  impacts explain the  larger final sample diameter than expected, 
as with  each  successive  impact  the  sample  had  a  larger  area  of  contact with  the  bar  for 
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transmission  of  the  strain  pulse  resulting  in  a  greater  pressure  exerting  upon  the  sample 
forcing it to spread out further, and eventually outside of the area of the bar. The successive 
thinning  of  the  sample  could  lead  to  the  sample  becoming  sufficiently  thin  as  to  become 
punctured by one of the strikes and allow the bar to pass through the centre.  
Figure 11.11, below,  is an example oscilloscope trace taken from one of the multiple  impact 
experiments, specifically on a sample of HDPE with 1%wt Carbon Nanotube filler. For context, 
compare with Figure 6.11 on page 130 which displays  the oscilloscope  trace  from a normal 
test and covers the usual range of recording associated with the Hopkinson bar test.  
 
Figure 11.11 ‐ Multiple Impact Gauge Signals (HDPE 1%wt CNT Sample) 
As can be seen on the above figure, ignoring the initial distortions on the transmitter bar as a 
consequence of  the  lighting process  as outlined  in  Section 11.1.2,  the  stress pulses  can be 
seen to propagate back‐and‐forth along the  incident and transmitter bars, reflecting back at 
the ends of the bars.  
Concerning  the  incident  (loading)  bar,  the  figure  shows  that  at  the  point  of  impact 
(approximately ‐80µs on the timescale provided by the figure) most of the initial stress pulse is 
reflected at the bar‐sample  interface, which then travels back along the bar and through the 
strain gauge, where it is recorded once again as the first positive pulse on the blue trace. The 
pulse  is reflected again upon meeting the pre‐loading bar where some of the pulse energy  is 
transferred, decreasing the magnitude of the pulse which subsequently travels down the bar 
to load the sample a second time.  
This back‐and‐forth process  repeats, with  a decrease  in  the pulse magnitude  each  time  an 
interface is met. The apparent stabilisation after ~800µs is believed to be due to the incident 
and pre‐loading bars no  longer being  in  contact with one‐another owing  to  the  transfer  in 
energy forcing the bars apart. This would leave an air‐bar interface at the end of the bar distal 
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from  the  point  of  impact, which  due  to  the  impedance  imbalance  is  ideal  for  almost  total 
reflection. 
Turning attention to the transmitter bar signal, the pulse shown at around 0s on the figure is 
the remnant of the incident pulse that has transmitted through the sample at the first impact, 
which  is  then  shown  to  travel  down  the  transmitter  bar  though  the  strain  gauge.  Upon 
reaching  the  end  of  the  bar  a  proportion  is  reflected  back  along  the  bar  and  a  portion 
transmitted  into  the momentum  bar,  possibly  indicating  a  slight mis‐alignment  during  this 
specific test as there is not near‐perfect transmission into the momentum bar.  
Upon the reflected portion reaching the sample‐end of the bar and being reflected once again, 
the secondary  loading has taken place, transmitting more strain energy through the sample, 
which constructively  interferes with the reflected strain pulse giving rise to the  largest pulse 
on the figure. Subsequent to this it would appear that this pulse is successfully trapped in the 
momentum bar as  the  large pulse would appear  to have been  removed  from  the  trace and 
replaced by a small refection, possibly retuning from the momentum bar that forces the bars 
apart at the interface.  
The  trace  following  the  third  impact,  at  around  ~800µs,  would  seem  to  corroborate  this 
hypothesis  as  if  the  transmitter bar was no  longer  in  contact with  the momentum bar  the 
pulse would  ‘rattle  around’ within  the  bar,  losing  very  little magnitude  due  to  the  bar‐air 
interface impedance mis‐match, as was described for the incident bar at roughly this point in 
time.  
It  is hard to reproduce the sequence of events shown by the recorded video  in print, due to 
the large number of frames and the subtle differences between frames, however Figure 11.12 
below, shows a selection of images covering the first few impacts shown in Figure 11.11. For 
all of  the  images,  as before,  the  incident bar  is  the bar on  the  right of  the  image  and  the 
transmitter bar on  the  left. Therefore  the  samples are  loaded  from  right‐to‐left  throughout 
the  test. The high  speed  camera was  recording at 32,000fps  for  these  tests giving an  inter‐
frame time of 32µs. 
Of  note  is  the  large  change  in  sample  dimensions  for  the  first  impact, which  of  the most 
importance when determining the stress‐strain response of the material, and the movement 
of the bars away from one another as shown very subtly  in  Image 46 and more clearly from 
Image 56 onwards.  
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Image 3 – Frame of First Impact  Image 5 – 64μs after First Impact   Image 7 –128μs after First Impact 
 
Image 16 – Second Impact, 416μs after 
First Impact 
 
Image 18– 480μs after First Impact  
(64µs after Second) 
 
Image 20 – 544μs after First Impact  
(128µs after Second) 
   
Image 29 – Third Impact, 832μs after First 
Impact 
 
Image 31 – 896μs after First Impact  
(64µs after Third) 
 
Image 33 – 960μs after First Impact  
(128µs after Third) 
   
Image 42 – Fourth Impact, 1248μs after 
First Impact 
 
Image 44 – 1312μs after First Impact  
(64µs after Fourth) 
 
Image 46 – 1376μs after First Impact 
(128µs after Fourth) 
   
Image 56 – Fifth ‘Impact', 1696μs after 
First Impact 
 
Image 58 – 1760μs after First Impact 
 (64µs after Fifth) 
 
Image 60 – 1824μs after First Impact 
(128µs after Fifth) 
Figure 11.12 ‐ Image Data for Multiple Impact (HDPE 1%wt CNT Sample) 
233 
 
Whilst  interesting,  this  phenomenon  does  not  affect  the  validity  of  the  results  that  are 
presented in section 6.6 as only the strain pulses associated with the first impact are used  in 
calculating the stress‐strain behaviour of the sample material under test.  The analysis leads us 
to be able to believe the final sample size  is an artefact of the experimental equipment and 
not the result of the measured first‐impact and that no significant information can be gleamed 
from analysis of the microstructure or measurement of the residual stress from the recovered 
sample’s final dimensions due to the successive loading. 
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Appendix	D	‐	 Tables	for	High	Strain	Rate	Testing	
 
 
Material  Strain Rate (s‐1) 
Yield Stress 
(MPa) 
Flow Stress at Percentage Strain (MPa) 
10%  20%  40%  60% 
LLDPE  7609.91  40.80  42.14  45.67  45.97  37.83 
LLDPE 0.5%CB  8242.33  46.09  44.52  47.10  46.36  37.02 
LLDPE 1%CB  7511.83  48.97  47.18  49.38  46.75  37.62 
LLDPE 2%CB  6463.46  45.95  44.16  45.70  43.51  35.18 
LLDPE 0.5%CNT  7635.57  50.09  48.11  49.26  46.69  36.89 
LLDPE 1%CNT  7805.66  50.81  49.11  51.99  48.80  37.82 
LLDPE 3%Clay  7292.83  44.66  42.57  44.43  44.04  35.67 
LLDPE 4%Clay  7185.28  45.52  43.48  45.99  44.83  35.97 
LLDPE 1%TiO2  7788.47  46.56  44.96  46.73  46.56  37.07 
HDPE  7794.95  44.98  43.54  45.34  45.87  37.22 
UHMWPE  7386.37  46.17  41.22  47.57  52.36  49.74 
Table 11.25– Average LLDPE High Strain Stress‐Strain Properties 
Material  Strain Rate (s‐1) 
Energy Absorbed at Percentage Strain (MJm‐3) 
10%  20%  40%  60% 
LLDPE  7609.91  3.55  7.88  17.38  25.71 
LLDPE 0.5%CB  8242.33  3.54  8.07  17.58  26.05 
LLDPE 1%CB  7511.83  3.90  8.64  18.39  26.86 
LLDPE 2%CB  6463.46  3.47  8.06  17.08  24.96 
LLDPE 0.5%CNT  7635.57  3.81  8.81  18.69  27.03 
LLDPE 1%CNT  7805.66  3.59  8.61  18.74  27.53 
LLDPE 3%Clay  7292.83  3.12  7.58  16.51  24.59 
LLDPE 4%Clay  7185.28  3.34  7.81  17.04  25.17 
LLDPE 1%TiO2  7788.47  3.50  8.13  17.68  26.14 
HDPE  7794.95  3.44  7.91  17.16  25.56 
UHMWPE  7386.37  2.79  7.23  17.41  27.62 
Table 11.26 ‐ Average LLDPE High Strain Energy Absorption Properties 
Material  Strain Rate (s‐1) 
Yield Stress 
(MPa) 
Flow Stress at Percentage Strain (MPa) 
10%  20%  40%  60% 
LLDPE  7609.91  40.80  42.14  45.67  45.97  37.83 
HDPE  7794.95  44.98  43.54  45.34  45.87  37.22 
HDPE 0.2%CB  8411.83  55.96  54.01  56.03  56.57  48.12 
HDPE 0.5%CB  7988.57  55.67  53.12  54.78  54.64  45.51 
HDPE 1%CB  5564.33  57.51  55.82  56.05  54.40  45.00 
HDPE 1%CNT  5841.88  59.73  59.65  59.43  56.33  46.73 
HDPE 1%Clay  7906.58  42.78  42.63  45.04  45.55  37.33 
HDPE 1.5%Clay  7207.69  42.10  42.01  44.04  44.63  36.48 
HDPE 2%Clay  7825.03  44.46  42.64  45.12  46.07  37.37 
HDPE 1%TiO2  6311.90  57.09  55.14  58.76  56.62  47.21 
UHMWPE  7386.37  46.17  41.22  47.57  52.36  49.74 
Table 11.27 ‐ Average HDPE High Strain Stress‐Strain Properties 
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Material  Strain Rate (s‐1) 
Energy Absorbed at Percentage Strain (MJm‐3) 
10%  20%  40%  60% 
LLDPE  7609.91  3.55  7.88  17.38  25.71 
HDPE  7794.95  3.44  7.91  17.16  25.56 
HDPE 0.2%CB  8411.83  4.00  9.51  20.92  31.61 
HDPE 0.5%CB  7988.57  3.81  9.27  20.43  30.62 
HDPE 1%CB  5564.33  3.91  9.57  20.68  30.80 
HDPE 1%CNT  5841.88  4.12  10.07  21.76  32.14 
HDPE 1%Clay  7906.58  3.22  7.59  16.84  25.19 
HDPE 1.5%Clay  7207.69  3.08  7.40  16.44  24.71 
HDPE 2%Clay  7825.03  3.10  7.43  16.78  25.21 
HDPE 1%TiO2  6311.90  3.43  9.31  20.75  31.18 
UHMWPE  7386.37  2.79  7.23  17.41  27.62 
Table 11.28 ‐ Average HDPE High Strain Energy Absorption Properties 
Material  Strain Rate (s‐1) 
Yield Stress 
(MPa) 
Flow Stress at Percentage Strain (MPa) 
10%  20%  40%  60% 
LLDPE  7609.91  40.80  42.14  45.67  45.97  37.83 
HDPE  7794.95  44.98  43.54  45.34  45.87  37.22 
UHMWPE  7386.37  46.17  41.22  47.57  52.36  49.74 
Commercial UHMWPE  9037.44  51.46  48.00  52.47  56.73  54.78 
UHMWPE 3%Clay  10300.86  52.17  47.21  52.30  60.59  59.83 
Table 11.29 ‐ Average UHMWPE High Strain Stress‐Strain Properties 
Material  Strain Rate (s‐1) 
Energy Absorbed at Percentage Strain (MJm‐3) 
10%  20%  40%  60% 
LLDPE  7609.91  3.55  7.88  17.38  25.71 
HDPE  7794.95  3.44  7.91  17.16  25.56 
UHMWPE  7386.37  2.79  7.23  17.41  27.62 
Commercial UHMWPE  9037.44  3.50  8.59  19.60  30.84 
UHMWPE 3%Clay  10300.86  3.74  8.79  20.33  32.36 
Table 11.30 ‐ Average UHMWPE High Strain Energy Absorption Properties 
Material  Strain Rate (s‐1) 
Yield Stress 
(MPa) 
Flow Stress at Percentage Strain (MPa) 
10%  20%  40%  60% 
LLDPE  7609.91  40.80  42.14  45.67  45.97  37.83 
HDPE  7794.95  44.98  43.54  45.34  45.87  37.22 
UHMWPE  7386.37  46.17  41.22  47.57  52.36  49.74 
UH80‐20HD  8144.76  50.58  50.51  52.11  53.94  46.38 
UH80‐20HD 0.5%CB  8785.53  53.16  52.98  55.44  55.29  46.50 
UH80‐20HD 1%CB  7305.11  52.86  52.68  54.78  54.57  46.58 
Table 11.31 – Average UHMWPE 80% HDPE 20% High Strain Stress‐Strain Properties 
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Material  Strain Rate (s‐1) 
Energy Absorbed at Percentage Strain (MJm‐3) 
10%  20%  40%  60% 
LLDPE  7609.91  3.55  7.88  17.38  25.71 
HDPE  7794.95  3.44  7.91  17.16  25.56 
UHMWPE  7386.37  2.79  7.23  17.41  27.62 
UH80‐20HD  8144.76  3.53  8.81  19.43  29.61 
UH80‐20HD 0.5%CB  8785.53  3.82  9.25  20.46  30.64 
UH80‐20HD 1%CB  7305.11  3.68  9.11  20.22  30.38 
Table 11.32 ‐ Average UHMWPE 80% HDPE 20% High Strain Energy Absorption Properties 
Material  Strain Rate (s‐1) 
Yield Stress 
(MPa) 
Flow Stress at Percentage Strain (MPa) 
10%  20%  40%  60% 
LLDPE  7609.91  40.80  42.14  45.67  45.97  37.83 
HDPE  7794.95  44.98  43.54  45.34  45.87  37.22 
UHMWPE  7386.37  46.17  41.22  47.57  52.36  49.74 
UH75‐25HD  7372.75  52.51  52.41  54.05  54.63  46.86 
UH75‐25HD 0.5%CB  8159.31  56.59  54.21  56.53  56.09  47.75 
UH75‐25HD 1%CB  8335.04  56.32  55.29  56.41  55.69  46.02 
UH75‐25HD 1.5%CB  8066.85  54.00  53.79  54.21  55.06  46.39 
UH75‐25HD 0.5%CNT  7792.40  47.96  47.93  50.56  53.00  46.29 
UH75‐25HD 0.5%Clay  8304.26  49.89  53.46  54.79  56.02  47.52 
Table 11.33 – Average UHMWPE 75% HDPE 25% High Strain Stress‐Strain Properties 
Material  Strain Rate (s‐1) 
Energy Absorbed at Percentage Strain (MJm‐3) 
10%  20%  40%  60% 
LLDPE  7609.91  3.55  7.88  17.38  25.71 
HDPE  7794.95  3.44  7.91  17.16  25.56 
UHMWPE  7386.37  2.79  7.23  17.41  27.62 
UH75‐25HD  7372.75  3.81  9.15  19.97  30.42 
UH75‐25HD 0.5%CB  8159.31  4.12  9.69  21.04  31.61 
UH75‐25HD 1%CB  8335.04  4.40  10.09  21.28  31.71 
UH75‐25HD 1.5%CB  8066.85  4.15  9.51  20.60  30.88 
UH75‐25HD 0.5%CNT  7792.40  3.64  8.58  19.06  29.12 
UH75‐25HD 0.5%Clay  8304.26  4.10  9.56  20.78  31.31 
Table 11.34 ‐ Average UHMWPE 75% HDPE 25% High Strain Energy Absorption Properties 
Material  Strain Rate (s‐1) 
Yield Stress 
(MPa) 
Flow Stress at Percentage Strain (MPa) 
10%  20%  40%  60% 
LLDPE  7609.91  40.80  42.14  45.67  45.97  37.83 
HDPE  7794.95  44.98  43.54  45.34  45.87  37.22 
UHMWPE  7386.37  46.17  41.22  47.57  52.36  49.74 
UH70‐30HD  8200.24  53.76  53.53  56.31  55.84  47.69 
UH70‐30HD 0.5%CB  7650.60  54.23  54.03  55.54  55.36  45.80 
Table 11.35 – Average UHMWPE 70% HDPE 30% High Strain Stress‐Strain Properties 
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Material  Strain Rate (s‐1) 
Energy Absorbed at Percentage Strain (MJm‐3) 
10%  20%  40%  60% 
LLDPE  7609.91  3.55  7.88  17.38  25.71 
HDPE  7794.95  3.44  7.91  17.16  25.56 
UHMWPE  7386.37  2.79  7.23  17.41  27.62 
UH70‐30HD  8200.24  3.87  9.36  20.64  31.19 
UH70‐30HD 0.5%CB  7650.60  4.25  9.78  20.98  31.09 
Table 11.36 ‐ Average UHMWPE 70% HDPE 30% High Strain Energy Absorption Properties 
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Appendix	E	‐	 Expanded	Figures	and	Tables	for	Thermal	Analysis	
 
 
Figure 11.13 ‐ LLDPE DSC Thermograms (not scaled for sample weight) 
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Figure 11.14 ‐ HDPE DSC Thermograms (not scaled for sample weight) 
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Figure 11.15 ‐ UHMWPE DSC Thermograms (not scaled for sample weight) 
 
Figure 11.16 ‐ UHMWPE 80% HDPE 20% Blend DSC Thermograms (not scaled for sample weight) 
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Figure 11.17 ‐ UHMWPE 75% HDPE 25% Blend DSC Thermograms (not scaled for sample weight) 
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Figure 11.18 ‐ UHMWPE 70% HDPE 30% Blend DSC Thermograms (not scaled for sample weight) 
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Material 
Peak Onset 
Temperature 
(°C) 
Melting Peak 
Temperature 
(°C) 
Crystallinity (%) 
LLDPE  120.72  125.78  50.09 
LLDPE 0.5%CB  122.63  125.62  54.32 
LLDPE 1%CB  120.91  126.05  54.15 
LLDPE 2%CB  121.49  125.92  54.60 
LLDPE 0.5%CNT  122.51  126.97  52.10 
LLDPE 1%CNT  122.36  126.35  55.08 
LLDPE 3%Clay  120.49  125.51  51.65 
LLDPE 4%Clay  120.61  125.19  50.80 
LLDPE 1%TiO2  120.59  126.17  49.71 
HDPE  121.45  125.62  53.83 
HDPE 0.2%CB  127.20  134.35  66.33 
HDPE 0.5%CB  130.52  134.30  66.42 
HDPE 1%CB  127.34  134.26  60.70 
HDPE 1%CNT  127.00  134.63  62.42 
HDPE 1%Clay  120.91  125.88  55.31 
HDPE 1.5%Clay  120.25  125.33  48.14 
HDPE 2%Clay  120.47  126.64  50.40 
HDPE 1%TiO2  126.63  133.29  65.69 
UHMWPE  122.38  133.94  51.83 
Commercial UHMWPE  122.03  133.64  49.19 
UH80‐20HD  128.58  133.21  58.71 
UH80‐20HD 0.5%CB  124.91  131.39  59.94 
UH80‐20HD 1%CB  127.58  132.54  58.67 
UH75‐25HD  127.55  131.24  63.13 
UH75‐25HD 0.5%CB  120.13  131.46  58.66 
UH75‐25HD 1%CB  126.56  132.77  58.18 
UH75‐25HD 1.5%CB  125.21  132.03  57.17 
UH75‐25HD 0.5%CNT  41.28  130.95  61.48 
UH75‐25HD 0.5%Clay  124.65  135.19  59.45 
UH70‐30HD  128.29  134.81  59.83 
UH70‐30HD 0.5%CB  124.35  131.98  59.11 
Table 11.37 ‐ Thermal Properties
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Appendix	F	‐	 Tables	for	Density	Measurement	
 
 
Material  Density (g/cm3)  Density (kg/m3) 
LLDPE  1.086  1086 
LLDPE 0.5%CB  1.011  1011 
LLDPE 1%CB  1.001  1001 
LLDPE 2%CB  1.001  1001 
LLDPE 0.5%CNT  0.973  973 
LLDPE 1%CNT  0.955  955 
LLDPE 3%Clay  0.93  930 
LLDPE 4%Clay  0.94  940 
LLDPE 1%TiO2  0.915  915 
HDPE  0.891  891 
HDPE 0.2%CB  0.995  995 
HDPE 0.5%CB  0.986  986 
HDPE 1%CB  0.967  967 
HDPE 1%CNT  0.972  972 
HDPE 1%Clay  0.911  911 
HDPE 1.5%Clay  0.949  949 
HDPE 2%Clay  0.943  943 
HDPE 1%TiO2  0.948  948 
UHMWPE  0.927  927 
Commercial UHMWPE  0.934  934 
UH80‐20HD  0.986  986 
UH80‐20HD 0.5%CB  0.971  971 
UH80‐20HD 1%CB  0.973  973 
UH75‐25HD  0.954  954 
UH75‐25HD 0.5%CB  0.958  958 
UH75‐25HD 1%CB  0.951  951 
UH75‐25HD 1.5%CB  0.954  954 
UH75‐25HD 0.5%CNT  0.942  942 
UH75‐25HD 0.5%Clay  0.948  948 
UH70‐30HD  0.919  919 
UH70‐30HD 0.5%CB  0.997  997 
Table 11.38 – Average Density Properties 
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Appendix	G	‐	 Tables	for	Comparative	Analysis	
 
 
Material 
Lower Strain Rate 
Sensitivity  
(MPa/Decade) 
High Strain Rate  
Sensitivity 
(MPa/Decade) 
LLDPE  0.80  15.19 
LLDPE 0.5%CB  0.99  17.01 
LLDPE 1%CB  0.98  24.72 
LLDPE 2%CB  N/A  N/A 
LLDPE 0.5%CNT  1.46  19.67 
LLDPE 1%CNT  0.62  27.39 
LLDPE 3%Clay  0.93  19.90 
LLDPE 4%Clay  N/A  N/A 
LLDPE 1%TiO2  0.54  25.83 
HDPE  1.04  18.05 
HDPE 0.2%CB  N/A  N/A 
HDPE 0.5%CB  0.24  23.52 
HDPE 1%CB  N/A  N/A 
HDPE 1%CNT  N/A  N/A 
HDPE 1%Clay  N/A  N/A 
HDPE 1.5%Clay  N/A  N/A 
HDPE 2%Clay  N/A  N/A 
HDPE 1%TiO2  N/A  N/A 
UHMWPE  ‐0.34  19.52 
Commercial UHMWPE  ‐0.17  22.73 
UHMWPE 3%Clay  N/A  25.88 
UH80‐20HD  0.19  20.13 
UH80‐20HD 0.5%CB  1.03  18.79 
UH80‐20HD 1%CB  0.04  31.76 
UH75‐25HD  0.72  23.12 
UH75‐25HD 0.5%CB  0.32  29.17 
UH75‐25HD 1%CB  ‐0.4  33.18 
UH75‐25HD 1.5%CB  0.12  24.04 
UH75‐25HD 0.5%CNT  0.37  15.41 
UH75‐25HD 0.5%Clay  0.62  14.02 
UH70‐30HD  1.17  19.39 
UH70‐30HD 0.5%CB  N/A  N/A 
Table 11.39 – Strain Rate Sensitivities 
Note: A  ‘Not Applicable’  (N/A)  result  is  returned  if one or more  experiments  could not  be 
carried out due to material supply issues (see Section 2.5 on page 33) and therefore one of the 
results required to calculate the strain rate sensitivity for that range is missing. 
 
