INTRODUCTION
We consider convex optimization problems with linear matrix inequality LMI constraints, i.e., constraints of the form The purpose of the paper is to explore some connections between optimization with LMI constraints and semi-in nite programming. We immediately note for all v in the compact set fv 2 R n j kvk = 1g. It is therefore clear that convex optimization problems with LMI constraints can be studied as special cases of semi-in nite programming. Perhaps more interestingly, we will see that some important semi-in nite optimization problems can be formulated in terms of linear matrix inequalities. Such a reduction, if possible, has important practical consequences: It means that those SIPs can be solved e ciently with recent interior-point methods for LMI problems. The emphasis of the paper will be on illustrating this point with examples from systems and control, signal processing, computational geometry, and statistics.
The examples in this paper will fall in two categories. The rst is known as the semide nite programming problem or SDP. In an SDP we minimize a linear function of a variable x 2 R m subject to an LMI: minimize c T x subject to Fx = F 0 + x 1 F 1 + + x m F m 0 :
Semide nite programming can be regarded as an extension of linear programming where the componentwise inequalities between vectors are replaced by matrix inequalities, or, equivalently, the rst orthant is replaced by the cone of positive semide nite matrices. Although the SDP 1.2 looks very specialized, it is much more general than a nite-dimensional linear program, and it has many applications in engineering and combinatorial optimization Ali95, BEFB94, LO96, NN94, VB96 . Most interior-point methods for linear programming have been generalized to semide nite programs. As in linear programming, these methods have polynomial worst-case complexity, and perform very well in practice.
We can express the SDP as a semi-in nite linear program minimize c T x subject to v T Fxv 0 for all v:
Lasserre Las95 and Pataki Pat95 h a v e exploited this fact to formulate Simplexlike algorithms for SDP. The observation is also interesting for theoretical purposes since it allows us to apply, for example, duality results from SIP to SDP.
The second problem that we will encounter is the problem of maximizing the determinant of a matrix subject to LMI constraints. We call this the determinant maximization or maxdet-problem. maximize det Gx subject to Gx = G 0 + x 1 G 1 + + x m G m 0 F x = F 0 + x 1 F 1 + + x m F m 0 : The matrices G i = G T i 2 R ll are given matrices. The problem is equivalent t o minimizing the convex function log det Gx ,1 subject to the LMI constraints.
The max-det objective arises naturally in applications in computational geometry, control, information theory, and statistics.
A uni ed form that includes both the SDP and the determinant maximization problem is minimize c T x + log det Gx ,1 subject to Gx 0 Fx 0:
This problem was studied in detail in Vandenberghe, Boyd and Wu VBW98 .
The basic facts about these two optimization problems, and of the uni ed form 1.3, can be summarized as follows.
Both problems are convex. There is an extensive and useful duality theory for the problems. Very e cient i n terior-point methods for the problems have been developed recently NN94 . The problems look very specialized, but include a wide variety o f c o n v ex optimization problems, with many applications in engineering. Examples of primal and dual problems with nonzero optimal duality gap are well known in the semi-in nite programming literature, and also arise in SDP see VB96 for an example.
DUALITY

ELLIPSOIDAL APPROXIMATION
Our rst class of examples are ellipsoidal approximation problems. We can distinguish two basic forms. The rst is the problem of nding the minimumvolume ellipsoid around a given set C. The second problem is the problem of nding the maximum-volume ellipsoid contained in a given convex set C. Both can be formulated as convex semi-in nite programming problems.
To solve the the rst problem, it is convenient to parametrize the ellipsoid as the pre-image of a unit ball under an a ne transformation, i.e., E = fv j k Av + bk 1 g : Minimum volume ellipsoid containing given points. Minimum volume ellipsoid containing ellipsoids.
These techniques extend to several interesting cases where C is not nite or polyhedral, but is de ned as a combination the sum, union, or intersection of ellipsoids. In particular, it is possible to compute the optimal inner approximation of the intersection or the sum of ellipsoids, and the optimal outer approximation of the union or sum of ellipsoids, by solving a maxdet problem. We refer to BEFB94 and Chernousko Che94 for details.
As an example, consider the problem of nding the minimum volume ellipsoid E 0 containing K given ellipsoids E 1 ; : : : ; E K . F or this problem we describe the ellipsoids as sublevel sets of convex quadratic functions: Figure 2 shows an instance of the problem. The goal of experiment design is to choose the vectors a i so that the error covariance A T A ,1 is`small'. We can interpret each component o f y as the result of an experiment or measurement that can be chosen from a xed menu of possible experiments; our job is to nd a set of measurements that together are maximally informative. There is an interesting relation between optimal experiment design and ellipsoidal approximation. We rst derive the dual of the experiment design problem 4.1, applying 2. The duality b e t w een D-optimal experiment designs and minimum-volume ellipsoids also extends to non-nite compacts sets Titterington Tit75 , Pronzato and Walter PW94 . The D-optimal experiment design problem on a compact set C R p is maximize log det Evv T 4.5 over all probability measures on C. This is a convex but semi-in nite optimization problem, with dual Tit75 maximize log detW subject toW 0 v TW v p; v 2 C:
Again, we see that the dual is the problem of computing the minimum volume ellipsoid, centered at the origin, and covering the set C.
General methods for solving the semi-in nite optimization problems 4.5 and 4.6 fall outside the scope of this paper. In particular cases, however, these problems can be solved as maxdet-problems. One interesting example arises when C is the union of a nite number of ellipsoids. In this case, the dual 4.6 can be cast as a maxdet-problem see x3 and hence e ciently solved; by duality, w e can recover from the dual solution the probability distribution that solves 4.5. x n,1 x n x n+1 : : : x 2 n , 2 x 2 n , 1 x n x n +1 x n+2 : : : x 2 n , 1 x 2 n 3 7 7 7 7 7 7 7 5 0 :
5.1
It is easy to see that the condition is necessary: let x i = Et i , i = 0 ; : : : ; 2 n be the moments of some distribution, and let y = y 0 y 1 y n T 2 R n +1 . Then Note that condition 5.1 is an LMI in the variables x k , i.e., the condition that x 0 , . . . , x 2 n be the moments of some distribution on R can be expressed as an LMI in x. Using this fact, we can cast some interesting moment problems as SDPs and maxdet-problems.
Suppose t is a random variable on R. We do not know its distribution, but we do know some bounds on the moments, i.e., Upper bound on the variance via semide nite programming.
As another example, one can maximize the variance of t, over all probability distributions that satisfy the moment constraints to obtain a sharp upper bound on the variance of t: A robust estimate of the moments.
Another interesting problem is the maxdet-problem maximize log det H1; x 1 ; : : : ; x 2 n subject to k x k k ; k = 1 ; : : : ; 2 n H 1; x 1 ; : : : ; x 2 n 0 :
The solution can serve as a`robust' solution to the feasibility problem of nding a probability distribution that satis es given bounds on the moments. While the SDPs provide lower and upper bounds on Ept, the maxdet-problem should provide a reasonable guess of Ept.
Note that the maxdet-problem 5.2 is equivalent t o maximize log det Eftft T subject to Eft 5.3 over all probability distributions on R, where ft = 1 t t 2 : : : t n T . W e can interpret this as the problem of designing a random experiment to estimate the coe cients of a polynomial pt = c 0 + c 1 t + + c n t n .
6POSITIVE-REAL LEMMA
Linear system theory provides numerous examples of semi-in nite constraints that can be cast as LMIs see BEFB94 for an extensive survey. One of the fundamental theorems, the positive-real lemma, can be interpreted in this light. In other words, the in nite set of inequalities 6.1 is equivalent t o the nite matrix inequality 6.2 with the auxiliary variable P.
Assume, for example, that A and B are given, and that the matrices C and D depend a nely on certain parameters 2 R p . Then 6.1 is an in nite set of LMIs in , while 6.2 is a nite LMI in and P.
Other examples in systems and control theory include the bounded-real lemma, and the Nevanlinna-Pick problem BEFB94 . An application of the positive-real lemma in lter design is described in WBV96, WBV97 .
CONCLUSION
We have discussed examples of semi-in nite optimization problems that can be reduced to semide nite programming or determinant maximization problems. It is clear that a reduction of SIPs to SDPs or maxdet-problems is not always possible. It is important, however, to recognize when such a reduction is possible, since it implies that the problems can be solved e cienlty using interior-point methods.
