Abstract-Over the past decades, computer revolution has opened up many possibilities for new field of investigation. With greater accessibility to information and lowering cost of powerful computers, this has spawned new efforts towards understanding complex tasks.
INTRODUCTION
A lexicon is the backbone of any NLP (natural language processing) system. It is the knowledge about individual words in the language. Accurate words with grammatical attributes are very important for many applications such as information extraction, tagging, text mining, ontology, etc. Perhaps, it is pushing the researchers and developers to accommodate all these applications with larger and richer lexicons.
Thus, the task of designing and developing it has become a crucial aspect that needs to be taken into serious consideration. It is an undeniable fact that good quality lexicon construction requires significant amount of time and human labor especially with the vast amount of growing text from day to day basis. An automatic lexicon generation engine has become an application which is a necessity than before. Gone are the days when we depend on the manual construction of lexicon.
Thus, the aim of this paper is to show how lexicon will be generated automatically by integrating Apple Pie Parser. The remaining of the paper will contain sections on literature review, automatic lexicon creation, conclusion and limitation of the research.
II. LITERATURE REVIEW
A lexicon is a collection of representation of words used by a natural language processor as a source of words specific information [1] . It is being referred as the component of a NLP system that contains information (semantic, grammartical) about individual words or words usage [2] . Reference [3] has mentioned that lexicon plays a central role in NLP tasks. The existence of lexicon in NLP has become very critical [4] until we can safely say that there are almost no NLP project that can function without the existence of it. The research effort toward creating NLP lexicons has emerged since the late 1980s [1] . Many lexicons generated in the past has been done manually [5] . Generally these lexicons may have been large [3] and expensive to build and would have been customized for the need of a particular application only [4] . Since it has been catered for a specific application, it will not be suitable to be shared among other applications which are more general. Besides that, manual construction is of course slow and very cumbersome. Perhaps, we will not be able to accommodate the rapid growth and changes of text that occurs every day.
III. AUTOMATIC LEXICON CREATION
Reference [6] has presented a method for automatically generating the dictionary from an input document by making use of the WordNet. Meanwhile, we will present a method for automatic lexicon creation by using Apple Pie Parser. This parser was developed by Satoshi Sekine [7] at New York University in 1995. It is a bottom up probabilistic English parser which uses best first search algorithm to find the parse tree. The grammar used in apple pie parser is a semi context grammar which contains 2 non-terminals.
These grammars were automatically extracted from Penn Tree Bank. The main goal of this parser is to generate a syntactic tree from reasonable sentences that can be obtained from news papers, text book or websites which does not contain illformed sentences.
This automatic lexicon creation will be able to support large scale resources with broad coverage of information which is not meant for any specific domain. There are lexicons catered for a particular domain such as MedPost [8] which is specific to biomedical domain, lexicon for cooking actions [9] ,etc.
The automated procedures that we have developed in this automatic lexicon creation have helped in extracting and standardizing the representation of lexical data. It managed to extract data from various textual based resources. These automated lexicons can be capitalized by many applications such as NLP systems, question answering systems as well as information retrieval systems in order to be more effective, efficient and robust.
This section will elaborate on how the automatic lexicon has been created. The conceptual framework for automatic lexicon generation is shown in Fig. 1 . For this research, we have used Remedia Corpus as the input text. It is the first corpus developed to evaluate automated Reading Comprehension systems [10] . This corpus consists of remedial reading materials for grades 3 to 6 and was annotated by the MITRE Corporation [10] . Many NLP applications researchers as in [11] and [12] have also used this corpus as their experiment corpus. The input text will then be processed by Apple Pie Parser. A syntactic tree will be generated as an output from the parser. The output is shown as below.
Apple Pie Parser Output: (S (NPL (NNPX (NNPX Dr) (NNP Mark))) (VP (VBD brushed) (NP (NPL (NNP Sam) (POS ' s)) (NNS teeth))))
The output generated by is being represented as a syntactic tree. The diagram is shown in Fig. 2 . This syntactic tree will then be used as an input to the automatic lexicon generator. Fig. 3 shows the algorithm used to generate the lexicon.
The syntactic tree will be tokenized and stemming process will be done to the tokenized text. Each token will be parsed to stemming process together with its part of the speech tags. Stemming is very useful for improving retrieval performance because they reduce variants of the root word to a common concept which will also be used to represent the logical form for each word in the lexicon. We use affix removal stemming strategy which has been proven as efficient, simple and intuitive [13] . Our focus is on suffix removal because most variants of words are generated by use of suffixes instead of prefixes. In order to remove the suffixes, Porter's algorithm as in [14] has been used due to its reliability, simplicity and elegance. The next step is to identify whether the token is a verb. If it is not, then all the tokens together with its part of speech tags will be saved in the lexical database. For verb tokens, we proceed with verb categorization process. This process differentiates transitive and intransitive verb. The automatic lexicon generator will use some predefined rules which has been catered for this categorization process [15] . Once the verb has been successfully categorized, we proceed to irregular verb checking. In this process, each of the verbs will be checked to ensure whether it belongs to common irregular verbs [16] . If the verb does not belongs to These 5 forms of arguments will be generated for each of the verb before it could be saved into the lexical database. The generation of arguments will be based on the general rules given in [15] . On the other hand, if the verb belongs to irregular verb, then all the verb argument that belongs to that particular verb will be extracted from the irregular verb database. An example of an irregular verb is "take".
The arguments extracted for the verb "take" is shown as in table 1. All the extracted verb arguments with part of speech, in this case either transitive verb(tv) or intransitive verb(iv) will be saved into the lexical database. Examples of lexicon that have been saved are shown as in Fig. 4 . We know that English is a rich and complex language and it is hard to accommodate an application for each rule and exemption that the language contains. However, we have taken measures to fulfill general rules which will help us in automating the creation of lexicon. Nevertheless, there are times these rules will not be able to accommodate some of the complex or irregular lexicon. To accommodate this situation, the user will be given the opportunity to make any changes to the lexicon that has been generated.
IV. CONCLUSION
In conclusion, this paper has described how an automatic lexicon can be generated by making use of Apple Pie Parser. Furthermore, the generation of automatic lexicon managed to reduce significant amount of time and manpower compared to manual approach which is proven to be tedious, slow and expensive. Besides, the generated lexicon managed to cater for wide range of topics and not restricted to specific domain. For future research, we would like to extent this research to be incorporated with question answering system using logical linguistic approach that we are working on currently.
V. LIMITATIONS
Automatic Lexicon generator managed to generate general lexicon for general domain. We did not cater for any domain restricted corpus such as technical corpus, science corpus or medical corpus which has not been supported by Apple Pie Parser. Besides that, the lexicon generator will accept grammatically correct sentences only.
