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から，(x−x′)+(e−e′) ̸= 0 が成り立つ．従って，式
(59) が証明された．
次に，式 (23)を証明する．ここで，C = {x1,x2, . . . ,
xM}，B(xi) = {xi + e|e ∈ E}, i = 1, 2, . . . ,M と
する．式 (59) から，任意の i, j (i, j ∈ {1, 2, . . . ,M},
i ̸= j)について, B(xi)∩B(xj) = ϕが成り立つ．従っ
て，B(x1) ∪B(x2) ∪ · · · ∪B(xM ) ⊆ Fn2 であり，





Solving performances of piecewise-linear particle swarm optimizer with neighborhood topology
Tomoyuki SASAKI
Abstract: Piecewise-linear particle swarm optimizer (PPSO) was proposed, which is a deterministic
particle swarm optimization. In PPSO, each particle has two search modes which are a convergence
mode and a divergence mode, and switches both search modes irregularly. PPSO is effective to solve
rotated problems, because PPSO particles can move in solution spaces toward various directions.
Here, in order to improve search performances of PPSO, a neighborhood topology between particles
is introduced to PPSO (N-PPSO). We compared the search performances of N-PPSO with those of
PSO with the neighborhood topology (N-PSO) through the numerical simulations.
KEYWORDS: Particle swarm optimization, Deterministic system, Swarm intelligence al-
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(PPSO with Neighborhood Topology) を提案する．N-PPSO の有効性を示すために，粒子群最適化法の
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定義される．
minimizef(x),x = (x1, x2, . . . , xD)
⊤ ∈ F ⊆ RD
(1)
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解空間 F̂ = {x̂|Qx,x ∈ F}で表される [11]．ここで，
Q は回転行列を表し，それは直交行列である．また，

























した PPSO with Neighborhood Topology (N-PPSO)
を提案する．PSOの粒子間の情報共有において近傍構



















近似解を探索する．i 番目の粒子 (粒子 i) は，速度ベ
クトル vti = (vti1, vti2, . . . , vtiD)，位置ベクトル xti =
(xti1, x
t




クトル (pbest ベクトル) pbti = (pbti1, pbti2, . . . , pbtiD)
を持つ．各粒子は粒子群の探索過程における最良解ベ
クトル (gbest ベクトル) gbt = (gbt1, gbt2, . . . , gbtD) を
共有する．ここで，Dは最適化する設計変数の総数，t
は現在のイタレーション数を表す．












ここで，w は慣性速度定数，c1 と c2 はそれぞれ加速









率的な要素を持たない決定論的な PSO (D-PSO) の一
つである．粒子 i は速度ベクトル vti，位置ベクトル
xti，pbestベクトル pbti を持つ．また，各粒子は収束
モードと発散モードの二つの回転モードを持つ．さら
に，粒子群は gbestベクトル gbt を共有する．
粒子 iの j 次元要素における更新式を以下に示す．
qtij = (1− γ)pbtij + γgbtj (4)
ytij = x
t





















xt+1i , if f(x
t+1








gbt+1 = pbt+1k (10)
ここで，qtij は平衡点，γ (0 ≤ γ ≤ 1) は平衡点におけ
る pbestと gbestの影響力を調整する結合係数を表す．
γ = 0.5のとき，pbestと gbestの影響力は同一となる．
本論文では，γ = 0.5に固定した．ytij は平衡点を基準
とした xtij との相対位置を表す．
δtij はダンピング，θ (0 < θ < π2 )は回転角度を表す．
δtij が δc (0 < δc < 1) に設定されるとき，粒子 i の j
次元要素は収束モードとなり，図 1 (a) に示すように
平衡点に徐々に収束する．一方，δtij が δd (δd > 1) に
設定されるとき，粒子 iの j 次元要素は発散モードと
なり，図 1 (b) に示すように平衡点から徐々に離れて
いく．各粒子の各次元要素に対してこれらの回転モー
ドは条件に基づいて動的に切り替わる．






|yt+1ij | < THtij
(11)
ここで，THtij は回転モードを切り替える閾値を表す．




















|yt+1ij | > THtij
(13)
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図 1: PPSOの粒子ダイナミクス [16]
(a) 次数: 2 (b) 次数: 7







に基づく近傍構造を導入する手法 (PPSO with Neigh-






解情報 (local best solution; lbest) を共有する PSO手







図 2 に総粒子数が 8，次数が 2 と 7 の場合の近傍
構造の例を表す．図 2において，“◦”印は粒子，“エッ
ジ” は粒子間でそれらの良解情報を共有していること






状のトポロジーを “ring topology”とよぶ．図 2 (b)は
次数が 7であり，各粒子は全ての粒子と情報共有を行
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状のトポロジーを “ring topology”とよぶ．図 2 (b)は
次数が 7であり，各粒子は全ての粒子と情報共有を行














標準的な PSO に近傍構造を導入した N-PSO は多













PSO，N-PSO との性能の比較実験を行う．表 1 に実





回試行の平均値 (Mean) と標準偏差 (SD) で示す．
PSOとN-PSOにおけるパラメータは，PSOにおい
てその探索性能が良好な w = 0.729，c1 = c2 = 1.4955
[21] を採用した．一方，PPSO と N-PPSO における
パラメータは，PPSOにおいてその探索性能が良好な
δc = 0.6，δd = 1.2，θ = 55◦，α = 0.95 [16] を採用
した．また，切り替え条件の閾値の初期値 TH0 は探
表 2. 比較実験結果
f N-PPSO PPSO N-PSO PSO
(Degree = 2) (Degree = 2)
fU2 Mean 2.05E+06 1.56E+06 2.84E+06 7.78E+05
SD 8.63E+05 7.24E+05 1.57E+06 4.31E+05
fU3 Mean 7.79E+06 4.36E+07 1.52E+08 1.20E+08
SD 9.91E+06 6.99E+07 2.54E+08 2.16E+08
fU4 Mean 2.77E+04 1.54E+04 4.12E+04 2.09E+04
SD 6.25E+03 6.15E+03 1.11E+04 1.01E+04
f6 Mean 1.69E+00 1.02E+01 6.27E+00 5.05E+00
SD 6.72E+00 2.25E+01 1.63E+01 1.48E+01
f7 Mean 9.40E+00 2.04E+01 4.58E+01 9.76E+01
SD 5.57E+00 1.64E+01 2.06E+01 1.38E+02
f8 Mean 2.09E+01 2.09E+01 2.08E+01 2.08E+01
SD 6.18E-02 7.69E-02 8.09E-02 8.50E-02
f9 Mean 1.07E+01 1.04E+01 1.87E+01 1.82E+01
SD 2.36E+00 2.46E+00 2.27E+00 2.88E+00
f10 Mean 1.33E+00 1.13E+00 3.81E-01 2.67E-01
SD 1.87E-01 6.30E-02 2.38E-01 2.22E-01
f12 Mean 2.52E+01 3.33E+01 6.78E+01 9.93E+01
SD 6.72E+00 1.12E+01 2.53E+01 3.89E+01
f13 Mean 5.40E+01 7.15E+01 1.01E+02 1.33E+02
SD 1.67E+01 2.18E+01 2.02E+01 3.61E+01
f15 Mean 1.76E+03 1.91E+03 2.65E+03 2.48E+03
SD 4.29E+02 5.38E+02 6.60E+02 6.06E+02
f16 Mean 1.35E+00 1.80E+00 1.54E+00 1.63E+00
SD 2.79E-01 4.61E-01 3.99E-01 5.00E-01
f18 Mean 1.00E+02 1.07E+02 1.17E+02 1.05E+02
SD 1.06E+01 1.77E+01 1.68E+01 3.08E+01
f19 Mean 4.39E+00 3.93E+00 4.11E+00 4.48E+00
SD 1.03E+00 1.47E+00 1.60E+00 2.20E+00
f20 Mean 9.89E+00 9.91E+00 1.00E+01 1.00E+01
SD 6.43E-01 4.94E-01 4.88E-02 0.00E+00
f21 Mean 3.62E+02 3.38E+02 2.76E+02 3.24E+02
SD 7.30E+01 7.59E+01 9.90E+01 8.85E+01
f23 Mean 2.37E+03 2.35E+03 3.55E+03 3.45E+03
SD 5.05E+02 6.87E+02 6.81E+02 6.51E+02
f24 Mean 2.23E+02 2.34E+02 2.55E+02 2.60E+02
SD 1.17E+01 1.51E+01 7.70E+00 8.98E+00
f25 Mean 2.44E+02 2.49E+02 2.72E+02 2.76E+02
SD 1.50E+01 1.28E+01 7.14E+00 9.67E+00
f26 Mean 2.07E+02 2.40E+02 2.10E+02 2.90E+02
SD 2.88E+01 5.91E+01 3.66E+01 7.24E+01
f27 Mean 5.14E+02 6.04E+02 8.02E+02 8.31E+02
SD 9.71E+01 8.56E+01 8.23E+01 6.58E+01
f28 Mean 4.78E+02 5.90E+02 1.37E+03 2.07E+03
SD 4.12E+02 5.06E+02 6.48E+02 5.77E+02
∗ 太字は最良の平均値の結果を示す
∗ U は単峰性関数を表し，無印は多峰性関数を表す
索範囲の最大値である 100 に設定した．N-PPSO と
N-PSO において，粒子間の近傍構造を制御する次数




とN-PSOにおけるDegree = 19 (i.e. gbest topology)
の場合と同等である．
表 2 に実験結果を示す．表 2 より，N-PPSO は 22
個のベンチマーク問題の中で 14 個のベンチマーク問
題において優れた探索性能を持つことが確認できた．
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