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EXTENSION OF WIENER-WINTNER DOUBLE RECURRENCE THEOREM TO POLYNOMIALS
IDRIS ASSANI AND RYO MOORE
Abstract. We extend the authors’ previous work on Wiener-Wintner double recurrence theorem to the case of
polynomials.
1. Introduction
The following extension on Bourgain’s pointwise result on double recurrence [4] was proven in [3].
Theorem 1.1. Let (X,F , µ, T) be a standard ergodic dynamical system, a, b ∈ Z such that a 6= b, and f1, f2 ∈
L∞(X). Let
WN( f1, f2, x, t) =
1
N
N−1
∑
n=0
f1(T
anx) f2(T
bnx)e2piint.
(1) (Double Uniform Wiener-Wintner Theorem) If either f1 or f2 belongs to Z
⊥
2 , then there exists a set of full
measure X f1⊗ f2 such that for all x ∈ X f1⊗ f2 ,
lim sup
N→∞
sup
t∈R
|WN( f1, f2, x, t)| = 0
(2) (General Convergence) If f1, f2 ∈ Z2, then for µ-a.e. x ∈ X, WN( f1, f2, x, t) converges for all t ∈ R.
One of the estimates that was established to prove the uniform convergence result above was the
following (this was obtained in the proof of Theorem 5.1 of [3]):
Theorem 1.2. Let (X,F , µ, T) be a standard ergodic dynamical system, and f1, f2 ∈ L
∞(X). If |||·|||k+1 denotes
the k-th Gowers-Host-Kra seminorm [7, 8], then
(1)
∫
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N
∑
n=1
f1(T
anx) f2(T
bnx)e2piint
∣∣∣∣∣
2
dµ(x) .a,b min
{
||| f1|||
2
3, ||| f2|||
2
3
}
In this paper, we extend this Wiener-Wintner average to a polynomial Wiener-Wintner, i.e. If p(n) is a
degree-k polynomial with real coefficients, then we investigate the convergence of the average
1
N
N−1
∑
n=0
f1(T
anx) f2(T
bnx)e2piip(n)t.
Some study has been done on polynomial Wiener-Winter averages. For instance, E. Lesigne showed that
for any ergodic system (X,F , µ, T), f ∈ L1(X), there exists a set of full-measure X f such that for every
x ∈ X f , the average
(2)
1
N
N
∑
n=1
φ(p(n)) f (Tnx)
1
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converges for every continuous function φ : T → C and for every polynomial p(n) [12, 13]. Further-
more, Lesigne showed that if T is totally ergodic and f belongs to the orthogonal complement of the k-th
Abramov factor, then (2) converges to 0. In [6], N. Frantzikinakis extended Lesigne’s result by obtaining
a uniform Wiener-Wintner result i.e. f1 belongs to the orthogonal complement of the k-th Abramov factor
if and only if for a.e. x ∈ X,
(3) lim
N→∞
sup
p∈Rk[t]
∣∣∣∣∣ 1N
N
∑
n=1
φ(p(n)) f (Tnx)
∣∣∣∣∣ = 0,
where Rk[t] denotes the set of all k-th degree polynomials with real coefficients, and T is a totally ergodic
transformation. Furthermore, Frantzikinakis showed that if T is not totally ergodic, then one cannot
find a set of full measure such that for any φ and p, the averages in (2) converges to 0. This tells us
that Abramov’s factors are not characteristic factors for Wiener-Wintner averages with polynomials p and
continuous functions φ.
Recently, T. Eisner and B. Krause announced uniform Wiener-Wintner results for averages with weights
involving Hardy functions and for "twisted" polynomial ergodic averages [5].
Note that in the works of Lesigne and Frantzikinakis, the supremum were taken over the set of all
the k-th degree polynomials with real coefficients. We are interested in taking a supremum over t on the
averages
1
N
N
∑
n=1
f1(T
anx) f2(T
bnx)e2piip(n)t.
Note that, by the simple application of the spectral theorem, this establishes the norm convergence of the
return time averages: There exists a set of full measure X f1, f2,p such that any x ∈ X f1, f2,p,
1
N
N
∑
n=1
f1(T
anx) f2(T
bnx)g ◦ Sp(n)
converges in L1(ν) for any measure-preserving system (Y,G, ν, S) and g ∈ L1(ν).
Theorem 1.3. Let (X,F , µ, T) be a standard ergodic dynamical system, a, b ∈ Z such that a 6= b, and f1, f2 ∈
L2(X). Suppose p(n) is a degree-k polynomial with real coefficients, where k ≥ 2. Let
WN( f1, f2, x, p, t) =
1
N
N−1
∑
n=0
f1(T
anx) f2(T
bnx)e2piip(n)t.
(1) If either f1 or f2 belongs to Z
⊥
k+1, then there exists a set of full measure X f1⊗ f2,p such that for all x ∈
X f1⊗ f2,p,
lim sup
N→∞
sup
t∈R
|WN( f1, f2, x, p, t)| = 0
(2) If f1, f2 ∈ Zk+1, then for µ-a.e. x ∈ X, WN( f1, f2, x, p, t) converges for all t ∈ R.
To prove this result, we first consider the case either f1 or f2 is in Z
⊥
k+1, and prove the uniformity
result by applying the induction on the degree of the polynomial p. Our base case is covered by our
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previous result Theorem 1.1. Then we assume that both f1 and f2 belong to Zk+1. For this case, we break
further into two cases: One where t ∈ Q, and t /∈ Q. For the first case, we find appropriate skew product
transformation on T2 for each degree of p, and use induction to prove the result. For the second case, we
use the structure of nilsystems and Liebman’s polynomial convergence result [11] to prove the claim.
One of the main inequalities used to prove (1) of Theorem 1.3 is the van der Corput’s lemma, which is
stated as follows (a proof can found in [10]):
Lemma 1.4 (van der Corput). If (an) is a sequence of complex numbers and if H is an integer between 0 and
N − 1, then ∣∣∣∣∣ 1N
N−1
∑
n=0
an
∣∣∣∣∣
2
≤
N + H
N2(H + 1)
N−1
∑
n=0
|an|
2(4)
+
2(N+ H)
N2(H + 1)2
H
∑
h=1
(H + 1− h)Re
(
N−h−1
∑
n=0
anan+h
)
.
Throughout this paper, we assume f1 and f2 to be real-valued functions, and ‖ f1‖∞, ‖ f2‖∞ ≤ 1.
2. Case when either f1 or f2 is in Z
⊥
k+1
Here we prove (1) of Theorem 1.3. We do so by extending Theorem 1.2 to polynomials with higher
degree and higher order Host-Kra-Ziegler factors [8, 14].
Theorem 2.1. Let (X,F , µ, T) be an ergodic system, and f1, f2 ∈ L
∞(µ). Suppose p is a k-th degree polynomial
with real coefficients, where k ≥ 1. If either f1 or f2 belongs to Z
⊥
k+1, then there exists a set of full measure
X f1⊗ f2,p ⊂ X such that for all x ∈ X f1⊗ f2,p,
(5) lim
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N
∑
n=1
f1(T
anx) f2(T
bnx)e2piip(n)t
∣∣∣∣∣ = 0.
We prove this by applying induction on k. Before we prove the result, we would like to prove the case
for k = 2 directly to provide the main idea of the proof. Let p(n) = αn2 + βn+ γ, where α, β, γ are real
constants such that α 6= 0. The main idea of the proof for this case is to apply the van der Corput’s
inequality to reduce the degree of the polynomial (to a degree-one polynomial), and use the inequality
(1) after integration. This allows us to find an upper bound for the integral of the left-hand side of (5) in
terms of the fourth Gowers-Host-Kra seminorm of f1, i.e. ||| f1|||4.
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We apply the inequality (4) by setting an = f1(T
anx) f2(T
bnx)e2piip(n)t, taking limit supremum and
applying the Cauchy-Schwarz inequality would give us
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N
∑
n=1
f1(T
anx) f2(T
bnx)e2piip(n)t
∣∣∣∣∣
2
≤
2
(H + 1)
+
4
(H+ 1)2
H
∑
h=1
(H + 1− h) lim sup
N→∞
sup
t∈R
ℜ
(
e−2pii(αh
2+βh)t 1
N
N−h−1
∑
n=1
f1 · f1 ◦ T
ah(Tanx) f2 · f2 ◦ T
bh(Tbnx)e2pii(−2αhn)t
)
≤
2
H + 1
+
4
H + 1
H
∑
h=1
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N−h−1
∑
n=1
f1 · f1 ◦ T
ah(Tanx) f2 · f2 ◦ T
bh(Tbnx)e2pii(−2αhn)t
∣∣∣∣∣
≤
2
H + 1
+

 4
H + 1
H
∑
h=1
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N−h−1
∑
n=1
f1 · f1 ◦ T
ah(Tanx) f2 · f2 ◦ T
bh(Tbnx)e2pii(−2αhn)t
∣∣∣∣∣
2


1/2
If we take the integral on both sides of the inequality on N, and apply Hölder’s inequality, then we obtain
∫
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N
∑
n=1
f1(T
anx) f2(T
bnx)e2piip(n)t
∣∣∣∣∣
2
dµ(x) ≤
2
H + 1
+

 4
H + 1
H
∑
h=1
∫
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N−h−1
∑
n=1
f1 · f1 ◦ T
ah(Tanx) f2 · f2 ◦ T
bh(Tbnx)e2pii(−2αhn)t
∣∣∣∣∣
2
dµ


1/2
(6)
By (1), we know that for all 1 ≤ h ≤ H, the following estimate holds for the integral on the right hand
side:
∫
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N−h−1
∑
n=1
f1 · f1 ◦ T
ah(Tanx) f2 · f2 ◦ T
bh(Tbnx)e2pii(−2αhn)t
∣∣∣∣∣
2
dµ
.a,b min
(∣∣∣∣∣∣∣∣∣ f1 · f1 ◦ Tah∣∣∣∣∣∣∣∣∣2
3
,
∣∣∣∣∣∣∣∣∣ f2 · f2 ◦ Tbh∣∣∣∣∣∣∣∣∣2
3
)
.(7)
Therefore, together with (6), (7), and the Cauchy-Schwarz inequality, we obtain
∫
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N
∑
n=1
f1(T
anx) f2(T
bnx)e2piip(n)t
∣∣∣∣∣
2
dµ(x)
.a,b
1
H
+min


(
1
H
H
∑
h=1
∣∣∣∣∣∣∣∣∣ f1 · f1 ◦ Tah∣∣∣∣∣∣∣∣∣2
3
)1/2
,
(
1
H
H
∑
h=1
∣∣∣∣∣∣∣∣∣ f2 · f2 ◦ Tbh∣∣∣∣∣∣∣∣∣2
3
)1/2

≤
1
H
+min


(
1
H
H
∑
h=1
∣∣∣∣∣∣∣∣∣ f1 · f1 ◦ Tah∣∣∣∣∣∣∣∣∣4
3
)1/4
,
(
1
H
H
∑
h=1
∣∣∣∣∣∣∣∣∣ f2 · f2 ◦ Tbh∣∣∣∣∣∣∣∣∣4
3
)1/4
 ,
and if we let H → ∞, we obtain
(8)
∫
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N
∑
n=1
f1(T
anx) f2(T
bnx)e2piip(n)t
∣∣∣∣∣
2
dµ(x) .a,b min
{
||| f1|||
2
4, ||| f2|||
2
4
}
.
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So if either f1 f2 is in Z
⊥
3 , we know that either ||| f1|||
2
4 = 0 or ||| f2|||
2
4 = 0, so for µ-a.e. x ∈ X
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N
∑
n=1
f1(T
anx) f2(T
bnx)e2piip(n)t
∣∣∣∣∣ = 0.
One of the key observations in this example is the estimate we obtained in (8). This inequality in fact
holds for any k-th degree polynomials.
Lemma 2.2. Let (X,F , µ, T) be an ergodic system, and f1, f2 ∈ L
∞(X). Suppose p(n) is a degree-k polynomial.
Then for any a, b ∈ Z, we have
(9)
∫
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N
∑
n=1
f1(T
anx) f2(T
bnx)e2piip(n)t
∣∣∣∣∣
2
dµ(x) .a,b min
{
||| f1|||
2
k+2, ||| f2|||
2
k+2
}
The idea of the proof is as follows: We use an induction on k, the degree of the polynomial p(n). The
base case given in Theorem 1.2. For the inductive step, we assume the statement is true for k = 1, 2, . . . , l,
and will show that the statement holds for k = l + 1 as well. To do so, we apply the van der Corput’s
inequality to reduce the degree of polynomial (just like we did for the case of degree-2 polynomials), and
apply the estimate using the inductive hypothesis. This allows us to obtain the appropriate Gowers-Host-
Kra seminorm for our upper bound.
Proof of Lemma 2.2. We proceed by induction on k. The base case k = 1 is clear from (1). Now suppose
the claim holds for k = 1, 2, . . . , l. Let p(n) be a polynomial with degree l + 1. If qh(n) = p(n+ h)− p(n),
then qh(n) is a polynomial of degree less than or equal to l for all h, viewing n as the variable. By the
inequality (4), and the Cauchy-Schwarz inequality, we know that
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N
∑
n=1
f1(T
anx) f2(T
bnx)e2piip(n)t
∣∣∣∣∣
2
≤
2
H + 1
+
4
H + 1
H
∑
h=1
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N−h−1
∑
n=1
f1 · f1 ◦ T
ah(Tanx) f2 · f2 ◦ T
bh(Tbnx)e2piiqh(n)t
∣∣∣∣∣
≤
2
H + 1
+

 4
H + 1
H
∑
h=1
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N−h−1
∑
n=1
f1 · f1 ◦ T
ah(Tanx) f2 · f2 ◦ T
bh(Tbnx)e2piiqh(n)t
∣∣∣∣∣
2


1/2
By taking limit supremum, integrating both sides, and applying the Cauchy-Schwarz inequality, we have
∫
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N
∑
n=1
f1(T
anx) f2(T
bnx)e2piip(n)t
∣∣∣∣∣
2
dµ(x)
≤
2
H + 1
+

 4
H + 1
H
∑
h=1
∫
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N−h−1
∑
n=1
f1 · f1 ◦ T
ah(Tanx) f2 · f2 ◦ T
bh(Tbnx)e2piiqh(n)t
∣∣∣∣∣
2
dµ


1/2
.
6 IDRIS ASSANI AND RYO MOORE
For any 1 ≤ h ≤ H, the inductive hypothesis tells us that
∫
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N−h−1
∑
n=1
f1 · f1 ◦ T
ah(Tanx) f2 · f2 ◦ T
bh(Tbnx)e2piiqh(n)t
∣∣∣∣∣
2
dµ
.a,b min
{∣∣∣∣∣∣∣∣∣ f1 · f1 ◦ Tah∣∣∣∣∣∣∣∣∣2
l+2
,
∣∣∣∣∣∣∣∣∣ f2 · f2 ◦ Tbh∣∣∣∣∣∣∣∣∣2
l+2
}
.
Therefore,
∫
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N
∑
n=1
f1(T
anx) f2(T
bnx)e2piip(n)t
∣∣∣∣∣
2
dµ(x)
.a,b
1
H
+min


(
1
H
H
∑
h=1
∣∣∣∣∣∣∣∣∣ f1 · f1 ◦ Tah∣∣∣∣∣∣∣∣∣2
l+2
)1/2
,
(
1
H
H
∑
h=1
∣∣∣∣∣∣∣∣∣ f2 · f2 ◦ Tbh∣∣∣∣∣∣∣∣∣2
l+2
)1/2

.a,b
1
H
+min


(
1
H
H
∑
h=1
∣∣∣∣∣∣∣∣∣ f1 · f1 ◦ Tah∣∣∣∣∣∣∣∣∣2l+2
l+2
)2−(l+2)
,
(
1
H
H
∑
h=1
∣∣∣∣∣∣∣∣∣ f2 · f2 ◦ Tbh∣∣∣∣∣∣∣∣∣2l+2
l+2
)2−(l+2)

and if we let H → ∞, we obtain
∫
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N
∑
n=1
f1(T
anx) f2(T
bnx)e2piip(n)t
∣∣∣∣∣
2
dµ(x) .a,b min
(
||| f1|||
2
l+3, ||| f2|||
2
l+3
)
.

Proof of Theorem 2.1. Since either f1 ∈ Z
⊥
k+1 or f2 ∈ Z
⊥
k+1, the right hand side of the inequality (9) is 0, so
we must have
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N
∑
n=1
f1(T
anx) f2(T
bnx)e2piip(n)t
∣∣∣∣∣ = 0.

3. Case when both f1, f2 ∈ Zk+1
Here we prove the convergence of double recurrence k-th degree polynomial Wiener Wintner averages
for the case where f1, f2 ∈ Zk+1. To do so, we will use the structural properties of nilsystems discussed
in [9]. The summary of this result is provided in [3].
Theorem 3.1. Let (X,F , µ, T) be an ergodic dynamical system, and p be a k-th degree polynomial of real coefficients.
Suppose f1, f2 ∈ Zk+1, and a, b ∈ Z such that a 6= b. Then the average
(10)
1
N
N
∑
n=1
f1(T
anx) f2(T
bnx)e2piip(n)t
converges, as N → ∞, off of a single null-set that is independent of t.
We will break the proof of this theorem into two cases: First for the case when t is irrational, and second
for the case t is rational. The proof for the case when t is irrational is very similar to the proof of the case
when t is irrational from Theorem 7.3 in [3] (which is the case p(n) = n), which we shall discuss briefly.
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We first prove this for the case f1 and f2 are continuous. Let Z1 be a Kronecker system of X. Recall that
there exists β ∈ Z1 so that T acts as a rotation by β, and β generates a dense cyclic subgroup in Z1, which
we denote B. We define a multiplicative character φt : B → T such that φ(β) = e2piit; since t is irrational,
e2piit generates a dense cyclic subgroup in T. It can be shown that φt can be extended to φt : Z1 → T so
that φt
∣∣
B
= φt.
We define ft : Zk+1 → T, where Zk+1 is the Host-Kra-Ziegler system of order k+ 1, such that ft = φt ◦pi,
where pi : Zk+1 → Z1 is the factor map. We observe that ft(T
p(n)x) = ft(x)e2piip(n)t, and
1
N
N
∑
n=1
f1(T
anx) f2(T
bnx) ft(T
p(n)x) =
ft(x)
N
N
∑
n=1
f1(T
anx) f2(T
bnx)e2piip(n)t.
Note that the left-hand side of the equation above converges by Leibman’s result on pointwise convergence
of polynomial actions on nilsystems [11], so our claim holds for the case t is irrational, and f1 and f2 are
both continuous.
For the sake of completeness, we show how to extend the claim to functions in L∞(µ); we use the
following approximation argument to show that given f1, f2 ∈ L
∞(µ) ∩ Zk+1, there exists a set of full
measure such that the averages converge for all t ∈ R. Suppose ( f i1′) and ( f
i
2′) be sequences of continuous
functions in Zk+1 that converge to f1 and f2 in L
2-norm respectively. Define
f ij (x) =

 min( f
i
j′(x), ‖ f j‖∞) if f
i
j′(x) ≥ 0,
max( f ij′(x),−‖ f j‖∞) if f
i
j′(x) < 0,
for j = 1, 2. Then f ij → f j in L
2(µ) as i → ∞, and ‖ f ij ‖∞ ≤ ‖ f j‖∞ for each i and j = 1, 2. If we write
f1 = ( f1 − f
i
1) + f
i
1 and f2 = ( f2 − f
i
2) + f
i
2, we see that
WN( f1, f2, x, p, t) =
1
N
N
∑
n=1
f1(T
anx) f2(T
bnx)e2piip(n)t
=
1
N
N
∑
n=1
( f1 − f
i
1)(T
anx)( f2 − f
i
2)(T
bnx)e2piip(n)t+
1
N
N
∑
n=1
( f1 − f
i
1)(T
anx) f i2(T
bnx)e2piip(n)t(11)
+
1
N
N
∑
n=1
f i1(T
anx)( f2 − f
i
2)(T
bnx)e2piip(n)t+
1
N
N
∑
n=1
f i1(T
anx) f i2(T
bnx)e2piip(n)t.
Note that the fourth term on the right hand side converges since f i1 and f
i
2 are both continuous. If we
apply the Cauchy-Schwarz inequality on the second term on the right-hand side, we obtain
sup
t∈R
∣∣∣∣∣ 1N
N
∑
n=1
( f1 − f
i
1)(T
anx) f i2(T
bnx)e2piip(n)t
∣∣∣∣∣ ≤
(
1
N
N
∑
n=1
∣∣∣( f1 − f i1)∣∣∣2 (Tanx)
)1/2(
1
N
N
∑
n=1
∣∣∣ f i2∣∣∣2 (Tbnx)
)1/2
.
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Therefore,
sup
N≥1,t∈R
∣∣∣∣∣ 1N
N
∑
n=1
( f1 − f
i
1)(T
anx) f i2(T
bnx)e2piip(n)t
∣∣∣∣∣(12)
≤ sup
N≥1
(
1
N
N
∑
n=1
∣∣∣( f1 − f i1)∣∣∣2 (Tanx)
)1/2(
1
N
N
∑
n=1
∣∣∣ f i2∣∣∣2 (Tbnx)
)1/2
Since ‖ f i2‖∞ ≤ ‖ f2‖∞ for each i, we see that(
1
N
N
∑
n=1
∣∣∣ f i2∣∣∣2 (Tbnx)
)1/2
≤ ‖ f2‖∞.
We take the integral on the both sides of the equation (12), and use Hölder’s inequality and the maximal
ergodic theorem (cf. Theorem 1.8 of [2]) to obtain the following estimate:
∫
sup
N≥1,t∈R
∣∣∣∣∣ 1N
N
∑
n=1
( f1 − f
i
1)(T
anx) f i2(T
bnx)e2piip(n)t
∣∣∣∣∣ dµ(x)(13)
≤
∫ (
sup
N
1
N
N
∑
n=1
∣∣∣( f1 − f i1)∣∣∣2 (Tanx)
)1/2(
sup
N
1
N
N
∑
n=1
∣∣∣ f i2∣∣∣2 (Tbnx)
)1/2
dµ(x)
≤ ‖ f2‖∞
(∫
sup
N
1
N
N
∑
n=1
∣∣∣ f1 − f i1∣∣∣2 (Tanx)dµ(x)
)1/2
≤ 2‖ f2‖∞‖ f1 − f
i
1‖2.
We can obtain similar inequalities for the first and the third terms of (11): We have
(14)
∫
sup
N≥1,t∈R
∣∣∣∣∣ 1N
N
∑
n=1
( f1 − f
i
1)(T
anx)( f2 − f
i
2)(T
bnx)e2piip(n)t
∣∣∣∣∣ dµ(x) ≤ 4‖ f1 − f i1‖2‖ f2 − f i2‖2
and
(15)
∫
sup
N≥1,t∈R
∣∣∣∣∣ 1N
N
∑
n=1
f i1(T
anx)( f2 − f
i
2)(T
bnx)e2piip(n)t
∣∣∣∣∣ dµ(x) ≤ 2‖ f1‖∞‖ f2 − f i2‖2.
We note that
0 ≤ sup
t∈R
(
lim sup
N→∞
Re (WN( f1, f2, x, p, t))− lim inf
N→∞
Re (WN( f1, f2, x, p, t))
)
≤ 2 lim inf
i→∞
(
sup
N≥1,t∈R
∣∣∣∣∣ 1N
N
∑
n=1
( f1 − f
i
1)(T
anx)( f2 − f
i
2)(T
bnx)e2piip(n)t
∣∣∣∣∣
+ sup
N≥1,t∈R
∣∣∣∣∣ 1N
N
∑
n=1
( f1 − f
i
1)(T
anx) f i2(T
bnx)e2piip(n)t
∣∣∣∣∣
+ sup
N≥1,t∈R
∣∣∣∣∣ 1N
N
∑
n=1
f i1(T
anx)( f2 − f
i
2)(T
bnx)e2piip(n)t
∣∣∣∣∣
)
,
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Note that the fourth term of (11) vanishes since f i1 and f
i
2 are both continuous and we already know the
averages converge. We would like to show that for µ-a.e. x ∈ X,
(16) sup
t∈R
(
lim sup
N→∞
Re(WN( f1, f2, x, p, t))− lim inf
N→∞
Re(WN( f1, f2, x, p, t))
)
≤ 0
using Fatou’s lemma and the estimates we obtained from (13), (14), and (15). Indeed,
2
∫
lim inf
i→∞
(
sup
N≥1,t∈R
∣∣∣∣∣ 1N
N
∑
n=1
( f1 − f
i
1)(T
anx)( f2− f
i
2)(T
bnx)e2piip(n)t
∣∣∣∣∣(17)
+ sup
N≥1,t∈R
∣∣∣∣∣ 1N
N
∑
n=1
( f1 − f
i
1)(T
anx) f i2(T
bnx)e2piip(n)t
∣∣∣∣∣
+ sup
N≥1,t∈R
∣∣∣∣∣ 1N
N
∑
n=1
f i1(T
anx)( f2 − f
i
2)(T
bnx)e2piip(n)t
∣∣∣∣∣
)
dµ(x)
≤ 2 lim inf
i→∞
(∫
sup
N≥1,t∈R
∣∣∣∣∣ 1N
N
∑
n=1
( f1 − f
i
1)(T
anx)( f2 − f
i
2)(T
bnx)e2piip(n)t
∣∣∣∣∣ dµ(x)(18)
+
∫
sup
N≥1,t∈R
∣∣∣∣∣ 1N
N
∑
n=1
( f1 − f
i
1)(T
anx) f i2(T
bnx)e2piip(n)t
∣∣∣∣∣ dµ(x)
+
∫
sup
N≥1,t∈R
∣∣∣∣∣ 1N
N
∑
n=1
f i1(T
anx)( f2 − f
i
2)(T
bnx)e2piip(n)t
∣∣∣∣∣ dµ(x)
)
= 0
since each integrals in (18) is bounded by either ‖ f1 − f
i
1‖2, ‖ f2 − f
i
2‖2, or a product of both, which goes
to 0 as i → ∞. Since inside the integral of (17) is nonnegative, we know that
lim inf
i→∞
(
sup
N≥1,t∈R
∣∣∣∣∣ 1N
N
∑
n=1
( f1 − f
i
1)(T
anx)( f2 − f
i
2)(T
bnx)e2piip(n)t
∣∣∣∣∣
+ sup
N≥1,t∈R
∣∣∣∣∣ 1N
N
∑
n=1
( f1 − f
i
1)(T
anx) f i2(T
bnx)e2piip(n)t
∣∣∣∣∣
+ sup
N≥1,t∈R
∣∣∣∣∣ 1N
N
∑
n=1
f i1(T
anx)( f2− f
i
2)(T
bnx)e2piip(n)t
∣∣∣∣∣
)
= 0.
Therefore, (16) is established, and we use the similar argument to show that for µ-a.e. x ∈ X,
sup
t∈R
(
lim sup
N→∞
Im(W( f1, f2, x, p, t))− lim inf
N→∞
Im(W( f1, f2, x, p, t))
)
= 0.
This shows that WN( f1, f2, x, p, t) converges for any f1, f2 ∈ L
∞(µ) ∩ Zk+1 and t irrational.
Hence it suffices to prove the case when t is rational, and in fact, we only need to prove the convergence
for a fixed t ∈ Q.
Lemma 3.2. To show that the average in (10) converges off a single null-set, it suffices to show that for each t ∈ Q,
the averages in (10) converges for µ-a.e. x ∈ X .
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Proof. We know that if t is irrational, then (10) converges for all x ∈ X. Suppose t is a fixed rational
number, and we know that Vt is a set of full measure such that (10) converges. Then
V =
⋂
t∈Q
Vt
is a set of full measure since it is a countable intersection of sets of full measures. Hence, if x ∈ V, then
(10) converges independent of t ∈ R. 
Before we present the proof for the case t is rational, we first demonstrate a few examples on how to
prove the Wiener-Winter convergence for polynomials of degree two and three. We believe these examples
help the readers understand the proof for the general case.
The key ingredient of the proof for the case t ∈ Q is the use of skew-product transformation on T2.
First, we prove this for the case p(n) = n2. We first find an appropriate Anzai skew product [1] on T2,
and we apply this on the product of two functions on X × T2, and take the averages. We know that
this average converges a.e. by Bourgain’s double recurrence theorem [4], and the right hand side, after
appropriate choice of constants and cancellations, will be the Wiener-Wintner averages for the case of
polynomial p(n) = n2. We apply Fubini’s theorem and lemma 3.2 to conclude the proof for p(n) = n2.
We fix t ∈ Q (in fact, this argument works for any t ∈ R). Consider the following skew-product
transformation on T2:
(19) Rα(y, z) = (y+ 2α, z+ y+ α),
where we will determine α in terms of t. Since the transformations y 7→ y + α and z 7→ z+ y are both
measure preserving with respect to the Lebesgue measure m on T, Rα is a measure-preserving skew-
product transformation on T2 with respect to the product measure m⊗m. We note that
Rnα(y, z) = (y+ 2nα, z+ ny+ n
2α).
Consider functions Fj on X×T
2 to itself for j = 1, 2 such that
Fj(x, y, z) = f j(x)e
2piip jye2piiqjz,
where pj and qj are constants to be determined. Let U = T × Rα. Then we compute
1
N
N
∑
n=1
F1(U
an(x, y, z))F2(U
bn(x, y, z))
=
1
N
N
∑
n=1
f1(T
anx) f2(T
bnx)e2piip1(y+2anα)e2piip2(y+2bnα)e2piiq1(z+any+a
2n2α)e2piiq1(z+bny+b
2n2α)
=
e2pii(p1+p2)ye2pii(q1+q2)z
N
N
∑
n=1
f1(T
anx) f2(T
bnx)e4pii(ap1+bp2)nαe4pii(aq1+bq2)nye2pii(a
2q1+b
2q2)n
2α.(20)
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If we set Cyz = e2pii(p1+p2)ye2pii(q1+q2)z, aq1 = −bq2 and ap1 = −bp2, then we obtain
1
N
N
∑
n=1
F1(U
an(x, y, z))F2(U
bn(x, y, z)) =
Cyz
N
N
∑
n=1
f1(T
anx) f2(T
bnx)e2piib(b−a)q2n
2α
Note that the left hand side of the equation converges as a result of Bourgain’s double recurrence
theorem. Hence, the right hand side converges for µ⊗m⊗m-a.e. (x, y, z) ∈ X×T2. By applying Fubini’s
theorem and setting α = t/[b(b− a)q2], we can conclude that
(21)
1
N
N
∑
n=1
f1(T
anx) f2(T
bnx)e2piin
2t
converges for µ-a.e. x ∈ X. Thus, there exists a set of full-measure Vt such that for all x ∈ Vt, the averages
in (21) converges. By applying lemma 3.2, we obtain the desired result.
To show that the convergence holds for any second-degree polynomial (i.e. p(n) = c2n
2 + c1n+ c0), we
apply the same skew-product that we used for the case p(n) = n2, but we start with the averages
1
N
N
∑
n=1
F1(U
an(x, y, z))F2(U
bn(x, y, z))e−2pii[(aq1+bq2)ny−c0α]
and we apply Theorem 1.1 to prove the convergence. We let ap1 + bp2 = c1 and a
2q1 + b
2q2 = c2. Then we
compute
1
N
N
∑
n=1
F1(U
an(x, y, z))F2(U
bn(x, y, z))e−2pii[(aq1+bq2)ny−c0α] =
Cyz
N
N
∑
n=1
f1(T
anx) f2(T
bnx)e2pii(c2n
2+c1n+c0)α.
Theorem 1.1 tells us that we can find a single null set in X× T2 off which the average
1
N
N
∑
n=1
F1(U
an(x, y, z))F2(U
bn(x, y, z))e2piins
converge for every s in R. In particular for s = −(aq1 + bq2)y+ c0α, so the left hand side of this equation
converges. Hence, after applying Fubini’s theorem, the right-hand side of the equation converges for µ-
a.e. x ∈ X. By setting α = t and applying lemma 3.2, we can conclude that the double recurrence Wiener
Wintner result holds for a second degree polynomial.
Now we will prove this for the case p(n) = n3. Again, as in the case of p(n) = n2, we find an
appropriate Anzai skew-product, and we apply this on functions F1 and F2 mentioned above. In order to
show the convergence of the averages, we use the Wiener-Wintner result for the polynomial p(n) = n2.
We consider the following skew product transformation on T2:
Rα,2(y, z) = (y+ 6α, z+ y
2 − α2).
Then we compute that
Rnα,2(y, z) =
(
y+ 6nα, z+ ny2 + 12n2yα− 18nyα + 2n3α2 − 3n2α2
)
.
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Let U = T × Rα,2. If we compute the average
1
N
N
∑
n=1
F1(U
an(x, y, z))F2(U
bn(x, y, z)) exp
[
−12pii(b− a)(bq2yα− 3bq2)α
2)n2
]
,
we obtain Wiener-Wintner averages with the polynomial p(n) = n3: First we compute that
1
N
N
∑
n=1
F1(U
an(x, y, z))F2(U
bn(x, y, z)) exp
[
−12pii(b− a)(bq2yα− 3bq2)α
2)n2
]
=
1
N
N
∑
n=1
f1(T
anx) f2(T
bnx) exp(2pii(p1 + p2)y) exp(2pii(6ap1 + 6bp2)nα)
· exp
(
2piiq1(z+ any
2 + 6a2n2yα− 6anyα + 12a3n3α2 − 18a2n2α2)
)
· exp
(
2piiq2(z+ bny
2 + 6b2n2yα− 6bnyα + 12b3n3α2 − 18b2n2α2)
)
(22)
· exp
[
−12pii(b− a)(bq2yα− 3bq2)α
2)n2
]
=
Cy,z
N
N
∑
n=1
f1(T
anx) f2(T
bnx) exp(2pii(6ap1 + 6bp2)nα) exp(2pii(aq1 + bq2)ny)
· exp
(
2pii(6a2q1 + 6b
2q2)n
2yα
)
exp (2pii(−6aq1 − 6bq2)nyα)
· exp
(
2pii(12a3q1 + 12b
3q2)n
3α2
)
exp
(
2pii(−18a2q1 − 18b
2q2)n
2α2
)
· exp
[
−12pii(b− a)(bq2yα− 3bq2)α
2)n2
]
,
where we denoted Cy,z = exp(2pii(p1 + p2)y) exp(2pii(q1 + q2)z). After setting p1 = −p2 and aq1 = −bq2,
we obtain
1
N
N
∑
n=1
F1(U
an(x, y, z))F2(U
bn(x, y, z)) exp
[
−12pii(b− a)(bq2yα− 3bq2)α
2n2
]
=
Cy,z
N
N
∑
n=1
f1(T
anx) f2(T
bnx) exp(2pii(12bq2(b
2 − a2))n3α2).(23)
On the left-hand side, we set s = (b − a)(bq2yα − 3bq2)α
2, and apply (21), the previous Wiener-Winter
result for the polynomial p(n) = n2, to show that the left hand side converges for µ⊗m⊗m-a.e. (x, y, z) ∈
X ×T2. Therefore, by applying Fubini’s theorem, the right-hand side converges for µ-a.e. x ∈ X. So in
particular, if We set α2 = t/[12bq2(b
2 − a2)], we have concluded that there exists a set of full measure Vt
such that for all x ∈ Vt, the average
1
N
N
∑
n=1
f1(T
nx) f2(T
2nx) exp(2piin3t)
converges. After we apply lemma 3.2, we obtain the desired convergence result for p(n) = n3.
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Now we show that the result holds for any degree-three polynomial: p(n) = c3n
3 + c2n
2 + c1n+ c0. We
change the exponential term on the left-hand side of (23) to
exp
[
−12pii(b− a)(bq2yα− 3bq2 + c2)α
2n2 + c1α
2n+ α2c0
]
,
and we compute
1
N
N
∑
n=1
F1(U
an(x, y, z))F2(U
bn(x, y, z)) exp
[
−12pii(b− a)(bq2yα− 3bq2 + c2)α
2n2 + c1α
2n+ α2c0
]
=
Cy,z
N
N
∑
n=1
f1(T
nx) f2(T
2nx) exp(2pii[12bq2(b
2 − a2)n3 + c2n
2 + c1n+ c0]α
2)(24)
Note that the left hand side of the equation converges µ ⊗ m2-a.e. (x, y, z) ∈ X × T2 by the Wiener-
Wintner result that we obtained for degree-two polynomials (in this case, t = 1). Hence, by applying
Fubini’s theorem, the right hand side converges for µ-a.e. x ∈ X. Choose q2 so that c3 = 12bq2(b
2 − a2)
and α2 = t, then apply the similar argument using Fubini’s theorem and lemma 3.2 to obtain the result
for degree-three polynomials.
Here we present the proof for any polynomial with real coefficients. The main idea behind the proof is
similar to the case of polynomials of degree two and three.
Proof of Theorem 3.1 when t is rational. We will prove this case using induction. Let t ∈ Q fixed. The base
case k = 1 is proven in Theorem 7.3 of [3]. Assume the Wiener-Wintner result holds for the case 1 ≤ k ≤ m.
It suffices to show that the inductive step holds for the case p(n) = nm+1. Indeed, consider the following
skew-product transformation on T2:
Rα(y, z) = (y+ α, z+ y
m).
Since the maps y 7→ y+ α and z 7→ z+ ym are both measure preserving on T (with respect to the Lebesgue
probability measure m), we know that Rα is also measure-preserving on T
2 by [1]. In fact, we can compute
that
Rnα(y, z) =
(
y+ nα, z+
n−1
∑
l=0
(y+ lα)m
)
=
(
y+ nα, z+ nym + Φn−1(y, α) +
(
n−1
∑
l=0
lm
)
αm
)
,
where
Φn−1(y, α) =
m−1
∑
q=1
(
m
q
)
ym−qαq
(
n−1
∑
l=0
lq
)
.
Note that, by Faulhaber’s formula, the sum
n−1
∑
l=0
lq is a polynomial of degree q + 1 for q = 1, . . . ,m. In
particular, we denote
φ(n) =
n−1
∑
l=0
lm
to be the m+ 1-th degree polynomial of n.
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Consider functions Fj on X×T
2 to itself for j = 1, 2 such that
Fj(x, y, z) = f j(x) exp(2piipjy) exp(2piiqjz),
where pj and qj are constants to be determined. We note that q1φ(an) + q2φ(bn) is a polynomial of degree
m+ 1, so there exists a nonzero real constant cm+1 and an m-th degree polynomial ψ(n) such that
q1φ(an) + q2φ(bn) = cm+1n
m+1 + ψ(n).
Let U = T × Rα. Then we compute
1
N
N
∑
n=1
F1(U
an(x, y, z))F2(U
bn(x, y, z)) exp(−2pii(q1Φan−1(y, α) + q2Φbn−1(y, α) + ψ(n)))
=
1
N
N
∑
n=1
f1(T
anx) f2(T
bnx) exp(2piip1(y+ anα)) exp(2piip2(y+ bnα))
· exp(2piiq1(z+ any
m + Φan−1(y, α) + φ(an)α
m)) exp(2piiq2(z+ bny
m + Φbn−1(y, α) + φ(bn)α
m))
· exp(−2pii(q1Φan−1(y, α) + q2Φbn−1(y, α) + ψ(n)))
=
Cyz
N
N
∑
n=1
f1(T
anx) f2(T
bnx) exp(2pii(ap1 + bp2)nα) exp(−2pii(q1Φan−1(y, α) + q2Φbn−1(y, α)))
· exp(2pii(aq1 + bq2)ny
m) exp(2pii(q1Φan−1(y, α) + q2Φbn−1(y, α))) exp(2pii(q1φ(an) + q2φ(bn))α
m)
· exp(−2pii(q1Φan−1(y, α) + q2Φbn−1(y, α) + ψ(n))),
where Cyz = exp(2pii(p1 + p2)y) exp(2pii(q1 + q2)z). If we set p1 = −2p2, q1 = −2q2, then we obtain
1
N
N
∑
n=1
F1(U
an(x, y, z))F2(U
bn(x, y, z)) exp(−2pii(q1Φan−1(y, α) + q2Φbn−1(y, α) + ψ(n)))
=
Cy,z
N
N
∑
n=1
f1(T
anx) f2(T
bnx) exp(2piicm+1n
m+1αm).
Note that the left hand side converges µ ⊗ m2-a.e. as N → ∞ by the inductive hypothesis, so the right
hand side converges µ ⊗ m2-a.e. as well. By Fubini’s theorem, the right hand side converges for µ-
a.e. x ∈ X. So if we set αm = t/cm+1, we have proved the Wiener-Wintner result for a polynomial
p(n) = nm+1 after applying lemma 3.2. It is straightforward to show that the result holds for any m+ 1-
degree polynomial. 
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