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ABSTRACT
EVOLUTION OF HYBRID INCOMPATIBILITIES IN GENE 
REGULATORY NETWORKS
SEPTEMBER 2013
ALEXANDER Y. TULCHINSKY, B.S., VIRGINIA COMMONWEALTH 
UNIVERSITY, RICHMOND
M.S., VIRGINIA COMMONWEALTH UNIVERSITY, RICHMOND
Ph.D., UNIVERSITY OF MASSACHUSETTS, AMHERST
Directed by: Adam H. Porter
Under the Dobzhansky-Muller model, postzygotic isolation results from incompatibility 
between interacting genes. Evidence points to regulatory networks as a rich source of 
incompatibilities that impact hybrid fitness. Pleiotropy is a natural feature of regulatory 
networks because regulatory elements generally have multiple targets. Both pleiotropy 
and hybrid incompatibility arise due to genetic interactions; therefore we can expect an 
intimate association between them. In the following chapters, I investigate the 
relationship between pleiotropy and hybrid incompatibility in the context of regulatory 
networks.
In chapter one, I extend a general network-based study of hybrid incompatibility by 
incorporating a sequence-based thermodynamic model of transcriptional regulation. In 
the absence of pleiotropy, hybrid misregulation of a positively selected trait evolves 
quickly as a consequence of non-recognition or spurious binding in regulatory 
vi
interactions across species boundaries. In a conserved trait, hybrid incompatibility 
evolves much slower as a product of compensatory drift.
In chapter two, I show that pleiotropy can promote or constrain the evolution of hybrid 
incompatibility in a regulatory network depending on its fitness landscape, which 
emerges from the thermodynamic properties of molecular binding. Pleiotropy may 
promote hybrid incompatibility in accordance with the "selection, pleiotropy, and 
compensation model" of evolution, in which compensation for the pleiotropic side-effects 
of adaptation accelerates incompatibility in conserved traits. Pleiotropy can limit the 
evolution of hybrid incompatibility by constraining change in trans-acting regulatory 
elements in favor of adaptation at less pleiotropic downstream cis-regulatory targets. 
Without change in both interactors, incompatibility does not occur under the 
Dobzhansky-Muller model.
In chapter three, I evaluate the hypothesis that pleiotropy facilitates the onset of hybrid 
incompatibility under antagonistic coevolution, an ubiquitous and persistent source of 
natural selection. When infectivity and resistance in a host-parasite system are 
determined epistatically by network interactions, reciprocal selective pressure results in a 
genotypic chase. This causes pleiotropic mutations to accumulate and be compensated 
over time, producing intrinsic hybrid incompatibility in both species independent of local 
adaptation. Thus, cyclical antagonistic coevolution eventually overcomes constraint on 
pleiotropic loci, facilitating the evolution of regulatory incompatibilities commonly 
observed in hybrids.
vii
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CHAPTER 1
HYBRID INCOMPATIBILITY ARISES IN A SEQUENCE-BASED 
THERMODYNAMIC MODEL OF TRANSCRIPTION FACTOR BINDING
Abstract
Postzygotic isolation results from the accumulation of incompatibilities that arise as a 
consequence of genetic divergence. An earlier model demonstrated that hybrid 
incompatibility could evolve as a consequence of parallel adaptation because interacting 
genes can produce the same phenotype through incompatible allelic combinations. We 
extend that study by incorporating a sequence-based thermodynamic model of 
transcriptional regulation considering regulatory interactions between a transcription 
factor and a single binding site. Using individual-based simulations, we subjected two 
allopatric populations to parallel directional or stabilizing selection. Misregulation of 
hybrid gene expression occurred in the F1 or F2 generation under either type of selection, 
though it evolved faster under directional selection. When selection favored a high 
expression level, hybrid incompatibility occurred due to non-recognition between derived 
transcription factors and binding sites. When selection favored low expression, hybrid 
incompatibility occurred due to spurious binding. Under directional selection, hybrid 
incompatibility frequency increased with evolutionary distance, and with the slope of the 
fitness landscape near the derived parental expression level. Under stabilizing selection, 
hybrid incompatibility occurred due to compensatory drift, and was more frequent when 
populations were small and the space of nearly-neutral genotypes around the stable 
expression level was wide. In addition, we observed asymmetric expression of parental 
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orthologs proportional to the amount of cis-trans regulatory divergence. Our results differ 
from those of the earlier model, where hybrid incompatibility only evolved under 
directional selection for reduced expression. The present model is a mechanistically 
explicit case of the Bateson-Dobzhansky-Muller model, connecting ecological pressure to 
hybrid incompatibility through the molecular mechanism of regulatory divergence. The 
parameters that determine expression represent measurable properties of transcriptional 
regulation, allowing biochemical and gene expression data to be incorporated. Thus, our 
model provides a predictive framework for relating the molecular-genetic effects of 
phenotypic evolution to epistasis in hybrids.
Introduction
Understanding speciation requires looking backward as well as forward in time (Via 
2009). The retrospective approach examines the function of genes known to produce 
incompatibility between reproductively isolated species in order to infer the evolutionary 
causes of isolation. Postzygotic hybrid incompatibility (HI), an important component of 
reproductive isolation (Coyne and Orr 2004), is believed to result from incompatibilities 
between interacting genes, as described by the Bateson-Dobzhansky-Muller (BDM) 
model (Bateson 1909; Dobzhansky 1937; Muller 1942), and uncovering the evolutionary 
history of these genes allows inferences to be made about the forces driving their 
divergence. Known incompatibility genes usually show the signature of selection 
(Johnson 2010; Presgraves 2010; Maheshwari and Barbash 2011), suggesting that 
recurrent bouts of selection play a role in the evolution of isolation. However, the 
selective regime under which they evolved is usually not known. Furthermore, in those 
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cases where ecological divergence has been shown to be the cause of reproductive 
isolation, the relationship between that divergent selection and the exact genes 
responsible for isolation is not clear (Schluter 2009). In most cases, the molecular basis of 
HI is unresolved; because incompatibility requires at least two interacting genes under the 
BDM model, the cause of incompatibility can only fully be understood after all of the 
interacting partners have been identified. 
The above approach is complemented by the prospective approach, which seeks to 
understand how genetic incompatibilities segregate and evolve within and between 
populations (Via 2009; Cutter 2012). Here also, selection appears to be an important 
factor (Coyne and Orr 2004; Sobel et al. 2010; Nosil 2012), as supported by experimental 
(e.g., Dettman et al. 2007, 2008) and theoretical (e.g., Johnson and Porter 2000, 2007; 
Unckless and Orr 2009; Nosil and Flaxman 2011) studies. The primary role of selection 
holds whether or not speciation is accompanied by ecological divergence ("ecological 
speciation", Schluter 2009). This is because mutation-order incompatibility, in which 
different alleles produce the same phenotype in parent populations but a disrupted 
phenotype in hybrids (Mani and Clarke 1990; Nosil and Flaxman 2011), may be driven 
by convergent environmental pressures or by intra-genomic selection (Schluter 2009; 
Sobel et al. 2010). Thus, understanding how selection produces incompatibility at the 
genomic and molecular levels is key to the forward-looking approach to speciation.
The effect of parallel directional selection in producing mutation-order incompatibility is 
demonstrated in the models of Johnson and Porter (2000, 2007), which connect adaptive 
3
evolution to hybrid incompatibility through the action of gene networks. Networks of 
interacting genes map an organism's genotype to its phenotype through developmental 
and physiological processes (Wilkins 2002); thus, BDM incompatibilities can be 
understood in terms of interacting nodes within such networks (Johnson and Porter 2001; 
Palmer and Feldman 2009). Other genes within the network can influence the evolution 
of incompatibility loci; for example, aspects of the phenotype that respond to ecological 
pressures may be controlled by the same network as phenotypes that determine intrinsic 
hybrid fitness (Johnson and Porter 2007). Thus, a network-based view is needed for 
bridging theories of ecological adaptation and the genetic basis of speciation.
Johnson and Porter (2000, 2007) modeled linear and branched components of gene 
networks and found that HI between allopatric populations readily evolves in response to 
directional selection. Speciation occurs whether selection is divergent or parallel, because 
networks can produce the same phenotype with different, incompatible, allelic 
combinations. This model, which extends the BDM framework to genetic networks, is 
based on physical binding between components of the network. The strength of binding 
between interacting molecules was modeled as a function of the Euclidean distance 
between mutable allelic values represented by a vector of one or more real numbers. The 
binding strengths along a pathway then determined its phenotypic output. When 
independently evolved alleles were combined in a hybrid, a misregulated phenotype was 
frequently observed as a result of the epistatic nature of the interactions in the pathway. 
Because the model is highly abstract, it generalizes to any network of heritable 
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components, including regulatory, metabolic, and signaling networks containing protein-
DNA, DNA-RNA, or protein-protein interactions. 
While epistasis in the above model arises from physical binding between network 
components, how binding between those components works on a molecular level was not 
explicitly considered. The thermodynamics of molecular binding define the architecture 
and phenotypic output of the gene network (Segal et al. 2008), as well as affecting its 
evolutionary response to selection by shaping the adaptive landscape (Watt and Dean 
2000; Watt et al. 2003). Therefore, our aim in the present study was to develop a model 
of network evolution that incorporates the thermodynamics of binding in a 
mechanistically detailed and non-arbitrary way, and provides a framework for integrating 
population-genetic studies of speciation and adaptation with empirical data describing 
how phenotypes arise from genetic interactions. To do so, we need to model binding in 
such a way that the binding energy of novel cross-species interactions can be derived 
from the physical properties of the molecules, because the behavior of novel protein-
protein and protein-DNA interactions are difficult to predict from existing interactions. 
For that reason, we restrict our model to interactions between a transcription factor (TF) 
and a regulatory binding site, and incorporate the statistical physics model of Gerland et 
al. (2002), which models gene expression in terms of the information content of the 
regulatory site within the genomic context. Transcription regulation contributes 
substantially to phenotypic divergence (Wray et al. 2003; Wittkopp and Kalay 2012), and 
abnormal expression levels observed in hybrids suggest that cis-trans regulatory 
interactions likely play a role in speciation (Ortíz-Barrientos et al. 2007).
5
In the Gerland et al. (2002) model, the number of nucleotide mismatches between a 
binding site and the TF's ideal binding motif determines the free energy (in the sense of 
instability) of binding between them. Free energy is at a minimum when the match is 
exact, and increases with each mismatch. The binding energy of the TF to the specific site 
of interest, relative to its binding energy to the genomic background, determines the 
probability that the TF will be bound to that site at any one time. The total free energy of 
binding to the genomic background, in the simplest case, depends on the motif length and 
genome size. We modify this model by making the TF's binding motif mutable in the 
same way as the binding site, and represent both as sequences of binary bits. Thus, we 
allow the information content of both TF and binding site to evolve within a framework 
that allows binding to be calculated between novel variants of each. By incorporating this 
model into our earlier model of gene network evolution, we increase the flexibility of the 
latter to accommodate empirical data on the thermodynamics of gene expression (Segal 
and Widom 2009; Shultzaberger et al. 2012) and bioinformatic data characterizing 
promoter sequences and TF binding (Segal et al. 2008; Wittkopp and Kalay 2012).
Under the earlier model of Johnson and Porter (2000, 2007), HI evolved only under 
selection for reduced binding. However, a response to selection may involve either 
weakening or strengthening of a regulatory interaction (Wittkopp and Kalay 2012). We 
believe the earlier result was a consequence of abstraction in the representation of 
regulatory elements, and with the updated sequence-based model, we expect HI to evolve 
regardless of the direction of selection. Furthermore, misregulation of stabilized 
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phenotypes in hybrids (a manifestation of "developmental system drift", True and Haag 
2001) shows that HI is possible under stabilizing selection (see also Palmer and Feldman 
2009; Fierst and Hansen 2010), though it may be less likely (Gavrilets 2004; Schluter 
2009). Therefore we expect stabilizing selection to give rise to HI under the present 
model, though it should occur less readily than under directional selection.
Model
We consider a two-locus regulatory interaction where the first locus encodes a 
transcription factor, and the second locus encodes a protein whose expression level 
determines the organismal phenotype of interest. Expression of the second locus is 
activated by binding of the TF to a binding site in its regulatory region. Alleles of the TF 
and the binding site are represented with sequences of 12 binary bits. This corresponds to 
6 mutable base pairs' worth of information within a binding site of unspecified length. 
The number of mismatched bits determines the fit between the TF's binding motif and the 
binding site's nucleotide sequence, which in turn determines the level of expression (Fig. 
1.1). Hybrid incompatibility, in the form of misregulated gene expression, is expected to 
result if parent populations evolve different and incompatible solutions in response to 
selection for a given level of expression (Fig. 1.2). If selection favors low expression, 
hybrid expression is likely to be higher than the parental optimum due to spurious 
matches between the TF of one species and the binding site of the other (Fig. 1.2 A). 
Likewise, if selection favors high expression, the gene is often underexpressed in hybrids 
due to lack of TF-binding site recognition between species (Fig. 1.2 B).
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Expression is calculated as follows. Fractional occupancy (the proportion of time the TF 
is bound) is determined following the statistical physics model of Gerland et al. (2002). 
Transcription factor molecules are assumed to associate with the genome at large, and 
may be bound at any position with a sequence-dependent probability. An individual 
binding site's sequence distinguishes it from the rest of the genome, and determines the 
TF's relative affinity for that site. We focus on a single functional binding site, and treat 
the rest of the genome as random sequence that may contain whole or partial instances of 
the binding motif. Binding to the genomic background is considered nonspecific binding 
with no functional consequence except to decrease the probability of binding at the focal 
site. Fractional occupancy, θ, at the focal binding site is determined by how well its 
sequence matches the TF motif versus the extent to which the rest of the genome attracts 
the TF. This is expressed as
(1)
where NTF is the number of molecules of the transcription factor in the cell, Et is the free 
energy of binding to the site of interest (higher free energy corresponds to a weaker 
bond), and Fb is the total free energy of binding to all wholly or partially matching sites 
in the rest of the genome (Et and Fb are in units of kbT, the Boltzmann constant multiplied 
by temperature). We express the effect of the fit between TF and binding site on binding 
energy as:
8
(2)
where m is the number of mismatches and Emis is the average energetic contribution of a 
single bit of information. Each mismatched bit increases the free energy of binding, 
making the bound state less favorable. The value of Et is relative to the binding energy 
when there are zero mismatches (Et = 0 when m = 0). The value of Fb is relative to this 
energy also, so that Fb < 0 when a single TF molecule binds more favorably to the 
genomic background than to the binding site of interest.
Expression proceeds when the TF is bound to the regulatory region of the phenotype-
determining locus, so keeping all other cellular processes constant, the final level of 
expression is proportional to the fractional occupancy (Gertz et al. 2009). We treat the 
organismal phenotype, P, as equivalent to the level of expression. Thus, for a haploid TF 
binding interaction,
(3)
where Pmax is the maximum expression level. If the transcription factor were a repressor 
rather than an activator, P would instead equal Pmax * (1 - θ). In the simple two-locus 
case, this would not change the results except for reversing the effect of expression level, 
so we do not investigate repressors further here.
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To model diploid organisms, we need to take allelic dominance into account. Because our 
model of gene expression follows the form of a Michaelis-Menten equation (with e(Et - Fb) 
analogous to the dissociation constant), dominance between allelic forms of a 
transcription factor may be modeled by treating each TF as a competitive inhibitor of the 
other, and scaling the dissociation constants. Thus, the fractional occupancy of each TF is 
modified as follows:
(4)
where
(5)
NTFc is the number of molecules of the competing transcription factor, and Etc is the 
binding energy of the competitor. Expression proceeds if either TF allele is bound, and is 
assumed to proceed independently from each promoter allele. Thus, we calculate the 
phenotype of a diploid organism as the sum of expression from each of the four haploid 
interactions.
In the absence of any other modifiers of allelic dominance, the same parameters that 
determine the effect of mismatches on expression also determine the amount of 
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dominance between TF alleles. Strong binding is dominant over weak binding when 
NTF!>>!e(Et - Fb); in this case a reduction in binding of a single allele of the TF has 
relatively little effect on expression. The reason is that when Fb and/or NTF are high, an 
excess of transcription factor is available at the binding site; if one allele of the TF binds 
poorly, the other allele is sufficient to drive expression. Incomplete dominance occurs 
when Fb and NTF are low, as few TF molecules are available at the binding site and 
expression is sensitive to further reduction in TF availability; introducing mismatches 
into just one allele of the TF is enough to reduce the expression level.
Fitness is a function of an organism's deviation from the optimal expression level, as per 
Johnson and Porter (2000, 2007):
(6)
where Popt is the optimal expression level and σs is the standard deviation of fitness (a 
measure of the degree to which a sub-optimal phenotype is tolerated by selection). 
Simulation Methods
We examined misregulation of the hybrid phenotype in cases where two allopatric 
populations of diploids are subject to parallel selection for decreased gene expression, 
increased expression, or unchanged expression (stabilizing selection). Although divergent 
selection would also result in HI under our model, we focus on parallel selection in order 
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to study incompatibility resulting from gene interactions alone, excluding the effect of 
adaptation to different environments. To simulate selection for decreased expression, the 
optimal phenotype was adjusted downward by a constant amount each generation so as to 
arrive at a final optimum of 0.5 after 2000 generations (following Johnson & Porter 
2000). Selection for increased expression was identical except that the final optimum was 
1.0. The initial optimum was varied as described below. Stabilizing selection was 
simulated by keeping the optimal phenotype constant at a value of 1.0 for 20,000 
generations. In all cases, the maximum expression level (Pmax) was chosen such that the 
phenotype would equal 1.0 when the number of regulatory mismatches, m, was zero. The 
starting genotype of all individuals was set such that the phenotype started at the initial 
optimum.
Each generation consisted of viability selection, using a fitness function with a standard 
deviation (σs) of 0.05, followed by random mating. Population size was kept constant, 
with no overlap of generations. Mutations occurred in the offspring at a rate of 0.003 per 
locus, with each mutation changing one bit of information. A high mutation rate was 
chosen so that populations would be able to respond reliably to selection. Varying the 
mutation rate should have little effect on the frequency of obtaining hybrid 
incompatibility under directional selection (Johnson and Porter 2000). Under stabilizing 
selection, the mutation rate is expected to affect the rate of divergence due to drift, but 
since this effect is relative to population size and divergence time, we do not test it 
separately here.
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Misregulation of the hybrid phenotype was assessed by randomly creating 50 hybrids and 
calculating the mean absolute deviation from the optimal parental phenotype. A deviation 
greater than 0.05 was interpreted as hybrid incompatibility (corresponding to a fitness of 
approximately 0.6). A higher cut-off value for deviation (corresponding to a lower fitness 
value) does not qualitatively change the results, while a lower cut-off is overly sensitive 
to stochastic variation. Frequency of incompatibility was assessed by running 200 
replicates of the simulation.
We tested the effect of the fitness landscape on evolutionary outcomes by varying the 
parameters that specify the relationship between genotype and phenotype (the G-P map). 
In our model, the G-P map manifests itself as a sigmoid curve whose slope determines 
the effect size of a single mutation and the effect of mismatches in the hybrid genotype. 
Its slope corresponds to the slope of the fitness landscape if we hold other determinants of 
fitness constant. The curve's threshold location, in our simulations, determines the 
number of substitutions required to adapt to a change in optimal phenotype. The slope 
and threshold are determined by NTF, Emis, and Fb as shown in Fig. 1.3. Emis specifies the 
energetic effect of each mutation and consequently its effect on expression. Thus, 
increasing Emis increases the slope of the G-P map and moves its threshold to the left 
(Fig. 1.3 A). Increasing Fb decreases the attraction of the TF to the genomic background, 
and therefore increases its availability at the binding site. This makes the binding 
interaction more tolerant to mismatches, which moves the threshold to the right without 
changing the slope near the threshold (Fig. 1.3 B). It follows from Eq. 1 that a linear 
increase in Fb has an identical effect on the G-P map as an exponential increase in NTF; 
13
thus, we generally held NTF constant and varied Fb instead. By changing Fb and Emis 
simultaneously, we can vary the slope while holding the threshold number of mismatches 
constant (Fig. 1.3 C).
For a regulatory interaction under directional selection, we ran a series of simulations in 
which we tested the effect of genetic divergence, slope of the genotype-phenotype map, 
and allelic dominance, as well as the individual effects of Emis and Fb. In order to test the 
effect of genetic divergence on hybrid incompatibility while holding the G-P map 
constant, we held NTF at 100, Emis at 0.787 kbT, and Fb at 0.1 kbT (corresponding to the 
rightmost curve in Fig. 1.3 A), and varied the starting phenotype so that exactly three, 
four, five, or six substitutions would be required in each parent population to reach the 
final optimal phenotype after 2000 generations. To test the effect of the slope of the G-P 
map while holding genetic divergence constant (Fig. 1.3 C), we evolved populations over 
a phenotypic distance of 0.5 while holding NTF at 100, and varying Emis and Fb as shown 
in Table 1.1, so that exactly four substitutions would be required in each parent 
population. 
To examine the effect of allelic dominance, we held NTF at 10 and stepped Fb from 
-10.0#kbT to 1.0 kbT in increments of 0.5 kbT. At each value of Fb, the value of Emis was 
chosen such that exactly four substitutions separated ancestral from derived phenotypes; 
thus, as Fb was increased, Emis was increased accordingly. At Fb = -10.0 kbT, the attraction 
of the TF to the genomic background is high, and its availability at the binding site is low. 
A complete loss of binding of one TF allele reduces expression by 49.99%, so at these 
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parameter values, strong binding and weak binding TF alleles show incomplete 
dominance. At Fb = 1.0 kbT, the attraction of the TF to the genomic background is low, 
and an excess is available at the binding site. At these parameter values, a complete loss 
of binding of one TF allele reduces expression by 3.4%, so strong binding is largely 
dominant.
We tested the effect of Emis by itself by holding NTF at 100 and Fb at 0.1 kbT, and evolving 
populations over a phenotypic distance of 0.5 using Emis values of 0.787 kbT, 0.945 kbT, 
1.18 kbT, and 1.57 kbT. These values were chosen so that exactly six, five, four, or three 
substitutions, respectively, separated derived and ancestral phenotypes. We tested the 
effect of Fb by itself by holding NTF at 100 and Emis at 1.18 kbT and evolving populations 
over a phenotypic distance of 0.5 using Fb values of -1.12 kbT, 0.1 kbT, 1.29 kbT, and 
2.48#kbT. As above, these values were chosen so that exactly three, four, five, or six 
substitutions, respectively, separated derived and ancestral phenotypes. The above 
simulations were run at a population size of 250.
For a regulatory interaction under stabilizing selection, we examined the effect on 
compensatory drift of population size crossed with the slope of the G-P map. We 
generated slope values as shown in Table 1.1 and crossed each parameter set with 
population size at 25, 50, and 100 individuals.
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Results
Under all parameter sets, each parent population tracked the optimal phenotype so that 
the final deviation from the optimum was less than 0.05 in at least 99.5% of replicates. 
Hybrid incompatibility (HI) occurred either in the F1 or F2 generation under directional 
selection for either reduced or increased expression, and under stabilizing selection, but 
was generally more frequent and evolved in less time under directional selection. We 
found that model parameters affected the frequency of HI differently depending on the 
type of selection.
Directional selection
Under directional selection, how much the hybrid genotype deviated, on average, from 
the optimal number of TF-binding site matches depended on how far the parent 
populations have diverged, which in turn depended on the number of substitutions 
separating ancestral from derived phenotypes. The slope of the genotype-phenotype map 
around the point towards which the phenotype was evolving determined the phenotypic 
(and fitness) effect of too few or too many matches in the hybrid.
The effect of changing the number of substitutions can be seen in Fig. 1.4. To control for 
change in slope, all model parameters except the initial phenotype were kept constant; 
thus, evolution proceeded for varying distances along the same genotypic landscape 
toward an end point of phenotype = 0.5 (if selection was for reduced expression) or 
phenotype = 1.0 (if selection was for increased expression). In the case of reduced 
expression (Fig. 1.4 A), increasing the number of substitutions increased the average 
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number of spurious TF-binding site matches in the hybrid. The total frequency of HI in 
the F1 and F2 generations, as well as HI frequency in the F1 generation alone, increased 
with evolutionary distance. In the case of selection for increased expression (Fig. 1.4 B), 
increasing the number of substitutions increased the average number of mismatches that 
arose in hybrids when the parents had zero mismatches. HI frequency in the F2 
generation increased with evolutionary distance, but was minimal in the F1 generation 
because the derived parental phenotype was dominant under the parameters we used. For 
a given level of divergence, HI frequency was higher under selection for reduced 
expression compared to increased expression due to the relative slopes of our G-P map at 
the derived parental phenotypes (see Fig. 1.3, and effect of slope, below).
The effect of changing the slope of the genotype-phenotype map can be seen in Fig. 1.5. 
In this case, the number of substitutions was kept constant, as was the evolutionary 
change in phenotype, and the genotype-phenotype map varied as shown in Fig. 1.3 C. 
When selection for decreased expression was applied (the phenotype evolved from 1.0 to 
0.5), the frequency of HI, both in the F1 generation and overall, increased with increasing 
slope, leveling off at high slope values (Fig. 1.5 A). When selection was for increased 
expression (from 0.5 to 1.0), overall HI frequency increased with increasing slope. As 
above, it occurred primarily in the F2 generation, except when the slope was very steep 
(rightmost column in Fig. 1.5 B), because the parameters that determine the shape of the 
genotypic landscape in our model also determine the dominance of high expression (see 
dominance results below).
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The effect of Emis, the contribution of each mismatched bit to the free energy of binding, 
is shown in Fig. 1.6. In this case, as above, the evolutionary change in phenotype was 
kept constant: from 1.0 to 0.5 when selection was for reduced expression, and 0.5 to 1.0 
under selection for increased expression. Decreasing Emis flattens the genotype-phenotype 
map, decreasing its slope while increasing the number of substitutions required to reach 
the derived phenotype (Fig. 1.3 A). In the case of selection for reduced expression (Fig. 
1.6 A), the overall frequency of HI decreased as the number of required substitutions 
decreased from six (Emis = 0.787 kbT) to three (Emis = 1.57 kbT); however, HI in the F1 
generation increased as the number of required substitutions decreased from four 
(Emis!=!1.18 kbT) to three (Emis = 1.57 kbT), where the change in slope is greatest. In the 
case of selection for increased expression, Emis had relatively little effect on the frequency 
of HI (Fig. 1.6 B), as the effect of parental divergence (due to number of substitutions) 
was largely canceled by the effect of hybrid mismatches (due to slope of the G-P map). In 
addition, because decreasing Emis creates a larger plateau of near-neutrality around a 
phenotype of 1.0 (Fig. 1.3 A), the number of substitutions separating ancestral and 
derived phenotypes had less effect on parental divergence, because the parents attained 
high fitness even if they retained one ancestral mismatch (or two, if the plateau was 
sufficiently flat).
The effect of Fb, the free energy of binding of the transcription factor to the genomic 
background, is shown in Fig. 1.7. Increasing Fb shifts the location of the expression 
threshold to the right (towards a greater number of mismatches) while maintaining a 
constant slope near the threshold (Fig. 1.3 B). In the case of selection for reduced 
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expression, increasing Fb increases the number of substitutions required to reach a 
phenotype of 0.5 without changing the slope in the vicinity of that phenotype; thus, HI 
frequency (overall and in the F1) increased due to a greater average number of spurious 
TF-binding site matches in hybrids (Fig. 1.7 A). In the case of selection for increased 
expression, the width of the fitness plateau around the derived phenotype (1.0) is greatly 
increased by increasing Fb; thus, HI frequency (in the F2) decreased even as genetic 
divergence between ancestral and derived phenotypes increased (Fig. 1.7 B).
Stabilizing selection
Under stabilizing selection, HI occurred only when the population size was less than 100 
individuals and the phenotypic effect of a single mutation was small (Fig. 1.8). If the 
effect of a single mutation was too high (or the population size was large), parental 
genotypes did not diverge enough for HI to arise (see also Fierst and Hansen 2010), as 
nearly all mutations were eliminated by selection before a compensatory mutation could 
occur. As with selection for increased expression above, HI occurred primarily in the F2 
generation due to dominance.
Allelic dominance
In the above results, parameter values were such that higher expression was dominant 
over lower expression (i.e., a single allele of the TF with good fit to the binding site was 
sufficient to drive expression). If dominance was decreased, selection for higher 
expression produced HI in the F1 generation rather than the F2; i.e., a lower degree of 
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dominance resulted in a lower proportion of HI occurring as F2 hybrid breakdown (Fig. 
1.9). 
Incomplete dominance was obtained by decreasing Fb to decrease TF availability at the 
binding site, while also decreasing Emis to maintain a constant number of substitutions 
separating ancestral and derived phenotypes (see methods). Varying these parameters to 
change dominance also changes the slope of the genotypic landscape (Fig. 1.3 C); i.e., 
decreasing the availability of the TF at the binding site also increases the effect of a 
single mismatch on expression. Therefore, under stabilizing selection, we did not see HI 
when dominance was incomplete, because compensatory drift did not occur when the 
mutation effect size was too large. Under directional selection for reduced expression, 
dominance did not change the generation in which HI occurs (data not shown), because 
in our model there are no parameter values under which low expression is dominant.
Asymmetric expression of orthologs
We observed asymmetric expression of parental orthologs in F1 hybrids following 
directional selection for reduced expression. The frequency of asymmetric expression, 
defined here as the proportion of replicates in which the expression ratio between 
orthologs exceeds a threshold of 1.1, increased as the divergence between ancestral and 
derived populations increased from one to four substitutions (Fig. 1.10). The average 
magnitude of asymmetry followed a similar pattern. Asymmetric expression occurred 
both in replicates with and without HI. Under directional selection for increased 
expression or stabilizing selection for high expression, the expression ratio in F1 hybrids 
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did not exceed 1.05 in any replicate (data not shown). In these cases, a perfect fit was 
favored between TF and binding site, which reduced the opportunity for asymmetry in 
the F1 generation. In the F2, asymmetric expression occurred as a consequence of 
recombinant genotypes. Within parent populations, the expression ratio between alleles 
did not exceed 1.02 in any replicate.
Discussion
Postzygotic isolation generally results from the accumulation of incompatibilities that 
arise as a consequence of genetic divergence (Orr 1995; Maheshwari and Barbash 2011). 
Because this divergence often occurs under selection (Schluter 2009; Sobel et al. 2010), it 
should be influenced by the adaptive landscape of the genes involved, including how 
those genes interact to produce the phenotype (Gavrilets 2004; Palmer and Feldman 
2009). Thus, to understand how genetic incompatibility evolves between populations, we 
need models that incorporate the relationship between genotype and phenotype, as these 
allow us to study how phenotypic divergence under selection produces incompatible 
genotypes at the molecular level. To this end, we extended the gene-network speciation 
model of Johnson and Porter (2000, 2007) by incorporating a sequence-based statistical 
physics model of transcriptional regulation (Gerland et al. 2002).
The thermodynamic parameters of TF-binding site interactions define much of the 
relationship between genotype and expression (Gertz et al. 2009; Segal and Widom 
2009), and therefore affect the potential for adaptation and speciation by shaping the 
fitness landscape (Gavrilets 2004). Accordingly, we found that the frequency with which 
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a regulatory interaction under directional selection produced hybrid incompatibility (HI) 
depended primarily on two factors: the number of substitutions separating ancestral and 
derived populations, and the slope of the genotype-phenotype map near the derived 
parental phenotype. HI was more frequent when genetic divergence was high, and when 
the G-P map around the derived phenotype was steep. Under stabilizing selection, HI 
occurred due to compensatory evolution, and its frequency depended on the slope of the 
G-P map and population size. HI in a stabilized phenotype was more frequent at low 
population sizes and when the G-P map around the phenotype was shallow.
Genetic divergence under directional selection
The number of substitutions separating ancestral and derived populations correlated with 
the genetic divergence between parent populations evolving in parallel, and therefore the 
frequency and severity of HI. With selection for increased expression, each newly 
evolved matching position in the TF-binding site interaction had a 50% chance per bit of 
information (75% for two-bit nucleotides) of being mismatched with the corresponding 
position in the other population. Thus, increasing genetic divergence increased the 
expected number of extraneous mismatches in the cross-species molecular interactions. 
Similarly, with selection for decreased expression, each favored substitution that 
produced a beneficial mismatch in a parent had the potential to produce a spurious match 
in the hybrid, through the re-creation of ancestral matches (see Fig. 1.2).
Our results differ from those of Johnson and Porter (2000), where HI only evolved 
readily when reduced binding between interactors was favored. This is a consequence of 
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how alleles were modeled. In the earlier model, each interacting allele was represented as 
a vector of one or more real numbers; thus, although mutations could produce an infinite 
number of possible alleles, these were nonetheless arranged along a continuum in one or 
more dimensions. Reduced binding could be produced by at least two incompatible 
evolutionary trajectories; e.g., with one-dimensional alleles, each ortholog could evolve 
in two different directions that increased its distance from its binding partner. However, 
regardless of the dimensionality of alleles, only one evolutionary trajectory could result 
in increased binding (moving the Euclidean distance between alleles towards zero). Thus, 
relatively little incompatibility could arise between populations. Because alleles are 
represented as unique sequences in the present model (lacking directionality), HI evolved 
whether selection was for reduced or increased binding. In addition, the directionality of 
alleles in the Johnson and Porter (2000) model is responsible for their result that HI 
increased with the number of dimensions used to represent an allele. This outcome did 
not appear in the present results.
When we varied the phenotypic distance of parent populations from the ancestor, greater 
evolutionary change in phenotype was correlated with higher HI frequency (Fig. 1.4). 
Although it makes intuitive sense that more ecological divergence would produce more 
HI, in this case the correlation was produced primarily by the accumulation of 
incompatible substitutions and the interaction between number of substitutions and slope 
of the genotypic landscape. When the amount of phenotypic divergence and the slope 
were held constant and only the number of substitutions separating ancestral from derived 
phenotypes was varied, a greater number of substitutions resulted in higher HI frequency 
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(Fig. 1.7 A). Thus, the evolution of HI in our model is best characterized as mutation-
order speciation, which can occur independently of ecological pressure (Schluter 2009; 
Nosil and Flaxman 2011). However, even under mutation-order speciation, the amount of 
ecological divergence may have a measurable effect on HI, in cases where it is correlated 
with the number of accumulated incompatibilities.
Effect of fitness landscape
The fitness landscape of evolving populations is determined by the relationship between 
genotype and phenotype (the G-P map) and the relationship between phenotype and 
fitness (Gavrilets 2004). Because the latter relationship was invariable among our 
populations at any given time, the fitness landscape in our simulations was determined 
solely by the G-P map. Thus, we can consider the effect of the G-P map on adaptation in 
evolving populations, as well as on hybrid fitness directly.
The shape of the G-P map determines the robustness of a tight TF-binding site interaction 
to mutation, as well as the steepness of the threshold between high expression and low 
expression (see Figs. 1.3 B and 1.3 C). Its slope around a given phenotype represents the 
magnitude of phenotypic deviation produced by an excess match (or mismatch) in the 
TF-binding site interaction. Thus, a steeper slope near the derived parental phenotype 
means that fewer incompatible positions are needed to produce a given level of 
misregulation in the hybrid, which resulted in greater frequency of HI following an 
episode of directional selection (Fig. 1.5).
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Likewise, if the G-P map is shallow around the ancestral phenotype, TF binding in the 
ancestor is robust to mutation (higher Fb in Fig. 1.7). When parent populations evolved 
reduced expression, more HI resulted because more (potentially incompatible) 
substitutions were required to disrupt the robust interaction (Fig. 1.7 A). However, if 
parent populations evolved towards a highly robust TF-binding site interaction, the result 
was less HI, because the interaction is also robust to incompatibilities in the hybrid (Fig. 
1.7 B).
Under stabilizing selection, we found that the frequency of HI was determined primarily 
by the slope of the genotype-phenotype map near the stable phenotype, and by population 
size (Fig. 1.8). Whereas under directional selection HI was more frequent when the 
genotype-phenotype map near the derived parental phenotype was steep, under 
stabilizing selection it was more frequent when the slope was low near the stable parental 
phenotype. This is because divergence of parental genotypes under stabilizing selection 
depends on compensatory drift, which is less likely to occur when the average fitness 
effect of a mutation is high, as mutations are eliminated by selection before a 
compensatory mutation can arise (Haag 2007; Fierst and Hansen 2010). Low population 
size reduces the efficiency of selection (Wright 1931), increasing the parameter range 
under which compensatory drift can occur (Lynch 2007). 
This dependence of compensatory drift on the shape of the fitness landscape is also found 
in multi-locus models where the shape is determined by the strength of epistasis among 
loci (Palmer and Feldman 2009; Fierst and Hansen 2010). In general, a flatter plateau of 
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near-neutrality around a stabilized phenotype is expected to increase divergence at the 
underlying loci (Haag 2007; Palmer and Feldman 2009), which produced HI in our 
results if the hybrid genotype fell outside of the nearly-neutral plateau. This aspect of our 
model bears similarity to the "holey adaptive landscape" model of Gavrilets (1999, 2004), 
in which fitness is a step function with a perfectly flat plateau and an infinitely steep 
threshold. The main difference, besides our use of a curved fitness landscape, is where 
that model considers the cumulative effect of multiple independent loci, we consider the 
cumulative effect of multiple independent mutations within pairs of epistatically 
interacting loci.
Under the model of Johnson and Porter (2000), no HI was observed under stabilizing 
selection, even after many thousands of generations. However, we found this to be a 
consequence not of the basic model, but of the way diploid loci were handled to exclude 
the effects of dominance. When we added dominance to the earlier model, HI evolved 
with high frequency under stabilizing selection (unpubl. results). By contrast, the present 
model resulted in more limited evolution of HI under stabilizing selection (Fig. 1.8). As 
above, this is a consequence of how alleles are represented in each model. Compensatory 
drift is more likely to occur when alleles are restricted to evolve in a limited number of 
dimensions; for example, with one-dimensional alleles in the earlier model, half of all 
possible mutations were at least partially compensatory for a deleterious substitution. In 
the present model, a substitution that produces a deleterious mismatch at a given position 
can be compensated only by a mutation at that same position (or another mismatched 
position, if any are available). We believe this low probability of compensation is more 
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realistic, and consistent with the theoretical difficulties of compensatory evolution (Haag 
2007).
Dominance and F2 hybrid breakdown
We found frequent expression misregulation among F2 hybrids in replicates where F1 
hybrids showed little or no misregulation. This F2 hybrid breakdown occurred under 
most parameter combinations, except when dominance was decreased (Fig. 1.9, and 
rightmost column of Fig. 1.5 B). When the derived (or stable) parental phenotype was 
dominant (Figs. 1.4 B - 1.7 B, 1.8, and Fig. 1.9), HI occurred primarily as F2 breakdown, 
as expected for autosomal dominant incompatibility loci. Even when the parental 
phenotype was not dominant, a portion of HI occurred in the F2 generation. The reason is 
that, in some portion of replicates, expression levels from cross-species TF-binding site 
interactions were "balanced" against each other in the F1 generation; i.e., one set of 
incompatible orthologs produced more expression than the parents, while the other set 
produced less. This balance was then disrupted in the F2 generation. The above results 
differ from those of Johnson and Porter (2000, 2007), which found little F2 hybrid 
breakdown under any combination of parameters.
In our model of expression, dominance between autosomal TF alleles emerges as a 
function of TF availability at the binding site, such that with high TF availability, strong 
binding is dominant over weak binding. Because dominance is partially dependent on 
concentration, a pathway with more than one step would exhibit evolutionary change in 
dominance at downstream loci as a consequence of expression changes upstream. This 
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dependence of dominance on the genetic background is consistent with existing theory 
(Kacser and Burns 1981) which indicates that, in general, the genotype-phenotype map at 
a locus can evolve due to changes at other loci (Wagner and Mezey 2000). We did not 
introduce other determinants of dominance (e.g., dimerization) as additional model 
parameters, because in our two-locus pathway, the effect of dominance on speciation 
would be the same regardless of how that dominance was generated. If weak binding 
were made dominant over strong binding, unfit low-expression hybrids would appear in 
the F1 generation rather than the F2 (Figs. 1.4 B - 1.7 B, 1.8) but HI frequencies would 
be unchanged overall.
Asymmetric expression of orthologs
Studies of gene expression in hybrids often find asymmetric expression of parental 
orthologs (Wittkopp et al. 2004; Landry et al. 2005; Graze et al. 2012). This can be 
indicative of cis-by-trans regulatory divergence, as was recently revealed by asymmetric 
expression of the hybrid lethality gene Lhr in Drosophila (Maheshwari and Barbash 
2012). Such regulatory divergence may produce asymmetry if, for example, spurious 
binding occurs between the TF of one species and the regulatory region from the other, 
but not the reverse. We found this phenomenon if the relative amount of divergence in cis 
compared to trans differed between derived parental populations (Fig. 1.11). Asymmetric 
expression occurred more frequently in our data than symmetric expression (Fig. 1.10), 
because for a given number of mismatches, there are more allelic states that produce 
asymmetry. Depending on dominance, the overall expression level in the hybrid may be 
similar to parental expression levels. As in Maheshwari and Barbash (where HI was 
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shown to be dependent on an additional molecular interaction), cis-by-trans divergence 
may be revealed in the F1 generation only by asymmetric expression. Nonetheless, our 
results show that this may produce HI as F2 hybrid breakdown (Figs. 1.4 A - 1.7 A), 
depending on the amount of misregulation and its effect on fitness.
Conclusions and future research
The model we present is a mechanistically explicit case of the classic Bateson-
Dobzhansky-Muller model, generalized to one or more substitutions at each locus. By 
representing the interacting loci in terms of their information content, and relating that to 
binding energy through empirically measurable parameters, our model provides a simple 
predictive framework for relating the molecular-genetic effects of phenotypic evolution 
to epistasis in hybrids at the population level. Because it incorporates a thermodynamic 
model of the G-P map, it connects ecological pressure to HI through the molecular 
mechanism of regulatory divergence.
Although the fitness landscape in our two-locus model is a greatly simplified version of 
reality, the parameters by which the phenotype (expression level) is determined represent 
empirically measurable properties of transcription factors and the genomic background 
with which they interact (Gerland et al. 2002). Therefore, we can derive some 
preliminary predictions from our current results. First, because expression regulation may 
evolve by multiple potentially incompatible substitutions, regulatory interactions with a 
larger change in gene expression relative to a common ancestor should be more strongly 
associated with HI, even when that change is not divergent between species (see also 
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Landry et al. 2005). Second, regulatory interactions under directional selection are more 
likely to be involved in HI if they are sensitive to mutation in the parents, while those 
under stabilizing selection are more likely to produce HI if they are robust, with a wide 
area of nearly-neutral genotypes.
However, detailed predictions about the evolution of HI will require more accurate 
models parameterized with empirical data from TFs and regulatory regions known to 
produce misregulation in hybrids. The parameters of our model may be measured for 
such cases. TF interaction with the genomic background (Fb) is readily measurable 
(Gerland et al. 2002). The parameter Emis may be estimated, but it is a simplifying 
abstraction, representing the average energetic contribution of each position in a TF 
binding motif. In reality, a single amino acid replacement in a TF can change a non-
integer number of bits in its motif and affect multiple non-adjacent positions (e.g., 
Shultzaberger et al. 2012), and binding positions may vary in their energy contributions 
(Gerland et al. 2002). Empirical data are needed on the effect of binding site and TF 
mutations on expression (Segal and Widom 2009; Shultzaberger et al. 2012), including 
the distribution of mutation effects in terms of binding energy (or bits of information).
Because gene networks form the connection between genotype and most complex 
phenotypes, network-based models are needed for making inferences about the initiation 
and evolutionary dynamics of speciation (Johnson and Porter 2001). In particular, such 
models are necessary to examine the effects of pleiotropy, an inherent feature of multi-
locus networks (Gibson 1996; Wray et al. 2003). In the present two-locus model, 
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pleiotropy is not considered in the evolution of the TF binding motif, whereas in reality 
divergence in trans may be constrained if the same binding domain regulates expression 
at multiple loci (Wray et al. 2003; Wagner and Lynch 2008). It may especially be useful 
to examine the circumstances under which pleiotropy causes selective pressure on one 
trait to produce HI in an ecologically unrelated trait (as in Johnson and Porter 2007), as 
such cases may shed light on the complex role that ecology likely plays in speciation 
(Sobel et al. 2010).
The present model may be extended to multi-locus motifs and larger gene networks, and 
beyond TF binding by the incorporation of other kinds of molecular interaction (e.g., 
signaling through phosphorylation; Moses and Landry 2010). Modeling a regulatory 
network requires integrating multiple inputs at each regulatory region (Bintu et al. 2005; 
Segal et al. 2008). Using an information-based model of expression allows this to be 
accomplished in a non-arbitrary way using the physical properties of the promoter 
sequence, an approach demonstrated by Segal et al. (2008), which accurately predicted 
aspects of Drosophila segmentation by modeling competition and cooperation between 
TF binding at multiple sites within a promoter. In addition, this sequence-based approach 
allows network topology to evolve realistically with the gain and loss of TF binding sites 
(Wray et al. 2003).
To parameterize a network-based model, empirical data are needed to characterize 
regulatory regions in terms of binding sites and estimate the thermodynamic parameters 
governing direct and indirect cooperativity between TFs. In addition, data are needed 
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relating the network's transcriptional output to phenotype. To incorporate such data, our 
model will need to be extended beyond a simple linear relationship between expression 
and phenotype (e.g., through spatial expression patterns; Segal et al. 2008). Furthermore, 
TF concentrations affect the strength of network connections and propagate signals 
through a network (Ronen et al. 2002). Our model accounts for concentration, but data 
are needed on in vivo TF concentrations and the effect of concentration on gene 
expression. The latter is likely to be more complex than considered by our present model, 
as TF concentrations vary spatially and temporally (Segal et al. 2008).
Testing the role of regulatory divergence in speciation will require data on gene 
expression in hybrids. Hybrid expression relative to parental levels, together with 
asymmetric expression of parental orthologs, may be used to reveal cis-trans regulatory 
divergence at specific loci (Landry et al. 2005; Graze et al. 2012; Maheshwari and 
Barbash 2012). In addition, correlating expression variation with intra- and inter-species 
variation in TF and promoter sequences is needed to quantify the contribution of 
sequence evolution to changes in expression levels (Landry et al. 2005). Studies of 
hybrid gene expression may especially be valuable performed across a phylogeny of 
closely related or incipient species to understand how regulatory incompatibilities 
accumulate with time (Moyle and Payseur 2009; Wang et al. 2013).
32
Tables
Table 1.1. Simulation parameters values used to set the slope of the genotypic landscape 
at a phenotype (P) of 0, and at 0.5. Values of Emis and Fb correspond to curves shown in 
Fig. 1.3 C. Parameter values are chosen so that a phenotype of 0.5 is produced by four 
mismatched bits while holding NTF constant at 100. Emis and Fb are in units of kbT.
slope at
P = 0
slope at
P = 0.5 Emis Fb
0.016 0.28 1.25 0.4
0.020 0.27 1.18 0.1
0.030 0.24 1.01 -0.6
0.052 0.19 0.775 -1.6
0.082 0.15 0.561 -2.6
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Figures
Figure 1.1. "Lock and key" model of a two-locus regulatory interaction. Expression 
depends on the fit between the transcription factor, encoded at the first locus, and a 
binding site in the regulatory region of the second locus. Alleles of the transcription 
factor and the binding site are represented as binary strings. A perfect match results in the 
maximum level of expression (but not necessarily the highest fitness).
1 0 1 0
Transcription factor
Binding site
Expression
Locus encoding
transcription factor
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Figure 1.2 (A) Evolution towards lower gene expression: each parent population evolves 
two mismatches between transcription factor and binding site in response to selection for 
reduced expression. F1 hybrids may have higher gene expression than either parent 
population due to reconstructed ancestral matches and accidental matches at derived sites. 
(B) Evolution towards higher gene expression: each parent evolves new matches between 
transcription factor and binding site in response to selection for increased expression. 
Incompatible alleles arise in the F1 because each parent evolved a different fit between 
transcription factor and binding site.
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Figure 1.3. Effect on the genotype-
phenotype map of model 
parameters. Horizontal axis: the 
number of mismatched bits between 
the binding site and the transcription 
factor's binding motif. Vertical axis: 
the phenotype, which in this case is 
the expression level normalized to a 
scale of zero to one. Emis and Fb are 
in units of kbT. (A) effect of Emis (the 
contribution of a single mismatched 
bit to the free energy of binding 
between transcription factor and 
binding site). Values of Emis are 
chosen so that a phenotype of 0.5 is 
produced by three to six 
mismatched bits while holding NTF 
and Fb constant. (B) effect of Fb 
(free energy of binding of the 
transcription factor to the genomic 
background). Values of Fb are 
chosen so that a phenotype of 0.5 is 
produced by three to six 
mismatched bits while holding NTF 
and Emis constant. (C) Effect of Emis 
and Fb on the slope of the genotype-
phenotype map. Parameter values 
are constrained such that a 
phenotype of 0.5 is produced by 
four mismatched bits while holding 
NTF constant. 
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Figure 1.4. Effect of genetic divergence on the frequency of hybrid incompatibility (out 
of 200 replicates) resulting from directional selection on a two-locus regulatory pathway 
over the course of 2,000 generations. Dark gray indicates the fraction of incompatibility 
occurring in the F1 generation; light gray, in the F2 generation only (F2 hybrid 
breakdown). Each set of replicates used the following parameters: NTF =100, Emis = 0.787, 
Fb = 0.1 (corresponding to the right-most curve in Fig. 1.3 A), and the starting expression 
level was varied to assess the effect of increasing the number of substitutions required to 
reach the final expression level. (A) Selection for reduced gene expression. The final 
expression level (the phenotype in Fig. 1.3 A) after selection was 0.5. Starting expression 
ranged from 0.69 (leftmost column) to 1.0 (rightmost column). Horizontal axis: number 
of substitutions separating starting and final expression levels. (B) Selection for increased 
gene expression. In this case, nearly all incompatibility occurred in the F2. The final 
expression level after selection was 1.0. Starting expression ranged from 0.92 (leftmost 
column) to 0.5 (rightmost column). Horizontal axis: as in 4A.
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Figure 1.5. Effect of the slope of the genotype-phenotype (G-P) map on the frequency of 
hybrid incompatibility (out of 200 replicates) resulting from directional selection on a 
two-locus regulatory pathway over the course of 2,000 generations. The slope of the G-P 
map corresponds to the slope of the fitness landscape if other determinants of fitness are 
held constant. Dark gray indicates the fraction of incompatibility occurring in the F1 
generation; light gray, in the F2 generation only (F2 hybrid breakdown). Horizontal axis 
indicates the slope of the G-P map at the final expression level after selection (see Fig. 
1.3 C). Parameter values (Table 1.1) were selected such that four substitutions separated 
initial and final expression levels. (A) Selection for reduced gene expression: initial 
expression = 1.0; final expression after selection = 0.5. (B) Selection for increased gene 
expression: initial expression = 0.5; final expression after selection = 1.0.
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Figure 1.6. Effect of Emis (the contribution of a single mismatched bit to the free energy 
of binding between transcription factor and binding site) on the frequency of hybrid 
incompatibility (out of 200 replicates) resulting from directional selection on a two-locus 
regulatory pathway over the course of 2,000 generations. Dark gray indicates the fraction 
of incompatibility occurring in the F1 generation; light gray, in the F2 generation only 
(F2 hybrid breakdown). Increasing Emis (horizontal axis) decreases the number of 
substitutions separating an expression level of 1.0 from an expression level of 0.5, and 
changes the shape of the genotype-phenotype map as shown in Fig. 1.3 A. Values of Emis
were selected such that three (rightmost column) to six (leftmost column) substitutions 
separated initial and final expression levels. NTF and Fb were held constant at 100 and 0.1, 
respectively. (A) Selection for reduced gene expression: initial expression = 1.0; final 
expression after selection = 0.5. (B) Selection for increased gene expression: initial 
expression = 0.5; final expression after selection = 1.0.
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Figure 1.7. Effect of Fb (free energy of binding of the transcription factor to the genomic 
background) on the frequency of hybrid incompatibility (out of 200 replicates) resulting 
from directional selection on a two-locus regulatory pathway over the course of 2,000 
generations. Dark gray indicates the fraction of incompatibility occurring in the F1 
generation; light gray, in the F2 generation only (F2 hybrid breakdown). Increasing Fb
(horizontal axis) increases the number of substitutions separating an expression level of 
1.0 from an expression level of 0.5, and changes the shape of the genotype-phenotype 
map as shown in Fig. 1.3 B. Values of Fb were selected such that three (leftmost column) 
to six (rightmost column) substitutions separated initial and final expression levels. NTF 
and Emis were held constant at 100 and 1.18, respectively. (A) Selection for reduced gene 
expression: initial expression = 1.0; final expression after selection = 0.5. (B) Selection 
for increased gene expression: initial expression = 0.5; final expression after selection = 
1.0.
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Figure 1.8. Effect of population size and minimum mutation effect size on the frequency 
of hybrid incompatibility (out of 200 replicates) resulting from 20,000 generations of 
stabilizing selection on a two-locus regulatory pathway. Horizontal axis: effect of one 
mismatch on the expression level relative to zero mismatches (bottom numbers), size of 
parent populations (top numbers). Parameter values in Table 1.1 were used to produce 
these mutation effect sizes. Dark gray indicates the fraction of incompatibility occurring 
in the F1 generation; light gray, in the F2 generation only (F2 hybrid breakdown). In this 
case, nearly all incompatibility occurred in the F2.
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Figure 1.9. Effect of dominance on the frequency of hybrid incompatibility (out of 200 
replicates) resulting from selection on a two-locus regulatory pathway for increased gene 
expression over the course of 2,000 generations. Horizontal axis: effect of removing one 
allele of the transcription factor, corresponding to decreasing dominance of a strongly-
binding TF over a weakly-binding TF in our gene expression model. Parameter values 
were selected such that four substitutions separated initial (0.5) and final (1.0) expression 
levels, but varied to affect the availability of the TF at the binding site. If availability is 
high, a single allele is sufficient to drive expression, and high expression is dominant; if 
availability is low, expression follows incomplete dominance. Dark gray indicates the 
fraction of incompatibility occurring in the F1 generation; light gray, in the F2 generation 
only (F2 hybrid breakdown).
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Figure 1.10. Effect of genetic divergence on asymmetric expression between parental 
orthologs in F1 hybrids, following selection for reduced gene expression applied to a 
two-locus regulatory pathway over the course of 2,000 generations. Asymmetry is shown 
in terms of frequency (left axis; bars) and mean expression ratio (right axis; line). 
Frequency is the proportion (out of 200 replicates) in which the expression ratio between 
orthologs exceeded a threshold of 1.1. Each set of replicates used the following 
parameters: NTF =100, Emis = 0.787, Fb = 0.1 (corresponding to the right-most curve in 
Fig. 1.3 A). The starting expression level (the phenotype in Fig. 1.3 A) was varied to 
assess the effect of increasing the number of substitutions required to reach a final 
expression level of 0.5. The horizontal axis indicates the number of substitutions 
separating initial and final expression levels.
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Figure 1.11. Asymmetric expression of parental orthologs in the hybrid resulting from 
cis-by-trans regulatory divergence, when the relative amount of divergence in cis 
compared to trans differs between species. In the above example, divergence occurred 
under selection for reduced expression. More spurious matches resulted between the 
binding site of species 1 and the transcription factor of species 2 (top right interaction in 
the hybrid) than in the inverse interaction (bottom right). Depending on allelic 
dominance, the overall expression level in the F1 generation may be nearly the same in 
hybrids as in the parent species.
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CHAPTER 2
PLEIOTROPIC CONSTRAINT AND COMPENSATION IN THE EVOLUTION 
OF HYBRID GENE MISREGULATION
Abstract
Hybrid incompatibility can result from gene misregulation produced by divergence in 
trans-acting regulatory factors and their cis-regulatory targets. However, trans-acting 
factors may be constrained by pleiotropic effects, which limit the evolution of cis-by-
trans incompatibility. Despite this, gene misregulation is widespread in hybrids, and cis-
by-trans divergence resulting from positive selection is often implicated. We used a 
mechanistically explicit thermodynamic model of gene expression to test the hypothesis 
that compensatory evolution may facilitate cis-by-trans regulatory divergence despite 
pleiotropic constraint. We compared a pleiotropic model, in which a single transcription 
factor binding domain regulates a conserved and a positively selected trait, to a non-
pleiotropic model in which separate domains of the transcription factor regulate each 
trait. In the absence of pleiotropy, cis-by-trans regulatory incompatibility evolved readily 
in the loci underlying the positively selected trait, but in the pleiotropic model constraint 
on the trans-acting locus resulted in comparatively less hybrid misregulation of the 
positively selected trait. This constraint occurred even though pleiotropic mutations were 
adaptive overall, suggesting that constraint on the pleiotropic locus is a consequence of 
the availability of relatively advantageous non-pleiotropic mutations, and not necessarily 
because a pleiotropic mutation reduces fitness. As predicted, the amount of hybrid 
misregulation in the pleiotropic model was greater when the fitness difference between a 
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cis and trans mutation was less, and when fewer non-pleiotropic cis mutations were 
available. Increasing the total availability of mutations in each population, either by 
increasing the mutation rate or the population size, resulted in less divergence at the 
pleiotropic locus and therefore less hybrid misregulation. Increasing the availability of 
compensatory mutations in the pleiotropic model permitted somewhat more hybrid 
misregulation, but had less effect than did the fitness difference or the availability of non-
pleiotropic cis mutations. This suggests that although compensation may facilitate the 
fixation of pleiotropic mutations, it is primarily the fixation of pleiotropic mutations that 
drives compensation. Hybrid misregulation of the conserved trait was generally higher in 
the pleiotropic model than in the control model. This was because, despite pleiotropic 
constraint, positive selection resulted in more divergence in the pleiotropic transcription 
factor than occurred under stabilizing selection alone. This divergence selected for 
compensatory evolution in cis, resulting in cis-by-trans hybrid incompatibility in the 
conserved trait. These results support the selection, pleiotropy, and compensation model 
of hybrid incompatibility, in which compensation for the pleiotropic side-effects of 
adaptation drives developmental system drift in the loci underlying conserved traits.
Introduction
Hybrid incompatibility, an important form of reproductive isolation between species, 
arises due to divergence in genetic interactions (Bateson 1909; Dobzhansky 1937; Muller 
1942). Though such divergence may occur between isolated populations due to drift, 
theoretical and empirical work suggests that it occurs most readily as a consequence of 
positive selection (Schluter 2009; Sobel et al. 2010). The nature of this selection and the 
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genetic mechanisms by which it produces hybrid incompatibility remain areas of active 
research (Via 2009; Maheshwari & Barbash 2011). Incompatibility between species often 
expresses itself in traits other than those involved in adaptive divergence, though the 
traits may share a genetic basis (Schluter 2009). Pleiotropy and genetic linkage have been 
proposed as possible mechanisms by which selection on one trait may result in hybrid 
dysfunction in a different trait (Rundle & Nosil 2005; Johnson & Porter 2007; Via 2009). 
Thus, postzygotic isolation between species may evolve as a direct or indirect 
consequence of adaptation.
Adaptive changes in phenotype often occur through changes in gene regulation (King & 
Wilson 1975; Jacob 1977; Wray 2007). Regulatory networks map an organism's genotype 
to its phenotype through developmental and physiological processes (Wilkins 2002). 
Such networks consist of interacting loci that can respond to selection by changing the 
expression levels of individual genes in space and time. Interpopulation divergence in 
regulatory interactions may be expected to result in hybrid misregulation of the traits they 
control (Johnson & Porter 2000, 2001; Landry et al. 2007; Ortíz-Barrientos et al. 2007). 
Thus, regulatory networks are a likely source of hybrid incompatibilities.
The binding of a transcription factor (TF) to a gene's cis-regulatory region is a primary 
mechanism of gene regulation. In principle, an individual binding interaction may 
respond to selection either by a change in the nucleotide sequence of the cis-regulatory 
region (a replacement in cis) or in the amino-acid sequence of the TF (a replacement in 
trans). A change in cis in one population and in trans in another may result in a 
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regulatory incompatibility caused by the novel cis-trans interaction in hybrids. In 
addition, coevolved changes in cis and trans in one population may be incompatible with 
the alleles of another population, likewise resulting in cis-by-trans hybrid incompatibility 
(Wittkopp et al. 2004; Landry et al. 2005). Our earlier results show that this type of 
incompatibility readily evolves in a two-locus model under positive selection (Johnson & 
Porter 2000, Tulchinsky et al. Chapter 1).
Because transcription factors generally have multiple regulatory targets, changes in trans 
are expected to have pleiotropic effects, which impose constraint on TF sequence 
evolution (Stern 2000; Wray 2007). For this reason, it has been hypothesized that most 
adaptive changes in gene expression occur due to changes in cis-regulatory regions (Stern 
2000; Prud'homme et al. 2007). Nonetheless, cis-by-trans divergence has been shown to 
contribute to gene misregulation in hybrids (Landry et al. 2005; Maheshwari & Barbash 
2012). Gene misregulation is observed at a large fraction of loci in hybrids between 
closely related species (Landry et al. 2007) and may underly the traits causing 
postzygotic isolation (Haerty & Singh 2006; Ortíz-Barrientos et al. 2007; Maheshwari & 
Barbash 2012).
How does widespread cis-by-trans divergence occur if adaptation in trans is constrained 
by pleiotropy? One possibility is that regulatory incompatibility in hybrids results from 
changes in the expression level of TFs rather than their coding sequence (Wittkopp et al. 
2004). Due to the modular structure of cis-regulatory regions, a change in expression may 
be confined to specific tissues or conditions, and therefore affect fewer regulatory targets 
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than would a change in DNA binding specificity (Stern 2000; Prud'homme et al. 2006). 
Another possibility is that the sequence of a TF is often less constrained by pleiotropy 
than its number of downstream targets would suggest (Wagner & Lynch 2008). 
Transcription factors are typically modular in structure, consisting of multiple DNA-
binding and co-factor binding domains (Hsia & McGinnis 2003). As with cis-regulatory 
regions, this modularity may allow tissue-specific or condition-specific evolutionary 
responses that affect only a subset of the TF's potential targets (Hsia & McGinnis 2003; 
Wagner & Lynch 2008). This inherent limit to the extent of pleiotropy is complemented 
by the possibility that pleiotropic changes occur but their deleterious effects are later 
compensated (Haag 2007; Pavlicev & Wagner 2012). Compensation can contribute to 
hybrid incompatibility if different combinations of deleterious and compensatory changes 
occur in diverging populations (Landry et al. 2005).
We are interested in examining the conditions under which compensatory evolution 
between a TF and its binding site may facilitate cis-by-trans regulatory incompatibility 
despite pleiotropic constraint. To this end, we model a three-locus two-interaction 
regulatory network in which a pleiotropic TF regulates the expression of two downstream 
loci, one under positive selection and the other under stabilizing selection. Our previous 
results show that compensatory evolution in a single conserved regulatory interaction can 
generate hybrid misregulation under genetic drift when population size is low and the 
fitness effect of a mutation is small. Based on the findings of Johnson & Porter (2007), 
we expect the addition of a regulatory target under positive selection to accelerate 
evolutionary change in the TF. This in turn will select for compensation at the conserved 
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regulatory target. Thus, if divergence occurs at the pleiotropic locus, hybrid misregulation 
will be observed at both interactions in the network.
We obtain a simple model of compensatory evolution by applying a thermodynamic 
sequence-based model of transcriptional regulation (Gerland et al. 2002). Gene 
expression in this model is a function of binding energy between the TF and a binding 
site in the cis-regulatory region, which depends on the number of matching positions 
between the TF's recognition motif and the sequence of the binding site. A mutation can 
affect either the TF's recognition sequence or the binding site sequence, and may be 
compensated by a mutation at the corresponding position in the sequence of other 
interactor. Such compensation is expected to break down in interspecific hybrids, as a 
mutation that is compensatory in one genetic background may not be compensatory in 
another.
In order to quantify the effect of pleiotropic constraint and distinguish it from the effects 
of linkage, we compare hybrid misregulation in the pleiotropic branched network to one 
in which separate, but genetically linked, binding domains of the TF regulate each 
downstream locus. We use individual-based simulations to investigate the effects of 
mutation effect size and fitness landscape, which are expected to impact adaptation and 
speciation (Gavrilets 2004). Our previous results showed that hybrid incompatibility was 
increased by a shallower fitness landscape around a conserved trait or a steeper fitness 
landscape around a positively selected trait. Here we test the effect on each trait directly 
by changing its phenotype-to-fitness function. We examine the effect of mutation effect 
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size by changing the thermodynamic parameters of TF binding. Together, these are 
expected to affect the degree to which a cis-regulatory mutation is favored over a 
pleiotropic mutation in the TF. In addition, we test the importance of compensatory 
mutations for facilitating divergence at the pleiotropic locus by modifying the mutation 
rate at individual loci in the network. We expect that increasing the availability of 
compensatory mutations will relax pleiotropic constraint and increase hybrid 
misregulation; furthermore, increasing the availability of cis-regulatory mutations should 
decrease hybrid misregulation by allowing a greater portion of the adaptive response to 
occur away from the pleiotropic locus.
Methods
We model a gene network consisting of three unlinked loci in which a single transcription 
factor regulates the expression of two downstream loci. To examine the effects of 
pleiotropy, we compare two different models. The first is a pleiotropic model in which a 
single DNA-binding domain of the TF binds to the cis-regulatory region of each 
downstream locus as illustrated in Fig. 2.1. The second is a control model in which the 
TF contains two linked DNA-binding domains, each of which binds to the regulatory 
region of one of the downstream loci.
Expression of each locus is calculated following the statistical physics model of Gerland 
et al. (2002). The transcription factor's binding motif(s) and the cis binding site sequences 
of the two downstream loci are mutable alleles each represented by a string of binary bits. 
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The number of mismatched bits determines the energy of binding between the TF and the 
binding site, which in turn determines the fractional occupancy. This is expressed as
(1)
where NTF is the number of molecules of the transcription factor in the cell, Et is the free 
energy of binding to the site of interest, and Fb is the total free energy of binding to all 
wholly or partially matching sites in the rest of the genome (Et and Fb are in units of kbT, 
the Boltzmann constant multiplied by temperature). We express the effect of the fit 
between TF and binding site on binding energy as:
(2)
where m is the number of mismatches and Emis is the average energetic contribution of a 
single bit of information. Each mismatched bit increases the free energy of binding, 
making the bound state less favorable. 
In the simulations below, we used NTF = 100 and Fb = -0.5. These parameter values fall 
within the range for which we previously characterized model behavior (Tulchinsky et al. 
Chapter 1) and roughly correspond to realistic values (Gerland et al. 2002). In order to 
keep the range of possible binding energies constant regardless of the number of bits used 
to represent alleles in the model, we scaled the effect of mismatches using the Emis 
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parameter. We ran simulations using 32 bit alleles with Emis = 0.2586; 16 bit alleles with 
Emis = 0.5172; and 8 bit alleles with Emis = 1.034.
Expression proceeds when the TF is bound to the cis regulatory region, so keeping all 
other cellular processes constant, the final level of expression is proportional to the 
fractional occupancy (Gertz et al. 2009). To avoid complicating the model with additional 
parameters, we treat the phenotype, P, as equivalent to the level of expression. Thus, for a 
haploid TF binding interaction,
(3)
where Pmax is the maximum expression level. We set Pmax such that the phenotype would 
equal 1.0 when the number of regulatory mismatches, m, was zero.
To model diploid organisms, we need to take allelic dominance into account. Because our 
model of gene expression follows the form of a Michaelis-Menten equation (with e!(Et!-!Fb) 
analogous to the dissociation constant), dominance between allelic forms of a 
transcription factor may be modeled by treating each TF as a competitive inhibitor of the 
other, and scaling the dissociation constants. Thus, the fractional occupancy of each TF is 
modified as follows:
(4)
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where
(5)
NTFc is the number of molecules of the competing transcription factor, and Etc is the 
binding energy of the competitor. Expression proceeds if either TF allele is bound, and is 
assumed to proceed independently from each promoter allele. Thus, we calculate the 
phenotype of a diploid organism as the sum of expression from each of the four haploid 
interactions.
The two loci downstream from the trans-acting locus each correspond to a cis-regulated 
trait (Fig. 2.1). One of these traits was held under stabilizing selection at a phenotypic 
value of 1.0, such that zero mismatched bits is optimal in its binding interaction. The 
other trait was placed under directional selection such that the optimal number of 
mismatches changed from the maximum number of bits in the model (8, 16, or 32) to 
zero over the course of the simulation. This was accomplished by setting the initial trait 
optimum to a value near zero corresponding to the phenotypic value produced by the 
maximum number of mismatches, and adjusting it by a constant amount each generation 
so as to arrive at a final optimum of 1.0 after a given number of generations. The initial 
genotype of all individuals was set such that each trait started at its optimum. The number 
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of generations over which selection was applied was set to 4000 unless otherwise noted 
in the results.
Fitness is a function of an organism's deviation from the optimal phenotypic value at each 
trait. Thus, the marginal fitness at each trait is
(6)
where Popt is the optimal phenotypic value of that trait and σs is the standard deviation of 
fitness (a measure of the degree to which a sub-optimal phenotype is tolerated by 
selection). The total organismal fitness is the product of the marginal fitness at each trait. 
We set σs2 to 2.5 * 10-3 at each trait, except where we varied it experimentally as 
described below.
We conducted individual-based simulations to test the effect of population size, fitness 
landscape, and mutational availability on the evolution of hybrid misregulation in the 
above model. Two allopatric populations of diploids were subjected to a combination of 
directional and stabilizing selection as described above. Each generation consisted of 
viability selection followed by random mating. Population size was kept constant, with 
no overlap of generations. Thus, populations could experience bottlenecks between 
viability selection and mating, but returned to carrying capacity each generation. 
Mutations occurred in the offspring at a baseline rate of 9.375 * 10-5 per bit, chosen so 
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that the 32-bit model would have a 0.003 per locus mutation rate in keeping with our 
two-locus model and Johnson & Porter (2000). Each mutation changed one bit of 
information. We varied the mutation rate experimentally as described below.
To compare evolutionary outcomes under positive selection with pleiotropy to stabilizing 
selection with genetic drift, we compared misregulation of the conserved trait in the 
pleiotropy model and the control model at populations sizes of 25, 50, 100, and 200, 
crossed with durations ranging from 1000 to 40000 generations. To examine the influence 
of mutation effect size, which is associated with the number of bits used to represent 
alleles through the Emis parameter as described above, all subsequent simulations were 
conducted using 8-bit, 16-bit, and 32-bit alleles. To test the effect of population size and 
mutational availability, we ran simulations at population sizes of 400, 800, and 1600 with 
and without adjusting the mutation rate to keep the population-wide mutation rate 
constant. To test the effect of mutational availability directly, we ran simulations in which 
we varied the overall mutation rate, as well as the mutation rate at each locus in the 
network, between 1/8 and 8 times the baseline rate above. To study the effect of fitness 
landscape directly, we varied σs2 between 1/8 and 8 times the default value described 
above.
Misregulation of the hybrid phenotype was assessed at the end of the final generation. 
The parent populations were cross-mated randomly to create 50 F1 hybrids, which were 
then randomly mated with each other to create 50 F2 hybrids. We measured the mean 
deviation of F2 hybrids from the optimal phenotype at each trait. Because the parent 
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populations could accumulate genetic load that contributed to both parental and hybrid 
misregulation, we subtracted the mean deviation of the parents at each trait from the F2 
deviation to obtain the amount by which hybrid misexpression exceeded the additive 
effect of parental misexpression. This allowed us to report only the portion of F2 
misregulation that resulted from genetic incompatibility between parent populations. The 
data reported is based on 200 replicates.
Results
We compare misregulation of hybrid gene expression in two branched network models: a 
pleiotropic model in which a single domain of a trans-acting locus regulates a positively 
selected trait and a conserved trait; and a control model in which the two traits are 
regulated by separate domains of the trans locus. Hybrid misregulation, resulting from 
cis-by-trans regulatory divergence between parent populations, occurred in both models. 
Misregulation of the positively selected trait occurs in our model because populations can 
respond to selection with different, incompatible, combinations of cis and trans alleles. In 
the control model, in which the trans locus is relatively unconstrained by pleiotropy, the 
response to selection occurred in cis and trans in approximately equal proportions 
(provided the mutation rate was kept the same at each locus). In the model with 
pleiotropy, divergence at the trans locus was constrained by its pleiotropic effects; for 
this reason, more of the response to selection occurred at the cis locus. Because the trans 
locus diverged less from its ancestral state, the pleiotropy model generally produced less 
hybrid incompatibility in the positively selected trait compared to the control model.
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At the conserved trait, hybrid misregulation occurred if compensatory coevolution 
between cis and trans loci resulted in incompatible combinations of alleles between 
populations. In the control model, interpopulation divergence at the loci underlying the 
conserved trait could occur if a deleterious allele at either locus reached high frequency 
by drift, and was then compensated at the interacting locus. This was observed only at 
low population size combined with a long time scale (Fig. 2.2). In the pleiotropy model, 
divergence at the trans locus occurred because of selective pressure from the positively 
selected trait. Changes in trans brought on by positive selection were then compensated 
at the cis regulatory locus of the conserved trait. This resulted in regulatory divergence at 
the conserved trait even at high population size and short time scales (Fig. 2.2). 
In some cases, the pleiotropic model shows more misregulation at high population size 
than at low population size (Fig. 2.2). This is seen because we report only hybrid 
misregulation in excess of the additive total of parental misregulation. At low population 
size, genetic load in the parent populations contributes a substantial amount to the 
misregulation observed in hybrids. This is especially the case when directional selection 
to the final optimal phenotype is more rapid (<4000 generations). Hybrid misregulation in 
these cases is higher in absolute terms, but lower after parental misregulation is 
subtracted to obtain the portion of misregulation due to Dobzhansky-Muller 
incompatibilities.
In general, pleiotropy between the regulatory functions of the trans locus constrained 
divergence in the positively-selected regulatory interaction relative to the non-pleiotropic 
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control, but increased it in the conserved regulatory interaction (Fig. 2.3). The amount of 
constraint experienced by the trans locus in the pleiotropic model varied depending on 
model parameters, in particular parameters affecting the fitness landscape and the 
availability of mutations.
Mutation effect size is one factor affecting the fitness landscape. Because we use a 
sequence-based model of binding to determine phenotype, regulatory elements can be 
represented with a varying number of mutable positions. The range of possible 
phenotypes was kept constant regardless of the number of binding positions; thus, shorter 
representations necessarily correspond to higher mutation effect size. To test the effect of 
this modeling assumption, and to investigate the influence of mutation effect size on 
evolutionary outcomes, all parameters described below were tested at three different 
allele sequence lengths: 8, 16, and 32 bits. In general, higher mutation effect size (shorter 
allele length) was correlated with greater constraint on the trans locus and lower hybrid 
misregulation in the pleiotropy model (e.g., Fig. 2.3). We detected no such effect in the 
non-pleiotropic control model. 
The effect of other model parameters on hybrid misregulation generally did not change 
with the length of sequence used to represent alleles in the model. We found no case in 
which the effect of a parameter changed sign depending on allele sequence length. Cases 
in which allele sequence length strongly influenced the magnitude of a parameter's effect 
are noted below.
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Increasing the population size from 400 to 1600 individuals resulted in decreased hybrid 
misregulation (Fig. 2.3 A). This result was obtained using a 4000 generation run; at this 
time scale and population size, drift is not expected to contribute noticeably to regulatory 
divergence (see Fig. 2.2 and Fig. 2.3 bottom). To test whether the effect of population 
size was due to increased efficiency of purifying selection or to increased availability of 
mutations, we scaled the per-individual mutation rate to keep the population-wide 
mutation rate constant. Doing so eliminated the effect of population size on hybrid 
misregulation (Fig. 2.3 B). The pattern was the same at the positively selected and at the 
conserved trait, suggesting that divergence at the pleiotropic locus is constrained by an 
overall increase in the availability of mutations.
We conducted a series of experiments to further examine the effect of adaptability of the 
regulatory network. The effect of changing the mutation rate may be different at each 
locus depending on its position in the network. An increase in mutation rate at the 
pleiotropic locus or the cis regulatory locus of the conserved trait may be expected to 
increase interpopulation divergence and hybrid incompatibility at the pleiotropic locus. 
An increase in mutation rate at the cis regulatory locus of the positively selected trait may 
be expected to decrease this divergence due to an increased availability of non-pleiotropic 
adaptive mutations.
We found that increasing the per-site mutation rate by an equal factor at all loci decreases 
cis-by-trans divergence in the pleiotropy model, but not in the non-pleiotropic control 
model. Fig. 2.4 shows the effect on hybrid misregulation of the positively selected trait. 
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This result indicates that the inhibitory effect of increasing the mutation rate at the cis 
regulatory locus of the positively selected trait outweighs the effect of increasing the 
mutation rate at the other two loci, at least at the parameter values we investigated.
We expect divergence at the trans locus to be constrained by the need for compensation 
at the cis binding site of the conserved interaction. To test the importance of 
compensation in the evolution of hybrid incompatibility, we varied the mutation rate at 
the compensatory cis locus while holding it constant at the other two loci. Increasing the 
rate of compensation partially relaxed the pleiotropic constraint; however, the effect 
appeared to level off at higher mutation rates. This leveling off occurred before hybrid 
misregulation reached the level of the unconstrained control model at the positively 
selected trait (Fig. 2.5).
We tested the effect of altering the availability of non-pleiotropic adaptive mutations by 
varying the mutation rate at the cis regulatory locus of the positively selected trait while 
holding mutation rate constant at the other two loci. Decreasing the mutation rate at the 
non-pleiotropic locus of the positively-selected interaction favored divergence at the 
pleiotropic locus and increased hybrid misregulation of the conserved trait (Fig. 2.6). 
Increasing the mutation rate at this locus relative to the other loci had the opposite effect. 
At low mutation rates, the effect of restricting the availability of non-pleiotropic 
mutations largely overcame the constraint imposed by high mutation effect size (low 
allele bit length).
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In the above experiments, increasing the mutation effect size by decreasing the allele 
length steepens the fitness landscape around the conserved trait, which affects hybrid 
misregulation by making pleiotropic mutations more deleterious. We tested the effect of 
the fitness landscape directly by varying the tolerance to phenotypic deviation at each 
trait using the σs parameter in the fitness functions. Higher values of σs in the fitness 
function of the conserved trait correspond to a flatter fitness landscape around the 
conserved trait and therefore weaker stabilizing selection. We found that decreasing the 
strength of selection on the conserved trait increased hybrid misregulation of both traits 
in the pleiotropy model, but not in the linkage-only model. The effect on the positively 
selected trait is shown in Fig. 2.7. Flattening the landscape by increasing σs was able to 
compensate for the higher mutation effect size in the lower-bit models. For example, 
multiplying σs2 by 4 in the 16-bit model produces a fitness landscape similar to the 32-bit 
model. The results show that setting σs2 to 0.01 in the 16-bit model generated similar 
misregulation of the conserved trait to a σs2 of 2.5 * 10-3 in the 32-bit model.
A lower value of σs in the fitness function of the positively selected trait corresponds to a 
greater change in fitness resulting from a given change in optimal phenotype, and 
therefore represents one way to increase the strength of positive selection in our model. 
The results (Fig. 2.8) showed that increasing the strength of positive selection this way 
partially overcame the pleiotropic constraint on the trans regulatory locus, and increased 
the amount of hybrid misregulation at both traits compared to the control model. Fig. 2.8 
shows the effect on the positively selected trait. In the 8-bit model, the effect of stronger 
selection increases sharply as parent populations approach an extinction boundary; 
62
however, even near the boundary positive selection was not strong enough to completely 
overcome pleiotropy.
Discussion
Pleiotropy, a general feature of gene regulatory networks, is a possible mechanism by 
which adaptation in a positively selected trait can generate cis-by-trans hybrid 
incompatibility in the regulation of a conserved trait (Johnson & Porter 2007). However, 
interpopulation divergence in trans-acting factors may be constrained by pleiotropic 
effects (Wray 2007; Wagner & Lynch 2008), limiting the evolution of hybrid 
incompatibility. We used a thermodynamic model of gene expression (Gerland et al. 
2002) to test the hypothesis that compensatory evolution may facilitate cis-by-trans 
regulatory divergence despite pleiotropic constraint. We compared a pleiotropic model, in 
which a single transcription factor (TF) binding domain regulates a conserved and a 
positively selected trait, to a control model in which pleiotropic constraint was relaxed by 
splitting the regulatory functions of the TF between two linked domains. In both models, 
misregulation of each trait occurred if separate populations constructed the favored 
phenotype with different, incompatible, combinations of cis and trans alleles. Pleiotropy 
between the regulatory functions of the trans-acting locus generally constrained the 
evolution of misregulation in the positively-selected trait compared to the non-pleiotropic 
control, but increased it in the conserved trait. This is because the pleiotropic TF was 
under greater constraint than the positively selected TF domain of the control model, but 
despite this constraint, positive selection resulted in more divergence in the pleiotropic 
TF than occurred under stabilizing selection in the conserved TF domain of the control. 
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The amount of pleiotropic constraint depended on model parameters that determined the 
fitness landscape and the availability of mutations. Constraint was observed even though 
pleiotropic mutations were adaptive overall, suggesting that the constraint was a 
consequence of the availability of higher fitness cis-regulatory mutations (see also Otto 
2004). Divergence in the pleiotropic TF selected for compensatory evolution in cis, 
increasing hybrid incompatibility in the conserved trait relative to the linkage-only 
control. These results support the selection, pleiotropy, and compensation model 
(Pavlicev & Wagner 2012) of hybrid incompatibility, in which compensation for the 
pleiotropic side-effects of adaptation drives developmental system drift (True & Haag 
2001; Johnson & Porter 2007) in the loci underlying conserved traits.
Genetic linkage in the control model was necessary in order to interpret the results of the 
pleiotropy model. By separating the binding domains in the control, we maintained a 
single locus for TF evolution while removing pleiotropic constraint on individual 
mutations at the level of the regulatory interaction. Therefore, differences in evolutionary 
outcomes between the pleiotropy model and the control must be due to the effect of 
constraint on pleiotropic mutations ("developmental pleiotropy"; Paaby & Rockman 
2013), as opposed to pleiotropy at the level of the locus ("molecular gene pleiotropy"; 
Paaby & Rockman 2013), in which individual mutations in a multi-functional molecule 
may be free from pleiotropic effects. More generally, linkage within or between genes 
may transfer the effects of selection to a nearby hybrid incompatibility locus through 
genetic hitchhiking, which at the genomic level can contribute to reproductive isolation 
between species (Via 2009). However, within the relative confines of our three-locus 
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model, this effect was minimal compared to the direct effect of functional pleiotropy at 
the level of individual mutations.
In the linkage-only control, both cis- and trans- acting elements diverged between 
populations and contributed nearly equally to hybrid incompatibility in the traits they 
regulated. Hybrid misregulation evolved quickly in the positively selected trait, as the TF 
and the cis binding site evolved incompatible ways to produce the novel phenotype in 
each population. The loci underlying the conserved trait diverged under compensatory 
drift, requiring compensation of deleterious mutations. As a result, hybrid misregulation 
in the conserved trait evolved much more slowly, and showed an inverse relationship 
with population size (Fig. 2.2). These findings are consistent with our earlier results from 
two-locus interactions (Johnson & Porter 2000; Tulchinsky et al. Chapter 1).
In the pleiotropic model, divergence at the trans-acting locus was constrained to a 
varying extent under most parameter combinations. This constraint was evident as 
decreased hybrid misregulation of the positively selected trait compared to the control 
model. If pleiotropic constraint was sufficiently strong, adaptation in the positively 
selected trait occurred almost entirely in cis and, because misregulation requires cis-trans 
incompatibility, little hybrid misregulation was observed. If changes at the pleiotropic 
trans locus were able to occur, they drove compensatory evolution in the cis-binding site 
of the conserved trait. The resulting breakdown of compensation in hybrids was evident 
as hybrid misregulation of the conserved trait (Fig. 2.2, Fig. 2.3 bottom).
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Adaptation can occur at a pleiotropic locus when the selective advantage is greater than 
the disadvantage due to pleiotropy (Otto 2004). This was the case in our model due to the 
existence of a nearly-neutral space in the fitness landscape around the conserved trait. As 
the optimal phenotype for the positively selected trait changed over time, the underlying 
loci experienced increasing selective pressure from the environment. Thus, positive 
selection on the pleiotropic locus increased until the population caught up to the optimal 
phenotype while stabilizing selection on the pleiotropic locus remained constant, its 
strength a function of the slope of the nearly-neutral area of the fitness landscape. For this 
reason the fitness gain due to a pleiotropic mutation exceeded its fitness cost throughout 
most of the adaptive process, at least in range of parameters we examined.
Although pleiotropic mutations increased an individual's overall fitness, our results show 
that divergence in a pleiotropic TF can be partially or entirely constrained if adaptation 
can occur at a more advantageous non-pleiotropic locus in the regulatory network. When 
directional selection is applied to gene expression in our network model, the adaptive 
response may occur in the cis binding site of the selected locus or in the TF (or in a 
combination of both). If a mutation in the TF is pleiotropic, its initial fitness advantage is 
almost always less than that of cis-regulatory mutation, becoming equal only after 
compensation occurs. Thus, pleiotropic mutations are less likely to reach high frequency 
(see also Otto 2004), and more of the adaptive response occurs at the non-pleiotropic 
locus.
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The degree to which the adaptive response occurs in the pleiotropic TF, and therefore the 
amount of hybrid misregulation, should depend on the difference in fitness gain between 
a pleiotropic and non-pleiotropic mutation, which is a function of the fitness landscape. 
Furthermore, the response should be sensitive to the availability of non-pleiotropic 
mutations. We tested these expectations by varying our model parameters, specifically 
those that determine the mutation effect size, the phenotype-to-fitness function, and the 
mutation rates at individual loci.
Fitness landscape
The fitness landscapes of the co-regulated traits played a significant role in the evolution 
of hybrid misregulation. The shape of the fitness landscape in our model is determined by 
the mutation effect size, which we varied by changing the number of interacting bits, and 
by the strength of selection, which we varied for each trait using the σs parameter of its 
phenotype-to-fitness function. Decreasing either the mutation effect size or the strength of 
stabilizing selection on the conserved trait widened (in terms of number of mutations) the 
nearly-neutral area in the fitness landscape of the conserved trait and allowed 
compensatory evolution to proceed in smaller fitness steps. This increased hybrid 
misregulation because pleiotropic mutations accumulated more readily in the population. 
Furthermore, respectively decreasing either the mutation effect size or the strength of 
stabilizing selection counteracted the effects of increasing the other (Fig. 2.7), as they 
alter the fitness landscape in similar ways.
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We found that selection strength at the positively selected trait had less effect on hybrid 
misregulation than did selection strength on the conserved trait. Increasing the strength of 
selection on the positively selected trait increased the fitness gain due to an adaptive 
mutation either in the pleiotropic TF or in the cis-binding site, but did not change the 
fitness cost of a pleiotropic mutation. Thus, we saw that increasing the strength of 
positive selection did not fully overcome pleiotropic constraint at the parameter values 
we examined (Fig. 2.8). Its strongest effect was near the extinction boundary (Fig. 2.8 
leftmost column), where populations experienced frequent size bottlenecks, suggesting 
that it interacts with genetic drift. However, this effect may be partially artifactual, as our 
model combines a coarse-grained mutational landscape with gradual change in optimal 
phenotype, potentially resulting in repeated severe population bottlenecks when the 
optimal phenotype is between mutational steps.
Earlier work examining the evolutionary dynamics of a pleiotropic locus that 
simultaneously regulates positively selected and conserved traits also found that 
increasing the strength of stabilizing selection decreased divergence at the pleiotropic 
locus (Johnson & Porter 2007). Here, we extended that study with a thermodynamic 
sequence-based model of gene regulation in order to gain a more detailed understanding 
of compensatory evolution and its role in hybrid incompatibility. In the earlier model, the 
pleiotropic locus experienced divergence sufficient to produce hybrid incompatibility 
even under strong stabilizing selection. The following differences in model assumptions 
likely explain this result. First, the mutation effect size was potentially smaller in the 
Johnson & Porter (2007) model, in that mutation effects followed a Gaussian distribution 
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with no minimum effect size. This allowed compensatory evolution to proceed in smaller 
steps. Second, because of a difference in how allelic values were represented, a large 
fraction of all potentially compensatory mutations successfully compensated for a given 
pleiotropic mutation. Though compensation is more difficult in the present model, our 
results support the general conclusion of Johnson & Porter (2007) that directional 
selection accelerates developmental system drift (True & Haag 2001) in a conserved 
regulatory interaction (Fig. 2.2).
Availability of mutations
The results of our fitness landscape experiments, above, suggest that constraint on the 
pleiotropic locus is a consequence of the availability of relatively advantageous non-
pleiotropic mutations, and not necessarily because a pleiotropic mutation reduces fitness. 
Therefore, we investigated the consequences of mutational availability by manipulating 
the mutation rate at individual loci in the network. We found that hybrid misregulation is 
greatly increased if insufficient non-pleiotropic mutations are available to respond to 
selection (Fig. 2.6). However, adaptation still occurred readily at the pleiotropic locus, 
and was accompanied by compensatory evolution, resulting in hybrid misregulation in 
the conserved trait. This result demonstrates that the trans-regulatory locus is not 
constrained by the selective effect of pleiotropy directly. 
Increasing the compensatory mutation rate may be expected to reduce pleiotropic 
constraint by allowing pleiotropic mutations to be compensated more quickly. We found 
this to be true to some extent; however, our results suggest that it is primarily the fixation 
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probability of a pleiotropic mutation drives that the rate of compensatory evolution, 
rather than vice-versa. A higher mutation effect size or stronger selection on the 
conserved trait causes the population to tolerate less standing variation at the pleiotropic 
locus. This decreases the potential for compensatory evolution to occur, resulting in less 
hybrid misregulation (Fig. 2.7). Increasing the compensatory mutation rate was not able 
to fully alleviate this effect (Fig. 2.5), suggesting that the primary determinant of 
pleiotropic constraint is fitness cost, and that the availability of compensation is 
secondary, at least in the range of parameter values we tested. Furthermore, decreasing 
the availability of non-pleiotropic adaptive mutations (Fig. 2.6) had a greater effect than 
increasing the availability of compensatory mutations (Fig. 2.5). This also suggests that 
pleiotropic divergence is mainly constrained by the initial probability of a pleiotropic 
mutation reaching high frequency, rather than by waiting for compensation.
We might expect that increasing the total number of mutations would result in faster 
divergence between populations and relaxed pleiotropic constraint. However, our results 
show that if the overall mutation rate is increased, the constraint caused by the increased 
availability of non-pleiotropic cis-regulatory mutations outweighs the combined effects of 
faster divergence and increased availability of compensatory mutations (Fig. 2.4). We see 
a similar effect when increasing the population size (Fig. 2.3), suggesting that a more 
adaptable population will tend to respond to selection with the more optimal non-
pleiotropic option. However, in the range of population sizes we tested, this effect was 
due primarily to the number of new mutations arising in the population, rather than the 
increased efficiency of selection in larger populations.
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Hybrid fitness and speciation
In our model, Dobzhansky-Muller incompatibilities between regulatory loci resulted in 
misregulation of hybrid gene expression. Such misregulation is expected to contribute to 
speciation by reducing hybrid fitness (Landry et al. 2007; Ortíz-Barrientos et al. 2007). 
Our focus in the present study was on examining the mechanistic basis for the evolution 
of hybrid gene misregulation. For this purpose, we do not believe it is appropriate to 
quantify our results in terms of hybrid fitness per se. Properly doing so would require 
extending the model with additional parameters relating gene expression to fitness, 
whereas in the current model the phenotype is simply equal to gene expression, and 
related by an arbitrary function to fitness. Furthermore, applying our gene misregulation 
results directly to fitness outcomes introduces quantitative complexity because hybrid 
fitness is a non-linear function of misregulation. Once misregulation exceeds a certain 
case-specific amount (depending on the expression-phenotype-fitness relationship), 
fitness falls away to near zero and additional misregulation has little effect. This makes 
the effects of model parameters on hybrid fitness difficult to detect, in the F1 generation 
because of dominance, and in the F2 generation because the fitness of misregulated 
genotypes is averaged with that of high-fitness recombinants. For this reason, we have 
reported misregulation rather than fitness in our results.
However, hybrid fitness may be an important measure to consider in future work. Based 
on our present results we speculate that, although pleiotropy generally decreases the 
amount of inter-population divergence, it can nonetheless increase postzygotic isolation. 
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This is because every downstream locus that compensates for a pleiotropic mutation 
potentially creates an additional incompatibility that contributes to low hybrid fitness. 
Therefore, it may be worthwhile to investigate the effect of the number of loci under 
pleiotropic control. Our experiments varying the strength of selection on the conserved 
trait using the σs2 parameter provide an approximation of the fitness effects of two or 
more conserved traits. For example, following from equation (6), doubling σs2 
corresponds to two conserved traits with multiplicative fitness effects. However, this an 
upper-bound approximation, as it does not consider the possible added difficulty of 
compensation at multiple loci. If more than two loci require compensation, it may take 
fewer mutations to purge a pleiotropic mutation and replace it with a non-pleiotropic one. 
Whether this is the case depends on the number of loci and on the number of potentially 
compensatory mutations per pleiotropic mutation. The latter was equal to one in our 
model, but may be higher in reality (Levin et al. 2000).
Conclusion 
Within a gene network, mutations vary in their degree of pleiotropy. Networks are 
modular in organization, so that mutations in highly connected nodes may have more 
pleiotropic effects (Wagner et al. 2007). Furthermore, elements that are modular in 
structure or function may experience fewer pleiotropic effects from any one mutation 
(Wagner & Lynch 2008); for this reason mutations in transcription factors are believed to 
be more pleiotropic than those in cis-regulatory regions (Wray 2007). In our model, the 
availability of a non-pleiotropic cis-regulatory locus affecting the positively selected trait 
strongly constrained divergence in a pleiotropic TF, even though pleiotropic mutations 
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were advantageous overall. Increasing the availability of non-pleiotropic mutations 
increased the constraint on the trans-acting pleiotropic locus, resulting in less cis-by-
trans hybrid incompatibility (Fig. 2.6).
Changing the fitness landscape relaxed or strengthened this constraint, and affected the 
evolution of hybrid misregulation accordingly. As the fitness advantage of a pleiotropic 
mutation became increasingly less than that of a non-pleiotropic mutation, adaptation 
occurred preferentially at the non-pleiotropic cis locus. This decreased the possibility for 
cis-by-trans regulatory divergence. Conversely, if the constraint was weaker, adaptation 
readily occurred in the pleiotropic TF.
Divergence in the TF in response to positive selection then drove compensatory 
evolution, needed to maintain expression of the locus under stabilizing selection. This 
resulted in developmental system drift (True & Haag 2001) in the conserved regulatory 
interaction, which was revealed in hybrids as misregulation of the conserved trait. This 
type of compensatory evolution is believed to be widespread due to the pleiotropic nature 
of adaptive changes in gene networks (the "selection, pleiotropy, and compensation 
model"; Pavlicev & Wagner 2012). Empirical studies provide abundant evidence of 
compensatory evolution (Moore et al. 2000; Kulathinal et al. 2004; Landry et al 2005; 
Barriere et al. 2012), including compensatory evolution between cis-regulatory regions 
and the DNA binding domains of transcription factors (Kuo et al. 2010; Baker et a. 2011). 
Compensatory pressure may be the predominant form of selection in complex genomes, 
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suggesting that compensation could underly much of hybrid incompatibility (Pavlicev & 
Wagner 2012).
Compensatory evolution occurred more easily in our model when it could proceed in 
smaller fitness steps, either when stabilizing selection was weak, or when mutations were 
fine-grained. Although reducing the availability of compensatory mutations constrained 
divergence at the pleiotropic locus somewhat (Fig. 2.5), the compensatory mutation rate 
generally had less effect than did the fitness landscape. This follows from the notion that 
compensatory mutations are not favored until a pleiotropic mutation reaches high 
frequency in the population, suggesting that the main determinant of compensatory 
evolution is the probability of fixation for a pleiotropic mutation.
Finally, we note that our results describe the response to a single episode of selection. 
Selection in nature may be ongoing or fluctuating, as with intragenomic conflict (Johnson 
2010) or antagonistic coevolution (Rice & Holland 1997). Persistent pressure on a 
pleiotropic locus may allow hybrid misregulation to evolve even under stronger 
constraint.
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Figures
Figure 2.1. A three-locus regulatory network in which a pleiotropic transcription factor 
regulates the expression of two downstream loci. Locus 1 is under directional selection 
while locus 2 is under stabilizing selection. At each locus, expression depends on the fit 
between the transcription factor and a binding site in the cis regulatory region. The 
binding preference of the transcription factor and the nucleotide sequence of the cis-
binding site are represented as binary strings, whose total number of matching positions 
determines the binding strength. For illustration purposes, only four bits of the binding 
interaction are shown. An adaptive change in the expression of locus 1 may be 
accomplished either by a mutation in its cis-binding site or in the transcription factor. 
Changes in the transcription factor select for compensatory mutations in the cis-binding 
site of locus 2. Thus, if selection on locus 1 results in interpopulation divergence in the 
transcription factor, hybrid misregulation of both loci will occur as each binding 
interaction evolves a unique fit to produce the favored expression level in parent 
populations.
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Figure 2.2. Hybrid misregulation in a conserved trait within a branched network model, 
comparing the effect of network pleiotropy to neutral drift. The conserved trait shares a 
trans-regulatory locus with a positively selected trait. Clear boxes show a model in which 
the trans locus consists of a single pleiotropic domain that regulates both the conserved 
and the positively selected trait. Gray boxes show a control model in which separate but 
linked domains of the trans locus regulate the two traits. Populations evolved from 32 
mismatched bits to zero mismatched bits in the positively selected regulatory interaction 
over the course of 1000 to 40,000 generations. In the model with pleiotropy, inter-
population divergence at the loci underlying the conserved trait resulted because selection 
produced change at the pleiotropic locus, which was compensated in cis. In the linkage-
only control, divergence occurred mainly due to neutral compensatory drift. Four 
population sizes are shown ranging from 25 to 200. With pleiotropy, divergence in the 
conserved interaction occurred in a shorter time and at larger population sizes. Missing 
data at low population size and low number of generations is due to population 
extinction.
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Figure 2.3. Effect of population size and mutation effect size on hybrid misregulation in 
a branched network model, in which a trans-acting locus regulates two traits, one under 
positive selection (top) and one under stabilizing selection (bottom). Three population 
sizes are shown, ranging from 400 to 1600. Individual mutation rate was either kept 
constant so that larger populations experienced more mutations (A) or scaled to keep the 
population-wide mutation rate constant (B). Alleles in each model were represented by 
sequences of three different lengths (8, 16, and 32), with shorter sequences having a 
correspondingly higher mutation effect size. Clear boxes show a pleiotropic model in 
which a single domain of the trans locus regulates both traits. Gray boxes show a model 
in which the trans locus consists of separate but linked domains, each regulating one trait. 
Hybrid misregulation in the positively selected trait occurs because populations respond 
to selection with different, incompatible, combinations of cis and trans alleles. Hybrid 
misregulation in the conserved trait occurs because compensatory evolution in the 
underlying loci produces interpopulation divergence. Pleiotropy between the regulatory 
functions of the trans locus constrained divergence in the positively selected regulatory 
interaction (top) but increased it in the conserved regulatory interaction (bottom).
" Directional selection was applied over the course of 4000 generations. The 
pleiotropy model showed stronger pleiotropic constraint with increasing population size 
(A), but this effect disappeared if the population-wide mutation rate was kept constant 
(B). The overall pattern is the same at the positively selected trait (top) and the conserved 
trait (bottom), because hybrid misregulation in the single-domain model is due to 
divergence at the pleiotropic locus. Larger mutation effect size (shorter allele length) is 
correlated with greater constraint on divergence in the pleiotropy model but not in the 
non-pleiotropic control model.
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Figure 2.4. Effect of mutation rate on hybrid misregulation of a positively selected trait 
in a branched network model, in which a trans-acting locus regulates two traits, one 
under positive selection and one under stabilizing selection. The numbers immediately 
below the horizontal axis show the overall per-bit mutation rate as a multiple of the 
baseline mutation rate of 9.375 * 10-5 per bit. The numbers underneath indicate the length 
of sequence used to represent alleles, with shorter sequences having a correspondingly 
higher mutation effect size. Clear boxes show a pleiotropic model in which a single 
domain of the trans locus regulates both traits, which constrains the response of the trans 
locus to positive selection. Gray boxes show a control model in which separate linked 
domains of the trans locus regulate the two traits, relaxing the constraint on the positively 
selected domain. In both models, hybrid misregulation is due to cis-by-trans regulatory 
divergence in the parents. Increasing the mutation rate decreases cis-by-trans divergence 
in the pleiotropy model, but not in the non-pleiotropic control model. This effect is 
similar regardless of the length of sequence used to represent alleles in the model. 
Directional selection was applied over the course of 4000 generations. Population size = 
400.
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Figure 2.5. Effect of availability of compensatory mutations on hybrid misregulation of a 
positively selected trait in a branched network model, in which a trans-acting locus 
regulates two traits, one under positive selection and one under stabilizing selection. 
Clear boxes show a pleiotropic model in which a single domain of the trans locus 
regulates both traits. Gray boxes show a control model in which the trans locus consists 
of separate but linked domains, each regulating one trait. In both cases, hybrid 
misregulation evolves due to cis-by-trans regulatory divergence in the parents. However, 
in the pleiotropy model, divergence at the trans locus is constrained by the need for 
compensation at the cis binding site of the conserved interaction. Increasing the mutation 
rate at the compensatory locus, while maintaining a constant mutation rate at other loci, 
partially relaxed the pleiotropic constraint. The mutation rate is shown as a multiple of 
the baseline mutation rate of 9.375 * 10-5 per bit. The bottom numbers indicate the length 
of sequence used to represent alleles, with shorter sequences having a correspondingly 
higher mutation effect size. Directional selection was applied over the course of 4000 
generations. Population size = 400.
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Figure 2.6. Effect of cis-regulatory mutation rate at a positively selected trait on hybrid 
misregulation of a conserved trait in a branched network model in which a trans-acting 
locus regulates both traits. Clear boxes show a pleiotropic model in which a single 
domain of the trans locus regulates both traits. Gray boxes show a control model in 
which the trans locus consists of separate but linked domains, each regulating one trait. 
In the model with pleiotropy, inter-population divergence at the loci underlying the 
conserved trait resulted because selection produced change at the pleiotropic locus, which 
was compensated in cis. In the model with only linkage, divergence occurred mainly due 
to neutral compensatory drift. The data show the effect of adjusting the mutation rate at 
the cis regulatory locus of the positively selected trait while maintaining a constant 
mutation rate at other loci. When fewer mutations were available at the non-pleiotropic 
cis locus, more hybrid misregulation was observed, as a greater proportion of the 
adaptive response occurred at the pleiotropic trans locus. Directional selection was 
applied over the course of 4000 generations at a population size of 400, which resulted in 
nearly no hybrid misregulation under the linkage-only control. The mutation rate is 
shown as a multiple of the baseline mutation rate of 9.375 * 10-5 per bit. The bottom 
numbers indicate the length of sequence used to represent alleles, with shorter sequences 
having a correspondingly higher mutation effect size. A higher mutation effect size 
generally constrained divergence at the pleiotropic locus in our data, but reducing the 
locus-specific mutation rate overcame this effect.
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Figure 2.7. Effect of fitness landscape of a conserved trait on hybrid misregulation of a 
positively selected trait in a branched network model in which a trans-acting locus 
regulates both traits. The values on the x-axis indicate σs2 (the tolerance to phenotypic 
deviation) at the conserved trait as a multiple of its baseline value of 2.5*10-3. Higher 
values of σs2 correspond to weaker stabilizing selection and a flatter fitness landscape 
around the conserved trait. Clear boxes show a pleiotropic model in which a single 
domain of the trans locus regulates both the conserved and positively selected trait. This 
pleiotropy constrains the response of the trans locus to positive selection. Gray boxes 
show a control model in which separate linked domains of the trans locus regulate the 
two traits, relaxing the constraint on the positively selected domain. Hybrid 
incompatibility occurs when populations respond to selection with different, 
incompatible, combinations of cis and trans alleles. Decreasing the strength of selection 
on the conserved trait increased hybrid misregulation of the positively selected trait in the 
pleiotropy model, but not in the linkage-only model. The bottom numbers indicate the 
length of sequence used to represent alleles, with shorter sequences having a 
correspondingly higher mutation effect size, and therefore a steeper fitness landscape 
around the conserved trait. Directional selection was applied over the course of 4000 
generations. Population size = 400.
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Figure 2.8. Effect of the strength of positive selection on hybrid misregulation of a 
positively-selected trait, indicating cis-by-trans regulatory divergence in the underlying 
loci. The values on the x-axis indicate σs2 (the tolerance to phenotypic deviation) at the 
positively selected trait as a multiple of its baseline value of 2.5*10-3. Lower values of σs2 
correspond to stronger selection. Clear boxes show a model in which a trans-acting locus 
consisting of a single pleiotropic domain regulates the positively selected trait and a 
conserved trait. Gray boxes show a control model in which the two traits are regulated by 
separate domains of the trans locus. In the model with pleiotropy, cis-by-trans regulatory 
divergence at the loci underlying the positively selected trait is constrained by stabilizing 
selection on the trans-acting locus. Increasing the strength of positive selection partially 
overcame the pleiotropic constraint. The bottom numbers indicate the length of sequence 
used to represent alleles, with shorter sequences having a correspondingly higher 
mutation effect size. Directional selection was applied over the course of 4000 
generations. Population size = 400. Missing data under strong selection in the 8-bit case 
is due to population extinction.
83
CHAPTER 3
PLEIOTROPY GENERATES HYBRID INCOMPATIBILITY IN A 
"FLUCTUATING RACE" MODEL OF HOST-PARASITE COEVOLUTION
Abstract
Antagonistic coevolution, including arms races between hosts and parasites, is an 
ubiquitous form of selection with the potential to produce postzygotic isolation between 
species. Previous work has shown that hybrid incompatibility evolves when selection is 
applied to regulatory networks. Pleiotropy is a general feature of regulatory networks; 
thus, adaptive changes in regulation may have negative pleiotropic effects, and 
compensation for such effects has been hypothesized to generate hybrid incompatibility 
in the loci underlying conserved traits. We used a sequence-based thermodynamic model 
of transcription regulation to evaluate the hypothesis that pleiotropy facilitates the onset 
of hybrid incompatibility under antagonistic coevolution, without the need for the 
antagonistic genes themselves (or linked loci) to be the direct agents of incompatibility. 
Using individual-based simulation of host-parasite populations, we studied coevolving 
three-locus networks. Each network consists of a pleiotropic transcription factor 
regulating a conserved trait unrelated to parasitism, and a second trait participating in 
host-parasite antagonism. Because the infectivity or resistance phenotype is determined 
epistatically by the underlying loci, reciprocal selective pressure on the phenotype 
resulted in a genotypic chase. Mutations in the pleiotropic transcription factor 
accumulated over the course of the chase and were compensated in the cis-regulatory 
region of the conserved trait. This produced intrinsic hybrid incompatibility in both 
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species that did not depend on local adaptation. The waiting time to incompatibility 
depended on the rate of evolution at the pleiotropic locus, which was a function of the 
speed of the coevolutionary chase and of the proportion of change that occurred via 
mutations at the pleiotropic locus. Stronger antagonistic selection favored change at the 
pleiotropic locus by making the conserved trait comparatively less important; however, 
very strong selection caused one of the antagonistic partners to escape, which slowed the 
coevolutionary chase. Asymmetric adaptability between host and parasite caused escape 
by the more adaptable partner, or favored adaptation from existing polymorphism in the 
less adaptable partner, rather than from new mutations that produce hybrid 
incompatibility. Thus, incompatibility evolved fastest when host and parasite had similar 
adaptability. In general, pleiotropic effects on conserved traits are believed to constrain 
divergence at trans-acting loci, which acts to prevent the evolution of cis-by-trans hybrid 
incompatibility. Because antagonistic coevolution is persistent and cyclical, we found that 
it causes pleiotropic mutations to accumulate over time despite this constraint. Our model 
illustrates a general mechanism by which selective pressure from antagonistic 
coevolution can be translated into postzygotic reproductive isolation, and demonstrates 
how antagonistic coevolution may overcome evolutionary constraint on pleiotropic loci, 
facilitating the evolution of cis-by-trans incompatibility commonly observed in hybrids.
Introduction
Antagonistic coevolution represents an ubiquitous and persistent form of natural selection 
with the potential to accelerate population differentiation and speciation (Haldane 1949; 
Ehrlich & Raven 1964; Rice & Holland 1997; Nunn et al. 2004; Thompson 2005; Parker 
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2006). It may take the form of arms races between species, or conflict between genetic 
loci within species. Conflict between sex-limited loci within a species (Arnqvist & Rowe 
2005; Parker 2006) can occur when males and females differ in the optima for a trait 
related to mating or fertilization (e.g., mating rate; Gavrilets et al. 2001). The resulting 
coevolutionary chase may act as an "engine of speciation" (Rice 1996), either by directly 
selecting for divergence in traits involved in reproduction (Rice & Holland 1997), or by 
increasing genomic differentiation due to linkage with rapidly evolving loci (Coyne & 
Orr 2004; Via 2009).
Likewise, arms races between hosts and their parasites (Van Valen 1973) have the 
potential to increase diversity both within and between populations (Bucking & Rainey 
2002; Summers et al. 2003; Buckling & Hodgson 2007; Duffy et al. 2008; Schulte et al. 
2010; Yodel & Nuismer 2010). Speciation may result from host-parasite coevolution 
when divergence in infectivity or resistance traits reduces gene flow between populations 
through selection against migrants or hybrids (Haldane 1949; Rundle & Nosil 2005). In 
addition, pre-mating isolation may evolve when parasite-mediated sexual selection leads 
to interpopulation divergence in mating traits (Hamilton & Zuk 1982; Eizaguirre et al. 
2009; Maan & Seehausen 2011). Empirical evidence suggests that population divergence 
under host-parasite coevolution can generate intrinsic postzygotic isolation (Bomblies et 
al. 2007; Berenos et al. 2012), though the genetic mechanism by which this occurs is 
generally unclear. In the case of hybrid necrosis, a common form of hybrid 
incompatibility in plants (Bomblies & Weigel 2007), the resistance genes themselves may 
be involved directly. Hybrid necrosis in Arabidopsis appears to be an autoimmune 
86
dysfunction caused by epistatic interactions between immune response genes (Bomblies 
et al. 2007). A model by Ispolatov & Doebeli (2009) demonstrates how this unfavorable 
epistasis may arise from pathogen-driven divergence in an immune-response protein and 
its interacting pathogen-detection protein. Studies of the genetic architecture of parasite 
resistance find evidence of epistatic interactions between loci (Kover & Caicedo 2001; 
Lazzaro et al. 2004; Wegner et al. 2008) suggesting that gene networks are important in 
host-parasite coevolution.
No model of antagonistic coevolution has explicitly considered the question of speciation 
from the perspective of gene networks. Regulatory networks map an organism's genotype 
to its phenotype through developmental and physiological processes (Wilkins 2002). 
Interacting loci in these networks represent a likely source of the Bateson-Dobzhansky-
Muller incompatibilities that cause post-zygotic isolation (Coyne and Orr 2004), as cis-
trans regulatory divergence between species produces potentially disruptive expression 
misregulation in hybrids (Landry et al. 2005). Previous models show that such divergence 
readily occurs in a two-locus system, and is greatly accelerated by directional selection 
compared to drift under stabilizing selection (Johnson & Porter 2000; Tulchinsky et al. 
Chapter 1). Hybrid misregulation results whether the selection is divergent or parallel, 
because the regulatory interaction can produce the same expression level with different, 
incompatible, allelic combinations.
Ecological divergence may be translated into intrinsic post-zygotic isolation by selection 
acting on pleiotropic loci (Rundle & Nosil 2005). Our earlier results show that directional 
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selection on the expression of one locus can produce misregulation of a different, 
stabilized, locus if the two are connected through a pleiotropic regulatory factor (Johnson 
& Porter 2007; Tulchinsky et al. Chapter 2). Such pleiotropy is a general feature of gene 
networks (Featherstone & Broadie 2002). Here we examine the hypothesis that pleiotropy 
facilitates the onset of hybrid incompatibility under antagonistic coevolution, without the 
need for the antagonistic genes themselves (or linked loci) to be the direct agents of 
incompatibility. Antagonistic coevolution is expected to result in a cyclical "chase" 
through genotype space due to reciprocal selective pressure between loci (Dieckmann et 
al. 1995; Gavrilets 1997; Rice & Holland 1997; Sasaki 2000; Gavrilets & Hayashi 2005; 
Nuismer et al. 2005). The existence of such a chase is supported by empirical studies of 
host-parasite systems (Dybdahl & Lively 1998; Lambrechts et al. 2006; Decaestecker et 
al. 2007; Gomez & Buckling 2011) and sexual conflict systems (Andrés & Arnqvist 
2001; Rode et al. 2011). In the context of gene regulatory networks, we expect 
antagonistic chase to drive compensatory evolution in a conserved cis-trans interaction 
by imposing selective pressure on a pleiotropic trans factor involved in the antagonistic 
conflict. The resulting allelic change in the loci underlying the conserved interaction has 
high potential to produce expression misregulation in interpopulation hybrids.
We test these predictions using simulation modeling of a host-parasite system. We expect 
hybrid misregulation to evolve in both antagonistically interacting species, driving co-
speciation of host and parasite, though potentially at different rates. We measure waiting 
time to hybrid misregulation, which should depend on the speed of the coevolutionary 
chase, and the relative fitness advantage of a mutation at a non-pleiotropic cis-site 
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compared to a pleiotropic trans-site. These, in turn, will depend on the ecological 
parameters of the host-parasite interaction.
We model two broad mechanisms of antagonism: (i) parasitic infection is most successful 
if host and parasite have matching phenotypes, or (ii) host resistance is most successful if 
host and parasite have matching phenotypes. In case (i), representing a system in which 
the parasite must recognize a specific host signal or defeat a specific host defense (and 
fails against all others), the parasite trait can be said to "chase" a host trait that can escape 
by changing its recognition signals or defense strategy. In case (ii), representing a system 
in which the host must recognize or defend against a specific parasite phenotype (and 
fails against all others), the host trait "chases" a parasite that can escape by changing its 
recognition signals or invasion strategy. Though these cases are qualitatively 
symmetrical, we expect quantitative differences if the parasite is obligate, as every 
parasite individual, but not every host individual, is tested by the antagonistic interaction. 
In the gene network speciation models of Johnson & Porter (2000) and Tulchinsky et al. 
(Chapter 1), a single episode of positive selection frequently produces hybrid 
misregulation in the absence of pleiotropy. However, if the trans factor also regulates loci 
under stabilizing selection, pleiotropy constrains the evolution of hybrid misregulation 
unless population size is very low or the fitness cost of pleiotropy is small (Tulchinsky et 
al. Chapter 2). Because most nodes in real regulatory networks have more than one 
interactor, mutations in trans, such as in the DNA-binding domain of a transcription 
factor, often have pleiotropic effects. For this reason, stabilizing selection on gene 
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expression is believed to constrain inter-population divergence at trans-acting loci (Wray 
et al. 2003; but see Wagner and Lynch 2008), which should limit the evolution of cis-
trans regulatory incompatibility in hybrids.
Nonetheless, cis-trans regulatory divergence is common between species (True & Haag 
2001; Wittkopp et al. 2004; Landry et al. 2007) and likely contributes to reproductive 
isolation (Haerty & Singh 2006; Ortíz-Barrientos et al. 2007). Widespread misregulation 
of gene expression in interspecific crosses (Landry et al. 2007) and divergence of genetic 
systems underlying conserved traits (developmental system drift; True and Haag 2001) 
suggest that pleiotropic changes in trans occur and are compensated at interacting loci 
(Romano & Wray 2003; Gasch et al. 2004; Landry et al. 2005). Using our model of host-
parasite coevolution, we investigate how selection may produce gene misregulation in 
hybrids despite pleiotropic constraint. Because antagonistic coevolution can result in a 
persistent cyclical chase in genotype space, misregulation should occur more readily than 
it would from any one episode of adaptation. Though a mutation at the pleiotropic locus 
is unlikely to be favored in any one cycle of a coevolutionary chase, we expect 
divergence at the pleiotropic locus to accumulate over time, inevitably resulting in hybrid 
incompatibility.
Methods
We model a gene network consisting of three unlinked loci in which a single transcription 
factor (TF) pleiotropically regulates the expression of two downstream loci that affect 
separate phenotypic traits (Fig. 3.1). Expression is calculated following the statistical 
90
physics model of Gerland et al. (2002) and is described in greater detail elsewhere 
(Tulchinsky et al. Chapter 1). Briefly, the TF's binding motif and the cis binding site 
sequences of the two downstream loci are mutable alleles each represented by a string of 
12 binary bits. The number of mismatched bits determines the energy of binding between 
the TF and the binding site, which in turn determines the fractional occupancy (the 
fraction of time that the binding site is occupied). This is expressed as
(1)
where NTF is the number of molecules of the transcription factor in the cell, Et is the free 
energy of binding to the site of interest, and Fb is the total free energy of binding to all 
wholly or partially matching sites in the rest of the genome (Et and Fb are in units of kbT, 
the Boltzmann constant multiplied by temperature). We express the effect of the fit 
between TF and binding site on binding energy as:
(2)
where m is the number of mismatches and Emis is the average energetic contribution of a 
single bit of information. Each mismatched bit increases the free energy of binding, 
making the bound state less favorable. In the simulations below, we used NTF = 100, 
Fb!=!-1.0, and Emis = 0.61. These values were chosen so that six substitutions separate 
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maximal expression from half expression. The effect of these parameters on speciation 
outcomes is covered elsewhere (Tulchinsky et al. Chapter 1).
Expression proceeds when the TF is bound to the cis regulatory region, so keeping all 
other cellular processes constant, the final level of expression is proportional to the 
fractional occupancy (Gertz et al. 2009). To avoid complicating the model with additional 
parameters, we treat the phenotype, P, as equivalent to the level of expression. Thus, for a 
haploid TF binding interaction,
(3)
where Pmax is the maximum expression level. We set Pmax such that the phenotype would 
equal 1.0 when the number of regulatory mismatches, m, was zero.
Each of the two downstream loci correspond to a separate trait. One of these is held under 
stabilizing selection and affects the organismal fitness as follows:
(4)
where Popt is the optimal phenotypic value and σs is the standard deviation of fitness (a 
measure of the degree to which a sub-optimal phenotype is tolerated by selection). We set 
σs to 0.05 for all simulations below.
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For the conserved trait, Popt was held constant at 1.0, such that optimal binding occurred 
at zero mismatched bits. The relationship between number of mismatches and expression 
is a sigmoidal curve with a shallow slope around zero mismatches. This creates a nearly-
neutral space around the conserved trait, where a single mutation has little effect on 
fitness.
The other trait affects the outcome of parasitism through its interaction with the 
corresponding trait in the antagonistic species. In the case where a phenotypic match is 
required for parasitism to occur (the "parasite-chases-host" model), this is modeled as:
(5)
where H and P are the corresponding phenotypic values of an interacting host and 
parasite individual, respectively. The τ parameter indicates the tolerance of the 
phenotypic interaction to mismatch, and therefore represents the specificity of the 
parasitism interaction. It strengthens selection on the parasite by acting as a restriction on 
the generality of infectivity. This parameter is constant in our model and does not evolve; 
we assume that the parasite has reached an equilibrium in terms of host range.
The marginal fitness of a host individual following attack by a single parasite is
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(6)
where αP→H represents the fitness effect on the host of an unresisted parasite attack. The 
αP→H parameter corresponds to optimal virulence (Dybdahl & Storfer 2003; Ebert & Bull 
2008) and determines the strength of selection imposed on the host by the parasite. 
Adoption of this parameter in our model carries a tacit assumption that optimal virulence 
has reached a stable equilibrium and does not evolve further.
If a host is attacked by n parasites, its marginal fitness becomes
(7)
The marginal fitness of a parasite equals
(8)
where αH→P is the impact of host amelioration on parasite fitness. It indicates the amount 
by which host resistance reduces the parasite's fitness, as a multiple of amount of host 
fitness recovered; e.g., if αH→P = 1, a parasite's fitness is reduced by the same amount by 
which a host is able to ameliorate the infection. The αH→P parameter determines the 
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strength of selection imposed on the parasite by the host. It may also be viewed as the 
effect on parasite fitness of having a realized virulence lower than the optimal virulence.
To model the alternate case where a phenotypic match is required to avoid parasitism (the 
"host-chases-parasite model"), we set
(9)
and calculate marginal fitnesses as shown above in eqs. (6) through (8). In this case τ, the 
tolerance of the phenotypic interaction to mismatch, determines the specificity of host 
resistance. It strengthens selection on the host by acting as a restriction on the generality 
of resistance.
In both of the above models, the phenotypic match (or mismatch) between host and 
parasite determines p[H,P] as per equations (5) or (9), and therefore the extent to which 
host resistance ameliorates the effect of parasitism (e.g., by faster recovery or otherwise 
limiting the parasite's reproduction). This formulation is generally equivalent to a model 
in which the host prevents (rather than ameliorates) infection, in which case p[H,P] 
would be the probability that an attacking parasite is successful in infecting the host, and 
1 - αH→P the fitness of a parasite that fails to infect.
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The emergence of hybrid incompatibility in the above models was studied using 
individual-based simulation. This approach has an advantage over analytical methods in 
that explicit genetic models of multiple loci become tractable (e.g., Gavrilets & Hayashi 
2005). Two geographically isolated pairs of host-parasite populations were allowed to 
evolve for 20,000 host generations. Each host generation consisted of parasitism, 
followed by viability selection, then by random mating. Parasitism and viability selection 
were treated as distinct steps, so that all parasitism was completed before any host deaths 
occurred. The parasitism step consisted of one or more parasite generations, each having 
the same order of events as above. In each parasite generation, every parasite infected a 
single host selected randomly with replacement.
Population size was kept constant, with no overlap of generations. Thus, populations 
could experience bottlenecks between viability selection and mating, but returned to 
carrying capacity each generation. Mutations occurred in the offspring at a rate of 0.005 
per locus, with each mutation changing one bit of information. A high mutation rate was 
chosen so that the simulation would not require an excessive run time.
Hybrid misregulation of the conserved trait was assessed by creating hybrids every 20 
generations and calculating the deviation from the optimal parental expression level. The 
parent populations were cross-mated randomly to create 50 F1 hybrids, which were then 
randomly mated with each other to create 50 F2 hybrids. The effect of allelic dominance 
in heterozygotes was calculated by treating transcription factor alleles as competitors for 
binding to the regulatory region, as described in Tulchinsky et al. (Chapter 1). This has 
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the effect of making the optimal parental expression level dominant, so that hybrid 
misexpression appeared in the F2 generation.
Misexpression was considered to have occurred when the hybrids' deviation from optimal 
expression significantly exceeded the background level of misexpression in the parental 
populations. Thus, the mean F2 hybrid deviation was compared to the 95% confidence 
interval for the sum of each possible combination of F0 (parent) individuals. Mean 
parental misregulation fluctuates as pleiotropic mutations arise and are compensated for. 
Therefore, we also required that the mean hybrid expression level exceed the range of 
parental fluctuation (typically 0.059 units of expression, corresponding to two 
uncompensated pleiotropic mutations).
Hybrid misregulation is indicative of cis-by-trans regulatory divergence involving, in this 
case, incompatible divergence at the pleiotropic locus. Once hybrid expression of the 
conserved locus wanders outside the range of parental expression, it is unlikely to return 
for any substantial time, as the number of incompatible allelic combinations far exceed 
the number of compatible ones. Therefore, we consider significant hybrid misregulation 
to be a "speciation" outcome. Median waiting time to speciation was calculated based on 
200 replicates using a Kaplan-Meier survival analysis (Kaplan & Meier 1958), which is 
robust to right-censored data (i.e., replicates where speciation does not occur within 
20,000 generations).
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Results
In general, we found that median waiting time to hybrid misregulation depended on the 
speed of the phenotypic chase (mean change in phenotype per unit time) and on the mean 
effect of a pleiotropic mutation on marginal fitness due to parasitism (relative to marginal 
fitness at the conserved trait). These factors depended on the strength of selection 
imposed by the parasite on the host and vice-versa, and on the relative adaptability of 
host and parasite as described below.
Parasite-chases-host model
First, we considered models where a phenotypic match is required for parasitism to occur 
(the parasite chases the host). In this case, increasing the effect of parasitism, αP→H, 
increased selective pressure on the host, which increased the overall speed of the 
phenotypic chase. In the host, it decreased the difference in selection coefficient between 
a pleiotropic and non-pleiotropic mutation, which caused more of the phenotypic change 
to occur at the pleiotropic locus. In the parasite, increasing pressure for the host to escape 
only resulted in faster change in phenotype but did not affect the advantage of a non-
pleiotropic mutation compared to a pleiotropic mutation.
Stronger selection increased the speed of the coevolutionary chase up to a point, above 
which the rate of phenotypic change decreased (Table 3.1). This decrease was caused by 
two separate factors. First, stronger selection increased the frequency with which the host 
escaped parasitism entirely. This slowed down the chase until the parasite was able to find 
the host in phenotype space. Second, stronger selection increased the occurrence of the 
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host phenotype becoming "trapped" between the boundary of the trait interval (0 or 1) 
and the parasite phenotype (Fig. 3.2). Trapping occurred because the parasite's phenotype 
represents an adaptive valley for the host that deepens as selection strength is increased. 
Rather than cross this valley, the host tended to wait for the parasite to match its 
phenotype precisely before continuing the chase. Thus, as αP→H increased, waiting time 
to speciation initially decreased for both host and parasite, then leveled off or increased 
slightly.
The effect of host amelioration on parasite fitness is represented by the αH→P parameter. 
In these results, we used a high value of αH→P to model an obligate parasite whose fitness 
is strongly impacted by host escape. For this reason, when parasitism effect on the host 
was low, speciation waiting time for the parasite was much shorter than waiting time for 
the host. We used αH→P = 0.85 rather than 1.0 so that escape by the host would not cause 
extinction of the parasite population. This avoids confounding the waiting-time data with 
extinction events; however, using αH→P = 1.0 did not greatly change the results.
Decreasing αH→P relaxed selection on the parasite and increased its waiting time to 
speciation (Table 3.2). In addition, it greatly slowed the phenotypic chase, resulting in 
longer waiting time for the host as well. Although higher waiting time to speciation is 
expected under reduced selection, the effect was magnified by the phenotypic "trapping" 
effect described above (Fig. 3.2). Relaxing selection on the parasite caused it to take 
longer to match the host's phenotype. As a result, the host spent more time trapped 
between the phenotypic boundary and the parasite's phenotype.
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Increasing τ, the tolerance of the phenotypic interaction to mismatch, decreased the speed 
of the phenotypic chase by decreasing the fitness benefit of new mutations. This increased 
waiting time to speciation for both host and parasite (Table 3.3). In addition, because 
higher tolerance decreased the benefit of a pleiotropic mutation for parasitism relative to 
its impact on the conserved trait, the pleiotropic locus contributed less to the overall 
phenotypic change. This further increased waiting time.
Long-lived hosts may be exposed to multiple generations of a parasite. Increasing the 
number of parasite generations per host generation reduced the parasite's waiting time to 
speciation in terms of host generations, but increased it in terms of parasite generations 
(Table 3.4). Under this model, the speed of the chase is set primarily by the host. Waiting 
time for speciation in the host was slower, even though chase speed did not decrease and 
mean marginal host fitness was kept the same by adjusting parasitism effect. The increase 
in host waiting time largely disappeared if parasite per-generation mutation rate was 
decreased to compensate for the increase in number of generations (not shown); this 
suggests that the effect is due to increased parasite adaptability.
We tested the effect of parasite adaptability directly by increasing its mutation rate (Table 
3.5). Waiting time to host speciation increased as the parasite's mutation rate increased 
above that of the host. This may be because a more adaptable parasite favored adaptation 
from existing allelic diversity in the host population, rather than favoring new mutations 
that may contribute to hybrid incompatibility. When parasite mutation rate was higher 
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than the host's, the variance in the host's resistance phenotype tended to be higher in any 
one generation (not shown), implying greater polymorphism. Furthermore, when parasite 
mutation rate was low, the host phenotype tended to oscillate between extreme values 
separated by multiple mutations. With a high (4x) parasite mutation rate, the host 
phenotype spent more time fluctuating rapidly within a narrow range (Fig. 3.3), 
suggesting that the host population was alternating between existing alleles.
Increasing the host's adaptability above that of the parasite allowed it to temporarily 
escape parasitism more easily. Under our model, escape generally delays the 
coevolutionary chase while the chaser searches for the chasee in phenotype space. Such 
delays increase waiting time to speciation by slowing the rate of phenotypic change. 
However, in the case of host escape, pressure for the obligate parasite to match the new 
phenotype was very strong. When this occurred, a more highly adaptable host was able to 
escape again more quickly. Thus, as we increased host mutation rate above that of the 
parasite, escape events became more frequent (data not shown), which counteracted the 
delaying effect of each event. Thus, in terms of waiting time to speciation and speed of 
coevolutionary chase, we see little effect of high host adaptability (Table 3.6).
Host-chases-parasite model
Second, we considered the class of model where a phenotypic match is required for the 
host to avoid the effects of parasitism. The fitness effect of parasitism on the host, αP→H, 
in this model is analogous to αH→P in the parasite-chases-host model, in that it describes 
the fitness effect on the chaser of escape by the chasee. Reducing αP→H relaxed selection 
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on the host and increased its waiting time to speciation (Table 3.7). In addition, it greatly 
slowed the phenotypic chase, as relaxing selection on the chaser caused it to take longer 
to match the chasee's phenotype, producing the phenotypic trapping effect described 
above.
In the remaining results, we kept the effect of parasitism high, αP→H = 1.0, to largely 
avoid the trapping effect. Doing so also kept the fitness effect on the host of parasite 
escape similar to the fitness effect on the parasite of host escape under the previous (host-
chases-parasite) model. Because some host individuals were always able to escape 
parasitism, a high parasitism effect did not result in population extinction.
The fitness effect on the parasite of being recognized by the host, αH→P, is analogous to 
αP→H in the parasite-chases-host model. Increasing this parameter increased selective 
pressure on the parasite and therefore divergence at the pleiotropic locus; however, it also 
slowed the rate of the phenotypic chase (Table 3.8). This decrease was caused primarily 
by an increased frequency of the parasite entirely escaping the host under strong selective 
pressure. At higher values, the decreased chase speed resulted in longer waiting times to 
host speciation.
Increasing τ, the tolerance of the phenotypic interaction to mismatch, behaved as in the 
previous model, decreasing the fitness benefit of new mutations, and decreasing the 
benefit of a pleiotropic mutation for parasitism relative to its impact on the conserved trait 
(Table 3.9).
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Increasing the number of parasite generations per host generation increased waiting time 
to speciation (Table 3.10). However, unlike the earlier model where a highly adaptable 
chaser increased polymorphism in the chasee, here the parasite is the chasee. A highly 
adaptable parasite in this case was able to escape the host for long periods of time, 
slowing the phenotypic chase.
We examined the effect of increasing host and parasite adaptability separately by 
adjusting the mutation rate of each relative to the other. Increasing the parasite mutation 
rate relative to that of the host allowed the parasite to escape the host entirely for long 
periods of time, resulting in reduced chase speed (Table 3.11). Increasing the host 
mutation rate relative to that of the parasite increased the chase speed but slowed parasite 
speciation (Table 3.12). Analogous to the earlier model, a highly adaptable host favors 
increased polymorphism in the parasite, rather than directional change.
The effects of the above parameters are summarized in Table 3.13. In addition, we 
examined the effects of population size (while controlling for population-wide mutation 
rate and fitness effect of parasitism); within-host competition between parasite strains; 
effect of multiple infection on host fitness (while controlling for parasitism effect on 
fitness); and host search by the parasite. Each of these parameters had little effect in 
isolation (data not shown) though we have not ruled out the possibility that they may be 
important in combination.
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Discussion
Pleiotropy is a general feature of regulatory networks (Featherstone & Broadie 2002; 
Wilkins 2002). Adaptive changes in gene regulation often involve pleiotropic loci 
(Landry et al. 2007), and divergence in conserved regulatory interactions is hypothesized 
to result from compensation for negative pleiotropic effects (Pavlicev & Wagner 2012). 
We used a mechanistically explicit model of regulatory binding (Gerland et al. 2002) to 
demonstrate how positive selection resulting from antagonistic coevolution is translated 
into intrinsic hybrid incompatibility through a pleiotropic locus.
Hybrid incompatibility evolved in hosts and parasites as a consequence of inter-
population divergence at a trans-acting locus regulating the expression of two 
downstream loci: one that determines the parasitism phenotype, and one that determines a 
conserved trait related to viability or fertility. Mutations in trans accumulated over the 
course of cyclical antagonistic coevolution. These were compensated by cis-regulatory 
changes at the conserved locus, eventually resulting in incompatible allelic combinations 
between populations that produced hybrid misregulation of the conserved trait.
In addition to the intrinsic hybrid incompatibility described above, hybrid incompatibility 
mediated by parasitism can result as a consequence of local adaptation in many host-
parasite systems (Fritz et al. 1999; Summers et al. 2003; Dybdahl et al. 2008; Wegner et 
al. 2008; Wolinska et al. 2008). For example, inter-population hybrids among hosts may 
have reduced fitness if they are more susceptible to co-evolving parasites than the parent 
populations (e.g., Wegner et al. 2008); likewise, parasite hybrids may have reduced 
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fitness if parent populations are locally adapted to the host (e.g., Dybdahl et al. 2008). In 
our model, such effects depend on the phenotypic basis of parasitism. For example, if a 
phenotypic match is required for infection to occur and parasites track the host phenotype 
with little time lag, then compared to parent populations, parasite hybrids will tend to 
have reduced infectivity and host hybrids will tend to have increased resistance. We have 
not included these effects in our measures of hybrid incompatibility because our primary 
focus is on the evolution of intrinsic hybrid incompatibility that does not result directly 
from the antagonistic traits.
Two crucial assumptions of our model promoted the evolution of hybrid incompatibility: 
first, the epistatic relationship between parasitism loci, which results in a continual 
mutational arms race by allowing previous phenotypes to be recreated with new alleles; 
second, the sigmoidal response of phenotype to regulatory mismatches, which creates a 
space of nearly-neutral genotypes at the conserved trait, facilitating compensatory 
evolution. These aspects of our model are probably common features of natural systems. 
The existence of epistasis in the genetic architecture of resistance and infectivity 
phenotypes is supported by empirical studies of a wide diversity of organisms (Kover & 
Caicedo 2001; Wegner et al. 2008; Wilfert & Schmid-Hempel 2008; Scanlan et al. 2011) 
suggesting that gene networks are important for explaining variation in parasitism 
outcomes. A sigmoidal genotype-phenotype map emerges from the thermodynamics of 
binding (Gerland et al. 2002) and is a reasonable assumption about the effect of mutations 
on regulated phenotypes. Furthermore, the genes underlying many traits likely exhibit a 
nearly-neutral mutational space even if they are not regulatory loci (Ohta 2002). 
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Removing the nearly-neutral space from our model by imposing a sharp fitness peak at 
the optimal phenotype would result in much longer waiting times, or may constrain 
pleiotropic change entirely.
Effect of antagonistic selection on waiting time to speciation
The waiting time to hybrid incompatibility depended on the rate of substitutions at the 
pleiotropic locus. This, in turn, was a function of the rate of phenotypic change during the 
antagonistic chase and the proportion of that change occurring at the pleiotropic 
compared to the non-pleiotropic locus. Under coevolutionary selective pressure, the 
infectivity and resistance phenotypes fluctuated through the range of possible values as a 
result of successive counter-adaptations in each antagonist. Each change in phenotype 
could be accomplished either through a pleiotropic trans or a non-pleiotropic cis 
substitution. Although non-pleiotropic mutations are more favored, repeated fluctuations 
may nonetheless result in the fixation of pleiotropic mutations.
Several factors increase the proportion of the adaptive response occurring at the 
pleiotropic locus in our model. First, a pleiotropic mutation often increases overall 
fitness. If the number of regulatory mismatches in the conserved interaction remains 
within the nearly-neutral space, the fitness advantage at the infectivity or resistance 
phenotype may outweigh the disadvantage at the conserved trait. Additionally, a 
pleiotropic mutation may be synergistic with a non-pleiotropic mutation if both change 
expression in the same direction (Fig. 3.4). This potentially increases the fixation 
probability of the pleiotropic mutation relative to its probability in isolation. Finally, 
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because the pleiotropic locus acts as a transcription factor in our model, while the non-
pleiotropic locus is a cis-regulatory site, a non-pleiotropic mutation is co-dominant 
whereas a pleiotropic mutation may either be dominant or recessive. Thus, in the 
heterozygous state, a pleiotropic mutation sometimes has higher fitness than a non-
pleiotropic mutation, helping it initially increase in frequency.
The fixation probability of a pleiotropic mutation is not straightforward to calculate, as 
coevolutionary dynamics continually change the fitness landscape at the loci involved 
(Thompson 2012). Its effect on fitness fluctuates from positive to negative values over 
time depending on the genetic background (specifically, how many mismatches are 
already present in the conserved regulatory interaction, and in the interaction underlying 
the resistance or infectivity phenotype). In addition, the fate of a pleiotropic mutation 
depends on which alleles exist in the population at the non-pleiotropic locus and the 
degree of positive or negative epistasis it has with each. Even at its most advantageous, it 
is less favored (in the homozygous state) than a non-pleiotropic mutation; our previous 
model shows that it is substantially less likely to reach high frequency (Tulchinsky et al. 
Chapter 2). However, as the effect of the antagonistic interaction increases, the fitness 
difference between a pleiotropic and non-pleiotropic mutation becomes less substantial. 
Thus, stronger selection from parasitism, relative to the strength of stabilizing selection, 
increases the proportion of phenotypic change that occurs at the pleiotropic locus. In 
addition, stronger selection may be expected to accelerate the coevolutionary chase, 
increasing the overall substitution rate at both the pleiotropic and non-pleiotropic loci. 
107
Faster cycling also increases the chance that a challenge from the antagonist will occur at 
a time when only a pleiotropic mutation is available in the population.
We found that the waiting time to hybrid misregulation, at least for the host, is shortest at 
intermediate values of selection strength on the chasee. When selection on the chasee is 
very strong, it tends to escape from the chaser in phenotype space. This introduces 
potentially long delays while the chaser finds the new phenotype by mutational search. 
Because our model considers only a pair of phenotypes in isolation and excludes 
demography, the populations persist following escape by one of the antagonists, and 
chase may resume later at the same pair of traits. This is not likely to be the case in 
nature, where escape will probably end the coevolution between traits. However, the 
effect on slowing the evolution of hybrid misregulation would be qualitatively similar. 
Partial escape is also possible in our model if the chasee diversifies within a population. 
When this occurs, we find that it tends to split into two phenotypes, only one of which is 
tracked by the chaser. This phenotypic split usually collapses after a few hundred to few 
thousand generations, during which time allele frequencies fluctuate rapidly but the 
mutational chase through phenotype space is slowed. An additional effect of strong 
selection on the chasee is to make it less likely to cross the adaptive valley represented by 
the chaser's phenotype (Fig. 3.2). Because gene-network phenotypes are bounded within 
a finite interval ranging from zero to maximum expression, this allows the chasee to 
become trapped near one of the boundaries until the chaser's phenotype is close enough 
for the chasee to break free. Overall, these effects of strong selection decrease the rate at 
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which new mutations are fixed, counteracting the effect of stronger selection on 
increasing the likelihood of substitutions at the pleiotropic locus.
Host and parasite adaptability
Our results show that coevolutionary cycling and hybrid misregulation occur fastest when 
the chaser and chasee have similar adaptability. If the chasee is more adaptable, it tends 
to escape, which introduces delays as described above. If the chaser is more adaptable, 
the phenotypic chase tends to take the form of rapid fluctuation within a narrow range, 
rather than throughout the range of possible phenotypes (Fig. 3.3). The likely explanation 
is that a highly adaptable chaser catches up rapidly with a new advantageous allele in the 
chasee, so that the old allele may still exist in the population at an appreciable frequency. 
This favors fluctuation between existing alleles under negative frequency-dependent 
selection, as opposed to a mutational arms race involving the fixation of new alleles 
(Woolhouse et al. 2002). Because hybrid misregulation arises in our model only as a 
consequence of new substitutions at the pleiotropic locus and compensation at the 
stabilized locus, waiting time increases.
Parasites have long expected to be more adaptable than host organisms, due to larger 
population size, shorter generation time, and higher mutation rate (Hamilton et al. 1990, 
Hafner et al. 1994). Our results suggest that this should favor fluctuating selection 
dynamics over arms race dynamics (Woolhouse et al. 2002). Only arms race dynamics 
can result in speciation in our model, suggesting that the model may not explain all cases 
of parasite-driven host speciation.
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However, more recent theory and empirical evidence suggest that symmetry between host 
and parasite adaptability may be common in nature. An experimental study by Morgan et 
al. (2010) found that mutator bacteria escape from their phage parasites, slowing down 
the rate of coevolution compared to wild-type bacteria; this agrees with the predictions of 
our model and suggests that the wild-type host and parasite have similar adaptability. 
Modeling work by Gandon & Michalakis (2002) showed that shorter generation time 
may decrease parasite adaptability if selection eliminates variation faster than mutation 
replenishes it; Morgan & Buckling (2006) provide empirical evidence for this idea. 
Furthermore, relative adaptability depends on the specific traits involved in resistance and 
infectivity; defense may be more phenotypically feasible and evolutionarily less 
constrained than attack (Thompson 1986). Hosts may have multiple lines of defense 
against parasite attack; this provides multiple ways to "win" the antagonistic interaction 
(Gilman et al. 2012). If the host has more defensive traits than the parasite has attacking 
traits, the evolution of each attack may be constrained by the need to adapt to multiple 
defenses, decreasing the effective adaptability of the parasite. Our model does not 
consider many-to-many trait coevolution, but it may readily be modified to do so.
Because we consider only a single pair of interacting traits, we refer to the host and 
parasite as "chaser" and "chasee"; however, it is worth noting that just as coevolution is in 
principle considered to occur between traits rather than species (Wade 2007), so too do 
"chaser" and "chasee" refer to the trait rather than the species. Coevolution between hosts 
and parasites in nature may involve multiple traits with varying degrees of specificity 
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(Agrawal & Lively 2002, 2003). A host-parasite pair may possess some traits for which a 
match produces infection and others for which a match produces resistance, so that each 
species is the "chaser" with regard to some traits and the "chasee" with regard to others.
Matching alleles and gene-for-gene models
Our notion of chaser and chasee is similar to a matching alleles model, in which a 
genotypic match is required for infection to occur (Agrawal & Lively 2002; Lambrechts 
et al. 2006), except that our model is concerned with the degree of match (or lack of 
match) between multi-locus phenotypes. It can be related to the classic matching alleles 
model by thinking of it as a two-locus matching allele system with multiple alleles and 
epistasis between loci. Traditionally, coevolutionary models have considered interactions 
between single loci in parasites and hosts (Lambrechts et al. 2006). Though single gene 
effects are easier to identify and model, much antagonistic coevolution involves 
interactions between multi-locus phenotypes (e.g., Robert & Sorci 2001; Benkman et al. 
2003; Parker 2006). Thus, our matching phenotypes model is general and likely to apply 
to a wide range of antagonistic interactions.
However, our finding of hybrid misregulation does not strictly depend on phenotype 
matching. Gene-for-gene models of coevolution are used to describe a system in which 
parasite genotypes that invest in virulence may attack a wide range of host genotypes, 
while a parasite that does not invest in virulence may only attack host genotypes that do 
not invest in defense (Agrawal & Lively 2002; Lambrechts et al. 2006). This differs from 
our model in that gene-for-gene coevolution generally involves escalation of infectivity 
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and resistance and does not produce negative frequency-dependent cycling. However, if 
infectivity and defense carry a cost, a gene-for-gene system may produce coevolutionary 
cycling in which escalation by the parasite eliminates the benefit of host investment in 
resistance, and de-escalation by the host eliminates the benefit of parasite investment in 
infectivity (e.g., Sasaki & Godfray 1999, Sasaki 2000). In our model, if the expression 
levels determined by binding between loci represented costly investment in infectivity 
and resistance, a similar cycle of escalation and de-escalation would result. Because 
expression is controlled by epistatic interactions between loci, hybrid misregulation 
would result through the same mechanism of compensatory evolution as in the present 
model.
Matching alleles and gene-for-gene represent a continuum between host-parasite 
coevolution that involves specific attack and defense strategies, and coevolution that 
involves general escalation of infectivity and resistance (Agrawal & Lively 2002). 
Morgan & Buckling (2006) argue that early coevolution tends to behave in a gene-for-
gene manner and increasingly comes to resemble a matching alleles model as the limits 
of escalation are reached or the cost of escalation becomes prohibitive. Similarly, Hall et 
al. (2011) find that initial arms race dynamics, in which coevolution proceeds by the 
fixation of new alleles, gives way over time to fluctuating selection dynamics, in which 
coevolution proceeds by negative frequency dependent selection on existing alleles 
(Woolhouse et al. 2002). Hybrid misregulation in our model results from the 
accumulation of new mutations at the pleiotropic locus, which depends on arms race 
dynamics that may be limited under natural conditions (e.g., Gomez & Buckling 2011). 
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However, because of the epistasis inherent to gene networks, previous phenotypes in our 
coevolutionary chase may be revisited with new alleles. Thus, even if arms race dynamics 
are limited and phenotypes cycle under negative frequency-dependent selection, such 
cycling may be achieved by the fixation of new alleles. Our model may best be thought of 
as a "fluctuating race" in which fluctuation at the phenotypic level proceeds by an arms 
race dynamic at the level of genotype. Furthermore, within this race, a population may 
exhibit fluctuation between existing alleles while waiting for new mutations. Thus, 
phenotype matching can produce a mix of fluctuating selection and arms race dynamics 
at the same loci. If the chaser is much more adaptable than the chasee, this mix may lean 
towards primarily fluctuating selection dynamics, inhibiting hybrid misregulation as 
described above.
Model limitations
In addition to the limitations noted earlier, our model may be inappropriate at parameter 
values producing very strong selection on the chasee or very weak selection on the 
chaser. Under these conditions, the chasee may become trapped near extreme values of 
the parasitism phenotype. This occurs because the phenotype is bounded within a finite 
interval, and the chasee cannot escape across the phenotypic value of the chaser without 
going through a valley of low fitness. Strong selection on the chasee deepens this valley, 
while weak selection on the chaser allows it to spend more time "hovering" near the 
chasee's phenotype without matching it exactly (Fig. 3.2). As a result, weakening 
selection on the chaser results in a greater decrease in coevolutionary chase speed than 
would be expected simply as a consequence of weak selection, and strengthening 
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selection on the chasee produces longer delays in the chase than would result from chasee 
escape alone. Thus, waiting time to speciation increases, but this increase does not 
qualitatively change our results. The "trapping" effect may be eliminated by making the 
phenotype a threshold function of expression, but doing so would require additional 
model parameters, so we have not pursued it here. Though this effect may not be a 
general feature of antagonistic coevolution, it may occur in cases where infectivity and 
resistance traits are continuous (or nearly so) and bounded within a finite interval (see 
Nuismer et al. 2005).
Another possible limitation is our assumption that the host can respond to parasitism only 
by reducing the impact of infection (quantitative resistance), not by preventing infection 
(qualitative resistance) or by evolving tolerance. Tolerance is a common response to 
parasitism in natural systems, and is expected to inhibit antagonistic coevolution by 
reducing selection for resistance (Svensson & Raberg 2010). Quantitative and qualitative 
resistance are predicted to behave differently in nature, especially for the evolution of 
optimal virulence (Gandon & Michalakis 2000). However, they are equivalent in our 
model because we exclude demography, assume that optimal virulence does not change, 
and treat host fitness as simple viability selection. An individual's chance of surviving 
viability selection is improved by the same amount whether resistance decreases the 
fitness impact of a parasite attack by a given factor, or decreases the probability of 
parasite attack by the same factor; thus, our results would be the same if we allowed hosts 
to prevent infection.
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Conclusions
Our model illustrates a general mechanism by which ecological selective pressure in the 
form of antagonistic coevolution can be translated into postzygotic reproductive isolation 
through pleiotropy in a gene network, and demonstrates how antagonistic coevolution 
may overcome evolutionary constraint on pleiotropic loci, facilitating the evolution of 
cis-by-trans regulatory divergence.
Antagonistic coevolution of any kind may produce hybrid misregulation through 
selection on a pleiotropic locus, including host-parasite coevolution, sexual conflict, and 
intragenomic conflict. Furthermore, the gene networks on which coevolution acts need 
not be regulatory networks. Our modeling framework may be extended beyond 
expression regulation to other networks with pleiotropic interactions, such as kinase-
substrate signaling networks (Moses & Landry 2010) which have been shown to function 
in immune response (Lazzaro et al. 2004). In addition, though our model is built on 
phenotypic rather than molecular coevolution, the general network modeling approach 
may be applied to molecular interactions between host and pathogen proteins in cases 
where such proteins have pleiotropic effects (e.g., the MHC complex of vertebrates; 
Eizaguirre et al. 2009).
In a host-parasite system, reproductive isolation can occur with or without local 
adaptation. For example, parasites are locally adapted in our model only when they 
possess the chasing trait and closely track the host, but hybrid misregulation occurs even 
if this is not the case. This suggests that parasite diversity likely contains many cryptic 
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species lacking substantial ecological divergence. Finally, our results suggest that 
observed patterns of co-speciation between hosts and parasites may not be due to 
phylogenetic history alone; rather, an obligate parasite-host interaction may produce co-
speciation as a consequence of reciprocal selection. However, our model does not predict 
co-speciation in all cases, as one coevolutionary partner can speciate faster than the other, 
with the outcome dependent on the genetic and phenotypic architecture of the 
antagonism.
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Tables
Table 3.1. Effect of parasitism on host fitness (αP→H) under parasite-chases-host model. 
MWT = median waiting time to misregulation of the stable phenotype; speed = rate of 
phenotypic change in 10-4 units per generation. 
Parameter values: τ = 0.03; αH→P = 0.85; host pop. size = 250; par. pop size = 500.
MWThost MWTparasite
speed
αP→H (95% CI) (95% CI) h p
0.25 >20000 (18680--) 4520 (4200--5000) 5.784242 5.177890
0.30 12080 (10900--12960) 3520 (3280--4100) 5.948287 5.381875
0.35 8260 (7600--9100) 3480 (3280--3960) 6.045533 5.560418
0.50 5780 (5360--6820) 3780 (3360--4120) 5.711850 5.427621
0.65 6100 (5720--7260) 3540 (3180--4040) 5.434966 5.199788
0.80 7800 (7100--8380) 3440 (3020--3860) 5.151027 4.898044
Table 3.2. Effect of amelioration on parasite fitness (αH→P) under parasite-chases-host 
model. MWT = median waiting time to misregulation of the stable phenotype; speed = 
rate of phenotypic change in 10-4 units per generation. 
Parameter values: τ = 0.03; αP→H = 0.5; host pop. size = 250; par. pop size = 500.
MWThost MWTparasite
speed
αH→P (95% CI) (95% CI) h p
0.35 7950 (6880--9320) 11910 (10880--14960) 2.352 2.2638
0.5 6560 (5740--7260) 5460 (5040--6420) 3.76 3.628
0.65 6410 (5600--6960) 4110 (3740--4960) 4.7724 4.6015
0.85 5870 (5400--6800) 3670 (3300--3940) 5.6727 5.3873
1 6720 (5980--7620) 2980 (2620--3400) 5.9053 5.577
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Table 3.3. Effect of tolerance of the parasitism interaction to phenotypic mismatch (τ) 
under parasite-chases-host model. MWT = median waiting time to misregulation of the 
stable phenotype; speed = rate of phenotypic change in 10-4 units per generation. 
Parameter values: αP→H = 0.5; αH→P = 0.85; host N = 250; parasite N = 500.
MWThost MWTparasite
speed
τ (95% CI) (95% CI) h p
0.015 4240 (3960--4580) 2180 (1980--2400) 8.2464 7.9371
0.03 5780 (5360--6820) 3780 (3360--4120) 5.7119 5.4276
0.06 10160 (9320--11700) 7660 (6860--8420) 3.7742 3.4955
Table 3.4. Effect of multiple parasite generations per host generation under parasite-
chases-host model. MWT = median waiting time to misregulation of the stable 
phenotype; speed = rate of phenotypic change in 10-4 units per generation. 
Parameter values: τ = 0.03; αP→H = 0.5; αH→P = 0.85; host N = 250; parasite N = 500.
p/h MWThost MWTparasite
speed
gens αP→H (95% CI) (95% CI) h p
1 0.5 5780 (5360--6820) 3780 (3360--4120) 5.7119 5.4276
2 0.25 9010 (8180--10900) 2580 (2360--2840) 6.2334 5.8944
4 0.125 >20000 (>20000) 2560 (2400--2920) 5.668 5.3038
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Table 3.5. Effect of parasite mutation rate under parasite-chases-host model. MWT = 
median waiting time to misregulation of the stable phenotype; speed = rate of phenotypic 
change in 10-4 units per generation. Parameter values: τ = 0.03; αP→H = 0.5; αH→P = 0.85; 
host N = 250; par. N = 500; μhost = 5*10-4.
μpar / MWThost MWTparasite
speed
μhost (95% CI) (95% CI) h p
0.25 11000 (9860--12560) 8050 (7340--10160) 1.8653 1.6487
0.5 6740 (5880--7800) 4410 (3900--5000) 3.9308 3.7579
1 5780 (5360--6820) 3780 (3360--4120) 5.7119 5.4276
2 6780 (5820--7660) 3320 (3000--3640) 6.4797 6.1263
4 9160 (8120--10720) 4180 (3820--4700) 6.6115 6.1232
8 11650 (9880--15460) 9200 (8140--10940) 6.512 5.9285
Table 3.6. Effect of host mutation rate under parasite-chases-host model. MWT = median 
waiting time to misregulation of the stable phenotype; speed = rate of phenotypic change 
in 10-4 units per generation. Parameter values: τ = 0.03; αP→H = 0.5; αH→P = 0.85; host N 
= 250; par. N = 500; μpar = 5*10-4.
μhost / MWThost MWTparasite
speed
μpar (95% CI) (95% CI) h p
0.25 >20000 (19360--) 6020 (5560--6660) 2.296 2.2863
0.5 11420 (10600--12760) 4570 (4260--5000) 3.833 3.7027
1 5780 (5360--6820) 3780 (3360--4120) 5.7119 5.4276
2 3620 (3180--3920) 2570 (2380--3040) 6.4067 6.0348
4 2900 (2640--3240) 2740 (2300--3180) 5.7046 5.2204
8 2640 (2340--3040) 2640 (2400--3140) 5.0814 4.2184
16 2740 (2320--3500) 2960 (2560--3460) 5.3742 4.0852
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Table 3.7. Effect of parasitism on host fitness (αP→H) under host-chases-parasite model. 
MWT = median waiting time to misregulation of the stable phenotype; speed = rate of 
phenotypic change in 10-4 units per generation. 
Parameter values: τ = 0.03; αH→P = 0.5; host pop. size = 250; par. pop size = 500.
MWThost MWTparasite
speed
αP→H (95% CI) (95% CI) h p
0.35 12100 (9380--15440) 12840 (10480--16360) 1.6495 1.8187
0.50 6230 (5080--7660) 7460 (6500--8860) 2.447 2.6636
0.65 4660 (4080--5380) 5920 (5220--7040) 3.4299 3.6488
1 2440 (2060--2780) 5780 (5220--6680) 4.5647 4.8373
Table 3.8. Effect of amelioration on parasite fitness (αH→P) under host-chases-parasite 
model. MWT = median waiting time to misregulation of the stable phenotype; speed = 
rate of phenotypic change in 10-4 units per generation. 
Parameter values: τ = 0.03; αP→H = 1; host pop. size = 250; par. pop size = 500.
MWThost MWTparasite
speed
αH→P (95% CI) (95% CI) h p
0.2 3920 (3620--4300) >20000 (>20000) 5.2554 5.2161
0.35 2580 (2400--2920) 18740 (16660--) 5.9939 6.3382
0.5 2440 (2060--2780) 5780 (5220--6680) 4.5647 4.8373
0.65 2660 (2380--3160) 5580 (4700--6360) 3.027 3.3118
0.85 3440 (2560--4080) 4340 (3520--6680) 1.6301 1.9497
0.95 5420 (3740--7260) 4020 (3220--4700) 1.4607 1.7351
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Table 3.9. Effect of tolerance of the parasitism interaction to phenotypic mismatch (τ) 
under host-chases-parasite model. MWT = median waiting time to misregulation of the 
stable phenotype; speed = rate of phenotypic change in 10-4 units per generation. 
Parameter values: αP→H = 1.0; αH→P = 0.5; host pop. size = 250; par. pop size = 500.
MWThost MWTparasite
speed
τ (95% CI) (95% CI) h p
0.015 1980 (1840--2560) 4910 (4160--5780) 4.1263 4.4482
0.03 2440 (2060--2780) 5780 (5220--6680) 4.5647 4.8373
0.06 4200 (3800--4680) 10010 (9000--10980) 4.2657 4.6402
Table 3.10. Effect of multiple parasite generations per host generation under host-chases-
parasite model. MWT = median waiting time to misregulation of the stable phenotype; 
speed = rate of phenotypic change in 10-4 units per generation. 
Parameter values: τ = 0.03; αH→P = 0.5; host pop. size = 250; par. pop size = 500.
p/h MWThost MWTparasite
speed
gens αP→H (95% CI) (95% CI) h p
1 1 2440 (2060--2780) 5780 (5220--6680) 4.5647 4.8373
2 0.5 4820 (3460--6000) 9560 (8120--11980) 1.7282 2.3491
4 0.25 14180 (11340--17640) >20000 (>20000) 0.9599 2.0161
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Table 3.11. Effect of parasite mutation rate under host-chases-parasite model. MWT = 
median waiting time to misregulation of the stable phenotype; speed = rate of phenotypic 
change in 10-4 units per generation. Parameter values: τ = 0.03; αP→H = 1; αH→P = 0.5; 
host N = 250; par. N = 500; μhost = 5*10-4.
μpar / MWThost MWTparasite
speed
μhost (95% CI) (95% CI) h p
0.25 4120 (3760--4480) 14560 (13120--17280) 4.4435 4.5485
0.5 2780 (2560--3280) 7670 (7100--8320) 5.5176 5.6652
1 2440 (2060--2780) 5780 (5220--6680) 4.5647 4.8373
2 3260 (2840--4200) 8820 (7100--10060) 2.5954 3.1138
4 4920 (3440--6580) >20000 (18540--) 1.6511 2.5938
Table 3.12. Effect of host mutation rate under host-chases-parasite model. MWT = 
median waiting time to misregulation of the stable phenotype; speed = rate of phenotypic 
change in 10-4 units per generation. Parameter values: τ = 0.03; αP→H = 1; αH→P = 0.5; 
host N = 250; par. N = 500; μpar = 5*10-4.
μhost / MWThost MWTparasite
speed
μpar (95% CI) (95% CI) h p
0.5 8060 (5940--9860) 15820 (13020--19120) 1.345 1.807
1 2440 (2060--2780) 5780 (5220--6680) 4.5647 4.8373
2 2020 (1860--2280) 7200 (6640--7720) 8.8738 9.3517
4 2170 (1980--2400) >20000 (>20000) 9.1167 9.648
8 2060 (1960--2240) >20000 (>20000) 8.2692 8.7487
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Table 3.13. Summary of model parameter effects on waiting time to the evolution of 
hybrid misregulation.
parameter
effect on waiting time under 
parasite-chases-host model
effect on waiting time under
host-chases-parasite model
parasitism 
effect on host 
fitness (αP→H)
host: shortest at intermediate 
parameter values
parasite: longest at low values; levels 
off as value increases (Table 3.1)
becomes shorter as parameter value 
increases (Table 3.7)
effect of 
amelioration 
on parasite 
fitness (αH→P)
host: longest at low parameter values; 
levels off as value increases
parasite: becomes shorter as value 
increases (Table 3.2)
host: shortest at intermediate 
parameter values
parasite: becomes shorter as value 
increases (Table 3.8)
tolerance to 
phenotypic 
mismatch (τ)
becomes longer as parameter value 
increases (Table 3.3)
becomes longer as parameter value 
increases (Table 3.9)
multiple 
parasite 
generations
host: becomes longer as parameter 
value increases
parasite: slightly shorter as parameter 
value increases (Table 3.4)
becomes longer as parameter value 
increases (Table 3.10)
parasite 
mutation rate
shortest when parasite mutation rate 
is close to host mutation rate
(Table 3.5)
shortest when parasite mutation rate 
equals host mutation rate
(Table 3.11)
host mutation 
rate
longest at low parameter values; 
levels off as value increases
(Table. 3.6)
host: longest at low parameter values; 
levels off as value increases
parasite: shortest when mutation rates 
are equal (Table 3.12)
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Figures
Figure 3.1. A three-locus regulatory network in which a pleiotropic transcription factor 
regulates the expression of two downstream loci. Locus 1 is under directional selection 
from antagonistic coevolution while locus 2 is under stabilizing selection. At each locus, 
expression depends on the fit between the transcription factor and a binding site in the cis 
regulatory region. The binding preference of the transcription factor and the nucleotide 
sequence of the cis-binding site are represented as binary strings, whose total number of 
matching positions determines the binding strength. An adaptive change in the expression 
of locus 1 may be accomplished either by a mutation in its cis-binding site or in the 
transcription factor. Changes in the transcription factor select for compensatory mutations 
in the cis-binding site of locus 2. Thus, if selection on locus 1 results in interpopulation 
divergence in the transcription factor, hybrid misregulation will occur at locus 2 as the 
binding interaction evolves a unique fit to maintain the favored expression level in each 
parent population.
1 0 1 0
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Locus 1 expression
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or resistance phenotype
Locus encoding
transcription factor
Locus 2
binding site
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Figure 3.2. Sample run of coevolutionary chase where parasite phenotype (red solid line) 
tracks the host phenotype (blue dashed line). During time period A, the host phenotype is 
trapped between the phenotypic boundary at 1.0 and the parasite phenotype, as crossing 
the parasite phenotype would require traversing an adaptive valley. The parasite 
phenotype matches the host phenotype at time point B, after which the host is able to 
continue the chase (time point C).
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Figure 3.3. Sample runs of coevolutionary chase where parasite phenotype (red solid 
line) tracks the host phenotype (blue dashed line). Arms race dynamics and fluctuating 
selection dynamics are ends of a continuum in our model, with most parameter 
combinations producing characteristics of both. Left side (A) shows a tendency towards 
mutational chase (arms race dynamics) when parasite and host mutation rates are equal. 
RIght side (B) shows a tendency towards negative frequency dependent cycling between 
closely related alleles (fluctuating selection dynamics) when parasite mutation rate is 4x 
the host mutation rate.
Figure 3.4. A mutation at the non-pleiotropic parasitism locus (# 1) may be synergistic 
with a mutation at the pleiotropic locus (# 2) if both change expression in the same 
direction. This is expected to increase the probability of fixation for some pleiotropic 
mutations.
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