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Abstract
Iterative receivers with minimummean square error turbo equalization are computationally involved, as they require
some form of matrix inversion. In this article, we propose a low complexity iterative receiver that implements
successive interference cancelation-based MAP decoding (SIC-MAP) in doubly dispersive channels for orthogonal
frequency division multiplexing systems. SIC-MAP leverages the soft feedback symbol estimates to remove the
intercarrier interference from the received data. Numerical simulation results show that the proposed scheme
achieves BER performance comparable to that of the equalization schemes proposed in Schniter et al. and Fang et al.
but with signiﬁcant computational savings. A low-complexity least squares-based iterative channel estimation
scheme using soft feedback information is also proposed. This scheme is especially suitable when the number of
signiﬁcant channel taps is higher than the number of pilots, a phenomenon that is encountered by receivers in Single
Frequency Networks (for example, DVB deployments in Europe).
Introduction
Orthogonal frequency division multiplexing (OFDM)-
based systems have been adopted in many of the recent
wireless communication standards, such as European
terrestrial broadcast systems based on DVB-H, DVB-T,
and DVB-T2, and cellular wireless communication sys-
tems based on 4G. For OFDM systems, a cyclic pre-
ﬁx (CP) of suﬃcient length makes the receiver design
simple (1-tap equalizer) in frequency-selective multipath
environments. Modern wireless communications appli-
cations, however, require high data rates at high carrier
frequencies and at high levels of mobility. Addressing
these requirements results in less intercarrier spacing and
severe time-varying frequency-selective multipath fading.
These outcomes break the orthogonality of subcarriers
and lead to intercarrier interference (ICI), thus severely
impacting the receiver BER performance. In DVB-H, for
example, the intercarrier spacing (ICS) could be as low as
approximately 1 kHz, and the expectedmaximum receiver
Doppler frequency is of the order of 10–20% of the ICS.
In such scenarios, eﬃcient receiver design is a challenging
practical problem.
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The vast majority of schemes proposed in the literature
to cope with the issue described above fall into three cat-
egories: (a) independent equalization and decoding [1-4].
In [4], the received signal is split into small segments such
that the channels remain approximately static during each
small segment. Suitable signal processing is performed
on each of these segments, such that the resulting chan-
nel matrix is made diagonal. Consequently, the equalizer
becomes single tap. To mitigate the ICI in large-sized
symbol systems such as DVB-T2, [2] proposes using a pre-
equalizer. At ﬁrst, the symbol is divided into smaller sizes.
A pre-equalizer based on minimizing the ICI power is
implemented, followed by a single-tap equalizer to com-
pensate for channel selectivity. The authors of [1] propose
a minimum mean square error (MMSE) ﬁlter that takes
not only the subcarrier amplitudes but also their deriva-
tives, to compute the transmitted symbol estimate. In [3],
an iterative decision feedback equalizer (DFE) is proposed
to perform ICI cancelation such that the modiﬁed sys-
tem matrix becomes diagonal in the frequency domain.
(b) Successive cancelation of the interference [5-8]. In [5],
ICI is removed in the time domain. The signal is then
converted to the frequency domain, thus resulting in a
diagonal frequency domain systemmatrix. Hard decisions
are made on the equalized signal, after which it is con-
verted back to the time domain, and the time-frequency
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iterations are repeated. In [6], derived for MIMO sys-
tems, a new MMSE ﬁlter taking the decision errors into
account is derived. A MMSE estimate of each QAM sym-
bol from each antenna (rather than a joint estimation of
symbols from all antennas) is used successively to cancel
the interference coming from other antennas. In [7], the
mean value of the transmit symbol is computed using the
LLR values from the decoder. The mean value is then used
to remove the ICI from the received symbol, resulting
in a diagonal system matrix. A modiﬁed low-complexity
MMSE equalizer that takes the decision error into account
is then derived. In the context of interference cancela-
tion in CDMA systems, authors of [8] propose a MMSE
estimator where the estimate of the desired signal is com-
puted repeatedly, each time rearranging the order of inter-
ference cancelation using a novel algorithm. They then
select the most likely estimate (that has the least error)
from the above list. (c) Turbo-like iterative equalization
[9-16]. The original turbo equalization (TE) proposed
by [9] has exponential complexity. Subsequently, MMSE-
based reduced complexity TE is proposed in [10,11],
where the computation complexity is O(N3) or O(N2).
The authors of [16] propose a modiﬁed LMMSE equalizer
that provides a more accurate modeling of the statistics of
the two quadrature components of the transmitted sym-
bol. It is claimed to have better performance compared
to [11]. The authors of [12] propose an iterative equal-
ization scheme for communication systems that operate
under water. It includes a channel estimation scheme for
rapidly varying channels. The channel that is assumed to
follow a three-parameter model is estimated using convex
optimization techniques in an iterative fashion. In [13],
the authors propose a low-complexity MAP decoding for
doubly selective OFDM systems. The proposed algorithm
successively computes the symbols and removes from
the observation the interference due to these symbols,
thus bringing down the search space progressively and
signiﬁcantly reducing the decoding complexity. The suc-
cessive symbol search is made in a computationally eﬃ-
cient manner by making use of the Markov Chain Monte
Carlo (MCMC) method with Gibbs sampling. In [14],
the authors propose an OFDM MIMO detection based
on successive cancelation of interference. Using a novel
LLR criteria, the layers with the least MSE error are suc-
cessively identiﬁed, and MMSE-based TE is then applied
iteratively to estimate the symbols from the selected layer.
The contributions of these estimated symbols are then
subtracted from the observation before making a new
MMSE estimate. In [15], an iterative technique for the
inversion of a linear system of equations called “operator-
perturbation technique” is used to cancel ICI iteratively.
Turbo-like iterative schemes, in general, are found to have
superior performance among the schemes described. The
turbo schemes described above, however, are saddled, in
general, with high computational complexity (quadratic or
sometimes cubic in the number of subcarriers). Such prac-
tical application challenges motivate us to come up with a
new scheme with a better trade-oﬀ between performance
and implementation complexity.
Encouraged by the development of MMSE-based turbo
equalization schemes [10,11], a large number of low-
complexity iterative OFDM equalization schemes have
been proposed [17-19]. They exploit the banded nature
of the frequency domain channel matrix to bring down
the equalization complexity to linear with the number
of subcarriers. The references above propose, in general,
either a new technique for iterative MMSE linear equal-
ization using priors on the banded submatrix around the
main diagonal, or a new technique to compute the soft
information from the symbol estimates.
Although the joint processing of equalization and
decoding is the most optimal solution, it is computation-
ally expensive and, thus, not viable in practical receivers.
In this article, we propose a suboptimal, successive inter-
ference cancelation-based MAP decoder, wherein we
avoid the explicit equalization stage. In SIC-MAP, we
keep the contributions from the same transmit sym-
bol on consecutive received symbols while eliminating
the interference from the other transmit symbols, which
are estimated using the feedback information from the
decoder. This method results in multiple receiver obser-
vations for the same transmit symbol, as in the case of
a diversity system. The resulting system matrix becomes
a single-column matrix. It is easy to implement MAP
decoding in such systems. As in references [18-20], we
also exploit the banded nature of the system matrix in
SIC-MAP. The performance and computational complex-
ity of the proposed scheme is compared with that of
MMSE-TE-OND2, suggested in [18], and TE-BLK2, the
best performing equalizer in a group of three [19]. In
[18,19], a windowing technique is used to make the energy
more concentrated along the diagonal. The windowing
mentioned in those articles will also work in our proposed
scheme. We incorporate channel coding in [18,19] to ren-
der a fair comparison. It has been found that SIC-MAP
provides a comparable performance to MMSE-TE-OND2
and TE-BLK2 but with signiﬁcantly less computational
complexity. Such a receiver, compared to their counter-
parts, will take only a fraction of the silicon area (or
the cost) and battery power, a scarce resource in mobile
applications, thus making it especially suitable for mobile
applications with large symbol lengths, such as [21,22].
Accurate estimating of channel state information
(CSI) is essential for the eﬀectiveness of any equaliza-
tion/decoding scheme. Examples of such schemes include
techniques using singular value decomposition (SVD)
[23]. Inspired by the channel estimation algorithm pro-
posed in [5], we propose a soft decision feedback-based
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low-cost least squares (LS) estimation scheme. The pro-
posed algorithm makes use of soft information to reﬁne
the channel estimates so that they are capable of handling
the long channel scenarios, such as those encountered
in Single Frequency Networks (SFN) (for example, DVB
deployment in Europe). In such networks, the number of
signiﬁcant channel taps can be higher than the number of
pilot subcarriers.
This article is organized as follows: notations used
in this article are explained ﬁrst. In System model
section, the system model is presented, following
which we describe SIC-MAP in Successive interference
cancelation-based MAP receiver (SIC-MAP) section.
In Channel estimation section , we present a low-
complexity channel estimation scheme suitable for this
equalizer. In The proposed IR with SIC-MAP section,
the overall algorithm is presented, and in Computa-
tional complexity analysis section, we compare the com-
putational complexity of SIC-MAP with similar equal-
ization schemes. In Numerical results and discussion
section, the numerical results are presented. In Conclu-
sion section, we draw the ﬁnal conclusions
Notation: (·)t denotes transpose, (·)H conjugate trans-
pose (Hermitian), {a} denotes a set with elements
{a(0), a(1), ..}, F for normalized N point Discrete Fourier
Transform (DFT), where Fk,l := (1/
√
N)e−j2πkl/N , I is
the identity matrix, ik is the kth column of I, || · || for
l2-norm, · is the ceiling of a function, Re(·) and Im(·)
for the real and imaginary parts of a complex quantity.
diag(νx) is the diagonal matrix from the vector νx. Expec-
tation is denoted by E{·}. Bold lowercase letters, e.g., x,
denote vectors, and bold uppercase letters, e.g., X, denote
matrices.
Systemmodel
The OFDM transceiver model is described in Figure 1.
At the transmitter, information bits ({a(n)}) are con-
volutionally encoded ({b(n)}) and passed through a bit
interleaver (BI) ({c(n)}). The symbol mapper modulates
them into QAM symbols ({s(k)}). A set of N of these
QAM “frequency domain” symbols is collected to form an
OFDM symbol. A symbol interleaver (SI) interleaves them
(x). The OFDM symbol is converted into “discrete time-
domain” samples, {z(i)}, by performing an N point IDFT.
A cyclic preﬁx (CP) of length Np ≤ N is added to each of
these symbols. These samples are then transmitted from
the transmit antenna. The multipath channel is mod-
eled as a linear time-varying (LTV) system with discrete
impulse response h(i, l) (time i response to an impulse at
time i− l for the wireless channel). At the receiver, the CP
removed data is converted back to the “frequency domain”
by performing anN point DFT and is passed to the symbol
Detection-Decoding block. It comprises Successive Inter-
ference Canceler (SIC), Channel Estimator, Symbol and
Bit Interleaver/de-interleaver, Log Likelihood Ratio (LLR)
Computer and BCJR- or SOVA-based decoder [24].
We assume perfect carrier, symbol and sample synchro-
nization at the receiver. Given that maximum channel taps





h(i, l)z(i − l) + n(i), 0 ≤ i < N , (1)
where {n(i)} are samples of additive white Gaussian noise
(AWGN) with zero mean and variance σ 2. Deﬁning r :=
[ r(0), r(1), . . . , r(N−1)]t , the received vector correspond-
ing to a single OFDM symbol, r, can be written as follows:




h(0, 0) . . . h(0,Nh − 1) . . . h(0, 1)
h(1, 1) h(1, 0) . . . . . . h(1, 2)
. . . . . . . . . . . . . . .




where  is the time varying system matrix determined
by the channel estimator and is given in (3), and ψ :=
[ n(0), n(1), · · · , n(N − 1)]t . CP is removed from these
“time domain” samples. N such samples are grouped
together and presented to a DFT processor, which, in turn,
outputs N “frequency domain” samples, {y(k)}. Taking a
DFT on both sides of (2),
y = Fr = FFHx + w
= Hx + w (4)
where H := FFH , y :=[ y(0), y(1), · · · , y(N − 1)]t , x :=
[ x(0), x(1), · · · , x(N − 1)]t and w = Fψ . Note that w is
wide sense stationary (WSS), with the same mean and
covariance as that of ψ , as F is unitary. Here, x is the
transmitted OFDM symbol, H is the channel matrix in
the frequency domain and y is the received OFDM sym-
bol. If the channel is static,H will be a diagonal matrix. In
the case of time-varying Rayleigh fading channels [25], it
has been shown that H will be a banded matrix with sig-
niﬁcant coeﬃcients concentrated in a banded structure,
with width D along the diagonal. D is typically chosen as
D = 2L+1, where L = fdTsN, fd is the normalized max-
imum Doppler frequency and Ts is the sample duration.
Diﬀerent structures forH are shown in Figure 2 [18].
Successive interference cancelation-basedMAP
receiver (SIC-MAP)
In this section, we present a low-complexity IR that imple-
ments successive interference cancelation, followed by
maximum a posteriori probability (MAP) decoding. The
proposed scheme, at ﬁrst, simpliﬁes the systemmatrix to a
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Figure 1 OFDM transceiver.
single column vector by selectively removing the ICI inter-
ference from the received symbols, using the feedback
symbol mean values. Soft information can be computed
directly with low cost from this modiﬁed model. This
information is fed to a MAP bit decoder.
The following observations are key in formulating the
proposed scheme:
1. The relative magnitude of each subdiagonal and
superdiagonal element of the doubly selective
Rayleigh fading channel matrixH decreases
signiﬁcantly as we move away from the main
diagonal. We can, thus, ignore all elements that are
far away from the main diagonal [18-20] without
signiﬁcantly impacting performance. Note that these
elements are absent for a static multipath channel.
2. As the extrinsic information becomes more
accurate over multiple iterations, the conditional
mean, μx(k) → x(k), which is the true symbol
value and the conditional variance, νx(k) → 0.
Figure 2 OFDM channel structure.
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Therefore, in each new iteration, we can use μx(k)
from the previous iteration to selectively remove ICI
from the received symbol, such that the resulting
system matrix is turned into a single-column vector.






) from the modiﬁed system directly,
thus avoiding MMSE symbol estimation and the
associated matrix inversion.
Based on observation 1, ((4)) can be approximated as
yk := [ y(〈k − L〉N ), · · · , y(〈k + L〉N )]t
= Hkxk + wk
(5)
where xk :=[ x(〈k − 2L〉N ), · · · , x(〈k + 2L〉N )]t , wk :=
[w(〈k − L〉N ), · · · ,w(〈k + L〉N )]t and Hk is the shaded
(green) section of H in Figure 2 (right) given by (6). For
simplicity of notation, the modulo operation ( 〈〉N ) is




h(〈k − L〉N , 〈k − 2L〉N ) . . . h(〈k − L〉N , 〈k + 2L〉N )
h(〈k − L + 1〉N , 〈k − 2L〉N ) . . . h(〈k − L + 1〉N , 〈k + 2L〉N )
. . . . . . . . .




Now, xk = μxk + δxk where δxk is the residual error,
which approaches 04L+1 as the extrinsic LLR becomes
more reliable over multiple iterations. Substituting for xk
in (5) and rearranging yields (7). The new noise, w˜k, con-





























y˜k := yk − Hkμ˜xk
= hkx(k) + w˜k.
(8)
hk is shown in red in Figure 2 (right). It is a column vec-
tor of size D × 1. We also approximate that w˜k and wk
have identical covariance, as the noise due to residual ICI
is small and decreasing over multiple iterations.
The LLR computer calculates the extrinsic LLR,
LLRext(c(n)), which represents information about c(n)
contained in y˜k and P(c(l)) for all l 	= n . These are passed
to a MAP decoder where they are used as a priory LLRs.
Using (9), LLRext(c(n)) is calculated from the modiﬁed
system, where 0 ≤ u ≤ Q − 1, m =[m0,m1, ·,mQ−1]t ,
{η} = map(m) is the signal constellation and F2 is binary
Galois Field.Q denotes the number of bits per symbol. For
example, for BPSK Q = 1, for QPSK Q = 2, and so on.
LLRext(c(Qk + u))=LLRapp(c(Qk + u)) − LLR(c(Qk + u))
= ln P((c(Qk + u) = 0)/y˜k)P((c(Qk + u) = 1)/y˜k) − LLR(c(Qk + u))
= ln p(y˜k/(c(Qk + u) = 0))P(c(Qk + u) = 0)p(y˜k/(c(Qk + u) = 1))P(c(Qk + u) = 1)
− LLR(c(Qk + u))
=
(
ln p(y˜k/(c(Qk + u) = 0))p(y˜k/(c(Qk + u) = 1)) + LLR(c(Qk + u))
)










As shown inAppendix, for QPSK, the above expression











A closer look at the derivation in Appendix reveals that
this expression is applicable, within a scale factor, to any
constant-modulus constellation. Observe that the extrin-
sic LLR of c(n) is conditioned only on y˜k and, in the simpli-
ﬁed systemmodel, y˜k depends only on the present symbol
x(k). This makes the evaluation of LLRext(c(n)) easy. The
MAP decoder computes soft outputs, LLRapp(b(n))—the
a posteriori reliability information of each coded bit—in
LLR form by minimizing the bit error probability (BEP)
[24]. The input a priori LLR to the decoder is subtracted
from LLRapp(b(n)) to obtain the extrinsic reliability infor-
mation LLR′ext(b(n)). It is passed through a bit interleaver
and is used in the soft-mapper to compute the mean μ′s
and the variance ν′s. These are symbol-interleaved to pro-
duce μx and νx. As described in (8), μx is used to remove
the ICI interference, whereas νx is used in the channel
estimator to determine the reliability of μx. The ICI-
removed data is fed to the LLR computer to generate more
reliable LLRs to further improve the output bit estimate.
This process is repeated until further gains are insignif-
icant. LLRapp(b(n)) are then hard-sliced at the bit-map
block, and information bit estimates aˆ(n) are retrieved
from the received data bit estimates bˆ(n). The mapping of
LLR′ext(c(n))s to μ′s(k) is described in [10].
For QPSK modulation
μ′s(k) = tanh(LLR′ext(c(2n))/2)
+ i tanh(LLR′ext(c(2n + 1))/2),
(12)
ν′s(k) = 1 −
∣∣μ′s(k)∣∣2 . (13)
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Notice that the approximation in (8) may not be valid for
a generic system matrix Hk. It ﬁts the scenario, however,
of doubly selective OFDM channels, where the magnitude
of the oﬀ-diagonal elements in the frequency domain is
signiﬁcantly smaller than that of the main-diagonal ele-
ments. This gives rise only to a relatively small residual ICI
power (ICI after cancelation), even with a moderate value
of δxk in the early iterations, and as the iterations proceed,
the approximation becomes progressively more accurate.
Channel estimation
In this section, we propose a low-complexity channel esti-
mation scheme in OFDM systems under severe Doppler
conditions. The proposed algorithm makes use of the
feedback symbol mean value, μx(k). This value is used to:
(a) compute and remove the ICI from the received data;
and (b) to keep the LS estimator coeﬃcients constant, as
explained in the sequel.
It has been established in [26] that for normalized
Doppler conditions of up to about 20%, channel time vari-
ations can be approximated by a piece-wise linear model
with a constant slope over one OFDM symbol duration.
Let hjavg(l) and αj(l) denote the time average and slope of
the lth channel tap at the jth OFDM symbol, respectively.
The linear model for the lth channel tap at the ith time
instant within the jth OFDM symbol, hj(i, l), therefore, can
be written as
hj(i, l) = hjavg(l) +
(
i − N − 12
)
αj(l),
0 ≤ i ≤ N − 1, 0 ≤ l ≤ Nh − 1
(14)
where hjavg(l) = 1N
∑i=N−1
i=0 hj(i, l). The value of h
j
avg(l)
is obtained from the IFFT of the channel estimates at
the pilot subcarriers, as explained in the sequel. Know-
ing hjavg(l), the slope αj(l) can be computed easily from
geometrical considerations [27].
Deﬁne αjpre(l) = h
j
avg (l)−h(j−1)avg (l)




N , j < jlast , (Ref. Figure 3), where jlast is the
last received OFDM symbol. Now,
α0(l) = α0post(l)
αj(l) = αjpre(l), i < N − 12
= αjpost(l), i ≥
N − 1
2
αjlast (l) = αjlastpre (l)
(15)
We drop the superscript j in the development below.
As in the case of symbol estimation, approximating x(d)
by μx(d), we get, y(k) from (5) as
y(k) = H(k, k)x(k) +
k+2L∑
d=k−2L,d 	=k
H(k, d)x(d) + w(k)
≈ H(k, k)x(k) +
k+2L∑
d=k−2L,d 	=k
H(k, d)μx(d) + w(k)
(16)
A piecewise linear channel model in the time domain,





havg(l)e−j2π lk/N , 0 ≤ k ≤ N − 1 (17)
and






i − N − 12
)
× α(l)e−j2π i(k−d)/Ne−j2π ld/N ,
0 ≤ k ≤ N − 1,−L ≤ (k − d) ≤ L, d 	= k.
(18)
Deﬁne havg : = [ havg(0), havg(1), · · · , havg(Nh − 1)]t ,
α :=[α(0),α(1), · · · ,α(Nh − 1)]t ,bk =[ 1, e−j2πk/N , · · · ,
e−j2πk(Nh−1)/N ]t and Ck−d = −11−e−j2π(k−d)/N . (17) and (18)
can now be written as
Figure 3 Slopes αjpre(l) and αjpost(l) in channel estimation.
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H(k, k) =bkt · havg (19)
H(k, d) =Ck−dbdtα (20)
In [5], havg and α are jointly estimated from the same
OFDM symbol. For a satisfactory performance of this
scheme, pilot tones should be partitioned into equispaced
groups on the FFT grid. This limits the use of this scheme
in systems such as DVB [22] or IEEE802.16 [21], where an
equispaced pilot pattern (with no grouping) is deployed.
In the proposed scheme, as in the case of equalization,
we ﬁrst remove the ICI from the received data, using
the channel estimates and feedback symbol mean values
obtained from the previous iteration. The modiﬁed sys-
tem matrix is diagonal, with the elements given in (19).
An equispaced pilot pattern is best suited for havg esti-
mation in the modiﬁed system. This enables the proposed
scheme not to have the limitation cited above, thus mak-
ing it especially suitable for practical systems. A progres-
sively improving estimate of havg is computed as explained
below. An improved estimate of α can be obtained from
the new havg (15). Note from (19) and (20) that the diag-
onal elements of H can be computed from havg, whereas
the oﬀ-diagonal elements of H (which cause ICI) can be
computed from α.
The ICI-removed received data, y′(k) ≈ y(k) −∑k+2L
d=k−2L,d 	=k Ck−dbdtαμx(d), can be written in vector
form as
y′ = diag(μx) · (Ahavg) + w (21)
where the N × Nh matrix A is given by A =
[b0,b1, · · · ,bN−1]t . Premultiplying (21) with
(diag(μx))−1, we get
y˘ = Ahavg + w˘ (22)
where y˘ =[ y′(0)
μ(0) , · · · , y
′(N−1)
μ(N−1) ]t and w˘ =
[ w(0)
μ(0) , · · · , w(N−1)μ(N−1) ]t . The LS estimate of havg can be
obtained from (22) as
havg = (AHA)−1AH y˘. (23)
Observe that the LS coeﬃcients are constants and can
be precomputed and stored thus avoiding costly matrix
multiplication and inverse operations and making this
estimation scheme low in complexity. We thus estimate
each havg(l) with only a vector multiplication. Our aim is
to generate an initial estimate of havg and α using pilots
and subsequently reﬁne them in every iteration using the
feedback mean values. Assume that there are P pilot tones
and they are placed at subcarriers P = {p(1), · · · , p(P)}.
Transmit symbols at pilot tones xp(1), xp(2), · · · , xp(P)
are known at the receiver. The initial estimate of havg is
computed using the LS solution
havg = (ApHAp)−1ApH y˘p (24)
where Ap =[bp(1),bp(2), · · · ,bp(P)]t and y˘p =
[ y˘p(1), y˘p(2), · · · , y˘p(P)]t . The LS estimate using (24) does
not, however, give accurate results when P < Nh. For sub-
sequent iterations, compute havg by setting y˘(k) = 0 or
y˘(k) = y′(k)/μx(k) in (23), based on a threshold value
of the conditional feedback variance νx(k) (13) obtained
from the decoder at the end of the previous iteration. The
threshold should be small enough so that μx(k) is close
to the actual symbol value. Since νx(k) is small, hard slic-
ing μx(k) to the nearest x(k) is also found to be eﬀective
as the error propagation is largely absent. α is computed
from (15). As νx(k) → 0, μx(k) → x(k). Thus, the
channel estimate progressively improves as the iterations
proceed. Since Nh ≤ Np, LS estimate can also be com-
puted from a submatrixACP ofA, such thatACP is at least
Np ×N in size and the chosenNp rows should contain the
rows corresponding to that of pilots in the system. A dis-
tinct advantage of this iterative estimation method is that
it does not set the lower limit,(Nh ≤ P), on the number of
pilot subcarriers, as most of the data carriers act as pilots
from the second iteration onwards.
Operation of the proposed IR algorithm is enumerated
in the next subsection.
The proposed IR with SIC-MAP
1. Choose the maximum number of iterations.
2. For each iteration and for each frequency bin k,
compute channel estimateHk.
(a) Compute havg (23) or (24) as the case may
be. For the ﬁrst iteration, use μx(k) = 0;
otherwise, use μx(k) from steps 11, 12. For
each frequency bin k, computeH(k, k) (19).
(b) Compute α (15). ComputeH(k, d) for all
d 	= k (k − 2L ≤ d ≤ k + 2L) (20).
3. Compute y˜k from y (5), (8). For the ﬁrst iteration,
use μx(k) = 0; otherwise, use μx(k) from steps
11,12.
4. Perform symbol de-interleaving.
5. Compute LLRext(c(·)) (10), (11).
6. Perform bit de-interleaving.
7. Compute LLRapp(b(n)) using BCJR/SOVA.
8. If LLRapp(b(n))s are suﬃciently converged or the
maximum number of iterations is reached,
hard-slice LLRapp(b(n)). Output the information
bits aˆ(n) and stop the iterations; otherwise,
9. Compute LLR′ext(b(n)).
10. Perform bit interleaving.
11. Compute μ′s(k) (12).
12. Perform symbol interleaving.
13. Go to step 2.
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Computational complexity analysis
In this section, the computational complexity of
SIC-MAP is compared to the iterative equalization
schemes MMSE-TE-OND2 [18] and TE-BLK2 [19]. The
complexity of the non-iterative MMSE scheme [27] that
is popularly used in practical receivers, referred to as
MMSE-OND2 in this article, is also computed. MMSE-
OND2 is based on a section of H (Hk in Figure 2(right)),
given in (6). MMSE-OND2 schemes, turbo or not, involve
the inversion of a matrix of size D. Matrix inversion
generally has cubic complexity. However, it has been
shown that MMSE-OND2 or MMSE-TE-OND2 can be
performed with approximately O(N · D2) operations
[28]. Table 1 tabulates the total number of arithmetic
operations (×,÷) required at the receiver for diﬀerent
schemes. Computations involved in BCJR are identical
across all these schemes and, therefore, are not consid-
ered. (The cost of adders is signiﬁcantly lower than that
of multipliers. tanh operation can be performed using a
small lookup table. These two operations are, thus, not
tabulated in Table 1. Although not diﬀerentiated here,
the cost of a divider, in practice, is higher than that of a
multiplier.)
For a typical set of parameters (L = 1), it is clear
fromTable 1 that TE-BLK2 andMMSE-TE-OND2 require
approximately 3.3 and 4.5 times more computations than
SIC-MAP per iteration, while the channel estimation
eﬀorts are the same. The noniterative scheme, MMSE-
OND2, requires 3.6 times more computations than SIC-
MAP per iteration.
Numerical results and discussion
In this section, we present the results of numerical simu-
lations of the proposed IR over doubly selective channels.
This section has two parts. In the ﬁrst part, we evaluate
SIC-MAP by comparing its performance with two other
iterative schemes described in Computational complex-
ity analysis section. For this purpose, we assume that CSI
is known at the receiver. We consider an OFDM system
with N = 256, Nh = 30 and Np = N/4. A 1/2 rate con-
volutional code with generator polynomial (7, 5) is used.
Symbols are QPSK modulated with unit variance. AWGN
has a circular variance of (Eb/N0)−1. Both bit and symbol
interleaving are performed with S-random interleavers
[29], with S = 22 and S = 5, respectively. Each channel
path is Rayleigh fading, characterized by Jakes’ Doppler
Spectrum (exponentially decaying power delay proﬁle),
with a frequency spread of fd = 900Hz. With the DVB-
T sampling rate of T−1s = 9.14MHz, this corresponds to
a normalized Doppler spread of 20% of the subcarrier
spacing.
Figure 4 shows the BER performance of the three
schemes used in our study. Although windowing
employed in [18,19] can improve the performance in all
three schemes, no windowing is employed in our study,
as it increases the computation burden signiﬁcantly.
SIC-MAP performs poorly in the ﬁrst iteration, as no
interference is canceled before computing the LLRs.
The incremental BER gain, however, between the ﬁrst
and second iterations of SIC-MAP is very signiﬁcant.
Therefore, MMSE-TE-OND2 and SIC-MAP perform
more or less identically within three iterations. Note that
the computational complexity of SIC-MAP is roughly
only 22% that of MMSE-TE-OND2. It was shown in
[19] that the performance of TE-BLK2 is superior to
MMSE-TE-OND2 [18]. This can be seen from Figure 4.
However, the performance diﬀerence is not signiﬁcant in
a system where error correction coding (convolutional
coding, in this case) is incorporated, as is the case with
most practical receivers. A SIC-MAP scheme can be
implemented with only a third of the computations that
are required for TE-BLK2. (Entries corresponding to
TE-BLK2 in Table 1 are obtained from [19].) BER per-
formance of the noniterative MMSE-OND2 [27] is that
corresponding to the ﬁrst iteration of MMSE-TE-OND2.
From Table 1, note that the complexity of MMSE-OND2
is approximately 3.6 times higher than that of SIC-MAP.
From Figure 4 observe that SIC-MAP converges suﬃ-
ciently in three iterations and outperforms MMSE-OND2
signiﬁcantly. Thus, we conclude that SIC-MAP has all
the performance beneﬁts of any iterative scheme, yet
its total computational complexity is far less even than
that of a commonly used noniterative scheme, namely
MMSE-OND2.
Table 1 Complexity comparison—channel equalization
TE-BLK2 MMSE-OND2 MMSE-TE-OND2 SIC-MAP
per sample per iter. per sample per sample per iter. per sample per iter.
Total × 12L2 + 24L + 17 (2L + 1)(18L + 4) (2L + 1)(20L + 7) + 2 2(2L + 1)2 + 1
Total ÷ 2L + 7 2L (2L + 1) −
Total Oper. 12L2 + 26L + 24 2L + (2L + 1)(18L + 4) (2L + 1) + (2L + 1)(20L + 7) + 2 2(2L + 1)2 + 1
Normalized 3.3 3.6 4.5 1
Complexity
(L=1)
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Figure 4 BER comparison of diﬀerent equalization schemes (fdTsN = 0.2,N = 256, L = 1, MMSE-TE-OND2 #iter = 1, 3, SIC-MAP
#iter = 1, 3, TE-BLK2 #iter = 1, 3,Nh = 30).
If we set L = 3 for SIC-MAP but L = 1 for the other
two schemes, all three schemes will approximately have
the same computational cost. The performance of such
a system is given in Figure 5. As can be seen, for the
same computational cost, SIC-MAP clearly outperforms
MMSE-TE-OND2 and MMSE-TE-BLK2.
In the second part, we examine the performance of these
receivers when employing the low-complexity channel
estimation scheme described in Channel estimation
section.
In Figure 6, performance of SIC-MAP, MMSE-TE-
OND2- and MMSE-OND2-based receivers that employ
the aforementioned channel estimation scheme is com-
pared. These receivers have 32 equispaced pilots per
OFDM symbol. The system has Nh = 30 and a normal-
ized Doppler of 20%. Performance of the IRs, as can be
Figure 5 BER comparison whenmore oﬀ diagonals are incorporated in SIC-MAP to match the complexity to MMSE-TE-OND2
(fdTsN = 0.2,N = 256, L = 1 for MMSE-TE-OND2 #iter = 1, 3 and TE-BLK2 #iter = 1, 3, but L = 3 for SIC-MAP #iter = 1, 3,Nh = 30).
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Figure 6 BER comparison of diﬀerent IRs with channel estimation (Nh ≤ P). (fdTsN = 0.2, N = 256, L = 1, #iter = 3, P = 32, Nh = 30).
seen from the ﬁgure, is signiﬁcantly better than the nonit-
erative receiver at moderate to high SNR region. Both the
iterative schemes perform nearly identically, as expected.
Figure 7 depicts the behavior of the estimation scheme
when the number of channel taps (Nh = 40) is more than
the number of pilots (Np = 32). Comparing Figures 6
and 7, it is clear that the iterative schemes perform iden-
tically in both scenarios (Nh ≤ P and Nh > P) at SNRs
of practical interest, whereas the noniterative scheme per-
formance is considerably poorer in the latter case.
Conclusion
We have proposed a low-complexity IR employing suc-
cessive interference cancelation to mitigate the eﬀects
of ICI in mobile OFDM systems. The proposed scheme,
SIC-MAP, while having nearly identical performance to
MMSE-TE-OND2 and TE-BLK2, can be implemented
with only 22% and 30%, respectively, of their computa-
tional burden. It was also found that performance and
implementation complexity of SIC-MAP can eﬀectively
be traded for one another. A low-cost iterative LS channel
Figure 7 BER comparison of diﬀerent IRs with channel estimation (Nh > P). (fdTsN = 0.2, N = 256, L = 1, #iter = 3, P = 32, Nh = 40).
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Table 2 QPSK alphabet
1 2 3 4










estimation scheme, suitable for practical receivers, is
also proposed. Besides low complexity, another advan-
tage of the iterative channel estimation scheme is that,
unlike pilot-only based LS schemes, it works satisfactorily
for systems that have a higher number of channel taps
than pilot subcarriers, a phenomenon that is commonly




Ref. to Table 2 for the QPSK symbol alphabet deﬁnition.
LLRext(c(2k)) = lnp(y˜k/x(k)=η1)P(0) + p(y˜k/x(k)=η3)P(1)p(y˜k/x(k)=η2)P(0) + p(y˜k/x(k)=η4)P(1)
(25)
Here
p(y˜k/x(k) = η1) = exp(− (y˜k − hkη1)
H(y˜k − hkη1)
2σ 2 )
= exp( −12σ 2 (a1 + a2 − 2Re(yk
Hhkη1))
(26)
where a1 = ykHyk and a2 = (hkη1)H(hkη1). Note that,
for QPSK (hkη1)H(hkη1) = (hkη2)H(hkη2) = (hkη3)H
(hkη3) = (hkη4)H(hkη4). Substituting for all the terms
from (26) in (25), deﬁning z := y˜Hk hk and removing the
common terms, we get,
LLRext(c(2k))
= ln exp(Re(zη1)/σ
2)P(0) + exp(Re(zη3)/σ 2)P(1)
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