This note proposes a new get-rich-quick scheme that involves trading in a stock with a continuous but not constant price path. The existence of such a scheme, whose practical value is tempered by its use of the Axiom of Choice, shows that imposing regularity conditions (such as measurability) is essential even in the foundations of game-theoretic probability.
Introduction
This note's construction is very simple and based on Hardin and Taylor's work on hat puzzles ( [2] , Chapter 11). They show in [3] (see also [4] , Section 7.4) that the Axiom of Choice allows us to predict short-term future (except at a small set of time points), which makes it easy to get rich when allowed to trade in a stock whose price changes in a non-degenerate manner.
The price paths considered in this note will be assumed continuous. In my definitions I will follow the technical report [8] (the journal version uses slightly different definitions), except that there will be no requirement of measurability. By "positive" I mean "nonnegative".
Main result
Let Ω be the set of all continuous functions ω : [0, 1] → R. An adapted process S is a family of functions S t : Ω → [−∞, ∞], t ∈ [0, 1], such that, for all ω, ω ′ ∈ Ω and all t ∈ [0, ∞),
A stopping time is a function τ :
For any stopping time τ , a function X : Ω → R is said to be τ -measurable if, for all ω, ω ′ ∈ Ω,
We will often simplify ω(τ (ω)) and S τ (ω) (ω) to ω(τ ) and S τ (ω), respectively (occasionally, the argument ω will be omitted in other cases as well). The class of allowed trading strategies is defined in two steps. A simple trading strategy G consists of an increasing sequence of stopping times τ 1 ≤ τ 2 ≤ · · · and, for each n = 1, 2, . . ., a bounded τ n -measurable function h n . It is required that, for each ω ∈ Ω, τ n (ω) = 1 from some n on. To such G and an initial capital c ∈ R corresponds the simple capital process
(with the zero terms in the sum ignored, which makes the sum finite for each t); the value h n (ω) will be called the bet at time τ n , and K G,c t (ω) will be referred to as the capital at time t.
A positive capital process is any process S that can be represented in the form
where the simple capital processes K Gn,cn t (ω) are required to be positive, for all t and ω, and the positive series ∞ n=1 c n is required to converge. The sum (1) is always positive but allowed to take value ∞. Since K Gn,cn 0 (ω) = c n does not depend on ω, S 0 (ω) also does not depend on ω and will sometimes be abbreviated to S 0 .
The upper price of a set E ⊆ Ω is defined as
where S ranges over the positive capital processes and 1 E stands for the indicator function of E. We say that a set E ⊆ Ω is null if P(E) = 0. For a discussion of the intuition behind these definitions, see [8] .
Theorem 1. The set of non-constant ω ∈ Ω is null. Moreover, there is a positive capital process K with K 0 = 1 that becomes infinite as soon as ω ceases to be constant: for all t ∈ [0, 1],
Remark. A more popular version of our definition (2) was given by Perkowski and Prömel [7] . Perkowski and Prömel's definition is more permissive ( [7] , Section 2.3), and so the first statement of Theorem 1 continues to hold for it as well.
Proof
Fix a well-ordering of Ω, which exists by the Zermelo theorem (one of the alternative forms of the Axiom of Choice; see, e.g., [5] will then achieve our goal (3).
Take any non-constant ω ∈ Ω. Set
(in particular, 1 ∈ W ). Let us check that W is well-ordered by ≤. Suppose there is an infinite strictly decreasing chain t 1 > t 2 > · · · of elements of W . Then ω t1 ≻ ω t2 ≻ · · · , which contradicts being a well-order. Let c be the largest t such that ω| [0,t] is constant (the supremum is attained by the continuity of ω). Since ω is not constant, c < 1. Let us consider two cases: • If c ∈ W , define c ′ to be the -successor of c. Choose
and so c ′′′ / ∈ W . Apply the argument of the previous case with c ′′′ in place of c.
It remains to construct such a positive capital process K a,b for fixed a and b. Notice that we can apply all results established in [8] since our current definitions are less restrictive. From now on ω is not fixed but is a generic element of Ω. For each n ∈ {0, 1, . . .}, let D n := {k2 −n | k ∈ Z} and define a sequence of stopping times T n k , k = −1, 0, 1, 2, . . ., inductively by T n −1 := a, 
Conclusion
A natural direction of further research is to prove an analogue of Theorem 1 for càdlàg functions. As Dawid's [1] example suggests, getting rich becomes more difficult in this case.
