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Abstract
This paper deals with the homogenization of the Stokes equations in a cylinder with varying
viscosity and with Dirichlet boundary condition. The viscosity is equal to αε  1 in a ε-periodic
lattice of unidirectional cylinders of radius εrε where rε  1, and is equal to 1 elsewhere.
In the critical regime defined by limε→0 ε2| ln rε| ∈ ]0,+∞[ and limε→0 αεr2ε ∈ ]0,+∞], the
limit problem is a coupled Stokes system satisfied by the limit velocity and the limit of the rescaled
velocity in the cylinders, which can be read as a nonlocal law of Brinkman type. Moreover, if
limε→0 αεr2ε = +∞, the limit of the rescaled velocity is equal to 0 and the Brinkman law is
derived as in [G. Allaire, Arch. Rational Mech. Anal. 13 (1991) 209–259]. In the other regimes
the homogenization leads either to classical Stokes problems or to a zero limit velocity.
In the critical case the pressure is not bounded in L2 but only in H−1. Moreover, the pressure of
the limit problem is not equal to the weak limit of the pressure in H−1.
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Résumé
Dans cet article, on étudie l’homogénéisation des équations de Stokes dans un cylindre, avec une
viscosité variable et une condition de Dirichlet au bord. La viscosité est égale à αε  1 dans un
réseau ε-périodique de cylindres unidirectionnels de rayon εrε où rε  1, et est égale à 1 sinon.
Sous le régime critique défini par limε→0 ε2| ln rε| ∈ ]0,+∞[ et limε→0 αεr2ε ∈ ]0,+∞], le
problème limite est un système couplé de type Stokes satisfait par la limite de la vitesse et celle
de la vitesse remise à l’échelle dans les cylindres, qui s’écrit comme une loi de Brinkman non locale.
Si, de plus, limε→0 αεr2ε = +∞, on obtient la loi de Brinkman comme dans [G. Allaire, Arch.
Rational Mech. Anal. 13 (1991) 209–259]. Sous les autres régimes, l’homogénéisation conduit soit
à des problèmes de Stokes classiques soit à une vitesse limite nulle.
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Dans le cas critique, la pression n’est pas bornée dans L2 mais seulement dans H−1. En outre, la
−1pression du problème limite est différente de la limite faible de la pression dans H .
 2003 Éditions scientifiques et médicales Elsevier SAS. All rights reserved.
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1. Introduction
In this paper we study the homogenization of the Stokes equations in a vertical open
cylinder Ω = Ω ′ × ]0,1[ of R3, with varying viscosity and with Dirichlet boundary
condition: 
−div(aε∇uε)−∇pε = f in Ω,
div(uε)= 0 in Ω,
uε = 0 on ∂Ω.
(1.1)
The viscosity aε is ε-periodic; aε takes a constant value αε  1 in a ε-periodic lattice ωε
of vertical open cylinders of radius εrε where rε  1, and is equal to 1 outside ωε .
Of course, this problem is not relevant from the point of view of fluid mechanics since
it is not realistic to consider a mixture of two fluids which such a geometry. However,
it is more relevant in the framework of incompressible elasticity. In fact, our aim is to
show, in a mathematical perspective and through this simplified model, the effects of the
incompressibility condition combined with a high-contrast medium, and to compare them
to the effects obtained in conductivity.
Indeed, this kind of high-contrast homogenization problem has been widely studied
in conductivity. The homogenization in a fiber reinforced medium was first studied by
Fenchenko and Khruslov [15], and then extended by Bellieud and Bouchitté [5] to a
nonlinear framework. These works show that the high conductivity fibers may induce
nonlocal effects in the homogenization process. Other nonlocal effects were obtained in [8].
In fact, Mosco [19] proved that nonlocal effects arise naturally from the Beurling–Deny [6]
representation of the Dirichlet forms when the point of view of the energy is considered.
More recently, Camar-Eddine and Seppecher [12] proved that any Dirichlet form can be
obtained as the -limit of a sequence of diffusive energies with a suitable high-contrast
conductivity.
On the other hand, non-classical homogenization results have been also obtained in
linear elasticity. So, Milton [18] obtained composites with negative Poisson’s ratios by
mixing high-contrast elastic materials. Pideri and Seppecher [21] showed that fourth-
order terms may appear in the homogenized problem by bending effect. More generally,
Camar-Eddine and Seppecher [13] determined the set of limit functionals attained by the
homogenization of high-contrast elastic materials, which widely overcomes the framework
of the Beurling–Deny representation of the scalar case.
However, in our knowledge, homogenization results with nonlocal effects have not yet
been obtained for equations of type (1.1) which combine the incompressibility condition
and a high-contrast medium.
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Let us now state the main result of the present paper. The solution uε of (1.1) weakly
1 3converges in H (Ω;R ) to u which is the first component of the solutions of the coupled
system: 
−u+ γ J (u− v)−∇q = f in Ω,
−κK ∂
2v
∂x23
+ γ J (v− u)= 0 in Ω,
div(u)= 0 in Ω,
u= 0 on ∂Ω,
v(x ′,0)= v(x ′,1)= 0 in Ω ′, where x ′ = (x1, x2).
(1.2)
Here, the auxiliary function v is the limit of the rescaled velocity 1ωεuε/(πr2ε ) in the
weak ∗ Radon measures sense, J,K are the diagonal matrices
J := diag
(
1
2
,
1
2
,1
)
and K := diag
(
1,1,
3
2
)
,
while γ, κ are defined by:
γ = lim
ε→0
2π
ε2| ln rε| and κ = limε→0πr
2
ε αε.
We adopt the following conventions: if γ =+∞ or κ = 0, the second equation of (1.2) is
replaced by v = u, and if κ =+∞, it is replaced by v = 0.
The limit problem (1.2) is the natural extension to the Stokes problem of the results
obtained by Bellieud and Bouchitté [5] in conductivity.
If γ = κ =+∞, the solution uε of (1.1) weakly converges to 0 in H 1(Ω;R3).
If γ =+∞ (and κ <+∞), γ = 0 or κ = 0, (1.2) is a classical Stokes problem.
If γ, κ ∈ ]0,+∞[, the function v reads as in integral term in u by the second equation
of (1.2). Therefore, the high viscosity in the cylinders induces a nonlocal effect as in the
conductivity case.
If γ ∈ ]0,+∞[ and κ =+∞, the limit problem (1.2) turns out to be a law of Brinkman
type [10]. This kind of limit behavior has already be obtained from the homogenization
of the Stokes flow through thin obstacles (by assuming that the velocity is equal to 0
on the obstacles), by Marchenko and Khruslov [17], Brillard [9], Sanchez-Palencia [22],
Levy [16], and especially Allaire [1] who extended these results in a general framework
with a sharp estimate of the pressure.
Similarly, in the conductivity case, Bellieud and Bouchitté [5] showed that very high
conductivity combined with Dirichlet boundary condition leads to the so-called strange
term of Cioranescu and Murat [11] which is nothing but the scalar version of the Brinkman
law. In our setting, the limit problem (1.2) can be considered as a nonlocal Brinkman’s law
which becomes Brinkman’s law for high enough viscosity.
The nonlocal effect in (1.2) is not the only new phenomenom with respect to [1,9,16,17,
22]. Indeed, if Allaire proved in [1] that the pressure is bounded in L2 for the Stokes flow
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through thin obstacles, it is not the case for the present Stokes problem with high-contrast
.viscosity.
More precisely, if γ > 0 and κ < +∞, we prove that the pressure pε (which is
defined up to a suitable additive constant) is not bounded in L2(Ω) but only in H−1(Ω)
(see Lemma 3.1). Moreover, we prove that pε weakly converges in H−1(Ω) to some
p ∈L2(Ω) which is not in general the pressure q of the limit problem (1.2). The difference
between the pressure q of the limit problem and the limit pressure p is given by (see
Proposition 3.2),
q − p=−1
2
κ
∂v3
∂x3
, (1.3)
this difference being due to the high viscosity in the cylinders.
If γ = 0 or κ = +∞, we were not able to give a similar estimate of the pressure. We
thus study the -convergence of the energy related to the Stokes problem (1.1), in order to
“hide” the pressure in spaces of divergence free functions.
In short, the homogenization result of the present paper is characterized by both a
nonlocal Brinkman’s law (1.2) and an increase of the limit pressure defined by (1.3).
The paper is organized as follows. In the first part we state the main results. In the second
part we prove the homogenization results by separating the case γ > 0 and κ <+∞ where
we give an estimate of the pressure, from the complementary case which needs a different
approach. In the third part we prove the auxiliary results.
2. Position of the problem
We denote by · the scalar product in R3 and by: the scalar product in R3×3.
Let Y := [−1,1[3 and Y ′ := [−1,1[2. We denote byH 1# (Y ′) the space of the Y ′-periodic
functions from R2 into R which locally belong to H 1(R2).
Any vector-valued function u from R2 into R2 will be systematically identified to the
vector-valued function fromR3 intoR3 defined by (y1, y2, y3) → (u1(y1, y2), u2(y1, y2),0)
Let Ω :=Ω ′ × ]0,1[ be the open cylinder of R3 of x3-axis, of height 1 and whose the
basis Ω ′ is a smooth connected open subset of R2.
For any ε > 0, let Qrε be the disk of Y ′ centered on the origin and of radius rε  1.
Let ωε be the ε-periodic lattice of cylindrical cylinders of x3-axis and of radius εrε defined
by:
ωε :=Ω ∩
⋃
j∈Z3
[
εj + ε(Qrε ×R)
]
, Ωε :=Ω \ ωε. (2.1)
Let aε be the positive function defined by:
aε :=
{
1 in Ω \ωε,
αε in ωε,
where αε  1. (2.2)
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Let f be a given function in L2(Ω;R3) (we can take f in H−1(Ω;R3) without restric-
tion). We consider the Stokes problem{−div(aε∇uε)−∇pε = f in Ω,
div(uε)= 0 in Ω,
uε = 0 on ∂Ω,
(2.3)
which admits a unique solution (uε,pε) in H 10 (Ω;R3)× L2(Ω)/R (since the pressure is
defined up to an additive constant). In (2.3) aε represents the viscosity of the fluids which
is equal to αε  1 in the cylinders set ωε and equal to 1 outside. The asymptotic behavior
is given by the first homogenization result.
Theorem 2.1. We assume that the rescaled radius rε and the cylinders viscosity αε satisfy
the conditions
lim
ε→0
2π
ε2| ln rε| = γ ∈ ]0,+∞[ and limε→0πr
2
ε αε = κ ∈ ]0,+∞[. (2.4)
(i) Then, there exists a representative pε of the pressure and a function p in L2(Ω) such
that
pε ⇀ p weakly in H−1(Ω). (2.5)
But, in general the pressure pε is not bounded in L2(Ω)/R.
(ii) Moreover, the solution uε of (2.3) weakly converges in H 1(Ω;R3) to u which is the
first component of the solutions of the coupled system:
−u+ γ J (u− v)−∇q = f in Ω,
−κK ∂
2v
∂x23
+ γ J (v − u)= 0 in Ω,
div(u)= 0 in Ω,
u= 0 on ∂Ω,
v(x ′,0)= v(x ′,1)= 0 in Ω ′, x ′ = (x1, x2),
(2.6)
where the pressure q is linked to the limit pressure p by:
q = p− κ
2
∂v3
∂x3
, (2.7)
and J,K are the diagonal matrices defined by:
J :=
 12 0 00 12 0
0 0 1
 and K :=
1 0 00 1 0
0 0 32
 . (2.8)
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Remark 2.2. There exists a unique solution (u, v, q) of system (2.6) in the Hilbert spaceH 10
(
Ω;R3)×L2(Ω ′;H 10 (]0,1[;R3))×L2(Ω)/R.
Indeed, let F be the quadratic functional defined on the Hilbert space H by:
H := {ϕ ∈H 10 (Ω;R3) ∣∣ div(ϕ)= 0}×L2(Ω ′;H 10 (]0,1[;R3)),
F (ϕ,ψ) :=
∫
Ω
|∇ϕ|2 +
∫
Ω
κK
∂ψ
∂x3
· ∂ψ
∂x3
+
∫
Ω
γJ (ϕ−ψ) · (ϕ −ψ). (2.9)
Since κ > 0, F is continuous and coercive with respect to the norm ‖∇ϕ‖L2(Ω) +
‖∂ψ/∂x3‖L2(Ω) on H. Therefore, 12F(ϕ,ψ) −
∫
Ω f · ϕ has a unique minimizer (u, v)
which is the solution of the corresponding Euler equation (2.6).
Remark 2.3. As in the conductivity case (see [5,8,13,15,20]) the homogenization of the
Stokes equations with high viscosity induces nonlocal effects through the coupling between
the functions u and v. Indeed, by proceeding as in [5] using the fact that the matrices J,K
are diagonal, the second equation of (2.6) can also read as
v(x)=
1∫
0
G(x3, t)u(x
′, t)dt, (2.10)
where G(s, t) is the diagonal matrix-valued function solution of−κK ∂
2G(s, t)
∂s2
+ γ JG(s, t)= γ J δt in ]0,1[,
G(0, t)=G(1, t)= 0,
(2.11)
and δt is the Dirac mass at point t (each component of the kernel G can be explicitly
computed, see [5] for details). This combined with the first equation of (2.6) leads to the
nonlocal problem satisfied by u:
−u+ γ Ju− γ J
1∫
0
G(x3, t)u(x
′, t)dt −∇q = f in Ω,
div(u)= 0 in Ω,
u= 0 on ∂Ω.
(2.12)
However, the homogenization of the Stokes equations also induces a new phenomenom
at the level of the pressure. Indeed, the pressure q of the limit problem (2.6) is different of
the weak limit p of the pressure pε in H−1(Ω). The difference between the two pressures,
which is equal to − κ2 ∂v3∂x3 by (2.7), can be considered as an extra pressure resulting from
the high viscosity of the fluid in the cylinders.
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The second homogenization result concerns the extremal cases: γ, κ ∈ {0,+∞}.Theorem 2.4. (i) Assume that γ = 0 or κ = 0. Then, the limit of problem (2.3). is the Stokes
problem: {−u−∇q = f in Ω,
div(u)= 0 in Ω,
u= 0 on ∂Ω.
(2.13)
(ii) Assume that γ = κ = +∞. Then, the solution uε of (2.3) weakly converges to 0
in H 1(Ω;R3).
(iii) Assume that γ =+∞ and κ <+∞. Then, the limit of problem (2.3) is the Stokes
problem: 
−u− κK ∂
2u
∂x23
−∇q = f in Ω,
div(u)= 0 in Ω,
u= 0 on ∂Ω,
(2.14)
where K is the diagonal matrix of (2.8) and the pressure q is linked to p by:
q = p− κ
2
∂u3
∂x3
. (2.15)
(iv) Assume that γ ∈ ]0,+∞[ and κ = +∞. Then, the limit of problem (2.3) is given
by: {−u+ γ Ju−∇q = f in Ω,
div(u)= 0 in Ω,
u= 0 on ∂Ω,
(2.16)
where J is the diagonal matrix of (2.8) and q ∈L2(Ω)/R.
Remark 2.5. In case (i) either the cylinders radius is too small or the cylinders viscosity is
not high enough to induce any particular effect.
In case (ii) the cylinders radius is large enough and the cylinders viscosity is very high.
Therefore, the Stokes problem (2.3) degenerates at the limit to the equation u= 0.
In case (iii) the cylinders radius is large enough and the cylinders viscosity is not very
high. Therefore, no coupling appears, i.e., v = u, and the limit problem (2.14) is a classical
Stokes problem with an extra viscosity term in the cylinders direction.
In case (iv) the cylinders radius is critical and the cylinders viscosity is very high.
Therefore, the coupling vanishes, i.e., v = 0, and the limit problem (2.16) is a law
of Brinkman type. This kind of result has already obtained by Allaire [1] by the
homogenization of the Stokes problem in a perforated domain with Dirichlet boundary
condition on the holes. Here, the holes are the thin cylinders of the set ωε . This similarity
of behavior is not surprising since very high viscosity in the set ωε combined with Dirichlet
boundary condition on ∂Ω is equivalent to the Dirichlet condition in the whole set ωε .
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3. Proof of the theorems3.1. Proof of Theorem 2.1
The proof of Theorem 2.1 is divided in four main steps which compose the subsections
of this section.
In the first step we establish some a priori estimates satisfied by the velocity uε as well
as the rescaled velocity vε in the cylinders set ωε (2.1), defined by:
vε := 1ωε
πr2ε
uε. (3.1)
As in [5,8] this sequence induces the coupling term in limit (2.6).
In the second step we prove that the pressure pε (up to a suitable additive constant) is
bounded in H−1(Ω). This result is based on the isomorphism property of the divergence
operator combined with a fine estimate of the averaged-value of a function over the thin
cylinder Qrε (Lemma 3.1 below). We conclude this step by one of the key-ingredient as
well as the less evident part of the proof (see Proposition 3.2) which allows us to pass to
the limit (in the distributions sense) in a product of type pεVε(x/ε) where Vε is a suitable
Y ′-periodic function. An immediate consequence of this result is that the pressure pε is
generally not bounded in L2(Ω). Therefore, the H−1-estimate of the pressure is in some
sense optimal.
In the third step we study the properties of three Y ′-periodic divergence free functions
V 1,ε, V 2,ε, V 3,ε which are respectively associated to the orthogonal directions e1, e2, e3
of R3. On the first hand, V 1,ε, V 2,ε are the test functions introduced by Allaire [1] for the
homogenization of the two-dimensional Stokes equations in the two dimensions perforated
domain obtained by taking the section of Ω\ωε by the plan x3 = 0, with Dirichlet boundary
condition on the holes. On the other hand, the function V 3,ε is strongly linked to the
capacitary function introduced in [8] for the homogenization of the conductivity problem
related to (2.3). We recall some estimates satisfied by the functions V k,ε and we prove
some new ones (Lemma 3.3 below).
In the fourth step we use the rescaled test functions ϕV k,ε(x/ε), for ϕ ∈ D(Ω), in
order to obtain the first equation of the limit problem (2.6). Then, we use the test functions
ϕ(V k,ε(x/ε)− ek) for the second equation of (2.6). This second part is more delicate since
we have to prove that only the derivative of v with respect to the x3 plays a role. In this
step the pressure terms are controlled thanks to the result of Proposition 3.2.
In the sequel c denotes a suitable positive constant which may vary from estimate to
estimate. Moreover, all the convergences hold true up to subsequences of ε. However,
since the limit problem has a unique solution the convergences hold actually for the whole
sequence.
3.1.1. First step: some a priori estimates
One the one hand, by putting the divergence free function uε ∈ H 10 (Ω;R3) as test
function in the Stokes equations (2.3) we have:
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aε|∇uε|2 =
∫
f · uε  c‖∇uε‖L2(Ω)  c
∥∥√aε∇uε∥∥L2(Ω)
Ω Ω
which implies the a priori estimate,
‖uε‖L2(Ω) +
∥∥√aε∇uε∥∥L2(Ω)  c. (3.2)
An immediate consequence of (3.2) is that the sequence uε satisfies (up to a subsequence)
the following convergences
uε ⇀ u weakly in H 10
(
Ω;R3) and uε → u strongly in L2(Ω;R3) (3.3)
and u is clearly a divergence free function.
Now, let us study the sequence vε defined by (3.1). On the one hand, by integrating
along x3-parallel lines in each cylinder of ωε and by using the Dirichlet condition satisfied
by uε , we obtain that vε satisfies the estimate∫
Ω
|vε| c
r2ε
∫
ωε
∣∣∣∣∂uε∂x3
∣∣∣∣
and by the Cauchy–Schwarz inequality we have:
‖vε‖L1(Ω) 
c
rε
‖∇uε‖L2(ωε) =
c√
αεr2ε
∥∥√aε∇uε∥∥L2(ωε). (3.4)
Estimate (3.4) combined with estimate (3.2) and assumption (2.4) implies that vε is
bounded in L1(Ω;R3), whence (up to a subsequence) the weak ∗ convergence in the
measures sense
vε ⇀ v weakly∗ inM(Ω;R3). (3.5)
On the other hand, let ϕ be a function in C1(Ω;R3). By integrating by parts in each
cylinder of ωε and by using assumption (2.4) we obtain:∫
Ω
v · ∂ϕ
∂x3
= lim
ε→0
1
πr2ε
∫
ωε
uε · ∂ϕ
∂x3
=− lim
ε→0
1
πκ
∫
ωε
αε
∂uε
∂x3
· ϕ,
whence, by the Cauchy–Schwarz inequality and estimate (3.2), the inequality
∣∣∣∣ ∫
Ω
v · ∂ϕ
∂x3
∣∣∣∣ c lim sup
ε→0
(∫
−
ωε
ϕ2
)1/2
,
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while the continuity of ϕ in Ω yieldslim
ε→0
(∫
−
ωε
ϕ2
)
=
∫
−
Ω
ϕ2. (3.6)
Therefore, we obtain that for any ϕ ∈C1(Ω;R3),∣∣∣∣ ∫
Ω
v · ∂ϕ
∂x3
∣∣∣∣ c‖ϕ‖L2(Ω), (3.7)
where the constant c is independent of ϕ.
Moreover, by again integrating along x3-parallel lines and by using the Cauchy–
Schwarz inequality we have:
∫
ωε
|uε|2 =
∫
ωε
( x3∫
0
2uε · ∂u
ε
∂x3
dt
)
 2√
αε
(∫
ωε
|uε|2
)1/2(∫
ωε
αε
∣∣∣∣∂uε∂x3
∣∣∣∣2)1/2
which combined with (3.2) yields the estimate,∫
ωε
|uε|2 = O(α−1ε ). (3.8)
Finally, by proceeding as for the proof of (3.7) with (2.4), (3.8) and (3.6), we obtain that
there exists a positive constant c such that for any ϕ ∈C1(Ω;R3),∣∣∣∣ ∫
Ω
vϕ
∣∣∣∣ c‖ϕ‖L2(Ω). (3.9)
Both estimates (3.9) and (3.7) thus imply that v actually belongs toL2(Ω ′;H 10 (]0,1[;R3)).
This property of v combined with new integrations by parts also yield the weak
convergence
1ωε
πr2ε
∂uε
∂x3
⇀
∂v
∂x3
weakly∗ inM(Ω;R3). (3.10)
3.1.2. Second step: estimate of the pressure
We consider a fixed function θ0 ∈ D(Ω) such that
∫
Ω θ0 = 1. Since the pressure is
defined up to an additive constant we can replace pε by pε −
∫
Ω θ0pε in such a way that
∀ε > 0,
∫
Ω
θ0pε = 0. (3.11)
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Let ϕ ∈ D(Ω). The function ϕ − θ0
∫
Ω ϕ belongs to D(Ω) and has a zero Ω-averagedvalue. Then, by an integral representation (which holds for any domain starlike with respect
to an open ball, and thus for the cylinderΩ) of the solution of the divergence equation, due
to Bogovskii [7] (see also [4]), there exists Φ ∈D(Ω;R3) such that
div(Φ)= ϕ − θ0
∫
Ω
ϕ in Ω, ‖Φ‖H 1(Ω)  c‖ϕ‖L2(Ω),
‖Φ‖H 2(Ω)  c‖ϕ‖H 1(Ω), (3.12)
where the constant c is independent of the function ϕ. Putting the function Φ of (3.12) in
the Stokes equations yields:∫
Ω
aε∇uε : ∇Φ +
∫
Ω
pε div(Φ)=
∫
Ω
f ·Φ,
whence by (3.11), (3.12) and the definition (2.2) of aε ,∣∣∣∣ ∫
Ω
pεϕ
∣∣∣∣= ∣∣∣∣ ∫
Ω
pε div(Φ)
∣∣∣∣ c‖Φ‖H 1(Ω) + c∣∣∣∣ ∫
ωε
αε∇uε : ∇Φ
∣∣∣∣.
Then, by the a priori estimate (3.2) we obtain (denoting by −∫ the averaged value),∣∣∣∣ ∫
Ω
pεϕ
∣∣∣∣ c‖Φ‖H 1(Ω) + c√αεr2ε (∫−
ωε
|∇Φ|2
)1/2
, (3.13)
where the constant c is independent both of ϕ and ε. Now, we need the following result.
Lemma 3.1. There exists a constant c > 0 such that for any function V in H 1(Y ′),∫
−
Qrε
V 2  c
∫
Y ′
V 2 + c| ln rε|
∫
Y ′
|∇V |2. (3.14)
By integrating estimate (3.14) with respect to the variable y3 and by ε-rescaling it we
obtain: ∫
−
ωε
|∇Φ|2  c
∫
Ω
|∇Φ|2 + cε2| ln rε|
∫
Ω
∣∣∇2Φ∣∣2,
which combined with (3.13) and the H 2-estimate of (3.12) yields∣∣∣∣ ∫
Ω
pεϕ
∣∣∣∣ c(1+√αεr2ε +√αεr2ε √ε2| ln rε|)‖ϕ‖H 1(Ω), (3.15)
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where the constant c is independent of both ϕ and ε. Therefore, by taking into account
assumption (2.4) (κ < +∞ and γ > 0) estimate (3.15) shows that the pressure pε is
bounded in H−1(Ω). We can thus assume that pε weakly converges to some p in H−1(Ω)
(up to a subsequence).
It remains to prove that p actually belongs to L2(Ω). Let ϕ ∈ D(Ω). Since the
function Φ satisfying (3.12) belongs to D(Ω;R3), ∇Φ is in particular continuous in Ω .
Whence, by using an uniform approximation of |∇Φ|2 by a piecewise constant function,
we obtain:
lim
ε→0
(∫
−
ωε
|∇Φ|2
)
=
∫
−
Ω
|∇Φ|2. (3.16)
Then, passing to the limit in (3.13) using (3.16), κ <+∞, and the H 1-estimate of (3.12)
yields
∣∣〈p,ϕ〉H−1(Ω),H 10 (Ω)∣∣ c‖Φ‖H 1(Ω)  c‖ϕ‖L2(Ω) for any ϕ ∈D(Ω), (3.17)
where the constant c is independent of ϕ, which implies that p belongs to L2(Ω).
The H−1-estimate of the pressure pε is not sufficient to control the terms of pressure.
We need to evaluate the asymptotic behavior of the pressure against oscillating test
functions which only weakly converge in L2(Ω). It is the aim of the following result.
Proposition 3.2. Let Vε be a Y ′-periodic function in L2(Y ′) such that∫
Y ′
Vε = 0, Vε = τε in Qrε and ‖Vε‖L2(Y ′)−→
ε→0 0, (3.18)
where τε is a constant. We also assume that, for a given R ∈ ]0,1[, there exists a
measurable function hε : ]0,R[→R+ such that the function gε(r, θ) := Vε(r cosθ, r sin θ)
satisfies:
|gε| +
∣∣∣∣∂gε∂θ
∣∣∣∣ hε in ]0,R[ × ]−π,π[ with
R∫
0
h2ε(r)r dr = o
(
1
| ln rε|
)
. (3.19)
(i) Then, there exists a vector-valued function Wε in H 1# (Y ′;R2) such that
div(Wε)= Vε in D′
(
R
2), Wε(y)= 1
2
τεy if y ∈Qrε and
‖Wε‖H 1(Y ′) → 0. (3.20)
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(ii) Moreover, if τε → τ the rescaled function Vε(x/ε) (independent of x3) satisfies the
weak convergence,
pεVε
(
x
ε
)
⇀
1
2
τκ
∂v3
∂x3
in D′(Ω), (3.21)
where κ is defined by (2.4) and v by (3.5).
In the next subsection we give several examples of sequences Vε satisfying the
assumptions of Proposition 3.2. Since, by assumption, such a sequence Vε strongly
converges to 0 in L2(Y ′), the weak convergence (3.21) thus implies that pε cannot be
bounded in L2(Ω) as soon as v3 depends on x3, or equivalently u3 by the second equation
of (2.6).
3.1.3. Third step: three test functions
The aim of this step is to introduce periodic and divergence free test functions
whose the properties induce the coupling effect in the limit problem (2.6). The two first
functions V 1,ε, V 2,ε are the solutions of the Stokes problem in the annulus Q1 \Qrε . They
were used by Allaire [1] in the homogenization of the two dimensions Stokes problem in a
domain periodically perforated by holes of size εrε . The third one V 3,ε is harmonic in the
annulus Q1 \Qrε . It is strongly linked to the capacitary function used in [8] to prove the
nonlocal effects in the homogenization of the conductivity problem associated to (2.3).
Let (e1, e2, e3) be the canonic basis of R3. Denoting by r =
√
y21 + y22 the radial
coordinate and by er = (cosθ, sin θ,0) the radial vector in cylindrical coordinates, we
define the functions (independent of the variable y3) V k,ε of H 1# (Y ′,R3) and Pk,ε of
L2#(Y
′), for k = 1,2, by:
V k,ε(y) :=
ykrFε(r)e
r +Gε(r)ek if rε < r < 1,
0 if r  rε,
ek if r  1,
(3.22)
Pk,ε(y) :=
{
ykHε(r) if rε < r < 1,
0 elsewhere, (3.23)
where 
Fε(r) := Aε
r2
+ Bε
r4
+Cε,
Gε(r) := −Aε ln r − Bε2r2 −
3
2
Cεr +Dε,
Hε(r) := 2Aε
r2
− 4Cε.
(3.24)
The constants Aε,Bε,Cε,Dε are choosen in such a way that the continuity of the
functions V k,ε holds, which is equivalent to Fε(1)= Fε(rε)=Gε(rε)= 0 and Gε(1)= 1
and which yields
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ε
Bε = −r
2
ε
ln rε
(
1+ o(1)),
Cε = −1ln rε
(
1+ o(1)),
Dε = 1+O
(
1
ln rε
)
.
(3.25)
We also define the functions V 3,ε of H 1# (Y,R3) by:
V 3,ε := V̂εe3 and V̂ε(y) :=

ln rε − ln r
ln rε + ln 2 if rε < r <
1
2
,
0 if r  rε,
1 if r  1
2
.
(3.26)
Lemma 3.3. The vector-valued functions V k,ε , for k = 1,2,3, satisfy the following
properties:
div
(
V k,ε
)= 0 in D′(R3), (3.27)
∥∥V k,ε − ek∥∥
L2(Y ′) = O
(
1
| ln rε|
)
and
∥∥∇V k,ε∥∥
L2(Y ′) = O
(
1√| ln rε|
)
. (3.28)
Set P3,ε := 0. The functions Pk,ε , for k = 1,2,3, satisfy the following estimate:
∫
Y ′
Pk,ε = 0 and ‖Pk,ε‖L2(Y ′) = O
(
1√| ln rε|
)
. (3.29)
Moreover, there exists a positive constant C such that, for any function V in H 1(Y ′;R3),
the following estimate holds (denoting by −∫ the averaged value),
∣∣∣∣ ∫
Y ′
∇V k,ε : ∇V −
∫
Y ′
Pk,ε div(V )− γk,εek ·
( ∫
−
Y ′\QRk
V −
∫
−
Qrε
V
)∣∣∣∣
 C| ln rε|
(
‖∇V ‖L2(Y ′) +
1
rε
‖∇V ‖L2(Qrε )
)
, (3.30)
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whereγk,ε
ε2
∼
ε→0

π
ε2| ln rε| if k = 1,2,
2π
ε2| ln rε| if k = 3,
−→
ε→0 γk :=
{ γ
2
if k = 1,2,
γ if k = 3,
(3.31)
and Rk := 1 if k = 1,2, R3 := 1/2.
3.1.4. Fourth step: determination of the limit problem
The first equation of (2.6). We will use the rescaled test functions vk,ε , k = 1,2,3, defined
by:
vk,ε(x) := V k,ε
(
x
ε
)
, x ∈Ω. (3.32)
Let ϕ ∈D(Ω). By putting the function ϕvk,ε , which is zero in the set of cylinders ωε , in
the Stokes problem (2.3) we obtain since vk,ε is divergence free,
∫
Ω
∇uε : (vk,ε ⊗∇ϕ)+ ∫
Ω
∇uε : ∇vk,εϕ +
∫
Ω
pεv
k,ε · ∇ϕ =
∫
Ω
f · vk,εϕ,
whence by the weak convergence (3.3) of uε combined with first estimate of (3.28),
∫
Ω
∇u : (ek ⊗∇ϕ)+ ∫
Ω
∇uε : ∇vk,εϕ +
∫
Ω
pεv
k,ε · ∇ϕ =
∫
Ω
f · ekϕ + o(1). (3.33)
On the one hand, we have to study the second term of (3.33). Let w ∈H 10 (Ω;R3). Set
∇′w :=
(
∂w
∂x1
,
∂w
∂x2
,0
)
, (div)′(v) := ∂v1
∂x1
+ ∂v2
∂x2
,
pk,ε(x) := 1
ε
Pk,ε
(
x
ε
)
, k = 1,2,3,
and for any subset Z of Y ′, denote by 1Z the characteristic function of Z extended by
periodicity on R2 and by independence of x3 on R3.
By integrating estimate (3.30) with respect to the variable y3, by ε-rescaling it in each
cell (εj + εY ), j ∈ Z3, with the function V (y) :=w(εk + εy) and by summing over j , we
obtain the estimate:
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Ω Ω
−
∫
Ω
γ k,ε
ε2
ek ·
( 1Y ′\QRk
|Y ′ \QRk |
(
x
ε
)
− 1Qrε|Qrε |
(
x
ε
))
w
∣∣∣∣
 cε5/2
∑
j∈Z3
(
‖∇w‖L2(εk+εY )+
1
rε
‖∇w‖L2(εk+ε(Qrε×]0,1[))
)
 cε
(
‖∇w‖L2(Ω) +
1
rε
‖∇w‖L2(ωε)
)
by the Cauchy–Schwarz inequality. (3.34)
Since vk,ε and pk,ε are independent of x3 and w = 0 on ∂Ω , we have:
∇′vk,ε : ∇′w=∇vk,ε : ∇w and
∫
Ω
pk,ε(div)′(w)=
∫
Ω
pk,ε div(w),
whence (3.34) reads as
∣∣∣∣ ∫
Ω
∇vk,ε : ∇w−
∫
Ω
pk,ε div(w) −
∫
Ω
γ k,ε
ε2
ek ·
( 1Y ′\QRk
|Y ′ \QRk |
(
x
ε
)
− 1Qrε|Qrε |
(
x
ε
))
w
∣∣∣∣
 cε
(
‖∇w‖L2(Ω) +
1
rε
‖∇w‖L2(ωε)
)
. (3.35)
Let ϕ ∈D(Ω) and set w := ϕuε . First, by estimates (2.4), (3.2) and (3.8) we have:
∥∥∇(ϕuε)∥∥
L2(Ω) +
1
rε
∥∥∇(ϕuε)∥∥
L2(ωε)
= O(1).
Second, since uε is divergence free and strongly converges to u in L2(Ω;R3), and
since pk,ε weakly converges to 0 in L2(Ω) thanks to estimates (3.29), we have:∫
Ω
pk,ε div(ϕuε)=
∫
Ω
pk,ε∇ϕ · uε−→
ε→0 0.
Third, since ∇vk,ε(x) = 1
ε
∇V k,ε(x/ε) weakly converges to 0 in L2(Ω;R3×3) thanks to
estimates (3.28), we have:∫
Ω
∇vk,ε : ∇(ϕuε)=
∫
Ω
∇vk,ε : ∇uεϕ + o(1).
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Therefore, by taking into account the three previous results and the definition (3.1) of vε
in estimate (3.35), we obtain:
∫
Ω
∇vk,ε : ∇uεϕ −
∫
Ω
γ k,ε
ε2
ek ·
( 1Y ′\QRk
|Y ′ \QRk |
(
x
ε
)
uε − vε
)
ϕ−→
ε→0 0,
which combined with limit (3.31), theL2-weak convergence of
1Y ′\QRk|Y ′\QRk | (
x
ε
) to 1, the strong
convergence (3.3) of uε and the weak convergence (3.5) of vε yields∫
Ω
∇vk,ε : ∇uεϕ−→
ε→0
∫
Ω
γke
k · (u− v)ϕ. (3.36)
On the other hand, we have to study the pressure term of (3.33). Thanks to
definition (3.22) and estimate (3.28) we can apply the result of Proposition 3.2 to each
function
Vε :=
(
V k,ε − ek) · ej − ∫
Y ′
(
V k,ε − ek) · ej , for j, k = 1,2,3.
Since V k,ε is equal to 0 in Qrε and strongly converges to ek in L2(Y ′), we have in Qrε ,
Vε = τε := −ek · ej + o(1) → τ := −ek · ej . Then, (3.21) combined with the H−1-
convergence of the pressure (2.5) yields for any k = 1,2,3,∫
Ω
pε
(
vk,ε − ek) · ∇ϕ−→
ε→0 −
κ
2
∫
Ω
∂v3
∂x3
∂ϕ
∂xk
, (3.37)
which again combined with the H−1-convergence of the pressure implies that∫
Ω
pεv
k,ε · ∇ϕ−→
ε→0
∫
Ω
(
p− κ
2
∂v3
∂x3
)
∂ϕ
∂xk
=
∫
Ω
q
∂ϕ
∂xk
by (2.7). (3.38)
Finally, by passing to the limit ε→ 0 in (3.33) thanks to (3.36) and (3.38) we obtain the
equality, ∫
Ω
∇u : (ek ⊗∇ϕ)+ ∫
Ω
γke
k · (u− v)ϕ +
∫
Ω
q
∂ϕ
∂xk
=
∫
Ω
f · ekϕ,
which is, by definition (3.31), the variational form of the kth component of the first equation
of (2.6).
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The second equation of (2.6). Let ϕ ∈ D(Ω). By putting the function ϕ(vk,ε − ek) in
k,εthe Stokes problem (2.3), where v is the test function defined by (3.32) and (3.22), we
obtain since (vk,ε − ek) is equal to −ek in ωε and strongly converges to 0 in L2(Ω;R3),
−
∫
ωε
αε∇uε :
(
ek ⊗∇ϕ)+ ∫
Ω
∇uε : ∇vk,εϕ +
∫
Ω
pε
(
vk,ε − ek) · ∇ϕ−→
ε→0 0,
which combined to convergences (3.36) and (3.37) implies that∫
ωε
αε∇uε :
(
ek ⊗∇ϕ)+ ∫
Ω
γke
k · (v − u)ϕ +
∫
Ω
κ
2
∂v3
∂x3
∂ϕ
∂xk
−→
ε→0 0. (3.39)
It remains to determine the limit of the first term of (3.39). For that we will define a new
test function which is linear in the set ωε . Let λ,µ, ν ∈ R2 and let X be a Y ′-periodic
function in C1# (Y ′;R3) such that
X(y) := (λ · y,µ · y, ν · y) if |y|< 1
2
. (3.40)
We then define the vector-valued function vˇε by:
vˇε(x) := ε
(
1− V̂ε
(
x
ε
))
X
(
x
ε
)
, x ∈Ω, (3.41)
where V̂ε is defined in (3.26). By estimate (3.28) for k = 3, we have:
vˇε → 0 strongly in H 1(Ω;R3) and |vˇε| cε in Ω. (3.42)
Let ψ ∈D(Ω). On the one hand, by putting the function ψvˇε in the Stokes problem (2.3)
and by using (3.42), estimate (3.2) and the H−1-convergence of the pressure (2.5), we
obtain: ∫
ωε
αε∇uε : ∇vˇεψ +
∫
Ω
pε div(vˇε)ψ−→
ε→0 0,
and since V̂ε = 0 in Qrε , the definition (3.41) of vˇε implies that∫
ωε
αε∇uε : ∇X
(
x
ε
)
ψ +
∫
Ω
pε div(vˇε)ψ −→
ε→0 0. (3.43)
On the other hand, by definitions (3.26) and (3.40) div(X)(1 − V̂ε)= (λ1 + µ2)(1 − V̂ε),
whence∫
Ω
pε div(vˇε)ψ =
∫
Ω
pε(λ1 +µ2)
(
1− V̂ε
(
x
ε
))
ψ −
∫
Ω
pε
(
X · ∇V̂ε
)(x
ε
)
ψ.
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Moreover, the function X · ∇V̂ε satisfies (3.18) and (3.19) since |X · ∇V̂ε|  c| ln rε|−1.
We can thus apply Lemma 3.3 to the function Vε := X · ∇V̂ε as well as to the function
Vε := 1 − V̂ε by definition (3.26) and estimate (3.28) for k = 3. Then, convergence (3.21)
implies that ∫
Ω
pε div(vˇε)ψ −→
ε→0
∫
Ω
κ
2
(λ1 +µ2) ∂v3
∂x3
ψ,
which combined to (3.43) yields the limit
∫
ωε
αε∇uε :
(
λ1 λ2 0
µ1 µ2 0
ν1 ν2 0
)
ψ−→
ε→0 −
∫
Ω
κ
2
(λ1 +µ2) ∂v3
∂x3
ψ. (3.44)
We have for any k = 1,2,3,∫
ωε
αε∇uε :
(
ek ⊗∇ϕ)= ∑
j=1,2
∫
ωε
αε∇uε :
(
ek ⊗ ej ) ∂ϕ
∂xj
+
∫
ωε
αε
∂uεk
∂x3
∂ϕ
∂x3
.
Therefore, by applying convergence (3.44) to the two terms with ∂ϕ/∂xj , j = 1,2, and
convergence (3.10) to the term with ∂ϕ/∂x3, we obtain∫
ωε
αε∇uε :
(
ek ⊗∇ϕ)−→
ε→0 −
∫
Ω
κ
2
(1− δk,3) ∂v3
∂x3
∂ϕ
∂xk
+
∫
Ω
κ
∂vk
∂x3
∂ϕ
∂x3
, (3.45)
where δk,3 denotes the Kronecker symbolus. This convergence combined with (3.39)
finally yields: ∫
Ω
κ
∂vk
∂x3
∂ϕ
∂x3
+
∫
Ω
κ
2
δk,3
∂v3
∂x3
∂ϕ
∂xk
+
∫
Ω
γke
k · (v− u)ϕ = 0,
which is the variational form of the second equation of problem (2.6).
3.2. Proof of Theorem 2.4
3.2.1. The case κ = 0
Let ϕ be a divergence free function in D(Ω;R3). The Cauchy–Schwarz inequality
combined with the a priori estimate (3.2) implies that∣∣∣∣ ∫
ωε
αε∇uε · ∇ϕ
∣∣∣∣ c√αε|ωε| ‖∇ϕ‖L∞(Ω)−→ε→0 0 since κ = 0. (3.46)
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Then, putting ϕ as a test function in (2.3) and passing to the limit thanks to (3.46) yield:∫
Ω
∇u · ∇ϕ =
∫
Ω
f · ϕ,
which is the variational formulation of the Stokes problem (2.13).
Up to now, we assume that κ > 0.
3.2.2. The case γ =+∞
By estimate (3.30) combined with estimates (3.28), (3.29) and (3.31) we have for any
k = 1,2,3 and V ∈H 1(Y ′;R3),∣∣∣∣ ∫−
Y ′\QRk
Vk −
∫
−
Qrε
Vk
∣∣∣∣ C√| ln rε| ‖∇V ‖L2(Y ′) + Crε ‖∇V ‖L2(Qrε ). (3.47)
By integrating (3.47) with respect to the variable y3 and by ε-rescaling it, we obtain with
the definition (3.1) of vε , for any ϕ ∈D(Ω),∣∣∣∣ ∫
Ω
( 1Y ′\QRk
|Y ′ \QRk |
(
x
ε
)
uεk − vεk
)
ϕ
∣∣∣∣ cε√| ln rε|∥∥∇(ϕuε)∥∥L2(Ω) + cεrε ∥∥∇(ϕuε)∥∥L2(ωε),
and by estimates (3.2) and (3.8) we have:∥∥∇(ϕuε)∥∥
L2(ωε)
 cϕ√
αε
= O(rε) since κ > 0.
The two previous estimates combined with the L2-weak convergence of
1Y ′\QRk|Y ′\QRk | (
x
ε
) to 1,
the strong convergence (3.3) of uε and the weak convergence (3.5) of vε imply that∫
Ω
( 1Y ′\QRk
|Y ′ \QRk |
(
x
ε
)
uε − vε
)
ϕ =
∫
Ω
(u− v)ϕ + o(1)= O
(√
ε2| ln rε|
)
= o(1),
since γ =+∞. Therefore, the weak limit v of vε is equal to the limit u of uε . It remains
to distinguish the cases κ =+∞ and κ <+∞.
If κ =+∞, estimate (3.4) clearly shows that v = 0. We thus obtain u = v = 0 which
establishes the part (ii) of Theorem 2.4.
Now, assume that κ < +∞. The H−1-estimate of the pressure and convergence (2.5)
hold since γ > 0 and κ <+∞. Let k = 1,2,3 and ϕ ∈D(Ω). Putting the function ϕ ek in
the Stokes problem (2.3) and passing to the limit yield:∫
Ω
∇u : (ek ⊗∇ϕ)+ lim
ε→0
∫
ωε
αε∇uε :
(
ek ⊗∇ϕ)+ ∫
Ω
p
∂ϕ
∂xk
=
∫
Ω
f · ekϕ,
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and the previous limit is given by formula (3.45) with v = u since (3.45) holds for κ <+∞
and for any γ > 0. We thus obtain the equality:∫
Ω
∇u : (ek ⊗∇ϕ)+ ∫
Ω
κ
∂uk
∂x3
∂ϕ
∂x3
−
∫
Ω
κ
2
(1− δk,3)∂u3
∂x3
∂ϕ
∂xk
+
∫
Ω
p
∂ϕ
∂xk
=
∫
Ω
f · ekϕ,
which is the variational formulation of (2.14). This proves the part (iii) of Theorem 2.4.
3.2.3. The case γ ∈ ]0,+∞[ and κ =+∞
Since κ =+∞, estimate (3.15) does not allow us to obtain a suitable estimate pressure.
We thus change of strategy by considering the -convergence of the energies. We will
proceed in three steps. In the first step we recall a few results on the -convergence of
quadratic functionals. In the second step, following a suggestion of Braides, we compare
the energy for κ =+∞ to the energy for a fixed κ and to the energy for infinite viscosity
(which corresponds to the Stokes problem with Dirichlet condition in the set ωε). In
the third step we briefly study the homogenization of the Stokes equations with infinite
viscosity by using the boundedness of the pressure established by Allaire [3].
First step. Let us recall a few results concerning the -convergence due to De Giorgi.
For a complete review we refer to [14].
Let d be a positive integer. A family of functionals Fε :L2(Ω;Rd)→ [0,+∞], ε > 0,
is said to -converge to F for the strong topology of L2(Ω;Rd) if, for any sequence (εn)
converging to 0+, one has:
∀u ∈ L2(Ω;Rd), ∀un → u strongly in L2, F (u) lim inf
n→+∞Fεn(u
n),
∀u ∈ L2(Ω;Rd), ∃u¯n → u strongly in L2, F (u)= lim
n→∞Fεn(u¯
n).
(3.48)
Up to now, we restrict ourselves to lower semicontinuous quadratic forms Fε whose the
domain D(Fε) := {u; Fε(u) <+∞} is a closed subset of H 10 (Ω;Rd) and which are equi-
coercive with respect to the H 1-norm, i.e.,
D(Fε)⊂H 10
(
Ω;Rd) and ∀u ∈D(Fε), Fε(u) c‖u‖2H 1(Ω), (3.49)
where the positive constant c is independent of both u and ε. Now, we state two important
results concerning the -convergence which will be useful in the sequel.
The first property is a compactness property. For any sequence Fε satisfying (3.49),
there exists a -convergent subsequence whose the-limit is still equi-coercive. See in [14,
Theorem 10.23, p. 125].
The second property of the -convergence is related to the convergence of minimizers
and minima. Let Fε , F be quadratic forms satisfying (3.49) and which are continuous
on their domain with respect to the H 1-norm. The family Fε -converges to F if and
only if, for any f ∈H−1(Ω;Rd), the minimizer of 12Fε(·)−〈f, ·〉H−1,H 10 onD(Fε)weakly
converges in H 1(Ω;Rd) to the minimizer of 12F(·)− 〈f, ·〉H−1,H 10 on D(F) and
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min
D(F )
(
1
2
Fε(·)− 〈f, ·〉H−1,H 10
)
−→
ε→0 minD(F)
(
1
2
F(·)− 〈f, ·〉H−1,H 10
)
. (3.50)ε
For the “only if” see in [14, Corollary 7.24, p. 84]; the “if” is a consequence of the
compactness property combined with suitable choices of the distribution f .
Second step. Let Fε be the energy associated to the Stokes problem (2.3) and defined on
the space L2(Ω;R3) by:
Fε(u) :=

∫
Ω
aε|∇u|2 if u ∈H 10
(
Ω;R3) and div(u)= 0,
+∞ elsewhere,
(3.51)
let Fκε , for any κ ∈ ]0,+∞[, be the energy defined by:
Fκε (u) :=

∫
Ω
aκε |∇u|2 if u ∈H 10
(
Ω;R3) and div(u)= 0,
+∞ elsewhere,
(3.52)
which is associated to the weaker viscosity ακε of type (2.2) such that πr2ε ακε → κ , and
let Gε be the energy defined by:
Gε(u) :=

∫
Ωε
|∇u|2 if u ∈H 10
(
Ωε;R3
)
and div(u)= 0,
+∞ elsewhere,
(3.53)
where Ωε is defined in (2.1), which is associated to an infinite viscosity in ωε .
On the one hand, it is easy to check that
Fκε  Fε Gε. (3.54)
Since the quadratic forms Fκε ,Fε,Gε clearly satisfy condition (3.49), they -converge (up
to a subsequence) respectively to quadratic forms Fκ,F,G which satisfy by (3.54):
Fκ  F G. (3.55)
On the other hand, by virtue of the convergence of the minimizers and minima (3.50)
the homogenization result of Theorem 2.1 reads in terms of -convergence as
Fκ(u)=

∫
Ω
|∇u|2 + γ J (u− vκ) · u if u ∈H 10
(
Ω;R3) and div(u)= 0,
+∞ elsewhere,
(3.56)
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where vκ is the solution in H 10 (]0,1[;L2(Ω ′)) of the problem:−κK
∂2vκ
∂x23
+ γ J (vκ − u)= 0 in Ω,
vκ(x ′,0)= vκ(x ′,1)= 0 in Ω ′.
(3.57)
Indeed, it is easy to check that the solution of the homogenized problem (2.6) is also the
solution of the Euler equation associated to the minimization of 12F
κ(·) − 〈f, ·〉H−1,H 10
on D(Fκ) and is thus, by uniqueness, the minimizer of 12F
κ(·)− 〈f, ·〉H−1,H 10 on D(F
κ).
Also note that the -convergence of Fκε (3.52) to Fκ (3.56) holds for the whole sequence.
Moreover, it is easy to prove that, for any divergence free u ∈ H 10 (Ω;R3), the
function vκ in (3.57) strongly converges to 0 in L2(Ω;R3) as κ tends to +∞. We then
deduce that Fκ simply converges, as κ →+∞, to the quadratic form:
F∞(u) :=

∫
Ω
|∇u|2 + γ Ju · u if u ∈H 10
(
Ω;R3) and div(u)= 0,
+∞ elsewhere.
(3.58)
Let us now conclude. Assume for the moment that Gε (3.53) -converges to
F∞ (3.58); this will be proved in the next step. Then, by passing to the limit κ →
+∞ in inequalities (3.55) we obtain that F = F∞ and the whole sequence Fε (3.51)
thus -converges to F∞. Therefore, again by the convergence of the minimizers and
minima (3.50) this -convergence implies the part (ii) of Theorem 2.4 since (2.16) and
the Euler equation associated to the minimization of 12F
∞(·) − 〈f, ·〉H−1,H 10 on D(F
∞)
have the same solution.
Third step. Let us prove that Gε -converges to F∞. Thanks to the property on
minimizers and minima (3.50) it is equivalent to prove that the homogenization of the
Euler equation associated to the minimization of 12Gε(·)− 〈f, ·〉H−1,H 10 , i.e.,{−vε −∇qε = f in Ωε,
div(vε)= 0 in Ωε,
vε = 0 on ωε,
(3.59)
where Ωε,ωε are defined in (2.1), leads to problem (2.16).
This homogenization problem was studied by Allaire [1] in the case where the set of
holes ωε is composed of a ε-periodic lattice of tiny balls in any dimension d  2. The
key-ingredient of his proof is a sharp estimate of the pressure. In our context, the balls
are replaced by very thin cylinders. However, thanks to a clever adaptation, also due to
Allaire [3], of the perforation by disks (see the proof of Proposition 2.1.1 of [1] in two
dimensions) to the one by cylinders, the following estimate of the pressure still holds true
‖qε‖L2(Ωε)/R  c. (3.60)
866 M. Briane / J. Math. Pures Appl. 82 (2003) 843–876
We can thus assume that, up to an additive constant and up to subsequence, the extension
2q˜ε of the pressure qε by 0 in ωε weakly converges to some q in L (Ω).
Now, we proceed as in the proof of Theorem 2.1 by considering the test functions vˆk,ε
defined by (3.32) and (3.22). Let k = 1,2,3 and ϕ ∈ D(Ω). By putting the function
ϕvˆk,ε ∈H 10 (Ωε) in the Stokes problem (3.59) we have:∫
Ωε
∇vε : (vˆk,ε ⊗∇ϕ)+ ∫
Ωε
∇vε : ∇vˆk,εϕ +
∫
Ωε
qεvˆ
k,ε · ∇ϕ =
∫
Ωε
f · vˆk,εϕ. (3.61)
First, the a priori estimate satisfied by the sequence vε implies that its extension by 0 in ωε
is a bounded sequence in H 10 (Ω;R3) and thus weakly converges (up to a subsequence) to
some function v in H 10 (Ω;R3). Then, since vˆk,ε strongly converges to ek in L2(Ω;R3),
we have: ∫
Ωε
∇vε : (vˆk,ε ⊗∇ϕ)−→
ε→0
∫
Ω
∇v : (ek ⊗∇ϕ). (3.62)
Second, similarly to convergence (3.36) by taking into account that vε is equal to 0 in ωε ,
we have: ∫
Ωε
∇vε : ∇vˆk,εϕ−→
ε→0
∫
Ω
γke
k · vϕ. (3.63)
Third, the L2-weak convergence of q˜ε and the L2-strong convergence of vˆk,ε to ek imply
that ∫
Ωε
qεvˆ
k,ε · ∇ϕ =
∫
Ω
q˜εvˆ
k,ε · ∇ϕ−→
ε→0
∫
Ω
qek · ∇ϕ. (3.64)
Therefore, passing to the limit in (3.61) owing to (3.62), (3.63) and (3.64) yields∫
Ω
∇v : (ek ⊗∇ϕ)+ ∫
Ω
γke
k · vϕ +
∫
Ω
qek · ∇ϕ =
∫
Ωε
f · ekϕ,
which is the variational form of problem (2.16). This concludes the proof of part (iv) of
Theorem 2.4.
3.2.4. The case γ = 0
We adopt the same strategy than in the previous case. Let γ ∈ ]0,+∞[ and set
r
γ
ε := e−1/(γ ε2). We define the quadratic form Fγε with the same viscosity αε than the
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one of Fε (3.51), but in cylinders of radius εrγε . Since ε2| ln rε| → +∞ and ε2| ln rγε | =
γ1/γ <+∞, we have rε  rε , whence the inequalities (since αε  1),∫
Ω
|∇u|2  Fε(u) Fγε (u) for any u ∈H 10
(
Ω;R3). (3.65)
Set κγ := limε→0 π(rγε )2αε (defined up to a subsequence). Thanks to the previous results
(Theorem 2.1 and the case κ =+∞) we obtain that the sequence Fγε -converges to the
quadratic form Fγ defined by (3.56) if κγ <+∞ and by (3.58) if κγ =+∞. Moreover, it
is easy to check that Fγ simply converges, as γ → 0, to the quadratic form,
F 0(u) :=

∫
Ω
|∇u|2 if u ∈H 10
(
Ω;R3) and div(u)= 0,
+∞ elsewhere.
(3.66)
However, by inequalities (3.65) any cluster point F of the sequence Fε satisfies the limit
inequality
F 0  F  Fγ . (3.67)
Therefore, passing to the limit γ → 0 in (3.67) yields F = F 0 and the sequence Fε thus
-converges to F 0 (3.66). In terms of the convergence of the Euler equations the limit of
problem (2.3) is the Stokes problem (2.13), which concludes the proof of Theorem 2.4.
4. Proof of the auxiliary results
4.1. Proof of Lemma 3.1
Let QR be the disk centered on the origin and of radius R < 1. For any V ∈ C1(Y ′), let
us consider the Fourier development with respect to the polar coordinates,
V (r cosθ, r sin θ)=
∑
n∈Z
an(r)e
inθ for r ∈ ]0,R] and θ ∈ [−π,π].
The Parseval identity yields
∫
−
Qrε
|V |2 = 1
πr2ε
rε∫
0
r dr
π∫
−π
∣∣V (r cosθ, r sin θ)∣∣2 dθ =∑
n∈Z
2
r2ε
rε∫
0
∣∣an(r)∣∣2r dr. (4.1)
Assume for the moment that there exists a constant c > 0 such that, for any function h in
C1(]0,R];C), one has:
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1
rε∫ ∣∣h(r)∣∣2r dr  c R∫ ∣∣h(r)∣∣2r dr + c| ln r | R∫ ∣∣h′(r)∣∣2r dr. (4.2)r2ε
0 0
ε
0
By using (4.2) in (4.1) we obtain:
∫
−
Qrε
|V |2  c
∑
n∈Z
( R∫
0
∣∣an(r)∣∣2r dr + | ln rε| R∫
0
∣∣a′n(r)∣∣2r dr
)
 c
∫
QR
|V |2 + c| ln rε|
∫
QR
|∇V |2,
which implies the desired inequality (3.14).
It remains to prove inequality (4.1). Let h ∈ C1(]0,R[;R) and r ∈ ]0, rε[, we have:
h2(r) 2h2(rε)+ 2
( rε∫
r
h′(s)ds
)2
,
whence by integrating
1
r2ε
rε∫
0
h2(r)r dr  2h2(rε)+ 2
r2ε
rε∫
0
( rε∫
r
h′(s)ds
)2
r dr.
Moreover, by the Cauchy–Schwarz inequality we have:
rε∫
0
( rε∫
r
h′(s)ds
)2
r dr 
rε∫
0
ln
(
rε
r
)
r dr
rε∫
r
(
h′(s)
)2
s ds
 cr2ε
R∫
0
(
h′(r)
)2
r dr for a fixed R,
whence the inequality
1
r2ε
rε∫
0
h2(r)r dr  2h2(rε)+ c
R∫
0
(
h′(r)
)2
r dr. (4.3)
On the other hand, we have:
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h2(r ) 2h2(R)+ 2
( R∫
h′(s)ds
)2
,ε
rε
by the Cauchy–Schwarz inequality we also have:
( R∫
rε
h′(s)ds
)2
 ln
(
R
rε
) R∫
rε
(
h′(s)
)2
s ds  c| ln rε|
R∫
0
(
h′(r)
)2
r dr,
and it is easy to see that
h2(R) c
R∫
R/2
h2(r)r dr + c
R∫
R/2
(
h′(r)
)2
r dr,
whence
h2(rε) c
R∫
0
h2(r)r dr + c| ln rε|
R∫
0
(
h′(r)
)2
r dr.
This combined with inequality (4.3) implies (4.1). Lemma 3.1 is thus proved.
4.2. Proof of Proposition 3.2
Proof of part (i). First, we will build a periodic function W 1,ε in H 1# (Y ′,R2), which is
radial in the disk QR of radius R, W 1,ε(y) := g1ε (r, θ)er , where er is the radial vector, and
which satisfies
div
(
W 1,ε
)= Vε in QR, W 1,ε(y)= 12τεy if y ∈Qrε and∥∥W 1,ε∥∥
H 1(Y ′) → 0. (4.4)
Let us define the function g1ε in QR by:
g1ε (r, θ) :=

1
r
r∫
rε
gε(s, θ)s ds + τεr
2
ε
2r
if r > rε,
1
2
τεr if r  rε.
(4.5)
The function g1ε is continuous since gε is, and W 1,ε belongs to H 1(QR). Moreover, we
have
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W 1,ε(y)= 1
2
τεre
r = 1
2
τεy for y ∈Qrεand
div
(
W 1,ε
)= 1
r
∂
∂r
(
rg1ε (r, θ)
)= gε(r, θ)= Vε in QR.
It remains to prove the strong convergence of W 1,ε in H 1(Y ′). By the estimate (3.19)
satisfied by gε and the Cauchy–Schwarz inequality, W 1,ε strongly converges to 0
in L2(QR). For the gradient estimate we have for any r ∈ ]rε,R[,
∂g1ε
∂r
=− 1
r2
r∫
rε
gε(s, θ)s ds + gε(r, θ)− τεr
2
ε
2r2
,
by estimate (3.19)
π∫
−π
R∫
rε
(
gε(r, θ)− τεr
2
ε
2r2
)2
r dr dθ −→
ε→0 0,
and by applying successively the Cauchy–Schwarz inequality and estimate (3.19)
π∫
−π
R∫
rε
(
1
r2
r∫
rε
gε(s, θ)s ds
)2
r dr dθ  c
R∫
rε
r2 − r2ε
r3
dr
R∫
rε
(
hε(s)
)2
s ds
 c| lnrε|
R∫
rε
(
hε(r)
)2
r dr−→
ε→0 0,
whence, since the integral over ]0, rε[ does not pose any problem,
π∫
−π
R∫
0
(
∂g1ε
∂r
)2
r dr dθ −→
ε→0 0.
Similarly, by again using estimate (3.19) we have:
π∫
−π
R∫
0
(
1
r
g1ε
)2
r dr dθ +
π∫
−π
R∫
0
(
1
r
∂g1ε
∂θ
)2
r dr dθ −→
ε→0 0.
The two previous convergences imply that W 1,ε strongly converges to 0 in H 1(QR).
Moreover, since QR is regular, we can extend W 1,ε in Y ′ \ QR such that the H 1(Y ′)-
norm of the extension is controlled by the H 1(QR)-norm of W 1,ε . Then, by multiplying
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such an extension by a smooth periodic cut-off function which is equal to 1 in QR and 0′ 1,εnear the boundary of the square Y , we obtain a new extension, still denoted by W ,
which belongs to H 1# (Y ′;R2) and satisfies (4.4).
On the other hand, since V ′ε := Vε − div(W 1,ε) is a Y ′-periodic function in L2(Y ′)
with zero Y ′-averaged value, we can build, thanks to the Fourier series, a function W 2,ε
in H 1# (Y ′;R2) such that
div
(
W 2,ε
)= V ′ε in D′(R2) and ∥∥W 2,ε∥∥H 1(Y ′)  c∥∥V ′ε∥∥L2(Y ′). (4.6)
The last estimate combined with (3.18) and (4.4) implies that W 2,ε also strongly converges
to 0 in H 1(Y ′;R2). However, the function W 2,ε is not necessarily equal to 0 in Qrε and
we thus have to modify it. For that, we will use the following result which is proved at the
end of the section.
Lemma 4.1. Let W be a free divergence vector-valued function inH 1(QR;R2). Then there
exists a matrix-valued function Φ in H 2# (Y ′;R2×2) such that
ΦT =−Φ in Y ′, div(Φ)=W in QR and ‖Φ‖H 2(Y ′)  c‖W‖H 1(QR), (4.7)
where the constant c is independent of the choice of W .
Let us apply Lemma 4.1 to the function W 2,ε . Since W 2,ε strongly converges to 0
in H 1(Y ′;R2), there exists Φε ∈H 2# (Y ′;R2×2) such that
(Φε)T =−Φε in Y ′, div(Φε)=W 2,ε in QR and ‖Φε‖H 2(Y ′)→ 0. (4.8)
We then define the function Wε ∈H 1# (Y ′;R2) by
Wε :=W 1,ε +W 2,ε − div(Φε). (4.9)
By (4.4) and (4.8) we have Wε =W 1,ε + 0 = 12τεy in Qrε . Since Φε is antisymmetric,
div(Φε) is divergence free, whence by (4.6)
div(Wε)= div(W 1,ε)+ div(W 2,ε)+ 0 = div(W 1,ε)+ V ′ε = Vε.
Moreover, the strong convergences of W 1,ε , W 2,ε and Φε yield
‖Wε‖H 1(Y ′) 
∥∥W 1,ε∥∥
H 1(Y ′) +
∥∥W 2,ε∥∥
H 1(Y ′) + c‖Φε‖H 2(Y ′)−→ε→0 0.
The sequence Wε defined by (4.9) thus satisfies the three conditions of (3.21), which
concludes the proof of the part (i) of Proposition 3.2. ✷
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Proof of part (ii). Let wε be the function (independent of the variable x3) defined by
ε ε εw (x) := εW (x/ε), where W satisfies the properties (4.9) of the part (i). Let ϕ ∈D(Ω),
we put the function ϕwε in the Stokes problem (2.3) whence∫
Ω
aε∇uε : ∇(ϕwε)+
∫
Ω
pε div(ϕwε)=
∫
Ω
f · ϕwε−→
ε→0 0.
Since |wε| is bounded by cε in ωε and αε1ωε |∇uε| is bounded in L2(Ω) thanks to
estimates (2.4) and (3.2), and since ‖wε‖L2(Ω) = O(ε), we have:∫
Ω
aε∇uε : (wε ⊗∇ϕ)=
∫
ωε
αε∇uε : (wε ⊗∇ϕ)+
∫
Ω\ωε
∇uε : (wε ⊗∇ϕ)= O(ε),
whence the equality ∫
Ω
aε∇uε : ∇wεϕ +
∫
Ω
pε div(ϕwε)−→
ε→0 0. (4.10)
On the one hand, by the properties (4.9) the sequence wε strongly converges to 0
in H 1(Ω;R3) and ∇wε = 12τε(e1 ⊗ e1 + e2 ⊗ e2) in ωε , whence∫
Ω
aε∇uε : ∇wεϕ =
∫
ωε
αε∇uε : ∇wεϕ + o(1)=
∫
ωε
1
2
τεαε
(
∂uε1
∂x1
+ ∂u
ε
2
∂x2
)
ϕ + o(1).
By taking into account the divergence free of uε and the convergence (3.10) of 1ωε|ωε |
∂uε
∂x3
, we
deduce the limit∫
Ω
aε∇uε : ∇wεϕ =−
∫
ωε
1
2
τεαε
∂uε3
∂x3
+ o(1)−→
ε→0 −
∫
Ω
1
2
τκ
∂v3
∂x3
ϕ. (4.11)
On the other hand, since div(Wε)= Vε , wε strongly converges to 0 in H 1(Ω;R3) and pε
is bounded in H−1(Ω), we have:∫
Ω
pε div(ϕwε)=
∫
Ω
pε div(wε)ϕ+
∫
Ω
pεw
ε · ∇ϕ =
∫
Ω
pεVε
(
x
ε
)
ϕ + o(1).
This result combined with (4.10) and (4.11) implies that, for any ϕ ∈D(Ω),∫
Ω
pεVε
(
x
ε
)
ϕ−→
ε→0
∫
Ω
1
2
τκ
∂v3
∂x3
ϕ,
which yields convergence (3.21) and concludes the proof of Proposition 3.2. ✷
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4.3. Proof of Lemma 4.1First, let W be a divergence free function in H 1(QR;R2) and let X be the function
defined by:
X(y) :=
y2∫
0
W1(y1, t)dt −
y1∫
0
W2(t,0)dt .
By the embedding of H 1(QR) into L2(QR ∩ {y2 = 0}) we have:
X ∈H 1(QR) and ‖X‖H 1(QR)  c‖W‖H 1(QR),
and since div(W)= 0 we have in the distributions sense
∂X
∂y1
=
y2∫
0
∂W1
∂y1
(y1, t)dt −W2(y1,0)=−
y2∫
0
∂W2
∂y2
(y1, t)dt −W2(y1,0)
=−W2(y1, y2),
∂X
∂y2
=W1(y1, y2),
whence
X ∈H 2(QR),
(
∂X
∂y2
,− ∂X
∂y1
)
=W and ‖X‖H 2(QR)  c‖W‖H 1(QR), (4.12)
where the constant c is independent of the function W .
Second, let U be the solution of the Laplace problem:{
U =X in QR,
U = 0 on ∂QR. (4.13)
By the regularity of the solutions of the second-order elliptic problems in a smooth domain
combined with (4.12) we have:
U ∈H 4(QR) and ‖U‖H 4(QR)  c‖W‖H 1(QR),
where the constant c is independent of the function W .
Third, by (4.12) and (4.13) the vector-valued function defined by:
V :=
(
∂U
∂y2
,− ∂U
∂y1
)
satisfies:
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V ∈H 3(QR;R2), div(V )= 0, V =W and
‖V ‖H 3(QR)  c‖W‖H 1(QR), (4.14)
where the constant c is independent of the function W .
Finally, the matrix-valued function defined by:
Φ := curl(V )=
 0
∂V1
∂y2
− ∂V2
∂y1
∂V2
∂y1
− ∂V1
∂y2
0

satisfies, by (4.14), Φ ∈H 2(QR;R2×2) and
ΦT =−Φ, div(Φ)=V −∇(div(V ))=W and ‖Φ‖H 2(QR)  c ‖W‖H 1(QR),
where the constant c is independent of the function W . Now, thanks to the smoothness
of QR we can extend the function Φ outside QR , and, by Y ′-periodicity, in the whole
space in such a way that (4.7) holds true. Lemma 4.1 is thus established.
4.4. Proof of Lemma 3.3
The divergence free property (3.27) is shown in [1] for k = 1,2, and is immediate for
k = 3 since V 3,ε is independent of the variable y3 and is parallel to direction e3.
Estimates (3.28) and (3.29) are deduced from estimates (3.25) by easy but rather long
computations. Very similar computations are detailed in the Annex B of [2].
It remains to prove estimate (3.28). By [1] the functions V k,ε , for k = 1,2, are solutions
of the Stokes equation
−V k,ε +∇Pk,ε = 0 in QRk \Qrε , (4.15)
as well as the function V 3,ε by taking into account P3,ε = 0. Let V ∈ H 1(Y ′,R3). By
putting the function
V − (V k,ε · ek) ∫−
Y ′\QRk
V − (1− V k,ε · ek) ∫−
Qrε
V
in the Stokes equation (4.15) and by integrating by parts, we obtain:∫
Y ′
∇V k,ε : ∇V −
∫
Y ′
Pk,ε div(V )− ξk,ε ·
( ∫
−
Y ′\QRk
V −
∫
−
Qrε
V
)
=
∫
∂QRk
(
∂V k,ε
∂n
− Pk,εn
)
·
(
V −
∫
−
Y ′\QRk
V
)
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+
∫ (
∂V k,ε − Pk,εn
)
·
(
V −
∫
− V
)
,∂Qrε
∂n
Qrε
where ξk,ε :=
∫
Y ′
∇V k,ε∇(V k,ε · ek)− ∫
Y ′
Pk,ε∇
(
V k,ε · ek). (4.16)
By a simple but rather long computation we omit, we obtain ξk,ε = γk,εek where γk,ε
satisfies the asymptotic behavior (3.31).
Finally, by the definitions (3.22) to (3.26) we have:
∣∣∣∣∂V k,ε∂n − Pk,εn
∣∣∣∣

c
| ln rε| on ∂QRk ,
c
rε| ln rε| on ∂Qrε ,
and from the proof of Lemma 1 of [8] we have the estimates:∫
∂QRk
∣∣∣∣V − ∫−
Y ′\QRk
V
∣∣∣∣ c‖∇V ‖L2(Y ′) and ∫
∂Qrε
∣∣∣∣V − ∫−
Qrε
V
∣∣∣∣ c‖∇V ‖L2(Qrε ).
Therefore, by using the previous estimates in equality (4.16) we obtain the desired
inequality (3.30), which concludes the proof of Lemma 3.3.
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