In recent years the concept of emergence has captured significant attention in the field of complex systems. However, the inability to predict and control emergent phenomena prevents us from exploring its full potential. The research effort in this paper focuses on exploring emergent behaviors by proposing a framework for analysis of systems that exhibit such behaviors. The framework provides a platform for simulating and analyzing behaviors in multi-agent system, including detection and classification of emergence into different types. In this paper, we follow the classification of emergent behaviors according to Fromm's taxonomy. In addition, the paper presents a scenario implementation using swarms of Unmanned Aerial Vehicles (UAVs) to demonstrate the applicability of the proposed approach. Since this is a part of on-going research, future direction is also discussed.
INTRODUCTION
Systems with large numbers of components and intricate interactions are pervasive, e.g., natural systems ranging from animal flocks to socio-ecological systems, as well as sophisticated artificial systems such as the Internet and social networks. These systems, commonly termed as Complex Adaptive Systems (CAS), exhibit behaviors from non-linear spatio-temporal interactions among a large number of components and subsystems (Kaisler and Madey 2009) . These interactions may lead to properties, often termed as emergent properties or emergence, that are not derivable from the properties of individual components. Many attempts to define the meaning of emergence have been documented, however, a generally agreed upon definition is still lacking. Many authors, cf. (Fromm 2005 , Holland 2007 , Bonabeau, Dessalles, and Grumbach 1995 , Emmeche, Køppe, Stjernfelt, et al. 2000 , agree that the notion of emergence involves existence of levels in the system. Thus, emergence can be summarized as a characteristic of a system where properties appear at the system (macro) level that were not explicitly implemented but arise dynamically from the interactions between entities at component (micro) level. The taxonomy of different types of emergent behaviors is based on the relationship between these macro and micro levels (O'Toole, Nallur, and Clarke 2014). To establish the theoretical framework for modeling and simulation, it is necessary to establish the taxonomy of emergent behaviors first. The most cited works so far that have explored the classification of emergent behaviors are by Bar-Yam (2004) , Fromm (2005) and Holland (2007) . We are following Fromm's approach SpringSim-MSCIAAS 2017, April 23-26, Virginia Beach, VA (Railsback, Lytinen, and Jackson 2006) . The idea is to model the components of the complex system as agents and study them using iterative simulation. Ontology is also widely used in agent-based modelling and simulation (Christley, Xiang, and Madey 2004 , Moshirpour, Alhajj, Moussavi, and Far 2011 , Teo and Szabo 2008 . However, the existence of any generalized framework for representing and classifying emergent behavior is still lacking. One such attempt is provided in (Paunovski, Eleftherakis, and Cowling 2008) , where an on-going work towards framework for empirical exploration of emergent formations is presented but no classification of emergent behavior is discussed. In this paper, we address this by proposing a framework for representing and simulating systems that exhibit emergence. We refer to these systems as Emergent Behavior Systems (EBS).
The framework provides a structured way for exploration and classification of emergent behaviors through the use of the Web Ontology Language (OWL) and agent-based modeling and simulation. The framework represents two aspects of EBS, i.e. the conceptual model, represented in OWL, and the experimentation model, represented in the simulation software. We study the causal relationship between levels of systems to classify them into different types based on the emergent taxonomy given by Fromm (2005) . As a case study, we choose to study undesirable emergent behaviors in swarms of UAVs. The swarms of autonomous agents such as UAVs can exhibit unpredictable and often undesirable behaviors, for instance, poorly covered or non-covered facilities, saturation, thrashing, and collision. We formulate and implement the persistent surveillance problem (Nigam and Kroo 2008) , where the aim is to generate a trajectory and corresponding control to monitor a search area (Plume) over time, while minimizing the metric of information age. The design of this EBS framework is our very first step towards solving the problem of analyzing and controlling emergent behaviors, which is our ultimate aim. We will be extending this work to provide solution to some of the existing issues related to emergence.
PROPOSED FRAMEWORK -EXPLORING EMERGENT BEHAVIORS
In this section we present the multi-agent simulation framework (Figure 1 ) that consists of two components, Conceptual Modeling and Experimentation. These two components communicate with each other to implement their functionality. The main concepts in the behavior ontology will be mapped to the corresponding objects and functions in the agent-based simulation language. The data collected from the simulation will be imported to the Behavior Ontology for behavior type inference. 
Conceptual Modeling
Since different emergent types have different features, a generic representation formalism is needed in which models of all such behaviors can be specified. In other words, the representation formalism must be able to capture variety of cases of emergence. The conceptual modeling component consists of two modules: Behavior Ontology and Behavior Classifier. In information sciences, "an ontology is a formal naming and definition of the types, properties, and interrelationships of the entities that really or fundamentally exist for a particular domain of discourse" (Gruber 2009) . A formal ontology is the ontology that is represented in a formal language, e.g., OWL. In our EBS framework, a Behavior Ontology is developed in OWL to specify how each agent exists and acts in the environment. In this ontology, the behavior of multi-agent system is represented by a Finite State Machine diagram (FSM). This ontology provides three key features of behavior modelling:1) Support both the modeling of behavior at the system-level and at the component-level, 2) Distinguish internal (component) behaviors and external (between-component) behaviors, and 3) Aggregate the behaviors of the components and their interactions in one model. The main advantage of formal ontology is that they can be used by software agents for automated inference. In Behavior Classifier, OWL reasoners will be used for deriving classifications of behaviors. The main class in our behavior ontology is EmergentBehavior. It has seven subclasses to represent the emergent behavior types (Fromm 2005) . Definitions of different types of emergent behavior are given by the axioms expressed in OWL. For instance, Eq. 1 shows an axiom (using description logic) in the definition of Type IIa. Once the data of system behavior features collected from the simulation are imported to the ontology, OWL reasoners may be able to infer the behavior type automatically.
Experimentation using Simulation
With the given abstract scenario specification (FSM) of the complex system under study as input, the model of an agent and system is designed and simulated using an available simulation platform. We have variety of options that exist in literature (Railsback, Lytinen, and Jackson 2006) . For the purpose of this paper, NetLogo (Tisue and Wilensky 2004 ) is selected as the platform for experimentation as it allows modelling and animation of agent like entities in a simulation environment supported by a scripting language, visual animator and data output mechanisms. The experimentation component consists of three modules: Simulation Engine, Visualizer and Behavior Monitor.
The EBS comprises three elements: agents, their interactions and environment. Simulation Engine models and simulates each of these elements. Figure 2 illustrates agent(s) in EBS. Each agent has a set of attributes that describe the state of the agent and a number of specified policies/rules that define how the agent behaves with respect to the changes in its environment. To model the functioning of the agent, we consider that each agent executes the OODA loop (Observe, Orient, Decide, Act (Boyd 1996) ), shown in Figure 2 . The OODA loop is appropriate for modeling autonomous agents as it provides a rational decision-making process that follows a cycle of observation, orientation, decision making, and action. Multiple agents in the system can all individually run their OODA loops along with interaction with each other. For instance, the Action of an agent can be observed by one or more agents and can in turn influence the decision of the other agents. The behavior model of each agent also uses three types of information: 1) Goal Space: defines the goals of the agent, 2) Action (Policy) Space: defines the actions available to the agent to achieve its goals, and 3) Constraint Space: defines the set of constraints (restrictions) on actions. We will explain these spaces using our persistent surveillance scenario in the following sections. As typically defined in the literature, the environment is an observable medium with which agents interact and is not considered as being an agent in its own right; that is, it is passive and global (it does not actively assert behavior and it potentially affects all agents). The Visualizer provides a visual representation of the simulation. It may be used by the user to detect emergent properties arising at the macro level. NetLogo has a built-in visual animator window that we used to confirm the existence of emergence during simulation. Although visualizer does provide means for the user to detect emergence by visual inspection, we still need automatic computer support. This function is performed by Behavior Monitor. This module detects emergent behaviors by analyzing the global properties generated at macro level of the system (using the data generated by simulation). In literature, many techniques exist to detect emergence, which range from statistical analysis to formal approaches. For the purpose of our current research, variable-based (O'Toole, Nallur, and Clarke 2014, Holland 2007 , Chan 2011 ) is most appropriate choice. Behavior Monitor is also responsible for sending some of the variables from simulation to OWL model so that inference can be performed about the types of observed behaviors (type of emergence or good/bad behavior).
CASE STUDY: PERSISTENT SURVEILLANCE BY SWARMS OF UAVS

Specification of Multi-UAV System
To design a multi-UAV system, we first need to specify how each UAV (agent) exists and acts in the environment. This is represented in the behavior ontology. This description is then transformed and expressed in the language of the simulation engine and is given as input for execution. We currently perform manual conversion of the behavior specifications from OWL to turtles (agents) in NetLogo. The UAVs, U z , z = 1, . . . , N (number of UAVs), operate in a two dimensional (X × Y ) environment, E, where X,Y ∈ N enumerate the cells ((i, j) -coordinate locations) of the environment. We consider a plume, P ⊆ E, as the targeted search area to which UAVs provide persistent surveillance by measuring the environment at each time instant, t. Each measurement covers a subset of the environment S(t) ⊂ E, termed as sensor footprint. Assuming mission starts at t s , initial time, and ends at t f , the final time, a sequence S z (t s ), S z (t s + 1), . . . , S z (t f ), is considered as a path that U z travels by selecting the acceleration, a z , from [a min , a max ]. The total coverage provided by all UAVs at any time instant, t, is given by, S(t) = N z=1 S z (t). The information age of a cell, A i, j (t) i.e., the time elapsed since it was last observed, at location (i, j) is assigned using Equation 2.
The information age of the plume at time t is defined as the sum of the ages of all the cells, I age (P,t) = ∑ i, j A i j (t), (i, j) ∈ P. Thus, the goal is to provide persistent surveillance of the plume by minimizing the metric of information age, formalized as the following optimization problem (χ: characteristic function):
where
In a multi-UAV system, for streamlined movement and interactions among UAVs, we made each UAV to follow four steps of OODA loop. At any time, the action of a UAV agent, as mentioned above, is based on the information associated with (1) Goal Space: the goal in this scenario is to minimize I age , i.e. to solve Eq.3 using the local search optimization method; (2) Action Space: each UAV calculates its next location by measuring its sensor footprint; (3) Constraints Space: for UAV-UAV interaction, three constraints from (Reynolds 1987 ) are applied -separation (maintain minimum distance with neighboring UAV, where neighborhood is defined by sensor footprint), alignment (heading of each UAV is equal to the average heading of the neighboring UAVs), and cohesion (each UAV moves in the direction of the centroid of the neighboring UAVs) constraints.
Simulation and Detection of Types of Emergence
The specified multi-UAV system is simulated in NetLogo simulation environment. The main idea here is to simulate the behaviors of the UAVs such that they fall into the specified types of emergence ( (Fromm 2005)). We simulate two types i.e., type IIa and type IIb of emergent behavior as these are the most interesting with respect to engineering applications. Type IIa refers to emergence where the net feedback from the higher level is negative. For the discussed UAV scenario, this is implemented using the information age metric, i.e., each UAV's motion is constrained by the metric of I age in such a way that it has to move towards the higher value of age at each time instant. Figure 3 (left) shows the simulation where UAVs interact by only following the separation constraint. This results into a desired behavior of the UAVs as the information age decreases with time and stays minimum over time. On the other hand, Type IIb refers to the type where the net feedback from the higher level is positive. For the discussed UAV scenario, we implemented this by adding alignment and cohesion constraints. This results into group formation (right in Figure 3 ), as in boids (Reynolds 1987) , which turns out to be an undesirable behaviors in UAVs as it causes information age to increase with time.
As NetLogo provides just visual inspection of emergence using its built-in animator window, we are also interested in automatic detection of emergence, performed by Behavior Monitor component. To provide mathematical proof of emergence, we use a metric called variety (Holland 2007) . Holland (2007) states that the complexity of the system behavior can be analyzed with respect to the measures of variety and intensity of constraint, where variety relates to the number of control states of a system to the number of variations in control to achieve effective response. Figure 4 illustrates an example of detection of the emergent property formation using the variety metric. As shown, when the groups are formed (undesirable state), variety becomes flat, whereas it fluctuates when no groups are formed (desirable state). The Behavior Monitor component of the framework obtain these plots (using (MATLAB 2016)) using run-time simulation data.
Classifying Behaviors using Inference
In section 2.1, we showed a description logic axiom in the definition of Type IIa. In the behavior ontology, the System class represents the macro level (the UAV flock), the Component class represents the micro level (each UAV). We can see that sendNegativeFeedbackTo is the key property in this axiom. Once the simulation results contain data about the negative feedback from a UAV flock to each UAV, the inference engine will classify this behavior as Type IIa. 
CONCLUSION AND FUTURE DIRECTION
In recent years emergence has captured significant attention from the scientific community. Emergence appears in different forms (positive/negative) and shapes (types) in a variety of systems from simple to the most complex. Thus, there is a need for a mechanism that provides a structured approach for analysis and control of such behaviors. We address this issue by proposing a framework for exploration of emergent behaviors in multi-agent system. The aim is to show that if any EBS, i.e a complex (multi-agent) system exhibiting emergence is represented formally using the framework, it would be easy for a modeler of the system to analyze and study the causal relationships between micro and macro layers. We demonstrated with a case study of swarms of UAVs how this framework can be useful for implementing and classifying emergent behaviors using existing and known approaches in the literature. Since the presented case study is work in progress, the immediate research focus in the upcoming period will be to address issues leading to its completion. To this end, the on-going tasks include: implementation and classification of more types of emergent behaviors, development of automated mapping from FSM to simulation objects, and building the complete ontology and inference with multiple features.
As mentioned, the ultimate aim of our work is to design a mechanism to control undesirable behaviors in CAS (specifically swarms of UAVs). We presented our partial work in (Kogut, Kokar, Singh, and Lu 2016) . Some of the existing issues in the field of emergence that are targeted in our research are: Can we develop a formal model of emergent behaviors? Can we do detection of unexpected undesirable behaviors? Since analyzing features of multi-agent systems suffers from from a high computational complexity due to a high dimensionality of the analysis space, can we find an approach to reduce the complexity? Can we create a complete taxonomy of emergence? Figure 4 : Detection of undesired emergent behavior using variety metric (lower plot).
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