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Resumen
Los algoritmos utilizados en el desarrollo y 
aplicación de grafos hacen uso de recursos 
PHGLEOHV HQ WLHPSR \ HVSDFLR DO HVWXGLR GH
estos costos se le conoce como complejidad 
DOJRUtWPLFD IUHFXHQWHPHQWH VH KDFH XVR GH
cualquier algoritmo al azar sin realizar un análisis 
GH HOORV HQ HO DPELHQWH HQ TXH VH HMHFXWDUiQ
el objetivo del presente artículo es hacer un 
análisis algorítmico en ambientes comunes, con 
HO ¿Q GH JHQHUDU HVWDGtVWLFDV TXH HYLGHQFLHQ OD
FRQYHQLHQFLDGHOXVRGHDOJRULWPRVHVSHFt¿FRV
Palabras clave: Algoritmo, Complejidad 
DOJRUtWPLFD*UDIR
Abstract
7KHDOJRULWKPVDSSOLHGLQWKHJUDSKV¶GHYHORSPHQW
and application, use measurable sources in time 
DQG VSDFH7KLV VXEMHFW FRVWV¶ VWXG\ LV FDOOHG
algorithmic complexity. Frequently algorithms 
are used at random, without any environmental 
analysis, in which they will be executed.The 
SUHVHQWSDSHU¶VREMHFWLYHLVWRPDNHDQDOJRULWKPLF
analysis on different common environments, 
with the purpose to generate information sources, 
which can show the convenience to use any 
VSHFL¿FDOJRULWKP
Keywords: $OJRULWKP &RPSOH[LW\ *UDSK
(I¿FLHQF\2SWLPL]DWLRQ
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I. INTRODUCCIÓN
Para trabajar con algoritmos relacionados con 
grafos y sus aplicaciones es necesario tomar en 
cuenta las ramas de las ciencias de la computación 
que prestan herramientas para realizar análisis 
detallado, describiendo medidas en tiempo y 
HVSDFLRSDUDHYDOXDUODH¿FLHQFLDGHpVWRV
II. ANÁLISIS ALGORÍTMICO
(ODQiOLVLVDOJRUtWPLFRVHSXHGHGH¿QLUFRPRHO
estudio que se realiza sobre un algoritmo para 
determinar si su rendimiento y comportamiento 
FXPSOH FRQ ORV UHTXHULPLHQWRV >@
adicionalmente, permite tomar en cuenta esta 
LQIRUPDFLyQ SDUD GHWHUPLQDU OD H¿FLHQFLD GHO
algoritmo. El objetivo del análisis de algoritmos 
HV FXDQWL¿FDU ODV PHGLGDV ItVLFDV ³WLHPSR GH
ejecución y espacio de memoria” y comparar 
distintos algoritmos que resuelven un mismo 
problema [2]. En el análisis de algoritmos es 
necesario tener en cuenta, inicialmente, que los 
algoritmos construidos deben ser correctos, es 
decir, deben producir un resultado deseado en 
WLHPSR ¿QLWR /RV FULWHULRV SDUD UHDOL]DU HVWD
HYDOXDFLyQ SXHGHQ VHU H¿FLHQFLD SRUWDELOLGDG
H¿FDFLD UREXVWH] HWF >@ (O FRQFHSWR GH
H¿FLHQFLDGHXQDOJRULWPRHVUHODWLYRGDGRTXH
ante dos algoritmos que resuelven el mismo 
SUREOHPDXQRHVPiVH¿FLHQWHTXHRWURVLFRQVXPH
menos recursos, presentándose que algunos dan 
XQDH¿FLHQFLDHQ WLHPSRSHURFRQXQFRQVXPR
alto de recursos, o, por el contrario, un uso óptimo 
de recursos, pero con un tiempo un poco más 
ODUJR'HDFXHUGRFRQpVWRHQPXFKDVRFDVLRQHV
es bastante útil predecir cómo se comportará 
un algoritmo sin llegar a su implementación, es 
decir, analizar el algoritmo matemáticamente. 
III. COMPLEJIDAD ALGORÍTMICA
La teoría de la complejidad computacional es la 
parte de la teoría de la computación que estudia 
los recursos requeridos durante el cálculo para 
resolver un problema [16]. Dado que en las 
ciencias de la computación los algoritmos son la 
herramienta más importante que se presenta, deben 
dar solución a diferentes problemas, con pasos 
FRQFUHWRVFODURV\¿QLWRV&DGDDOJRULWPRDUURMD
XQ FiOFXOR FRUUHFWR D WUDYpV GH OD UHFHSFLyQ GH
datos de entrada y de la generación de información 
de salida [5]. El análisis de complejidad de un 
DOJRULWPRSURGXFHFRPRUHVXOWDGRXQD³IXQFLyQ
de complejidad” [21], que da una aproximación 
GHOQ~PHURGHRSHUDFLRQHVTXHUHDOL]D>@&DGD
algoritmo se puede medir en tiempo y espacio, un 
DOJRULWPRVHUiPiVH¿FLHQWHFRPSDUDGRFRQRWUR
siempre que consuma menos recurso, como el 
WLHPSR\HOHVSDFLRQHFHVDULRVSDUDHMHFXWDUSDUD
esto se realizan ciertas operaciones matemáticas 
TXHLGHQWL¿FDQODH¿FLHQFLDWHyULFDGHOSURJUDPD
a estos estudios se les denomina complejidad 
algorítmica [2].
A. Notación asintótica
Dentro del análisis de complejidad existen 
factores constantes que son poco relevantes y 
SXHGHQVHURPLWLGRVHQODFRPSDUDFLyQGHWDVDV
SDUDWDO¿QVHXWLOL]DODQRWDFLyQDVLQWyWLFD>@/D
H¿FLHQFLDGHXQDOJRULWPRVHSXHGHGH¿QLUFRPR
una función t(n) [20]. Al analizar un algoritmo, 
lo relevante es el comportamiento cuando se 
DXPHQWDHO WDPDxRGH ORVGDWRVHVWRVHFRQRFH
FRPRH¿FLHQFLDDVLQWyWLFDGHXQDOJRULWPR3DUD
describir la notación asintótica se hace uso de las 
PDWHPiWLFDV GH¿QLpQGROD FRPR IXQFLyQ SDUD
FXDOORVQ~PHURVQDWXUDOHV1VRQVXGRPLQLR>@
93Revista Facultad de Ingeniería (Fac. Ing.), Enero-Junio 2014, Vol. 23, No. 36
Simar Enrique Herrera-Jiménez - Octavio José Salcedo-Parra - Adriana Patricia Gallego-Torres
Algunas reglas sobre esta notación son las 
siguientes [8]:
B. Divide y vencerás
Divide y vencerás HV XQD WpFQLFD GH GLVHxR GH
algoritmos que consiste en resolver un problema 
a partir de la solución de subproblemas del mismo 
WLSRSHURGHPHQRUWDPDxR6LORVVXESUREOHPDV
son todavía relativamente grandes se aplicará de 
QXHYRHVWDWpFQLFDKDVWDDOFDQ]DUVXESUREOHPDVOR
VX¿FLHQWHPHQWHSHTXHxRVSDUD VHU VROXFLRQDGRV
GLUHFWDPHQWH HOOR QDWXUDOPHQWH VXJLHUH HO XVR
de la recursión en las implementaciones de estos 
DOJRULWPRV>@/DUHVROXFLyQGHXQSUREOHPDSRU
PHGLRGHHVWDWpFQLFDVHGDDWUDYpVGHPtQLPR
los siguientes pasos:
 'LYLVLyQ ,GHQWL¿FDU ORV VXESUREOHPDV GHO
mismo tipo del problema original y organi
]DUORVHQORVGLIHUHQWHVJUXSRVN
 6ROXFLyQVXESUREOHPDV'HEHQVROXFLRQDU
se de manera independiente todos los sub
problemas que estrictamente son de menor 
tamaño, bien sea de forma directa o de for
ma recursiva.
 6ROXFLyQSUREOHPD'DGDXQD VROXFLyQGH
los subproblemas, articular estas soluciones 
para construir la solución del problema en 
general.
C. Órdenes de complejidad
8WLOL]DQGRODQRWDFLyQDVLQWyWLFDSRGHPRVGH¿QLU
XQ ³RUGHQ GH FRPSOHMLGDG´ EiVLFR >@ GH HVWD
forma enumeramos lo siguiente:
• 
• 
• 
• 
• 
• 
• 
• 
D. Recurrencias
En argumentos lógicos o en algoritmos se presenta 
la necesidad de resolver una sucesión de casos, 
para lo cual, a nivel matemático, normalmente se 
busca estructurar la conexión de cada caso con el 
DQWHULRU/DUHFXUUHQFLDHVXQPpWRGRDVWXWRTXH
busca enlazar cada caso con el anterior, es decir, 
generalizar el procedimiento y que al resolver solo 
el último caso nos permita encontrar la respuesta 
GHORVGHPiVHVGHFLUDO¿QDOVRORQRVTXHGDUi
un primer caso por resolver, del que se deducirán 
todos [9]. En algunos ejemplos se encuentra el 
cálculo de series, sucesiones o recorridos, que 
inicialmente son problemas iterativos, pero a 
WUDYpV GHO HVWXGLR R DQiOLVLV GH FRPSOHMLGDG HV
SRVLEOH SODQWHDU XQD HFXDFLyQ GH UHFXUUHQFLD
uno de los ejemplos nombrados y conocidos es 
el cálculo de la serie de Fibonacci: 1-1-2-3-5-8-
13-21-…
Dentro del manejo dado a las ecuaciones de 
recurrencia, al llevarlas a un proceso algorítmico 
aparece una restricción, consistente en que 
mientras se resuelve el último caso, todo el 
proceso está haciendo uso de un gran espacio de 
PHPRULD \ JHQHUD FRQÀLFWRV HQ HMHFXFLyQ SRU
WDO PRWLYR DQWHV GH KDFHU XVR GH HVWD WpFQLFD
siempre es necesario tener presente esto y tomar 
ODGHFLVLyQGHFRPELQDUODFRQRWURVPpWRGRVGH
solución o presentar otra posible solución desde 
el principio.
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IV. PROGRAMACIÓN DINÁMICA
Cuando se trabaja con algoritmos que buscan 
optimizar procesos, y más aún cuando se trabaja 
con algoritmos de representación en grafos, 
JHQHUDOPHQWH GHVSXpV GH UHDOL]DU HO DQiOLVLV
correspondiente se encuentra que hay necesidad 
GH XWLOL]DU XQ PpWRGR PiV DYDQ]DGR SRU WDO
motivo se hace uso de la programación dinámica 
>@TXHHVXQPpWRGRJHQHUDOGHRSWLPL]DFLyQ
de procesos de decisión por etapas, adecuado 
para resolver problemas cuya solución puede 
caracterizarse recursivamente y en la que los 
subproblemas que aparecen en la recursión se 
VRODSDQ GH DOJ~QPRGR OR TXH VLJQL¿FDUtD XQD
repetición de cálculos inaceptable si se programa 
la solución recursiva de manera directa [10].
En ocasiones, las soluciones presentadas por 
RWURV PpWRGRV GLYLVDQ XQ LQFRQYHQLHQWH HVWR
es, cuando cada uno de los subproblemas se 
solapan entre sí, impidiendo la solución de forma 
independiente de cada uno de ellos, mostrando 
TXH OD UHFXUVLYLGDG QR UHVXOWD H¿FLHQWH SRU OD
UHSHWLFLyQ GH FiOFXORV TXH FRQOOHYD HQ HVWRV
casos, la programación dinámica ofrece una 
VROXFLyQ DFHSWDEOH OD H¿FLHQFLD GH HVWD WpFQLFD
consiste en resolver los subproblemas una sola 
vez, guardando las soluciones para su futura 
utilización [10].
Aplicar la programación dinámica no solo tiene 
VHQWLGR SRU UD]RQHV GH H¿FLHQFLD VLQR SRUTXH
DGHPiVSUHVHQWDXQPpWRGRFDSD]GHUHVROYHUGH
PDQHUDH¿FLHQWHSUREOHPDVFX\DVROXFLyQKDVLGR
DERUGDGDSRURWUDVWpFQLFDV\KDIUDFDVDGR>@/D
programación dinámica tiene mayor aplicación en 
la resolución de problemas de optimización, que, 
generalmente, presentan distintas soluciones, y lo 
TXHEXVFDHVWDWpFQLFDHVHQFRQWUDUODVROXFLyQGH
valor óptimo. La solución de problemas mediante 
HVWD WpFQLFD VH EDVD HQ HO OODPDGR SULQFLSLR
ySWLPR HQXQFLDGR SRU %HOOPDQ HQ  ³(Q
XQD VHFXHQFLD GH GHFLVLRQHV ySWLPDV WRGD VXE
VHFXHQFLDKDGHVHUWDPELpQySWLPD´>@
En grandes líneas, el diseño de un algoritmo de 
programación dinámica consta de los siguientes 
pasos:
1. Planteamiento de la solución como una 
VXFHVLyQGHGHFLVLRQHV\YHUL¿FDFLyQGHTXH
cumple el principio de óptimo.
 'H¿QLFLyQUHFXUVLYDGHODVROXFLyQ
3. Cálculo del valor de la solución óptima 
mediante una tabla en donde se almacenan 
soluciones a problemas parciales para 
reutilizar los cálculos.
 &RQVWUXFFLyQ GH OD VROXFLyQ ySWLPD
haciendo uso de la información contenida 
en la tabla anterior.
A. Funciones con memoria
En la programación dinámica, la solución se basa 
en tener la solución de pequeños subproblemas 
más grandes, construyendo un árbol que nos lleve 
a la solución general del problema [10].
V. ALGORITMOS DE GRAFOS
*HQHUDOPHQWH HO GLVHxDGRU GHO DOJRULWPR R
programador, busca que cada función sea resuelta 
GHIRUPDH¿FLHQWH\DWUDYpVGHODQiOLVLVTXHVH
puede realizar de la forma descrita en el presente 
GRFXPHQWRGH¿QLUFXiOHVHOPpWRGRSRUXWLOL]DU
Al afrontar problemas que tienen una necesidad 
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de optimización y cuya estructura se puede 
GH¿QLUFRPRXQJUDIRFXDOTXLHUDODFRPELQDFLyQ
del desarrollo de estructuras de datos, algoritmos 
de recorridos, algoritmos de búsquedas y la 
programación dinámica indican una cantidad 
de algoritmos ya estudiados y utilizados por 
su optimalidad. Dentro de esos algoritmos se 
encuentran los siguientes [11]:
 $OJRULWPRGH'LMNVWUD2UGHQGHFRPSOHML
GDGRUGHQTXHJHQHUDXQDUHVSXHVWDTXHHQ
problemas complejos de este tipo tiene un 
tiempo de ejecución de no más de 1 segun
do.
 $OJRULWPRGH.UXVNDO2UGHQGHFRPSOHML
dad.
 $OJRULWPR GH )OR\G:DUVKDOO 2UGHQ GH
complejidad.
 $OJRULWPRGH3ULP2UGHQGHFRPSOHMLGDG
 $OJRULWPR GH %HOOPDQ)RUG 2UGHQ GH
complejidad.
 $OJRULWPR GH )RUG)XONHUVRQ 2UGHQ GH
complejidad.
Cada algoritmo de estos presenta un excelente 
rendimiento en determinado ámbito, por lo que 
lo ideal es conocer cuál es el ámbito en el que 
funciona mejor cada uno de ellos.
A. El algoritmo de Dijkstra
En la complejidad, uno de los clásicos problemas 
HV HQFRQWUDU OD UXWD PiV FRUWD HQWUH XQ YpUWLFH
LQLFLDO \ FXDOTXLHUD GH ORV YpUWLFHV GH XQ JUDIR
GDGR (O DOJRULWPR GH 'LMNVWUD SUHVHQWD XQD
solución por etapas, al estilo de la programación 
GLQiPLFDFDGDHWDSDDxDGHXQQXHYRYpUWLFHDO
FRQMXQWRGHYpUWLFHVD ORVTXHVH OHVFRQRFHVX
distancia al origen. Cada ruta obtenida se basa en 
WRPDUHOFDPLQRySWLPRVLSDUD LUGHY
i
 a v
j
 es 
necesario pasar por vN, los caminos vi a vN y vN a vj 
han de ser mínimos.
Algoritmo de Dijkstra en JAVA
public class DijkstraEngine {
publicint[] ejecutar(int[][] grafo, intnodo) {
¿QDOERROHDQYLVLWDGRV>@   QHZ ERROHDQ>JUDIR
length];
¿QDOLQWGLVWDQFLDV&RUWDV>@   QHZ LQW>JUDIR
length]; 
YLVLWDGRV>@ WUXH
IRULQWL LGLVWDQFLDV&RUWDVOHQJWKL^
LI JUDIR>QRGR@>L@    GLVWDQFLDV&RUWDV>L@  
grafo[nodo][i];
HOVHGLVWDQFLDV&RUWDV>L@ ,QWHJHU0$;?B9$/8(
}
IRU LQW L    L  GLVWDQFLDV&RUWDVOHQJWK
L^
¿QDOLQWVLJXLHQWH  
SUR[LPR9HUWLFHGLVWDQFLDV&RUWDVYLVLWDGRV
YLVLWDGRV>VLJXLHQWH@ WUXH
IRULQWM MJUDIR>@OHQJWKM^
¿QDOLQW G   GLVWDQFLDV&RUWDV>VLJXLHQWH@ 
grafo[siguiente][j];
if ( distanciasCortas[j] > d) distanciasCortas[j] 
 GLVWDQFLDV&RUWDV>VLJXLHQWH@JUDIR>VLJXLHQWH@
[j];
} 
}
returndistanciasCortas;
}
SULYDWH VWDWLF LQW SUR[LPR9HUWLFH LQW >@
distanciasCortas, boolean []visitados) {
LQW[ ,QWHJHU0$;B9$/8(
LQW\ 
IRULQWL LGLVWDQFLDV&RUWDVOHQJWKL^
LIYLVLWDGRV>L@		GLVWDQFLDV&RUWDV>L@[^
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\ L
[ GLVWDQFLDV&RUWDV>L@
}
}
return y;
}
}>@
Este algoritmo presenta un orden de complejidad 
de , sin utilizar cola de prioridad, o 
, si se utiliza cola de prioridad, 
\SUHVHQWDXQDVROXFLyQH¿FLHQWHHQFXDQWRDXQ
camino entre dos nodos.
B. El algoritmo de Floyd
Continuando el trabajo con grafos, otra propuesta 
algorítmica es presentada cuando se necesita 
indicar cuál es el camino más corto entre cualquier 
par de nodos. El algoritmo Floyd, dada la matriz 
L de adyacencia del grafo g, calcula una matriz D 
con la longitud del camino mínimo que une cada 
SDUGHYpUWLFHV
Algoritmo de FLOYD en JAVA
VWDWLFLQW>@>@ÀR\G
IRULQWN N QN
{
IRULQWL L QL
^IRULQWM M QM
LIÀR\G>L@>N@ 		ÀR\G>N@>M@ 
IOR\G>L@>M@ IXQFLRQIOR\GIOR\G>L@>M@IOR\G>L@
>N@ÀR\G>N@>M@`
}
SXEOLFVWDWLFLQWIXQFLRQÀR\GLQW$LQW%
{
LI$  		%  
return -1;
HOVHLI$  
return B;
HOVHLI%  
return A;
else if (A>B)
return B;
else return A;
}>@
La complejidad de este algoritmo es . El 
DOJRULWPRUHVXHOYHH¿FLHQWHPHQWHODE~VTXHGDGH
todos los caminos más cortos entre cualesquiera 
nodos.
VI. MPLS
/DEHO6ZLWFKLQJVHEDVDHQDVRFLDUXQDSHTXHxD
HWLTXHWDGHIRUPDWR¿MRFRQFDGDSDTXHWHGHGDWRV
SDUD TXH SXHGD VHU HQYLDGR D WUDYpV GH OD UHG
(VWRVLJQL¿FDTXHFDGDSDTXHWHYHQWDQDRFHOGD
GHEH WHQHU DGLFLRQDOPHQWH DOJ~Q LGHQWL¿FDGRU
que indica los nodos de la red por los cuales debe 
pasar.
(QFDGDVDOWRDWUDYpVGHODUHGHOSDTXHWHHVWi
enviándose, basado en el valor de la etiqueta 
de entrada, y reenviado con un nuevo valor de 
etiqueta. La etiqueta es intercambiada, y los datos 
son conmutados basados en el valor de la etiqueta, 
GDQGR OXJDU D GRV WpUPLQRV ³ODEHOVZDSSLQJ´ \
³ODEHOVZLWFKLQJ´
(QXQDUHG03/6ORVSDTXHWHVVRQHWLTXHWDGRV
por la inserción de una pieza adicional de 
información, llamada shimheaderHVWRIXQFLRQD
entre la cabecera de red y la cabecera de IP [26].
VII. DIJKSTRA Y GMPLS
(O DOJRULWPR GH 'LMNVWUD SUHVHQWD DOJXQDV
PRGL¿FDFLRQHV\VHKDQJHQHUDGRVREUHpOJUDQ
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cantidad de aplicaciones, dentro de las cuales 
podemos nombrar las siguientes:
• Encaminamiento de paquetes por los rou
ters.
• $SOLFDFLRQHVSDUD6LVWHPDVGH,QIRUPDFLyQ
*HRJUi¿FRV
• Reconocimiento del lenguaje hablado.
• (QUXWDPLHQWRGHDYLRQHVWUi¿FRDpUHR
• 7UDWDPLHQWRGHLPiJHQHVPpGLFDV
Cada una de estas aplicaciones tiene su razón 
de ser, por ejemplo, en el encaminamiento de 
paquetes se da que un mensaje puede tardar 
FLHUWDFDQWLGDGGHWLHPSRHQDWUDYHVDUFDGDOtQHD
en este caso, tenemos una red con dos nodos 
especiales, el de inicio y el de llegada. Los pesos 
de las aristas serían los costes. El objetivo del 
algoritmo es encontrar un camino entre estos dos 
nodos cuyo coste total sea el mínimo. Una de las 
DSOLFDFLRQHVPiVFODUDVHQHVWHWHPDVHGDDWUDYpV
GHODGH¿QLFLyQGHSURWRFRORVFRPR*03/6>@
Dentro de las mejores aplicaciones están las que 
VH GDQ FRQ HO XVR GH VROXFLRQHV GDGDV D WUDYpV
de redes neuronales, como la del lenguaje, que 
tiene dentro de sí mismo múltiples aplicaciones 
de grafos que en conjunto ayudan a generar un 
resultado más efectivo [25]. 
Dentro de los procesos de desarrollo para el ruteo 
GHSDTXHWHVWDPELpQSRGHPRVHQFRQWUDUTXHRWUD
aplicación se da en la idea de garantizar Calidad 
GHO6HUYLFLR4R6>@D WUDYpVGHPLQLPL]DUHO
XVRGHODUHG\ÀH[LELOL]DUHOPRGHORGHUHVHUYDV
(O 03/6 *HQHUDOL]DGR R *03/6 HV XQD
HVSHFL¿FDFLyQ GHO 03/6 TXH EXVFD HOLPLQDU
algunos inconvenientes presentados dentro 
del transporte de información en las redes. 
Los inconvenientes se presentan en hardware, 
VRIWZDUHRFRQ¿JXUDFLyQ\VHWUDWDQGHHOLPLQDU
por medio de este protocolo [26]. Dentro de la 
GH¿QLFLyQ GH *03/6 HQFRQWUDPRV HO XVR GH
algunos de los algoritmos ya nombrados, como 
lo son:
• %HOOPDQ)RUG
• 'LMNVWUD
• 'LMNVWUD0RGL¿FDGR
• %UHDG)LUVW6HDUFK
• -RKQVRQ
• .6KRUWHVW3DWKV
Estos algoritmos son nombrados en otros 
documentos que muestran su uso, dado que 
no cumplen exactamente la misma función y 
QR VH UHDOL]DQ FRPSDUDFLRQHV HQWUH HOORV VRQ
DOJRULWPRVTXHHQWpUPLQRVJHQHUDOHVUHDOL]DQOD
misma tarea, pero cada uno tiene su especialidad 
[28].
A. Bellman-Ford
Este es un algoritmo que resuelve el problema de, 
GDGR XQ YpUWLFH FXDOTXLHUD HQFRQWUDU WRGRV ORV
FDPLQRVPiVFRUWRVDFXDOTXLHUDGH ORVYpUWLFHV
GHOJUDIR(QWpUPLQRVJHQHUDOHVHVWHDOJRULWPR
HV XVDGR RIIOLQH HV GHFLU HV XWLOL]DGR SDUD
realizar un mapa de todas las posibles rutas que se 
SXHGHQWRPDUGHVGHXQSXQWRDORVGHPiVHVWRHV
aplicable a todos los dispositivos de ruteo locales 
que se utilizan en la red.
algorithmExtendedBellmanFord(s,d)
{
initializest(*) = st(0, *);
ŵŵſƋƀʰſʬɨřƋƀ
ɨŚ
ſʰɨŚʳŚʫʫƀ
{
// see if there are vertices whose
st value has changed
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ſɨƀ
break; // no such vertex
ſɨƀƇ
ɨŚ
foreach (edge (v,u)){
st(u) = st(u) ׫Ƈſƀ́ ſřƀƈŚ
if (st(u) has changed and
u is not on list2) add u to list2;
ƈ
ɨʰɩŚ
ɩŚ
ƈ
ƈ
ƈ
B. Dijkstra
$XQTXH HVWH DOJRULWPR WDPELpQ UHVXHOYH HO
problema de encontrar todos los caminos desde un 
YpUWLFHGDGRDWRGRVORVGHPiVHVPX\H¿FLHQWH
encontrando el camino más corto entre una par 
GDGRGHYpUWLFHV&XDQGRVHWLHQHXQSDTXHWHGH
información y se desea construir el camino más 
corto entre el emisor y el receptor en la red es más 
económico y rentable utilizar este algoritmo para 
plantear la ruta.
&'LMNVWUDPRGL¿FDGR
(ODOJRULWPRGH'LMNVWUDSUHVHQWDDOJXQRVIDOORV
para grafos donde algunos arcos tienen pesos 
negativos. La razón para esto es que dado un 
YpUWLFH UHPRYLGR GH OD FROD GH SULRULGDG 8 QR
vuelve a ser reetiquetado ni reinsertado dentro 
de U. En grafos con arcos no negativos esto 
funciona, sin embargo, cuando se presentan arcos 
FRQSHVRQHJDWLYRHODOJRULWPRGH'LMNVWUDHQVX
estado original presenta fallas para encontrar los 
estados o las rutas más cortas, por tal motivo, se 
hace necesario presentar una alternativa: podría 
VHUFDPELDUGHDOJRULWPRRPRGL¿FDUHODOJRULWPR
GH'LMNVWUDUHHWLTXHWDQGRORVYpUWLFHVUHPRYLGRV
o reinsertándolos en la cola de prioridad. Este 
algoritmo ha sido planteado de la siguiente 
manera:
do for
ƃƄʰʺŚǂƃƄʰ
d[s]=0
ʰɥřʰ
do whileŠʰɥ
ʰɏɏɏſƀ
ʰʫ
do for each arc a(u,v) Originating(u)
ifƃƄʰƃƄʫſƀthen
ƃƄʰƃƄʫſƀřǂƃƄʰ
if
thenɏɏſřƀ
elseʰŞřɏſřƀ
Orden de complejidad: teniendo unas 
PRGL¿FDFLRQHVVREUHHODOJRULWPRGH'LMNVWUDODV
FXDOHVVHSXHGHQFODVL¿FDUFRPRLQVLJQL¿FDQWHV
dado que solo le agregan procedimientos 
constantes.
D. BreadthFirstSearch
Dentro de los algoritmos que construyen todos 
los caminos más cortos desde un punto dado 
KDVWDORVGHPiVHVWHDOJRULWPREDMDHQH¿FLHQFLD
sin embargo, previene que dentro del proceso no 
VH HQFXHQWUHQ FLFORV QHJDWLYRV \D GHSHQGH GHO
uso de la red y de cómo se necesite el revisar la 
rentabilidad de su uso.
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E x t e n d e d B r e a d t h F i r s t Ş
ſřřƀ
{
Ŝ
      
Ŝ
ſƀ
{
Ŝ
ſƀ
Ŝ
ſʱƀ
{
if (u has not been labeled and edge 
(w, u) has
bandwidth b or more available from
timetstart to tend)
{
prev[u] = w;
if (u == d) return;
Ŝ
Ŝ
ƈ
 ʰ     
Ŝ
ƈ
ƈ
ƈ
[27]
E. Johnson
Este es un algoritmo muy completo, que permite 
encontrar todos los caminos más cortos entre cada 
SDUGHYpUWLFHVSUHVHQWHHQHOJUDIRHVXWLOL]DGR
FRQHO¿QGHUHDOL]DUXQPDSDFRPSOHWRGHODUHG
haciendo evidente el posible uso de segundas 
rutas más cortas. Es un algoritmo más para uso 
RIIOLQH HV GHFLU GDGD VX LPSOHPHQWDFLyQ HV
más para redes con un cambio mínimo en sus 
dispositivos conectados.
F. K ShortestPath
1RVLHPSUHORVFDPLQRVPiVFRUWRVVRQORVPiV
HIHFWLYRVHO.6KRUWHVW3DWKEXVFDORVSULPHURVN
FDPLQRVPiVFRUWRVHQWUHXQSDUGDGRGHYpUWLFHV
orientándonos hacia otras posibles rutas, con el 
¿Q GH REWHQHU UXWDV PiV FRUWDV GLIHUHQWHV D OD
primera, porque sobre esta puede presentarse 
congestión.
XXI. MODELOS Y DISCUSIONES ACERCA 
DE LA APLICACIÓN EN GMPLS
Cada uno de los algoritmos tratados en el 
presente documento presenta una aplicabilidad 
HQ GLIHUHQWHV iPELWRV ODV UHGHV*03/6 WLHQHQ
heurísticas que se asocian con los algoritmos de 
grafos y se han planteado a lo largo del documento.
FIG. 1.0RGHOR03/6
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Inicialmente, cada uno de los algoritmos tiene 
VX DSOLFDFLyQ GHQWUR GHO PRGHOR *03/6 VXV
aplicabilidades se pueden resumir así: 
• Bellman-Ford: Algoritmo que presenta 
propiedades interesantes dado que considera 
las restricciones de enrutamiento, es decir, 
LGHQWL¿FD HO FDPLQR ySWLPR HQWUH HO RULJHQ
\HOGHVWLQRDWUDYpVGHPi[LPRKVDOWRV(V
utilizado en RIP, que es la implementación 
más popular de este tipo de algoritmos [29]. 
Como es posible notar en la sección VII (A), 
este algoritmo presenta, en el mejor de los 
FDVRVXQRUGHQGHVXQ~PHURGHDULVWDVVLQ
HPEDUJR WDPELpQ HV SRVLEOH TXH HO RUGHQ
cambie a un máximo de su número de aristas 
SRUVXQ~PHURGHYpUWLFHVHVGHFLU
• IRULQWN NQN,GHQWL¿FD
XQ FLFOR FRQ HO ¿Q GH UHFRUUHU \
DQDOL]DUFDGDXQRGHORVYpUWLFHV
• LI OLVW LVHPSW\ ,GHQWL¿FD XQD
condición que permite bajar el tiempo 
de ejecución.
• foreach (edge (v,u): Ciclo que revisa 
cada uno de los arcos y está anidado 
en el anterior ciclo nombrado.
'HHVWDPDQHUDVHLGHQWL¿FDHORUGHQGH9(
• Dijkstra’sAlgorithms: &DGD5RXWHU*03/6
sirve como la base para el descubrimiento de 
caminos (cálculos realizados por medio de 
estos algoritmos), cada nodo de la red realiza 
esta tarea cada vez que recibe un mensaje a 
enrutar. La complejidad de estos algoritmos 
es muy baja cuando se trata de solo calcular 
el camino más corto entre un par dado de 
YpUWLFHV UHYLVDQGR ORV DOJRULWPRV VHFFLRQHV
V(A) y VII(C), el orden para un solo par 
GH YpUWLFHV HV GH Pi[LPR 2( HO RUGHQ
se extiende por los ciclos for anidados en 
HO FRQWHR GH YpUWLFHV KDVWD XQPi[LPRGH 
siendo este el orden para calcular todas las 
rutas mínimas dadas desde un punto dado a 
todas las demás ubicaciones.
• IRU LQW L    L  GLVWDQFLDV&RUWDV
OHQJWK   L &LFOR TXH UHFRUUH
WRGRV ORV YpUWLFHV LGHQWL¿FDQGR ODV
rutas más cortas de cada uno.
• IRULQWM MJUDIR>@OHQJWKM
Este ciclo está anidado al anterior, 
recorriendo las posibles rutas más 
cortas y dando el orden máximo de 
V*V.
• BreadthFirstSearch: Algoritmo utilizado en 
HOSODQRGHFRQWUROGHO*03/6WLHQHFRPR
característica especial en este control que 
GDGRV GRV FDPLQRV FRUWRV HQ SHVR pO WRPD
como óptimo el que tiene menor número 
GHDUFRV>@HODOJRULWPRSUHVHQWDGRHQ OD
VHFFLyQ9,,'PXHVWUDXQ2UGHQHQHO FXDO
ORVFLFORVVHEDVDQHQODFDQWLGDGGHYpUWLFHV\
una cola de prioridad, presentando un Orden 
O(n Log |n|).
• ZKLOH 4 LVQRWHPSW\ &LFOR TXH
recorre n YpUWLFHV HQ OD FROD GH
prioridad.
• ZKLOHXQXOO(VWHFLFORHVWiDQLGDGR
al anterior, y con una condición hace 
que el rango se disminuya en cada 
DFFHVRTXHVHWLHQHDpO
• if (u has notbeenlabeled and edge (w, 
u): Condición que permite reducir 
el tiempo de ejecución de forma 
proporcional a los nodos recorridos.
• K-shortestpath: En los enrutadores de las 
UHGHV*03/6VHWLHQHFRQWUROGHODSpUGLGDGH
información, lo que necesita como opción la 
selección de caminos que no necesariamente 
son los más cortos, pero son más seguros 
\ H¿FLHQWHV HO NVKRUWHVWSDWK FDOFXOD ORV
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SULPHURVNFDPLQRVHQWUHGRVQRGRVFRQHO
¿QGHGH¿QLUFXiOOHJHQHUDPHMRUVHJXULGDG
• Este es un algoritmo al cual no se le 
GH¿QHXQRUGHQGDGRTXHPDQHMDHO
uso de otros algoritmos para obtener 
cada camino más corto.
• *HQHUDOPHQWHHVXVDGRHO DOJRULWPR
GH 'LMNVWUD SDUD REWHQHU HO FDPLQR
más corto, y se elimina esta ruta 
como opción.
• El algoritmo genera un orden 
DSUR[LPDGRGHNYHFHV29(
El análisis de cada uno de estos algoritmos se 
KDUHDOL]DGRFRQHO¿QGHPRVWUDUORVyUGHQHVGH
complejidad que tiene cada uno y de plantear la 
discusión de que no se debe elegir entre ellos, 
GDGRTXHFDGDXQRFXPSOHIXQFLRQHVHVSHFt¿FDV
en muchos de los campos de acción, y que es 
bastante importante la labor que cumple cada uno 
de ellos dentro del modelo de la red.
$SHVDUGHTXHHQODVUHGHV*03/6VHXWLOL]DQ
todos estos algoritmos en su forma original 
>@DOJXQRVDXWRUHVSUH¿HUHQFRQVWUXLUQXHYRV
algoritmos que, a nivel de investigación, muestran 
XQ PHMRU UHVXOWDGR HVWD FRQVWUXFFLyQ OD KDFHQ
FRQHO¿QGHPHMRUDUDOJXQDVFDUDFWHUtVWLFDVGHODV
UHGHV>@6LQGHVFRQRFHUTXHORVDOJRULWPRVDTXt
nombrados dan solución al problema, lo que hacen 
HVGDUVROXFLyQDFDVRVHVSHFt¿FRVDxDGLHQGRD
HOORVIUDJPHQWRVGHFyGLJRHVSHFt¿FR
IX. CONCLUSIONES
/D VROXFLyQ GH SUREOHPDV GH JUDIRV H¿FLHQWHV
para determinadas situacionesgenera discusiones, 
por parte de diferentes autores.
El tema de grafos presenta gran cantidad de 
algoritmos, y nos permite hacer un mejor análisis 
de ellos para obtener un estudio de complejidad y 
determinar de acuerdo con diferentes arquitecturas 
TXp DOJRULWPR VH GHEH XVDU HQ ODV VLWXDFLRQHV
presentadas.
De acuerdo con cada una de las características 
de los problemas y con las necesidades, se puede 
hacer uso de los diferentes algoritmos. Los 
algoritmos presentes en el actual documento son 
H¿FLHQWHVHQVXVUHVSHFWLYRViPELWRV
6LHOSUREOHPDUHTXLHUHGHXQDVROXFLyQySWLPD
GHFDPLQRPiVFRUWRHQWUHQRGRVGH¿QLGRVHV
SRVLEOHDSOLFDU'LMNVWUDR)OR\GVLQHPEDUJRHV
PiVH¿FLHQWH'LMNVWUDGDGRTXH)OR\GHQFXHQWUD
todos los caminos más cortos entre cualquier par 
de nodos.
Otras soluciones de caminos más cortos implican 
la generación de árboles recubridores que 
permiten reconstruir cualquier ruta desde un nodo 
HVSHFt¿FR6LHVWHHVHOUHTXHULPLHQWRHVSRVLEOH
XWLOL]DUDOJRULWPRVGHJUDQH¿FLHQFLDFRPRHOGH
.UXVNDORHOGH3ULP
Cuando se habla de algoritmos que ayudan a 
optimizar la solución de problemas que se pueden 
representar en forma de grafos, no implica que 
se tenga que utilizar un solo algoritmo. Los 
algoritmos presentados en este documento 
SUHVHQWDQ HQ VX DQiOLVLV XQD H¿FLHQFLD JHQHUDO
PX\EXHQDVRQORVDOJRULWPRVPHMRUFODVL¿FDGRV
en la solución de problemas de optimización. 
/D H¿FLHQFLD GH ORV DOJRULWPRV HV PHGLEOH GH
acuerdo con la utilización de espacio y tiempo 
TXH UHTXLHUHQ D WUDYpV GHO DQiOLVLV HV SRVLEOH
generar una función matemática que representa 
VXH¿FLHQFLDDHVWRORGHEHPRVOODPDUDQiOLVLVGH
complejidad algorítmica.
Así mismo, es necesario recordar que existe una 
DPSOLD JDPD GH DSOLFDFLRQHV GH HVWRV HVWXGLRV
algunas de ellas están en el ámbito de las redes 
GHLQIRUPDFLyQ>@HQODVUHGHVGHWUi¿FRRHQ
estados de planeación que sirven para cualquier 
estructura organizacional.
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(Q *03/6 VH SUHVHQWD HO XVR GH DOJXQRV
DOJRULWPRVLQFOXLGDODPRGL¿FDFLyQGHODOJRULWPR
GH'LMNVWUDPDQWHQLHQGRVXQLYHOGHFRPSOHMLGDG
HQXQRUGHQGH¿QLGRHQHVWHDOJRULWPR>@
Los algoritmos aquí consignados no solo 
SUHVHQWDQH[FHOHQWHH¿FLHQFLDDVXYH]HQRWUDV
comparaciones se hace uso de la mayoría de ellos 
en forma combinada para mejorar su ejecución y 
las aplicaciones que pueden tener [28].
El orden de complejidad presentado en este 
documento para cada uno de los algoritmos 
REHGHFH D SUXHEDV UHDOL]DGDV VREUH -$9$ HQ
las cuales se evidencia que el algoritmo corre 
GHDFXHUGRFRQHVWR\TXHWDPELpQHVQHFHVDULR
tener en cuenta los mecanismos de lectura y 
escritura de la información para evitar aumentar 
los tiempos de ejecución.
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