Factorization in monoids and rings by Tringali, Salvatore
ar
X
iv
:2
00
5.
01
68
1v
1 
 [m
ath
.R
A]
  4
 M
ay
 20
20
FACTORIZATION IN MONOIDS AND RINGS
SALVATORE TRINGALI
Abstract. Let H× be the group of units of a multiplicatively written monoid H. We say H is acyclic
if xyz 6= y for all x, y, z ∈ H with x /∈ H× or z /∈ H×; unit-cancellative if yx 6= x 6= xy for all x, y ∈ H
with y /∈ H×; f.g.u. if there is a finite set A ⊆ H such that every non-unit of H is a finite product of
elements of the form uav with u, v ∈ H× and a ∈ A; l.f.g.u. if, for each x ∈ H, the smallest divisor-closed
submonoid of H containing x is f.g.u; and atomic if every non-unit can be written as a finite product of
atoms, where an atom is a non-unit that does not factor into a product of two non-units.
We generalize to l.f.g.u. or acyclic l.f.g.u. monoids a few results so far only known for unit-cancellative
l.f.g.u. commutative monoids (cancellative monoids are unit-cancellative, and a commutative monoid is
unit-cancellative if and only if it is acyclic). In particular, we prove the following:
• If H is an atomic l.f.g.u. monoid, then every non-unit has only finitely many factorizations (into
atoms) that are “minimal” and “pairwise non-equivalent” (with respect to some naturally defined
relations on the free monoid over the “alphabet” of atoms).
• If H is an acyclic l.f.g.u. monoid, then it is atomic; and moreover, each element has only finitely
many “pairwise non-equivalent” factorizations if we additionally assume H to be commutative.
1. Introduction
By the fundamental theorem of arithmetic, every positive integer other than 1 can be expressed as
a non-empty product of primes in an essentially unique way. Factorization theory is, on the whole, the
study of various phenomena related to the possibility or impossibility of extending such a decomposition
to arbitrary rings and monoids (see § 2 for basic terminology).
Over the years, the field has branched out into many subfields, ranging from commutative and non-
commutative algebra to semigroup theory, from additive combinatorics to the abstract theory of zeta
functions. Detailed information about problems, methods, results, and trends can be found in the con-
ference proceedings [2, 14, 12, 13], in the surveys [9, 8, 23, 27], and in the monographs [33, 24, 21].
So far, research in the area has been centered on rings and monoids — e.g., monoids of modules, Mori
domains, Krull monoids, rings of integer-valued polynomials, monoids of ideals, orders in central simple
algebras, monoids of matrices, and numerical monoids —, where the structures in play are commutative
or cancellative. It is only recently [19, 4] that some key aspects of factorization theory have been system-
atically extended to possibly non-commutative and non-cancellative monoids (and thence to rings that
need not be domains), so as to widen the spectrum of potential applications and foster interaction with
other fields. In the present paper, we further contribute to this line of research.
In particular, we say that a monoid H is atomic if every non-unit element of H is a product of atoms
(Definition 2.2); l.f.g.u. if, for every x ∈ H , the smallest divisor-closed submonoid of H containing x is,
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up to units, finitely generated (Definition 3.1); and acyclic if certain “cyclic relations” are forbidden in H
(Definition 4.1). Among others, we will prove the following results, so far only known for commutative
and “nearly cancellative” monoids (and rings):
• An atomic l.f.g.u. monoid is FmF (Corollary 3.5), that is, every non-unit has only finitely many
factorizations into atoms that are “minimal” and “pairwise non-equivalent” with respect to some
naturally defined relations on the free monoid over the “alphabet” of atoms.
• An acyclic l.f.g.u. monoid is atomic (Corollary 4.12), and is actually FF (meaning that each ele-
ment has only finitely many “pairwise non-equivalent” factorizations into atoms) if we additionally
assume that the monoid is commutative (Corollary 4.13).
In addition, we will establish a characterization of “unique factorization monoids” (Theorem 5.9) in terms
of a special type of atoms we call powerful (Definition 5.5), whose relation with primes (Definition 5.1)
and the fundamental theorem of arithmetic is clarified by Propositions 5.3 and 5.8 and Example 5.10.
The paper closes with some ideas for further research (§ 6) and includes many stubs that shall help,
we hope, to shed light on some delicate points (e.g., Examples 4.14, 4.15, 5.4, and 5.7).
2. Preliminaries.
In this section, we establish some notations and terminology used all through the paper and prepare
the ground for the study of l.f.g.u. and acyclic monoids in §§ 3 and 4. Further terminology and notations,
if not explained when first introduced, are standard or should be clear from context.
2.1. Generalities. We use N for the non-negative integers, Z for the integers, Q for the rationals, and
R for the reals. For all a, b ∈ R, we let Ja, bK := {x ∈ Z : a ≤ x ≤ b} be the discrete interval between a
and b. Unless noted otherwise, we reserve the letters m and n (with or without subscripts) for positive
integers, and the letters i, j, k, and ℓ for non-negative integers.
Given a set X and an integer k ≥ 0, we write X×k for the Cartesian product of k copies of X ; and if
R is a binary relation on X and x is an element of X , we let JxKR := {y ∈ X : x R y} ⊆ X , where x R y
is a shorthand notation for (x, y) ∈ R. A (partial) preorder on X is a binary relation R on X such that
x R x for all x ∈ X (i.e., R is reflexive), and x R z whenever x R y and y R z (i.e., R is transitive). An
order on X is a preorder R on X such that, if xR y and y R x, then x = y; and an equivalence (relation)
on X is a preorder R on X such that x R y if and only if y R x. If R is a preorder (resp., an order) on
X , then we call the pair (X,R) a preset (resp., a poset).
We will commonly denote a preorder by the symbol  (with or without subscripts or superscripts),
and reserve the symbol ≤ (and its “dual” ≥) for the usual order on the reals and its subsets. Accordingly,
we shall write x ≺ y if x  y and y 6 x; notice that “x ≺ y” is a stronger condition than “x  y and
x 6= y”, and the two conditions are equivalent when  is an order.
If (X,) is a preset and Y is a subset of X , we let a -minimal element of Y be an element y¯ ∈ Y
with the property that there exists no element y ∈ Y such that y ≺ y¯.
2.2. Monoids. Throughout, monoids will be usually written multiplicatively and, unless a statement to
the contrary is made, need not have any special property (e.g., commutativity).
Let H be a monoid with identity 1H . We denote by H
× and A (H), resp., the set of units and the set
of atoms of H , where u ∈ H is a unit if uv = vu = 1H for some provably unique v ∈ H , called the inverse
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of u (in H) and denoted by u−1; and a ∈ H is an atom if a /∈ H× and a 6= xy for all x, y ∈ H rH×. It
is easily seen that H× is a subgroup of H , hence referred to as the group of units of H .
A (monoid) congruence on H is an equivalence relation R on H such that, if x R u and y R v, then
xy R uv. Note that, if R is a congruence on H , we will usually write x ≡ y mod R in place of x R y.
We say H is reduced if H× = {1H}; cancellative if xz = yz or zx = zy, for some x, y, z ∈ H , implies
x = y; and unit-cancellative if xy 6= x 6= yx for all x, y ∈ H with y /∈ H×.
Unit-cancellative monoids have been the subject of several recent papers in factorization theory, both
in the commutative [18, 25] and in the non-commutative setting [26, 19, 4]; and among others, it is
obvious that a cancellative monoid is unit-cancellative (see also Remark 4.2).
Given x ∈ H , we call ordH(x) := |{x
n : n ∈ N+}| ∈ N ∪ {∞} the order of x (relative to H); and we
say that x is an element of finite order (in H) if ordH(x) <∞, an idempotent if x
2 = x, and a non-trivial
idempotent if x2 = x 6= 1H . For all X1, . . . , Xn ⊆ H , we denote by
X1 · · ·Xn := {x1 · · ·xn : x1 ∈ X1, . . . , xn ∈ Xn} ⊆ H
the setwise product of X1, . . . , Xn (relative to H); and by abuse of notation we replace Xi with xi on
the left of the symbol “:=” in the above definition if Xi = {xi} for some i ∈ J1, nK and there is no risk of
confusion. In particular, for every X ⊆ H we let
Sgp〈X〉H :=
⋃
n≥1
Xn = {x1 · · ·xn : x1, . . . , xn ∈ X} ⊆ H
be the subsemigroup of H generated by X , where Xn is the setwise product of n copies of X (note that
1H need not be in Sgp〈X〉H , and hence Sgp〈X〉H need not be a submonoid of H). We shall commonly
write Sgp〈x1, . . . , xn〉H instead of Sgp〈X〉H when X is a non-empty finite set with elements x1, . . . , xn.
We denote by |H and ≃H , resp., the binary relations on H defined by: x |H y if and only if x ∈ HyH ;
and x ≃H y if and only if x ∈ H
×yH×. We will often use without comment that |H is a preorder and
≃H is an equivalence relation (on H); and use the symbols ∤H and 6≃H with their obvious meaning.
With the above in place, we take a divisor-closed submonoid of H to be a submonoid M of H such
that, if x |H y and y ∈M , then x ∈M ; and for X ⊆ H we set
⟪X⟫H :=
⋂
{M : X ⊆M and M is a divisor-closed submonoid of H} ⊆ H.
Observe that ⟪X⟫H is a divisor-closed submonoid of H containing X , whence we call ⟪X⟫H the divisor-
closed submonoid of H generated by X . We shall commonly write ⟪x1, . . . , xn⟫H instead of ⟪X⟫H when
X is a non-empty finite set with elements x1, . . . , xn.
2.3. Free monoids. Let X be a set, in this context often dubbed as an “alphabet”. We will write F (X)
for the free monoid over X ; and refer to an element of F (X) as an X-word, or simply as a word if no
confusion can arise. We shall use the symbols ∗X and εX , resp., for the operation and the identity of
F (X); and drop the subscript “X” from this notation when there is no risk of ambiguity.
We recall that F (X) consists, as a set, of all finite tuples of elements of X ; and u ∗X v is the con-
catenation of two such tuples u and v. Accordingly, it is found that the identity of F (X) is the “empty
tuple” of elements of X , which, in dealing with free monoids, we rather call the empty X-word.
For technical reasons, we will assume that, if Y ⊆ X , then F (Y ) ⊆ F (X). In particular, this implies
that the “empty tuple” of elements of X has been implicitly defined in a way that it does not depend on
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the choice of X , as is possible to do, e.g., in Tarski-Grothendieck set theory (by requiring that all sets
belong to some fixed universe) and other axiomatic set theories.
We take the length of an X-word u, denoted by ‖u‖X , to be the unique non-negative integer k such
that u ∈ X×k; in particular, the empty word is the only X-word whose length is zero. Notice that, if u
is an X-word of positive length k, then there are determined u1, . . . , uk ∈ X for which u = u1 ∗ · · · ∗ uk.
Given u, v ∈ F (X), we set u∗0 := ε, u∗1 := u, and u∗n := u∗(n−1) ∗ u for all n ∈ N+; and we say that
u is a subword of v if either u is empty, or v is a non-empty word of length ℓ, say v = v1 ∗ · · · ∗ vℓ, and
u = vi1 ∗ · · · ∗ vik for some k ∈ N
+ and i1, . . . , ik ∈ J1, ℓK such that ij < ij+1 for each j ∈ J1, k − 1K.
Our interest in words and subwords is related, on the one hand, to the notion of “factorization” (see
§ 2.4) and, on the other, to the following combinatorial result, which is commonly known as Higman’s
lemma and will be a main ingredient in the proof of Corollary 3.5.
Lemma 2.1. If X is a finite alphabet and (ui)i≥1 is an infinite sequence of X-words, then there exist
i, j ∈ N+ with i 6= j such that ui is a subword of uj.
This is essentially a special case of [29, Theorem 4.4] and can be thought of as a “non-commutative
generalization” of Dickson’s lemma, another combinatorial result, usually attributed to L.E. Dickson,
which has been crucial to the study of the arithmetic of integral domains and “nearly cancellative”
commutative monoids (see [24, Theorem 2.9.13], [23, Proposition 7.3], and [18, Proposition 3.4] for some
representative results in this direction).
2.4. Factorizations. Most of the contents of this section are borrowed from [19] and [4], where one can
read extensively about differences and similarities with alternative approaches to the study of factorization
in settings (namely, commutative rings and cancellative or commutative monoids) that are, however, less
general than ours; in particular, see [19, Remarks 2.6 and 2.7] and [4, § 2.4 and Remarks 4.4 and 4.5].
Let H be a monoid. We write πH for the unique monoid homomorphism from F (H) to H such that
πH(a) = a for every atom a ∈ H (we call πH the factorization homomorphism of H), and we denote by
CH the monoid congruence on F (A (H)) defined by: a ≡ b mod CH if and only if either a = b = ε; or
a and b are non-empty A (H)-words of length n, say a = a1 ∗ · · · ∗ an and b = b1 ∗ · · · ∗ bn, such that
πH(a) = πH(a) and a1 ≃H bσ(1), . . . , an ≃H bσ(n) for some permutation σ of the discrete interval J1, nK.
Definition 2.2. Given x ∈ H , we take the set of factorizations of x (into atoms of H) to be the set
ZH(x) := π
−1
H (x) ∩F (A (H));
and then we refer to the sets
LH(x) :=
{
‖a‖A (H) : a ∈ ZH(x)
}
⊆ N and ZH(x) :=
{
JaKCH : a ∈ ZH(x)
}
⊆ F (A (H))/CH ,
resp., as the set of lengths and the set of factorization classes of x (relative to the atoms of H).
Accordingly, we say that the monoid H is
• atomic if ZH(x) is non-empty for every x ∈ H rH
×;
• BF (resp., FF) if H is atomic and LH(x) (resp., ZH(x)) is finite for each x ∈ H ;
• HF or half-factorial (resp., factorial) if |LH(x)| = 1 (resp., |ZH(x)| = 1) for every x ∈ H rH
×.
The above definitions are modeled after A. Geroldinger and F. Halter-Koch’s monograph [24] on
factorization in integral domains and cancellative commutative monoids. However, factorizations and
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sets of lengths in non-commutative or non-cancellative monoids tend to “blow up” in a predictable way
(due, e.g., to the presence of non-trivial idempotents), with the result that most of the invariants studied
in the “classical theory” lose their significance. To counter this phenomenon — inherent to the structures
studied in the present work —, we adopt the approach set forth in [4, § 4].
We denote by H the binary relation on F
∗(A (H)) defined by: a H b if and only if either a = b = ε;
or a and b are non-empty A (H)-words of length m and n resp., say a = a1 ∗ · · · ∗ am and b = b1 ∗ · · · ∗ bn,
such that πH(a) = πH(b) and aσ(1) ≃H b1, . . . , aσ(m) ≃H bm for some injection σ : J1,mK → J1, nK. It is
easily found that H is a preorder on F (A (H)), see [4, Proposition 4.2(i)]. This leads to the following:
Definition 2.3. Given x ∈ H , we let a H-minimal factorization of x be a H-minimal A (H)-word a
such that x = πH(a). Accordingly, we take the set of H-minimal factorizations of x to be the set
ZmH(x) := {a ∈ ZH(x) : a is H -minimal} ;
and then we refer to the sets
L
m
H(x) :=
{
‖a‖A (H) : a ∈ Z
m
H(x)
}
⊆ LH(x) and Z
m
H(x) :=
{
ZmH(x) ∩ JaKCH : a ∈ ZH(x)
}
,
resp., as the set of H-minimal factorizations and the set of H-minimal factorization classes of x.
Accordingly, we say that the monoid H is
• BmF (resp., FmF) if H is atomic and LmH(x) (resp., Z
m
H(x)) is finite for each x ∈ H ;
• HmF (resp., minimally factorial) if |LmH(x)| = 1 (resp., |Z
m
H(x)| = 1) for every x ∈ H rH
×.
Propositions 2.5 and 2.6 below will help to clarify some of the notions we have introduced so far; in
particular, the latter generalizes [24, Proposition 1.2.11.1] in showing that the arithmetic of a monoid is
controlled, to some extent, by the arithmetic of its one-generated divisor-closed submonoids. We start
with a lemma that will often come in handy later on (see § 2.2 for terminology).
Lemma 2.4. Let H be a monoid, and let a ∈ A (H) and x, y ∈ H. The following hold:
(i) uav ∈ A(H) for all u, v ∈ H×.
(ii) If A (H) is non-empty or H is commutative or unit-cancellative, then xy is a unit if and only if
x and y are both units.
Proof. It is obvious that, if H is commutative and xy is a unit for some x, y ∈ H , then x, y ∈ H×. For
the rest, see [19, Lemma 2.2, parts (i) and (ii); and Proposition 2.30]. 
Proposition 2.5. Let H be a monoid. The following are equivalent:
(a) H is atomic.
(b) H rH× = Sgp〈A (H)〉H .
(c) Every non-unit of H has at least one H-minimal factorization.
Proof. The implications (b) ⇒ (a) and (c) ⇒ (a) are obvious.
(a)⇒ (b) We can assume that H is not a group (i.e., H 6= H×), or else A (H) is empty and the claims
are trivial. Since H is atomic, we have (by definition) that
∅ 6= H rH× ⊆ Sgp〈A (H)〉H .
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Then A (H) is non-empty, and this suffices, by Lemma 2.4(i), to ensure that Sgp〈A (H)〉H is contained
in H rH×. Putting everything together, we thus find that H rH× = Sgp〈A (H)〉H .
(a)⇒ (c) It is enough to consider that a H b and b H a, for some A (H)-words a and b, if and only
if (a, b) ∈ CH , see [4, Propositions 4.2(iii) and 4.6(ii)] for further details. 
Proposition 2.6. Let H be a monoid and M a divisor-closed submonoid of H. The following hold:
(i) M× = H×, A (M) = A (H) ∩M , LM (x) = LH(x), ZM (x) = ZH(x), and ZM (x) = ZH(x).
(ii) LmM (x) = L
m
H(x), Z
m
M (x) = Z
m
H(x), and Z
m
M (x) = Z
m
H(x).
(iii) H is atomic (resp., BF, BmF, FF, FmF, HF, HmF, factorial, or minimally factorial) if and only
if so is ⟪x⟫H for every x ∈ H.
Proof. Parts (ii) and (iii) are immediate from part (i), since we have already observed that ⟪X⟫H is a
divisor-closed submonoid of H for every X ⊆ H . As for part (i), see [19, Proposition 2.21(ii)]. 
By and large, the present paper is about sufficient or necessary conditions for a monoid to be atomic,
FF, BmF, etc. The literature abounds with results in this direction (with atoms often replaced by other
“elementary factors”), but — apart from few exceptions in “nearly cancellative” settings — these results
are mostly about commutative structures, see, e.g., [17, Theorems 2.3, 2.4, and 3.1], [20, Theorems 4 and
7], [11, Théorème de Structure], [3, Theorems 3.9, 3.11, 3.13, 4.4, and 4.9], [16, Theorems 3.3, 3.4, and
3.6], [35, Proposition 3.1], and [19, parts (i) and (iv) of Theorem 2.28, and Corollary 2.29].
2.5. Presentations. In § 4, we will consider a couple of monoids defined via generators and relations in
order to illustrate obstructions to a non-commutative analogue of fundamental results that hold true in
the commutative setting. To this end, it is useful to recall a few basic facts about presentations, cf. [30,
§ 1.5].
Let X be a set and R a binary relation on F (X). We denote by R♯ the smallest monoid congruence
on F (X) containing R. Formally, this means that
R♯ :=
⋂
{ρ ⊆ F (X)×F (X) : ρ is a monoid congruence and R ⊆ ρ}.
Accordingly, we have that u ≡ v mod R♯ if and only if there are z0, . . . , zℓ ∈ F (X), with z0 = u and
zℓ = v, such that for each i ∈ J0, ℓ− 1K there exist pi, qi, q
′
i, ri ∈ F (X) with the property that
zi = pi ∗ qi ∗ ri, zi+1 = pi ∗ q
′
i ∗ ri, and qi = q
′
i, or qR q
′, or q′ R q.
In such a case, we call the finite sequence z0, . . . , zℓ an R-chain of length ℓ from u to v (notice that ℓ can
also be zero, and if ℓ is actually zero then u is necessarily equal to v).
With the above in place, we denote by 〈X | R〉 the monoid obtained by taking the quotient of F (X)
by the congruence R♯. We write 〈X | R〉 multiplicatively and call it a monoid presentation (or simply a
presentation), with the elements of X dubbed as the generators and the pairs (q, q′) ∈ R as the defining
relations of the presentation. In particular, we refer to 〈X | R〉 as a finite presentation if X and R are
both finite. As is customary, we will usually identify an X-word z with its equivalence class in 〈X | R〉
when there is no risk of confusion.
We take the left graph of a monoid presentation 〈X | R〉 to be the undirected graph with vertex set
X and an edge from y to z for each pair (y ∗ y, z ∗ z) ∈ R with y, z ∈ X and y, z ∈ F (X); note that this
results in a loop when y = z, and in multiple (or parallel) edges between y and z if there are two or more
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defining relations of the form (y ∗ y, z ∗ z). The right graph of a presentation is defined analogously, using
the right-most (instead of left-most) letters of each word from a defining relation.
A monoid is Adian if it is isomorphic to a finite presentation whose left and right graphs are cycle-free,
that is, do not contain cycles (including loops). Our interest for Adian monoids stems from the following
result, commonly referred to as Adian’s embedding theorem since first proved in [1, Theorem II.4].
Theorem 2.7. Every Adian monoid embeds into a group (and hence is cancellative).
We shall use Theorem 2.7 in Examples 4.14 and 5.4 to show that certain presentations are cancellative.
But a more “hands-on approach” will be necessary to prove the cancellativity of another presentation (with
four generators and countably infinite many defining relations) we consider in Example 4.15.
3. Finitely generated monoids et similia
Commutative monoids that are finitely generated after modding out their group of units, play a central
role in the classical theory of factorization as developed in [24]. In the present section, we consider a
non-commutative generalization of such structures and show how this results in a class of monoids with
remarkable arithmetic properties.
Definition 3.1. Let H be a monoid. We say that H is
• finitely generated (shortly, f.g.) if H = {1H} ∪ Sgp〈A〉H for some finite set A ⊆ H ;
• locally finitely generated (shortly, l.f.g.) if ⟪x⟫H is f.g. for every x ∈ H ;
• finitely generated up to units (shortly, f.g.u.) if H rH× ⊆ Sgp〈H×AH×〉H for a finite A ⊆ H ;
• locally finitely generated up to units (shortly, l.f.g.u.) if ⟪x⟫H is f.g.u. for every x ∈ H .
It is straightforward that a commutative monoid H is f.g.u. (resp., l.f.g.u.) if and only if the quotient
H/H× is f.g. (resp., l.f.g.), and it is obvious that f.g. (resp., l.f.g.) monoids are f.g.u. (resp., l.f.g.u.).
More interestingly, cancellative l.f.g.u. commutative monoids are FF by [24, Proposition 2.7.8.4], and
unit-cancellative l.f.g.u. commutative monoids are BF by [18, Proposition 3.4]. All together, some of the
main contributions of this paper (viz., Theorem 3.4(i) and Corollaries 3.5, 4.12, and 4.13) will provide an
overarching generalization of these results to a non-commutative setting.
We start with a couple of technical lemmas, the first of which is perhaps of independent interest.
Lemma 3.2. Let H be a monoid, and let A,Q ⊆ H such that Q2 ⊆ Q. The following hold:
(i) If A is finite, then there exists a subset A¯ of A with the property that Sgp〈QAQ〉H = Sgp〈QA¯Q〉H
and a /∈ Sgp〈QA¯QrQaQ〉H for every a ∈ A¯.
(ii) If 1H ∈ Q, then Sgp〈QAQ〉H ⊆ Q ∪ Sgp〈Q(ArQ)Q〉H .
Proof. (i) Assume that κ := |A| <∞. If κ = 0 or a /∈ Sgp〈QAQrQaQ〉H for every a ∈ A, the conclusion
is trivial (in both cases, just take A¯ := A). Otherwise, let a ∈ A such that
a ∈ Sgp〈QAQ rQaQ〉H , (1)
and define A′ := Ar {a}. We claim that
Sgp〈QAQ〉H ⊆ Sgp〈QA
′Q〉H .
Since |A′| < κ and Sgp〈QA′Q〉H ⊆ Sgp〈QAQ〉H , this will finish the proof (by induction on κ).
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To demonstrate the claim, let x ∈ Sgp〈QAQ〉H . By definition, this means that
x = u1a1v1 · · ·unanvn, for some u1, . . . , un, v1, . . . , vn ∈ Q and a1, . . . , an ∈ A. (2)
Set I := {i ∈ J1, nK : ai = a}. We have to show that x ∈ Sgp〈QA
′Q〉H . So, fix i ∈ J1, nK.
By (2), it is sufficient to prove that uiaivi ∈ Sgp〈QA
′Q〉H . If i /∈ I, then ai ∈ A
′ and we are done. If
not, ai = a and, by (1), there are u¯1, . . . , u¯m, v¯1, . . . , v¯m ∈ Q and a¯1, . . . , a¯m ∈ A
′ such that
ai = u¯1a¯1v¯1 · · · u¯ma¯mv¯m.
It follows that uiaivi = uˆ1a¯1vˆ1 · · · uˆma¯mvˆm, where
uˆj :=
{
uiu¯1 if j = 1
u¯j 1 < j ≤ m
and vj :=
{
v¯j if 1 ≤ j < m
v¯mvi j = m
;
and since Q2 ⊆ Q (by hypothesis), uˆj, vˆj ∈ Q for all j ∈ J1,mK. Then uiaivi ∈ Sgp〈QA
′Q〉H , as wished.
(ii) Assume 1H ∈ Q, and suppose that x = u1a1v1 · · ·unanvn for some u1, . . . , un, v1, . . . , vn ∈ Q and
a1, . . . , an ∈ A. We have to prove that x ∈ Q ∪ Sgp〈Q(ArQ)Q〉H .
If a1, . . . , an ∈ Q or a1, . . . , an ∈ A r Q, then we are done (note that Q
k ⊆ Q for all k ∈ N+, by the
fact that Q2 ⊆ Q). Otherwise, n ≥ 2 and there exists ıˆ ∈ J1, nK with aıˆ ∈ Q. Accordingly, we can write
x = u¯1a¯1v¯1 · · · u¯n−1a¯n−1v¯n−1,
where we take a¯i := ai for 1 ≤ i < ıˆ and a¯i := ai+1 for ıˆ ≤ i ≤ n− 1, and we define
u¯i :=


ui if 1 ≤ i < ıˆ
uiaiviui+1 if i = ıˆ 6= n
ui+1 if ıˆ < i ≤ n− 1
and v¯i :=


vi if 1 ≤ i < ıˆ ≤ n− 1
vi+1 if ıˆ ≤ i ≤ n− 1
viui+1ai+1vi+1 if i + 1 = ıˆ = n
.
It follows, by induction on n, that x ∈ H (as was desired), since it is clear from the above that u¯i, v¯i ∈ Q
and a¯i ∈ A for every i ∈ J1, n− 1K. 
Lemma 3.3. Let H be an f.g.u. monoid. There exists a finite set A¯ ⊆ A (H) such that A (H) = H×A¯H×
and a 6≃H b for all a, b ∈ A¯ with a 6= b.
Proof. We may suppose that A (H) is non-empty, or else the claim is obvious (just take A¯ := ∅).
Since H is an f.g.u. monoid, H rH× ⊆ Sgp〈H×AH×〉H for some finite A ⊆ H ; in particular, we can
assume, by Lemma 3.2(ii), that A ⊆ H rH× and, hence, H×AH× ⊆ H rH×. It follows that
∅ 6= A (H) ⊆ H rH× = Sgp〈H×AH×〉H , (3)
because A (H) being non-empty guarantees, by Lemma 2.4(ii), that
Sgp〈H×AH×〉H ⊆ Sgp〈H rH
×〉H ⊆ H rH
×.
Set A′ := A ∩A (H). We know from Lemma 2.4(i) that
uav ∈ A (H), for all u, v ∈ H× and a ∈ A (H).
Consequently, it is evident that
H×A′H× ⊆ H×A (H)H× = A (H). (4)
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We claim that the inclusion in the previous display can be reversed, leading to
A (H) = H×A′H×. (5)
Indeed, fix a ∈ A (H). From (3), we have that a = u1a1v1 · · ·unanvn for some u1, . . . , un, v1, . . . , vn ∈ H
×
and a1, . . . , an ∈ A. However, this is only possible if n = 1, because uiaivi ∈ H rH
× for every i ∈ J1, nK
(by definition, an atom can not be a product of two non-units, and we have already established that, in
H , a product of non-units is still a non-unit). We therefore conclude from (4) that a1 = u
−1
1 av
−1
1 ∈ A (H)
and, hence, a ∈ H×A′H× ⊆ A (H). The latter is enough to prove the claim, since a was arbitrary.
Now, considering that H× is a subgroup of H and A′ is a finite subset of A (H), we obtain from (5)
and Lemma 3.2(i) that there is a non-empty finite set A′′, consisting of atoms of H , such that
A (H) ⊆ Sgp〈H×A′H×〉H = Sgp〈H
×A′′H×〉H (6)
and
a /∈ Sgp〈H×A′′H× rH×aH×〉H , for every a ∈ A
′′. (7)
So, choosing one element from each set in the finite family {H×aH× : a ∈ A′′} and noting that ≃H is an
equivalence on H (with the result that H×xH× ∩H×yH× is non-empty, for some x, y ∈ H , if and only
if H×xH× = H×yH×), it is straightforward from (6) and (7) that there is a finite set A¯ ⊆ A′′ ⊆ A (H)
with the property that A (H) ⊆ Sgp〈H×A¯H×〉H and a 6≃H b for all a, b ∈ A¯ with a 6= b.
Similarly as in the derivation of (5), this implies that A (H) ⊆ H×A¯H×, thus completing the proof,
because it is clear from (4) and the above that H×A¯H× ⊆ A (H). 
Theorem 3.4. Let H be an l.f.g.u. monoid. The following hold:
(i) H is BF if and only if it is FF.
(ii) ZmH(x) is finite for every x ∈ H.
Proof. To start with, we note that, thanks to Proposition 2.6(iii), one can assume without loss of generality
that H is an f.g.u. monoid. Accordingly, we derive from Lemma 3.3 that there is a finite set A¯ ⊆ A (H)
such that A (H) = H×A¯H× and a 6≃H b for all a, b ∈ A¯ with a 6= b.
We thus have a well-defined map ϕ : F (A (H))/CH → F (A¯) sending the congruence class of εA (H)
(relative to CH) to εA¯, and the congruence class of a non-empty A (H)-word a = a1 ∗ · · · ∗ an of length
n to the unique A¯-word a¯1 ∗ · · · ∗ a¯n of length n such that ai ≃H a¯i for each i ∈ J1, nK.
Moreover, we see that, for each k ∈ N, there are at most |A¯|k words a ∈ F (A (H)) of length k that
are pairwise incongruent modulo CH , because A (H) = H
×A¯H× and hence a = u1a1v1 ∗ · · · ∗ ukakvk for
some u1, . . . , uk, v1, . . . , vk ∈ H
× and a1, . . . , ak ∈ A¯. In other words, we have
∣∣{JaKCH : a ∈ F (A (H)) and ‖a‖A (H) ≤ k}∣∣ ≤ k∑
i=0
|A¯|i <∞, for every k ∈ N. (8)
With these premises in place, it is now not difficult to finish the proof of the theorem.
(i) Let H be a BF-monoid with H 6= H× (it is fairly obvious that an FF-monoid is BF and a group is
an FF-monoid), and let x ∈ H rH×. Then LH(x) ⊆ J1, nK for some n ∈ N
+, implying, by (8), that
|ZH(x)| ≤
∣∣{JaKCH : a ∈ F (A (H)) and ‖a‖A (H) ≤ n}∣∣ <∞.
This suffices to proves that H is an FF-monoid (since x was an arbitrary element in H rH×).
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(ii) Suppose to the contrary that ZmH(x) is infinite for some x ∈ H . It then follows from (8) that there
is a sequence (ai)i≥1 of H-minimal factorizations of x such that
1 ≤ ‖ai‖A (H) < ‖ai+1‖A (H), for every i ∈ N
+.
Set a¯1 := ϕ(a1), a¯2 := ϕ(a2), . . . , where ϕ is the function defined in the premises of the proof. Then by
Higman’s lemma (that is, Lemma 2.1), there are ıˆ, ˆ ∈ N+ with ıˆ < ˆ such that a¯ıˆ is a non-empty proper
subword of a¯ˆ (by construction, A¯ is a finite alphabet and a¯1, a¯2, . . . are A¯-words).
Let m denote the length of a¯ıˆ and n the length of a¯ˆ. By the above, there exist a1, . . . , an ∈ A¯ and a
strictly increasing function σ : J1,mK → J1, nK such that a¯ıˆ = aσ(1) ∗ · · · ∗ aσ(m) and a¯ˆ = a1 ∗ · · · ∗ an. On
the other hand, we have by definition of ϕ that, for some s1, t1, . . . , sm, tm, u1, v1, . . . , un, vn ∈ H
×,
aıˆ = s1aσ(1)t1 ∗ · · · ∗ smaσ(m)tm and aˆ = u1a1v1 ∗ · · · ∗ unanvn.
However, since πH(aıˆ) = πH(aˆ) = x, ‖aıˆ‖A (H) < ‖aˆ‖A (H), and siaσ(i)ti ≃H uσ(i)aσ(i)vσ(i) for each
i ∈ J1,mK, this yields aıˆ ≺H aˆ, contradicting the H -minimality of aˆ. 
Corollary 3.5. Every atomic l.f.g.u. monoid is FmF.
Proof. This is a direct consequence of Proposition 2.5 and Theorem 3.4(ii). 
Of course, an l.f.g.u. monoid H need not be atomic (e.g., due to the presence of non-trivial idempotents
that do not factor into a product of atoms). Less trivially, there exist cancellative f.g. monoids that are
atomic but not BF, as will be seen in the next section (Example 4.15). All in all, this shows that Theorem
3.4(i) and Corollary 3.5 are, in a sense, best possible (see also Corollary 4.12).
4. Acyclic monoids
We know from Corollary 3.5 that an atomic l.f.g.u. monoid is FmF, and in the current section we look
for sufficient conditions for an l.f.g.u. monoid to be atomic (or more).
Definition 4.1. We call a monoid H acyclic if x 6= uxv for all u, v, x ∈ H with u /∈ H× or v /∈ H×.
We will see that acyclic monoids “abound in nature”. But first a remark of general character:
Remark 4.2. Obviously, a cancellative or acyclic monoid is unit-cancellative; a free monoid is acyclic;
and a commutative monoid is acyclic if and only if it is unit-cancellative. However, a non-commutative
cancellative monoid need not be acyclic (Example 4.14); and there is a wide assortment of commutative
unit-cancellative monoids that are non-cancellative, including families of monoids of ideals, of monoids
of modules, and of power monoids, see [18, §§ 3.2–3.4] and [19, § 3].
With this said, we discuss in some detail a few basic features of three “large” families of non-commutative
acyclic monoids arising from the literature. In particular, the first example is inspired by J.F. Ritt’s sem-
inal work [34] on univariate polynomials that are irreducible with respect to functional composition (see
[32] for a survey on this subject); and the second by the work of various authors on the arithmetic of
matrix rings (see [7, 5, 6], [36, § 5], and the bibliography therein).
We shall refer to [10, Chap. I, § 8] for fundamental aspects of ring theory, and to [10, Chap. II, § 10
and Chap. III, § 8.3] for fundamental aspects of linear algebra over commutative rings.
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Example 4.3. Let 0R be the zero, 1R the multiplicative identity, R
× the group of (multiplicative) units,
and R• the set of regular (or cancellable) elements of a non-trivial commutative ring R, and let R[X ] be
the ring of polynomials in one indeterminate X with coefficients in R. (We recall that an element a ∈ R
is regular if ax 6= 0R for every non-zero x ∈ R, and R is non-trivial if 0R 6= 1R.)
It is obvious (and well known) that R• is a submonoid of the multiplicative monoid of R and R× is a
subgroup of R•. Hence, one can readily verify that the set of all non-constant polynomials
∑n
i=0 αnX
n ∈
R[X ] whose leading coefficient αn belongs to R
•, is itself a monoid, herein denoted by R◦[X ], under the
operation ◦ of functional composition defined by:
f ◦ g(X) := f(g(X)), for all f, g ∈ R◦[X ].
The identity of R◦[X ] is the polynomial 1R(X) := X ∈ R[X ], and it is easily seen that
R◦[X ]
× = {αX + β ∈ R[X ] : α ∈ R× and β ∈ R}. (9)
We claim that R◦[X ] is an acyclic monoid. Indeed, assume f = u ◦ f ◦ v for some f, u, v ∈ R◦[X ]. Then
deg(f) = deg(u) deg(f) deg(v) 6= 0, which is only possible if deg(u) = deg(v) = 1, that is, u(X) = aX+ b
and v(X) = cX + d for some a, c ∈ R• and b, d ∈ R. It follows that
qXdeg(f) + g(X) = f(X) = u ◦ f ◦ v(X) = af(cX + d) + b = aqcXdeg(f) + h(X),
where q is the leading coefficient of f , and h and g are polynomials in R[X ] of degree ≤ deg(f)− 1. This
in turn implies q(ac− 1R) = 0R, with the result that ac = 1R because q is a regular element of R. Then
a, c ∈ R×, and we conclude, by (9), that u, v ∈ R◦[X ]
× (as wished).
Finally, let κ be the order of 1R relative to the additive group of R, and consider the polynomials
F (X) = X2 +X ∈ R◦[X ], G(X) = X − 1R ∈ R◦[X ], and H(X) = X
2 ∈ R◦[X ].
A simple calculation reveals that F ◦G(X) = X2 −X 6= X2 +X − 1R = G ◦ F (X). Moreover, we find
that, if κ = 2, then F ◦G = F ◦ 1R although G 6= 1R; and if κ 6= 2, then H ◦ 1R = H ◦ (−1R) although
1R 6= −1R. On the whole, this shows that R◦[X ] is neither commutative nor cancellative (regardless of
the actual choice of the ring R).
Example 4.4. Fix an integer n ≥ 2 and let Mn(R) be the ring of all n-by-n matrices with entries in a
non-trivial, commutative ring R (endowed with the usual operations of entrywise addition and row-by-
column multiplication). By [10, Chap. III, § 8.3, Proposition 5], a matrix inMn(R) is a unit (with respect
to multiplication) if and only if its determinant is a unit of R (we keep using notation and terminology
introduced in Example 4.3); moreover, we have
det(AB) = det(A) det(B), for all A,B ∈Mn(R). (10)
Since R• is a submonoid of the multiplicative monoid of R and R× is a subgroup of R•, it follows that
Sn(R) := {A ∈ Mn(R) : det(A) ∈ R
•}
is a submonoid of the multiplicative monoid ofMn(R) whose group of units is precisely the general linear
group of degree n over R, that is to say,
Sn(R)
× = GLn(R) := {A ∈Mn(R) : det(A) ∈ R
×}. (11)
We will find that Sn(R) is cancellative, acyclic, and non-commutative (for any choice of the ring R).
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First, assume ABC = B for some A,B,C ∈ Sn(R). Then (10) yields det(B) = det(A) det(B) det(C),
and hence (det(A) det(C) − 1R) det(B) = 0R. But this can only happen if det(A) det(C) = 1R, because
det(B) ∈ R•. Therefore, det(A) and det(C) are units of R, implying by (11) that Sn(R) is acyclic.
On the other hand, it is an easy exercise to see that Sn(R) is non-commutative. Indeed, consider the
matrix D ∈ Mn(R) whose (i, j)-entry is 1R if i = j or i = j − 1 = 1, and 0R otherwise (1 ≤ i, j ≤ n).
Then D and its transpose Dt are both in Sn(R), since their determinant is 1R; but DD
t 6= DtD because
the (1, 1)-entry of DDt is 1R + 1R and the (1, 1)-entry of D
tD is 1R.
Lastly, denote by Q(R) the total ring of fractions of R (see [10, Chap. I, § 8.12] for terminology), by
Q(R)× the group of (multiplicative) units of Q(R), and by Mn(Q(R)) the ring of n-by-n matrices with
entries in Q(R). Then R• ⊆ Q(R)× (essentially by definition), and this in turn entails that the inclusion
map Mn(R) →֒ Mn(Q(R)) yields an injective monoid homomorphism from Sn(R) to GLn(Q(R)). Thus
Sn(R) is cancellative, since it embeds (as a monoid) into a group.
Example 4.5. We say that a monoid H is normalizing if aH = Ha for every a ∈ H . Obviously, every
commutative monoid is normalizing; and important examples of non-commutative normalizing monoids
arise from the study of ring extensions and monoid algebras [31].
Let H be a unit-cancellative normalizing monoid, and suppose uxv = x for some u, v, x ∈ H . Since H
is normalizing, there then exist u¯, v¯ ∈ H such that x = uxv = xu¯v = uv¯x; and sinceH is unit-cancellative,
this is only possible if u¯v and uv¯ are units. It thus follows by Lemma 2.4(ii) that u and v are both units;
whence we conclude that H is acyclic.
Next, we establish that BF-monoids are acyclic (Proposition 4.7) and show how to build new acyclic
monoids from old ones (Proposition 4.9). But first, we need to fix a mistake in [19, Remark 2.4].
Proposition 4.6. Let H be a monoid, and let x, y ∈ H. The following hold:
(i) LH(x) + LH(y) ⊆ LH(xy).
(ii) If LH(x) and LH(y) are both non-empty or at least one of x and y is a unit, then
sup LH(x) + supLH(y) ≤ sup LH(xy), (12)
where sup∅ := 0. In particular, (12) holds when H is atomic.
Proof. Part (i) is a direct consequence of [37, Example 2.2]. As for part (ii), it follows from (i) that
sup(LH(x) + LH(y)) ≤ sup LH(xy).
So, since sup(X + Y ) = supX +supY for all non-empty subsets X and Y of R, we see that (12) holds if
LH(x) and LH(y) are both non-empty. Accordingly, assume from this point on that x is a unit (the case
when y ∈ H× is similar). We have by Lemma 2.4(ii) and [19, Lemma 2.2(iv)] that
LH(u) ⊆ {0} and LH(z) = LH(uzv), for all u, v ∈ H
× and z ∈ H rH×.
Since x is a unit and H× is a subgroup of H , it follows that sup LH(x) = 0 and supLH(y) = sup LH(xy),
whence sup LH(xy) = sup LH(x) + sup LH(y) and we are done. 
Proposition 4.7. Every BF-monoid is acyclic.
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Proof. Let H be a BF-monoid, and suppose for the sake of contradiction that H is not acyclic, namely,
there exist u, v, x ∈ H with u /∈ H× or v /∈ H× such that uxv = x. In fact, we may assume that u /∈ H×
(the other case is essentially the same). Then u is a non-empty product of atoms (because H is atomic),
and hence LH(u) is a non-empty subset of N
+. On the other hand, x = uxv yields (by induction) that
x = ukxvk for every k ∈ N. So putting it all together, we conclude from Proposition 4.6(ii) that
sup LH(x) = supLH(u
kxvk) ≥ supLH(u
k) ≥ k sup LH(u) ≥ k, for each k ∈ N.
This, however, means that sup LH(x) =∞, contradicting the hypothesis that H is a BF-monoid. 
Example 4.8. In the notation of Example 4.3, assume that R is a field. Then we have by (9) that every
polynomial f ∈ R◦[X ] of degree 1 is a unit. In consequence, we find that the function
λ : R◦[X ]→ N : f 7→ deg(f)
is a length function on R◦[X ], meaning that, if f, g ∈ R◦[X ] and g = u ◦ f ◦ v for some u, v ∈ R◦[X ] such
that u or v is not a unit, then λ(g) < λ(f), see [19, Definition 2.26]. In fact, it is clear that
λ(f ◦ g) = λ(f)λ(g), for all f, g ∈ R◦[X ].
By [19, Corollary 2.29], it follows that R◦[X ] is a BF-monoid; so, in particular, R◦[X ] is acyclic (Propo-
sition 4.7), although we know that this holds more generally without R being a field (Example 4.3).
It is perhaps worth mentioning that, by Ritt’s first decomposition theorem and its generalizations,
R◦[X ] is actually an HF-monoid when R is a field of characteristic zero, see [32, Theorem 2.1]. This kind
of results have stimulated a great deal of research (e.g., in connection to the solution of certain types of
Diophantine equations), and it is not implausible that bringing them under the umbrella of factorization
theory could open the door to new and interesting developments.
Proposition 4.9. The following hold:
(i) If ϕ : H → K is a monoid homomorphism with K acyclic and ϕ−1(K×) ⊆ H×, then H is acyclic.
(ii) If K is a submonoid of an acyclic monoid H and K ∩H× ⊆ K×, then K is acyclic.
(iii) Products and coproducts of acyclic monoids are acyclic.
Proof. (i) Let ϕ : H → K be a monoid homomorphism, and suppose that uxv = x for some u, v, x ∈ H .
Then ϕ(u)ϕ(x)ϕ(v) = ϕ(x), and if K is acyclic, this is only possible if ϕ(u), ϕ(v) ∈ K×. Therefore, if K
is acyclic and ϕ−1(K×) ⊆ H×, then u, v ∈ H×. So we are done, since u, v, and x were arbitrary.
(ii) This is straightforward from part (i), when considering that, if K is a submonoid of a monoid H ,
then the inclusion map ı : K → H : x 7→ x is a monoid homomorphism with ı−1(H×) = K×.
(iii) Let H andK be, resp., the product and coproduct of an indexed family (Hi)i∈I of acyclic monoids.
As is usual, we will regard an element of H as a function f : I →
⋃
i∈I Hi such that f(i) ∈ Hi for each
i ∈ I, and an element of K as a function f ∈ H such that f(i) 6= 1Hi for all but finitely many i ∈ I.
Accordingly, to multiply two elements f, g ∈ H is to consider the function fg : I 7→
⋃
i∈I Hi : i 7→ f(i)g(i).
Then the identity of H is the function I →
⋃
i∈I Hi : i 7→ 1Hi , and f ∈ H is a unit if and only if f(i) ∈ H
×
i
for every i ∈ I; also, K is obviously a submonoid of H with K ∩H× ⊆ K×. So, by part (ii), it suffices
to check that H is acyclic. So, assume ufv = f for some u, f, v ∈ H . Then u(i)f(i)v(i) = f(i) for each
i ∈ I, and this yields u(i), v(i) ∈ H×i (by the hypothesis that Hi is acyclic). Thus u, v ∈ H
×, and we see
that H is acyclic (as wished). 
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Incidentally, Proposition 4.7 is a strengthening of [19, Corollary 2.29], with “acyclic” replacing “unit-
cancellative” (recall from Remark 4.2 that any unit-cancellative monoid is acyclic, but not conversely).
With the above in place, we now turn to prove the main results of this section (Corollaries 4.12 and
4.13). We start with some elementary properties of acyclic monoids.
Lemma 4.10. Let H be an acyclic monoid. The following hold:
(i) If x1 · · ·xn ∈ H
× for some x1, . . . , xn ∈ H, then xi ∈ H
× for each i ∈ J1, nK.
(ii) Every element of H of finite order is a unit.
(iii) H has no non-trivial idempotent.
Proof. (i) This is a special case of [19, Lemma 2.27(i)], because an acyclic monoid is unit-cancellative (as
already observed in Remark 4.2).
(ii) Let x ∈ H be an element of finite order. Then xn = xm for some m,n ∈ N+ with m < n. Since
H is acyclic, this implies that xn−m is a unit of H , which, by part (i), is only possible if x ∈ H×.
(iii) Let x ∈ H be an idempotent (namely, x2 = x). Then ordH(x) ≤ 2, and we get from part (ii) that
x is a unit. It follows that 1H = x
−1x = x−1x2 = x, and hence H has no non-trivial idempotents. 
Theorem 4.11. Assume H is an acyclic f.g.u. monoid. Then there exists a finite subset A¯ of A (H)
such that H rH× = Sgp〈H×A¯H×〉H . In particular, H is atomic.
Proof. Since H is an f.g.u. monoid, H rH× ⊆ Sgp〈H×AH×〉H for some finite set A ⊆ H ; and since H
×
is a subgroup of H , we deduce from Lemma 3.2 that there is a set A¯ ⊆ ArH× such that
H rH× ⊆ Sgp〈H×A¯H×〉H (13)
and
a /∈ Sgp〈H×A¯H× rH×aH×〉H , for every a ∈ A¯. (14)
We claim A¯ ⊆ A (H). So, suppose to the contrary that A¯ has an element a¯ that is not an atom of H .
Then a¯ = xy for some x, y ∈ H rH× (since A¯ and H× are disjoint, a¯ cannot be a unit), and it follows
by (13) that there are h, k ∈ N+, u1, . . . , uh+k, v1, . . . , vh+k ∈ H
×, and a1, . . . , ah+k ∈ A¯ for which
x = u1a1v1 · · ·uhahvh and y = uh+1ah+1vh+1 · · ·uh+kah+kvh+k. (15)
In turn, this yields that aıˆ = a¯ for some ıˆ ∈ J1, h+ kK, or else we would have that
a¯ = xy = u1a1v1 · · ·uh+kah+kvh+k ∈ Sgp〈H
×A¯H× rH×a¯H×〉H ,
in contradiction to (14). Consequently, we find that a¯ = uuıˆa¯vıˆv, where
u :=
∏
1≤i<ıˆ
uiaivi and v :=
∏
ıˆ<i≤h+k
uiaivi.
Thus uuıˆ, vıˆv ∈ H
× (because H is acyclic), which implies, by Lemma 4.10(i), that
ui, ai, vi ∈ H
×, for every i ∈ J1, h+ kKr {ıˆ}.
Together with (15), this in turn shows that x =
∏h
i=1 uiaivi ∈ H
× if h < ıˆ, and y =
∏h+k
i=h+1 uiaivi ∈ H
×
if ıˆ ≤ h. So we got a contradiction (by hypothesis, neither x nor y is a unit of H), and we conclude that
A¯ is contained in A (H) (as wished).
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By (13), it only remains to check that Sgp〈H×A¯H×〉H ⊆ H rH
×, which is however straightforward,
by the fact that uav ∈ A (H) for all u, v ∈ H× and a ∈ A (H), see Lemma 2.4(i). 
We note in passing that Theorem 4.11 is a generalization (from cancellative commutative f.g.u. monoids
to acyclic f.g.u. monoids) of [24, Proposition 1.1.7.2].
Corollary 4.12. Every acyclic l.f.g.u. monoid is FmF (and in particular atomic).
Proof. This is an immediate consequence of Proposition 2.6(iii), Theorem 4.11, and Corollary 3.5. 
The next result is a strengthening (with “FF” replacing “BF”) of [18, Proposition 3.4].
Corollary 4.13. Every commutative, acyclic, l.f.g.u. monoid is FF.
Proof. From Corollary 4.12, every acyclic l.f.g.u. monoid is FmF; and from Remark 4.2, a commutative
monoid is acyclic if and only if it is unit-cancellative. So we are done, since all factorizations (into atoms)
in a commutative unit-cancellative monoid are minimal, see [4, Proposition 4.6(v)]. 
Now we show, as a complement to Theorem 4.11, that cancellative f.g. monoids, on the one hand,
need not be atomic; and, on the other hand, can be atomic without being acyclic (we invite the reader
to review §§ 2.1 and 2.5 before reading further).
Example 4.14. Fix n ∈ N+, and let H be the monoid defined by the presentation Mon〈X | R〉, where
X is the 2-element set {x, y} and R := {(x∗n, y ∗ x∗n ∗ y)} ⊆ F (X)×F (X).
Of course, H is f.g., and since the presentation Mon〈X | R〉 is finite and its left and right graphs are
cycle-free, we get from Adian’s embedding theorem (viz., Theorem 2.7) that H embeds into a group and
is therefore cancellative. Also, it is straightforward that H is reduced, {y} ⊆ A (H) ⊆ X , and x /∈ 〈y〉H .
Accordingly, we see that H is atomic if and only if A (H) = X , and the latter holds if and only if n ≥ 2
(if n = 1, then x ≡ y ∗ x ∗ y mod R♯, implying that x is not an atom of H).
Notice that H is not acyclic and, hence, Corollary 4.12 does not apply. However, it follows from the
above and Corollary 3.5 that, for n ≥ 2, H is FmF, although not BF (in fact, a routine induction shows
that x∗n ≡ y∗k ∗ x∗n ∗ y∗k mod R♯, and hence n+ 2k ∈ LH(x
∗n), for every k ∈ N).
Finally, we prove that acyclic f.g. monoids, although atomic (by Corollary 4.12), need not be BF, not
even under the additional condition of being cancellative and reduced (in stark contrast to what happens
in the commutative case, cf. [24, Proposition 2.7.8.4] and Corollary 4.13): Note that one difficulty in
the construction of a monoid with these characteristics lies in the fact that, by Lemma 4.10(iii), acyclic
monoids have no non-trivial idempotents.
Example 4.15. Let X be the 4-element set {w, x, y, z}, and for each k ∈ N let ak denote the X-word
x ∗ y∗k ∗ z. Then take H to be the monoid defined by the presentation Mon〈X | R〉, where
R := {(ak, y ∗ ak+1 ∗ w) : k ∈ N} ⊆ F (X)×F (X).
Since ‖ak‖X = k + 2 ≥ 2 for every k ∈ N, it is routine to check that H is a reduced monoid with
A (H) = X . Moreover, LH(a0) contains the set {3k : k ∈ N
+}, because we have (by induction) that
a0 ≡ y
∗(k−1) ∗ ak ∗ w
∗(k−1) mod R♯, for every k ∈ N+.
Thus H is atomic but not BF, and we are going to show that it is also can
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So, denote by ψ the function F (X) → N that maps an X-word z to the supremum of the set of all
ℓ ∈ N+ for which there exist zˆ0, . . . , zˆℓ ∈ F (X) and s1, . . . , sℓ ∈ N such that
z = zˆ0 ∗ as1 ∗ zˆ1 ∗ · · · ∗ zˆℓ−1 ∗ asℓ ∗ zˆℓ =
ℓ∗
i=1
(ˆzi−1 ∗ asi ∗ zˆi),
where we make the convention that sup∅ := 0. Since
ψ(ak) = ψ(y ∗ ak+1 ∗ w) = 1, for every k ∈ N, (16)
it is easily seen that
ψ(b) = ψ(c), for all b, c ∈ F (X) with b ≡ c mod R♯. (17)
Let z ∈ F (X) and set ℓ := ψ(z). If ℓ is not zero, it follows from the above that there are determined
r1, s1, t1, . . . , rℓ, sℓ, tℓ ∈ N and z0, . . . , zℓ ∈ F (X) such that y is not the right-most letter of any of the
words z0, . . . , zℓ−1; w is not the left-most letter of any of the words z1, . . . , zℓ; and z can be written as
z0 ∗ y
∗r1 ∗ as1 ∗ w
∗t1 ∗ z1 ∗ · · · ∗ zℓ−1 ∗ y
∗rℓ ∗ asℓ ∗ w
∗tℓ ∗ zℓ. (18)
In addition, it is clear from the definition of ψ that the words z0, . . . , zℓ in this representation satisfy
ψ(zi) = 0, for every i ∈ J0, ℓK. (19)
Accordingly, we say z is normal (with respect to the presentation H) if either ℓ is zero, or ℓ is non-zero
and, for each i ∈ J1, ℓK, at least one of ri, si, and ti in the decomposition (18) of z is zero.
Every X-word z is R♯-congruent to a unique normal X-word, which we denote by z and refer to as the
normal form of z (relative to the presentation H). Indeed, set ℓ := ψ(z). If ℓ = 0, then we obtain from
(16) that z = {z}, and there is nothing left to prove. Otherwise, assuming z to be written as in (18), it is
found that an X-word y is congruent to z modulo R♯ if and only if y can be written as
z0 ∗ y
∗(r1+k1) ∗ as1+k1 ∗ w
∗(t1+k1) ∗ z1 ∗ · · · ∗ zℓ−1 ∗ y
∗(rℓ+kℓ) ∗ asℓ+kℓ ∗ w
∗(tℓ+kℓ) ∗ zℓ,
where k1, . . . , kℓ ∈ Z and ki ≥ −min(ri, si, ti) for each i ∈ J1, ℓK: The proof is by induction on the length
of an R-chain from z to y. The induction basis is trivial (an R-chain of length 0 from z to y implies z = y).
The inductive step comes down to observing that, if an X-word of the form
z0 ∗ y
∗α1 ∗ aβ1 ∗ w
∗γ1 ∗ z1 ∗ · · · ∗ zℓ−1 ∗ y
∗αℓ ∗ aβℓ ∗ w
∗γℓ ∗ zℓ,
with αi, βi, γi ∈ N for each i ∈ J1, ℓK, factors as p ∗ q ∗ r for some p, q, r ∈ F (X) such that q is a defining
relation of H , then there exist d ∈ J1, ℓK and k ∈ J0,min(1, αd, γd)K for which
p = z0 ∗ p
′ ∗ y∗(αd−k), q = y∗k ∗ aβd ∗ w
∗k, and r = w∗(γd−k) ∗ r′ ∗ zℓ,
where
p′ :=
d−1∗
i=1
(y∗αi ∗ aβi ∗ w
∗γi ∗ zi) and r
′ :=
ℓ∗
i=d+1
(zi−1 ∗ y
∗αi ∗ aβi ∗ w
∗γi);
in particular, note that ψ(y∗α ∗ aβ ∗ w
∗γ) = 1 for all α, β, γ ∈ N, while it is immediate from (19) that
ψ(zi−1 ∗ y
∗αi ∗ x ∗ y∗βi) = ψ(y∗βi ∗ z ∗w∗γi ∗ zi) = 0, for each i ∈ J1, ℓK.
Knowing now that every element of H has a unique normal form, we proceed to prove a series of claims.
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Claim 1. Let z ∈ F (X) and a ∈ X, and assume z is normal but a ∗ z (resp., z ∗ a) is not. Then a = y
(resp., a = w) and there exist s, t ∈ N+ and z′ ∈ F (X) such that z = as ∗w
∗t ∗ z′ (resp., z = z′ ∗ y∗s ∗ at)
and z′ is a normal word whose left-most letter is not equal to w (resp., y); moreover, the normal form of
a ∗ z (resp., z ∗ a) is the X-word as−1 ∗w
∗(t−1) ∗ z′ (resp., z′ ∗ y∗(s−1) ∗ at−1).
Proof. Set ℓ := ψ(z). We will prove the statement for a ∗ z; the one for z ∗ a can be proved in a similar
fashion (we will omit the details). It is obvious that ψ(a ∗ z) ≤ ℓ + 1; and on the other hand, it is clear
that ψ(a ∗ z) is not zero, or else a ∗ z would be normal. We want to show that ℓ 6= 0.
Suppose to the contrary that ℓ is zero. Then we see from the above that ψ(a ∗ z) = 1, which in turn
implies that a ∗ z = u0 ∗ y
∗α ∗ aβ ∗w
∗γ ∗ u1 for some α, β, γ ∈ N and u0, u1 ∈ F (X) such that y is not the
right-most letter of u0 and w is not the left-most letter of u1. But this is only possible if α, β, and γ are
positive integers, because a ∗ z is not normal. Therefore, u0 ∗ y
α = a ∗ u′0 for some u
′
0 ∈ F (X), which is
however a contradiction, as it implies that ψ(z) = ψ(u′0 ∗ aβ ∗ w
∗γ ∗ u1) = 1.
Having established that ℓ 6= 0 and taking into consideration that z is normal, we can now write z as in
(18), with the additional restriction that risiti = 0 for each i ∈ J1, ℓK. In particular, this means that
z = z0 ∗ y
∗r ∗ as ∗ w
∗t ∗ z′ (20)
for some r, s, t ∈ N and z0, z
′ ∈ F (X) such that rst = ψ(z0) = 0, the right-most letter of z0 is not y, and
z′ is a normal X-word whose left-most letter is not w. We aim to prove that z0 = ε.
Assume to the contrary that z0 6= ε. Then ψ(a ∗ z0) = 1, or else it would follow from the above that
a ∗ z is normal (a contradiction). We thus have a ∗ z0 = v0 ∗ y
∗h ∗ aj ∗ w
∗k ∗ v1 for some j, h, k ∈ N and
v0, v1 ∈ F (X) such that y is not the right-most letter of either v0 or v1; w is not the left-most letter of
v1; and ψ(v0) = ψ(v1) = 0. However, this can only happen if v0 = ε and h = 0, or else v0 ∗ y
∗h = a ∗ v′
for some v′ ∈ F (X) and, hence, ψ(z0) = ψ(v
′ ∗ aj ∗w
∗k ∗ v1) = 1 (again a contradiction). So we find that
a ∗ z = aj ∗ w
∗k ∗ v1 ∗ y
∗r ∗ as ∗ w
∗t ∗ z′,
which is still impossible, as it implies that a ∗ z is normal (on account of the properties of v1 and z
′).
Putting it all together, we can thus conclude that z0 = ε (as wished), and we obtain from (20) that
z = y∗r ∗ as ∗ w
∗t ∗ z′ and a ∗ z = a ∗ y∗r ∗ as ∗ w
∗t ∗ z′.
So the only way for a ∗ z not to be normal is if a = y and s, t ∈ N+. But then r = 0 (recall that rst = 0),
and we find that z = as ∗ w
∗t ∗ z′ and a ∗ z = y ∗ as ∗ w
∗t ∗ z′. This finishes the proof, since it is evident
that the normal form of y ∗ as ∗ w
∗t ∗ z′ is the X-word as−1 ∗ w
∗(t−1) ∗ z′. 
Claim 2. Suppose that a ∗ u ≡ a ∗ v mod R♯ (resp., u ∗ a ≡ v ∗ a mod R♯) for some u, v ∈ F (X) and
a ∈ X. Then u ≡ v mod R♯.
Proof. Every X-word is R♯-congruent to its own normal form, and since the normal form is unique, we
see that z ≡ y mod R♯ if and only if z = y. Therefore, it will be enough to assume u = u and v = v, and
to show that a ∗ u ≡ a ∗ v mod R♯ implies u = v; the “symmetric” statement that u ∗ a ≡ v ∗ a mod R♯
implies u = v, can be proved in essentially the same way (we will omit the details).
So, suppose a ∗ u ≡ a ∗ v mod R♯, or equivalently a ∗ u = a ∗ v. If a ∗ u and a ∗ v are both in normal
form, then a ∗ u = a ∗ v and we are done. So, assume without loss of generality that a ∗ u is not normal.
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Then we have from Claim 1 that a is equal to y and there exist s, t ∈ N+ and u′ ∈ F (X) such that
u = as ∗ w
∗t ∗ u′ and a ∗ u = as−1 ∗ w
∗(t−1) ∗ u′. (21)
We thus see that a ∗ v, too, is not normal; otherwise, it would follow from the above that
as−1 ∗ w
∗(t−1) ∗ u′ = a ∗ u = a ∗ v = a ∗ v = y ∗ v,
which is impossible, because the left-most letter of as is x. Then, again by Claim 1, we find that
v = aβ ∗ w
∗γ ∗ v′ and a ∗ v = aβ−1 ∗ w
∗(γ−1) ∗ v′ (22)
for some α, β ∈ N+ and v′ ∈ F (X). Since a ∗ u = a ∗ v, we thus conclude that
as−1 ∗w
∗(t−1) ∗ u′ = aβ−1 ∗ w
∗(γ−1) ∗ u′,
which is only possible if s = β, t = γ, and u′ = v′ (on account of the properties of u′ and v′). This suffices
to complete the proof, as it shows, by (21) and (22), that u = v. 
Finally, we come to the conclusions. Let u, v, and z be arbitrary X-words. If z ∗ u ≡ z ∗ v mod R♯ or
u ∗ z ≡ v ∗ z mod R♯, then Claim 2 implies, by induction on ‖z‖X , that u ≡ v mod R
♯. This proves that
H is cancellative, and we are left to verify that H is acyclic. So, set ℓ := ψ(z) and suppose that
z ≡ u ∗ z ∗ v mod R♯. (23)
We need to prove u = v = ε. To begin, it is clear that, for (23) to hold, u and v must be {y, w}-words,
because the X-words ak and y ∗ ak+1 ∗ w contain, for every k ∈ N, an equal number of x’s and z’s, and
this implies that the same is true for all X-words b and c with b ≡ c mod R♯. If, on the other hand, ℓ is
zero, then we have from (17) that z and u ∗ z ∗ v are both in normal form; whence (23) is only possible if
u = v = ε, and we are done. Therefore, we assume from now on that ℓ 6= 0; and since z ≡ z mod R♯ and
R♯ is a monoid congruence, we may also assume without loss of generality that z is normal. Accordingly,
let z be written as in (18), with the additional restriction that at least one of the exponents ri, si, and ti
is zero for each i ∈ J1, ℓK. In consequence, it is not difficult to see that (23) can only be true if z0 = zℓ = ε
and there exist α, β ∈ N such that u = y∗α and v = w∗β . Then it is straightforward to determine the
normal form of u ∗ z ∗ v and to see that it coincides with the one of z only if α = β = 0 (as wished).
5. Primes and unique factorization
In this final section, we prove a characterization of factorial monoids based on a non-standard yet
natural generalization of the notion of prime element to the non-commutative setting (Definition 5.5).
We start by recalling the following, cf. [24, Definition 1.1.1.3]:
Definition 5.1. Let H be a monoid. An element p ∈ H is prime provided that p /∈ H× and if p |H xy,
for some x, y ∈ H , then p |H x or p |H y. We also refer to the prime elements of H as the primes of H .
Prime elements are of great importance in many aspects of factorization theory. Among other things,
it is a simple exercise to show that, in the classical setting of cancellative commutative monoids, every
prime is an atom, see, e.g., [24, Proposition 1.1.2.3]; but this need no longer be true even in the “slightly
less restrictive” case of the multiplicative monoid of an integral domain:
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Example 5.2. Assume H is a non-trivial monoid with an absorbing element 0H (meaning that 0Hx =
x0H = 0H for every x ∈ H) and no zero divisors (i.e., xy 6= 0H for all x, y ∈ H with x 6= 0H 6= y). Then
0H = 0
2
H and 0H /∈ H
×, so 0H is neither a unit nor an atom. Yet, 0H is a prime, because 0H |H xy for
some x, y ∈ H only if x or y equals 0H .
However, it turns out that [24, Proposition 1.1.2.3] carries over to acyclic or atomic monoids.
Proposition 5.3. Let H be a monoid, and let p be a prime element of H. The following hold:
(i) If p |H x1 · · ·xn for some x1, . . . , xn ∈ H, then p |H xi for some i ∈ J1, nK.
(ii) If H is acyclic or atomic, then p is an atom of H.
Proof. Part (i) is a routine induction (if n ≥ 2 and p |H x1 · · ·xn for some x1, . . . , xn ∈ H , then p |H x1
or p |H x2 · · ·xn−1). Therefore, we can restrict attention to proving part (ii).
Case 1: H is acyclic. Suppose by way of contradiction that p is not an atom. Then p = xy for some
x, y ∈ H rH× (recall that, by definition, a prime is not a unit); and since p |H xy, we have that p |H x
or p |H y. Assume, e.g., that x = upv for some u, v ∈ H (the other case is similar). Then p = xy = upvy,
and because H is acyclic, this implies that vy ∈ H×. Therefore, we see from Proposition 4.10(i) that y
is a unit. So we have a contradiction, implying that p is an atom.
Case 2: H is atomic. By definition, p is not a unit of H , and hence there are a1, . . . , an ∈ A (H) such
that p = a1 · · ·an (every non-unit element in an atomic monoid is a non-empty product of atoms). By
part (i), this yields that p |H ai for some i ∈ J1, nK, and hence ai = upv for some u, v ∈ H . On the other
hand, we have by Lemma 2.4(ii) that neither up nor pv is a unit of H . Since an atom cannot be written
as a product of two non-units, we thus find that u, v ∈ H×, and hence p = u−1aiv
−1. By Lemma 2.4(i),
this is enough to conclude that p is itself an atom. 
Another basic result in factorization theory is that a cancellative commutative monoid H is factorial
if and only if H is atomic and each of its atoms is a prime, see [24, Theorem 1.1.10.2, parts (a) and (b)].
The next example shows that the same need no longer be true for cancellative monoids (the reader may
want to review § 2.5 before proceeding).
Example 5.4. Let H be the monoid defined by the presentation Mon〈X | R〉, where X is the 2-element
set {x, y} and R := {(x ∗ y ∗ x, y ∗ x ∗ y ∗ x ∗ y)} ⊆ F (X)×F (X).
It is routine to check that H is an f.g., reduced, atomic monoid with A (H) = X ; and similarly as in
Example 4.14, it follows by Adian’s embedding theorem that H is also cancellative. In addition, it takes
a moment to show that x and y are both primes in H (i.e., every atom of H is a prime). However, H is
not BF (let alone factorial), because x∗y ∗x ≡ y∗k ∗x∗y ∗x∗y∗k mod R♯ for every k ∈ N (by induction),
and hence {3 + 2k : k ∈ N} ⊆ LH(x ∗ y ∗ x).
On the positive side, we will see that [24, Theorem 1.1.10.2, parts (a) and (b)] carries over to arbitrary
monoids on condition of replacing primes with a special type of atoms we call “powerful”, since they occur
with the same “exponent” in any two factorizations of a given element.
Definition 5.5. Let H be a monoid. Given a ∈ A (H), we denote by vHa the function F (A (H)) → N
that maps the empty word to 0 and a non-empty A (H)-word a1 ∗ · · · ∗ an of length n to the number of
indices i ∈ J1, nK such that ai ≃H a, cf. [19, Definition 2.10]; and we say a is powerful if v
H
a (b) = v
H
a (c)
for all b, c ∈ F (A (H)) such that πH(b) = πH(c).
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The function vHa in Definition 5.5 is, in essence, a non-commutative generalization of the p-adic valua-
tion commonly associated with a prime number p in the positive integers. This is transparent from some
of the properties such a function satisfies, which we record in a lemma for future reference.
Lemma 5.6. Let H be a monoid, and let b, c ∈ F (A (H)). The following hold:
(i) vHa (b ∗ c) = v
H
a (b) + v
H
a (c) for every a ∈ A (H).
(ii) If vHa (b) 6= 0 for some a ∈ A (H), then a |H πH(b).
(iii) b ≡ c mod CH if and only if πH(b) = πH(c) and v
H
a (b) = v
H
a (c) for every a ∈ A (H).
Proof. The proof is straightforward from the definitions. We leave the details to the reader. 
By Example 5.4, an atom can be prime without being powerful. Complementarily, we will show that
a powerful atom need not be prime (even in a cancellative commutative monoid).
Example 5.7. Fix a prime number p ∈ N+, and let H be the submonoid of the additive group of the
rational field generated by 1 + 1/p and all positive rational numbers whose denominator is coprime to p
(here, the denominator of a rational number x is the smallest integer n ≥ 1 such that nx ∈ Z). In fact,
H is one of a class of cancellative commutative monoids (named Puiseux monoids) that have received
great attention in recent years, see [15] and references therein.
We will write H additively (as is natural to do). It is easily seen that H is a reduced monoid with
identity 0 ∈ Q, and 1+1/p is the only atom of H . In particular, note that 1+1/p is the smallest element
in H whose denominator is not coprime to p; and if, on the other hand, x is a non-zero element of H and
the denominator of x is coprime to p, then x/(p+ 1) is also in H (with the result that x is not an atom,
as it “factors” into a sum of p+ 1 non-zero elements of H).
It is thus obvious that 1 + 1/p is a powerful atom of H , because H is cancellative and F (A (H)) is
the free monoid over the one-element alphabet {1 + 1/p}. Yet, 1 + 1/p is not a prime of H . In fact, it is
clear that 1 ∈ H and 1 + 1/p |H p+ 1. So, if 1 + 1/p were a prime element of H , then we would obtain
from Proposition 5.3(i) that (1 + 1/p) + x = 1 for some x ∈ H , a contradiction.
The relation between prime elements and powerful atoms is further clarified by the next result.
Proposition 5.8. Let H be a monoid. The following hold:
(i) If H is atomic, then every powerful atom is a prime.
(ii) If H is cancellative and commutative, then every prime is a powerful atom.
Proof. (i) Let a be a powerful atom of H , and assume that a |H xy for some x, y ∈ H , i.e., xy = uav for
some u, v ∈ H . We need to prove that a |H x or a |H y. To this end, we may suppose that neither x nor y
is a unit, or else the conclusion is trivial (if, for instance, x ∈ H×, then y = x−1uav and, hence, a |H y).
Similarly, we can admit that either u = 1H or u /∈ H
×; otherwise, we have that av = u−1xy, and so it
suffices to show that a |H u
−1x or a |H y (note that a |H u
−1x if and only if a |H x). And likewise, there
is no loss of generality in assuming that v = 1H or v /∈ H
×.
Since H is atomic (by hypothesis), there thus exist A (H)-words b, c, u, and v such that x = πH(b),
y = πH(c), u = πH(u), and v = πH(v); in particular, notice that u = ε when u = 1H , and v = ε when
v = 1H . It follows that b ∗ c and u ∗ a ∗ v are both factorizations (into atoms) of xy; and since a is a
powerful atom of H , we can conclude by Lemma 5.6(i) that
v
H
a (b) + v
H
a (c) = v
H
a (b ∗ c) = v
H
a (u ∗ a ∗ v) = v
H
a (u) + v
H
a (a) + v
H
a (v) ≥ 1.
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Then vHa (b) ≥ 1 or v
H
a (c) ≥ 1, which implies by Lemma 5.6(ii) that a |H x or a |H y (as wished).
(ii) Assume that H has a prime element p. By Proposition 5.3(ii), p is an atom (recall from Remark
4.2 that every cancellative commutative monoid is acyclic); it remains to prove that p is also powerful.
Let a and b be A (H)-words with πH(a) = πH(b), and define h := v
H
p (a) and k := v
H
p (b). Since p is
an atom and H is commutative, it is thus clear from Lemma 2.4 and the definition of vHp that there exist
u, v ∈ H× and finite subsets A and B of A (H) such that πH(a) = p
hu
∏
a∈A a, πH(b) = p
kv
∏
b∈B b, and
p ∤H c for every c ∈ A ∪ B (note that α |H β, for some atoms α, β ∈ H , if and only if α ≃H β).
By symmetry, we can now assume without loss of generality that h ≤ k. Since πH(a) = πH(b) and H
is cancellative, it then follows from the above that
∏
a∈A a = p
k−hu−1v
∏
b∈B b. But this is only possible
if h = k, or else A is non-empty and p |H a for some a ∈ A (by the fact that p is prime). 
With all this said, we are ready for the characterization promised at the beginning of the section,
which we use in Example 5.10 to give an “alternative proof” of the fundamental theorem of arithmetic.
Theorem 5.9. Let H be a monoid. The following are equivalent:
(a) H is factorial.
(b) H is atomic and every atom of H is powerful.
Proof. (a) ⇒ (b): By definition, a factorial monoid is, in particular, an atomic monoid; therefore, we
only have to check that every atom of H is powerful. To this end, suppose that A (H) is non-empty (or
else the conclusion is trivial), pick a ∈ A (H), and let b and c be A (H)-words such that πH(b) = πH(c).
We need to prove vHa (b) = v
H
a (c). If either of b or c is empty, then b = c = ε and we are done (recall
from Lemma 2.4(i) that a non-empty product of atoms cannot be equal to a unit). Otherwise, H being
factorial implies that n := ‖b‖A (H) = ‖c‖A (H) ∈ N
+; whence b = b1 ∗· · ·∗bn and c = c1 ∗· · ·∗cn for some
unique b1, c1, . . . , bn, cn ∈ A (H). Moreover, there exists a permutation σ of J1, nK such that b1 ≃H cσ(1),
. . . , bn ≃H cσ(n). Since ≃H is an equivalence relation on H , it is thus clear that
v
H
a (b) :=
∣∣{i ∈ J1, nK : a ≃H bi}∣∣ = ∣∣{i ∈ J1, nK : a ≃H cσ(i)}∣∣ = ∣∣{i ∈ J1, nK : a ≃H ci}∣∣ =: vHa (c).
(b)⇒ (a): This is an immediate consequence of Lemma 5.6(iii) (recall that H is factorial if, by definition,
any two factorizations of an element of H are CH -congruent). 
Example 5.10. Let H be a cancellative, commutative monoid. A common divisor (in H) of a non-empty
set X ⊆ H is an element α ∈ X such that α |H x for every x ∈ H . Accordingly, H is a GCD-monoid if
every non-empty finite subset X has a greatest common divisor, namely, there exists a common divisor
α of X with the additional property that, if β is any other common divisor of X , then β |H α.
Now, assume H is a GCD-monoid. By part ii) of the unnumbered proposition on p. 114 in [28], every
atom of H is prime; and by Proposition 5.8(ii), it follows that every atom of H is, in fact, powerful. All
in all, we thus see from Theorem 5.9 and the above that, if H is an atomic GCD-monoid, then H is
factorial and every non-unit element of H is a product of primes, cf. [28, § 10.7].
This implies the fundamental theorem of arithmetic, because it is almost trivial to prove (without ever
mentioning primes!) that the positive integers with the usual multiplication form an atomic GCD-monoid.
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6. Prospects for future research
Unfortunately, we do not know of anything analogous to Theorem 5.9 for minimally factorial monoids.
In this regard, it would be interesting to understand, among other things, whether the “minimal coun-
terparts” of some of the arithmetic invariants used in the classical theory to measure the “distance from
factoriality” (e.g., unions of sets of lengths) are all finite for f.g.u. monoids, as is known to happen in the
commutative and unit-cancellative case, see [22, Theorem 3.5] and [18, Proposition 3.4]. The dichotomy
implied by the following proposition counts as a first little step in this direction.
Proposition 6.1. Let H be a monoid. Then either the H-minimal factorizations of H are bounded in
length (i.e., there exists N ∈ N such that ‖a‖A (H) ≤ N for every H-minimal A (H)-word a), or for
each k ∈ N there exists a H-minimal A (H)-word whose length is equal to k.
Proof. Assume A (H) is non-empty (otherwise the conclusion is trivial) and there exists a positive integer
k ≥ 3 that is not the length of any H-minimal factorization. Then let a = a1 ∗ · · ·∗an be an A (H)-word
of length n ≥ k. We will show that a is not H -minimal; this will finish the proof, since it is easy to
check that every A (H)-word of length 0, 1, or 2 is H -minimal, see [4, Proposition 4.6(i)].
We proceed by induction. If n = k, there is nothing to do. So, let n ≥ k + 1 and suppose that n− 1
is not the length of any H-minimal A (H)-word. Since a¯ := a1 ∗ · · · ∗ an−1 is an A (H)-word of length
n− 1, there then exists a non-empty A (H)-word b = b1 ∗ · · · ∗ bm of length m ≤ n− 2 such that b ≺H a¯;
namely, πH(a¯) = πH(b) and b1 ≃H aσ(1), . . . , bm ≃H aσ(m) for some injection σ : J1,mK → J1, nK. It is
thus clear that b ∗ an ≺H a¯ ∗ an = a, implying that a is not H-minimal (as wished); note, in particular,
that πH(b ∗ an) = πH(b) ∗ πH(an) = πH(a¯) ∗ πH(an) = πH(a). 
Let H be a monoid, and define κ(H) be the supremum of all integers k ≥ 0 for which there exists a
H -minimal A (H)-word of length k. We have by Proposition 6.1 that J0, κ(H)K =
⋃
x∈H L
m
H(x), and it
seems interesting to determine κ(H) as H ranges over some specified family of monoids.
For instance, we know from [4, Proposition 4.11(i)] that, if K is a finite monoid and Pfin,1(K) is the
reduced power monoid of K (that is, the collection of all subsets of K containing 1K endowed with the
operation of setwise multiplication induced by K), then
κ(Pfin,1(K)) ≤ |K| − 1. (24)
Is it possible to provide a “simple meaningful characterization” of all finite monoids K for which Pfin,1(K)
is atomic and (24) holds as an equality? Note that, by [4, Theorem 3.9], Pfin,1(K) is atomic if and only if
1K 6= x
2 6= x for every x ∈ K r {1H}; and by [4, Lemma 5.5], κ(Pfin,1(K)) = |K| − 1 when K is a cyclic
group of odd order.
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