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P R E F A C E 
Semigroup and operator theory are essential part of M.Sc. 
syllabii of any reputed Indian University. However, the appli-
cations of these topics to partial differential equations, 
modelling, important physical phenomena are hardly taught in 
any Indian University at Post Graduate level. 
Around 1930, a beautiful combination of semigroup and 
operator theory was developed in which the properties of semi-
groups of bounded linear operators definedon a Banach Space 
into itself were studied. This theory has been named semigroups 
has 
of linear operators. This theory found tremendous applications 
to partial differential equations, Markov processes arid ergodic 
theory. 
The first systematically account of this theory appeared 
in 1948 in a monograph entitled " Functioiial Analysis and Semi-
group theory" by E. Hille. This theory continued to develop 
rapidly since then. By now, there are large number of monographs, 
lecture notes and proceedings of International Conferences 
devoted to this topic which have been referred to the bibliography 
alongwith current research papers. This theory is inter-discip-
linaries in nature as it requires the knowledge of Algebra, 
iii 
Functional analysis, Physics and Partial differential equations. 
The main objective of this dissertation is to qive a 
brief introduction of this theory alongwith its applications 
to solve some of the well known equations of Physics, like 
Schro«dinger equations, Heat equations and Hamiltons-Jacobi 
equations. 
In First Chapter, basic results of semigroups of linear 
and non linear operators, abstract Cauchy problems are discussed. 
How one parameter semigroup is associated with initial value 
problem, is also indicated in this chapter. Chapter 2 is devoted 
to solutions of linear Schroedinger equations via semigroup 
method while the solutions of nonlinear Schroedinger equations 
via semigroup method are studied in Chapter 3. A semigroup 
approach for solutions of heat equations is given in Chapter 4. 
Chapter 5 deals with Hamilton Jacobi equations. 
In the end a fairly comprehansive bibliography is presented. 
The author does not claim to have incorporated any original work 
in this dissertation. Infact this is not required also. A 
slightly more time was taken in writing this dissertation due 
to multifarious nature of the topic. 
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CHAPTER I 
PRELIMINARIES 
1.1. INTRODUCTION 
The concept of semigroup theory was formulated and named 
in 1904, Mathematician started taking one-parameter semigroup 
theory seriously in 1930s. Its development became inspired 
when it was realized that the theory had immediate applications 
to partial differential equations, Markov processes, and ergodic 
theory. This theory continued to develop since then. Semigroup 
theory has also applications to mathematical physics (Fegnman 
integrals, scattering theory etc.), approximation theory, poten-
tial theory, classical inequalities, fluid motion, quantum 
mechanics, industrial applications of control theory, mathemati-
cal biology etc. 
Algebraically, a semigroup in an ordered pair (S,*) consis-
ting of a nonempty set S and an associative binary operation* 
with respect to which S is closed. Here S is a family 
bounded linear operators defined on a Banach space X and the 
operation • is composition of operators, denoted by juxtaposi-
tion of the operators. Some progress has been made in developing 
a nonlinear semigroup theory. However, this theory is by no 
means complete, in contrast of to the linear theory which is both 
extensive and elegant, 
A number of excellent books, research notes and lecture 
note on semigroup theory and applications have been published, 
see for example, Hille - Phillips [41], Butzer-Berens [l9j. 
Barbu [8], Belleni-Morante [ll], Balakrishnan [7], Davis [29], 
Fattorini [33], Pazy [55], Goldstein [38], Negal [52], Pavel 
[54], Casteren [20], MeBride [51], etc. 
In Section 1.2, examples and important results of semi-
groups of linear operators have been mentioned. Section 1,3 
deals with abstract Cauchy problems while Section 1,4 is devoted 
to one-parameter semigroup associated with initial value problem, 
Some important results of nonlinear semigroups are mentioned in 
Section 1.5. 
SECTION 1.2 : Semigroups of Linear Operators 
Throughout this section we assume that X be a Banach 
space. 
DEFINITION 1,2.1 [55]: X be a Banach space. A one parameter 
family S(t) = {S(t)j.v of bounded linear operators from X 
into X is a semigroup of bounded linear operators (hereafter 
called semigroup) on X if 
(i) S(o) = I, (I is the identity operator on X). 
(ii) S(t+s) = S(t) S(s) for every t,s >, o (the semigroup 
property). 
DEFINITION 1.2.2 [51]: A semigroup S(t) is said to be 
(i) Uniformly Continuous semigroup (hereafter called UC-
semigroup) if lim l|S(t)-l|| = 0 . 
t^ o 
(ii) Strongly continuous semigroup (hereafter called C -semi-
group) if for each fixed x 6 X, S(t)x — > x as t — > 0 . 
(iii) Contraction semigroup if ||S(t)|| <. 1 for each t >. 0. 
(iv) Isometric semigroup if )lS(t)f|J = ||f|| for all t >. 0, 
f € X. 
DEFINITION 1.2.3 [55]: A C^-semigroup S(t) is called compact 
for t i t if for every t > t , S(t) is a compact operator. 
S(t) is called compact if it is compact for t > 0. 
DEFINITION 1.2.4 [55]: A C^-semigroup S(t) is called differen-
tiable for t > t^ if for every x £. X, t — > S(t)x is differen-
tiable for t > t^. S(t) is called differentiable if it is 
differentiable for t > 0. 
DEFINITION 1.2.5 [55]: Let A ={^/^i < arg z < ^^, ^^ < 0 < ^2 
and for z e A let S(z) be a bounded linear operator. The 
family S(z), z c A , is an analytic semigroup in A if 
(i) z — > S(z) is analytic in A 
(ii) S(0) = 1 and lim S(z)x = x for every x e X. 
£->o 
zeA 
(iii) S(zj^+Z2) = S(z^) S^z^) for z^t z^eA . 
DEFINITION 1.2.6 [55]: A semigroup S(t) is said to be analytic 
if it is analytic in some sector ^ containing the non-negative 
real axis. 
DEFINITION 1.2.7 [55]: A one parameter family U(t) = 
{u(t)y. /_^ ^\ of bounded linear operators on a Banach space 
X is a C -group of bounded linear operators if it satisfies 
(i) U(0) = I, 
(11) U(t+s) = U(t) U(s) for ^ < t, s < CO, 
(iii)^lim U(t)x = x for x 6 X. 
t—>• 
DEFINITION 1.2.8. [55]: The linear operator A : D(A) (^  X — > X 
defined by 
r , S(t)x-x ) 
D(A) = <x€ x/lim exists > 
^ t^4,o t J 
and 
S(t)x-x d'*"S(t)x , ^ ^  
Ax = lim « 1 for X 6 D(A), 
tjo t dt t=« 
is called the infinitesimol generator (hereafter called i.g.) 
of the semigroup S(t), D(A) is the domain of A. 
DEFINITION 1.2.9 [55]: The i.g. A of a group U(t) is defined 
by 
U(t)x-x 
Ax ss lim ——^ 
t—>• t 
Remark 1.2.1(1): Definition 1.2.2 (ii) gives analytic structure 
(ii) If S(t) is compact for t >, 0, then in particular the 
identity operator is compact and X is necessarily finite 
dimensional. Also if for some t^> o, S(t ) is compact then 
so is S(t) for every t > t^ since S(t-tjj) S(t^) and S(t-t^) 
is bounded. 
(iii) Every UC-semigroup is a C^-semigroup but converse is not 
true, see for example 1.2.4. 
(iv) The restriction of an analytic semigroup to the real axis 
is a C -semigroup. Conversely, C^-semigroup can be extended 
to an analytic semigroup in some sector A around the non-
negative real axis. 
(v) If A and -A are the i.g's of C^-semigroups S^(t) and 
S_(tr= S(-t) then A is the i.g. of a C^-group U(t) given 
by 
C S_^ (t) for t >. 0 
U(t) = ( 
^S_(t) for t <. 0 . 
Converse is also true. 
Now we give some important examples of semigroups. 
EXAMPLE 1.2.1 [51,52]: (Translation Semigroup (group)) 
Let X be one of the following function spaces ^ (R ), 
C^(R) or L^(R_^), L^(R) for 1 < P < ». Define S(t) to be 
the left translation operator 
S(t) f(x) = f(x+t) (2.1) 
for X, t £ R , resp. x, t £ R and f ^  X. Then S(t) = 
is(t)jx.v is a C -semigroup (group) of contractions on X where 
the i.g. of the translation semigroup (group) on X = C^(R^) is 
defined by 
Af = 1^ f = f and 
D(A) = [f 6 x/f is differentiable and f'e Xj , and the 
i.g. of the translation semigroup (group) on X = L (R^), 
!_<?<«> is given by 
Af = f 
D(A) = [f e x/f is absol utely continuous, f 6 Xf, 
EXAMPLE 1.2.2 [51]: (The Gauss-Weierstrass semigroup in R ) 
Let X = L (-<»,«') f 1 £ P < " with usual norm | | . | | p« 
For t > o define S(t) on X by 
oo c -(x-y) ) 
(S(t)f)(x) = - ^ / exp ] f(y)dy (2.2) 
for f e X. Then S(t)f = G^ * f where 
G.(x) = i^— exp (- ^ ) (2.3) 
and • denotes the usual convolution. 
And S(t) is a C -semigroup of contractions and its i.g.A is 
given by 
D(A) = [ f ^ x / f ' is differentiable a.e., f',f"e xj 
(2.4) 
Af = f" 
EXAMPLE 1.2.3 [51]: (The Poisson semigroup in Rj also called 
the Cauchy semigroup) 
Let X = L^ C-oo, «), 1 £ P < oo. 
For t > 0, define S(t) on X by 
(S(t)f)(x)=^ / -5 ^ ^ f(y) dy for f 6 X. (2.5) 
^ -« t'^ +(x-y)'^  
Then S(t)f = P^ * f where 
P+(x) «= i f^ ^ for x£ R . (2.6) 
S(t) = (s(t)] 
t>« ^^ ^ C^-semigroup of contractions and it 
has a i.g. A where 
D(A) « W^»^(R ) ; A = DH = HD on D(A) , 1 < P < » 
° - fx » ^•®' ^®^ ^^ W^»^(R ) (2.7) 
Af = (Hf)' = Hf 
Here H is the Hilbert transform of f on (-<», <»), giwen by 
(Hf)(x)=i P.V. / ^ ( X G R ) (2.8) 
u-x 
where the integral is to be interpreted as a Cauchy principal 
value. The following example shows that C^-semigroup of trans-
lations is not UC-semigroup. 
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EXAMPLE 1.2.4 [51]: Let t > 0 be arbitrary but fixed and 
choose any function f C C[o,oo) such that f(o) = 1, f(t)= -1 
and llflL * sup |f(x)| = 1. Many such functions exist; for 
X>,0 
instance we can use f defined by 
f(x) « ^ (2.9) 
-1 , X > t 
For this f and with S(t) as in (2.1), we have 
||S(t)f - flL = Sup lf(x+t) - f(x)| > 2. 
X>,0 
Thus, for every t > o, there e x i s t s f^  e C[o,a>] such tha t 
l|S(t)f^- f J L > l l f l L as | | f t l L = 1. 
This implies that for every t > 0, 
I |S(t) - 1| I >_ 2 ==> I |s(t) - 1| I -/-> 0 as t — > 0^. 
Hence the C -semigroup of translation on (C[o,<»], | I • I loo) ^s 
not a UC-semigroup. 
Remark 1.2.2 (i): G^(x) = G(x,t), defined by (2.3), is so-
called fundamental solution of the one-dimensional heat equation 
*7 = 2_^, In particular u (x,t) = (G.* f)(x) is the solution 
°^ dx^ ^ 
of the initial value problem 
1^ = ^  f o r x € R , t > o 
(2.10) 
U(x,o) = f(x) 
under appropriate conditions. 
(ii) The Kernal P+(x) is a fundamental solution of Laplace's 
equation in the open upper half-plane of the (x,y)-plane, and 
in particular, it can be extended to the n-dimensional Laplacian 
on replacing (x-y) by |x-y| and adjusting the constant 
factor appropriately. 
(iii) For others examples of semigroup we refer to [ 7 ], [ s ]. 
In the remaining part of this section important results of semi-
group theory are mentioned. 
THEOREM 1.2.1 [55]: Let S(t) be a C^-semigroup and let A be 
its i.g. Then (i) for x 6 X, / S(s)x ds €, D(A) and 
t 
A(/ S(s)x ds) = S(t)x-x . (2.11) 
(ii) For xe D ( A ) , S(t)x ^  D(A) and 
^ S(t)x = AS(t)x = S(t)Ax. (2.12) 
(iii) For x e D(A) and t > s, 
t t 
S(t)x - S(s)x = / S(r)Ax d = / AS(r)x dr . (2.13) 
s s 
(iv) There exist constant w >. o and M >, 1 such that 
||S(t)|| < Me**'* for • < t < «. (2.14) 
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(v) The domain of A is dense in X and A is a closed 
linear operator. 
oo 
(vi) n D(A") is dense in X if D(A") is the domain of A". 
n=l 
(vii) |lAxl|2 < 4M2||A2X|| lixll , (2.15) 
cif X 6 D(A^) and S(t) satisfies ||S(t)|l £ M 
for t >. 0 and M >. 1. 
THEOREM 1.2.2 [55]: Let S(t) and T(t) be C -semigroups 
with i.g. A and B respectively. If A = B then 
S(t) = T(t) for t ^  0. 
THEOREM 1.2.3 [38,51,55]: (Hille-Yosida) A linear (unbounded) 
operator A is the i.g. of a C -semigroup of contractions 
S(t), t >. 0, if and only if ; 
(i) A is closed and D(A) = X 
(ii) The resolvent set /*(A) of A contains R"*" and for 
every A > 0. 
(|R(A,A)|| 1 ^ . (2.16) 
THEOREM 1.2.4 [38,55]: (Lumer-Phillips). Let A be a linear 
operator with dense domain D(A) in X, Then A is the i.g, 
of a C -semigroup of contractions if and only if A is 
m-dissipative operator. 
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THEOREM 1.2.5 [51]; (Hille-Yosida-Phillips-^Uyadera-Feller). 
Let X be a complex Banach space, A linear operator 
A : X ^ D(A) — > X is the i.g. of a C^-semigroup satisfying 
(2.14) on X if and only if 
(i) A is a densely defined closed operator, and either 
(ii) f(A), the resolvent of A, contains all real numbers 
such that /^  > u) and 
l|R(^fA)"| I 1 M/C^ -^o))'' for > 0), n=l,2,... (2.17) 
or (ii)' P(A) contains all complex numbers A with Re A > w 
and 
I(R(A,A)"(| lM/(ReA-w)" for ReA > w, n=l,2,... (2.18) 
THEOREM 1.2.6 [51,55]: (The exponential formula). Let S(t) 
be a C -semigroup an X. If A is the i.g. of S(t) then 
-n _ _ n 
I ) S(t)x = lim (I- ^  A)~"x = lim [^  R(p A)] x , (2.19) 
for X e X and the limit is uniform in t on any bounded 
interval. 
THEOREM 1.2.7 [55]: Let S(t) be a C^^-semigroup. If for 
every t > •, S(t)~ exists and is bounded operator then 
T(t) •• S(t)~ is a C -semigroup of bounded linear operators 
whose i.g. is -A. 
THEOREM 1.2.8 [55]: Let S(t) be a C^-semigroup. If 
Oe P(S(t )) for some t > 0 then O e f(S(t)) for all 
12 
t > • and S(t) can be embedded in a C -group. 
THEOREM 1.2.9 [38,55]: (Stone theorem). A is the i.g. of a 
C^-group of unitary operators on a Hilbert space H if and 
only if iA is self-adjoint. 
THEOREM 1.2.10: Let S(t) be a C^-semigroup and let A be 
its i.g. S(t) is a compact semigroup if and only if S(t) is 
continuous in the uniform operator topology for t > © and 
Ri^fA) is compact for Xe f{A), 
THEOREM 1.2.11 [55]: Let A be the i.g. of a C^-senigroup 
S(t) satisfying (2.14). 
(i) If for some |A >. w 
lim Sup log ir| | lR(ii+ir,AA) | | = c < « (2.20) |r|—>« 
then S(t) is differentiable for t > 3c. 
(ii) There exist constants c > 0 and 51: > 0 such that 
l|S(t)-I|| 1 2 - ct log(l/t) for o < t < S^^ (2.21) 
then S(t) is differentiable for t > 3M/c. 
THEOREM 1.2.12 [55]: Let A be the i.g. of a C^-semigroup 
S(t) satisfying (2.14). Then S(t) is analytic if and only 
if there are constants C > 0 and 8 >. 0 such that 
1 lAR(A,A)"'^^| 1 1 - ^ for /> n^ , n=l,2,... (2.22) 
n^" 
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THEOREM 1.2.13 [38 ,55] : Let A generates a C^-semigroup 
S ( t ) on X. Then 
<y[S(t)] ZD exp(ta(A)) for each t >. o. 
DEFINITION 1.2.10 [55]: Let A:X Q D(A) — > X be a linear 
operator satisfying conditions Theorem 1.2.3 (i), (ii). For 
every /^  > o, we define the Yosida approximation of A by 
A^ = AAR(A,A) = A^R(A,A)-AI. (2.23) 
THEOREM 1.2.14 [55]: Let A be the i.g. of a C^-semigroup of 
contractions S(t). If A^ is the Yosida approximation of A, 
then 
S(t)x = lim exp(tA.)x for x 6 X. (2.24) 
THEOREM 1.2.15 [55]: Let A be the i.g. of a C^-semigroup 
S(t) on X, satisfying (2.14). If B is a bounded linear 
operator on M then A+B is the i.g. of a C^-semigroup T(t) 
on X satisfying 
||T(t)|| I M exp [(u) + M||B||)t] . 
THEOREM 1.2.16 [55]: Let A be the i.g. of an analytic semi-
group. Let B be a closed linear operator satisfying 
D(B) 35 D(A) and 
iJBxlI 1 a||AxlI +b||x|I for x £ D ( A ) . (2.25) 
There exists a positive number 6 such that o £ a <. 6 then 
A+B is the i.g. of an analytic semigroup. 
THEOREM 1.2.17 [55]: Let A and B be linear operator in X 
such that D(B) 3 D(A) and A+tB is dissipative for • <. t £ 1. 
If 
||Bx|| < al|Ax|| +p||x|| for x e D(A) (2.26) 
where o < , a £ l , P>.o and for some t^  e [Ofl]» '^^ '^ n^  ^^ 
m-dissipative then A+tB is m-dissipative for all t€ [o,l]. 
THEOREM 1.2.18 [20,55]: (Trotter-Kato). Let A^ satisfying 
(2.14) and let S^(t) be the semigroup whose i.g. is A , If 
for some A_ with Re A« > w we have o o 
(i) As n — > «, R(A^,A^)x — > R(A^)x for all x 6 X and 
(ii) the range of R(AQ) is dense in X, 
then there exists a unique operator A satisfying (2.14), such 
that R(A ) = R(A ,A). If S(t) is the C -semigroup generated 
by A then as n — > «, Sj^ (t)x — > S(t)x for all t > • and 
X £ X. The limit is uniform in t for t in bounded intervals. 
SECTION 1.3. Abstract Cauchy Problems (ACP) 
In this section we mention the results of existancc and 
uniqueness of solutions of homogeneous and inhomogeneous ACP's. 
Throughout this section we assume X be a Banach space and 
A:X2D(A) — > X be a linear operator. 
DEFINITION 1.3.1 [51,55]: Given x £ X, the ACP for A with 
initial data x consists of finding u(t) to be initial value 
problem 
r ^ = Au(t) , t > o 
(ACP) \ (3.1) 
^ u(o) = X 
15 
DEFINITION 1.3.2 [51,55]: A function u : [o,oo) — > x is a 
solution of ACP if, 
(i) u is continuous on [o,<»), 
(ii) u is continuous differentiable on (o,«>), 
(ill) u(t) ^  D(A) for t > 0, 
(iv) the equations in (3,1) are satisfied. 
THEOREM 1.3.1 [51,55]: Let A be the i.g. of a C^-semigroup 
S(t)C B(X) and let x e X. Then the ACP has one and only one 
solution in the sense of Definition 1.3.2, namely 
u(t) = exp(tA) X = S(t) X, t >. o (3.2) 
THEOREM 1.3.2 [55]: If A is the i.g. of a differentiable 
semigroup then for every x e^  X the ACP (3.1) has a unique 
solution. 
THEOREM 1.3.3 [55]: If A is the i.g. of an analytic semigroup 
then for every x g X then ACP (3.1) has a unique solution. 
Now, consider the inhomogeneous initial value problem 
^4l^ = Au(t) + f(t) 
(3.3) 
u(o) = x 
where f : [o,T) — > X. 
DEFINITION 1.3.3 [55]: A function u : [o,T) — > X is a 
(classical) solution of (3.3) on [o,T) if u is continuous on 
[•,T), continuously differentiable on (o,T), u(t)e D(A) for 
16 
• < t < T and (3.3) is satisfied on [o,T). 
DEFINITION 1.3.4 [55]: Let A be the i.g. of a C^-semigroup 
S(t). Let f € I^(o,T,X). The function u & C([»,T],X) is 
given by 
t 
u(t) = S(t)x + / S(t-s)f(s)ds, • 1 t ^  T (3.4) 
• — — 
is a mild solution of the initial value problem (3.3) on [o.T]. 
DEFINITION 1.3.5 [55]: A function u which is differentiable 
almost everywhere on [o,T] such that u' G, L^(o,T,X) is 
called a strong solution of the initial value problem (3,3) if 
u(o) = X and u'(t) = Au(t) + f(t), a.e. on [o,T], 
THEOREM 1.3,4 [55]: Let A be the i.g. of a C^-semigroup S(t), 
let f e IT (•,T,X) be continuous on (o,T] and let 
t 
v(t) = / S(t-^)f(s) ds, o i t <. T. (3.5) 
(a) The problem (3.3) has a solution u on [o,T) for every 
X e. D(A) if one of the following conditions is satisfied. 
(i) v(t) is continuously differentiable on (o,T), 
(ii) v(t) €. D(A) for 0 < t < T and Av(t) is continuous on 
(o,T). If (3.3) has a solution u on [o,T) for some 
X e D(A) then v satisfies both (i) and (ii). 
(b) The problem (3.3) has a strong solution u on [o,T] for 
every x e D(A) if one of the following conditions is 
satisfied: 
(i)' v(t) is differentiable a.e, on [o,T] and v'(t)e L*^  (o,T,x: 
(ii')' v(t) € D(A) a.e, on [o,T] and Av(t)6 L M O , T , X ) , 
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If (3.3) has a strong solution u on [©,T] for some x e D(A) 
then V satisfies both (i)' and (ii)'*. 
THEOREM 1.3,5 [38]: Let A be the i.g. of C^-semigroup on X 
and X e 0(A). Assume either 
(i) f € C(R'^,X) taken values in D(A) and Af 6 C(R'*',X), or 
(ii) f e C^(R"^,X). 
Then Problem (3.3) has a unique solution u e. u (R ,X) with 
values in D ( A ) . 
Now, consider the semi linear Cauchy problem 
^ i ^ = Au(t) + f [t, u(t)] 
(3.6) 
u (o) = x, 
where A generates a C -semigroup S(t) on X. 
DEFINITION 1.3.6 [38,55]: A continuous solution u of the 
integral equation 
t 
u(t) = S(t) X + / S(t-s) f[s,u(s)] ds, (3.7) 
will be called a mild solution of the problem (3.6) 
THEOREM 1.3,6 [38,55]: Let f : R"*" x X — > X be continuous 
in t for t >. • and locally Lipschitz continuous in u, uni-
formly in t on bounded intervals. If A is the i.g. of a 
C^-semigroup S(t) on X then for every x € X there is a 
*max — *" such that problem (3.6) has a unique mild solution 
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u Ti [O, t_.^). Moreover, if t_-^  < «» then 
Ilm ||u(t)|| = -. 
Theorem 1.3,7 [55]: Let A be the i.g. of a compact semigroup 
S(t) on X, If f : R X X — > X is continuous and maps bounded 
sets in R"*" x X into bounded sets in X then for every u ^ X 
the initial value problem (3.6) has a mild solution u on a 
maximal interval of existance [O, t^^^). If t„_„ < <» then 
max max 
lim 1 |u(t)| I = CO, 
tTt 
' max 
Finally consider the second order A C P 
^ = Au(t) (t fe R) 
dt*^  
du _ 
(3.8) 
u(o) = f,, ^ = f2 
where A is a linear operator on X. 
DEFINITION 1.3.7 [38]: The problem (3.8) is called well posed 
if P(A) ^ ^ and for each fj[»f2^ °^^^ there is a unique 
solution u : R"*" — > D(A) of (3.8) in C^ (R'*',X). 
THEOREM 1.3.8 [38]: Suppose O e p(B) and B generates a 
C -group U,(t) on X. Then M = (*^  ^) with domain D(M) = 
• -^  B^ • 
0(8^) X D(B) generates a C^-group U2(t) on Y = [D(B)] x X 
given by 
I o , ^ o I 
U2(t) = Cosh(tB) ( ) + B -^  sinh ( tB) ( ). (3.9) 
o I B^ o 
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f«r all t 6 R, f, ^  D(B^), f^  ^  D(B). 
Moreover, 0 6f(M). The Cauchy problem (3.8) is well posed if 
A = B^, f j^  £. D(B^), f2 6 D(B), Denoting the solution by u, 
we have u J R —^> D(B ), u': R —^> D(B), and there are constants 
K» U) such that 
llBu(t)l|+||u(t))| + ||u»(t)|| < Ke'^'*l(llBfJl + l|fil|-hl|f2l|) 
(3.10) 
1"= "^" '» "2 
REMARK 1.3.1: Any solution u of (3.6) satisfies the integral 
equation (3,7) but not conversely since a solution of (3.7) is 
not necessarily differentiable, 
SECTION 1,4, One-parameter Semigroup associated with 
Tnitial value problem 
Most of physical systems, in particular, the evolution 
of a physical system in time is usually described by an initial 
(or mixed initial boundary) value problem for a ordinary or 
partial differential equation. The general setup is following: 
Let the state vector of some physical system is time t 
be described by u(t). Assume that the time rate of change of 
u(t) is given by some functional A of the state vector of 
the system u(t). The initial data u(o) = x is given. We have 
^ u(t) = Au(t) , t > o 
(4.1) 
U (o) s X. 
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We take value of u in a Banach space X for making the sense 
of (4.1)^and A is a function from its domain D(A) in X to X. 
It is well known that in a well posed physical experiment 
something happens, only one thing happens, and repeating the 
experiment with only small changes in the initial conditions or 
physical parameter produces only small changes in the outcome of 
the experiment. This suggests that if the initial value problem 
(4.1) is to correspond to a well posed physical experiment, then 
we must establish an existance and uniqueness theorem, and a 
stability theorem which says that the solution depends continu-
ously on the initial condition x and the operator A. 
Suppose (4,1) is well-posed. Let S(t) map the solution 
u(8) at time s to the solution u(t+s) at time t+s. The 
assumption that A does not depend on time, the physical 
meaning of this is that the underlying physical mechanism does 
not depend on time. 
The solution u(t+T) at time t+T can be computed as 
S(t+?)x or, we can solve for U(T) = S(r)x, take this as 
initial data, and t unit time later the solution becomes 
u(t+r) « S(t) (S(r)x). The uniqueness of solution implies the 
semigroup property, namely 
S(t+T ) = S(t) S(?), t,T > o 
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Als«, S(0) = I. This has mean that the initial condition is 
assumed, t > S(t) x is differentiable on R^ and 
(d/dt> S(t) X = A S(t)x so that u(t) = S(t)x solves (4.1). 
Each S(t) is continuous operators on X i.e. the continuous 
dependence of u(t) on x. The initial data x should belong to the 
domain of A which is assumed to be dense in X. If A is linear 
then each S(t) will be linear. Thus the family of linear operators 
S(t) is a CQ-semigroup (See Definition 1.2.1 and 1.2.2(ii). The 
semigroup property suggests that S(t) = e where A = 
(d/dt) S(t)|. . We also get the solution u(t) = e*\ of 
' t=o 
Problem (4.1) by using the method of separation variables. Hence 
by the uniqueness, we have u(t) = s(t)x is solution of (4,1) 
where S(t) is generated by A. 
Now we give the following example tells us how the initial 
value problem associated with semigroup. 
EXAMPLE 1.4.1 [7,51] : Consider the initial value problem for 
the one dimensional wave equation 
and initial condition 
< x < oo, t > o (4.2) 
u(x,0) = f(x) , 1 ^ (x,0) = g(x). (4.3) 
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Integrate equation (^ 4.2) with respect to time t we have 
^ (x.t) = g(x) + ^ ( / |M (x,s) ds ) (4.4) 
o 
from the initial condition for ^ . Let G be an appropriate 
indefinite integral of g so that g(x) = G*(x), where * = ^ » 
t . 
and let v(x,t) = G(x) + / - r — (x,s) ds (4.5) 
o ^^ 
Then (4.4) takes form 
H - = 3 7 , - o o < X < o o , t > 0 , (4.6) 
also, we have 
I T = t | » - c o < x < ~ , t > o , (4.7) 
and, the functions u and v satisfies the initial conditions 
u(x,o) = f(x) , v(x,0) = G(x) for -<»<x<« (4,8) 
The information in (4.6) - (4.8) can be written in the form 
If = Aw , w(x,o) = w^(x) (4.9) 
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where WHw(x,t)H ( ^^[I'^l] ) ; w^(x) = (^ j^ jj ) 
d/dx , / (4.10) 
and A = f ) 
^d/dx o ^ 
It can be easily seen that solving the initial problem (4,2)-
(4.3) is somehow equivalent to solving the initial value 
problem (4.9). The detail see [5l]. Instead of thinking of w(x,t) 
as a vector function defined on Rx(o,«»), one can think of the 
corresponding vector of functions w^(x) defined on R and indexed 
by the parameter t where w^(x) = w(x,t). Hence (4.9) can be 
written in the form 
- ^ = Aw , w(0) = WQ (4.11) 
which is an ACP. 
In discussing the operator A we restrict to the case where 
X = C [-00,00] equipped with norm I I •Moo* ^^® operator A maps from 
X X X into X X X such that then derivatives also belong to X x X, 
an 
DefineXoperator B : X 2 D(B) > X by 
D(B) = f f 6, X/ f 6 xj 
(4.12) 
B f « f• for feD(B) 
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It can be easily proved that B is densly defined closed 
operator and satisfies 
*i|R( A, -B)|| 1 l/x for A > 0 
(4.13) 
II R(/^»B)|| 1 - ^ forAeR, A?^0. 
lA I 
For proof see [51]. Hence by Hille-Yosid? Theorem and Theorem 
B generates a C^-group of translations in X = C [- «», oo] 
Now in term of B, we have 
A ( g ) = (gl) = ( Bf ^  ^ °^ ^ ' 9 ^ D(B) (4.14) 
so that we have 
D(A) = |( g )1 f. g e D(B)j « D(B) X D(B) (4.15) 
with A given by (4.14) on D(A) 
The operator A defined as in (4.15) is densely defined closed 
operator and , if A > o then Ae P(A) and 
III R ( A , A) III <. ^ where we use ||| . |1| on B(XxX) 
For proof see [51]. Hence by Hille Yosid3 Theorem, A generate a 
a C semigroup S ( t ) = [ s ( t ) ? Q B(XxX) with | | | S ( t ) | | | < 2 . 
° i- -* t^o 
This semigroup will enable us to solve (4,11) under appropriate 
condition, in view of Theorem 1.3,1. 
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% Specifically, let w^6 D(A) with w =( ) where 
u^, VQ £ D(B). By Theorem 1.3.1, (4,11) has a unique solution 
w = S(t) w^. Explicity let w = w(t) = ( "|*j ) for each t >. o 
u(t), v(t) ^  D(B). Then working with exp(tA) it can be verified 
that 
^ [exp(tB)(u^j+VQ)+exp(-tB)(u^j-VQ)j 
w = w(t)=S { (4.16) 
/^  {exp(tB)(u^+v^)-exp(-tB)(uQ-v^)] 
For the proof we refer to [51]. On the evaluating both sides at a 
fixed point x e. R, we obtain 
/ 5 {uo('^ +*^ +%('^ -^ *)+"o^ '^ ~"'^ "^'^ o^ -^''^ K^ 
w^(x)= (;;jjj)(x) = ( )(4.17) 
\^ {uQ(x+t)+v^(x+t)-u^(x+t)+v^(x-t)/ 
The condition that u^,v^€ D(B) elements that u^ and v^ must be 
0 0 ^ O O 
continuously differentiable in R. 
The previous discussion indicated that to solve (4.2)-(4.3), 
one solve (4.11) with u = f, v = G and pick out the first 
component of w. Hence we get 
u(t)x = u(x,t) = ^ ff(x+t)+G(x+t)+f(x-t)-G(x-t)y . (4.18) 
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SECTION 1,5. Nonlinear SemlaroupS: 
Throughout the section we assume X be a Banach Space and 
X* be its dual. 
DEFINITION 1.5.1 [8,34] : Let C be a closed of X. A semigroup of 
contractions on C is a function S(t) with range in C satisfying 
the following conditions : 
(i) S(t+s)x = S(t) S(s)x, for all x £ C, t,s 2 o 
(ii) S(0)x = X , for all X 6. C 
(iii) For every x ^  C, S(t)x is continuous in t ^  0 ) 
( iv) II S( t )x - S(s )y | | < II x-y | | , for a l l t ^ o and x,y 6 C. 
DEFINltlON 1.5.2 [8j : Let S(t) be a semigroup of contractions 
on C. for every h > 0 let 
A^x = (S(h) X - x)/h , X e C (5.1) 
The operator A (resp. A^) defined by 
D(Ag) = [x 6. C / lim A^x existsj (5.2) 
0 ( \ ) = [ x 6 C/w- lim Aj^ x exists? and (5.3) 
h-*o 
A_x = lim A_x, x 6 D(A^) respectively (5.4) 
^ h-»o ® ® 
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A^x = w- lim A^x, X6D(A^), (5.5) 
is called the strong generator (resp. weak generator) of S(t). 
DEFINITION 1.5.3 [8] : Define 
D = {x 6 C ; lim inf || S(t)x-xl| /t < « j (5.6) 
t-*o 
DEFINITION 1.5.4 [27,34,8] : A multivalued operator A is said 
to be accretive in X if 
II (u+Aw)-(v+ A z ) / >. II u-v II ( 5 . 7 ) 
f or / \ > 0; u , v e D ( A ) ; w £. Au and z e A v . 
DEFINITION 1.5.5. [8,27,34] : For /\ > 0, let D = DiJ^) = R(I+/\A), 
J. = (I+AA)~^ and A. = A'^ (I-Iv ). S e t ^ = U ( D D^) 
k>o o<A< 
and define, if D(A)C x9', 
D(A) = { v £ ^ / |Av| < « j , (5.8) 
A 
when D(A) is called generalized domain of A. 
THEOREM 1.5.1. [8] : Let S(t) be a semigroup of nonlinear 
contractions defined on a closed subset C of X. Then 
(i) A^ and A are dissipative operators in X. 
(ii) If X is reflexive, then D(Ag) = D(A^) = D^. 
(iii) If X is uniformly convex, then D(A^)= D(A,„) = D^  and A = A^  
S W S W £ 
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REMAFUC 1.5.1. Theorem 1.6.1 (ill) gives A = A . In this case 
W o 
A- = A„ is denoted by A^ and is called the i.g, of S(t). s w o 
THEOREM 1.5.2. [8] : Let X and X* be uniformly convex Banach 
spaces. Let S(t) be a semigroup of nonlinear contractions 
defined on a closed subset C of X and let A be the i.g, of S(t). 
If X is any fixed element of D(A ). Then 
(i) S(t)x € D(A^) for all t > o and the function 
t > A S(t)x is continuous from the right on [o,<»). 
(ii) S(t)x has a right derivative ^ S(t)x at every t >_ o and 
d^  
S(t)x = A S(t)x for all t ^  o. 
dt ° 
(iii) 4r S(t) x = A S(t) x exists and is continuous except 
at countable number of values t >. o, 
THEOREM 1.5.3 [8] : Let A be a dissipative set in XxX satisfying 
condition 
Conv D(A) C f) R(I-/^A) (5.10) 
Let x<e nTAj. Then 
(i) For every A > 0 the initialvalue problem 
0 £ t < oo 
(5.11) 
has a unique solution u. 6 C (o,«>,X). 
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(ii) lim u. (t) = S(t) x = lim (I- ^ A)~"x, (5.12) 
A—>o » 
and the limit is uniform on bounded intervals, 
(iii) If X e D(A) and if the initial value problem 
(5.13) 
^ ^ ^ £ Au(t), o < t < CO 
u(o) = X 
has a solution u(t) then 
u(t) = lim U;^  (t) = lim (I- ^  A)"" x, t 2 o (5.14) 
A->o n-^ «» 
THEOREM 1.5.4 [27] (Generation Theorem) : Let A be an accretive 
operator in Banach space X such that for all sufficiently small 
;i > 0, DXT^ < R( 1+ A A). Then 
lim (I + ^  A)'""x exists for t > o, x e TJTO". 
n->oo 
Moreover, if S(t)x is defined by this limit, S(t) is a semigroup 
of contractions on D(A)• Furthermore, 
(i)if X ^  D(A), then S(t)x is Lipschitz continuous in t on 
compact subset of [o,<x»). 
(ii) For each n > 0 and x e D(A), the problem 
u'^ (t) - u^ (t-Tl ) 
+ Au^(t) B O for t ^  o 
u^(t) = X for t < o 
has a unique solution u^(t) on [o,o«>) and lim u^(t) = S(t)x 
uniformly in t on compact subsets of [o,«). 
CHAPTER II 
LINEAR SCHROEDINGER EQUATIONS 
2.1 INTRODUCTION : 
In this chapter we shall study the linear Schroedinger 
equations. In 1926, Schroedinger first wrote the following two 
types of equations ; 
u2 
[ - - V ^ + V{x)] 0(x) = E0 (x) and , (1.1) 
8n in 
[ - ^ A + V ( x ) ] 0 ( x , t ) = 1 ^ 1 ^ ( x , t ) , (1.2) 
8ii m 
N 
where h is the Planck constant; A is the Laplace operator in R , 
the case N = 3 is particularly important in physical applications; 
V is potential function; E is energy function and, 0 is complex 
valued function. 
Equation (1.1) is called eigenvalue equation as well as jlso 
cajoled time-independent Schroedinger equation. Equation (1.2) is 
called wave equation. It is also called time-dependent Schroedinger 
equation. The Schroedinger equations appear in various physical 
applications such as Plasma Physics, Optics and non-relativistic 
quantum physics. 
In Section 2.2, equations(l.l) and (1.2) are derived. 
Section 2.3 is devoted to study of the existence theory of linear 
Schroedinger equation while decay properties of solution of 
linear Schroedinger equation are studied in Section 2.4. 
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SECTION 2.2 Derivation of Schroedinqer Equations : 
Consider the wave equation 
1 a2 
[ A - — 5 5- ] 0 (x,t) = 0 , (2.1) 
v^ dt"^  
where ^ is the Laplace operator in R and v is the velocity of 
the wave. The main argument consists in inserting in (2.1) the 
following four ingrediants : 
The first ingrediant is to focus on waves of the form 
0 (x,t) = 0 (x) e-2^^Yt^ (2.2) 
where y is frequency. 
The second ingrediant is the de Broglie expression of the 
particle-wave duality which attributes, to a particle of momentum 
P ~ mv, a wave of wavelength A is given by 
'^^ 5$" ' -^^ ^ P = "5^ » v^ here y = V/A . (2.3) 
The third ingrediant is the Einstein relation between the 
energyoE and the frequency y of a quantum wave, namely, 
E = hy. (2.4) 
The fourth ingrediant is the classical expression of the 
energy E of a particle as the sum of its kinetic energy P /2m and 
its potential energy V(x), i.e. , 
E=-^+V(x) (2.5) 
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We differentiate the equation (2.2) twice with respect to 
time t and using (2.4), we obtain 
— 2 (x,t) « (-27ii I )2 0(x,t) (2.6) 
dt 
From (2.3), (2.4) and (2.5) we have 
-1/2 
V = E [ 2in (E - V)] . (2.7) 
Upon inserting (2.6) and (2.7) into (2.1) and using (2.2), we 
obtain the equation (1.1). Further that if 1 E ,0 /n=l,2,... > 
is any finite collection of solutions of (2.1), then 0 defined by 
0 (x,t) = £ 0 ^ (x) exp (-2TiiE^  ^  ) (2.8) 
n 
The function 0(x,t) defined as in (2.8) satisfies the wave 
equation (1.2) ( i.e. time dependent Schroedinger equation). 
REMARK 2.2.1 : The wave equation (2.1) uses for the invewtigating 
the refraction,interference and other more subtle optical phenomena 
REMARK 2.2.2 : (i) If a potential field is given lihen the time-
independent Schroedinger equation (1.1) has such solutions only for 
certain values of the energy E. These values are either in 
agreement with the permissible energy levels of Bohr's Theory of 
the atom or, when they disagree, they are in better agreement 
with expremental results then values predicted by that theory. 
For detail see for example [34], [46]. 
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(ii) The time-dependent Schroedinger equation (1.2) is often 
called the quantum mechanical equation of motion. This is also 
applicable in the spherically symmetrie physical system, such as 
the hydrogen atom. For detail see [46], [34]. 
SECTION 2.3. Linear Schroedinger equation: Existence theory : 
Consider the linear Schroedinger equation is of the form 
du 
at 
with initial data. 
i + A u - Vu = 0 in R^ X R (3.1) 
u(o) = UQ in R^, (3.2) 
where the function V is called the potential, i = V^ -1 and £:^ is 
2 N Laplace operator, in the space L (R ). 
DEFINITION 2.3.1. : An operator V in L^(R^) is defined by 
D(V) = [ U / U 6 L 2 ( R ^ ) , V.U6L2(R^) j and, 
(3.3) 
for u6D(V), Vu = V(x) u(x) 
DEFINITION 2.3.2 : If V 3 0, then the equation (3.1) describes 
the free motion of the particle. 
THEOREM 2.3.1. [54,53] : The operator i A u is the i.g. of a 
group U(t) of unitary operators in L (R ). Moreover, let 
u^e L (R*^), then u(t,x) = U(t)uQ is the solution of free 
Schroedinger equation (equation (3.1) with V = 0) with initial 
data (3.2). This solution is given by 
-N/2 II x-y|p 
u(t,x)=U(t)u^ = (4Tiit) / exp(i —^ )"o^ y^  "^y • ^^ '"^ ^ 
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THEOREM 2.3,2. [54,55] : Let V(x) be real, V(x)c^ L^(R'^) . If 
P > N/2, P ^  2, then H = i(-A+V) is the i.g. of a group Uj^ (t) 
of unitary operators in L (R^). Moreover, if u^ <s L^(R^) then 
u(x,t) = U,(t) u is the solution of problem (3.1)-(3.2). 
SECT ION 2.4. Decay of solution of Linear Schroedinqer 
equation (3.1) 
In this section we study the decay properties of solution of 
Linear Schroedinger equations (3.1) with (3.2) where we take V as 
an operator of multiplication by a real valued element of 
L(3/2)-« (J^3)^ ^{V2Ui: (j^ 3j (Q <^ ^  ^/2) andz:^ , the Laplace 
2 3 
operator in L (R ). 
PROPOSITION 2 . 4 . 1 . [56] : Let u ( x , t ) = U(t)uQ be a s o l u t i o n of 
( 3 . 1 ) - ( 3 . 2 ) wi th V = 0 and l e t u ^ 6 L^(R^). Then 
l | U ( t ) u J | „ = II e i ^ ^ u J | „ < C j t 1-3/2 l l u j l , , ( 4 . 1 ) 
for all t 9^  0 and where C^ is constant, 
o 
THEOREM 2.4.1. [56] : Let Uj^ (t)uQ be a solution of (3.1) with 
(3,2) and assume |v| < 2/TI, Then there exists C € R such that 
l|Ui(t)uJ|^= ||ei*(^-^V) ujl^ < C|tr3/2 11^^,,^ (4^2) 
for all t ?^  0, all n^€. L^ (R'^ ) and where o 
-1 |V| = sup^ / jx-y|--^ |V(x)l dx. (4.3) 
y6 R*^  
We following lemma is required in the proof of Theorem 2.4.1 
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LEMMA 2.4.1. [56] : Let ^ € R, 0 < £ ^ 1/2. There exists a 
constant C = C(^ ) such that 
|V| < C(||V||(3/2)_, ^ IIVll (3/2)^, ). (4.4) 
Theorem 2.4.1 has the following corollaries : 
COROLLARY 2.4.1. [56] : Assume V € L^(R^) and |V| < fl/n. Then 
^ + V is unitarily equivalent to A • In particular, A + V is 
spectrally absolutely continuous. 
COROLLARY 2.4.2. [56] : Let u = u(x,t) be a solution of the 
Cauchy problem ; 
1^ - i Ziu - iVu = g in R^ X R 
(4.5) 
u(o) = f in R^ 
where f6L^(R^). If |V| < 0Jn and geL^(R"^XR) for P = 10/7, 
then u € L^(R^ X R) and 
llullq < C (||f||2 + llgllp) ; (l/P) + (l/q) = 1 (4.6) 
REMARK 2.4.1. : (i) If V «^  L^(R^), then ^ + V might not be a 
2 3 
self-adjoint operator in L (R ). 
(ii) Theorem 2.4.1 shows that, as long as |V| < V"27n, 
e i = Uj^ (t)) can still be interpreted as an operator 
from L^(R^) to L~(R^) for t j^  0. 
REMARK 2.4.2. [56] : If V be a real valued element of L^CR*^) fl 
L(li±l)(RN) g^^ assume that 1{.V)| ^  + || ^\\(^^+i)/2 is sufficiently 
small. Then 
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^^*^^^"^iL< c | t r ^ /2 i i u j i , , 
for t j<f 0, u^£. L^(R^)n L 2 ( R N ) . 
( 4 . 7 ) 
CHAPTER III 
NONLINEAR SCHROEDINGER EQUATIONS 
3.1. INTRODUCTION : 
In this chapter we shall study the nonlinear Schroedinger 
equations 
i f^ (x,t) + Z^  u(x,t) + L(u(x,t)) = 0 (1.1) 
with initial condition 
u(x,o) = u^(x), (1.2) 
where we consider the following types of nonlinearity: 
L(u(x,t))=-K[l-exp(-Y.lu(x,t)|^)]u(x,t), y > 0 in R^ xR_^  (1.3) 
L(u(x,y,t))= -K[ /lu(s,y,t)|^ds]u(x,y,t) in R^xR^ (1.4) 
—oo 
L(u(x,t)) = -K|u(x,t)|^"-^'. u(x,t), P >. 3 in R^ xR_^  (1.5) 
L(u(x,t)) = |u(x,t)|^"-^ u(x,t) in R^xR^ (1.6) 
L(u(x,t)) = u(x,t) Log (lu(x,t)|^) in R^xR^ ^^^^^ 
L(u(x,t)) = (V *|u(x,t)|^) u(x,t) + Vu(x,t), in R^xR^ (1.8) 
where V = — ; H R. » r = |xj and • is usual convolution. 
These types of nonlinear Schroedinger equations arising in 
nonlinear optics, plasma physics and nonrelivistic quantum physics. 
For physical signification of these equations we refer to [43], 
[48],[59], [2], [14] etc. 
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In Section 3.2, the problem of global existence and regularity 
of solutions, the asymptotic behaviour of solutions of equation 
(1.1), (1.2) with (1.3) are studied while equation (1.1), (1.2) 
with (1.4) is discussed in Section 3.3. Section 3.4 is devoted 
to study of equation (1.1), (1.2) with (1.5) while the existence 
theory and regularity of solutions, the asymptotic behaviour and 
orbital stability and instability of solutions of equation (1.1), 
(1.2) with (1.6) are discussed in Section 3.5. 
In Section 3.6 the results of existence and uniqueness, and 
asymptotic behaviour of solutions of equations (1.1), (1.2) with 
(1.7) are mentioned while the existence, conservation laws, decay 
properties of solutions of equation (1.1), (1.2) with (1.8) are 
discussed in Section 3.7. 
This chapter is based on research papers [5],[6],[21],[22], 
[23], "[24], [25], [26], [30], [31], [35], [39] etc. 
SECTION 3.2 Nonlinear Schroedinqer Equation with Nonlinearity 
K(l-exp(-Ylu(x.t)l^))u(x.t) in R^xR, : 
Throughout this section, we assume that U(t) be a group 
2 p 
generated by i A in L (R ). It is easily seen that 
U(t)0(x)= " 4 ^ ^ 2 '^^ P^ i ^ ^ ^ ^ i^ y^^  ^V (2.1) 
for 06L^(R2)nL2(R2). Also for 0£ L^'(R^)^! L2(R2) , P 2 2, 
(?)'••• + (P')""^ = 1, We have 
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(2/P)- l 
l | U ( t ) 011 p < (ATCJti) II 011 p . ( 2 . 2 ) 
Let K6R and y > 0» Let f (x ) = l - exp( -Yx) fo r x >_ 0 and 
X 
J ( x ) = / f ( s ) d s . 
o 
Finally we let Fu = K f(|u|^)u = K(l-exp(-Y|u|^))u. 
LEMMA 3.2.1 [21] : Let u^6.L^(R^). Then the following are 
equivalents 
(i) C i 1^ + A u = Fu in R^x R^ 
u(0) = UQ in R^ 
(2.3) 
t 
(ii) u(t) = U(t) u^ - i / U(t-s) Fu(s) ds (2.4) 
° o 
THEOREM 3.2.1. [21] (Existence and Uniqueness) : Let K€ R, T > 0, 
m O 
m >. 2 and u €. H (R ). There exists a unique solution u of the 
problem (2.3) such that 
u6C'^([0,T], H'"(R2) )nC^([0,T], H'"-2(R2)). 
Moreover, u satisfies 
llu(t)|| 2 = Ilujl2 and (2.5) 
II Vu(t)||2+K / J(|u(t)|2) = II Vu^lj ^  + K / J(|u^|2) (2.6) 
for every t 6 [0,T]. 
THEOREM 3.2.2 [21] (Regularity) : Let K€ R, T > 0 and UQfeL^(R^). 
Then there exists a unique solution uG C°([0,T],L^(R^))n C^([0,T], 
H~'^ (R )) of (2.3). Moreover u satisfies (2.5) for every t6[o,T]. 
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If,in addition,UQfeH^(R^) then U G C ° ( [ 0 , T ] , H-^(R^) )AC^( [0,T], 
H"^(R^)) and u satisfies (2,6) for every t^[0,T]. 
THEOREM 3.2.3 [21] (Asymptotic behaviour) : Let u^ i£H-'-(R^ ) 
satisfies u^^ L^(R^) and ru^g L^(R^) (r=)x|). We suppose K 2 0 
or K < 0 and |K| jj u^)| 2 < 2717""'". Then the solution of (2.3) 
satisfies || u(t)|L = 0(t"-^  Log t) for t — > + ». 
SECTION 3.3 Nonlinear Schroedinqer Equation with Nonlinearity 
K( / |u(s,y)l^ds)u(x,y) in R^x R^ 
—00 
2 2 Let U(t) be a group generated by iA in L (R ) satisfying 
(2.1) and (2.2). 
For ueL^(R^) and K ^  R. We denote 
X ^ 
Fu(x,y) = K( / |u(x,y)rds)u(x,y), x.y^R 
—00 
Let X = L*(R,-L^(R^)) and Y = L^(R^, L^(R^)) with norms y X X y 
2 1/2 
11 u|| y^ = sup ess ( / | u ( x , y ) | dx ) 
% ^ 1/2 
and l l u l l y = [ / ( r | u ( x , y ) l d y ) 2 d x ] 
•^x y 
We ha<^ e 
LEMMA 3.3.1 : The problem 
iff + .^u = Fu 
" (0) = % , 
t 
and u(t)=U(t)uQ-i /U(t-s)Fu(s) ds are equivalent (3.2) 
o 
LEMMA 3 . 3 . 2 : For every u 6 Y and t ?^  o, we have U ( t ) u ^ X and 
l |U(t)u| |x < | t r ^ / 2 li U|1Y . (3.3) 
(3.1) 
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THEOREM 3.3.1 [2l] (Existence and Uniqueness) : Let K 6. R, m 2 i» 
T > 0 and u e, H'^^R ). Then the problem (3.1) has a unique 
solution u such that u e C°( [O,T],H'"(R^)) nc^([O.T],H'""^(R^)). 
Moreover, we have : 
l|u(t)|i 2 = II ujj 2 . (3.4) 
THEOREM 3.3,2 [21] (Regularity) : Let K€ R, T > 0 and u^^ L^(R^)n Y 
Then there exists a unique solution u of (3.1) such that 
ueC°([0,T], L^(R^))n L^(0,T,X). Moreover, u satisfies 
II u(t)|| 2 = I|ujl2 » 
l|u(t)|j j^  < C(T,||uJ|2, l|uJ|Y)t-^/2 
and u € C°((0,T],X). 
REMARK 3.3.1 : For K = 1 the above result has been proved in [5]. 
SECTION 3.4 Nonlinear Schroedinqer Equation with Nonlinearitv 
Klu(x.t)l^"^u(x.t). P 1 3 InR^xR,. 
2 2 Recall that U(t) is a group generated by iA in L (R ) 
satisfying (2.1) and (2.2). 
Let K€ R, we denote Fu = KJuj^ '-'-u , P >. 3. 
LEMMA 3.4.1 2^1J : For UQeL^(R^), the problem 
. du . ... _ c. ._ n2^ ^_^  i ^  + Z^  u = Fu in R x R 
u(o) = u. in R 
(4.1) 
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is equivalent to the 
t 
u(t) = U(t)uQ - i / U(t-s) Fu(s) ds. (4.2) 
0 
THEOREM 3.4.1 [21] (Existence and Uniqueness) : Let P = 3, T > 0, 
m >. 2 and u^e H'"(R^). We suppose K 2 0 or K < 0 and |t| |1 u^ ||2<2. 
Then there exists a unique solution u of (4,1) such that 
u 6 C°([0,T], H'"(R^))nC^([0,T], H'""2(R^)). Morevoer, for every 
t 6 [0,T], we have : 
II u)t)l|2 = l|ujl2 . (4.3) 
fl|Vu(t^)ll^+| |lu(t)||^ = i ll^ujl^^l l|u(t)||^, (4.4) 
THEOREM 3.^ 4.2 [21] (Existence and Uniqueness) : Let P > 3, T > 0, 
K >_ 0» ni isan integer such that m >_ 1 and P is an integer such that 
P > m > 1. Let u^ ^  H (R ). Then there exists a unique solution u 
— ^ o 
of (4.1) such that ueC°([0,T], H'"(R2) )(! C^ ( [0,T], H'"-2(R2)). 
Morevoer, for every t €. [0,T], u satisfies 
11^(^)11 2 = Il%ll2. (4.5) 
^ll^u(t)||2-H|^||u(t)||P^J = 1 llvujl^ -^  pTlil % C i . ('^ •6) 
THEOREM 3.4.3 [21,6] (Regularity) : Let P = 3, T > 0 and let 
UQ H^(R^). We suppose K >. 0 or K < 0 and |K| || u^H \ <^ 2. Then 
there exists a unique solution u of (4.1) such tbat 
u6C®([0,T], H^(R^))nC-'-([0,T], H"-'-(R^ )). Morevoer, u satisfies 
the equation (4.3) and (4.4) for every te(0,T]. 
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THEOREM 3.4.4 [21] (Asymptotic behaviour) : Let u^ ci H (R ), m >. 1 
with r u^e L^(R^) (r = |x|)and u^ € L^ (R^). We suppose K >. 0 
or K < 0 and |K| || u^H ^ < 2. The the solution u of (4.1) satisfies 
l|vi(t)|i « = 0(t"-^ Log t) and || u(t)L r, < constant. 
THEOREM 3.4,5 [21) (Asymptotic behaviour) : Let K >. 0, P > 3 and 
\i^€.H^{??) satisfying r u^ fe L^(R^) (r = |x|) and u^ fe L^(R^) then 
the solution u of (4,1) satisfies 
l|u(t)||^ = 0(t"^) for t > + «.. 
If, moreover, u e H (R ), m >. 2 and if P is an integer such that 
P > m > 2, then we have 11 u(t)|l ^ < constant. 
COROLLARY 3.4.1 [21] : Let P > 3, K > 0 and u^£ H^(R^) varifying 
UQ 6 L^(R^) and r u^ ^ 6 L^(R^) (r = |x|). Let u be the solution 
+ 1 2 
of (4.1). Then there exists a unique u 6 H (R ) satisfying 
||u(t) - U(t) u"'||^ 2^ ^ ^ *^~^- (^-"^^ 
+ P 2 
Moreover, we have u e L (R ) and 
II r U( - t )u ( t ) - ru"*" | | 2 1 C t^"^ (4 .8 ) 
and II u ( t ) - U( t ) u"^| |^ 1 t ^ - P ( 4 . 9 ) 
F i n a l l y we a l s o have | | u'^H 2 = 1 1 " o " 2 ^"^ (4 .10 ) 
II V u^ll I = II ^  u j l I + (2K/P-H1) II u^WlW ( 4 .11 ) 
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SECTION 3.5 Nonlinear Schroedinqer Equation with Nonllnearlty 
lu(x.t)lP-^u(x.t) in R'^  X R, : 
In this section we study the IVP for nonlinear Schroedinqer 
equation of type : 
i If + A u + lu|^-^u = 0 in R^x R^ 
u(0) = u^(x) in R N 
(5.1) 
THEOREM 3.5.1 [25] (Existence and Uniqueness) : Let 1<P<1+ ^ 
and let u (x) ^  H (R ), then there exists a unique solution is of 
(5.1) such that u e C ( [0,oo); H'^ (R^ )) and satisfies : 
l|u(t)I|2 = l|u^||2 (5.2) 
E(u(t)) = E(u^). (5.3) 
for all t >. 0, where E is defined on H^(R^) by 
E(u) = i / l^ul^dx-h in- / lut^ -^ d^x (5.4) 
R^ R'^  
REMARK 3.5.1 : (i) Theorem 3.5.1 has been proved by [49] for N= 3. 
(ii) Ginibre and Velo [35], [36] has also proved the 
Theorem 3.5.1 for general N. 
(iii) If P > 1 + 4/N , a solution of (5.1) may not exist for 
all time, see [59]. 
THEOREM 3.5.2 [49] (Decay) : If N = 3, P >. 5. Then anyuniformly 
bounded solution u(t) of (5.1) with u(t)6H"(R^) for each t, 
satisfies the estimate 
• " »u(t)ii = o ( i t r 3 / 2 ) ^ ^^^^j 
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Now we give the results concerning the orbital stability of 
standing waves of (5.1) i.e. we consider the equation 
-Au +Au = |u|^ "-^ u in R^, ueH-'-CR^ )^ (5.6) 
and because of (5.2), it is natural to prescribe 
Hull I = n . (5.7) 
where n > 0 is given A is a Lagrange multiplier. 
We also consider the minimization problem 
I^ = Inf { E ( U ) / U £ H^(R'^), ||U||2 = ^j (5.8) 
and the any solution of I is called a ground state solution 
of (5.6) y (5.7). 
REMARK 3.5.2. : Equation (5.6) has been investigated by many 
authors [53], [13], [58]. 
THEOREM 3.5.3. [25],[50] : If P > 1 + 4/N , I = -», If P<1+^ , 
we hav§ I„ < 0 for all n > 0 and : 
(i) Let (Uj^ )« be a minimizing sequence of (5.8), i.e. , 
Uy^ eH-'-(R^ ), II u^ ||| -j^> ^ and E(Uj^ ) -jp> I , then there exists 
(y ) CH R such that u^ (. + y ) is relatively compact in H (R ) 
(ii) Let Uj^  be the solution of (5.8), then Uj^ (.) = e 'JQ(.•^ y) 
for some © e. R, y e R and where u is a solution of (5.8) 
satisfying 
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UQ(X) = UQ(|X|)^R, UQ(X) > 0, and UQ(|x|)is decreasing with |x| 
"A^Q+^^Q = UQ in R^, for some A > 0, KI^6,C^{R^). 
For all i^ > 0, we denote by S the set of all solutions of (5.8). 
We have the following theorem of orbital stability of solution of (5.1^ 
THEOREM 3.,5.4 [25] : Let 1 < P < 1 + 4/N, let N > 0, then for all 
t > 0, there exists S > 0 such that for any initial data the 
satisfying 
UQ6 H^(R^), inf II Uj^ - u^ ll 1 2 ^ ^ for all t > 0. 
" l ^ ^^i 
REMARK 3.5.3. : If P ^  1 + ^  and if P < 1 + jq^ -^ ( < « if N < 2) then 
there exists real» positive solutions of (5.6)-(5.7), for all ti > 0, 
but these are orbltally instable. 
REMARK 3.5.4. [25] : One can replace the nonlinearity Jul ~ by a 
general nonlinearity f(u) where feC(C) and f(r e^® ) = e^®f(r) for 
all r 6 R, Q 6. R. Then similar results hold provided one assumes: 
( i ) There e x i s t u^ e H-^(R^), | | UQ||2 1 ^i, E(u^) < 0 . 
( i i ) H i f ( t ) t-^^"" FJ ^ < e^ = [ ^^ (^) ] . 
t^+oo ° 
( i i i ) Tim F ( t ) t""^ < + « where F ( t ) = / f ( s ) d s . 
t - ^ 0 ^ o 
Under these assumptions Theorem 3.5.3 is true and one can solve (5.1). 
Theorem 3.5.4 holds for example, if f(z) = z Log (z| , (i)-(iii) 
above are valid and Theorem 3.5.3 still holds. 
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THEOREM 3.5.5 [23] (Stability) : Let 1 < P < 1 + ^  , /A > 0, and 
let u, be a ground state solution of (5.6). Then the associated 
stationary state u given by u(t,x) = exp (i/\ t)u,(x) is a state 
solution of (5,1) in the following sense : 
For any t > 0, there is (S( € ) > 0 such that if u^e H-^ (R^ ) 
satisfies || u,-u || i o - ^ then the solution f of (5.1) satisfies 
SUPH ^(t,.) - exp (iO(t)) u(t, . - y(t)||, ^ < t 
t>. o -^'"^  
for some e(t)6 R, y(t) 6 R^, 
THEOREM 3.5.6 [12], [23] (Instability) : Let 1+ ^  < P < ^ , A > 0 
and let u^ be a ground state solution of (5.6). Then the asso-
ciated stationary state u given by u(x,t) = exp (iAt)uj^(x) is an 
instable solution of (5.1) in the following sense : 
There is uj^  > u as f > 0 in H^(R^) such that the 
solution u^ of (5.1) with u'(0) = u^ blows up in a finite 
time in H^(R^). 
•REMARK 3.5.5 (i) The Theorem 3.5.5 is true for the case N £ 4 
but a similar result holds for large N, see e.g. [25], 
(ii) Theorem 3.5.5 asserts that if u is closed to u,, then 
9^ (t) remains close to the orbit of u , upto a space translation. 
This type of situation may be called obital stability. 
(iii) Theorem 3.5.6 asserts that an arbitrarily small 
perturbation of u can make the perturbed solution blow-up in 
finite time. 
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gECTIQN 3.6. Nonlinear Schroedinqer Equation with Nonlinearity 
u(x,t) Loqlu(x.t)l^ in R^x R : 
In this section we shall study the existence and stability 
of solution of the nonlinear Schroedinger equation of type 
i 1^ + Au + u Log |u|^ = 0 in R'^ X R (6.1) 
with initial data 
u(0) = UQ in R'^  (6.2) 
DEFINITION 3.6.1 [22] : The functions F,A,B, a and b on R^ 
are denoted by 
F(X) = - x^ Log x^ (6.3) 
- y?- Log y?- if o ^  x £ e"'^  
A(x) = { (6.4) 
3x^+ 4e"^- e"*^  if e~^ £ x. 
B(x) = F(x) - A(x). (6.5) 
x-^ A(x) if x > 0 
(6.6) 
if X = 0 
x"-^  B(x) if X > 0 
if x = 0 
(6.7) 
REMARK 3,6.1 : A is convex. A denotes the convex conjugate 
function of A. a and b are extended to the whole complex plane 
in the following manner. 
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zhl"^ a(|z|) if z ^  0 
a(z) = < (6.8) 
0 if z = 0 
z|zr^ b(|z|) if z j^  0 
b(z) = ( (6.9) 
0 if z = 0 
Also we have a(z) + b(z) = - z Log |z| . 
DEFINITION 3.6.2. [22] : Define the following sets : 
V « [USLJQ^/ A ( | U 1 ) 6 L ^ } . (6.10) 
W = [u€H^ / F( |u | ) ^ L^] . (6.11) 
Wj.= w n H ^ = [ u 6 W / u is radica l ] . (6.12) 
Z = | u € W / / |u |^ = l ] . (6.13) 
I r=[u€W / / |u |^ = l ] . (6.14) 
DEFINITION 3.6.3 [22] : Define the functions T and E by 
T(u) = / |7u|^ if ueH^, (6.15) 
and E(u) = T(u) + / F(|u|) if ueW. (6.16) 
LEMMA 3.6.1 [22] : V is the Orlicz space associated to A. There 
is a norm || .|| w on V such that V equipped with |[ . || ^ is a 
reflexine Banach Space, where || u|| ^  = Inf | K > 0 / / A(K~^|u|) 
LEMMA 3.6.2 [22] : W = H-"" D V 
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LEMMA 3.6.3 [22] : Let G be the operator defined by 
Gu = - u - u Log |u| . Then G is continuous from W to W*, 
dual of W, and if K is a bounded subset of W, U ( Gv j is a 
ve K 
bounded subset of W*. 
LEMMA 3.6.4 [22] : E£C^ (W,R) and for any ufeW one has 
DE(u) = 2GU - 2u. 
Now we give the following results concerning the properties of E, 
PROPOSITION 3.6.1 [22] : The imbedding from W^ to l? is compact 
and E is weakely l.s.c. on W . 
PROPOSITION 3.6.2 [22] : E satisfy ; 
(i) Inf E(u) = N (1 + Log v}!'^) (6.17) 
U€. E 
(ii) If V Zj. is such that E(v) = N(l+Log %^' '^) there is .1/2 
©e [0,2n) such that 
v(x) =71-1 e^® '^^ P ^- 5 '^ '^ ^ •^^ - ^^ -^ ^^  
THEPREM 3.6.1 [22] (Existence and Uniqueness) : If u^e W, 
there is a unique solution u of (6,l)-(6.2) such that 
u 6C°(R,W), In addition for every t 6 R, we have 
I |v i ( t ) | l2 = I l%l l2 (6.19) 
and E ( u ( t ) ) = E(Ujj). (6 .20) 
PROPOSITION 3 . 6 . 3 [22] : For any u^e 2 , i f u deno tes the 
s o l u t i o n of ( 6 . 1 ) - ( 6 . 2 ) we have 
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Inf | | u ( t ) | | p > 0 . (6 .21) 
t 6 R ^ 
KP<,oo 
PROPOSITION 3 . 6 . 4 [22] : Let u^6 2 and l e t u be the s o l u t i o n 
— — — — — — •• •• o r 
of (6.1)-(6.2). Then u is uniformly continuous with values in 
2 2 
L and u has a relatively compact range in L . 
Define a function 0 on R'^  by 0(x) = n l exp (- •^Ix)^), x6R^ 
then we have, 
PROPOSITION 3.6.5 [22] : Let h = N (1 + Log n^^^) then 0eZ 
and E(0) = h. Moreover, 0 satisfies 
- A0 - 0 Log 0^  = h 0. (6.22) 
REMARK 3.6.2 : (i) Any solution u of (6.1) with u(0) 6. W can be 
derived from a solution v of (6.1) such that v(o)6. Z, 
(ii) If u^6 Z then the solution u of (6.1)-(6.2) is 
2 
uniformly continuous with values in L . 
(iii) If 0'(t,x) = e"^^* 0'(x), t€R, X G R ^ . then 0 is a 
solution of (6.1). 
0 
THEOREK^  3.6.2 [22] (Stability) : The solution of (6.1) is 
orbitally state in the sense of Lyapunov in W for radical 
perturbations, i.e. for any € > 0, there is 5 > 0 such that if 
u^e W^ and |1 u^ - 0\\ ^ < S then the solution u of (6.1)-(6.2) 
satisfies 
Sup d (u(t), 0(0) ) < ^  . (6.23) 
tfe R 
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REMARK 3.6.3 : (i) 0(0) the orbit of 0, i.e. 0(0)= U (e^®0] [e 
06[o,2nr 
(ii) Let 0^  =/0 for A> o. 0^ given by 0^  (x,t) = 
exp(-it(h-LogA )) ?^(x) is a solution of (6,1) such that 
0^ (0) = 0;^ . Also 0^ is stable in the same sense as 0 is 
except for A = e , 
SECTION 3.7. Nonlinear Schroedinqer Equations with Nonlinearitv 
(V»lu(x.t)l^)u(x.t) -eAVu(x.t) in R^x R, . : 
In this section we shall study the existence theory. Decay 
and conservation laws for the solution of the nonlinear 
Schroedinqer equation of type 
i If + A u = (V •|u|^)u + AVu in R^x R_^  (7.1) 
with initial condition 
u(0) = UQ in R^ (7.2) 
3 e"^^ 
where u = u(x,t) , xeR , teR, V = — - - ; ii,A ^  R, 
r = |x| and * is the usual convolution. 
THEOREM 3.7.1. [26] (Existence and Uniqueness) : Let ti = 0. If 
2 2 3 
u £ H = H (R ) then there exists a unique globe solution of 
(7.1)^(7.2) such that u6C(R, H"*-) H L"^^(R, H^) and 
Moreover, we have 
II v i ( t ) | | 2 = II U Q | | 2 and || V u ( t ) | | 2 1 C(u^ ) , t e R ( 7 . 3 ) 
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Let U(t) be the group of operators generated by iA in 
L^(R^) and put 
P(u) = 1 / ( ^* |u|2) |u|2 dx (7.4) 
R^  
Q(u) = / - ^ dx. (7.5) 
3 ^ 
THEOREM 3.7.2 [30] (Conservation laws) : Let n = 0. Assume that 
r u 6 L^ and let u be the solution of (7.1)-(7.2). Then we have 
o 
r u 6 L^, r U(-t) u(t)eL^, tfeR, and for s, t 6 R, 
[|1 X U(-t) u(Y)ll2 -^  "^ Y^[P(U(Y))-H AQ(U(Y))] ]\ 
= / 4Y [P(U(Y)) - AQ(u(Y))]dY (7.6) 
r 
where |h(Y) I s = *^  (*) - ^^s). 
COROLLARY 3.7.1 [30] : Assume that r u^e L^ andA>. 0 Then we 
have 
P(u(t)) +AQ(u(t)) = 0 (|tr^). (7.7) 
COROLLARY 3.7.2 [30] : Assume that r u € L^ and A> 0. Then ^ ,2 
for every M > 0, we have , 
, / |u(t)l2 dx = 0( |tr^). (7.8) 
|x|<M 
PROPOSITION 3.7.1 [30] : Let i^ = 0. Assume that r u^e L^ 
and A 2, 0» Then we have 
P u(t)|| p = 0 ( leT^^/^^^^ " Vh f 2 < P <6. (7.9) 
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THEOREM 3.7.3 [31] (Conservation Laws) : Let u be the solution 
of (7.1)-(7.2). Then we have r u( t) fc L^, r U (-t)u(t)G L^, t 6 R 
and for t,8 e. R, 
[II X U(-t) U(Y)1I 2 + 4 Y^ [ P ( U ( Y ) ) + / \ Q ( U ( Y ) ) ] J^ 
t t 
= / 4Y[P(U(Y))+ AQ(u(Y))]dY + /4YA / ( V + W . X ) | U( Y) | ^ dx dY 
r s 
+ / 2 Y//[V(x-y)+VV(x-y).(x-y)]|u(x,Y)|^|u(y,Y)|^dx dy dy. 
(7.10) 
REMARK 3.7.1 : Let/\= 0. Then (7.6) and (7.10) is special case 
of (8) in [36]. And Theorem 3.7.3 has the same Corollary as 
Corollary 3.7.1 
Now we present some results concerning the decay of solution, 
and solution with positive energy. 
DEFINITION 3.7.1 [32] : Define the energy function E by 
2 
E = / [| V ul2 + i ( i * |u|2) |u|2. M _ ] dx (7.11) 
R^ 
LEMMA 7*3.1 [24], [3l] : Let v e H-*- such that r u^L^. Then for 
every t€R, the following estimate holds 
|t| Hull 6 < ^  ||(x + 2it.^) u|| 2 (7.12) 
where C^ is the best constant in the Sobolev inequality 
I|u|l6 1 C3 ||\7u| I2 for any u 6 H^ (7.13) 
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THEOREM 3.7.4 [31] : Let u be the solution of (7.1)-(7.2). 
Then we have 
l|u(t)||6 = 0(|tr^/2 ). (7.14) 
THEOREM 3.7.5 [31] : Assume that A = 0, ^ = 0 and let u be the 
solution of (7.1)-(7,2) with T^-u^ e (L^^^) . Then we have 
l|u(t)|l^ = 0 (Itr^/^^). (7.15) 
THEOREM 3.7.6 [31] : Assume that A = 0, n = 0 and let u be the 
solution of (7.1)-(7.2) with u^c L . Then we have 
II u(t)|L = 0 ( |tr^^^) • (7.16) 
Since A V e L + L then it can be easily prove that i(^ - AV) 
generates a group of operators in L defined by U,(t) = e ^ 
which satisfies 
II Ui(t)|| 2 2^ -^  ^ o' ^o^ ^^ > ^ °^ ®^®^y *^^ ^'^-^'^^ B(H],H ) 
Now, assume that ^ > 0 and put 
K(V) = AC^ (4 11)2/3 ^-1 ^ (7 .^ Q) 
where C3 is a constant in (7,13), We have 
THEOREM 3.7.7 [31] : Assume that A> 0, K(V) < 1 and let u be 
the solution of (7.1)-(7.2). then we have 
-1+ i K(V)+6 
II u(t)|| 5 = 0( |t| "^  ) for all ^ > 0. (7.19) 
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THEOREM 3.7.8 [3l] : Under assumption of Theorem 3.7,7, 
we have 
- i + k(v)+^ 
l|u(t)|| „ = 0 (|t| "^  ^ ), for all 6 > 0 (7.20) 
THEOREM 3.7.9 [32] : Let /= 1, ^ = 0 and let u be the 
solution of (7.1)-(7.2) such that E = lim / Ivuj^ dx. 
t->oo 
Then we have u(t) > 0 in L as t > «». 
PROPOSITION 3.7.2 [32] : Let A = 1, |i = o and let u be the 
solutions of (7.1)-(7.2) such that Q(u(t)) > 0 as t — > «. 
Then we have u(t) > 0 in L as t > «>. 
PROPOSITION 3.7.3 [32] : Let/\= 1, ^ = o and let u be the 
solution of (7.1)-(7.2). Then u(t) > 0, as t > oo, in 1^ ^^  
if and only if Q(u(t)) > 0 as t > ». 
THEOREM 3.7.10 [32] : Let A = 1, \x = o and let u be the solution 
> 
.oc • 
of (7.1)*-(7.2) such that u(t) — > 0, as t > «, in L^ ^ 
Then we have 
E = lim / i V ul^ dx. (7.21) 
t-*«» 
CHAPTER IV 
HEAT EQUATION~A SEMIGROUP APPROACH 
4.1 INTRODUCTION : 
The heat flow in a body of homogeneous material is gover ned 
by a differential equation 
f^ = c^ Au , (1.1) 
*'2 k 
where c = H^ » 'J (x,y,z,t) is the temperature in the body, K is 
the thermal conductivity of the body (in ordinary physical 
circumtance K is constant)» a is the specific heat and TI is the 
density of the material of the body, Equation (1.1) is called 
heat equation. 
In this chapter we shall study the heat equation (1.1) and 
nonlinear heat equation : 
If - Au + f(u) = 0 in R'^ X R^ 
v^  u(o) = UQ in R'^  
P-1 
(1.2) 
Consider f(u) - \^\ u, P > 1, (1.3) 
via semigroups theory. There is a wide literature on nonlinear 
heat equation (1.2). See for example [15],[37],[42],[44],[62],[63] 
and bibliography of these works. But this chapter is mainly based 
on [45],[54],[15],[37],[42],[62]. 
The derivation of equation (l.l) and existence and uniqueness 
theory of solution of equation (1.1) via semigroups theory are 
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presented in section 4.2. In Section 4.3, the existence theory 
and properties of solution of the problem (1.2) with (1.3) are 
discussed while the results concerning the asymptotic behaviour 
of solutions of (1.2) with (1.3) are presented in Section 4.4. 
The Section 4.5 is devoted to study of the asymptotic behaviour 
of solution of (1.2) with the following assumption : 
ASSUMPTION (hereafter called Al.l) : f is continuous, non-
decreasing function on R satisfying the condition: 
u(t) f(u(t)) > 0 for u(t) ^ 0, (1.4) 
and f has the same order as the function |u| ~ u near u(t) s 0 
in the sense that |u(t) f(u(t))| is bounded and bounded away 
from 0 as u<t) > 0. 
In Section 4.6 the problem (1.2) where 
k P 
f(u) = Z a, u ^, (1.5) 
i=l ^ 
f is nondecreasing, 0 < Pj^  < P2 < ... < Pj^  and a^ ^ 0 for all i, 
and the problem (1.2) with 
p 
f(u) = u g(u), g is continuous, nondecreasing (1.6) 
and g satisfies 0 < g(0) < g(u) for u > 0 have been studied 
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SECTION 4.2 Derivation and Solution of Eouation (1»1) : 
Derivation of heat equation (1.1) : 
Let us assume that -O- be a region in the body and let d-^  be 
its boundary surface. Then the amount of heat per unit of time is 
// V dA , (2.1) 
ft " 
where A is area and v = v.n is the component of velocity v of the 
heat flow in a body, in the direction of the outer unit normal 
vector n of d-fi , By (2.1) and the Divergence theorem, we have 
//v„dA = -K /// Div(grad u)dx dy dz 
= -K/// u dx dy dz (2.2) 
Si. 
where v = -K grad u. (2,3) 
The total amount of heat ^^in SI is 
/// a Ti u dx dy dz, 
SI. 
where a and T) is the specific heat constant and density of the 
material of the body. Therefore the time rate of decrease of ^^ is 
- fl^ = - /// a T, If dx dy dz , (2.4) 
But the time rate of decrease of ^^^  must be equal to the total 
amount of heat leaving-A-, i.e., equation (2.4) is equal to (2.3)i.e 
- /// o Ti If dx dy dz = - K /// u dx dy dz 
JL SL 
or /// (d Ti If - K u) dx dy dz = 0 (2.5) 
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Since the regionJT was chosen arbitrary, the integrand, if 
continuous, must be zero every where, i.e., we get (1,|). 
REMARK 4,2,1 [45] : If we consider the temprature in a long tbin 
to bar or wire of constant cross section and homogeneous material 
which is oriented along the x-axis and is perfectly insulated 
laterally, so that heat flows in the x-direction only. Then u 
depends only on x and time t, and the equation (1.1) becomes the 
SO called one-dimensional heat equation 
2 
du _ _2 d u lo A\ 
yt = c ^ ^ (2.6) 
When the ends x = o and x = a of the bar or wire are kept at 
temperature zero. Then the boundary conditions are 
u(o,t) = u(a,t) = 0 for all t > 0 (2.7) 
Suppose that f(x) be the initial temperature, i.e., temperature 
at time t = o, in the bar. Then the initial condition is 
u(x,0) = f(x), 0 1 X 1 a. (2.8) 
REMARK 4,2,2 [45] : For an infinite bar or wire, equation (2,6) has 
only initial condition (2,8), 
Now let -flCR and let us consider the heat equation 
1^ (t,x) = u(t,x) in (o,oo) x ^ (2.9) 
u(t,x) = 0 on (o,oo) X d-^ (2.10) 
u(o,x) = UQ(X) in JL (2.11) 
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THEOREM 4.2.1 [54] (Existence and Uniqueness) : Let u^e L (-^ ) 
and let S(t) be a C semigroup generated by -Aon H (-^)nH^ (-^ ) 
Then there exists a unique function u(t,x) = (S(t)uQ)(x), 
x€-n, t >. 0 verifying (2.9), (2.10) and (2.11) and (with « = +<») 
u€C([o,co); L2(Jl))r)C((o,oo) ; \?{Sl)(\w\ (JT)) (2.12) 
uec ' ' ( (o ,oo) , L 2 ( J 1 ) ) , dllM6C((o.o,). H2(J l )nHi(-n . ) ) 
k = 1 ,2 ,3 . . . (2.13) 
II ^ ( t ) | | = II £, u ( t ) | | 2 < IIU0II2 ' t > ° ( 2 . 1 4 ) 
u6C"*([a,oo)xii)for a l l a > 0 ( i f \x^ C*(_a), then a=0) (2.15) 
S(t)uQ—>0 in L2(-a.) as t —> « ( i . e . / | u ( t , x ) | ^ dx-^o as t - > « ) . 
(2.16) 
2 
REMARK 4.2.3 : Let c = 1 in equation (2.6). Then one dimensional 
heat equation (2.6) in an infinite region with initial condition 
(2.8) takes the form (3.1) of Chapter I where u„ is a given 
d^ function in some Banach space X and A corresponds to — ^ on 
dx 
p 
some suitable domain. Let X = L (-00,00) and let A be defined as 
in (2.4) of Chapter I. Then by Theorem 1.2.5, A is the i.g. of 
a C^-semigroup S(t) and furthermore that this semigroup is the 
Gauss-Weierstrass semigroup in Example 1.2.2. Theorem 1.3.1 says 
that the problem (2.6) with c = 1 and (2.8) has a unique solution 
u given by u(t) = exp (tA)f = S(t) f, or u(x,t) = G^* f 
where G^ = G(x,t) is defined as in (2.3 ), in the Chapter I. 
62 
Explicit ly we obtain 
"^'^'^^ =rer- " '^^ p ( - % ^ ) f(y) y^. (2.17) 
REMARK 4.2.4 [54j : Let-n= R'^ , then (2.9)-(2.11) becomes 
1^ =Au , t >. 0. 
(2.18) 
u(0,x) = UQ(X) , X€B^ 
and admits the following explicit solution 
u(t,x) = (S(t)Up)(x) = (4Tit)-^/^ /Nexp(-ll ^4^!! )uQ(y)dy. (2.19) 
R 
REMARK 4.2.5 [54] : Problem (2.6) with (2.8) admits the explicit 
solution 
- i -|x-y|2 
u(x,t) = c^ (4iit) ^ / exp ( 5- ) f(y) dy (2.20) 
*^  4 c^t 
REMARK 4.2.6 [45,54] : Let a = 1. Then the solution u(x,t) = 
(S(t)f)(x) of problem (2.6), (2.7), (2.8) is given by 
1 ~ 1,2 2 J. 
u(>x,t) = (S(t)f)(x) = /(2 I e"*^  "^  ^  sin knx sin k7ty)f(y)dy 
o k=l 
fpr t i 0, 0 1 x £ 1. (2.21) 
SECTION 4.3 Existence and Uniqueness of Solutions of (1.2) with(1.3) 
DEFINITION 4.3.1 : For 1 <. q £ - we define the operator A in 
L^(R^), q < -, and L^ (R^) by its domain 
D(A ) =[ueL^(R^)nLP''(R^) / ^ U6L^(R^)] , q < « (3.1) 
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D(A„) =: [ ueL~ (RN) / /^U6L~ (R^)j (3.2) 
where P > Ij and for a l l u € D(A ) , 
A u = - ^ u + u|u |^"^, (3.3) 
LEMMA 4.3.1 ; A is a densely defined m - accretive operator 
in L^(R^), q < CO, or L* (R'^). 
For the proof we refer to [17]. 
PROPOSITION 4.3.1 : Let u^€.L*'(R^), q < oo, or L* (R'^). Then 
Problem (1.2) with (1.3) has a unique solution u(.,x) represented 
by the exponential formula 
u(.,t) = S (t) u = lim (I + (t/n)A ) " % 
^ n—>«» ^ 
Which S (t), t ^ 0,is a nonlinear contraction semigroup in 
q / N\ Banach Space C (R ), 1 £ q 1 «>» generated by - A . 
For the proof we refer to [16],[17], [27], 
REMAFtK 4.3.1 : In the preceeding proposition, the semigroup 
S (t) is order-preserving for each t. 
THEOREM 4.3.1 [62] (Existence and Uniqeuness) : LetJlcR^ be 
a bounded domain. Fix P > 1. Let u c L^ (-Ti-) for some 1 £ q < «>. 
Suppose first that on of the following holds : 
a) q > N (p - 1) / 2 
b) q = N (p-1) / 2 > 1 
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c) N(p-l)/2p < q < N(p-l)/2 and 
lim I It*" e*^ u I L D = 0, where b = 1/ (p-1) -N/ 2qp 
d) for some T > o, / ||c^ |u | || dt < «. 
0 ~ 
Then there is a T > o and a function u : [o,T] —> L^ (-ii-) 
satisfying: 
i) u : [o,T] —>L^(JT) is continuous and u(o) = u^, 
ii) u(t) 6 D (.<:^ .)—>L*'P(-n-) for o < t < T, where 
Dq( A ) « w2'<=l( J I ) n wJ'^(-0. ). 
i i i ) u is continuously different iable , and for a l l t e io,T] 
the equation (1.2) with (1.3) sa t i s f ied . 
ffurthermore, if u^ > o a .e , in _n , then 
' o — 
iv) u >. o a .e . in -O. for a l l t e [o ,T] . 
On the other hand, suppose there is a T > o and a function 
u : [o,T] — > L^(-^) satisfying (i) - (iv) above. Then 
|Ul/(p-l)etA II ^r for all t e [o,T], where c^ is a 
' ' O' 'oo ~ P P 
constant depending only on p. In particular if u^ d o, it 
follows that for K > o sufficiently large, there does not exist 
a continuous function v : [o,T] — > L^ (-J^  ) with v(o) = Ku^ 
satisfying (ii) - (iv) on that some interval [o,T]. 
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Finally, if 1 1 q < N(p-l)/2, then there exists some 
UQ 6 L^(-^), with UQ >. o a.e, in _fl. , such that no function 
u : [o,T] — > L^{Sl ) satisfying (i) - (iv) above exists on 
any non-trivial interval [o,T], 
Now we give some properties of the solution of (1.2) with 
(1.3). 
THEOREM 4.3,2 [37]: Suppose 1 1 q < -. 
i) Set u e. D(A ) and u(t) = S(t) u^ is the solution of 
(1.1) - (1.2), then for any t > o, u(.,t)^ D(Aq), 
(^"/dt)(.,t) eL^(R'^) and u satisfies (1.1) a.e. on 
RN X R \ 
ii) Set u^e L^(R^), then for any t > o, u(.,t)e L^(R'^) D 
LQ (R ) and we have 
l I u C t J I I ^ i c t N / Z d / r - l / " ) l l u j i q (3.4) 
for any t > o, q j C r ^ - and c = c(N). When 1 1 q 1 2, then 
( ^ " / d t ) ( . , t ) e L 2 ( R ^ ) n L~ (R^) and we have 
l | | ^ ( . , t ) | | ^ < C t ( N / 2 ) ( ^ / - - V q ) - l | | , j , ^ (3.5) 
for any t > o, q l 2 ^ r ^ « > and c = c(N). 
i i i ) for any u^e L^(R^), q < ~ , or L * ( R ' ^ ) , then 
l l " ( - ^ ) i L < ( (p - i ) t )^^^P"^^ (3.6) 
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PROPOSITION 4.3.2 [37]; Set u^ e L^CR'^), 1 1 q < ~ and 
u(t) s S(t)uQ, then we have 
TS |u(x,t)|P+^-^ dx dt < i llujl^ (3.7) 
O DN ^ M 
SECTION 4,4: Asymptotic behaviour of solution of Problem 
(1.2) with (1.3) 
DEFINITION 4.411 [37]: For all K >. 1 we define 
u,^ (x,t) » K^/2 U(VKX, Kt), (4.1) 
where u(x,t) is the solution of (1.2) - (1.3), u,^  satisfies 
f,u,.Au,.K^*N(l.p)/2,,^,P.l,^_ in R^ x R* 
(4.2) 
u^(x,o) = K'^/^ y^(^^ ^ ) i„ RN 
THEOREM 4.4.1 [37]: Suppose u^e L^(R^), 1 £ q < o, or 
L* (R^) satisfies u^ >. o a.e. in R^ and 
, lim ess lx|^/^^"^^ u-(x) = -KO (4.3) 
|xj—>« 
If u(t) = S(t)uQ is the solution of (1.2) - (1.3), then, for 
any t > o, u(.,t) still satisfies (4.3) and t /^^"•^^u(x,t) 
converges to (V(P-l))^^"^^ as t — > -H-, uniformly on the 
set E = j X e R /|x| £ cVtj , where c is an arbitrary 
constant* 
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THEOREM 4.4.2 [37]: Suppose u^ e L^(R^), P > (N+2)/N and 
u(t) - S(t)u^ is the solution of (1.2) - (1.3). Then 
t'^ /^  ^(x^t) . c^(4n)-N/2 ^^p („|x|2/4t) ^o , (4.4) 
as t — > +«, uniformly on the sets E^ =| x <= R^/lx|£ cVt j ^  
where c is an arbitrary constant and 
C« = / u„(x)dx - / / lur"^ u dx dt (4.5) 
R^ O R N 
PROPOSITION 4.4.1 [37]: The sequence Uj^  converges uniformly 
N + 
on any compact subset of R x R to the function W which 
satisfies 
II - A W = 0 in R^ X R"*" 
(4.6) 
W(x,o) = C^S^ in R^ 
where C is given in (4.5) and S^ is the Dirac measure at 0, 
i.e., 
W(x,t) = e^{4nt)^^^^ exp (-|x|^/ut) (4.7) 
THEOREM 4.4.3 [37]: Suppose u^ € L^(R^), P = (N+2)/N and 
u(t) = S(t)u^ is the solution of (1.2) - (1.3). Then 
t ' u(x,t) converges to o as t — > +«», uniformly on the set 
E^ = j x £ R'^/IXI < cVtj , where c is arbitrary. 
THEOREM 4,4.4 [37]: Suppose U Q 6 L - ' - ( R ^ ) , U^ >. O a.e. in R^, 
P = (N+2)/N and u(t) = S(t)uQ is the solution of (1.2),(1.3). 
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If f "o^ '^ ^ dx > 0 then for any compact subset Q. of R and 
any t^  > 1 t^/^(Log)^/^ u(x,t) is minorized by a strictly 
positive constant on Q X [t^, +«»)• 
COROLLARY 4.4.1 [37]: Under the hypotheses of Theorem 4,4.4 
we have 
+00 
I %(x) dx = / / lu|2/N y dx dt (4.8) 
RN o^n 
Moreover, 
lim ||u(t,.)|| i = 0 (4.9) 
REMARK 4.4.1: Theorem 4.4.1 tell us that the nonnegative 
solution of (1.2),(1.3) satisfying a minimal rate of decay, have 
a behaviour for large t depending only on P. 
REMARK 4.4.2: Theorem 4.4.2 and 4.4.3 tell us that the solution 
of (^ ,.2), (1.3) behaves like the solution of the ordinary heat 
N 
equation in R with a suitable Dirac measure as initial data 
only if u^e L^(R^) and P > (N+2)/N. For the detail study 
of (1.2),(1.3) with a suitable Dirac measure as initial data 
we refer to see [16]. 
REMARK 4,4.3: Theorem 4.4.2 is a consequence of Theorem 4.4.3, 
SECTION 4.5: Asymptotic behaviour of solution of Problem (1.2) 
with assumption (A 1.1) 
DEFINITION 4.5.1: We define an operator A by 
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AqU = -/2iU+f(u) in L^(R^), q < «, and L"(R^) (5.1) 
with the domain D(A ), 
C D(Aq) » [ u 6 w2»q(RN)/f(u) G L^(R^)], l<q<oo 
D(A;^ ) = [ u € L^(RN)/Au,f(u) e L^(R^), u ^ W^'^(RN) 
for 1 1 r < '^ /(N-1) J , and 
DfA^) ={u 6 L;(RN)/^U 6 L ~ ( R N ) , u e W^'^ (RN) 
\ for some q > N (^  
To obtain the solution of (1.2) with (A 1.1), we use a similar 
way as we have used in Section 4.3 to obtain the solution of 
(1.2), (1.3). Thus we have got a unique solution u(.,t) = 
S (t)u = lim (I + (Vn)A )~" u of (1.2) - (Al.l) where 
^ n—>« ^ 
S (t) is a nonlinear semigroups of contractions. 
Let w(t,P), be the unique solution of the initial value 
problem 
^ + f(u)) = 0 (t > o) 
(5.3) 
w(o) = p 
Then we have the following; 
LEMMA 4.5.1 [42]: (Comparison theorem): Suppose both f and g 
are continuous, nondecreasing functions satisfying condition 
(1.4), and that f(u(t)) \ g(u(t)) on some interval [o,a]. Let 
u and V be the solutions of the problems 
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1^ -Au + f(u) = o, u(x,o) = u^(x) U L^(R^), (5.4) 
dv -Av + f(v) = o, v(x,o) = v^(x) U L^(R^), (5.5) 
dt ° llql«» 
respectively. Then 
i) w(t ; p^) < u(.,t) < w(t ; '^^) if fi^< u^ < p^ 
ii) o 1 u(., t) < v(.,t) < a if o £ UQ-^O - °^ 
LEmA 4.5.2 [42] : Let 1 £ q < «, u^, v^eL^(R^), u(t) = S^Ctju^ 
and v(t) = S^(t)v^, Then we have q o 
i) 0 < 7 /M [f(u)-f(v)][u-v]lu-v|^-2 dx dt 
o R*^  
< (1/q) II % - vjl^ , 
ii) o < 7 /M f(u) u |u|^ -2 dx dt < (1/q) || u^H ^  ; 
O R " M 
iii) If U-€L (R ), then the limit /v, u(x,t) dx exists and 
° t -> « R*^  
equals /» u.(x) dx - / /K, f(u(x,t) ) dx dt . 
R"^  ° 0 R'^  
We make the following three types of order conditions 
for f(u(t)) : 
Condition 4.5.1 : o < K, = lim inf f(u(t))/ u(t)^ 
u(t)|o 
< lim sup f(u(t))/u(t)^ = Ko< oo 
u(t)io ^ 
for some constant Kj^ fKg, and some P£(l,oo). 
Condition 4.5.2 : o 1 lim sup |f(u(t))| / \uit)\^'^'^^^ < «, 
u(t)->o 
Condition 4.5.3 : o i lim inf |f(u(t))|/ |u(t)|^'^^/^ 1 « . 
u(t)->o 
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THEOREM 4.5.1 [42] : Suppose / |f(u(t))|"-^ du(t) < » 
-1 
and U-6 U L^(R ). Then there exists a T > 0 such that 
° l<ql' 
u(x,t)=o for t 2 T and x € R'^  (5.6) 
PROPOSITION.4,5.1 [42] : For every u^€ U L^(R^) we have 
lim II u(t) |l = 0 . (5.7) 
t 
THEOREM 4.5.2 [42] : If lim inf jf(u(t))/u(t)| = K > 0 and if 
u(t)—>o 
u e L^ (R ) for some 1 £ q <. », then 
lim exp ((K -6 )t) II u(t)|| _ = 0 (5.8) 
t «. ^ 
for any t > o and any r6[q,«»]. If the limit inferior is + «, 
then K-. may be replaced by any positive number . 
THEOREM 4.5.3 [42] (Asymptotic behaviour) : Let f satisfy 
condition (4.5.1) and f(u(t))/u(t) be nondecreasing on (0,p) 
for some p > 0. Suppose u e U L^(R'^), U > 0 and 
Kq^o 
ess lim |x|^ /^ ~^-'-^  "o^^^ ~ "* "^^^"J ^°^ "^^ ^ c > o, 
|x| CO 
(KO(P-1))'^/^^~^^ < lim inf [ inf t^/^^'^^ u(x,t) ] 
1 lim Sup [ sup t-^ /^ ~^-^ u^(x,t) ] 
t-^« Ec 
< ( K^ (P-l)r^/^P"^^ (5.9) 
where E, = [x£R^ / |x| £ cAt ] . 
THEOREM 4.5.4 [42] (Asymptotic behaviour) : Suppose f satisfy 
condition 4.5.2 and u 6. L (R ). Then we have 
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i ) lim ( t ^ / ^ u ( x , t ) - C ( 4 n ) - ^ / 2 e x p ( - | x j 2 / 4 t ) / = 0 , (5 .10) 
t->oo 
uniformly convergence on E^ . = r x e R / | x | ^ c.ytj^ for each 
c > 0 , where 
CQ = ^irn^ / j j u ( x , t ) d x = f^ UQ(x)dx - / f^ f ( u ( x , t ) ) c l x d t (5 .11 ) 
R R o R 
ii) If in addition u 2. o ^^^ ll^ oll i ^  ^  » "then for any compact sub 
N 
set Q of R and any t > 1, there exists a constant M > 0 such that 
t^/^(Log t)^/^u(x,t) > M onQ. x [t^,=o). 
THEOREM 4.5.5 [42] (Asymptotic behaviour) : f satisfy conditions 
4.5.2,*4.5.3 and u^ e L^ (R'^). Then 
i) lim t^/^ u(x,t) = 0 uniformly on ^ for any c > 0 
t-><» 
ii) / /M f(u(x,t)) dx dt = /j. u-(x) dx. 
o R R 
iii) lim II u (.,t) II, = 0 
t—»<» 
COROLLARY 4.5.1 [42] : If Kj^  = K2 + K in Theorem 4.5.3, then 
lim t'^/2(u(x,t) - (K(P-1))"^^P"^^ = 0 (5.12) 
t-»» 
and the convergence is uniform on E^ , = |xeR / | x j _< c f t j 
for each c > 0. 
REMARK 4.5,1 : It is followed by Theorem 4.5.1 that any solution 
vanishes in a finite time if lf(u(t))l-^Ciu(t) < CO. 
-1 
REMARK 4.5.2 : Theorem 4.5.2 tell us that the solutions decay 
exponentially if |u(t)"" f(u(t))| is bounded away from 0 as 
u(t) — > 0. 
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REMARK 4,5.3: It is important to know whether or not C is 
— ~ — ^ o 
nonzero in the Theorem 4,5.4, For it we are given a sufficient 
condition for C^ to be nonzero. 
o 
PROPOSITION 4.5.2 [42]: Suppose there exists a nondecreasing 
function h(u(t)) satisfying 
i) f(u(t)) < u(t) h(u(t)) on [o,p], and 
ii) / h(u(t))/u(t)-'''*'^ /^  du(t) < « for some p > o. 
o 
If U Q 6 L^CR'^), UQ - ° ^"^ IlUo'll ^ ° ^^®" ^o ^ °* 
COROLLARY 4.5.2 [44]: Suppose lim sup f(u(t))/u(t)^ < « 
u(tUo 
fo r some P > 1+2/N. I f u^ € L^(R^), u^ > o, and | | V J O I I I > 0, 
then C^(u^) i s pos i t ive . 
0 0 
SECTION 4,6: Equation (1.2) with (1.5) and (1.6). 
Problem (1.2) with (1.5) becomes 
k P 
^^47^ - ^"(t) + ^ a,u(t) ^  in R^  X R"" 
dt i=l ^ 
u(x,o) = u (x) in R 
with assumption that f is nondecreasing on R , o<P|<p2<» • •<P|f 
and a^  ?^  o for all i. Assume that u e U L (R ) and 
u^ > o. Then we have the following remark's." o — 
REMARK 4.6.1 [42]: For o < Pj^  < 1, Theorem 4.5.1 implies that 
there exists a constant T > o such that 
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u(x,t) = 0 for all t ^ T. (6.1) 
REMARK 4.6.2 [42]: For P^ = 1 and u^ ^ ^  L^(R^) for some 
1 ^ q ^  «», Theorem 4,5,2 implies that 
lim exp({a^-Ot) ||u(t)|lj. = 0 (6.2) 
t—>«» 
for any t > o and any r 6^  [q ,»]. 
2/ 
REMARK 4.6.3 [42]: Let P, > 1 and ess. lim |x| ^^"•^^UQ(X)=* 
I X I — > « > 
then Theorem 4.5.3 implies to conclude that 
t ^^"•^^u(x,t) converges to (aj^ (P-l)) ^^"^^ as t goes 
to -Hw and uniform on E^ = | x 6 R /jx] 1 c V^ t | for any c > o, 
REMARK 4.6.4 [42]: If P;^  > (N+2)/N and u^ 6 L-^(R^), then 
Theorem 4.5.4 implies that t ' u(x,t) converges to 
C (4ii) ' exp(-jxl /4t) as t goes to +«, and uniformly on E 
o *-
for any c > o where C is given by (5,11). In addition, if 
!l%lll > o, then CQ(U^) > 0. 
REMARK 4.6.5 [42]: Let 1 jC P^^ < (N+2)/N and u^ 6 L-'-(R^ ) 
then Theorem 4.5.5 (i) follows that 
t ' u(x,t) converges to 0 as t goes to +«, and 
uniformly on E^ for any c > o. 
REMARK 4.6.6 [42]: Let P^ = (N+2)/N and u^e L-^ (R^ ) then 
Theorem 4.5.5 implies that 
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i) lim t ' u(x,t) = 0 uniformly on E for any c > o, 
t—>« ^ 
oo 
ii) / / f(u(x,t)) dx dt = / u^(x)dx, and 
iii) lim ||u(.,t)||, = 0. 
t >oo ^ 
In addition, if II^QIII ^ ^ ' then for any compact subset Q of 
N R and any t > 1, there exists a constant M > 0 such that 
t^/2 (Log t)^/2 u(x,t) > M on g X [t^^,-). 
Now we consider Problem (1.2) with 
f(u(t)) = u(t)P g(u(t)). 
where g is continuous, nondecreasing on R and satisfying 
o < g(o) < g(s) for any s > o. Then we have the following 
comments. 
REMARK 4,6.7 [42]: We have the same results for Problem (1.7) 
with (1.6) as those for (1.2) with (1.5), with ^\*^\ replaced 
respectively by g(o), P. 
REMARK 4.6.8 : All the results of this section are extended of 
the results of Section 4.4 in some sense. 
CHAPTER - V 
HAMILTON-JACOBI EQUATION : A SEMIGROUP APPROACH 
5.1 INTRODUCTION; 
Consider a nonlinear partial differential equation 
If + F( 1^ , x.t) = 0 (1.1) 
where u = u(x,t) is action function, F = F(y,x,t) is hamil-
N tonien, x,y A R . The equation (1.1) is called Hamilton-Jacobi 
equation. Equation (1.1), appears in the problems in classical 
mechanics and, unable us to solve as such mechanical problems 
which do not yield solution by other means. For example the 
problem of attraction by two stationary centre etc. Equation (1.1) 
also has application in mathematical physics such as optics, 
quantum meehanics etc. 
In this Chapter, we shall study the existence theory of 
solution of Cauchy problem for the Hamilton-Jacobi equation, via 
semigroup method, in abstract setting. In this regard, Aizawa 
[3], firstly, gave a semigroup treatment of the Cauchy problem 
for the one-dimensional Hamilton-Jacobi equation 
"t "^  ^ ^"x^ ~ ^* x e R, t > o 
U Q ( O ) = UQ X 6 R 
(1.2) 
Under the certain assumption onF : R — > R. Here Ux and u denote 
the partial derivatives of u with respect to t and x 
respectively. But this idea, first used by Crandell [28] in the 
study of the hyperbolic conservation law equation. Barch [18] 
studied the Cauchy problem (1.2) in R under certain assumption 
on F while Barbu-Prato [9] studied the Cauchy problem for the 
Hamilton-Jacobi equation. 
! 
"t * ^^^x^ " (^ .Uj^ ) = g(x) for all u 6 D(A) 
(1.3) 
u(o) = UQ , X e H 
in a real Hilbert space H, under the certain assumptions on the 
function F : H — > R, u^: H — > R and g : H — > R. Here A 
is the i.g. of the C -semigroup on H. (.) is the scalar product 
There is a wide literature on the existance theory of Hamilton-
Jacobi equation. See for example [3], [4], [9], [lO], [l8], [61] 
and the references given in [9], [lO], 
In Section 5.2 we present the derivation of Equation (1.1) 
while the existance theory of solution of Cauchy problem (1.2) 
is discussed, using semigroup method with assumption that 
F : R — > R is continuous, in Section 5.3. The Section 5.4 is 
devoted to study of the existance theory of solution of Cauchy 
2 
Problem (1.2), under assumption that F is convex and C , via 
semigroup method. 
In Section 5.5 the existence theory of solution of Cauchy 
Probiem (1.3) with assumption that F is convex, continuous and 
bounded on every bounded subset, is studied via semigroup method. 
The relation between the semigroup solution and variational 
solution of Cauchy Problem (1.3) is also presented. 
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SECTION 5.2: Derivation of Hamilton-Jacobi Equation (1.1) 
We know that the system of Lagranges equations is 
d fdL_) dL 
=i " ^ '^ i Ht (frr^  - fr = ° (2.1) 
is equivalent to the system of Hamilton's equations 
where L = L(x,x,t) = T-U is a Lagrange function ; T is Kinetic 
energy, U is potential energy ; x. are the generalized coordi-
nates ; x^ are generalized velocities, 4 T - = y. are generalized 
momenta. ; ?r— are generalized forces ; F = F(y,x,t) = yx -L(x,x;t) 
as T + U is the hamiltonian. 
Now we define the action function u = u(x,t) by 
Uv + ('^ 't) = / L cit (2.3) 
'^ o'^ o Y 
along the extremal y connecting (x^jt^) and (x,t). 
The partial derivatives of action function with respect 
to X and t are 
f^  = y and (2.4) 
1^ = -F 5 -F(y,x,t) (2.5) 
From (2.4) and (2,5) we get equation (l.l). 
REMARK 5.2.1: More explicitly, the equation (1.1) can be written 
in of the form 
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dt "" ^ ^nj'Tx^ ^ • x^,X2,...,x^; t) = 0 (2.6) 
SECTION 5.3: Hamilton-Jacobi Equation in R; 
In this section we discuss the existence theory of the 
one-dimentional Hamilton-Jacobi equation 
"t ''' ^^"x^ " ^ » ^ ^ ^t t > o (3.1) 
with initial condition 
u(o) = UQ , X £ R (3.2) 
where F : R — > R is continuous and has normalization, i.e. 
F(0) = 0. Here u. and u denote the partial derivatives of u 
with respect to t and x respectively. 
We choose L'*(R), the space of all real valued bounded measurable 
function on R with the usual norm ||.||oo» as the Banach space 
associated with (3,1), (3,2) and, regard the function u in 
(3,1), (3,2) as a map t € [o,co) — > u(.,t) 6. L~(R), then (3.1), 
(3,2) can be rewritten in the abstract form, 
(ACP) 1^ + Au 3 0, u(o) = u^ 
where A be a function given by Definition 5.3.2. 
DEFINITION 5.3.1 [3]: Let w"(R) is the space of all bounded 
and Lipschitz continuous functions on R and let Fe C(R). 
A is the operator in L (R) defined by: 
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V 6 D(AQ), (0 = A^ j V if U)6W"(R), u)(x) = F(Vj^ (x)) and 
/ sign^CVj^Cx) - K) [ [F(VJ^(X)) - F ( K ) ] 0 ^{x)+i^^{x)0{x)} dx > o (3.3) 
oo 
for every 0 ^  C^(R) such that 0 > o and every k ^  R» where 
!
1 , if r > o 
0 , if r = o (3.4) 
-1 , if r < o 
DEFINITION 5,3.2 [3]: A is the closure of A^, i.e. v e D(A) 
and (0 £ Av if there is a sequence [v / <C D(A ) such that 
v*^  — > V, A^ v'^  — > to in L*(R). 
REMARK 5.3.1: The operator A in L*"(R) may be multivalued 
for general F. 
DEFINITION 5.3.3 [3]: (due to Kruzkov): A Lipschitz continuous 
function u(x,t) on R x [o,<») is called a generalized solution 
of (2.1) if 
(i) u satisfies (3.1) a.e. as well as (3.2), 
(ii) for every 0 (x,t) € C^{R x (o,T)) such that 0 >, o and 
every K 6. R and T > o we have 
/ / [ I U ^ - K L + signQ(u^-K)[F(u^)-F(K)] 0^ j dx dt > 0, (3.5) 
where the derivative u^ ^ is continuous in x in the L -norm 
on every compact interval, uniformly with respect to t <S Lo,TJ. 
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REMARK 5.3.2; If u 6 D(A) and w G AU, then both u and w 
are in BUC(R), the space of bounded and uniformly continuous 
functions. 
LEMMA 5.3.1 [3]: Let F : R — > R be continuous function. Then 
operator A is given by Definition 5.3.2, satisfies the assump-
tion of the Generation Theorem 1.5.4. 
LEMMA 5,3.2 [3]: If F : R — > R is continuous, then n^-BUC(RX 
The Generation Theorem 1.5.4 together with Lemma 2.1 
and 2.2 provides a semigroup of contractions S(t) on BU C(R) 
generated by the operator A. 
The following result is concerned with the properties of 
the semigroup S(t). 
THEOREM 5.3.1 [3]: Let F : R — > R be continuous and S(t) 
be a semigroup of contractions on ' BU C(R) obtained from A 
through the Generation Theorem 1.5.4. Let u,v C(R) and 
t >, 0, and 
(i) if y £ R, then 
*Sup |S(t)v(x+y)-S(t)v(x)| < Sup |v(x+y)-v(x)1 (3.6) 
X£R X6R 
Moreover, if v 6 w"(R), then S(t) v fe W*(R) and 
l|S(t)v||^ < ||v|l^ , ||(S(t)v)JL < lIvJL (3.7) 
where the normalization is assumed. 
(ii) if v >. u, then S(t)v >. S(t)u (3.8) 
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THEOREM 5.3.2 [3]: (Existance and Uniqueness): Let F:R — > R 
be continuous and S(t) be the semigroup of contractions on 
B U C ( R ) obtained from A through the Generation Theorem 1.5.4. 
Let UQ ^  WJ^CR), If the derivative UQ^ is continuous in 
the L -norm on R then; 
(i) If |y| < 5, where 6> o depending on u then 
/l(Stt)u-) (x+y)-(S(t)u-)(x)|dx < /luo (x+y)-u. (x)|dx (3.9) 
j^  " X " fl X "X 
for every t >. o. 
(ii) S(t)u-(x) is Lipschitz continuous on R x [o,<») and 
satisfies (3.1) almost everywhere (a.e.) 
(iii) We have 
/ / [l(S(t)u^(x)) -K| 0^ + signQ((S(t)u^(x):^-K) 
0 R ^ 
. (3.10) 
X [F((S(t)u^(x)) )-F(k)] 0^j dx dt > 0, 
for every 0(x,t) 6. c"(R x (o,T)) such that 0 >. o and for 
every K 6 R and T > 0. 
REMARK 5,3.3: By Definition 5.3.3, the Theorem 5.3.2 gives a 
generalized solution S(t)uQ of (3.1), (3.2) if u^^ w"(R) 
and it derivative u-. is continuous in L -norm on R. 
"x 
REMARK 5.3.4: Kruzkov [47] treats (3.1), (3.2) in the case 
2 
where F:R — > R is C -function and u is a Lipschitz conti-
nuous (and not necessarily bounded) function. 
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REMARK 5.3.5: If F e C^(R), the hyperbolic character of 
(3,1), (3.2) and Theorem 5,3.2 can be used in the usual way to 
deduce the existance of generalized solution of Kruzkov type 
for Lipschitz continuous, not necessarily bounded, function u . 
SECTION 5,4: Hamilton-Jacobi Equation in R^: 
In this section we study the existance theory of Hamilton 
N Jacobi equation in R : 
u^ + F(vu) = 0 in R^ X R^. (4.1) 
with initial condition 
u(o) = u^ in R^ (4.2) 
where v u = ^^^^x " "^*^  ^'^ — ^ ^ ^^  convex and C -func-
tion with the normalization F(o) = 0. 
DEFINITION 5.4.1[18]: Let K > 0. Define 
B(K) = [u € L**(R'^)/ I |U| I^ 1 K, for every he R^, 
|u(x+h)-u(x)l i K(h) and u(x+l)-2u(x)+u(x-h)£K|h|^ 
for x c R^j (4.3) 
DEFINITION 5.4.2 [18]: Define the operator A^ in L"(R^) by 
D(Aj) = [u e B ( K ) / there exists A^ > 0 such that u+AuF('7u)e B(K)j 
and for u e D^A^), A^u = F(vu) (4.4) 
DEFINITION 5.4,3 [181: If K ^ J then D ( A Q ) ^ D ( A ^ ) . An 
operator A_ in L (R ) is defined by 
D(A^) = j^ y^  D(AQ) and for u 6. D(A^), A^u = F(v u) 
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Let A be the closure of A^ in L°°(R ). Now we give 
the following results concerning the properties of B(K) and A . 
LEMAA 5.4.1 [18]: (i) B(K) is closed in the topology of 
N 
uniform convergance on compact subsets of R . 
(ii) B(K) is convex. 
(iii) For every A^ > o and every q €. L"(R^), if U 6 B(K) 
and u+ AQQ € B(K), then for every o£Al /\Q» U+Aq e B(K). 
LEMMA 5.4,2 [18]: A^ is accretive and for every A > o, 
D(A^) C B(K) C R(I + / A Q ) . 
THEOREM 5,4,1 [l8]: A is an accretive operator in L~(R ). 
Furthermore, for A > o, DIA; C R(I + A A ) , Hence A generates 
a semigroup of contractions on D(A) via the Generation Theorem 
1.5.4, 
PROPOSITION 5,4,1 [18]: TSTAT = D(A^; = BUC(R^), 
Together with Theorem 5,4,1 and Proposition 5.4,1 provides 
a semigroup of contractions S(t) on B U C ( R ). 
Set u(x,t) = S(t)u^{x) where S(t): BuC(R^) — > BU C(R^) is 
the semigroup generated by A. 
THEOREM 5.4.2 [l8]: (Existance and Uniqueness): Let F be 
convex and C -function. For K > 0, if u ^ B(K) then there 
exists a unique solution u to the Cauchy problem (4.1), (4.2) 
such that u(.,t) e. B(K) for all t > o. 
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REMARK 5.4.1: The solution u of the Cauchy Problem (4.1),(4.2) 
is obtained by the Theorem 5,4.2, is also called semigroup solution, 
SECTION 5.5: Hamilton-Jacobi Equation in Hilbert space; 
In this section we consider the Cauchy problem for the 
Hamilton-Jacobi equation: 
u^+ F(Uj^ )-(Ax,Uj^ ) = g(x) for all x e. D(A) 
(1.3) 
u(o) = "o X ^  H 
in a real Hilbert space H. The unknown function u : R^ x H—> H 
A is the i.g. of a C -semigroup on H, F:H — > R is a continuous 
convex functions and u_, g are real valued function on H. 
0 
We study the Cauchy Problem (1.3) associated with the space 
BUC(H), with sup norm M.lljj. 
ASSUMPTION 5.5.1: F is convex, continuous and bounded on every 
bounded subset. 
ASSUMPTION 5.5.2: A is the i.g. of a C^-semigroup of contrac-
tions exp(tA) on H. 
DEFINITION 5.5.l[9]: Let h : H — > R be the convex function 
defined by h(u) = sup{-(P-u) - F(P) / P e H J 
DEFINITION 5.5.2 [9]: For A > o and f BUC(H) define the 
function 
(R(A)f)(x) = inf / e- *(f(y(t) +h(u(t))) dt / y' = Ay + u, 
I o 
y(o) = X, u ^ L|OC^«+'">J- ^^'^^ 
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DEFINITION 5.5.3 [9]: Let A^ :^ DCA^^) a B U C(H) — > BUC(H) be 
the multivalued operator defined by 
A^R(l)f = R(l)f-f for all f £ B u C ( H ) (5.2) 
D(Ajj) = [u/u = R(l)f , fe BUC(H)] (5.3) 
Let for all g €BuC(H) and u^e. D T ^ T then equation (1.3) 
can be rewritten in the abstract form 
^ e A ^ u + g , t ^ o 
(5.4) 
u(o) = UQ 
where A^ ^ is a realization of the operator u — > -F(Uj^ ) + (Ax,Uj^ ) 
as an m-dissipative operator on BUC(H), By Generation Theorem 
1.5.4, the Problem (5.4) has a unique solution u given by 
u(t) = lim J^(^)Uo for all t >. o (5.5) 
N—>« 
where J(>v)Ujj = (1- AA^ )""'•(Ag+u^ ) for A > o. (5.6) 
DEFINITION 5.5.4 [9]: The solution u defined as in (5.5) of 
the Problem (5.4) is called semigroup or weak solution o f 
Problem (1.3). 
REMARK 5.5.1: The semigroup solution u of Problem (1.3) is 
also given by 
u(t) = lira u_(t) in C([o,T], BUC(H)) (5.7) 
n—>o ^ 
where u„ is the solution of finite difference scheme 
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n'^^Cu^Ct) - u^ (t-Ti)) £ A^(t) + g, t >. o 
u (t) = u 
(5.8) 
i.e. u^(t) = J'^(T))UQ for (N-I)TI < t <rjN (5.9) 
We write 
u(t) = S(t)uQ for all t >. o (5.10) 
where S(t) is a continuous semigroup of nonlinear contractions 
on D(A^). 
DEFINITION 5.5.5 [9]: The function u ; [O,T3 X H — > R such 
that 
u(t,x) = inf [/(g(y(s))+h(u(s)))ds + u^(y(t))/ 
° (5.11) 
y'== Ay+y in [o,T],y(o) = x; u L^(o,T,H)/ 
is called the variational solution of Cauchy Problem (1.3). 
DEFINITION 5.5.6 [9]: For every u^e BUC(H) and t >. o, 
we define T(t) : R x B UC(H) — > BUC(H) by 
(T(t)u^)x = u(t,x), for all X 6 H. (5.12) 
where u(t,x) is given by (5.11). 
DEFINITION 5.5.7 [9]: V be the set of all u 6 Lip(H) 0 B UC(H) 
such that 
|u(x+Ay) - u(x)| < Lly|, for all x 6. H, y ^  D(A) (5.13) 
where L is independent of x and y. 
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LEMMA 5.5.1 [9]: T(t), given by (5,12), is a semigroup of 
contractions on BUC(H), 
LEMMA 5.5.2 [9]: V contains the set fu € Lip(H) O c'(H)n BUC(H)/ 
A*vu bounded in H and (1-AA^^)""^ V d V, for all A > o. 
LEMMA 5.5.3 [9]: For all /^  > o, R(A)f G B U c(H) and 
R(A)f = R(^)((H-/\) R(X)f+f) for o < A 1 ^ < ~. 
Moreover, if the semigroup exp(tA) is compact for t > o, then 
the infimum defining R(A)f is attained. 
LEMMA 5.5.4 [9]: The operator A^ defined as in (5.2, (5.3), 
is m-dissipative in BUC(H) x BUC(H) and (A -A^^)""^ = R('*^ ) 
for all A > o. 
LEMMA 5,5.5 [9]: In addition to assumptions 5,5.1, 5.5.2, assume 
that F is Galeaux differentiable strically convex, F' is locally 
Lipschitzian and the semigroup exp(tA) is analytic and compact 
for t > o. Then for ?\ > o and f 6 B UC(H) x B UC(H), 
( AR(A)f-f)(x) = -F( 6(x)) + (Ax, <5(x)) for all X 6 D(A) (5.14) 
where ^(x) € d(R(A)f)(x). 
Here d(R(A)f) is the generalized gradient of R(A)f. 
REMARK 5.5.2: Let u^, g 6 Lip(H) 0 B UC(H) and F,A satisfy 
assumptions of Lemma 5.5.5. Then the implicit difference approxi-
mation equation (5,8) can be rewritten as 
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Ti"^(u^(t,x) - u^(t-T),x))+F(6^(t,x))-(Ax,5^(t,x)) = g(x) 
for all t >. o, X 6 D(A) (5.15) 
u (o,x) = u^(x) for t >, o, x^ H 
where ^ (t,x) € du (t,x) for all t >. o, x e. D ( A ) . 
THEOREM 5.5.1 [9]: (Existance and Uniqueness): For every 
UQ g D(Ajjj; and g e BUC(H), Problem (1.3) has a unique solution 
u €. C(R^,BuC(H)) given as limit (5.7) of solution u of 
implicit difference equation (5.8). Moreover, the map (u ,g)—> u 
is continuous from BUC(H) x BuC(H) to C([o,T], BUC(H)) 
for all T > o. 
THEOREM 5.5.2 [9]: If g e BuC(H) f) Lip(H) then under assump-
tion 5.5.1, 5.5.2 one has 
S(t) UQ = T(t) UQ (5.16) 
for all t ^ o, u^e V7TW\J' 
The following results concerned with the properties of 
semigroup solution to Problem (1.3). 
PROPOSITION 5.5.1 [9]: Assume that F satisfies 5.5.1, F(o) = 0, 
F'(o) = 0 , A = o and u^, ge V D DCA^ j^ J. g(x) = 0 and 
UQ(X) = 0 for |x| > R. Then 
^ u(t,x) = 0 for |x| > R + Ct([|u^|iLip+ t||g||Lip) 
where C is independent of t and u , g. 
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REMARK 5»5.3: Theorem 5.5.2 shows that the variational solution 
to Problem (1.3) concides with the semigroup solution. 
REMARK 5.5.4: Proposition 5,5.1 shows the finite speed 
propagation property of solutions of Problem (1,3). 
91 
BIBLIOGRAPHY 
1. Adams, R.A. : Sobolev Spaces, Academic Press, 1975. 
2. Aitken, A.M.; Hayes, J.N.; Ulrich, P.B. : Propagation of high 
energy 10.6 \i laser beams through the atmosphere, N.R.L. 
Report 7293 (1971). 
3. Alzawa, S. : A semigroup treatment of the Hamilton-Jacobi 
equation in one space variable, Hiroshima Math. J. 3(1973), 
367 - 386. 
4. Arnold,V.L, : Mathematical Methods of classical mechanics, 
Springer-Verlag, 1978. 
5. Baillon, J.B.; Cazenave, T.; Figueira M. : Schroedinger equation 
with nonlinear integral, C.R. Acad. Sci. Paris Ser. A-B 
284 (1977), 939 - 942. 
6. ~ " : Nonlinear Schroedinger equation, C.R. Acad. 
Sci. Paris Ser. A-B, 284 (1977) 869-872. 
7. Balakrishnan, A.V. : Applied Functional Analysis, Vol. 3. 
Springer-Verlag, New York, 1976. 
8. Barbu, V. : Nonlinear semigroups and differential equations in 
in Banach spaces, Nbordhoff, Netherland, 1976. 
9. Barbu, V. ; Prato, G. Da : Hamilton-Jacobi equation in Hilbert 
space, Variational and semigroup Approach, Annali di 
Mathematica,142, (1985), 303 - 349. 
10. - — 6 . — — - . — - - . — . Hamilton-Jacobi equations in Hilbert space, 
Pitman, Research Notes in Maths., 86 (1983). 
11. Belleni-Morante : Applied semigroups and evclution equations, 
Oxford Univ. Press, Oxford 1979. 
92 
12. Berestycki, H.; Cazenave, T. : Instabilite des etats 
stationnaires dans les 'equation de Schroedinger et de Klein-
Gordon non lineaires, C.R. Acad, Sc, Paris, 293(1981),489-492. 
'13. Berger, M.S. : On the existence and structure of stationary 
states for a nonlinear Klein-Gordon equation, J. Funct. Anal. 
9(1972), 249 - 261. 
14, Bialynicki-Birula, I.; Mycielrki, J. : Nonlinear wave mechanics, 
Ann. Phys., 100 (1976), 62-93. 
15, Brezis, H.; Friedman, A. : Nonlinear parabolic equation 
involving measures as initial conditions, J. Math. Pures Appl. 
Appl. (1984). 
16, Brezis, H. ; Pazy, A. : Accretive sets and differential 
equations in Banach spaces, Israel J. Math. 8(1970), 367-383. 
17, Brezis, H. ; Strauss, W.A. : Semilinear second order differen-
tial equation in L*, J. Math. Soc. Japan., 25(1973) 565-590. 
18, Burch, B.C. : A semigroup treatment of the Hamiltion-Jacobi 
equation in several space variables, J. Diff. Equation, 
23 (1977), 107 - 124. 
19, Butzer, P.L, ; Berens, H. : Semigroups of operators and 
approximation, Springer, New York, 1967. 
20, Casteren, J,A. Van : Generators of strongly continuous semi-
groups. Research Notes in Maths. 115, Bosteon London, 
Melbourne (1985), 
21, Cazanave, T. : Equationsde Schroedinger nonlineaires en 
dimension deux, Proc. Roy. Soc. Edinburgh, 88(1979),327-346. 
22, — — : Stable solutions of the Logarithmic 
Scdiroetlinger equation^ Nonlinear Anal. T.M.A. 7 (1983), 10, 
1127-1140. 
93 
23. Cazenav^ y T. : Some Remarks on the asymptotic behaviours of 
solutions to nonlinear Schroedinger equations, Zentrim fur 
inter, fors. Univ. Bielefeld. 
24. Cazenave, T.;Dias, J.P. ; Figueira, M. : A remark on the decay 
of the solutions of some Schroedinger equations, Rend. Sem. 
Mat. Univers. Politech. Torino, 40 (1982), 1, 129-137. 
25. Cazenave, T.; Lions, P.L. : Orbital stability of standing waves 
for some nonlinear Schroedinger equations, Cemm. Math. Phys. 
85(1982), 549 - 561. 
26. Chadam, J.M.; Glassy, R.T. : Globle existence of solutions to 
the Cauchy problem time dependent Hartee equations, J. Math. 
Phys. 16 (1975) 1122 - 1130. 
27. Crandall, M.G.; Liggett, T. : Generation of semigroups of 
nonlinear transformations on general Banach spaces, Amer. J. 
Math. 93(1971), 265 - 293. 
28. Crandall, M.G. : The semigroup approach to first order quasi-
linear equations in several space variables, Israel J. Math., 
12 (1972), 108 - 132. 
29. Davies, E.B, : One parameter semigroups^ Academic Press, 
London, 1980. 
30. Oias, J.P.; Flgureira, M. : Conservation laws and time decay of 
the solutions to some nonlinear Schroedinger Hartee equations 
and system, J. Math. Anal. Appl. 84 (1981), 486-508. 
31. : On the decay of the solution of some 
nonlinear Schroedinger equations, Port. Math. 41 (1982),1-4, 
33 - 41. 
32. — - — - — ~ - — : Decroissance a 1 infini de certaines 
solutions avec energie positive de l' equation de Schroedinger-
Hartee, C.R. Acad. Sc. Paris, 296(1983), 381-384. 
94 
33. Fattorin}.,H,0. : The Cauchy problem. Vol. 18, Cambridge 
University Press, 1984. 
34. Gerard, G. : Mathematical and conceptional foundations of 
2Gttj - Century physics, EMCH, 1984. 
35. Ginibre, J. ; Velo, G, : On a class of nonlinear Schroedinger 
equations,I, II, J. Funct. Anal. 32 (1979), 1 - 71. 
36. — : Equation de Schroedinger non-lineaires 
avec interaction non locale, C.R. Acad. Sc. Paris, 288(1979), 
683 - 685. 
37. Gmira, A. : Large time behaviour- of the solutions of a semi-
M . 
linear parabolic equation in R , J. Diff, equation 53(1984), 
258 - 276. 
38. Goldstein, J.A. : Semigroups of linear operators and applica-
tions, Oxford University Press, 1985. 
39. Hayashi, N. ; Nakamitsu, K. ; Tsutsumi, M. : On solutions of the 
initial value problem for the nonlinear Schroedinger equations 
in one space dimensions. Math. Z. 192(1986), 637-650. 
40. — . — — ~ — — : On solutions of the initial values 
problem for the nonlinear Schroedinger equations, J. Funct. 
Anal. 71, (1987), 218-245. 
41. Hille, E. ; Phillips, R.S. : Functional Analysis and semigroups, 
Amer. Math. Sdd.Coll. Publ. Vol. 31, Providence, R.I. 1957. 
42. Kajikiya, R. : On the asymptotic behaviour of solutions of 
certain semilinear parabolic equations in R , Hiroshima Math. 
J. 16 (1986), 85 - 99. 
43. Kelley, P.K. : Self focusing of optical beam, Phy. Rev. Lett. 
15(1965), 1005 - 1008. 
44. Kobayashi, K.; Sino, T. ; Tanaka, H. : On the growing up 
problem for semilinear heat equations, J. Math, Soc, Jap^n 
29(1977), 407-424. 
95 
45. Kreyszig, E, : Advanced engineering mathematics, Wiley 
eastern limited (1983). 
46. : Introductory functional analysis with 
applications, John. Willey and Sons. 1978. 
47. Kruzkov, S.N. : Generalized solution of the Cauchy problem 
in the laye for nonlinear equations of first order, Dokl. 
Aked. Nauk SSSR, 187 (1969), 29-32. 
48. Lam, J.F.; Lippmann, B.; Tappart, F. : Self trapped laser 
beam in plasma, phys. Fluids 20(1977) 1176-1179. 
49. Lin, J.E.; Strauss, W. : Decay and scattering of solutions of 
a nonlinear Sbhroedinger equation, J. Funct. Anal. 30(1978) 
245-263. 
50. Lions, P.L. : Principe de concentration en calcul des variation 
C.R. Acad. Sc. Paris, 294(1982), 261-264. 
51. McBride, A.C. : Semigroups of linear operators ; an introduc-
tions. Pitman Res. Notes in Math. Series, 156(1987). 
52. Nagal, R. : One parameter semigroups of positive operators. 
Lecture Notes in Math. 1184, Springer Verlag, New York 
Tokyo (1986). 
53. Nehari, Z. : On a nonlinear differential equation arising in 
nuclear physics, Proc. R. Irish. Acad. 62, (1963), 117-135. 
54. Pavel, N.H, : Nonlinear evolution operators and semigroups. 
Applications to PDE's, Lecture Notes in Math. 1260, Springer-
Verlag, 1987. 
55. Pazy, A. : Semigroups of linear operators and applications to 
PDE's, Springer, New fork, 1983. 
56. Schonbck, T. : Decay of solution of Schroedinger equations, 
Duke Math. J. 46, (1979), 203-213. 
96 
57. Siddiqi, A.H. : Functional Analysis with Applications^ 
Tata McGraw Hill Co. (1986). 
58. Strauss, W. : Existence of solitary waves in higher dimensions, 
Conun. Math. Phys. 55(1977) 149-162. 
59. ~ : The nonlinear Schroedinger equation, Proc. 
Rio Con., August 1977. 
60. Suydam, B.R. : Self focusing of vary powerful laser beam, 
Spac. Pubis. Natn. Bur. Stand, 387 (1973) 42-48, 
61. Tomita, Y. : A semigroup treatment of the mixed problem for 
the Hamilton Jacobi equation in one variable space, Hiroshima 
Math. J. 7, (1977), 183-199. 
62. Welssler, F.B. : Local existence and non existence for semi-
p 
linear parabolic equation in L ^ Indiana Univ. Math. J. 
29(1980), 79 - 102. 
63. : Existence and non-existence of global 
solutions for a semilinear heat equation, Israel J. Math. 
38(1981), 1-2, 29-40. 
64. Yoslde, K. : Functional Analysis, Springer Berlin (1965). 
