Abstract. The disadvantages of the usual linear least-squares analysis of first-and second-order kinetic data are described, and nonlinear least-squares fitting is recommended as an alternative.
[A] = [A] 0 e -kt (4)
First-order Kinetics by Linear Least Squares
The customary method for analyzing concentration-time data that follow eq 4 is to take the logarithms of both sides, to obtain eq 5. Now a plot of ln 
Linear least-squares analysis is a poor method for evaluating the rate constant, as we shall see. Nevertheless, because it is so easy to apply, it is often presented in textbooks on kinetics, 1, 2, 3 even recent ones, 4, 5 and it is the classical method. The defect in applying it to eq 5 or 6 is that the values are not equally reliable. Figure 1 shows the fit to eq 5 of simulated data with [A] 0 = 100 and k = 0.0016 but with a random error in This heteroskedasticity shows that the linear least-squares analysis can be faulty.
Nevertheless, this method continues to be used and published by scientists. Indeed, over the past ten or so years I have refereed about a dozen manuscripts for prominent journals where the authors obtained faulty rate constants by analyzing kinetics with linear least squares. It is hoped that this article will discourage that practice.
One remedy that is often proposed for dealing with heteroskedasticity is to use a weighted linear least-squares fit. 6 Instead of pretending that all values are equally reliable, as is done [
A similar situation arises if [A] does not react completely, so that residual reactant remains, or if the quantity A that is proportional to [A] does not decrease to zero but approaches a nonzero baseline value A % at infinite time. This is well known to produce curvature in the log plot of eq 5-6.
Instead eq 4 must be revised to eq 9, and eq 5 or 6 becomes eq 10 or 11. [
Finally, it should be mentioned that in contrast to the evaluation of rate constants the problem of heteroskedasticity does not arise in evaluating #H ‡ and #S ‡ from an Eyring plot of ln(k/T) vs. 1/T. This is because the relative error in a rate constant is usually the same for all, so that the error in any rate constant k is the same fraction of that rate constant. Then, although the error in k is not constant, the error in lnk is constant across the range of temperatures. Consequently a linear least-squares evaluation of slope and intercept does correctly provide #H ‡ and #S ‡ .
First-order Kinetics by Nonlinear Least Squares
A more effective method for fitting all such data to first-order kinetics is nonlinear leastsquares analysis. This method has been mentioned in various books on kinetics, 7, 8, 9 but without illustrative examples. In this journal nonlinear least squares has been recommended for curve-fitting in general, 10 for fitting the kinetics of two-step reactions, 11, 12 for fitting first-order kinetics, 13, 14, 15, 16, 17 for fitting enzyme kinetics to the Michaelis-Menten equation, 18, 19 for using
Excel's Solver, 20 and for estimating the precision of the resulting parameters, 21 In past years finding that minimum was a formidable problem.
With modern computers, even small ones, it is possible to find that minimum numerically.
Numerous programs are available. A set of initial values is needed, and guesses or values from a linear least-squares analysis are adequate. The program will then find the "best" values of k, [A] % or
A % , and #, the ones that minimize S. Often it can also find the uncertainties in those values. As an example, Fig. 2 shows a plot of the same data as in Fig. 1 , along with the best nonlinear leastsquares fit to eq 9. It is clear that the fitted line is closer to the hypothetical one than in Fig. 1 and that therefore the rate constant k obtained here is more reliable. 
Second-order Kinetics by Linear and Nonlinear Least Squares
We next consider a reaction where reactants A and B are converted to product, as in eq 13, and where the rate of reaction is proportional to the product of the concentrations of the two reactants, as in eq 14. When 
The only situation where equal initial concentrations can be guaranteed is when A and B are identical, as in a dimerization or disproportionation (eq 18), so that the rate of reaction is given by eq 19. Eq. 16 then becomes eq. 20, and eq 17 becomes eq 21, which can be fit by linear least squares to obtain slope k and intercept 1/[A] 0 . The result of this fit, for the same simulated data, is depicted in Fig. 4 . In summary, the familiar linear least-squares fit to kinetic data for first-and second-order reactions is defective because the data are heteroskedastic, i.e., of unequal reliability. This is especially the case if the analytical method measures product formation, rather than disappearance of reactant, or if the analytical method reports residual reactant. The remedy is to use nonlinear least-squares fitting, which is now readily accomplished with modern computer programs.
Supporting Information Equations S1-S3 for evaluating slope, intercept, and error in intercept by linear least squares analysis, and equations S4-S6 for evaluating slope, intercept, and error in intercept by weighted linear least squares analysis. Simulated data used for construction of 
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