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A classical subject in computational complexity is what is usually called 
algebraic complexity. This area deals with the complexity of algorithms 
that take their inputs on R”, where R is a ring, understood as the number 
of ring operations the algorithm performs as a function of IZ, and the main 
kind of results are both upper and lower bounds. A recent survey about 
this topic is (von zur Gathen, 1988). 
A very special case in algebraic complexity is the one dealing with R = 
R. Here, the assumption that all the elements in the field have unit size, 
and that the cost of the field operations is also unitary, reflects the particu- 
lar features of algorithms in numerical analysis. Very recently an article of 
L. Blum, M. Shub, and S. Smale put into this scenery another approach 
to the complexity: the structural one (see Blum er al., 1989). To do so, 
they designed a model of real Turing machines, over which the basis of a 
theory of computability and a theory of complexity is built. In particular 
analogs of the classes P and NP over the reals are introduced, and the 
problem of deciding whether a degree 4 real polynomial has a root is 
shown to be NP-complete, thus, unlikely decidable in polynomial time. 
On the other hand, for a wide variety of problems, fast parallel algo- 
rithms have been designed during the last years. These algorithms use as a 
model of parallel machine a family of circuits with polynomial size and 
polylogarithmic depth, for which a logspace uniformity condition is valid. 
However, this “is of course not possible for arbitrary constants over an 
uncountable field” (see von zur Gathen, 1986). 
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For the Boolean model, there are many problems for which algorithms 
solving them in polynomial time can be given and no fast parallel algo- 
rithm (i.e., one that runs in polylogarithmic time and uses a polynomially 
bounded number of processors) is known that does the same. Some of 
these problems share the property that if a fast parallel algorithm is found 
that solves one of them, then every problem in P can be decided by such a 
fast parallel algorithm. These problems, that are said to be P-complete 
constitute a class whose elements, even if no proof is known till now for 
P # NC, are usually considered as problems not admitting a solution in 
fast parallel time. 
In Section 2 of this paper we propose the parallel real RAM as a model 
for defining a class of problems dealing with real numbers that are decid- 
able in fast parallel time. This formulation avoids uniformity consider- 
ations and the resulting class is trivially included in P. We use reductions 
in this class (in fact, using constant parallel time) to give our main result, 
the existence of P-complete problems for the real model. In Section 3, 
two problems with this property are exhibited: the evaluation of algebraic 
circuits that have sign gates, and the solution of systems of equalities and 
inequalities via substitutions. A very recent result shows that in the real 
case, we have indeed P f NC (see Cucker, 1992). As a consequence, the 
problems above cannot be solved by parallel algorithms running in polylo- 
garithmic time. These results are a first step toward (Blum et al., 1989, 
(11.3.)) where the authors ask “to further develop ideas from recursive 
function theory such as fixed point theorems, reducibilities and hierar- 
chies for machines over a ring R.” 
1. GROUND TOOLS ANDNOTATIONS 
In the sequel we shall denote the direct sum @;” [w by Iw* according to 
the terminology in language theory. We just recall that this direct sum is 
the set of sequences of real numbers having only a finite number of non- 
zero elements. 
We recall from (Blum et al., 1989) that a real Turing machine consists 
of an input space [w*, an output space !J!* and a state space S = Z+ x Z+ x 
R*, together with a connected directed graph whose nodes labeled 1 . . . 
N (the set of different instructions) are of certain types and with associ- 
ated functions. The internal content of S at time t is (i, j, xi, x2, x3, . . . ), 
where for t = 1 the input is in the x, with s odd (thus we reserve the even 
coordinates to leave work space), and x2 can denote the length of the 
input. The five types of nodes are as follows: 
(1) Exactly one input node: node 1. Associated with this node is a 
next node p(1). 
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(2) Exactly one output node: node N. Once it is reached the compu- 
tation halts, the contents of the real part of S being considered as the 
output. 
(3) Computation nodes. Associated with a node m of this type there 
is a next node P(m) and a map g,: S + S. The g, is of the form gm(i, j, x) 
= (i’(i), j’(j), X’(X)), with i’(i) = i + 1 or 1, j’(i) j + 1 or 1, and x’ is a 
polynomial or rational map. 
(4) Brunch nodes. There are two nodes associated with a node m of 
this type: /3+(m) and P-(m). The next node is /3+(m) if xl 2 0 and P-(m) 
otherwise. 
(5) Move nodes or$fth nodes. Nodes m of this type have a unique 
next node P(m). If the current element of S is (i, j, xl, . . .) it operates 
replacing xj by X; in the jth place of the vector R” in S. 
An instantaneous description of any moment of the computation can be 
given by providing an element in S and the current node. The first one 
changes according to the function associated with the current node and 
the node itself according to the function j3. 
We also recall from (Blum et al., 1989) that a machine M is said to work 
in polynomial time when there are constants c, q E Z+ such that for every 
input y E lR*, M reaches its output node after at most c(size(y))q steps. 
The class P is then defined as the set of all subsets of R* that can be 
accepted by a machine working in polynomial time. 
Throughout the paper, we quote classes like P, NP, etc., that exist both 
in the Boolean and in the real model without adding any subscript to 
specify which case we are talking about. This should not create any 
confusion, the context being clear in all cases. 
We shall now introduce a slight modification of the real Turing machine 
that will simplify further constructions. 
We say that a real Turing machine M is in reducedform when it satisfies 
(i) all the computation nodes have an associated function of the 
type g(x,, x2) = xl * x2 where * E {+, -, ., /} and the result of this 
elementary arithmetical operation is stored in x3, and 
(ii) if m is a fifth node then (i - jl 2 2. 
We can consider the class of sets recognized by machines in reduced 
form that work in polynomial time, and no new class is introduced be- 
cause of the following easy lemma. 
LEMMA. The machines in reduced form conserve the class P. 
Proof. Easy because our two restrictions only produce a polynomial 
number of movements for each simulation of nodes in the general (i.e., 
not reduced) model. n 
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2. ON PARALLEL ALGORITHMS OVERTHE REALS 
One of the first features concerning real Turing machines and the com- 
plexity defined on them is that there are problems with no time complex- 
ity bounds. In fact, it is observed in (Blum et al., 1989) that the integers 
are a recursive set over the reals. But they can not be recognized in 
constant time because otherwise Z would be a semialgebraic subset of R. 
Thus, Z* is a subset in [w* that has no upper bounds for its time complex- 
ity. However, it can be recognized in constant auxiliary space. This fact 
entails that we shall not have a relation of the kind 
DSPACE(s) C DTZME(f(s)), 
where fis a function (in the Boolean model it is well known that we can 
take f to be the exponential function). 
This fact makes the choice of a computational model for “fast parallel 
time” difficult. In the Boolean case, the usual computational model con- 
sists of families of circuits with polylogarithmic depth and polynomial size 
which are generated by a machine working in logarithmic space (see 
Balcazar et al., 1990, Chap. 4). If the circuits have depth @log’;(n)), the 
resulting class is called NCk and it is easily shown that for every k, NCk C 
P. The bad behavior of space bounds in the real case does not enable us to 
make a similar definition. 
In (von zur Gathen, 1986, Section 3), a way of solving this problem is 
introduced that uses a hybrid encoding of the circuit and still does not 
compel us to abandon the notion of uniformity. It is intended to be used 
over any ring and no special emphasis is done on the reals. 
In this paper, we shall use the PRAM machine as our computational 
model for parallel complexity classes. We will not give here a formal 
definition of a real RAM since it is essentially the same as the one given in 
(Aho et al., 1974, Section 1.2), but allowing real numbers instead of 
integers. The only important remark we must do here is that no indirect 
addressing is done to a noninteger address. That is, it is a responsibility of 
the programmer to ensure that addressings are well done. 
The real RAM is also treated in (Preparata and Shamos, 1985, Section 
1.4) where it is used as a model of computation for algorithms in computa- 
tional geometry. 
One feature to notice is that a real RAM can compute a big number such 
as 22” in it steps, and so, it can store information after that time in doubly 
exponentially far registers. We shall see that this situation can be avoided. 
LEMMA. If a set can be recognized in polynomial time by a real RAM, 
it can be recognized by another real RAM that runs in polynomial time 
and polynomial space. 
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Proof. Given a machine M that runs in polynomial time, we simulate 
M with another machine M’ that uses pairs of registers, each pair consist- 
ing of an integer which denotes an active address, and a real number 
which is the content of that address, and whose program takes each 
instruction of M which works with an address i and replaces it by a little 
program which first searches the value of i as the first value of some pair 
and then works with the real content of this address (which is in the next 
position). 
For an input (x,, . . . , x,) E [w” M’ contains, at the beginning of the 
computation, the sequence 
n, (1, Xl), . . . ) (n, x,) 
with the number n of pairs in the register r0 and the n pairs in the registers 
r1, * * - 5 r2n* 
Then, M’ simulates M in the following way. If the latter performs some 
operation with the content of register i, M’ looks for a pair whose first 
component is i and then performs the operation with its second compo- 
nent. In case there is no pair with first coordinate i M’ just takes 0 as the 
value of this second component. Also, if M writes some real value x in the 
register Ti, M’ will look for a pair whose first component is i. In case such 
a pair is found, its second component is replaced by X, otherwise a new 
pair (i, x) is added to the sequence and the value of y. is incremented by 1. 
Ifp is a polynomial that bounds the running time of M, then the running 
time of M’ is bounded by 0(p2) and its used space by O(p). w 
As a consequence of this lemma we get the following result. 
PROPOSITION. A set L can be recognized in polynomial time by a real 
RAM if and only if it can be recognized in polynomial time by a real 
Turing machine. 
Proof. The simulation of a real Turing machine by a real RAM can be 
done within the same time bounds since all the instructions of the former 
directly translate to single instructions of the latter. 
For the converse, let us suppose that L is recognized in polynomial time 
by a real RAM M. Because of the preceding lemma, we can suppose that 
M uses also polynomial space. Then, a real Turing machine M’ can be 
devised that also recognizes L in polynomial time. The basic operations of 
M are computational nodes of M’, the go to instructions of M are the 
branching nodes of M’, and the access to the contents of far-out regis- 
ters-since they are only polynomially far-can be done in polynomial 
time. n 
A real PRAM consists of several independent real RAM’s processors, 
each with its own private memory, communicating with each other 
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through a global memory. In one unit of time each processor can read one 
global or local memory location, execute a single real RAM instruction, 
and write into global or local memory location. Many conventions can be 
taken about the protocol used for reading and writing in the global mem- 
ory by different processors. We will consider the Concurrent-Read Exclu- 
sive-write model, in which simultaneous reads are allowed but not simul- 
taneous writes (for a survey on that subject, see Karp and Ramachadran, 
1990). 
We define the class PPTk (Parallel Polylogarithmic Time) to be the class 
of sets L C [w* such that there exists a real PRAM that accepts L working 
in time O(logk(n)) with a polynomially bounded number of processors. 
Also, we define the class PPT to be the union of the classes PPTk for 
kE N. 
A final remark about this class concerns its relations with complexity 
classes defined by families of circuits. In the Boolean case it is well known 
that 
NCk c PPTk C NCk+’ 
(see Stockmeyer and Viskin, 1974). In the real case, a straightforward 
complexity class defined by circuits with some uniformity restriction is 
the class PUNCk of sets accepted by a family of circuits with polynomial 
size and depth O(logk(n)) that can be generated by a real Turing machine 
in polynomial time. A slight variation of Stockmeyer and Vishkin (1974) 
arguments gives the following result. 
PROPOSITION. For every k 2 0 we have the inclusion PPTk C 
PUNCk+‘. w 
3. Two P-COMPLETE PROBLEMS 
In this section we present two problems that are P-complete. We recall 
that a problem A is hard for a class % under reductions in a class G.$ when 
for every problem B E % there is a function f : [w* + [w* belonging to 9 
and such that for every x E Iw*, x E B if and only if f(x) E A. The problem 
is moreover complete for % if it belongs to ‘%. In general, the definition is 
used with classes satisfying the condition that the resources allowed in $3 
are smaller than those allowed in % (for instance in (Blum et al., 1989), 
% = NP and $3 = P). Then %-complete problems characterize the class (e 
in the sense that if a V-complete problem belongs to ‘3, then 9 = %. 
In our case, % will be P and 22 will be PPT. A recent result (see Cucker, 
1992) shows that P # PPT. As a consequence, all P-complete problems 
cannot be solved by a PRAM running in parallel polylogarithmic time and 
using a polynomial number of processors. 
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In the reductions given in the sequel, the parallel algorithms are given in 
high level language. It is clear that for these algorithms, we can devise a 
PRAM program that performs the same task. 
3.1. Evaluation of Real Decision Circuits 
A very useful model in algebraic complexity is the algebraic circuit 
(also called “straight-line” program) which is involved mainly in argu- 
ments for computing lower bounds. In fact, this model is related to the 
birthday of algebraic complexity theory and the optimality of Horner’s 
rule for evaluating polynomials (see von zur Gathen, 1988, Section 2, for 
an exposition of such question). In the real case, a similar model, the 
algebraic computation tree, has been recently used by Ben-Or in order to 
get several lower bounds in computational geometry (see Ben-Or, 1988). 
A natural question in this setting is the complexity of evaluating such 
circuits. In this section we shall see that for real decision circuits, the 
problem of deciding whether the circuit returns 1 on a given input is 
P-complete. 
We recall that an algebraic circuit 3 is a sequence of gates (GI , . . . , 
G,) belonging to one of the following types: 
(1) Znput gates: Gi = xi, takes the input Xi from [w, 
(2) Arithmetic operation gates: perform the operation * to the out- 
putsofgatesGiandGI,j,l<iand*E{+,-;,I}, 
(3) Operations-with-a-constant gates: perform the operation * to 
the output of gate Gj and k, j < i, k E [w and * E { + , -, *, /}, 
(4) Sign gates: {Gi = 1 if Gj 2 0) and {Gi = 0 if Gj < 0}, j < i. 
If the circuit has s input gates, we can suppose that they are the first ones, 
G,. . . , G, . If moreover the node G, is of the fourth type, we shall say 
that 93 is a decision circuit. 
We define the real circuit decision problem to be the set 
RCDP = {(B, a) 1 the decision circuit 3 with input a returns I} 
THEOREM. The real circuit decision problem is P-complete. 
Proof. Clearly, the problem is in P. We shall then show that it is 
P-hard. 
Let M be a real Turing machine in reduced form that works in time 
bounded by a polynomial p. For every n E N we will associate a real 
decision circuit aln such that for every a = al, . . . , a,, , M accepts a if 
and only if the circuit ?J&, returns 1 with input a. 
The circuit a,, is constructed from a family of smaller ground circuits 
41,, Bir, 021!, and 2i.t 1 5 i, t I p(n), and the intended meaning of each 
circuit is the following: 
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9, computes the value of the component i in S at time t, 
,$, computes the value of the component j in S at time t, 
(j&Y, computes the current node at time t, and 
%i,, computes the value of the component Xi in S at time t. 
Their outputs are denoted by if, jt, y, and xi,, respectively. 
Note that, since M is in reduced form, each one of these circuits has a 
number of inputs bounded by 8. For instance, for a circuit Xi,, with i 2 4 
and t 2 2 we have the following situation: 
] . . . . . . . . . . . . . . . xi-Z,* xi-l,t xi,, xi+l,t Xi+,,* . . . . . . 
We go now into the description of these ground circuits, that we shall 
do by cases. 
(1) Circuit kX3,1+1. The inputs are 4, A, yrf -qr, .qr, ~3,~) ql, ~5,~. 
Now, if y, is a node of type 1, 2, or 4, the output of %j,,+, will be ~3,~. On 
the other hand, if y, is a node of type 3 (i.e., a node that performs an 
arithmetical operation *) the output of X3,t+l will be xl,! * x~,~. Finally, let 
us consider the possibility that y, is a node of type 5. In that case, 
if j, + 3 then the output of %‘3,t+l is x3,,, 
else, it is the value of Xi, (note that it E [I, . . . , 51 because of the 
reduced form of M). 
Thus, the output of %j,*+ r , as a function of some trivial expressions in x~,~, 
~2,~) ~3,~) ~4,~ and XQ, depends on the values of yt, i, and j,. 
Since the only thing we are interested on the value of j, is whether it is 
equal to 3, we can, using two sign gates, map it to 
J; = 1, if j, = 3, 
0, otherwise. 
We finally have that the above mentioned output is determined according 
to 6N different possibilities in the values of yt , i, and j;. We can then profit 
the existence of Lagrange’s interpolator polynomials to construct a poly- 
nomial that realizes the desired computation whose degree is exactly 6N. 
Let us see how this polynomial is constructed in this case. 
First, for any 1 5 1 % N we consider the polynomial 
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thattakesthevaluelifX=IandOifX= 1,. . . ,l- 1,1+ 1,. . . ,N. 
Now, for every 1 % 1 I N we define the polynomial gl such that 
(i) if 1 is of type 1, 2, or 4, gj = x3,[, 
(ii) if 1 is of type 3, g, = x~,~ * xZ,r where * is the operation performed 
at node 1, and 
(iii) if 1 is of type 5, 
Clearly the polynomial 
G 3,t+1 = 2 dYt)g/ 
I= I 
computes the value x3,t+l with inputs i,, J:, yt, XI,{, XZ,~, x3,!, ~4,~~ ~5.~) and 
so, we take as %~,~+r an arithmetic circuit that computes G3,t+l preceded 
by two sign gates for getting j;. A final remark is that since the degree of 
G3,r+l only depends on N the size of X 3,t+l is constant as a function of n. 
(2) Circuit %i,t+l i f 3. It is done in a similar way, but now, since the 
only kind of node that changes the value of this component is the fifth one, 
the gl for I of type 3 is like the one for 1 of type 1, 2, or 4 in the preceding 
case. 
(3) Circuit t!dZl,+, . Let us consider the value 
1, if xl,, 2 0, 
0-= 
0, otherwise, 
which we can compute with one sign gate from xl,, . From this value and 
yI+, we can calculate yr+, with the polynomial 
H I+1 = 2 dYl)h 
where 




and as betore these computations can be performed by a circuit whose 
size does not depend on n. 
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(4) Circuits $a,+, and LfTr+, . Let us remember that in any node 1 of 
type 3, the value of the component i is modified according to a polynomial 
i,! . We define for nodes 1 of another type i; = it. Clearly, the polynomial 
we are looking for 411+1 is 
I !+I = $ a,(y,)d 
and a similar construction applies for Tt+, . 
Thus, each circuit can be produced by a processor that works in con- 
stant time as a function of n. Since we do it for O(p(n)2) circuits, we get 
the stated result. n 
3.2. Systems of Equations Solvable by Substitution 
We go now into the subject of semi-algebraic systems of equations 
(equalities and inequalities), first recalling that by such a system we mean 





where the xij are subsets of {xl, . . . , xn}, the Aj are polynomials and the 
rij are sign conditions taken from { = , >, r}. Each operand 
V Jj(Xij>UijO 
j=l 
will be called a clause. 
In fact, any Boolean combination of equations of the kind f;j(xij)cijO 
determines a semialgebraic system of equations, but it is well known that 
such a system can be written in the above defined form (see Eochnak et 
al., 1987, Chap. 2, for an introduction to semialgebraic sets). 
We shall also say that a system Y has degree d if all the Aj have degree 
smaller than d. An important result from (Blum et al., 1989) states that for 
every d 2 2 the problem of deciding whether a system of degree d is 
satisfiable (dSAS in the sequel) is /VP-complete. 
On the other hand, there is a straightforward approach for deciding 
systems (widely used in linear algebra) by means of substitutions. We 
shall see that for every d 2 2 the problem of deciding whether a system of 
degree d is solvable by substitution is P-complete. To do so, let us begin 
with some definitions. 
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DEFINITION. If a clause consists of a single equation of the form ax - 
b = 0, and a second clause contains the variable x in some equation, then 
the substitution of these two clauses is the new one obtained by the 
following process: 
l We substitute every occurrence of x in the second clause by b/u. 
l We perform the operations with real constants that are possible to do. 
l In case we get an inequality without variables we decide if it is TRUE 
or FALSE. 
l We simplify the clause according with the rules 
FALSEUE,U- . .UEk=E,lJ*. .U&,and 
TRUE U E, U . . . U zQ = TRUE. 
We shall say that a semi-algebraic system given by (*) is solvable by 
substitution when we can obtain a point {x1, . . . , x,} satisfying (*) after 
a finite number of substitutions to pairs of clauses in the system. For any d 
we denote by dSUBS the set of systems of degree d that are solvable by 
substitution. 
LEMMA. For every d L 2 the problem dSUBS is in P. 
Proof. Let Ybe a semialgebraic system, S be its set of clauses consist- 
ing of a single equation of the type ax - b = 0, and T the set of its 
remaining clauses. We suppose that FALSE is not a clause in Y, and that 
we have an order in S and T. Then the following procedure decides 
whether 9’ is solvable by substitution: 
while S # $I do 
let E be the first equation in S 
let x be the variable appearing in E 
for all clause C # E in S U T do 
if x appears in C then 
let w be the simple substitution of E and C 
remove C 
if w = FALSE then REJECT and halt 
elif w = TRUE then remove w 
elif w is a single equation on a single variable then 
add w at the end of S 






if T = $3 then ACCEPT else REJECT 
Note that this algorithm works for any order in the sets S and T. 
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THEOREM. For every d 2 2 the problem dSUBS is P-complete. 
Proof. We shall reduce the RCDP to 2SUBS. So, given a real decision 
circuit (B,, . . . , B,) with s input gates, and an input a = aI, . . . , u,~, 
we associate to it the system 
where, for every i: 
l if Bi is an input gate, Ei : = {Xi - ai = 0}, 
l if Bi is an arithmetic gate that performs the operation * on the outputs 
of Bj and Bk then Ei : = {Xi - (Xj * Xk) = 0}, 
l if Bi is an arithmetic gate that performs the operation *c on the out- 
puts of Bj and c a real constant then Ei := {Xi - (Xi * c) = 0}, 
l if Bi is a sign gate returning 1 for an input 10 and 0 otherwise, whose 
input is the output of gate Bj , then Ei : = Eil V Ei2 where 
E;] :={Xj2OAXi- 1 =O} and Eiz I= {Xj < 0 AXi = 0} 
that can be readily transformed into the conjunction of four clauses. 
l finally, En+, :={Xn- l=O}. 
This construction can be done with n + 1 processors (one for each gate 
and another for the equation E,,,,) each of them working in constant time. 
Moreover, it is clear that the resulting system has a solution if and only 
if the circuit B returns 1 with input a, and in this case the solution can be 
found by substitution. 
From these facts we get that dSUBS is P-complete for all d 2 2. w 
Remarks. (i) We want to attract the reader’s attention to the fact 
that dSUBS has with dSAS the same relation that UNIT has with SAT in 
the Boolean case; we consider a certain feasibility problem that happens 
to be N&complete and restricting ourselves to finding solutions using a 
concrete procedure we fall into a P-complete problem (for the Boolean 
case, see Jones and Laaser, 1977). 
(ii) Note that both reductions use constant time, a phenomenon that 
looks strange under the Boolean model point of view. The reason of such 
a phenomenon is maybe related to the correspondence between parallel 
time and sequential space and the above quoted properties of space in the 
real model. A straightforward consequence of such a small time for the 
reduction is that if an algorithm in PPTk is found for any of the two P- 
complete problems exhibited above, then P = PPTk. 
466 CUCKERAND TORRECILLAS 
ACKNOWLEDGMENT 
Thanks are due to Ricard Gavalda for helpful discussions as well as for a careful reading of 
the manuscript. 
REFERENCES 
AHO, A. V., HOPCROFT, J. E., AND ULLMAN, J. D. (1974) “The Design and Analysis of 
Computer Algorithms,” Addison-Wesley, Reading, Mass. 
BALCAZAR, J. L., D~Az, J., AND GABARR~, J. (1990). “Structural Complexity,” Vol. 2, 
EATCS Monographs of Theoretical Computer Science, Springer-Verlag, Berlin. 
BEN-OR, M. (1988), Lower bounds for algebraic computation trees, ACM Symp. Theory 
Comput. 5, 80-86. 
BLUM, L., SHUB, M., AND SMALE, S. (1989), On a theory of computation and complexity 
over the real numbers: NP-completeness, recursive functions and universal machines,” 
Bull. Amer. Mafh. Sot. 21(l), I-46. 
BOCHNAK, J., COSTE, M., AND ROY, M.-F. (1987), “Geometric algebrique reelle,” Ergeb- 
nisse der Math., 3.Folge, Band 12, Springer-Verlag. Berlin. 
CUCKER, F. (1992), PR # NCR, J. Complexiry, 8, 230-238. 
VON ZUR GATHEN, J. (1986), Parallel arithmetic computations: a survey, in “Proc. 12th Int. 
Symp. Math. Found. Comp. SC.,” LNCS 233, pp. 93-l 12, Springer-Verlag, Berlin. 
VON ZUR GATHEN, 3. (1988), Algebraic complexity theory, Annu. Rev. Comput. Sci. 3,317- 
347. 
JONES, N. D., AND LAASER, W. T. (1977) Complete problems for deterministic polynomial 
time, Theor. Comput. Sci. 3, 105-I 17. 
KARP, R., AND RAMACHANDRAN, V. (1990), “Parallel Algorithms for Shared-Memory Ma- 
chines,” Handbook of Theoretical Computer Science, 869-941, North-Holland, Am- 
sterdam. 
PREPARATA, F. P., AND SHAMOS, M. 1. (1985), “Computational Geometry: An Introduc- 
tion,” Texts and Monographs in Computer Science, Springer-Verlag, Berlin. 
STOCKMEYER, L. J., AND VISHKIN, U. (1984) Simulation of parallel random access ma- 
chines by circuits, SIAM .I. Comput. 13, 409-422. 
