In this work, an improved heat transfer search (IHTS) algorithm is proposed by incorporating the effect of the simultaneous heat transfer modes and population regeneration in the basic HTS algorithm. The basic HTS algorithm considers only one of the modes of heat transfer (conduction, convection, and radiation) for each generation. In the proposed algorithms, however, the system molecules are considered as the search agents that interact with each other as well as with the surrounding to a state of the thermal equilibrium. Another improvement is the integration of a population regenerator to reduce the probability of local optima stagnation. The population regenerator is applied to the solutions without improvements for a pre-defined number of iterations. The feasibility and effectiveness of the proposed algorithms are investigated by 23 classical benchmark functions and 30 functions extracted from the CEC2014 test suite. Also, two truss design problems are solved to demonstrate the applicability of the proposed algorithms. The results show that the IHTS algorithm is more effective as compared to the HTS algorithm. Moreover, the IHTS algorithm provides very competitive results compared to the existing meta-heuristics in the literature. 
Introduction
Real-world problems are normally simulated by mathematical equations with a larger number of variables in the search space and local solutions in the search landscape. Such functions do not often provide gradient-based information (non-derivative), so analytical methods become insignificant and usually trap into local optima. In order to optimize such problems, a large number of meta-heuristics (MHs) have been developed, modified, and used significantly in the past two decades.
The first and most well-regarded MH is the genetic algorithm (GA) inspired by the Darwinian evolutionary theory (Holland, 1975) . After the proposal of this algorithm, many algorithms have been developed. For instance, the simulated annealing was inspired by the concept of annealing in metallurgy (Kirkpatrick, Gelatt, & Vecchi, 1983; Č erný , 1985) . The artificial immune system algorithm was inspired by the biological immune system (Farmer, Packard, & Perelson, 1986) .
The ant colony optimization (ACO) algorithm is another wellregarded MH which belongs to the family of swarm-based techniques. This algorithm simulates foraging ant behavior towards food (Dorigo, 1992; Shan, Yasuda, & Ohkura, 2015) . The particle swarm optimization (PSO) algorithm, mimicking the social behavior of a swarm towards food (Kennedy & Eberhart, 1995) , is also a swarm-based technique. The differential evolution (DE) algorithm is similar to the GA algorithm with specialized crossover and selection method (Storn & Price, 1997) . Some of the very recent algorithms are discussed in the next paragraph.
The bacterial foraging optimization algorithm simulates the behavior of Escherichia coli bacteria (Passino, 2002) . The invasive weed optimization (IWO) algorithm was inspired by colonizing weeds (Mehrabian & Lucas, 2006) . The artificial bee colony (ABC) algorithm mimics the cooperative behavior of honey bee colonies (Karaboga & Basturk, 2007 , 2008 . The biogeography-based optimization (BBO) algorithm simulates the principle of the species migrate (Simon, 2008) . The gravitational search algorithm (GSA) was inspired from the law of gravity and mass interactions (Rashedi, Nezamabadi-pour, & Saryazdi, 2009 ). The firefly algorithm (FA) was inspired by the mating behavior of firefly insects (Yang, 2009) . The cuckoo search (CS) algorithm works on the reproductive strategy of cuckoo birds (Yang & Deb, 2010) . The hunting search (HuS) algorithm works on a model of group hunting of animals (Oftadeh, Mahjoob, & Shariatpanahi, 2010) . The bat algorithm (BA) was inspired by the echolocation behavior of bats (Yang, 2010) . The grenade explosion method works on a grenade explosion behavior (Ahrari & Atai, 2010) . The charged system search algorithm uses the electric laws of physics and the Newtonian laws of mechanics (Kaveh & Talatahari, 2010) . The Artificial algae algorithm inspired by the living behaviors of microalgae, photosynthetic species (Uymaz, Tezel, & Yel, 2015) . The flower pollination algorithm inspired by the natural phenomenon of flower pollination (Draa, 2015) . The teaching-learning based optimization (TLBO) algorithm works on the teaching-learning in a classroom (Rao, Savsani, & Vakharia, 2011; Savsani, Tejani, & Patel, 2016; Tejani, Savsani, & Patel, 2016b) . The animal migration optimization (AMO) algorithm was inspired by animal migration behavior (Li, Zhang, & Yin, 2014) . The water wave optimization (WWO) algorithm was inspired by the shallow water wave theory (Zheng, 2015) . The lion optimization algorithm works on the solitary and cooperative behaviors of lions (Yazdani & Jolai, 2016) .
These MHs can handle difficulties while solving challenging real-world problems. However, according to the no free lunch (NFL) theorem (Wolpert & Macready, 1997) , there is no MH best suited for optimizing all types of problems. Therefore, one algorithm can be expected to outperform another in solving one set of problems, but it may be a poor performer on a different set of problems. This is the foundation of many works in this field. The NFL theorem provides motivations for developing new MHs, hybridizes two or more MHs, and enhances the existing MHs. Patel and Savsani (2015) proposed an optimization method recently called the heat transfer search (HTS) algorithm, which is based on the natural law of thermodynamics and heat transfer. The modes of heat transfer such as conduction, convection, and radiation can take place due to interaction within the system molecules as well as with the surrounding in order to reach a state of the thermal equilibrium. Fundamentals of heat transfer are detailed in and . Thus, the HTS algorithm works on three phases such as conduction phase, convection phase, and radiation phase. In the HTS algorithm, the radiation phase is more effective in providing solutions for quadratic, cubic, and polynomial functions, whereas the convection phase is more effective in providing solutions for linear functions and the conduction phase is more efficient in providing solutions for non-linear functions (Patel & Savsani, 2015) . In the basic HTS algorithm, the process of heat transfer is considered through one of its three modes at an instance. Therefore, if the conduction phase gets more chance during the course of optimization, the algorithm works well for the linear problems, yet it might not perform well on non-linear problems. This statement is also valid for the convection phase and the radiation phase if it gets dominance. It is also worth mentioning here that the process of transferring heat may comprise more than one mode as well.
To alleviate these drawbacks, we propose an improved HTS (IHTS) algorithm by introducing simultaneous heat transfer through conduction, convection, and radiation during the search process in the basic HTS algorithm. Since the solution may get trapped into a local optimum and degrades the accuracy of solutions during optimization, a population regenerator is incorporated into the IHTS algorithm as well. In the proposed mechanism, the population regeneration process starts only if the best solution remains identical for a pre-defined number of function evaluations. The IHTS algorithm has been examined on constrained benchmark functions. Moreover, Savsani, Tejani, Patel, and Savsani (2017) and Tejani, Savsani, Patel, and Savsani (2017) used HTS for structural optimization problems. The organization of the rest of the paper is as follows:
Section 2 discusses preliminaries and essential equations in the HTS optimization algorithm. The IHTS algorithm is proposed in Section 3. Section 4 presents the results and discusses the findings. Truss design problems are solved in Section 5. Finally, the conclusion is provided in Section 6.
The heat transfer search algorithm
The HTS algorithm, proposed by Patel and Savsani (2015) , mimics the thermal equilibrium of systems. The natural law of thermodynamics states that ''Any system always tries to achieve an equilibrium state with its surroundings" (Cengel & Boles, 2005) . Therefore, thermodynamically imbalanced systems always try to achieve thermal equilibrium by initiating heat transfer between the system and its surroundings. The modes of heat transfer (e.g. conduction, convection, and radiation) play an important role to set the thermal equilibrium. Therefore, the HTS algorithm considers 'the conduction phase', 'the convection phase', and 'the radiation phase' to reach an equilibrium state. In the HTS algorithm, all three modes of heat transfer have equal probability to transfer heat and one of the heat transfer modes is decided randomly for each generation.
The HTS algorithm is a population-based technique that is initiated by a randomly generated population, where the system has 'n' number of molecules (i.e. population size) and the temperature level (i.e. design variables) is 'm'. The population is updated in each generation ('g') by one of the randomly selected heat transfer modes. The updated solution in the HTS algorithm is accepted only if it has a better objective value. Subsequently, the worst solutions are replaced by the elite solutions and identical solutions are replaced by randomly generated solutions if it exists. Therefore, the better solution can be achieved by performing the difference between the current solution and either of the best solutions, another random solution, or the mean value of solutions. The detailed description of all three phases of the HTS algorithm is explained in the subsequent sections:
The conduction phase
In this phase, heat transfer takes place because of the conduction between molecules of the substance. Therefore, more energetic molecules transfer heat to less energetic molecules to establish a state of the thermal equilibrium. Conduction can also take place between the system and the surrounding when both are in direct physical contact with each other. Conduction heat transfer is governed by the Fourier's law of heat conduction as shown below:
where k is the thermal conductivity, A is the heat transfer area, dT is the temperature difference, and dT/dx is the temperature gradient of the system. The thermal conductivity of a system is a function of temperature and its value changes during heat transfer. The Fourier's law of heat conduction is correlated to the optimization equation as per Patel and Savsani (2015) and the updated solution is expressed in Eqs. (2) and (3).
where X 0 j;i is the updated solution ; j ¼ 1; 2; . . . ; n; k is a randomly selected solution; j-k; k 2 ð1; 2; . . . ; nÞ; i is a randomly selected design variable; i 2 ð1; 2; . . . ; mÞ; FE is function evaluations; CDF is the conduction factor; R is the random variable; R 2 ½0; 0:3333; r i is a random number; r i 2 ½0; 1; R 2 and r i represent the conductance parameters of the Fourier's equation; X j and X k represent the temperature difference of molecules; and CDF is set to 2 to balance the exploration and exploitation of the conduction phase. Note that in the conduction phase, only one design variable is updated in each iteration.
The convection phase
In this phase, heat transfer takes place due to convection between the system and the adjacent fluid in motion. Therefore, the system temperature (the mean temperature) interacts with the adjacent fluid temperature (the surroundings) to establish a state of the thermal equilibrium. Convection heat transfer is stated by Newton's law of cooling as shown below:
where h is the convection heat transfer coefficient, A is the heat transfer area, T ms is the mean temperature of the system, and T s is the temperature of the surrounding. Newton's law of cooling is correlated to the optimization equation as per Patel and Savsani (2015) and updated solution is expressed in Eqs. (5) and (6).
where X 0 j;i is the updated solution; j ¼ 1; 2; . . . ; n; i ¼ 1; 2; . . . ; m; FE is function evaluations; COF is the convection factor; R is the random variable; R 2 ½0:6666; 1; r is a random number; r i 2 ½0; 1; R and r represent the convection parameters of Newton's law of cooling; X s and X ms represent the temperature difference of surrounding
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G.G. Tejani et al. / Journal of Computational Design and Engineering xxx (2018) xxx-xxx 3 temperature (the best solution) and the mean temperature of the system, respectively; TCF is a temperature change factor to balance the exploration and exploitation in the convection phase; and COF is set to 10.
In this phase, all the design variables are updated in each iteration.
The radiation phase
In this phase, heat transfer takes place due to radiation emitted in the form of electromagnetic waves due to its temperature level. Therefore, the system interacts with the surrounding temperature (i.e. best solution) or within the system (i.e. other solution) to establish a state of the thermal equilibrium. All bodies at a temperature above absolute zero emit radiations. The maximum rate of radiation heat transfer depends on the absolute temperature level and expressed by the Stefan-Boltzmann law as below:
where e is the emissivity of the system, r is the Stefan-Boltzmann constant, A is the heat transfer area, T s is the system temperature, and T sr is the temperature of the surrounding. The Stefan-Boltzmann is correlated to the optimization equation as per simplified version of the Eq. (7) in Patel and Savsani (2015) and updated solution expressed in Eqs. (8) and (9).
where X 0 j;i is the updated population; j ¼ 1; 2; . . . ; n; i ¼ 1; 2; . . . ; m; j-k; k 2 ð1; 2; . . . ; nÞ; k is randomly selected molecules; FE is function evaluations; R is the random variable; R 2 ½0:3333; 0:6666; r i is a random number; r i 2 ½0; 1; R and r i represent the radiation parameters of the Stefan-Boltzmann law; X j and X k represent temperature of a system and the surrounding respectively; RDF is the radiation factor set to 2 to balance the exploration and exploitation of the radiation phase. In this phase, all the design variables are updated in each iteration.
The HTS algorithm estimates the global optimum of a given problem with the three above-mentioned phases. In addition, each phase is divided into two sub-phases governed by function evaluations and various factors of heat transfer phases. Therefore, the value of design variables fluctuates abruptly or gradually as all three modes of heat transfer have equal probability to transfer heat. The large and small change of the design variables represents the exploration and exploitation of a search space respectively. The flowchart HTS is shown in Fig. 1 . The flowchart signifies various stages of the HTS algorithm like initialization, conduction phase, convection phase, radiation phase, and termination criteria.
Improved HTS (IHTS) algorithm
The system molecules transfer heat within the system and the surrounding to reach a state of the thermal equilibrium. In the basic HTS algorithm, heat transfer is assumed by one of the three heat transfer modes such as conduction, convection, and radiation, with equal probability during each generation. However, a system does simultaneous heat transfer to set faster thermal equilibrium state. Thus, we proposed simultaneous heat transfer modes.
In the HTS algorithm, the updated solution is highly influenced by the best solution, the mean solution, and/or a randomly selected solution of the population. Therefore, the solution might move a small value when the solution is close to the best solution, the mean solution, and/or a randomly selected solution of the population. This state results in premature convergence and stagnation in local optima, because the solutions remain almost close to each other. In view of this fact, two improvements such as simultaneous heat transfer and population regeneration are incorporated into the basic HTS algorithm to speed up the search process, to improve the convergence rate, and to avoid local optimum. The working of the proposed improvements is explained below.
Simultaneous heat transfer
In the basic HTS algorithm, heat transfer between the system and the surrounding is considered due to one of the heat transfer modes with equal probability during each generation. Heat transfer may occur because of one or because of the combination of more than one of the three heat transfer modes. Therefore, we incorporated simultaneous heat transfer by conduction, convection, and radiation in the improved HTS (IHTS) algorithm. In this state, the probability of heat transfer modes depends on heat transfer probability factors such as conduction probability factor (CDPF), convection probability factor (COPF), and radiation probability factor (RAPF). Where, CDPF; COPF; and RAPF 2 ½0; 1 and CDPF + COPF + RAPF = 1. Thus, the first one-third populations are updated in the conduction phase, the next one-third populations are updated in the radiation phase, and the remaining populations are updated in the convection phase. The radiation phase is more effective in providing solutions for quadratic, cubic, and polynomial functions, whereas the convection phase is more effective in providing solutions for linear functions and the conduction phase is more effective in providing solutions for non-linear functions. Therefore, for the efficient functioning of the HTS algorithm, all three phases should be performed during the course of optimization (Patel & Savsani, 2015) . Considering this fact, the values of the CDPF, COPF, and RAPF are set to 0.3333 to consider the effect of equal probability of each phase. In addition, the random variable (R) is replaced by three variables as; R 1 is the conduction random variable, R 2 is the radiation random variable, and R 3 is the convection random variable. The mathematical formulation of this modification is specified in the implementation steps of the algorithm.
Population regeneration
During the course of optimization, solutions might be trapped in local solutions. This condition may result in a local optimal solution, and it also reduces the precision of the algorithm. A significant challenge in many MHs is how to avoid a local solution, to improve the numerical stability, and to improve the overall precision. Moreover, the solution highly depends on the initial populations and in certain cases, initial populations do not carry a global optimal solution. In such an instance, the initial population should be regenerated to search for better solutions and avoid local optima. Therefore, the population regeneration concept is incorporated in the IHTS algorithm to alleviate these drawbacks. This model regenerates populations if the fittest solution ðf ðX 1 ÞÞ remains identical for certain definite function evaluations, ideal FE (IDFE), and expressed in Eq. (10).
The population regeneration is done in two ways: (I) flip population and (II) randomly generated population. Flip population ðX 0 j;i Þ is an opposite point of the population X j;i and it is generated by observing symmetry about the middle point of its bound ½L j;i ; U j;i of ith design variable and jth population respectively; L is lower bound; U is upper bound; r i is a random number; r i 2 ½0; 1; p f is the population flip probability factor and p f 2 ½0; 1. The mathematical model of flip population is proposed by the following Eq. (11):
Randomly generated population ðX 0 j;i Þ is a random point within its upper and lower bound ½L j;i ; U j;i of i th design variable and j th population respectively; r i is a random number; r i 2 ½0; 1; p r is the random regenerated population probability factor and p r 2 ½0; 1: The following formula is proposed in this regard.
The population regeneration (flip population or randomly generated population) is merged with 'the conduction phase', 'the convection phase', and 'the radiation phase' of the algorithm. Note that only one design variable of the population is regenerated in the conduction phase. By contrast, each design variable of the population is regenerated in the convection phase and radiation phase respectively. The controlling parameters such as p f , p r , and IDFE, each of them has an important role in the performance of the algorithm. Therefore, after conducting many trials, the value of p f and p r are set as 0.10 and IDFE is set as 1000 FE. The steps involved in the IHTS algorithm are as follows:
Initialize population size (n), Number of design variables (m), limits on design variables (L, U), stopping criteria (FE max , g max ), and set controlling parameters. 
The schematic diagram of the IHTS algorithm is shown in Fig. 2 . The figure presents a pictorial view of various stages of the IHTS algorithm (such as initialization, begin the optimization loop, conduction phase, convection phase, radiation phase, and termination criteria). The following sections investigate the efficiency of the IHTS and HTS algorithms using a number of unconstrained optimization problems and two truss design problems.
Numerical experiments and discussions
In this section, the performance of the IHTS algorithm is tested on two sets of unconstrained benchmark functions and compared to a set of algorithms in the literature. The first test set includes 23 classical benchmark functions. The second test is chosen 30 benchmark problems of the CEC2014 (Liang, Qu, & Suganthan, 2014) . The considered benchmark functions have various features, like unimodal, multimodal, separable, non-separable, regular, nonregular, hybrid, rotated, composition, and shifted and provide very challenging case studies. All functions are minimization functions. The discussion and results of various investigations are explained as follows:
Results on the 23 classical functions
During this test, the 23 benchmark functions (illustrated in Table 1 ) are used to check the effectiveness of the IHTS algorithm. Among 23 benchmark functions, the g1-g7 case studies are unimodal functions, the g8-g13 case studies are multimodal highdimensional functions, and the g14-g23 case studies are multimodal low-dimensional functions respectively. In this table, dimension (D) specifies the dimension of the function, range indicates the boundaries of the search space, and optimum is the minimum value of the function. The IHTS and HTS algorithms are run 25 times on each benchmark function similar to Li et al. (2014) .
To make a fair comparison with the previous algorithms, maximum number of FE is considered similar to Li et al. (2014) and are as follows. 150,000 FE for functions g1, g6, g10, g12, and g13, 200,000 FE for functions g2 and g11, 300,000 FE for functions g7, g8, and g9, 500,000 FE for functions g3, g4, g5, 40,000 FE for function g15, 10,000 FE for functions g14, g16, g17, g19, g21, g22, and g23, 3000 FE for function g18, and 20,000 FE for function g20. Moreover, the population size linearly decreases from 50 to 10 for the IHTS and HTS algorithms. The performance of the IHTS algorithm is compared with the PSO (Kennedy & Eberhart, 1995) , DE (Storn & Price, 1997) , BBO (Simon, 2008) , CS (Yang & Deb, 2010) , FA (Yang, 2009) , GSA (Rashedi et al., 2009 ), ABC (Karaboga & Basturk, 2007 , 2008 , AMO (Li et al., 2014) , and HTS (Patel & Savsani, 2015) algorithms. The experimental parameter settings and results of the first eight algorithms are as per Li et al. (2014) .
The unimodal functions (g1-g7) are suitable for testing the exploitative capability of an algorithm. Table 2 compares the mean result and standard deviations (SD) for 25 independent runs. It is observed that the IHTS algorithm has achieved the global optimum mean value on function g7 and ranks the second best mean result on functions g1, g2, g3, and g4. On functions g1, g2, g3, and g4, the HTS algorithm performs better than the rest of the algorithms. The ABC algorithm sets the best mean value on function g5, whereas the AMO algorithm achieves global mean value on function g6. Moreover, the performance of the HTS algorithm is improved on functions g5, g6, and g7, whereas results are nearly identical to functions g1, g2, g3, and g4 by the IHTS algorithm. The Friedman rank test is performed on the mean solutions obtained by the IHTS, HTS, and other state-of-the-art algorithms. Table 2 presents the Friedman rank test for the unimodal functions. The results of the Friedman test are normalized, and algorithms are ranked based on the normalized values. The results signify that the IHTS algorithm stands second to obtain mean solutions for the specified functions. Moreover, the AMO and HTS algorithms rank first and third to obtain mean solution respectively. The modifications in the basic HTS algorithm improve the Friedman rank from 3 to 2. Moreover, the Friedman value of the IHTS and AMO algorithms are almost identical and give the highest overall ranking among the tested algorithms. The proposed modification accomplishes a higher convergence rate than the HTS algorithm. Therefore, the results prove that the exploitation capability of the algorithm is improved through proposed modifications.
The multimodal functions (g8-g13) are suitable for testing exploration capability of the algorithm. Table 3 compares mean value, SD, and algorithm rank for multimodal high-dimensional functions. It is observed from the results that the IHTS algorithm has achieved the global optimum mean value on functions g8, g9, and g11, gives the second best result for function g10. The performance of the HTS algorithm is improved for functions g8, g10, g12, and g13, whereas the result is identical to functions g9 and g11 for the IHTS algorithm. On functions g10 and g12, the AMO algorithm performs better than the rest of the algorithms, whereas mean results are global optimum on functions g9 and g11. The GSA algorithm gives better a mean value for function g13 over those obtained from the other algorithms. The modifications in the basic HTS algorithm improve the Friedman rank of mean values from 4 to 2 for multimodal high-dimensional functions. However, the AMO algorithm reported better performance as the overall result. Moreover, the results prove that exploration capability of the algorithm is improved through proposed modifications. Table 4 compares the mean value, SD, and algorithm rank for multimodal low-dimensional functions (g14-g23). It is observed from the results that the IHTS algorithm has achieved the global optimum value on functions g14, g16, g17, g18, g19, g21, and g22, whereas the results are better than those obtained from other algorithms for functions g15 and g23. The GSA, ABC, and AMO algorithms give global optimum value on function g20. The performance of the HTS algorithm is improved because of proposed modifications for functions g14, g20, g21, g22, and f23, whereas the result is identical to functions g15, g16, g17, g18, and g19. The modifications in the basic HTS algorithm improve the Friedman rank of mean values from 5 to 1 as mean result for the multimodal low-dimensional functions. Moreover, the IHTS algorithm gives the highest ranking among the tested algorithms of this group. The results prove that exploration capability of the algorithm is improved through proposed modifications.
The Friedman rank test for the classical functions (g1-g23) is stated in Table 5 . The results of the Friedman test are normalized with respect to the best value obtained, and algorithms (i.e. PSO, DE, BBO, CS, FA, GSA, ABC, AMO, HTS, and IHTS) are ranked based on the Friedman rank value. The results signify that the IHTS algorithm stands best, followed by the AMO and HTS algorithms to obtain mean solutions for the specified functions. 
Results on the 30 benchmark functions of the CEC2014
This section presents the results on 30 CEC2014 benchmark functions (Liang et al., 2014) . The benchmark functions are summarized in Table 6 and are divided into four categories: unimodal functions (f1-f3), multimodal functions (f4-f16), hybrid functions (f17-f22), and composition functions (f23-f30). Here, the comparison is made among eight different optimization algorithms, i.e. the IWO (Mehrabian & Lucas, 2006) , BBO (Simon, 2008) , GSA (Rashedi et al., 2009) , HuS (Oftadeh et al., 2010) , BA (Yang, 2010) , WWO (Zheng, 2015) , HTS (Patel & Savsani, 2015) , and IHTS algorithms. To keep the consistency in the comparison of the algorithms, common experimental parameters are considered. In this study, 30-dimensional functions are used with search ranges as [À100, 100] D . Population size linearly decreases from 100 to 10.
The maximum number of FE set 150,000 for the proposed Table 2 Comparative results of g1 to g7 for the IHTS and HTS algorithms with other MHs in investigation 1 (The results of first eight algorithms are as per Li et al. (2014) 
i¼1 uðx i ; 10; 100; 4Þ Comparative results for unimodal, multimodal, hybrid, and composition functions of the CEC2014 are presented in Tables 7-10 respectively. The tables present, minimum, maximum, median, and SD of the result fitness values over the 60 independent runs similar to Zheng (2015) . The tables also present the rank sum of the algorithms over the test functions for median fitness value.
The unimodal functions (f1-f3) are used to test the fastconverging performance (exploitation capability) of the proposed algorithms. This unimodal function group has different properties (i.e. function f1 is a non-separable and quadratic ill-conditioned function, function f2 is a non-separable and smooth function with a narrow range, and function f3 is a non-separable function with one sensitive direction). Table 7 signifies that the IHTS algorithm Table 3 Comparative results of g8 to g13 for the IHTS and HTS algorithms with other MHs in investigation 1 (The results of first eight algorithms are as per Li et al. (2014) Table 7 Comparative results on unimodal benchmark functions of the CEC2014 (The results of the first six algorithms are as per Zheng (2015)). achieves second best median value on function f2 and gets third best median rank on functions f1 and f3. The WWO algorithm ranks first on functions f1 and f2, whereas the HuS algorithm ranks first on function f3. Therefore, the best performance at the median sum rank is the WWO algorithm. However, the IHTS and HTS algorithms set second and fifth best median rank on the unimodal function group respectively. In addition, the IHTS algorithm improves or offers sets similar results over the HTS algorithm for all the unimodal functions. Therefore, the results prove that the exploitation ability of the algorithm is improved through proposed modifications. It is also observed from the result table that the WWO algorithm gives better performance in order to get minimum, maximum, and SD of the result fitness values over 60 runs for the unimodal functions f1 and f2, whereas the Hus algorithm performs better for function f3. Fig. 3 shows the convergence graphs of the unimodal functions (f1-f3). The convergence graphs are plotted between the mean fitness value of the objective function and FE based on the results obtained through 60 independent runs. It is observed from the convergence graphs of the unimodal functions that the IHTS algorithm has a good convergence performance in comparison with the other algorithms considered in the present work. However, the WWO algorithm performs better convergence on functions f1 and f2.
The multimodal functions (f4-f16) have a large number of local minima points and can be used to test the exploration ability of the proposed algorithms. This multimodal function group has different properties. Likewise, function f4 is a non-separable function having a very narrow valley from a local optimum to the global optimum, function f6 is a non-separable and continuous function, but differentiable only on a set of points, functions f8-f11 have a huge number of local optima's, and function f13 is a continuous function yet non-differentiable.
The results of Table 8 show that the IHTS algorithm ranks first on functions f8, f10, f14, and f16, the WWO algorithm ranks first on functions f4, f13, and f15, the GSA algorithm ranks first on functions f5, f7, and f12, and the IWO algorithm ranks first on functions f6, f9, and f11. The IHTS algorithm finds the second best median values on functions f4 and f11, finds the third best median values on functions f5, f6, f7, f9, and f13. The performance of the HTS algorithm improves on all the multimodal functions for the IHTS algorithm. The results of the IHTS algorithm are global optimum or near on functions f7, f8, f10, f12, f13, and f14. Therefore, it can be seen from result table that the best performance at the median sum rank is for the IHTS algorithm followed by the WWO and IWO algorithms. Therefore, the results prove that exploration capability of the algorithm is improved through proposed modifications. It can be seen in Table 8 that the WWO algorithm gives better performance in order Table 10 Comparative results on composition benchmark functions of the CEC2014 (The results of first six algorithms are as per Zheng (2015) to get minimum, maximum, and SD of the result fitness values over 60 runs for function f4. Likewise, the GSA algorithm performs better for functions f5, f7, and f12, the IWO algorithm performs better for functions f6, f9, f11, and f15, and the IHTS algorithm performs better for functions f8, f10, f13, f14, and f16. The convergence graph of the multimodal functions (f4-f16) over 60 independent runs are shown in Fig. 4 . It can be seen from the convergence graphs of the multimodal functions that the IHTS algorithm shows better convergence results in comparison with the HTS algorithm and other algorithms. However, the WWO algorithm performs better on function f4, the IWO algorithm shows faster convergence on functions f6 and f11, and the GSA algorithm gives faster convergence on function f15. The hybrid functions (f17-f22) are more challenging than other functions since their search landscapes are made of multiple test functions. This can be considered as composite test functions and include several difficulties combined to benchmark an algorithm from different perspectives. This hybrid function group has different properties: multi-modal or unimodal, non-separable subcomponents, and different properties for different variables subcomponents (Liang et al., 2014) . The results of Table 9 illustrate that the IHTS algorithm finds the best median value on function f19, finds the second best median values on functions f18 and f22, and finds the third best median value on function f20. The WWO algorithm ranks first on functions f17, f18, and f21, whereas the IWO algorithm ranks first on functions f20 and f22. The best performance at the median sum rank is for the WWO algorithm. The performance of the HTS algorithm improves on all the hybrid functions for the IHTS algorithm. Moreover, the IHTS and HTS algorithms find second and fifth best median rank in the group of the hybrid functions respectively. Therefore, the modification improves the overall rank of the HTS algorithm on the hybrid functions. It can be seen from the result table that the WWO algorithm gives better performance in order to get minimum, maximum, and SD of the result fitness values over 60 runs for functions f17, f18, f19, and f21, whereas the IWO algorithm performs better for functions f20 and f22. The convergence graph of the hybrid functions (f17-f22) is illustrated in Fig. 5 . It is observed from the convergence graphs that the IHTS algorithm converge better in comparison with the HTS and other algorithms. However, the WWO algorithm gives better convergence on function f17, and the IWO algorithm shows faster convergence on functions f20, f21, and f22.
The composition functions (f23-f30) are used to test the ability of the proposed algorithms to govern the problems having different sub functions with different properties. Table 10 indicates that the IHTS algorithm finds the best median value on functions f24, f25, and f30, finds the second best median values on function f28, and ranks third on functions f23, f26, f27, and f29. The HTS algorithm finds the third best median value on functions f24 and f30 and finds the fourth best median value on functions f23 and f26. The WWO algorithm ranks first on function f26, the BA algorithm ranks first on function f23, the GSA algorithm ranks first on function f29, and the IWO algorithm ranks first on functions f27 and f28. The performance of the HTS algorithm improves on all the composition functions for the IHTS algorithm. Moreover, the best performance at the median sum rank is for the IHTS algorithm. It can be seen from the result table that the IHTS algorithm gives better performance in order to get minimum, maximum, and SD of the result fitness values over 60 runs for functions f23, f24, f25, and f30. Likewise, the WWO algorithm performs better for function f26, the IWO algorithm performs better for functions f27, and f28, and the GSA algorithm performs better for function f29. The convergence graphs of the composition functions are shown in Fig. 6 . The IHTS algorithm converges better in comparison with the HTS and other algorithms. However, the GSA algorithm performs better on function f23, and the WWO algorithm gives faster convergence on function f30.
The rank sum of the algorithms over the test functions for median value signifies that the IHTS algorithm performs better for multimodal and composition functions, whereas the WWO algorithm gives better results for unimodal and hybrid functions. The IHTS algorithm is second best and third best for unimodal and hybrid functions respectively. Moreover, the IHTS algorithm gives the highest overall ranking, whereas the HTS algorithm gives the fourth rank on overall median sum rank for all the benchmark functions of the CEC2014.
From the results of Tables 7-10 it can be understood that the IHTS algorithm is a better performing algorithm for unconstrained optimization problems of the CEC2014, but at the same time statistical tests are also important to rank all the algorithms based on the obtained results by the proposed method over other comparative algorithms. Therefore, the Friedman rank test is performed at the minimum and median solutions obtained by the IHTS, HTS, and other state-of-the-art algorithms respectively. CEC2014 test functions. Moreover, the WWO and IWO algorithms rank first and third to obtain minimum solutions respectively. It is also observed from the results that the IHTS algorithm stands first to obtain median solutions for the specified functions. Moreover, the WWO and IWO algorithms rank second and third to obtain median solutions respectively.
Truss design problems
In this section, two truss problems are employed to demonstrate the applicability of the proposed algorithms. The first problem, a 52-bar dome truss, is subject to multiple natural frequency constraints with continuous sections (Tejani, Savsani, & Patel, 2016a , Tejani, Savsani, & Patel, 2017 Tejani, Savsani, Patel, & Mirjalili, 2017) while the second problem, a 24-bar truss, is is subject to stress, displacement, natural frequency, and buckling constraints with discrete sections (Savsani, Tejani, Patel, & Savsani, 2017; Tejani, Savsani, Bureerat, & Patel, 2018) .
The 52-bar dome truss
The 52-bar truss is presented in Fig. 7 . Truss elements are grouped in eight by considering structural symmetry about the z-axis, while free nodes can move ±2 m from its initial positions by considering structural symmetry. Thus, this truss is designed with eight size variables and five shape variables. A lumped mass of 50.0 kg is assumed on all free nodes. Table 12 represents the design considerations for this problem. The detailed discussion of this truss problem is presented in Tejani, Savsani, and Patel (2017) . This truss is designed by several algorithms such as bifactor algorithm, niche genetic hybrid algorithm (NGHA), charged system search (CSS), Enhanced CSS, PSO, hybrid version of CSS with big bang-big crunch (CSS-BBBC), harmony search (HS), FA, and democratic particle swarm optimization (DPSO) Tejani, Savsani, and Patel (2017) .
To solve this case study, the IHTS and HTS algorithms are equipped with a population size and FE as 20 and 6000 respectively. Table 13 presents the results of the proposed algorithms and those reported in the literature (Tejani, Savsani, and Patel (2017) ). The results show that the IHTS and HTS algorithms obtain designs with the optimum mass of 193.9311 and 196.1245 kg respectively. The IHTS algorithm finds the mass benefit as 103. 6914, 41.7374, 34.0724, 10.9284, 3.0284, 20.6314, 3.2214, 3.0004, 1.0424, and 2.1934 kg compared to the designs found by using the bi-factor algorithm, NGHA, PSO, CSS, Enhanced CSS, HS, FA, CSS-BBBC, DPSO, and HTS algorithms respectively. The results show that the IHTS Fig. 4 (continued) algorithm designs lighter truss compared to the HTS algorithm and other methods with no violation of constraints. The results also signify that mean mass and SD are improved with the modification in the basic HTS algorithm. From the result table, it is also identified that the CSS, enhanced CSS, FA, and DPSO algorithms offer better mean weight, whereas the CSS, Enhanced CSS, PSO, HS, FA, and DPSO algorithms give better SD of mass compared to the IHTS algorithm. However, it should be noted that the PSO, HS, and FA algorithms consumed 11,270, 20,000, and 10,000 FE respectively, thus, the FE consumption is much higher compared to the MHTS and HTS algorithms. This study shows that the IHTS algorithm performs better or nearly similar as compared to the previous studies. Moreover, the IHTS algorithm performs better as compared to the HTS algorithm.
The 24-bar planar truss
The 24-bar planar truss is considered to investigate the influence of discrete design variables as shown in Fig. 8 . Table 14 represents the design considerations for this problem. A lumped mass of 500 kg is assumed on node 3. The detailed discussion of this truss problem is presented in Savsani et al. (2017) . This truss is designed by several algorithms such as TLBO, modified TLBO (MTLBO), WWO, modified WWO (MWWO), PVS, and modified PVS (MPVS) algorithms (Savsani et al., 2017) .
The proposed algorithms are examined on discrete truss topology optimization by employing a population size and FE as 50 and 20,000 respectively. The results are obtained for 100 independent runs and presented in Table 15 . The results signify that IHTS and MPVS rank first among all considered algorithms. Thus, the mass benefit for the IHTS and MPVS algorithms is 17. 4754, 1.5716, 16.6153, 55.6023, 3.1867 , and 0.3405 kg as compared to those obtained from the TLBO, MTLBO, HTS, WWO, MWWO, and PVS algorithms respectively. The MPVS algorithm performs best followed by the IHTS algorithm among all considered algorithms to obtain the minimum mean mass. This section shows that results obtained using the IHTS algorithm are competitive. It was also observed that the IHTS algorithm outperforms the HTS algorithm. 
Table 11
The Friedman rank test for the minimum and median solutions obtained for 30 benchmark functions of the CEC2014.
Test for the minimum solution
Test for the median solution 
Conclusions
In this study, the IHTS and HTS algorithms are proposed to optimize the unconstrained benchmark functions. In addition, two truss problems are investigated to consider the practicability of these algorithms. In order to improve the efficiency of the HTS algorithm, simultaneous heat transfer modes (conduction, convection, and radiation) and population regeneration are considered in the basic HTS algorithm. In the basic HTS and IHTS algorithms, the system molecules are assumed as the search agents that interact with each other as well as with the surrounding to achieve a state of the thermal equilibrium. However, if the results do not improve further, the search is considered to be trapped in a local optimum solution. Therefore, to avoid premature convergence, population regeneration is also included if best solution remains identical for certain function evaluations.
In order to evaluate the performance of the proposed algorithms, the results of the IHTS and HTS algorithms are compared with the results of the PSO, DE, BBO, CS, FA, GSA, ABC, and AMO algorithms for 23 classical benchmark functions. The results obtained by using the IHTS and HTS algorithms are also compared with the results of the IWO, BBO, GSA, HuS, BA, and WWO algorithms for the 30 benchmark functions proposed in the CEC2014 competition. In addition, the results obtained using the IHTS and HTS algorithms for the 52-bar dome truss subject to frequency constraints with continuous sections are compared with the results of the bi-factor algorithm, NGHA, CSS, Enhanced CSS, PSO, CSS-BBBC, HS, FA, and DPSO algorithms, whereas the results obtained for the 24-bar planar truss subject to static and dynamic constraints with discrete sections are compared with the results of the TLBO, MTLBO, WWO, MWWO, PVS, and MPVS algorithms. In all the functions, the IHTS algorithm has a better or nearly similar capability for obtaining results based on the minimum, mean, median, and SD obtained over the stated runs as compared to the HTS algorithm. Also, results are comparable in solving truss design problems. Therefore, it can be concluded that the presented improvements enhance the exploration and exploitation capacities of the basic HTS algorithm. It is also observed that the IHTS algorithm gives competitive results to those obtained from the other state-of-the-art algorithms.
A possible future work would be to extend the proposed approaches to optimize complex engineering problems such as problems with complicated trusses, frames, grids, domes, etc. and problems in real-world with a large number of objectives and constraints. These approaches can be further extended for the other engineering applications to check their suitability and robustness for single and many-objective optimization. In the future, we may also see new developments in advanced algorithms for solving the engineering optimization problem. New algorithms can be basic, hybrid, or modified versions depending on search procedures. Table 13 Optimal design solutions of the 52-bar dome truss (The results of first nine algorithms as per Tejani et al., 2017b Table 14 Design considerations of the 24-bar truss. 
