The paper considers the derivation of families of semi-implicit schemes of weak order N = 3.0 (general case) and N = 4.0 (additive noise case) for the numerical solution of Itô stochastic differential equations. The degree of implicitness of the schemes depends on the selection of N parameters which vary between 0 and 1 and the families contain as particular cases the 3.0 and 4.0 weak order explicit Taylor schemes. Since the implementation of the multiple integrals that appear in these theoretical schemes is difficult, for the applications they are replaced by simpler random variables, obtaining simplified schemes. In this way, for the multidimensional case with one-dimensional noise, we present an infinite family of semi-implicit simplified schemes of weak order 3.0 and for the multidimensional case with additive one-dimensional noise, we give an infinite family of semi-implicit simplified schemes of weak order 4.0. The mean-square stability of the 3.0 family is analyzed, concluding that, as in the deterministic case, the stability behavior improves when the degree of implicitness grows. Numerical experiments confirming the theoretical results are shown.
Introduction
Analytical solutions of stochastic differential equations (SDEs) are, in general, not available and investigators are forced to use numerical methods that give approximated solutions. There are mainly two ways of measuring the accuracy of a numerical solution of an SDE: mean-square (strong) convergence is suitable when the sample paths of the solutions need to be approximated; if one is only interested in the moments of the solution, weak approximations are used. Many numerical methods have been proposed for both types of convergence, see for example [1] and the references therein. As in the deterministic case, many problems lead to stiff SDEs, characterized, see for example [1] , by having a linearized system with Lyapunov exponents λ d ≤ · · · ≤ λ 2 ≤ λ 1 < 0 verifying λ d ≪ λ 1 . The integration of stiff SDEs requires the use of schemes with good stability properties, such as implicit or predictor-corrector methods. A number of implicit schemes have been proposed in the literature, see for example [1] [2] [3] [4] [5] [6] [7] . To increase the efficiency without losing the stability properties, following the pattern laid down by Platen, see [1] or [6] , in this work, a general approach to construct semi-implicit Taylor methods is developed. The paper is organized as follows: In Section 2, weak convergence is defined and some basic results are recalled. Section 3 is devoted to explicit weak Taylor schemes. Truncated stochastic Taylor expansions are used in Section 4 to derive a family of third weak order semi-implicit schemes for general Itô SDEs and a fourth order family suitable for equations with additive noise. In addition, in the scalar noise case, simplified versions of the obtained families are given. In Section 5, we show that the stability behavior of each semi-implicit simplified scheme depends on its degree of implicitness. Numerical results that confirm the convergence and stability properties are given in the last section.
Weak approximations
Consider a filtered probability space (Ω, d and to satisfy both Lipschitz and linear growth bound conditions in x. These assumptions ensure the existence of a unique solution of the sde (1) with the initial condition X t 0 = X 0 if X 0 is F t 0 -measurable, see [8] . We shall suppose that all of the initial moments E[|X 0 | r ] < ∞, r = 1, 2, . . . exist; so, the moments of every X t will exist (see [8] ). Let X t,x denote the solution of (1) (with respect to x) and C N P , N = 1, 2, . . . , the subspace of functions f ∈ C P with all partial derivatives up to order N in C P .
Together with Eq. (1) we consider the one-step approximation
where A is some R d -valued function and ξ a random vector. We shall say that the one-step approximation X = X t,x converges weakly to X = X t,x with local order N + 1 if there exists a function
where z i denotes the ith component of the vector z. From (3) it is obvious that the differences between the moments, from the first up to (2N + 2)th inclusively of the vector X and the corresponding moments of its approximation X have N + 1 order of smallness in h.
Given an equidistant discretization {t 0 , t 1 , . . . , t M } of the time interval [t 0 , T ] with step size ∆ = (T −t 0 )/M, the one-step approximation (2) gives the scheme:
The scheme Y = {Y 0 , Y 1 , . . . , Y M } is said to converge weakly to X with order N if for each g ∈ C 2N+2 P there exist constants
The number N in the above definition is the order of the scheme on an interval. Based on a theorem due to Milstein (see [9] ) one can obtain schemes of order N by means of one-step approximations of local order N + 1.
We shall say that two one-step approximations X t,x and X t,x of the solution X t,x are N-equivalent if there exists a function
To denote that the one-step approximations X t,x (t +h) and X t,x (t +h) are N-equivalent we write X t,x (N)
if Y and Y are the corresponding schemes.
It is obvious that if the one-step approximations X t,x and X t,x are N-equivalent then either both or none of them have local order N + 1. Notice also that, with this notation, X t,x (N) ≃ X t,x for any local order N + 1 one-step approximation X t,x of the solution X t,x .
Weak Taylor schemes
Stochastic Taylor expansions, see [10] , provide a systematic way to construct weak Taylor schemes of any order. Following Kloeden and Platen [1] , together with Eq. (1) define the differential operators
For each multi-index α = (j 1 , . . . , j l ) with length l(α) = l > 1 and components and satisfying Lipschitz and linear growth conditions, the weak order N ∈ N truncated Itô-Taylor expansion of f (t, x) = x (obtained retaining in the stochastic Taylor expansion the terms corresponding to multiindices of length up to N) provides a one-step approximation of X t of local order N + 1:
where
s l with dW 0 t = dt. As a consequence, the corresponding scheme
where I α stands for I α,t n ,t n+1 and L α f stands for (L α f )(t n , Y n ), has weak order N and is called the weak order N Taylor scheme. From now on, for simplicity, when a function g in a scheme is evaluated at (t n , Y n ) this point is omitted and we write g n or simply g.
As explained in Section 2 the scheme (6) still achieves weak order N if the Itô multiple integrals I α are replaced by simpler random variablesÎ α with the same first 2N + 1 moments, i.e. satisfying the conditions
for all choices of multi-indices α 1 , . . . ,
The obtained schemes in this way
are called simplified weak order N Taylor schemes.
For example, taking N = 1 in (6) we obtain the Euler scheme
where W j n = I (j) , j = 1, . . . , m, are the Gaussian increment components of the Wiener process on [t n , t n+1 ]. It achieves weak order 1.0 and the variables I (j) = W j in (8), j = 1, . . . , m, can be replaced by random variablesÎ (j) = Ŵ j satisfying conditions (7) with N = 1, which can be summarized in the moment condition
The Euler scheme is the simplest Taylor scheme. The second weak order Taylor scheme was originally proposed in [11] and can be obtained by the above general procedure taking N = 2, see [1] .
To obtain the weak order 3.0 Taylor scheme one takes N = 3 in (6). Platen proposed, see [1] , the following simplified weak order 3.0 Taylor scheme in the scalar case with scalar noise (d = m = 1):
where Ŵ and Ẑ are correlated Gaussian random variables with
For a more efficient implementation, the scheme (10) is proposed in [12] 
In [13] a simplified explicit 4.0 weak order Taylor scheme was obtained replacing the fifteen I α 's that appear in (12) by the following variablesÎ α 's satisfying (7) with N = 4:
where Ŵ and Ẑ are as in (11).
Semi-implicit Taylor schemes
As it was stated, the introduction of implicitness in the terms of a stochastic scheme is a useful tool to overcome stability problems. The simplest method of this kind is the implicit Euler scheme
where Ŵ j are independent random variables verifying the moment condition (9) . From the explicit scheme (8) and the implicit scheme (14) , a family of semi-implicit Euler schemes can be defined by
where θ ∈ [0, 1] can be interpreted as the degree of implicitness. These schemes, also called θ -methods, have order 1.0 in the weak sense and their stability properties have been studied in [14] [15] [16] [17] . Milstein presented in [4] , see also [9] , a twoparameter family of semi-implicit weak order 2.0 methods where the parameters can be chosen in [0, 1] to determine the degree of implicitness. The stability properties of this family of schemes have been studied in [18] . Platen [6] , see also [1] , proposed a way to obtain these 1.0 and 2.0 families of semi-implicit schemes using truncated Itô-Taylor expansions. Systematizing this procedure we propose in this section families of semi-implicit schemes of third and fourth order containing the explicit schemes (10) and (12) respectively as the members with null degree of implicitness.
Semi-implicit weak order 3.0 Taylor schemes
Using (5) with N = 3 one obtains for any smooth function f (t, x) that (16) where
Applying the expansion (16) to the coefficient function f (0) we obtain
Since any product I (j 1 ,j 2 ,j 3 ),n I (0) is a linear combination of multiple integrals of length 4 we have (17) and (19) we have
We can now use the expansion (16) with the function f (0,0) and multiply by ∆ 2 ; since
≃ 0 and
Then, if β ∈ [0, 1] we can write
and inserting this expression in (20) we obtain
Finally we can use the expansion (16) with the function f (0,0,0) and multiply by ∆ 3 , obtaining
and inserting this expression in (21) we get
where f (t, x) = x. From this equivalence we have: In the multidimensional case with scalar noise, d = 1, 2, . . . , m = 1, (22) gives the family of semi-implicit 3.0 weak order Taylor schemes
where the parameters θ , β, γ ∈ [0, 1] determine the degree of implicitness.
It can be seen that taking Ŵ and Ẑ as in (11) the variableŝ
satisfy (7) with N = 3. Then the multiple integrals I α in (23) can be replaced by these variablesÎ α , obtaining the threeparameter family of simplified semi-implicit 3.0 weak order Taylor schemes for the m = 1 case:
with Ŵ , Ẑ as in (11) 
Semi-implicit weak order 4.0 Taylor schemes
The above procedure can be repeated with N = 4 to achieve a family of semi-implicit Taylor schemes of weak order 4.0.
In this case we omit all terms that are not relevant for a fourth order weak approximation: for a sufficiently smooth function
In particular, if f (t, x) = x we have
Applying the expansion (25) to the coefficient functions 
As in the third order case we can control the degree of implicitness of the scheme inserting in (26) the equivalences of (27) with parameters θ , β, γ , α ∈ [0, 1]. In this way we obtain: 
has order 4.0 in the weak sense.
For SDEs with one-dimensional additive noise, if either. If in addition we take θ = 0 in (28) we obtain the three-parameter family of semi-implicit schemes
Notice that taking β = γ = α = 0 in (29) one obtains the explicit 4.0 Taylor scheme (12).
The semi-implicit schemes (29) contain sixteen random integrals I α : the fifteen that appear in the explicit scheme (12) plus I (1, 1) . In order to obtain from (29) semi-implicit simplified schemes we shall replace these fifteen I α 's by the correspondingÎ α 's in (13) and
It is straightforward to show that this sixteen-element set of multiple integrals fulfills (7) with N = 4: Since the conditions have been proven in [13] for the fifteen-element subset in (12) , it reduces to check that every productÎ α 1 · · ·Î α l with mean-square order up to 4.5 in which I (1,1) appears has the same expectation that the corresponding product I α 1 · · · I α l , i.e.: Order 1.0:
Order 2.0:
Order 3.0:
Order 4.0: 
where β, γ , α ∈ [0, 1] and Ŵ and Ẑ are as in (11).
MS-stability analysis of semi-implicit 3.0 schemes
In this section the stability properties of the proposed weak order 3.0 semi-implicit schemes is investigated. We shall see that, as in the deterministic case, the introduction of implicitness in Taylor schemes improves the numerical stability behavior. In the deterministic case the stability properties of a method are clarified applying it to the linear test equation
with λ ∈ C and ℜ(λ) < 0 and studying the asymptotic stability of the resulting difference equation. Then, to analyze the linear stability of a numerical scheme for the stochastic case, the test equation (31) needs to be generalized and the concept of asymptotic stability as well as its characterization in terms of the equation parameters must be established. For SDEs with multiplicative noise the usual linear scalar test equation, see for example [3, 14, 16, [19] [20] [21] , is dX t = λX t dt + µX t dW t (32) with λ, µ ∈ C and X 0 = x 0 ∈ R, x 0 ̸ = 0. The exact solution of (32) is given by X t = x 0 exp{(λ − 
The condition on the left is known as mean-square (MS) stability, see e.g. [14, 16, 17] . The set
is called the MS-stability domain of the stochastic equation (32). Notice that if µ = 0 the condition on the right of (33) reduces to the deterministic A-stability condition ℜ(λ) < 0 of the linear equation (31), see [22] .
By analogy with the deterministic case, to analyze the stability of a stochastic scheme S we apply it to test equation (32), obtaining a recurrence of the form
and study the behavior of the numerical solution {Y n }. In the case of MS-stability we ask for the conditions leading to
Taking mean-square norm in (35) we obtain a difference equation 
is called the stability domain of the stochastic method S (applied with step ∆). In [16] there appear the stability functions of a number of schemes.
In our case, applying the scheme (24) to test equation (32), the obtained recurrence is Y n+1 = (A/B) Y n with
with
In particular the simplified explicit 3.0 Taylor scheme (θ = β = γ = 0) in (10) has stability function
and the simplified implicit 3.0 Taylor scheme (θ = β = γ = 1) has stability function
As in the deterministic case, Higham [14, 15] emphasizes that the interest of the stability analysis of a numerical method lies not only in finding the parameters values for which the scheme is stable, but in the comparison of its stability domains D S (∆) with the MS-stability domain of the stochastic test equation D. In particular, the inclusion D ⊆ D S (∆) for a given scheme S and any ∆ > 0 means that whenever the stochastic differential equation is stable then so is the scheme. In this case we can say that the scheme S is MS-stable and MS-stability can be seen as a generalization of deterministic A-stability, see [22] , p. 224. On the other hand, the inclusion D S (∆) ⊆ D denotes that if the SDE is unstable then so is the numerical method applied with step size ∆.
Since the parameters λ, µ belong to C, the stability domains are difficult to visualize. If λ, µ are restricted to real numbers the sets D S (∆) and D are called regions instead domains; they are denoted by R S (∆) and R respectively and can be represented in the real plane. Here, following [14] , when λ, µ ∈ R the stability regions will be drawn in the x-y plane with x = λ∆, y = µ 2 ∆. For example, the stability region R in the x-y plane corresponds to the region 0 < y < −2x, . From (38)-(39) the stability function of schemes (24) with θ = 1 and β = 1 is After some algebraic manipulation, the condition R (1,1,γ ) (λ, µ, ∆) < 1 can be written
If ℜ(λ) + all the remaining addends in (40) are negative. Then we have proven that for any ∆ > 0
. 
This proves that there exist values λ, µ ∈ C such that the test stochastic equation (32) is stable but the method (24) with θ = 1, β = 1, γ = 1 is not stable for some ∆ > 0. On the other hand if λ ∈ R we have that the term give numerical MS-stable solutions.
In particular, we have that R ⊆ R (1,1,γ ) (∆) for any ∆ > 0 if γ ≥ .
See also the region R (1,1,1) on the right plot of Fig. 1 . Fig. 2 shows also that R ̸ ⊆ R (1,1,γ ) (∆) for γ = 0, ≤ β ≤ Proof. We have to prove that D ⊂ D (1,β,1) (∆) for any ∆ > 0 if 3 4 ≤ β ≤ 5 6 . From (38)-(39) the stability function of schemes (24) with θ = 1 and γ = 1 is The results are summarized in Tables 1 and 2 . We have the following analysis: 
Conclusions
The integration of stiff SDEs requires the use of schemes with good stability properties, such as implicit methods. In this paper, using stochastic Taylor expansions (as Platen in [11] ) and weak equivalences we have obtained general schemes of weak order 3.0 and 4.0 for the multidimensional case with multidimensional noise. These schemes contain multiple integrals that are difficult to implement. Then, for applications, these integrals need to be replaced by simpler random variables, obtaining the so-called simplified schemes. In this way, for the multidimensional case with one-dimensional noise we present an infinite family of semi-implicit simplified schemes of weak order 3.0. Notice that the explicit Taylor scheme of weak order 3.0 proposed in [1] is a member of this family. For the multidimensional case with additive one-dimensional noise we present an infinite family of semi-implicit simplified schemes of weak order 4.0 containing the explicit scheme presented in [18] . Using a linear test equation with multiplicative noise, the mean-square stability of the 3.0 family has been analyzed, concluding that, as in the 1.0 Taylor schemes, see [15] , for higher order schemes the stability behavior improves when the degree of implicitness grows. These theoretical results have been verified with numerical experiments.
