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ABSTRACT
Data center networks need load balancing mechanisms to
dynamically serve a large number of flows with different
service requirements. However, traditional load-balancing
approaches do not allow the full utilization of network re-
sources in a simple, programmable, and scalable way. In this
context, this paper proposes RDNA Balance that exploits ele-
phant flow isolation and source routing in core nodes. Flow
classification operations are performed on the edge using
features of the OpenFlow protocol. The results show that
with this approach it is possible to provide a simple, scalable,
and programmable load balancing for data centers.
1 INTRODUCTION
Data Center (DC) administrators have to attend to several
flows with conflicting network requirements due to the great
variety of services and applications that needs to be executed
in DCs [5]. These problems demand the existence of an ef-
ficient mechanism for Traffic Engineering (TE). Such TE
mechanism needs to be able to classify the existing flows,
isolate flows with conflicting network requirements and as-
sign paths in a way that meets the flow requirements without
compromising other flows.
Usually, Data Center Networks (DCNs) have complex and
rigid routing mechanisms relying in a table-based routing.
This approach has known scalability issues [3] and brings a
high level of complexity to manage the network state.
Modern DCNs present intense communication between
servers and load balancing mechanisms and have to deal
with routing in the core, which can be quite complicated. On
average, every 1ms , 100 new flows arrive the DCN; flows up
to 25s are responsible for more than half the amount of traffic;
and only 0.1% of the total of flows lasts longer than 100s ,
accounting for almost 20% of the data volume transferred
[5]. Another important observation is that a small fraction
of the links experiences much greater losses than the rest of
the network. It is thus demonstrated that alternative paths
can be used to avoid losses and to improve the quality of
service provided for network flows in a DC [1].
Source Routing (SR) mechanisms decrease the size of rout-
ing tables and reduce the overload in the control plane when
compared with traditional approaches [7]. Strict Source Rout-
ing (SSR) methods allows to specify the entire underlay path
of a flowusing a routing information in the packet. According
to [4], such routing solutions using SSR reduce the amount
of flow rules installed in the network core. The lower the
number of flows the better is the scalability.
The use of SSR in a DCN is a promising way to tackle
TE problems. The Residue Defined Network Architecture
(RDNA) is a network architecture proposed by [6] that ex-
plores the Residue Number System (RNS) and SSR to perform
packet routing in the network core. RDNA separates core
and edge elements of the network. The core elements are
simple and route packages using module operations without
tables.
2 RDNA BALANCE
This work elaborates a solution for the load balancing prob-
lem in DCNs, named RDNA Balance. We leverage the SSR
mechanism used in the RDNA architecture, based on fabric
core nodes and programmable edge nodes, to perform load
balancing at the source in a reactive and centralized way. The
mechanism aims to isolate elephant flows from mice flows
to improve the bandwidth available to the elephant flows
while decreasing the latency experienced by mice flows.
The RDNA architecture is composed by the three elements
represented in the Figure 1(a): i) RDNA Controller, a logically
centralized controller used to configure polices and manage
the switches; ii) edge switches, which insert route identifiers
in the packets specifying a path to the flow; and iii) core
switches that forward packets based on a modulo operation
(remainder of division) between the route identifier and the
switch identifier. For instance, a package with route identifier
R = 133 when enters a switch with identifier 11 will be
forwarded according to the modulo operation < 133 >11. As
the result is 1 the package will leave the Switch 11 by the
port 1 and enter the Switch 19.
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Figure 1: RDNA Balances test and results
In Figure 1(a), the interaction between RDNA Balance and
a RDNA based DCN is presented. In order to simplify the
communication, all the interaction is done via the RDNA
controller. The four functional blocks and the database repre-
sent the main functionalities required to perform an effective
load balancing via RDNA Balance.
All functional blocks have well defined functions in the
load balancing task: i) Data Collector monitors the DCN
and collects topological and network usage data; ii) Flow
Classifier classify flows by their types; iii)DecisionMaker
take load balancing decisions according to the current net-
work state and; iii) Route Manager acts over the network
via RDNA Controller based on the load balancing decision.
This work focus on the the Route Manager, i.e, the mecha-
nisms on the network devices in order to obtain a reactive,
centralized and host-based load balancing.
In RDNA Balance, when the Decision Maker decides to
migrate a flow based on the current state of the network it
communicates the Route Manager. The task to migrate a flow
from one route to another involves the installation of two
OpenFlow rules in the edge switch source and destination.
The rule in the source inserts the route ID field "Source MAC
Address" in the package’s Ethernet header and the rule in
the destination restores the package header. In a traditional
network, the task to reroute a flow would require to change
in the state of all the switches in the path between source
and destination which takes longer than the RDNA Balance
approach and it becomes harder to manage as the number
of hops in the path increases.
A prototype was implemented using OpenStack as the
cloud manager framework. Edge and core switches were vir-
tualized using a customized version of OpenvSwitch (OvS), in
which the forwarding is based on modulo operations, imple-
mented at kernel-level bymodifying theOvS implementation.
Each switch is represented as different OvS bridges.
The first test verified the packet loss during route migra-
tion. In this experiment, a UDP elephant stream with differ-
ent bandwidth requirements was created, ranging from 100
Mbps to 800Mbps , doubling the throughput at each iteration.
The original route is: VMS1→ S11 → S19 → S17 → VMD2.
After 50s , the route is migrated to a path with the same
length: VMS1→ S11 → S13 → S17 → VMD2. In Figure 1(b)
shows the throughput at the destinationVMD1 for each one
of the evaluated throughput sent by VMS1.
Consider the scenario proposed in Fig. 1(c) where two
flows share the same link: Flow 1 uses UDP protocol with a
throughput of 930Mbps and is characterized as a elephant
flow; Flow 2 sends a ICMP message every 1s and is char-
acterized as a mice flow. Flow 1 is generated using pktgen
which is capable of generating packets of specific sizes at a
constant rate. Pktgen generated UDP packages at a rate of
81274pps (packets per second) and packet size of 1518Bytes .
At this rate, Flow 1 saturated the physical limit of 930Mbps
link. The rate and packet size where chosen according to
[2, 8].
At 30s , the path of Flow 1 is migrated from VMS1 →
S11 → S19 → S17 → VMD2 to VMS1 → S11 → S13 →
S17 → VMD2. After the migration, Flow 1 and Flow 2 do not
share the same link anymore and the latency immediately
decreases from 13ms to 0.7ms . The latency of Flow 2 during
the experiment can be checked at Figure 1(d).
3 CONCLUSION
The results show that the mechanism proposed by RDNA
Balance is able to migrate routes with low data loss rate,
without compromising the communication between servers.
Besides, the results show the mechanism offers flexibility for
path selection, since the migration is simple and manageable.
Future work can fill the gaps in the congestion detection,
flow characterization, and queue overflow detection.
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