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Abstract 
Representations of the space of n=theta functions. 
Israel Moreno Mejia 
Let X be a smooth complex projective curve with group of automorphisms G. In 
this thesis we apply the Holomorphic Lefschetz Theorem in certain cases to cmnpnt(~ 
the decomposition of the space H 0 (Jx, O(n8)) into a sum of irreducible n~prcsenta­
tions of G, where Jx is the Jacobian variety of X and 0(8) is the theta line bundle 
of Jx. Namely we compute this decorn position in the cases when X is the Klein 
quartic curve, the Bring curve of genus 4 and the Macbeath curve of genus 7. 
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Chapter 0 
Introduction 
Throughout this work all curves will be assumed to be smooth projective curv<~s ovPr 
<C and we sometimes will make no distinction between a curve and its corresp(mdiug 
compact Riemann surface. For any smooth projective curve X there is an ahelian 
variety, the .Jacobian .lx and a divisor 8 of J x. We briefly mention some well known 
facts about .Jacobians of curves and we refer to [13] or [2] for some background 
reading. We can say that the .Jacobian is the moduli space of line bundles of degree 
0 on X, that is, .lx parametrizes isomorphism classes of line bundles of degree 0 
on the curve X. Let Sb X denote the symmetric product of the curve X. For each 
positive integer b, there is a morphism 
called the Abel-.Jacobi map. Let g denote the genus of X. If b ::; g then n is 
generically injective and if b = g then CY is a birational map. By teusoring with a 
fixed line bundle of degree g- 1 we get an isomorphism of Jx with the moduli space 
J~r 1 of line bundles of degree g - 1 on X. The theta divisor eau be defined as the 
image of the map 
That is, the theta divisor is the reduced divisor supported on the set 
Riemann proved that the singular locus of 8 is the set of line bundles for which 
h0 (L) > 1. The space H 0 (Jx, O(n8)) of global sections O(n8) can be identified 
1 
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with certain quasi-periodic functions on the universal cover of J x, the theta functions 
of order n, the dimension of H 0 (Jx' 0( ne)) is n9' the linear system I n(-3 I is base 
point free for n 2': 2 and very ample for n 2': 3. 
Although w<~ do not talk about vector bundles, the motivation for this work initially 
was to study moduli spaces of vector bundles. Let SUx (n) be the moduli space of 
semi stable rank n vector bundles with trivial determinant. In [4] Beauvillr~ surveys 
some problerns about these moduli spaces and one can find there the following 
situation. Given L E .Jr- 1 the set 
eL = {E E SUx(n) I h0 (X, E ® L) i= 0} 
is a Cartier divisor on SUx(n) and the associated line bundle .C = O(f)L) is the 
generator of the Picard group of SUx(n) . There is a rational map 
w: SUx(n)---+ IPH0 (.lx,O(n8)) =I ne I 
given by w(E) ={LE .Jfr 1 I h0 (-X, E ® L) i= 0}. It is known that w(E) is either a 
divisor in the linear system I n8 I or equal to .1;.;- 1 . There is a canonical isomorphism 
making the following diagram commutative: 
I.C I* 
~ SUx(n) 
~ 
lnel 
So the base points of the linear system I.C I* are the vector bundles E E SUx(n) 
such that w(E) = .rr 1• 
Suppose that the curve X has a non trivial group of autornorphisms G. By functo-
riality G acts on SUx(n). Our initial intention was to study the behaviour of the 
fixed points of G in SUx ( n) with respect to the map w, in particular we wanted to 
know whether these fixed points are base points for the linear system I .C I* whell 
n 2': 3. Thus one first has to find a way to compute these fixed points. 
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The group G acts on H 0 (.lx, O(n8)). Dolgachev computed the decomposition of 
H 0 (Jx, 0(28)) as a. sum of irreducible representations of G when X is the Klein 
quartic and used this decomposition to prove the existence of fixed points of G in 
SUx.(2), see proof of corollary 6.3 in [7]. So we thought that it might be useful to 
have the decomposition of H 0 (.lx, O(n8)) as a sum of irreducible repn~sentations of 
G. The problem of finding this decomposition for a given curve X is interesting in its 
own right and this is the central problem of this work. In the first chapter we describe 
the strategy and tools to find this decomposition. As one may suspect the problem 
is reduced to computing the traces of automorphisms hE G on H 0 (.Jx., O(nC-3)) for 
which we make use of the Holomorphic Lefschetz Theorem 1.4 . One notices that 
it is enough to compute the trace of h on H0 (S9- 1 X,K.~;~ 1 x), where SY- 1X is the 
g - 1 symmetric product of the curve X and g is the genus of X. In the second 
chapter we give some information about curves with non trivial antomorphisrns and 
then we present examples of curves on which we have computed the decomposition, 
nanwly the Klein quartic, the Macbeath curve of genus 7, and Bring's curve of genus 
4. In the appendix there is a Maple worksheet which contains a program code that 
computes the trace of h E G on H 0 (S9 - 1 X, K.~:~~x) if h has prime order and if 
(h) \ { 1} is contained in a conjugacy class of G. vVe used this program to compute 
some of those traces and the values obtained have been verified by hand. 
Chapter 1 
1.1 Decomposition of H0 (J, n8). 
Let X be a complex smooth curve with group of automorphisms G. Let J be the 
.Jacobian of X and let 8 be the theta divisor of J. Then G acts on .] and 8 is 
invariant under the action of G. 
Our goal will be to find the decomposition of H 0 (J, O(n8)) as sum of irreducible 
representations of G. 
vVe will do it by induction. Consider the exact sequence 
0 ---7 O(n8) ---7 O((n + 1)8) ---7 0 8 ((n + 1)8) ---7 0. (1.1) 
By the Kodaira Vanishing Theorem we have 
H 0 (.J, 0 ((n + 1)8)) = H 0 (J, O(n8)) EB H 0 (8, O((n + 1)C-3)) 
for n 2 1. Then all we have to do is to compute the decomposition for H 0 (8, O(n(.:.))). 
Let o:: S9 - 1X ---7 8 be the Abel-Jacobi map and let .C = o:*08 (8). 
Proof. (See [2] pg. 258) Let Hi be the singular locus of 8 and let D = a- 1 (Hi). 
Then TV has codimension at least 3 in 8 (see [2] pg. 250 ) and therefore D has 
codimension at least 2 in 5 9 - 1 X. Consider the inclusion of 8 in .JY- 1. The tangent 
bundle of ] 9- 1 is trivial and by adjunction we see that J(_~;~, ~ C' away from 
D. Now by Hartogs' theorem, two line bundles that are isomorphic on an open set 
4 
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whose complement has codimension at least 2 are isomorphic on the whole variety . 
• 
We need the theorem below to prove Lemma 1.2. 
A line bundle A on a variety X is called semi-ample, if for some /L > 0 the sheaf ).I' 
is generated by global sections. 
Let X be a projective variety and A be an invertible sheaf ou X. If H 0 (X, N') i= 0, 
the sections of A11 define a rational map 
The Iitaka dimension fi:(A) of A is giveu by 
otherwise. 
Theorem 1.3. Let X be a projective manifold defined over a .field K of cham.cteristic 
zero and let A be an invertible sheaf on X. If A is semi-arnple and K.(A) = n =dim X, 
then 
Proof. See corollary 5.6 b) in [10]. • 
Pmof of Lemma 1.2. We postpone the proof of a) to section 1.3. For b), notice that 
since o· is surjective the natural map 
is injective. From the exact sequence (1.1) we see that h0 (8, O(n8)) = nfl- (rr-1)Y, 
then by a), x(.C 11 ) = h0 (8, O(n8)). On the other hand, since O(n8) is ample, 
o*08 (n.8) is semi-ample. Notice that the Iitaka dimension of C' is q - 1 = 
1.2. THE FIXED POINT THEOREM 6 
dim sg- 1 X because a is a birational map between SY- 1 X and 8. Then by The-
orem 1.3 and Serre Duality Theorem we have 
So o* is an isomorphism for n 2 2. • 
To compute the decomposition of H 0 (S9 - 1 X,£) we first need to compute the 
trace on H 0 (Sg-J X,£) of one element in each conjugacy class of G. Once we have 
these traces we only have to solve a system of linear equations (if we know the 
character table of G). The traces will be computed using Lefschetz theorem 1.4. 
1.2 The fixed point Theorem 
Let E be a vector bundle on a smooth variety X. Let G be a finite group acting on 
X. vVe say that G acts on E if for each g E G there is an isomorphism of vector 
bundles c/)9 : g*E---+ E such that given g,h E G we have c/J9 ., = cjJ 11 o h*(r/Jq) (see 
definition of G-linearized vector bundle in [7]). 
Suppose that X is a variety with a trivial action of a finite group G, i.e. every 
element of G acts as the identity. Let l/1, • • • , V~n be the irreducible reprcsentatious 
of G. Then any vector bundle E on X with action of G is isomorphic to a vector 
bundle of the form 
where Ei is a unique vector bundle (which of course depends on E) with trivial 
action of G. Moreover if we have an exact sequence of vector bundles on X 
with action of G, then for each i we have an exact sequence 
This how the exact sequence (1.19) below is obtained. 
For h E G and E as before define 
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ch,JE) = L Xi(h) · ch(Ei), ( 1.2) 
where ch(Ei) is the Chern character of Ei and Xi(h) represents the trace of hl1~ (see 
rlefinition of eh u(g) in [3] just before 3.1). 
If G acts on E and h E G acts trivially on X then E has a decomposition 
E = t:Bf'=0 E(vJ), where E(vJ) is the subvector bundle of E on which h acts as 
lfi, IJ = e 2irr /n and n is the order of h. For each vector bundl(-~ E( 1)) define the 
characteristic class 
U(E(v')) =I} ( \-_ r) _, ( 1.3) 
dim X 
where {:rJ}i=l are the Chern roots of E(vi), see (4.5) in [3]. 
For instance, if 1 + 2.:;=! ci is the total Chern class of E(v) and the variety X has 
dimension at most three we have 
_ 3(1J + 1) ((c12 - 2c2) Ct- c1 3 + 3cl c2- 3c:3)) {l 
6(1J- 1)3 
(
(c12 - 2c2) (1J + 1) + 2c2) 2 Ct t + t ---+1. 2(1;-1)2 /J-1 
If IJ is a cube root of unity then 
+ - Ct /J + - C2 t + - Ct /J + - Ct t + 1. ( 1 2 1 ) 2 (1 2 ) -6 3 3 3 
If IJ = -1 then 
U(E( )) _ c 1 CJ c2 cf c2 -1 -1+-+---+-. 
2 8 24 4 
( 1.4) 
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Theorem 1.4. ( Holomorphic Lefschetz Theorem) (see [3] Theorem 4.6). Let X 
lH'- a compact cornple:r man-ifold, V a holomorph'ic vector bundle over· X, and g be a 
.finite order· automorphism of the pair· (X, V}. Let X 9 denote the .fixed point set of g. 
Then we have 
Assume that the set of fixed points of g on X is finite. Then for each fixed 
point:~; we have td(:r) = 1, N 9 = Txx· So (N9 )v = Dxx, U(N(IJ.i))=l. \Ve have 
ch(E l:r)(g) = trace(g) I Ex, where Ex is the fibre of Eat x. Then we have 
Corollary 1.5. (Atiyah-Bott fixed point Theorem). Let g be an antorrunphism of 
a compact complex manifold X with a finite set fix( g) of fixed points. Suppose that 
g acts on a holornorph'ic vector bundle E ----+ X. Then 
"'(-l)i . . I Hi(X' E) = "' trace(g) I E. x ~ traceg , ~ , 
. det(J- dgx) 
:rEj1xg 
where dg,~: is the automorphism induced by g on the fibre of the cotangent lmndle Ds 
of X at 1:. 
1.3 Preliminaries on symmetric products 
In this section we summarize some facts about symmetric products of curves. \Ve 
refer to [20] for more details. Let X be a compact connected Riemann surface of 
genus g. We have 
where /) represents the fundamental class of a point p E X. The ring structure of 
H*(X, Z) can be described as follows: One can choose a basis 
of H 1 (X, Z) such that, 
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Then (1.5) is a complete set of relations for H*(X, Z). These relations imply 
If I< is any field then H*(X, I<) = H*(X, Z) ®z I<, and if X 11 is the product of n 
copies of X, then H*(X 11 , I<)= H*(X, I<)em. We shall assume that [{is a field of 
characteristic 0. Let 
k 1h place 
Then H*(X", K) is generated as a ring by the aik's and the /3~,s (1 < ·t < 2g, 
1 ::; k: ::; n) subject to the relations 
\Ve also have that 
and that each f3k commutes with every element of H* (Xn, K). The symmetric group 
5 11 acts on H* (_)Ct, K) by the rule 
The ring H*(S71 X, I<) can be identified with the ring H*(Xn, K) 8" of S,-iuvariants of 
H*(X", K). The ring H*(X 11 , K)"'" is generated as a K-algebra by rJ and ~ 1 , • • • , 6r1 
where 
( l.G) 
TJ = "L; (3j. 
The ~i 's antimrmnute with each other and commute with 17. Moreover, let (Ji 
~i~i+g E H 2 (SdX, Z), fori= 1, · · · , g; then from (5.4) in [20] we have 
(1.7) 
1.3. PRELIMINARIES ON SYMMETRIC PRODUCTS 
for d = a+ b, a, b ~ 0, and distinct i 1 , · · · , ia· 
Then if 
and a + b = d, we have 
fJ<Lrl =a!(~) r{ 
In general the total Chern class of sr~ X is given by 
where g is the genus of X (see [2] pg 339). Now can we prove Lemma 1.2 a): 
Proof of Lemma 1.2 a) . ( See Proposition 10.1 (3) in [23] ) We have 
td(Sd X) = ( 1 _~-ry )d-g+l fif=I (1 + aiT), 
( _TJ_)d-9+1 '\'9 Ti 19i 1-e-ry L..,i=O i' 
where 
10 
(1.8) 
( 1.9) 
(1.10) 
(1.11) 
By formula (1.10) the Chern class of Kf:9n_ 1x is 1+m9, therefore the Chem character 
f } ?"@11 • 0 \s·q-IX IS 
9 
I (}:.-r@n ) - m9 - rr(1 ) c1 \. 59_1x e - +nai. 
i=l 
So by Hirzebruch-Riemann-Roch 
x(Kt;',x) = deg { g (! + a,(T + n))}, 
1 
Notice that none of the terms of the expression 
9 IT (1 + ai(T + n)) 
i=l 
is divisible by a square of a ai, so by (1.7) we can assume a 1 = · · · = a9 ='I· Then 
what. we want to compute is the coefficient of 7]9 - 1 in the following expression 
( 
TJ ) 9 (1 + rJ(T + n))9 = (n- (n- l)e-'')9, 1- e-TJ 
that is 
/ '"011 - ~ ( n - ( n - 1) e _,1 ) 9 
x(l\ cg-l ,. ) - Res,,=o , 
,, " 1 _ e-11 
setting z = 1 - e_,, the last is equal to 
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Res- ((n-L)z+LJY = "'g-1 (Y)(n- 1)i = nY- (n- 1)Y. 
z_Q z9(l-z) Dt=:O l 
The universal effective divisor of degree d on X is the divisor 
that, for an.v DE SdX, cuts on X~ X x {D} exactly the divisor D. Let 
be a rnorphisrn and consider the divisor 1::1' = (Idx x f)* 1::1 on X x S. Let cjJ 
X X s----+ sand 7f: X X sdx----+ srtx be the natural projections. 
XxS 
ldx X f 
x x sdx 
·j 
f 
j " 
s sdx 
vVe will need the following Lemma to prove Lemma 1.16 below. 
Lemma 1.6. We have 
a) cjy*06.'(1::1') is locally free and Jr*OLl(/::1) ~ T,c;dx. 
b) j*Jr*06.(1::1) ~ (p*OLl'(/::1') and .f*R11r*0(/::1) ~ R1cjy*O(I::1'). 
Pmof. See [2], IV, 32. • 
1.4 Fixed points in the symmetric products 
• 
Suppose that X is a curve with an automorphism h. In order to apply Theorem 
1.4 when h is acting on the symmetric product Sb X we will need some information 
about the fixed point set of h at Sb X and its normal bundle at S" X. For instance, 
we need to know the Todd class of the fixed point set and the product IliU(N(vi)). 
Suppose that h has order p. If we consider the map 
1.4. FIXED POINTS IN THE SYMMETRIC PRODUCTS 12 
i=O 
then .fk,o(Sk X) is a subset of fixed points of h in SPk X. Let D be an effective divisor 
of degn~e rl invariant under the action of h. Consider the embedding 
u 1---t u +D. 
The image of Sk X under the map !k,D = AD o !k,o is a subset of fixed points of h 
in Spk+d X. Notice that when k = 0 the image of !o,D is the divisor D. 
Now we will describe the fixed point set fix (h) of h in Sb X. If b = 1 then see 
Theorem 2.1 below. Take m, l such that 
b =pm+ l 
and m 2' 0 and p > l 2' 0. 
For each integer k such that m 2- k 2- 0, let dk = b - kp. Let (S1h,\)h denote the 
fixed point set of h in Sd~c X. Define Ak as the set of divisors D E ( Sd~c X)h satisfying 
the following property: if .r is a point in the support of D then D - L~~~ hi :c is not 
an effective divisor. 
Now consider the set 
Fk = U .fk,D(SkX). 
DEA~,o 
Notice that FinFj = 0 and !D 1 (SiX)nfD 2 (SiX) = 0 for D1,D2 E Ai· It is easy to 
verify the following: 
Lemma 1.7. 
m 
U Fk =fix (h). 
Notice that if pis a prime number, then 
A, = { D = n. 1,;1 + · · · + "·•·"·' I 0 <:; a; <:; p - I and ta.i = dk}, 
j=l 
where :r: 1, ... , :r 8 are the fixed points of h in X and there are 
'f ( _1 ).i (~) (s -1 + d~ - jp) 
. J dk- JP ]=0 
(1.12) 
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divisors in A~,:. 
If p is not a prime number then the divisors in Ak are not necessarily supported on 
the fixed points of h in X. For instance there are situations in which h has no fixed 
points in X but h2 has finitely many fixed points. 
Let f : X ---t Y be a morphism of degree p of smooth curves. Then there is an 
embedding i : sky· ---t SPk X which sends D E sky to the divisor .f* D E SPk X. 
If we take .f to be the quotient map 
f: X ---t Xj(h) = Y, 
then the 1nap !k,o splits as 
!k,o: skx ~sky Y spkx, 
vvhere a is the natural map induced by f on the symmetric product. From this we 
see that the fixed point set of h in Sb X is a disjoint union of varieties which arc 
isomorphic to symmetric products of the quotient curve Y. 
Remember from section 1.3 the definition of the cohomology classes q, 19 on the 
symmetric product of a curve. The proof of the following Lemma involves at least 
two different symmetric products and we will use the same notation to represent 
these cohomology classes regardless of the symmetric product on which they are 
defined as this will be clear from the context. 
Lemma 1.8. Consider the induced map i* : H*(SPk X, Z) ---t H*(SkY, Z). Then we 
have i*'fJ = 11 and i*TJ = prJ. 
Pmo.f. Consider the maps 
\Ve first will show that a* is injective and that a*n = prJ, then we will see that 
fk,ol9 = pa*rJ and .f;,orJ = prf. From this we deduce that i*'l7 = r1 a.nd i*19 = Jn9. 
Notice that the natural ma.p 
j*: H*(Y,<C) ---t H*(X,<C) 
is injective by (1.2) in [20]. The commutative diagram 
1.4. FIXED POINTS IN THE SYMMETRIC PRODUCTS 14 
induces another commutative diagram 
where the vertical maps and the lower map are injective, therefore a* is injective. 
Now fix a symplectic basis 
a 1 , · · · , a,, a,+ 1 , · · · , a2, 
for H 1(Y,Z). Above each cycle o:i there are p cycles Tj,hir1,··· ,hP~ 1 r; on X, aud 
they satisfy 
(1.13) 
The set A= {hmri I m= 0, · · · , p -1 and i = 1, · · · , 21} forms part of a syrnplectic 
basis 
of H 1 (X, Z) in which 
a~n = h1rq+l 
a~n+g = hj Tq+ 1 +-y 
for m = qp + _j, where 1 :::; j :::; p and 0 :::; q :::; 1 - 1. Abusing our notation wt-~ will 
write 0:111 instead of n~n. Consider the map 
j* : H*(Y, Z)---+ H*(X, Z). 
Under this map \Ve have 
1.4. FIXED POINTS IN THE SYMMETRIC PRODUCTS 
p-1 p-1 
J*ai = I:h.iTi = Lo:J+p(i-1) 
.i=l .i=O 
and p-1 p-1 
j*ni+l' = L h.iTi+l' = L o:.i+p(i-l)+g· 
Claim: If o:i E B \A then 
j=O j=l 
p-1 
2:::: hjai = o. 
j=O 
vVe first prove the claim. If o:i E B \ A then we have 
n · o:i = 0 Vo: E A. 
The automorphism h is compatible with the product · , so 
15 
(1.14) 
Now 'L~:~ h.ini E H 1 (X, C)(h). By (1.2) in [20], H 1(X, C)(h) is the image of the map 
which is obtained by tensoring the map 
with C. Thus H 1 (X, C)(h) is generated by 
Notice that H 1(X, Z)(h) is not necessarily the image of the map 
Since 
we see that 
j*: H 1(Y, Z)--+ H 1(X, Z). 
p-1 
0: . L h1 O:i = 0 V 0: E A, 
j=O 
p-1 
l.:hiai = o. 
j=O 
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And this proves the claim. 
We refer to section 1.3 for the definition of the cohomology classes r1, ni,t, /it, and E,;. 
Using the relations (1.13) we have 
Now under the map 
we have from (1.14) 
and 
p-1 
a*(o:i,t) = L O:J+p(i-1),1 
j=O 
a*((3L) = Pf3t. 
Suppose i ::; f. Then using the definition of f.i, we get 
k p-1 
a*(t.d = 2.:::2.::: O:j+p(i-1),1· 
1=1 j=O 
Notice from the definition of B that 
p-1 p 
2.::: hr O'.pi,l = 2.::: O:j+p(i-1),1· 
r=O j=1 
Then 
p-1 
a*(t,i) = Lhjf.pi· 
j=O 
and 
k p-1 p-1 
a*(t.i+y) = 2.:::2.::: O:j+p(i-1)+g,l = 2.::: h)t.pi+g· 
1=1 j=O j=O 
From the definition of 17 and from (1.15) we have 
k 
a*(n) = LPf)t = pr1. 
1=1 
Consider the map 
(1.15) 
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In this case !k,O: xk--+ (Xk)P is defined by the ruleD 1--t (D, hD, ... , hP- 1D). Now 
we will compute Jk,, 0 (~rn)· We first will compute Jk,, 0 (ait). Notice 
In particular 
p EB H 0 (Xk, Z) ® · · · ® H 0 (Xk, Z) ® H 1(Xk, Z) ®H0 (Xk, Z) ® · · · ® H 0 (Xk, Z) 
i=l 
i1" place 
(-~H1(X',z)) 
Suppose that l = sk + j, where s, j are non-negative integers and 1 :::; j :::; k. We 
now can see that 
and 
Thus 
pk k 
J;,o(TJ) = 2::: J;,oU3L) = ]J L fJ.i = ]J71 
I= I j=1 
and 
( 
pk ) p-1 k p- l k p-I 
Jk,, 0 (~i) = J;,o L CXi,t = ~ hs ~ ni,j = ~ h,l~i = ~ ~ h"ni,.i· 
l=l 8-0 J-1 J-0 J-1 ·'-0 
From this we see that if CXm E B \ A then 
Let rn :::; g such that am EA. Write m= qp + j with 1 :::; j :::; p. So 
p-1 
and 
Then we have 
J;,o(~rn) = L h.i~p(q+l) = a*(~q+J) . 
.i=O 
p-1 
J;,o(~rn+g) = L hi ~p(q+1)+y =a* (~q+l+r ) . 
.i=O 
g ')'-l 
J;,o('l?) = L fk,o(~m~rn+g)) = P L a*(~(q+l)~(q+l)+,) = pa*(19).• 
m=l q=O 
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1.5 Normal bundles of the fixed point sets 
In this section we will consider the normal bundles of the components of the fixed 
point set of h in Sb X. The aim will be to find a way to compute the characteristic 
classes of their eigenvector bundles as defined in (1.3). Consider the quotient map 
f: X---+ X/(h) = Y. 
Let g and r be the genus of X and Y respectively and let R be the ramificatio11 
divisor of f at X. 
From section 1.4 we know that these components are symmetric products of the 
quotient curve Y. A component of dimension k is the image of Sk X under the map 
.fk,D for some DE Ak and we identify it with SkY, the embedding of SkY into S6X 
is given by the composition map 
(1.1G) 
\Ve will use the following notation: 
• Ni for the normal bundle of sky in SPk X' 
• N Ao oi for the normal bundle of SkY in SPk+dk X and 
• N An for the normal bundle of SPk X in spk+dk X. 
The total Chern class of N 1 is given by 
Using formula (1.10) and Lemma 1.8 we obtain 
( 1.17) 
where 
A= k + r- g = k + 1 - r- deg(R) . 
p- 1 2(p- 1) 
In particular when k = 1 the normal bundle has degree 
(p- 1) 2- 21- . ( deg(R) ) 2(p- 1) 
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Let DE SdX. Using (1.10) and that A'b'IJ = 'IJ and A'b'/9 ={)we see that the normal 
bundle N Av has total Chern class 
(1.18) 
Lemma 1.9. Let 1: E X be a fixed point of an automor·phisrn h of X of or·der p. 
Let d be a positive integer and let Q = dx E sd X. Suppose that h acts as IJ" 0'1/. the 
tangent space T.1: of .7: at X. Then h1 (T5 d x )q has eigenvalues IJa, IJ20 , • • • , /Jd", where 
/J = e2irr/JI. 
Proof. In a neighbourhood of (x, x, · · · , x) E Xd choose coordinates (.T 1, · · · , :rd) so 
that (:r,:r:,··· ,:r) is the origin. Then in a neighbourhood ofQ =rh: E SdX there 
are coordinates ( a-1, · · · , a-d) (see [2] chap. IV, §2) defined by the property that the 
natural rnorphisrn 
is given in a neighbourhood of (:r, x, · · · , :r) by 
Now, if x is a fixed point of an autornorphisrn h of X, we can assume that, m a 
neighbourhood of :r, the action of h is the multiplication by a scalar A. Then in our 
system of coordinates 
implies 
• 
Lemma 1.10. Con.sider the map .!k,o of section 1.4. Let 
be a point in the image of thi8 map (that means x E Sk X). Then h I (T.s·p> x )q has 
eigenvalues 1, IJ, · • · uP- 1 , u = e2i" lP, and the eigenspace of JJ1 has dimension k. 
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Pmof. The automorphism h acts on the vector bundle i*T,spk x, and since h acts 
trivially on SkY we have 
p-1 
i*TsPkX = E9('i*T5PkX )(T)), 
i=O 
so it is enough to consider a fibre of i*T,c,·pk x at a general point :r of SA: X. Let 
:r = p 1 + ... + fJA: E Sk X such that all the p/s belong to different h-orbits and the 
orbit of Pi has exactly p elements for all i = 1, · · · , k. 
For each i, j choose disjoint open neighbourhoods Vi,j of hipj in X. So 
IT Vi,j 
l=O.l··· ,p-1 
j=J, ... ,k 
is isomorphic to an open neighbourhood of 
in SPA: X. Then 
p-1 
Q = Lhi.T 
i=O 
1"=0,1··· ,p-1 
j=J, ... ,k 
From this we see that h I (TsPkX )Q is a matrix conjugate to 
B 0 
0 B 0 
0 
0 
0 
0 B 0 
0 0 B 
where B is a cyclic matrix of dimension p x p i.e. 
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The characteristic polynomial of B is ),P - 1, so the characteristic polynomial of 
Lemma 1.11. Consider the divisor D = d 1 x 1 + · · · + d8 :r 8 , where :r:i is a .fiJ;ed point 
of h in X (:r1 =/::- 1;j) and di is a positive integer. Suppose that h acts as IJa; (notice 
(a1,p) = 1} on the tangent space Tx,x; of x1• Consider the composition nwp (1.16}. 
Let Q = :r + h:r: + · · · + hP- 1x + D be a point in the image of this rnap. Then the 
dimension of the eigenspace for vi of h I (T..,pk+d x )Q is k + ri, where ·r1 is the 11:mnber 
of times that vi appeaTs in the following list 
Pmof. Let .1: be a general point of Sk X (as in proof of Lemma 1.10) and put P0 = 
:r + h:c + · · · + hP- 1x. Then one can choose neighbourhoods l;0 of P0 E SPkX and l; 
of dixi E sd; X such that if Dl' D2 belong to different neighbourhoods then D I' D'2 
have no common points in their supports. In this way 
s 
IT Vi 
i=O 
is isomorphic to a neighbourhood of Q = P0 + D E SPk+d X. So 
I 
(T.'iP'"+dx)Q = (Tspkx)Po EB ffi(T,.,.t;x)d;p; 
i=l 
and we can apply Lemmas 1.9 and 1.10. • 
The normal bundle NAooi has a decomposition 
p-1 
NA 0 oi = EB NAooi(vi). 
i=O 
vVe \V ill need to know the Chern classes of the vector bundles N Aooi (I)) in order to 
compute their characteristic classes. We have an exact sequence 
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from which we obtain exact sequences 
(1.19) 
Remark 1.12. Consider the exact sequence 
Since h acts trivially on Tsky we have 
for uJ i= 1. Then from the exact sequence ( 1.19) and from Lemma 1.11 we see that 
the rank of (i* NA 0 )(u.i) is rJ, where rJ is the number of times that J/1 appPa.rs In 
the list 
Lemma 1.13. Let r be the mnk of ('i* NA 0 )(u.i). Then 
Proof. It is enough to notice that the Chern class of i* NAo is (1 + rJ)d by (1.18) and 
Lemma 1.8. • 
Lemma 1.14. Suppose that h is an autornorphisrn of X of order· p such that h is 
conjugate to h.i in Aut(X). Then Ni(l/ 8 ) ~ Ni(u 8.i). 
Proof. Let h be an automorphism of a variety Hl and suppose that h) = u.- 1/m 
where u E Aut(Hl). If Z is a subvariety contained in the fixed point set of hat H' 
such that u acts on Z, then the action of u. on the tangent bundles of H' and Z 
extends to an action on the normal bundle N z;w. From this one can see that under 
the isomorphism u: Nz;w ---+ N 2 ; 1v the eigenvector bundle Nz;w(v~) is mapped to 
Nz;lv(v~.i). 
In our case the embedding of z = sky into vV = SPk X is equivariant with 
respect to u because fk,o(ux) = L~~~ uhi.i.T and since (p,j) = 1, this is equal to 
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nfk,o(:l:). Notice that the composition map (1.16) is not necessarily eqnivariant with 
respect. to u. 1!!!!!!1 
Lemma 1.15. Let h be an automorphism of X of ordeT pTime p. As.'!u:me that 
(h)\ {1} is contained in a conjugacy class of Aut(X). Then 
(:' ., t? e ( 1) A ( -tn) -A . ( _,,1 ) U(Ni(l/)) = 1--;; 1-~ e' v-e-''' , 
where IJ # 1 is a power of e2 i1rjp. 
Proof. Using Lemma 1.14 and ( 1.1 7), the Chern class of Ni (vs) is given by 
The last can be written as 
'Y 
(1 + trJ)A-'Y IT (1 + tr1- tai). 
i=l 
So using (1.3), the characteristic class of Ni(v) is given by 
( e-t.1) "(-.4 "(. ( e'";-lrl) -I 1- 1--U(Ni(v)) = ~ IT ~ 1-- 1--l/ i= 1 11 
Using (1.7) we have 
Then 
= (1- t)A ( 1- e~,,) -.4 ewe~~~:,). 
• 
Let 
p-1 
m(z) = I>i, 
i=O 
( ) __ zm'(z) q z - ( ) ' mz 
then 
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(1.20) 
\Ve have no method to compute U(Ni(v.i)) for any hE Aut(X), not even in the case 
when h has order prime (unless it satisfies the condition that (h)\ {1} is contained 
in a coujugacy class of Aut(X)). Iu what follows we will explain a way to compute 
it if enough information about the quotient map f : X ----t Y is known and for the 
case when Ni is the normal bundle of the curve Y in SP X under the embedding 
'i: y '----7 SPX. 
Lemma 1.16. Let f : X ----t Y be a degr·ee p rnor·phisrn of smooth curve.c;. We have 
Proof. Consider the graph map 
f:X----tXxY 
X f--t (.1:, j(x) ). 
Let~ be the universal divisor of degree p on X and let~' denote (Idx x 'i)*(~). By 
Lemma 2.1 in [2], IV,§2 we have ~' =f(X) ~X. Thus by the adjunction formula 
we have 
The result follows from Lemma 1.6. • 
Using the following Lemma we can compute the degrees of the eigen line bundles 
of i*T.s·nx and since i*Tsnx(v.i) ~ Ni(l/J) for 1/j i= 1, that is all we need to compute 
U ( Ni ( v.i)). Let Z be a smooth projective variety defined over C and let 1: be a 
line bundle on Z such that a positive power f:P admits a global section .-; and its 
corresponding divisor D has normal crossings. \Vrite D as C + L a.iEi where C 
denotes the components of multiplicity 1 and EJ is a component of multiplicity aJ. 
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For every real number .T, [:r] represents the integral part of :c, defined as tlw only 
integer such that 
[x] :s; :c < [x] + 1. 
Consider the line bundles 
(1.21) 
The sheaf of 0 2 -modules 
p-1 EB .c-i 
i=O 
admits a structure of 0 2 -algebra, given by the inclusion 
Let 
(
p-1 ) 
Z' = Spec2 E9 _c-i , 
t=O 
let T 1 : Z' -t Z be the associated morphism and n : Z -t Z' the normalization of Z' 
and T the composition of n and T 1• 
Lemma 1.17. With the previous notation we have 
p-1 
T*O.z = EB _c(i)-1. 
i=O 
Moreover- T is a galois cyclic cover of degree p, then we have an a:utomor-phi.wn 
h of Z which act8 on T* 0 .z and h acts as multiplication by /Ji on _cul- 1 , where 
IJ = e'hrl lP. If Z is irreducible then Z is nothing but the normal-ization of Z in 
/{ ( Z) ( <:/!), wher·e K ( Z) is the function field of Z and .f is a r·ational function 
giving the section s. 
Proof. See Lemma 2 in [ 11]. • 
Example. Let X be the Kleiu quartic curve. If h is an automorphism of order 7 
then we have that h, h2 , h" are in the same conjugacy class whereas h:~, h5 , hfi belong 
to another conjugacy class of PSL2 (IF7 ). In this case we have 
X/ (h) ~ IP 1 
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and if we consider the normal bundle N of 
then we see that the eigenvector bundles of N don't have the same degree because 
the number A in formula (1.17) is not an integer. 
vVe know that X can be constructed by adding a seventh root of a polynomial 
q(z) (see formula (2.6)) to C(z). The divisor defined by q(z) at IP1 has the form 
'-lp0 + 2p 1 + p2 , then by Lemma 1.16 and by Lemma 1.17 we have that 
6 
N ~ K;ll ® EB £(i)-l. 
Using (1.21) we see that 
i=l 
for i = 1, 2, 4 
i = 3, 5, 6. 
Notice this agrees with Lemma 1.14. Using these values the degree of N is 3 which 
also agrees with the value obtained using formula ( 1.17). 
1.6 The computation 
Now we shall assume that h is an automorphism of prime order p. LPt K denote 
the canonical line bundle K 8 b x of Sb X. In the appendix there is a 1vlaple worksheet 
which computes 
Notice that if n 2 2 then by Lemma 1. 2 this is trace ( h I H 0 ( sb X' IC')). The only 
assumption made there is that (h)\ {1} is contained in a conjugacy class of Aut(X). 
The data required is 
• The dimension b of the symmetric product Sb X, 
• the order p of the automorphism h, 
• the genus g of the curve X, 
• s the number of fixed points of h on the curve X and 
• a vector u = (a 1,··· ,a8 ) in which ai is a positive integer such that the 
automorphism h acts as va; on the tangent space Tx; of the fixed point :ri E X. 
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To apply the Theorem 1.4 we first need to know the fixed point set fix(h) of the 
automorphism h in Sb X. So let b = mp + l such that m 2 0 and 0 ::; I < p. From 
section 1.4 we have 
where 
and 
where 
m 
fix(h) = U Fk 
k=O 
Fk = U fk,D(Sk X) 
DEAk 
s 
Ak = {D = a1x1 + · · · + a 8 X 8 I 0::; aj::; p- 1 and L aj = b- kp}. 
j=l 
m 
L(-1)itrace(h I Hi(SbX,.Cn)) = L L )..(k,D), 
k=O DEAk 
)..(k, D)= 
f ch,JKn lh.D(skx)) · fliU(N(vi)) · td(.fk,D(SkX)) , fk,D(SkX) det(1- h1Nv) 
So we need to compute all the divisors D E Ak. This is clone by monadd() 
and exponents() in the appendix. The idea is the following: a divisor 2..:;= 1 a(£i 
can be seen as a monomial flt= 1 :rfi. The terms of the expanded polynomial 
q(:r 1 , · · · , x 8 ) = (2..:;,= 1 xddk are (ignoring their coefficients) all the monomials of de-
gree dk in the variables :r 1, • • • , .T s. Then taking res id ues mod ulo :rf for i = 1, · · · , s 
we obtain a polynomial monadd(s, p, dk) whose terms represent all the elements 
of Ak (taking dk = b- kp). So exponents(monadd(s,p, dk), 8) returns (matrix, 
number of divisors), a matrix whose rows are the coefficients of the divisors D E AA:· 
Now, given D E Ak how to compute )..(k, D) ? The tangent space T(sd•· x)D of 
D E Tu;;<~k X) has a decomposition 
p-1 
T(SdkX)D = EB T(sdkX)D (vi). 
i=l 
Let ri = dimTu.;dkX)D(vi) we call (r1,· · · ,rP_t) the class of D, notice r0 = 0. The 
class of D = d1.r 1 +· · ·+dsxs is computed using Lemma 1.11, that is r·i is the number 
of times that 1i appears in the list 
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From the following remark it should be clear how to compute >..(k, D) if we have 
the class of the divisor D. 
Remark 1.18. Assume that the class of D is (r 1 , · · · , rp_ 1). 
1) !k,D(SkX) can be identified with sky, where Y is the quotient curve of X 
by the au tomorphism h, so td (! D ( Sk X)) does not depend on the divisor D. In 
the appendix the function tdsdx( d, g) computes the Todd class of the symmetric 
product sdc, where c is a genus g curve, it is defined using formula ( 1.11). 
2) N is the normal bundle of fD(SkX) in SbX. Now, b = pk + dk and £his 
the degree of D. If we consider the composition map (1.16) then N is the normal 
bundle NAuoi· Notice from remark 1.12 and Lemma 1.11 \Ve havr. 
p-1 
det(1 - h1Nv) = pk IJ (1 - IJp-]YJ. 
j=1 
3) From the exact sequence (1.19) we have 
The first factor is independent of D and if h is conjugate to h} for i = 1, · · · , p-
1 then it can be computed using formula (1.20), in the appendix the function 
charclassl(k, p, /',g) computes it. 
As for the second factor, from Lemma 1.13 we have 
In the appendix this is equal to precharclass(k, p, JYJ. 
4) Now, h acts on Klh.u(SkX) = (ADo i)*K as det(h,(AD o i)*T.,;~>x)- 1 . From 
Lemma 1.11 this is equal to 
"p-l . 
IJIL- L..j=! )Tj 
' 
(1.22) 
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where 
if p = 2 
otherwise. 
Using formula (1.2) we have 
(1.23) 
The Chern class of I<s"x is 1 + [(g- 1- b)TJ + tl]t so using Lemma 1.8 we see 
that (Ao o i)* K has Chern class 1 + [(g- 1- b)TJ + ]J19]t. Thus 
Example. Let X be a hyperelliptic curve of genus g. In this case h has order 2, 
the quotient curve is IP 1 and h has 2g + 2 fixed points on X. vVe assume b = y - 1. 
Each set Ak has 
( 
2g + 2 ) 
g- 1- 2k 
elements and all the divisors have the same class because there is only one eigenvalue, 
in fact, r 1 = g -1- 2k(= dimT(.S'dkX)D(I;i)). For each component of dimension k: 
of the fixed point set of h in 59 - 1 X we have, following the points of the previous 
remark: 
1) Because IP1 has genus 0, the tJ class is 0 in the cohomology ring of SkJP1 ~ ]pk 
and TJ is the class of a hyperplane. The Todd class of SkJPl is given by 
2) 
3) For the first factor in remark 1.18 3) we have A = k - g, so it is equal to 
( 
') ) k-g 
1 + e-11 
The second factor is equal to 
1.6. THE COMPUTATION 30 
4) 
ch(K5n9 -Ilf"ll ) = 1. skpl 
So 
I (Kn ) _ ( 1)-n(g-1-k) C Lh 5'9-IJP'li - - . 
• skpl 
Then we have 
>..(k,D) = 2-9(-1)-n(g-1-k) e 'ltn . l ( 1 + -11 ) k+ I • Sklf"l 1 - e-77 
Now 
r (1+e-n)k+lr/+1 
} SkiP" I 1 - e-rJ 
is the coefficient of TJk in (: ~:= ~) k+ 1 TJk+ 1. So 
I. (1+f.~-1J)k+1.k+l_ (1+e-7')k+1_ ~ (2-z)k+l dz rJ - Res,1=o - Re.~z=U • ,<,'klf"I 1 - f:-71 1 - e-rJ z 1 - z 
Then 
Au induction shows that for n ~ 2, 
trace (hI H 0 (J, O(n8))) = 
[ u.=..!.J 
2 [ ( 1)g-k-1 1 ( 1)n(g-k-l) 1 l ( 2 2 ) 1+T9 """ n - + + - - + (-1) 9 -k (1-(-1)k+l) g + . 
L.t 2 2 g - 1 - 2k 
k=O . 
\,Yith n~spect to this involution, we have 
where 
1 
a(n) = 2 [n9 +trace (hI H 0 (J, O(n8)))] 
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and 
1 (3(n) = 2 [n9 - trace(h I H 0 (J,O(n8)))], 
and C and F are the 1 dimensional representations on which h acts as 1 and -1 
respectively. 
Chapter 2 
2.1 Curves with automorphisms. 
Let X be a smooth complex curve of genus g > 1. Let Aut(X) be the group of 
automorphisms of X. For every g 2: 2, there is a maximum order I'·(Y) for an 
automorphism group of a curve of genus g. Hurwitz proved that 
I Aut(X) I:S 84(g- 1). (2.1) 
He also proved that a finite group can be realized as a group of 84(g - 1) automor-
phisms of a curve of genus g if and only if the group is generated by elements t, n 
such that t2 = u:~ = ( tu_)7 = 1. In fact we have 
8g + 8:::; J-L(g):::; 84(g- 1). 
l'viacbeath (see [19] §6) has proved that there is an infinite number of g for which 
p.(g) = 84(g - 1), on the other hand Accola [1] and Maclachan [21] have found 
infinite families of g with p.(g) = 8g + 8. 
The following information about Fuchsian groups and curves with automor-
phisms comes from [17] and as an application of it we will see how to prove (2.1). 
For a diffc~rent proof of (2.1) and other details about curves with automorphisms 
see [2] pg 45. 
Let H be the upper half plane. Let r be a discrete subgroup of Aut(H) = 
PSL2 (IR) such that acts freely on H, that is, the only element of r with fixed points 
on His the identity. Then the orbit space H/f can be given an analytic structure 
such that the quotient map H -----t H jr is holomorphic. We will say that r is a 
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Fuchsian group if H /f is a compact Riemann surface. This is a particular case of 
the so-called Fuchsian groups of the first kind (see [25] pg 19). 
Curves with automorphisms can be characterized in terms of their unifonnizatiou 
by the hyperbolic plane: any Riemann surface of genus > 1 can be identified with 
H j1r1 (X); conversely any Fuchsian subgroup N of PSL2 (JR) that acts freely on H 
produces a Riemann surface H / N of genus > 1 whose fundamental group is N. Tlw 
automorphisrn group of H/N is f/N, where r is the normalizer of N in PSL2 (IR). 
An element of a Fuchsian group r has a fixed point in H if and only if it has 
finite order, and the stabilizer of a point of H in r is always a finite cyclic subgroup 
of r. An element of r cannot fix more than one point of H, so every element of 
finite order in r belongs to a maximal finite cyclic subgroup. There are infinitely 
many of these maximal finite cyclic groups if there is one, and they fall into a finite 
number of conjugacy classes. The orders of these maximal finite cyclic subgroups 
are called the periods of r. The multiplicity of a period is the number of distinct 
conjugacy classes of maximal finite subgroups with that period for their order. 
The algebraic structure of r is completely determined when the periods and the 
genus of the orbit space H /f are known. In fact, if m 1, • · • , mr are the periods of r 
in some order, each one repeated according to its multiplicity (we call (m, 1 , • • • , Tn-r) 
the period partition of H /f), and if r is the genus of the surface H /f, then r is 
defined by generators 
and relations 
(2.2) 
The following Theorem tells us how to count the number of fixed points of an 
autornorphism of a Riemann surface. Assume that our Riemann surface is H / N has 
automorphism group G = r /N, where N is a Fuchsian group acting freely on H 
and r is the normalizer of N in PSL2 (IR). 
Theorem 2.1. Let :rl) ... ) Xr E r of orders m,) ... ) mr be generators of ma:rimal 
.fin de cyclic subgroups of r, including exactly one for each confugacy class. Lf'.f 
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(j : r -+ r IN = G be the quotient map. For 1 # h E G let E,i (h) be 1 or () according 
ash is or not conjugate to a power· of q(.Ti)· Then the number· I fix(h) I o.f point8 of 
HI N fixed by h is given by the .fonnula 
T 
I fix( h) I= I Ne( (h)) I L E,i(h)lrni, 
i=l 
where NG( (h)) is the normalizer of (h) in G. 
Pmo.f. See Theorem 1 in [18]. • 
Assume that r is a Fuchsian group and let T be the sum of the multiplicities of the 
periods of r. Then there are T points of Hlf at which the covering map 
H-+ Hlf (2.3) 
is branched. If N is a normal subgroup of r acting freely on H, then it gives riRe to 
a covering map 
HIN-+ Hlf. (2.4) 
Since 
H-+ HIN 
is unbranchecl, the r points at which the covering (2.3) branches are the Rame points 
at which the branching of (2.4) occurs and the orders of the branching will he the 
periods rn1, Tn2 · · · , 'mr of f. 
A fundamental domain for a discrete subgroup r c PSL2 (JR.) is an open subset F 
of H, such that no two points are r-equivalent and every point in His r-equivalent 
to a point in the closure of F. 
If N is a subgroup of r of index k, a fundamental region for N eau be obtained by 
taking the union of k copies tF of a fundamental region for r, where the elements t 
form a complete system of representatives of cosets Nt of N in r. Hence 
t:.(N) = kt:.(r). 
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The area of a fundamental region for r is given by the formula (see Theorem 2.20 
in [25]): 
(2.5) 
In particular if N acts freely on H and g is the genus of its orbit space, we have 
!::.(N) = 47r(g- 1). 
So 
I G I= !::.(N) = 47r(g- 1) 
t::.(r) 27r ( 21- 2 + 2..:~=1 (1 - r~)) . 
This formula can also be obtained using the Riemann-Hurwitz theorem. A theorem 
of Siegel (Theorem 5 in [26]) states that !::.(f) ~ ; 1 and that the equality occurs 
only if r is the tTiangle gmup with period partition (2,3, 7) and orbit space of genus 
0. Notice in this case that from (2.2) r is defined by generators t, u and relations 
From this it follows that IGI::::; 84(g -1). 
2.1.1 Equations of curves with automorphisms. 
In general there is no algorithm to find equations of curves with known group of 
automorphisrns. In [17] Macbeath proposes the following idea in order to find equa-
tions of curves with automorphisms. The group of autornorphisms G acts on the 
function field K (X) of X: suppose that the field of invariant functions is the field 
of a rational curve, that is the quotient map 
X ----t X/G ~ IP1 
is induced by a field extension C(z) C K(X). If G is a soluble group, then by 
the theory of Galois K(X) is an extension by radicals of C(z). If enough is known 
about the branch points of the quotient map this will enable us to compute equations 
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defining the curve. We illustrate this idea by computing the equation for the Klein 
quartic. 
The Klein quartic. 
This curve was discovered by Felix Klein in the 1870s and is better known for 
being the only curve of genus 3 with automorphism group G of size 168, namely 
G = PSL2 (IF7 ), the maximum for its genus. Klein computed the ring of invariants 
of G for a 3-dirnensional irreducible representation of G: the equation of this curve 
is the only quartic invariant for G in this representation. In [16] one can find several 
survey articles about this curve. 
\Ve reproduce from [5] some information about G and the character table of 
G. This group has 6 conjugacy classes, say lA, 2A, 3A, 4A, 7A, 7B. The number 
of elements in each conjugacy class is 1, 21, 56, 42, 24 and 24 respectively, an 
element in each conjugacy class has order 1, 2, 3, 4, 7, 7 respectively. Therefore 
there are 6 irreducible representations of PSL2 (IF7 ). If h E 7A then h2 , h4 E 7A and 
h3 ,h5 ,h6 E 7B. 
CHARACTER TABLE OF PSL2 (IF7 ). 
lA 2A 3A 4A 7A 7B 
Xt 1 1 1 1 1 1 
X:l 3 -1 0 1 0: a 
52:3 3 -1 0 1 (} 0: 
Xn 6 2 0 0 -1 -1 
X7 "7 I -1 1 -1 0 0 
X8 8 0 -1 0 1 1 
0:= -l+iv0 2 
Now to follow Iviacbeath's idea, a way to start could be this: from [6] one knows 
that G is generated by elements t, 'U such that 
Thus from the previous section there is a curve X admitting G as its autornorphism 
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group. Let T be the triangle group with period partition (2, 3, 7) and orbit space of 
genus 0. There is a normal subgroup N ofT acting freely on the upper half plane 
H such that X~ HIN and G ~TIN. 
Let G 2 be a subgroup of G of order 7. Let G 1 be the normalizer of G 2 in G. Then 
G 1 has order 21. 
Consider the quotient map cjJ : T --+ TIN. Let 
Since the order of G 1 is 21, it has periods of order 3 and 7. So 
Then one sees that 1 = 0, m= 1 and n = 2. Similarly f 2 has periods (7,7,7) and 
/ = 0. 
Consider the following maps 
Notice G 1IG2 is a group of order three acting on XIG 2 and the map 
is the quotient map of XIG2 by G1IG2 . Let h be a generator of G 1IG2 • Since 
X I G2 rv lP' 1 , we can assume that the two fixed points of h in X I G2 are 0 and oo and 
that h acts on XIG2 by the rule z ~ wz where w is a cube root of unity. Notice if 
a is a branch point in 6
2 
for X --+ 6
2
, then a, wa, w2a are the three branch points 
for X --+ ;_;
2
• Therefore a 1- 0, oo. 
L(~t K(X) be the function field of X. The map X --+ XIG2 corresponds to a field 
extension C(z) C I<(X) with Galois group G2 . 
Then I<(X) = C(z)( y'q(z)), where q(z) E C[z]. Notice q(wia) = 0 since these an~ 
the only points where the branching occurs. Since the action of h on C(z) extends 
to I<(X), we have that if u? E C(z) with u E I<(X) then h · u? = 't/ for some 
v E J<(X). 
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A natural candidate for q( z) should be z3 - a3 , however this makes oo a branch 
point. So one can choose 
where Ai =wiz - a. 
vVe have y7 = q(z). Notice 
( y2) 7 q(wz) = Ao 
q(w2z) = (A~:,) 7 
One can define a curve with field of functions I<(X) in A4 as the set of points 
satisfying the following equations 
and for i=1,2 
w2ix2 
0 l-1 Xi= 
Ai-l 
The last equation is valid for i = 0 (modulo 3). Then we have 
W 2 T 0 () 
:r, 
w:c2 
:ro 
.TJ 
:r2 
'r 2 
·"2 
W 2 x 0
2 
- ('1' 3 ,,. + ,,. 1· :~ + 'l' x 3 ) (w 1)- 0 
- - -"0 ·"2 ·"l '"2 ->Q • I - - . 
(2.6) 
The expressions :ridz are abelian differentials on the curve and notice that the set 
{ :1:0, :t: 1 , :r2 , :1:~, :r8, :r3, 1} forms a basis of I< (X) as a <C( z )-vector space. Therefore 
:c0 dz, :c 1 dz, :1: 2dz are three linearly independent abelian differentials over <C, and since~ 
3 is the genus of the curve, the ratios (.T0 : .T 1 : x2 ) determine the canonical embed-
ding of the curve in IP'2 . 
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2.2 Decomposition for the Klein quartic. 
Let X be the Klein quartic curve. Now we present the information about the fixed 
points of an automorphism of X that we need in order to compute the decomposition. 
The number of fixed points of h E G = PSL2 (IF7 ) in X acording to its conjugacy 
class can be worked out using Theorem 2.1 knowing that the Fuchsian group that 
yields G and X has period partition (2,3,7): 
o if h E lA. The whole curve is the fixed point set of the identity. 
• if h E 2A, then h has 4 fixed points on X. 
• if h E 3A, then h has 2 fixed points. 
e if h E 4A, then h has no fixed points on X. 
. 2 4 3 5 6 G~ 1f hE 7A then h, h E 7A too, and h:, h , h E 7B. In this case h has 3 fixed 
points and these are the fixed points of any power of h. 
Now let .7: be a fixed point of h E G, then h acts on the fibre Kx :~: at :r of the 
cotangent bundle Kx of X as 
e 1 if hE lA. 
@ -1 if hE 2A. 
® If h E 3A, let w be the primitive cubic root of unit. There are two fixc~d points 
and h acts as w on the fibre of one of them and as w2 on the other. 
o If h E 4A there are no fixed points so this case does not apply. 
8 If h E 7A or 7 B, let (be a primitive seventh root of unity. There are 3 fixed points, 
the action of h on the fibre of the cotangent bundle at these points is multiplication 
by ( 6 , ('and C. 
For an element h E 7 B the action of h on the c:otangPnt space at its threP fixed 
points are multiplication by (, ( 2 and ( 4 . 
As an example we can use these values in 1.5, for the trivial line bundle E = 0. 
\Ve have 
If g E 2A 
r 1 1 
1- trace (g I H 1(X, 0)) = L 2 = 4(2) = 2. 
xEfix(g) 
If g E 3A 
1 1 
1- trace (.q I H 1(X, 0)) = -- + 2 = 1 1-w 1-w 
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If g E 7A 
1 1 1 1 iv'i 1 -trace (q I H 1 (X, 0)) = 3 + 5 + 6 = 1 +- - -
. 1-( 1-( 1-( 2 2 
If .r; E 7B 
( I 1 ( r ) ) 1 1 1 1 "l vJ 1 - trace g H .. ~, 0 = -- + 2 + 4 = 1 + - + -1-( 1-( t-( 2 2 
Let H 1 (X, 0) = X~ E8 X~ E8 X~ E8 xi E8 x7 E8 x{ So from the charcter table we have: 
(1. +3b +3c +6d +7e +8! trace (g I H 1(X, 0)) = 3, g E lA 
(l -b -c +2d -e -1, g E 2A 
(}, +e -! 0, g E 3A 
(/, +o:b +eve -d +! 1 ivY -2+---z, g E 7A 
a +():b +ne -d +! _.!.- i../7 g E 7B. 2 2 l 
Since dim H 1 (X, 0) = 3 we have d = e = f = 0. Therefore b = 1, a = c = 0, i.e 
H 0 (X, I<x) = X:J· 
Now to compute the decomposition of H 0 (Jx, O(n8)) into irreducible representa-
tions of G we first have to compute 
For h E 2A and 3A this can be done using our program: 
= ~ + (-1)"(2n-l) 
2 2 for hE 2A 
for hE 3A. 
Although not all the powers of an automorphism of order seven belong to the same 
conjugacy class, we can use our program because its fixed point set in 5 2 X has 
dimension 0. 
So for h in 7 A we obtain: 
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= 2(4n(t + ~(s + tC- ¥c- ¥c2) 
+ 2(n( t(3 - ¥e- ¥( 4 - t(- tCS) 
+ 2(2n(_l _ l(5 _ ~(2 _ ~(;1 _ .:!( _ i(''). 
7 7 7 7 7 7 
For h in 7B we have: 
= 2(3n(¥ + ~( + ~(2 + ¥(4 +¥C) 
+ 2(fln(l + ~(4 _ ~(3 _ ¥(5 + l() 
· 7 7 7 · I · 7 
+ 2(5n(l + :!( + 1(2 + ~(4 + ~(5). 
7 7 7 7 7 
For h in 4A, let p 1 , · · · , p4 be the four fixed points of h2 in X. \Ve can assume that 
P:1 = hp1 and P4 = hp2. Then the fixed points of h in S2 X are p 1 + hp 1 and p2 + hp2 • 
vVe have 
and h induces two linear maps a: Txp 1 -+ Txhp 1 , f3: Txhp 1 -+ Txp 1 • 
Then the automorphism induced on (T5 2x )p1 +hp1 has a matrix conjugate to 
= ( 0 a) A . 
b 0 
Since Th + hp1 is a fixed point of h2 E2A, we see that A2 
trace (A) = 0 we see that A is conjugate to 
Thus we see that 
Using Atiyah-Bott fixed point Theorem (Corollary 1.5) we have 
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Now using an induction we see that on the Jacobian of X we have: 
_ n(3+(-1)") 
2 
=n 
=n 
for hE lA 
for hE 2.4, 
for hE 3A, 
for hE 4A. 
Let Jl = en+ I and ( = e2iJr 17 ' then for h E 7 A 
2::(-l)itrace(h I Hi(J,O(n8))) = (-¥(3 - ~(4 _ ~('5 _ ~)/14 
+ ( t(5 + *(4 + *( + tC)JL2 
For hE 7B 
+ (-¥c + t(5 - tC + tC4 + t(2 - t)fL 
2( l 2(4 2( 2 
-7-7-7 -7· 
2::( -l)itrace (hI Hi(J, O(n8))) = (t C + ¥ ( + ~ ( 2 +~CS) pY 
+ (-:!.(5 _ ~(2 _ :!.v _ :!.)//) 
7 7 7 7 ' 
Now the general solution of 
a +3b +3c +6d 
0. -b -c +2d 
(}. 
(}. +b +c 
a +ab +ac -d 
a +ab +ac -d 
(where a= -liiv'7) is given by 
+7e 
-e 
+e 
-e 
+ (-*- tC'~- *(3- 1C2)tt:l 
+.!. + ~ + 2(2 + ~ 
7 7 7 7 . 
+8! trla lA 
tr2a 2A 
-! tr3o. 3A 
tr4o. 4A 
+! tr7a 7A 
+! tr7b 7B 
42 
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trla + tr2a + tr7b + tr7a + tr4a + tr3a 
168 8 7 7 4 3 
a 
_ tr2a + trla _ iv'7tr·7a + iVltr7b _ tr7b _ tr7(i + tr4a 
8 56 14 14 14 14 4 
b 
c 
tr4a _ tr7a + iVltr7a _ tr7b _ iVltr7b _ tr2a + tr·ta 
4 14 14 14 14 8 56 
d trla + tr2a _ tr7b _ tr7a 
28 4 7 7 
e 
.f 
tr:Ja + trla _ tr2a _ tr4a 
3 24 8 4 
'//, = 1, ... '10: 
a(n) 1 2 2 4 4 6 7 10 11 14 
b(n) 0 0 1 1 3 4 6 9 14 18 
c(n) 0 0 1 1 3 4 8 9 14 18 
d(n) 0 1 2 4 6 11 14 22 28 41 
e(n) 0 0 1 2 5 8 14 20 30 40 
.f(n) 0 0 0 2 4 8 14 22 32 44 
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2.3 Decomposition on the Macbeath curve. 
There exists a Hurwitz curve of genus 7 with group of automorphisms G = !PS L2 (JF8 ). 
Equations for this curve were first computed in [17] by Macbeath and we refer to 
his paper for more details. The group G is simple and has 504 elements. There are 
!) conjuga.cy classes lA, 2A, 3A, 7 A, 7B*2, 7C*4, 9A, 9B*2, 9C*4. An element in 
each class has order 1, 2, 3, 7, 7, 7, 9, 9, 9 respectively. We reproduce from [5] the 
character table of G. 
Character table of PSL2 (F8 ). 
lA 2A 3A 7A B*2 C*4 9A B*2 C*4 
XI 1 1 1 1 1 1 1 1 1 
X2 7 -1 -2 0 0 0 1 1 1 
X:l 7 -1 1 0 0 0 -0:1 -0:2 -0:4 
X<~ 
..., 
I -1 1 0 0 0 -0:4 -0:1 -02 
X5 7 -1 1 0 0 0 -02 -04 -0:1 
X6 8 0 -1 1 1 1 -1 -1 -1 
X7 9 1 0 /31 /32 !34 0 0 0 
XB 9 1 0 /34 /31 /32 0 0 () 
X9 9 1 () /32 (34 /31 0 () 0 
N mv we will corn pu te trace (hI H 0 ( 8 6 X, f{n)) for an element h in each conj ugacy 
class of G. 
2.3.1 Case lA. 
By Lemma 1.2 we have 
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2.3.2 Case 2A. 
An element h of order 2 has 4 fixed points {p1 , · · • , p4 } on X. Then using our program 
we have 
2:) -1)itrace (h I Hi(S6 X, Kn)) = 
(2n-1)(n2 -n+1)(-1)11 3 9n 9n2 
_:__ _ _:___:___2 __ _:____:__c__ + 2 - -2 + -2-
2.3.3 Case 3A. 
An automorphism h of order 3 has 6 fixed points at X. Since there is only one 
conjugacy class of order 3, all we need to now to apply our program is the following: 
Lemma 2.2. Let p 1 , · · · ,p6 be the fixed points of h. Then h acts a.s w = e2irr/3 on 
the tangent .space.s of three point.s and a.s w2 on the tangent .space.s of the other three 
point.s. 
Pmof. Let p E X be a fixed point of h. vVe first will see what are the other fixed 
points of h. Let H = (h). The normalizer N(H) of H has order 18. Choose 
t E N(H) such that t 2 = 1, then tht = h2 because G has elements of order 2, 3, 7 
and 9 only. \Ve can assume that h = z3 , with z an element of order 9. N(H) = 
( z, t) and N(H)/ H = {l, fz, tz2 , z-2 , z, 1} (~53 ). Then the 6 fixed points of hare 
tp, tzp, tz2p, zp, z2p and p. 
Now one can verify the lemma, for instance, if h acts as w on Tp, consider the 
composition 
t h 1.- 1 
TP -----t Ttp -----t Ttp -----t Tp, 
induced by X 4 X~ X c.; X. Then one sees that h acts as w2 on Ttp· • 
So 
( ( 8 8 ) 8 ) n 
2 ( ( 8 8 ) 8 16 ) 3- 3 n w + 3 n (w ) + -3 + 3 n w- 3 + 3 n 11 11 w +-. 3 
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2.3.4 Case 7 A,B,C 
Let h E G be of order 7. Let H = ( h ) . Since h has 2 fixed points on X, the 
normalizer N(H) of H has order 14. Let t E N(H) be of order 2. vVe have N(H) = 
( t, h ) . So if p1 is a fixed point of h, then the other fixed point is tp 1• Now tht = hk. 
Notice k i- 1, otherwise N (H) would be cyclic and there is no element of order 
14 iu G. So k = -1 mod 7. From this we see that if h acts as ( 0 on T,, 1 then h 
acts as (~o on Ttp 1 • The value of a depends on the conjugacy class of h, we do not 
know these values, however in this case we obtain the same result for any value of 
a(= 1, 2, 3, 4, 5, 6). 
Although not all the powers of h belong to the same conjugacy class, we can 
apply our program because the fixed point set of h on 5 6 X has dimension 0 i.e. 
the normal bundles of the components of the fixed point set have total Chern class 
equal to 1. In this case we obtain 
2.3.5 Case 9A,B,C 
Let z E G has order 9. The 6 fixed points of z3 at X have the form p, 2p, 22p, p2 , 
zp2 , 2 2 p2 , where 2 3 acts on Tp as wand as w2 on Tp2 • The fixed point set of z at SfiX 
consists of the 3 points 2p + 22p + 222p, 2p2 + 22p2 + 222p2 and p + 2p + z2p + p2 + 
2p2 + z2 p2 . So we need to know the action on the tangent spaces of these points at 
5 6 X. If we identify the tangent spaces Tp, Tzp and Tz2p with C then we can assmne 
tha.t the induced maps TP ----+ Tzp, Tzp ----+ Tz2p and Tz2p ----+ Tzp are mulptiplication by 
scalars a, b and c respectively. Since 2 3 acts as w on Tp we have abc = w. Similarly 
we choose scalars d, e, f such that edf = w2 for the case p2 , 2p2 , 22p2 . From this we 
see that the action on the tangent space of p + 2p + 22 p + p2 + 2p2 + z2 p2 is given 
by the matrix 
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0 0 c 0 0 0 
a 0 0 0 0 0 
0 b 0 0 0 0 
0 0 () () 0 .f 
() () 0 d 0 () 
0 0 0 0 e 0 
47 
whose determinant is 1 and its characteristic polynomial is q(A) = (,\.3 -w)(X3-w2 ) = 
,\.(i + X1 + 1. Now, for the other 2 points, let l/1 , V2 , V3 c S2 X be disjoint open 
neighbourhoods of 2p, 2zp, 2z2p respectively. Then lit X l'2 X v3 is isomorphic to a 
neighbourhood of 2p + 2zp + 2z2p. Choosing coordinates a 1, a 2 for S 2 X as in the 
proof of Lemma 1.9, one can see that the action on the tangent space of this point 
is given by the matrix 
() 0 () () c 0 
0 0 0 0 0 c2 
a 0 0 0 0 0 
oa?oooo 
() () b 0 () () 
() () () b2 () () 
which also has determinant 1 and characteristic polynomial q(A). Now we can use 
1.5 to obtain 
2.3.6 Final result. 
16 1 . 1 . 1 . 
a1 = - n + - t'f'J3 + - trJ 1 + - trJ2, 21 9 504 8 
1 . 1 . 1 2 "3 
a2 = - trJ1-- trJ2 +- n-- trJ 72 8 3 9 ' 
1 "3 1 . 1 "2 
a 3 = a 4 = a 5 = g trJ + 72 trJ1- B trJ , 
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2 1 . 1 . 
a6 = 21 n + 63 trJ1- g h·J3, 
1 1 1 
a7 = aR = ag = -7n+ 56 trj1 + S tr·j2, 
where 
t"l'j1 = n 7 , 
1 
trj2 = 2 n
3 (( -1)" + 3), 
8 8 . 11 
trj3 =- w" n +- (w") 2 n +- n. 
3 3 3 
For the first 10 values of n we have 
(],I ( 1l) 1 4 13 52 175 620 1683 4296 9597 20100 
a2(n) 0 0 22 212 1070 3824 11396 29000 66324 138640 
a:l(n) 0 0 30 212 1070 3840 11396 29000 66348 138640 
a4 (n) 0 0 30 212 1070 3840 11396 29000 66348 138640 
a5(n) 0 0 30 212 1070 3840 11396 29000 66348 138640 
a6(n) 0 2 32 260 1240 4438 13072 33288 75912 158730 
a7(n) 0 4 42 308 1410 5052 14748 37576. 85500 178820 
as(n) 0 4 42 308 1410 5052 14748 37576 85500 178820 
a9 (n) 0 4 42 308 1410 5052 14748 37576 85500 178820 
2.4. THE BRING CURVE OF GENUS 4. 49 
2.4 The Bring curve of genus 4. 
The Bring curve is the only genus 4 curve adrniting the symmetric group G := 55 as 
its group of automorphisms. It is another example of a curve with maximal group of 
automorphisms. Some information about this curve can be found in [24], [8] or [9]. 
This curve can be defined in JP>'1 using the equations 
5 
2::ri=O, 
i=l 
5 5 
~ 2 ~ 3 L:ri. = 0, L:ri = 0. 
i=l i=l 
The group acts permuting coordinates. We use [12] to produce the character table 
of 55 and some information about its subgroups. There are 9 conjugacy classes for 
G, say I, (1, 2), (1, 2)(3, 4), (1, 2, 3), (1, 2, 3)(4, 5), (1, 2, 3, 4), (1, 2, 3, 4, 5) of orders 
1,2,2,3,6,4,5 and sizes 1,10,15,20,20,30,24 respectively. Denote by la, 2n, 2b, 3a, 6a, 4a, 5n 
the conjugacy classes of G. The character table of 55 
la 2a 2b 3a 6a 4a 5a 
X1 1 1 1 1 1 1 1 
X2 1 -1 1 1 -1 -1 1 
X3 4 -2 0 1 1 () -1 
X4 4 2 0 1 -1 () -1 
X5 5 1 1 -1 1 -1 0 
X6 5 -1 1 -1 -1 1 () 
X7 6 0 -2 0 0 0 1 
The Fuchsian group which yields X and G has period partition (2,4,5). Next we 
will compute trace(h I H 0 (53 X,I<n)) for an element h in each conjugacy class of G. 
2.4.1 Case la. 
By Lemma 1.2 we have 
On the .Jacobian we have 
trla :=trace (hI H 0 (Jx, O(n8))) = n4. 
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2.4.2 Case 2a. 
The normalizer of ((1,2)) in G isH= ((4,5),(3,4),(1,2)), H has order 12. An 
element in this class is the image of a maximal cyclic subgroup of order 2 of the 
Fuchsian group that yields 55 as the group of automorphisms of X. So an element 
in this class has 6 fixed points in X. 
Then on the Jacobian we have 
3 5(-1)11 3n(n+ 1) 3n 
tr2a :=trace (hI H 0 (Jx, O(n8))) =- + + - -. 
4 4 2 2 
2.4.3 Case 2b. 
The normalizer of ((1, 2)(3, 4)) isH= ((3, 4), (1, 2), (1, 3)(2, 4)), H has 8 elements. 
An element in this class is the saquare of an element in 4a, so it is the image of an 
element in a maximal cyclic subgroup of order 4 of the Fuchsian group that yields 
55 as the group of automorphisms of X. Therefore there are 2 fixed points in X for 
an automorphism in this class. 
Then on the .Jacobian we have 
tr2b :=trace (hI H 0 (Jx, O(n8))) = n (n +I)- n. 
2.4.4 Case 3a. 
The automorphisms in this class have no fixed points in X. So we have 
Then on the .Jacobian we have 
tr3a :=trace (hI H 0 (Jx, O(n8))) = n (n + 1)- n. 
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2.4.5 Case 6a. 
An element in this class has no fixed points at X. If h E 6a then h:1 E 2a. So the 
fixed points of h:1 at X are of the form p1, hp 1, h 2p 1, p2 , hp2 , h 2p2 and the fixed points 
of h at S:3 X are ]J1 + hp 1 + h2p1, p2 + hp2 + h2p2 . The action on the tangent spaces 
at these points is given by matrixes of the form 
0 0 c 
a 0 0 
0 b 0 
where abc = -1. This matrix has characteristic polynomial ,\3 + 1. So usmg 
Corollary 1.5 we get 
Then on the J acobian we have 
3 ( -1 )n 
tT6a := trace(hiH0 (Jx,O(n8))) = :__ + --. 
2 2 
2.4.6 Case 4a. 
The normalizer of ((1, 2, 3, 4)) is ((1, 2, 3, 4), (2, 4)) and has 8 elements. So if hE 4a 
then the 2 fixed points p1, p2 of h2 are the fixed points of h in X. Since h and h3 
are conjugate to each other we see that h acts as 'i and -i on the tangent spaces of 
the two fixed points. The fixed points of h in s:l X are 3pt' 2pl + JJ2, PI + 2Jh, 3P2· 
From Lemma 1.11 we see that the eigenvalues of h on the tangent spaces of these 
points are -1, -i, i. So h acts as -1 on the fibres of the canonical line bundle at 
these points. Using 1.5 we get 
Then on the .Jacobian we have 
3 ( -l)n 
tT4a :=trace (hI H 0 (lx, O(n8))) =- + --. 
2 2 
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2.4. 7 Case 5a. 
The normalizer of ((1, 2, 3, 4, 5)) is ((1, 2, 3, 4, 5), (2, 5)(3, 4), (2, 4, 5, 3)) and has 20 
elements. So there are 4 fixed points in X for an automorphism h in this class and 
since the 4 powers of h belong to this same class we see that h acts as IJ 1 , • • • , IJ4 
( 1/ = e2irr f.'i) on the tangent spaces of these points. 
Then on the .Jacobian we have 
9 4 1/ tt4 4 J/2 fl;j 4 1/:l 112 
=-+--+ +---
5 4 53 4 ~ 4 ] tr5a :=trace (hJH
0 (Jx, O(n8))) 
+(--v ----IJ--v )tt 
5 5 5 5 ' 
where I'· = un+l. 
2.4.8 Final result. 
trla + tr6a + tr5a + tr4a + tr2b + tr2a + tr3a 
120 6 5 4 8 12 f) 
a1 (n) 
a2(n) 
a.:l ( n) 
a4 ( n) 
a~Jn) 
a6 (n) 
a7 (n.) 
_ tr2a + trla _ tr6a + tr5a _ tr4a + tr2b + tr3a 
12 120 6 5 4 8 6 
trla + tr6a _ tr2a + tr3a _ tr5a 
30 6 6 6 .5 
_ tr6a + trla + tr2a + tr.'Ja _ tr5a 
6 30 6 f) 5 
_ tr3a + trla + tr2b _ tr4a + tr·2a + tr6a 
6 24 8 4 12 6 
tr4a + trla _ tr2a + tr2b _ tr6a _ tr3u 
4 24 12 8 6 6 
tr5a + trla _ tr2b 
5 20 4 
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For n = 1, · · · , 10 we have 
a1 (n) 1 3 5 10 17 27 41 62 89 127 
a2(n) 0 0 2 4 10 16 28 44 68 100 
a3(n) 0 0 2 7 18 40 76 131 212 324 
a4 ( n) - 0 2 6 15 30 58 100 163 252 374 
as(n) 0 1 4 12 28 57 104 176 280 425 
a6(n) 0 0 2 8 22 48 92 160 260 400 
a7(n) 0 0 2 9 26 56 108 189 308 476 
Appendix A 
The program. 
Although from what is said in section 1.6 it would not be difficult to write a program 
to compute 
we present one here. The program is for Maple and we will explain what some of 
its subprograms do. 
\Ve start with some notation and we refer to section 1.6 for this. \Vhat we want to 
compute is 
m L L A(k,D). 
k=O DEAk 
Let su:ml(k) represent 
L A(k,D). 
DEAk 
This can be written as 
l·ky sumO(k). 
Now :mmO(k) can be written as 
su.rnO(k) = tdsdx(k, r)charclassl(k, p, ,, g)( L pTod(D)), 
DEAk 
where 
(A.l) 
There can be several divisors with the same class, and pTOd(D) depends only on 
the class of D. If we compute the set of classes Ak/class of divisors in Ak allCl the 
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number of elements #class(D) in each class, then we have 
L prod(D) = #class(D)prod(class(D) ). 
class( D)EAk /class 
The function classpts() computes the classes of the divisors D E Ak and the 
function classes() counts number of classes and the number of divisors in each 
class. \Ne use several subprograms, namely trg, suml, lefpts, newnops, newop, 
monadd, exponents, classpts, classes, tdsdx, charclassl, inverslmnu, precharclass, 
ptstheta. Now we are going to explain three of these maple programs, namely, trg, 
suml and lefpts. 
etrg. This is the main program, that is 
What trg does is to compute 
rn L ptstheta( suml (j), 1). 
j=O 
vVe use ptstheta because suml (j) is a homogeneous polynomial of degree j in the 
variables I], (}and to make sense of it we use formula (1.9), that is, ptstheta converts 
L_ ar 8 '1r'W to L_ ars (;.)r!, where 1 is the genus of the quotient curve Y =X/ < h > 
and On is free of I] or (}. 
esuml. Roughly what this program does is to compute the classes of divisors 
A1/class and then use them to compute fsjy sumO(.j). Let nji1: denote the number 
of fixed points of the automorphism h on the curve X. 
If 
a= monadd(nfi:r,p, b-p* .i) 
then 
exponents( a, nfix) 
is a matrix of dimension n x nfi:r whose rows represent all the divisors in A1, i.e. 
if ( CY.t, ... , CY.nfix) is a row of this matrix , then it represents the divisor L_;~~x o:;:r;, 
where :r; are the fixed points of the automorphism h at the curve X . Notice n is 
the Humber of divisors in A1 and it can be computed using (1.12), notice also that 
b-p* j is the degree d1 of the divisors in Aj. 
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Now B:=classpts(u,nfix,exponents(a,nfix),p) computes the class of each divisor 
in Ai. Here a matrix of dimension fi x (p - 1) is produced; each row of this matrix 
represents the class of a divisor in Aj. 
vVith classes(B,p) we obtain a matrix cc of dimension t x p. The first p - 1 
coordinates of each row of this matrix represent the class of a divisor in A.i and tlw 
p"" coordinate is the number of divisors with that class. There are t different classes 
of divisors in A.i. 
At the end sumO is computed and the coefficient of tJ of smnO is what we called 
.f~Jy sumO(j). 
Notice classpts is a function of five arguments but since e.rponents returns 
two values, then classpts(u,nfix,exponents(a,nfix),p) is well used. Notice also that 
classpts and classes return two values. 
elefpts. This program is to compute 
L #class(D)prod(class(D)). 
class( D)EAk/class 
Here there is a cycle in which i runs over the number of of classes of divisors in the 
Aj in question. Inside this cycle there is another cycle in which j runs from 1 to 
p- 1. The final value of l[i] in the cycle for j will be the factor 
in formula (A.1). 
IT U(i*(NAD)(vj)) 
j 
The final value of invdtr[i] will be det(l~hiNv), see 2) in remark 1.18. The final 
value of aa[i] will be the exponent of 1/ in formula (1.22). 
The corresponding value of formula (1.23) for a divisor D in the ith class of our 
A.i is chg[i]. 
Since cc[i, p] is the number of divisors in the ith class, 
l[i] * invdtr[i] * chg[i] * cc[i, p] 
is what we called #class(D)pr-od(class(D)). 
The final value of TT is the sum that we want to compute. 
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.Just a final note: when we are using Maple we do not use the complex value 
of I/. Every time we have a polynomial q(v) we use rem(q(v), L.::~'~01 1/, 1;), where 
rem( a, b, :r) is a maple function that computes the residue of the polynomial a 
modulo b. The third parameter makes rem regard a and b as polynomials in the x 
variable. In some cases (for instance in precharclass()) we use the formula 
1 1 p- 2 . 
-- = - 2::: (p - 1 - j) /)] 
1- 1/ p j=O 
(A.2) 
which is true for v =f 1 such that /JP = 1. 
Appendix. 
trg 
> trg:=proc(g,nfix,A,p,b) 
> #trg computes the trace of an automorphism h of 
> #order prime p on "H-O(Sym(b,X),K-n)", 
> # b can be any positive integer. 
> #We assume that all the powers of h belong to 
> #the same conjugacy class; 
> #b is the dimension of the symmetric product 
> #where we are working, 
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> #g is the genus of the curve X where the automorphism is acting; 
> #nfix is the number of fixed points 
> #(p1 ... p[nfix]) of the automorphism in the curve; 
> #A is a vector with nfix positive entries(a1,a2, ... ) 
> #and h acts on the tangent space 
> #of pi as nu-(ai),where nu represents a 
> #pth-root of unity; 
> local j,ld,mdim,val,gamma,ffff; 
> mdim:=iquo(b,p): 
> #gamma is the genus of the quotient curve, we 
> #are using Riemann-Hurwitz 
> #theorem to compute it. 
> gamma:=(2*(g-1)-(p-1)*nfix)/2/p+1: 
> val:=O: 
> for j from 0 to mdim do 
> val:=val+ptstheta(sum1(j,p,g,nfix,A,b),gamma) 
> od; 
> val:=collect(val,yyy); 
> ffff:=unapply(val,yyy): 
> #Here we are replacing yyy by nu-n as anounced in lefpts, 
> #sometimes is better not to replace it 
> #because it makes it easier to perform some algebraic operations. 
> ffff(nu-n); 
> end proc: 
Appendix. 
suml 
> sum1 := proc(dim,p,g,nfix,A,b) 
> local a,B,sumO,gamma,intsumO; 
> #p,g,nfix,A,b are as defined in trg 
> #so 
> #sum1 is a function of dim. 
> a:=monadd(nfix,p,b-p*dim): 
> if a = 0 then 0 else 
> gamma:=(2*(g-1)-(p-1)*nfix)/2/p+1: 
> B:=classpts(A,nfix,exponents(a,nfix),p): 
> sum0:=charclass1(dim,p,gamma,g)*tdsdx(dim,gamma)* 
> lefpts(classes(B,p),p,dim,b,g): 
> intsumO:=coeff(sumO,t,dim); 
> rem(intsumO,sum(nu-i,i=O .. p),nu) fi; 
> end proc: 
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lefpts 
> lefpts:=proc(cc,h,p,dim,b,g) 
> #leftpts first computes "\Sigma #class(D)prod(class(D))", 
> # where the sum #"\Sigma" runs over 
> #the classes of divisors in $A_{dim}$. 
> # cc is a matrix of dimension hxp, 
> # it is the matrix of classes of points, to be more 
> # precise the first p-1 
> #coordinates of each row of cc represent a class of 
> # a divisor and the p-coordinate 
> #is the number of divisors in that class, 
> #h should be 
> #the number of classes of divisors in $A_{dim}$ 
> #(not the number of elements in #$A_{dim}$); 
> #b is supposed to be the dimension of the space where 
> #the v.b we are interested in is defined 
> local i,j,l,pol,invdtr,ff,aa,chg,rr; 
> rr:=O; 
> pol:= sum(nu-i,i=O .. p-1); 
> ff:=unapply(invers1mnu(p),nu); 
> #ff(nu) is the inverse of (1- nu) if nu-p=1; 
> #this(combined with rem( ,pol,nu)) will be used 
> #just to simplify nu where it is possible. 
> for i from 1 by 1 to h do l[i] :=1; 
> invdtr[i] :=1/(p-dim); 
> if p = 2 then aa[i] :=dim else aa[i] :=0 end if; 
> for j from 1 by 1 to p-1 do 
> l[i] := rem( 
> precharclass(dim,p,j)-(cc[i,j])*l[i] ,t-(dim+1),t); 
> l[i] :=rem(l[i] ,pol,nu); 
> invdtr[i] :=rem(ff(nu-(p-j))-(cc[i,j])*invdtr[i] ,pol,nu); 
> aa[i] :=aa[i]-j*cc[i,j]; 
> end do; 
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> aa[i] :=modp(aa[i] ,p); 
> chg[i] :=convert( 
> series(exp(n*((g-1-b)*eta+p*theta)*t),t=O,dim+1),polynom 
> )*yyy-aa[i]; 
> #at the end yyy will be replaced by nu-n; 
> rr:=rr+l[i]*invdtr[i]*chg[i]*cc[i,p] od; 
> rr:=rem(rr,pol,nu); 
> rr:=rem(rr,yyy-p-1,yyy); 
> rem(rr,t-(dim+1),t); 
> end proc: 
newnops 
> newnops:= proc(a) 
> #newnops returns the number of sumands of a; 
> #we do not use the maple function nops because 
> #if "a" is a single monomial 
> #then nops returns the number of factors. 
> if a=O then 1: 
> else nops(a+ZZZ)-1: fi: 
> end proc: 
newop 
> newop:=proc(i,a) 
> #mewop returns the i-th summand of a. 
> if newnops(a)=1 then a: else op(i,a): fi: 
> end proc: 
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monadd 
> monadd:=proc(m,p,d) 
> #monadd computes a polynomial whose terms are all 
> #the monomials of degree d in m variables; 
> #and the degree of each variable is at most p-1; 
> #The monomials in monadd correspond to divisors 
> #supported on the fixed point set 
~ '#m= number of fixed points; 
> #p is the order of the automorphism; 
> #d is the degree of the monomials; 
> local a,j; 
> a:=sum(x[i] ,i=1 .. m)-d; 
> for j from 1 to m do a:=rem(a,x[j]-p,x[j]) od; 
> return expand(a); 
> end proc: 
exponents 
> exponents:= proc(a,m) 
> #a must be a polynomial in the variables x[1] , ... ,x[m]. 
> #a must be expanded when entered; 
> local h,i,j,k; 
> h:=newnops(a); 
> k:=Matrix(h,m); 
> for i from 1 to h do 
> for j from 1 to m do 
> k[i,j] := degree(newop(i,a),x[j]) od od; 
> return(k,h); 
> end proc: 
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c~assptts 
> classpts := proc(A,m,k,h,p) 
> #this computes the class of a point; 
> #A is a vector with m entries, where m=number of fixed points; 
> #the automorphism g acts as v- (A [i]) on 
> #the tangent space at the i-th point, where 
> #v is a primitive p-root of unity; 
> #p is the order of the automorphism; 
> #k is an hxm matrix; 
> # h = newnops(monadd(m,p,some d)) = number of fixed point 
> components in Sym-d(X) 
> #each row of k represents a point; 
> #there are h points; 
> local i,j,l,B; 
> B:=matrix(h,p-1); 
> for i from 1 to h do 
> for J from 1 to p-1 do 
> 8 [i, j] : =0 od: 
> for j from 1 to m do 
> if (k[i,j]>O) then 
> for 1 from 1 to k[i,j] do 
> B[i,modp(A[j]*l,p)] :=B[i,modp(A[j]*l,p)]+1; 
> od fi od od: 
> return(B,h); 
> end 
> proc: 
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classes 
> classes := proc(B,h,m) 
> #this counts the multiplicity of the 
> #rows of the matrix B; 
> #B is a matrix of dimension h x m-1; 
> #m is the order of the automorphism; 
> local c,cc,i,j,e,r,s,ss,t; 
> for i from 1 to m-1 do c[1,i] :=B[1,i] od; 
> for 1 from 1 to h do c[i,m] :=0 od; 
> t: =1; 
> for i from 1 to h 
> do"do1"; 
> r:=1:s:=O: 
> while ((s = 0) and(r < (t+1))) do "do2"; 
> ss:=1:j:=1: 
> while((ss=1)and(j < m))do "do3"; 
> if B[i,j]= c[r,j] then j:=j+1; 
> else ss:=O fi od;"end od3"; 
> #ss=O means the row i of B[] is 
> #different from the row r of c[] 
> #(more precisely least the m-1 entries of the r row of c[]); 
> if (ss = 1) then s:=1; 
> c[r,m] :=c[r,m]+1; 
> #we put s=1 to break the while cycle, 
> #s=O means the row i of B[] is not equal to 
> #any of the classes we have so far 
> # i.e the first r rows(or sub rows of lenght m-1) of c[]; 
> else r:=r+1 fi od;"end do2"; 
> if s = 0 then t:=t+1; 
> c[ t , m] : = 1 ; 
> #Here since the i row of B is not one of 
> #the classes we had, we register it. 
> for j from 1 to m-1 do 
> c [ t, j] : =B [i, j] od f i od; "enddo 1" ; 
> cc:= matrix(t,m); 
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> for i from 1 to t do 
> for j from 1 to m do 
> cc[i,j] :=c[i,j] od od; 
> #the last coordinate cc[i,m] represents the order of 
> #the class i. Remember m is the order of the automorphism; 
> return(cc,t); 
> end proc: 
tdsdlx 
> tdsdx := proc(d,g) 
> #tdsdx computes the todd class of a 
> #d-symmetric product of a curve of genus g; 
> local p1,p2,p3,p4,tau; 
> if d=O then 1 else 
> tau:=convert(series((t*eta*exp(-eta*t)+exp(-eta*t)-1)/ 
> (t*eta*(1-exp(-eta*t))) ,t=O,(d+1)*(g+1)+1),polynom); 
> p1:=surn((t*theta*tau)-j/(j!),j=O .. g); 
> p2:=convert(series((eta*t/(1-exp(-eta*t)))-(d-g+1), 
> t=O,(d+1)*(1+g)+1),polynom); 
> #notice we are using a very large order for 
> #the expansion of the series, 
> #namely (g+1)*(d+1)+1 rather than d+1, 
> #because d+1 does not produce correct values 
> #for tdsdx(1,g). 
> #This makes the program too slow. 
> #For instance for d=1, g=11, 
> #the calculation lasted 2444.370 seconds. 
> #The problem is the expansion of tau, I think. 
> p3:=series(p2*p1,t=O,((g+1)*(d+1))+1); 
> p4:=convert(p3,polynom); 
> return(rem(p4,t-(d+1),t)) fi; 
> end proc: 
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charclassl 
> charclass1 :: proc(m,n,gamma,g) 
> #See section "The computation" for 
> #the definition of charclass1; 
> #m : dimension of symmetric product; 
> #n: order of automorphism(a prime number); 
> #gamma : genus of quotient curve; 
> #g genus of curve; 
> local A,p,q,U1,U2,U3,U4; 
> A:: m+(gamma- g)/(n-1); 
> p:: unapply(sum(z-i,i:O .. n-1),z); 
> q:: unapply(-z*diff(p(z),z)/p(z),z); 
> U1:: (n-A)*p(exp(-eta*t))-(-A); 
> U2::sum((t*theta* q(exp(-t*eta)))-j/(j!),j:O .. gamma); 
> U3:: series(U1*U2,t:O,(gamma+1)*m+n); 
> #try to find the best value for the order in U3, 
> #maybe (gamma+1)*m+n is not the best value, 
> #it makes the program slow; 
> U4::convert(U3,polynom); 
> return(rem(U4,t-(m+1),t)); 
> end proc: 
inverslmnu 
> invers1mnu ::proc(p) 
> #computes the inverse of 1-nu, if nu-p:1. 
> sum((p-1-j)*nu-(j),j:O .. p-2)/p 
> end proc: 
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precharclass 
> precharclass := proc(d,p,pow) 
> #See section "The calculation'' for the 
> #definition of this function. 
> #d is the dimension of the symmetric product; 
> #pow is the exponet of nu, i.e it nu-pow is the eigenvalue; 
> local p1,p2,p3,p4,p5,f,pol,j; 
> if pow = 0 then 1 else pol:=sum(nu-j,j=O .. p-1); 
> p1:=series((1-1/nu)/(1-exp(-eta*t)/nu),t=O,d+1); 
> p2:=convert(p1,polynom); 
> #factor(p2) is a polynomial in nu divided by (1-nu)-d; 
> #the inverse of (1-nu)-d is p3: 
> p3:=rem((invers1mnu(p))-d,pol,nu); 
> #So multipliying p2 by 1: 
> p4:=p3*factor((1-nu)-d*p2); 
> p5:=rem(p4,pol,nu); 
> f:=unapply(p5,nu); 
> f(nu-pow) fi; 
> end proc: 
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ptstheta 
> ptstheta := proc(a,g) 
> #g is the genus of the quotient curve; 
> #a must be a polynomial in the variables theta,eta; 
> #a must be expanded when entered; 
> #this program makes each term of the form 
> #theta-r*eta*t to r!binomial(g,r)*t; 
> local aa,b,i,j,k,ff; 
> aa:=expand(a); 
> k:=O; 
> for i from 1 by 1 to newnops(aa) do 
> k := 
> degree(newop(i,aa),theta)! 
> *binomial(g,degree(newop(i,aa),theta))*newop(i,aa)+k od: 
> ff:=unapply(k,theta,eta): 
> return(ff(1,1)); 
> end proc: 
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