Introduction
Fluid Stochastic Petri Nets (FSPN) or Hybrid Petri Nets (HPN) are Petri net based models in which some places may hold a discrete number of tokens, and some places a continuous quantity represented by a non-negative real number. Places that hold continuous quantities are referred to as fluid or continuous places, and the non-negative real number is said to represent the fluid level in the place. Discrete tokens move along discrete arcs with the enabling and firing rules of standard Petri Nets (PN), while the fluid moves along special continuous (or fluid) arcs according to an assigned instantaneous flow rate.
Several different versions of FSPNs have been defined in the literature (see for example [2, 6, 7, 8, 9] ), and for many of them a method to derive the equations that describe the underlying stochastic process has been provided. In general, the solution of these equations is not a trivial task, and this problem has been directly addressed in many papers. In particular, steady state solution for the case of FSPN in which there is no dependency of the fluid places has been considered in [8] . In that paper a solution technique which requires spectral decomposition of a matrix has been presented. Transient analysis has also been considered in the same paper, proposing a technique called upwind semidiscretization. A more complex discretization technique for transient analysis of second order differential equations has been proposed in [9] . This technique uses an implicit discretization scheme which requires the solution of a linear system at every time step.
Even if the proposed techniques are quite general, none of them is really appropriate to overcome the difficulties of the numerical solution of the equations describing a FSPN. Spectral decomposition, for example, may cause excessive roundoff errors if the matrix is large and thus could be successfully applied only to systems characterized by a small number of states. Pure upwind semi-discretization can instead lead to system with a very high number of unknown variables, limiting the applicability of the algorithm only to systems with a small number of discrete states and/or fluid places. Implicit techniques instead are not stable for systems which involves only first order differential equations such as the one describing common FSPNs.
In this paper we present a numerical solution technique for transient analysis. The technique can be applied only to a special subclass of FSPNs and its purpose is to solve equations arising from models larger (in number of discrete states or in number of fluid places) than the ones that could be analyzed using conventional discretization techniques.
For even larger models simulation remains the only possible approach. Simulation of FSPNs has been considered in [4, 5] .
The rest of the paper is organized as follows. Section 2 introduces the considered FSPN formalism and the notations. Section 3 gives the set of equations that describe the evolution of the stochastic behavior of the FSPN. Section 4 gives a discretization scheme to compute transient probabilities of the underlying stochastic process. A numerical example is given in Section 5.
Definitions and Notations
The definition of the FSPN is derived from [6] with standard notation inherited from [1] . A FSPN is a tuple hP; T ; A; B; F; W; R; M 0 i, where P is the set of places partitioned into a set of discrete places P d = p 1 ; : : :; p jPdj , and a set of continuous places P c = c 1 ; : : :; c jPcj (with P d \ P c = ; and P d P c = P). The discrete places may contain a natural number of tokens, while the marking of a continuous place is a non negative real number. In the graphical representation a discrete place is drawn as a single circle while a continuous place is drawn with two concentric circles. The complete state (marking) of a FSPN is described by a pair of vectors M = (m; x), where the vector m, of dimension jP d j, is the marking of the discrete part of the FSPN and the vector x, of dimension jP c j, represents the fluid levels in the continuous places (with x l 0 for any c l 2 P c ). We denote the time by , and we can think the marking M at time as the stochastic marking process
T is the set of transitions partitioned into a set of stochastically timed transitions T e and a set of immediate transitions T i (with T e \ T i = ; and T e T i = T A c is a subset of (P c T e ) (T e P c ), i.e., a continuous arc can connect a fluid place to a timed transition or it can connect a timed transition to a fluid place. The subset A f contains the flush-out arcs. A f is a subset of (P c T e ).
These arcs connect continuous places to timed transitions, and describe the capability of a transition to empty in zero time the existing fluid from a continuous place when it fires. The arcs A f are drawn as thick single arrows.
The function B : P c ! IR + f1g describes the fluid upper bounds on each continuous place. This bound has no effect when it is set to infinity. Each fluid place has an implicit lower bound at level 0.
The firing rate function F is defined for timed transitions T e so that F : T e S ! IR + . Therefore, a timed transition T j enabled at time in a discrete marking m( ) with fluid level x( ), may fire with rate F(T j ; m( ); x( )), that is:
We also use as a short hand notation F(T j ; M), where M = (m; x)). For a more detailed explanation of the previous sets and of the dynamics of a FSPN with flush-outs, see [6] .
Analysis
In this section, we derive the equations for the joint process M( ) = (m( ); x( )) that describes the dynamic behavior of the FSPN model as a function of the time. In order to derive the complete equations we start investigating the behavior of the discrete part of the system. Since fluid arcs and flush-out arcs do not change the enabling condition of a transition, standard analysis techniques can be applied to the discrete marking process m( ) [1] . These techniques split the discrete state space into two disjoint subsets, called respectively the tangible marking set and the vanishing marking set. Since the process spends no time in vanishing markings, they can be removed and their effect can be included in the transitions between tangible markings. From this point on, we will consider only tangible markings.
The infinitesimal generator
In a FSPN with flush-outs, the infinitesimal generator matrix Q, depends on the fluid component of the state x and on the power set of the fluid places: Q(x;s), where s 2 2 Pc . The matrix Q(x;;) accounts for the transition rates among tangible states when no flush-out occurs, and Q(x;fc l g) accounts for the transition rates among tangible states when flush-out of place c l does occur. If a transition flushes out two fluid places c l and c k , its effect is included in Q(x;fc l ; c k g) and so on. 
Equations of the model
In order to derive the equations that describe the underlying stochastic process we recall that x = (x 1 ; x 2 ; : : :; x jPcj ) is the vector whose component x l represents the fluid level in the continuous place c l . We denote by 2 Pc the power set of the fluid place set. Let s 2 2 Pc be a subset (possibly the empty set) of P c .
We collect all the possible actual flow rates in a diagonal matrix R(fc l g; x), with fc l g 2 P c . The element r jj (fc l g; x) of R(x), represents the fluid flow rate of continuous place c l , in discrete state j, conditioned to the fluid level x, that is r jj (fc l g; x) = r l (M = (m j ; x)).
Matrix Q, together with matrix R, describe completely the stochastic process. Since we need to consider also the case of multiple flush-outs induced by a single transition, the equation that describes the system, should have an integral term for each possible combination of fluid places flushed out together.
Following [6] , we define a Dirac's delta extended to a set (x; s) = The first term of Equation (3) represents the time, and the second accounts for the fluid flow in all the fluid places.
Each continuous place has a term in the summation which represents its instantaneous fluid change in each discrete state. The term in the right hand side of Equation (3), accounts for the probability change due to state change. Each term of the summation corresponds to transitions that flushout a particular subset of fluid places.
Transient Analysis
In this section we present an explicit discretization scheme of the equations described in Section 3.2 in order to carry out the transient analysis of FSPNs. The matrices that describe the evolution of the probabilities between two successive steps of the transient analysis are expressed as Kronecker-expressions of suitable matrices and vectors.
The advantage of the presented procedure is that it leads to a relatively simple, clean and memory-efficient implementation of the discretization scheme, and provides satisfactorily precise results in a wide range of cases. However, to apply the method some assumptions have to be made.
Assumptions
There are three main assumptions on the FSPN we work with.
1. The fluid rates do not depend on the continuous part of the marking.
2. The dependencies of the firing rates on the continuous part of the marking may be expressed in a product form manner. The contribution of fluid level x k in marking m i to the firing rate of transition T j is denoted by (k) ij (x k ). In other words, in the presence of two fluid places with levels x 1 and x 2 , the rate of transition T j in marking m i may be expressed as a product of two functions, i.e. F(T j ; m i ; x) = (1) ij (x 1 ) (2) ij (x 2 ). If in m i the firing rate of T j does not depend on fluid level x k one could simple set (k) ij (x k ) = const; 8x k . N i is significant from the point of view of the discretization scheme since, as we will see later, the less elements N i has the smaller the discretized state space describing m i .
Nevertheless, the proposed procedure can be applied without determining the sets N i ; 1 i jS d j precisely but the memory consumption can be much higher than necessary. In order to describe the discretization procedure we need to differentiate the transitions that are enabled to move discrete tokens of the net from those that are enabled to change only the continuous marking of the net. To this end, by K i we denote the set of transitions that have concession in marking m i (i.e. those that are enabled in m i to move a discrete token of the net).
A further condition we require is that it is possible to choose the discretization steps i ; 1 i jP c j and time such a way that during a sojourn in any marking the change of fluid level x i will be an integer multiple of i . As a result of our 1st assumption this condition does not hold only if the modeler defines a "strange" fluid rate structure. This condition is necessary to avoid step-by-step error accumulation. Without this assumption the procedure could result in high inaccuracy. We assume as well that a state jump from discrete marking m i to discrete marking m j always flushes out fluid place c k ; 1 k jP c j or never flushes it out. This restriction could be easily relaxed; however, we apply this assumption because it makes the description of the procedure simpler.
Discretization Scheme
In order to describe the discretization scheme, we introduce the following vectors and matrices.
Vector of firing rates
Given a transition T j that has concession in marking m i , the vector l (k) ij ; 1 k jP c j describes how the level of a fluid place c k contributes to the firing rate of T j in m i at different points of the discretized fluid range l (k) ij = 2 6 6 6 6 6 6 6 6 6 6 6 4
. . . As one could observe the length of l (k) ij is dB k = k e + 1 if c k can be non-empty in m i , otherwise it contains a single value.
Matrix to describe fluid rates
Next we define the matrix G (k) that describe how a fluid level x k changes in a discrete marking m`. If c k may be non-empty in m`the matrix is of size (dB k = k e + 1) (dB k = k e + 1) and its entries are given by 
In general, when the firing rates depend on one or more fluid levels the probability defined in (4) itself depends on the fluid levels as well. We will assume, however, that the firing rates do not change during the interval of length time and, as a result of this assumption, the single state jump occurs uniformly distributed in the interval. Hence, the probability given in (4) is not computed precisely, it is only approximated. For this reason = is used instead of =.
We note as well that J (m) 
Based on (5) and (6) The above described approximation gives precise values for the probability defined in (4) in case of those state jumps that are caused by transitions whose firing rate does not depend on the fluid levels. The approximation is satisfactory for those transitions whose firing rate does not vary in a large scale by small changes in the fluid levels. If the firing rate changes a lot (the extremity is the transition that fires in a deterministic manner when a given fluid level reaches a value), the discretization step of the transient time ( time ) has to be small in order to avoid inaccuracy.
The matrices J (m) kl ; 1 k; l jS d j; 1 m jP c j have an important role in the procedure from the point of view of precision. Having a state jump in an interval of length time we will not assume that the jump occurred at the beginning (or at the end) of the interval. Instead, the probabilities will be distributed among several points of the discretized state space according to when the state jump could occur. As a result the dynamics of the fluid will be followed fairly precisely in the presence of state jumps as well. Having defined the above vectors and matrices, hereinafter we describe how the transient probabilities are computed from one step to another. Let us denote the emergent probability vectors by p 0 i ; 1 i jS d j.
Vector of transient probabilities
In every step the evolution of the probabilities during an interval of length time is determined. We assume that 0 or 1 state jump occurs during the interval. If time is low enough this assumption does not lead to significant inaccuracy. Being in m i with continuous marking x = l 1 1 ; l 2 2 ; : : :; l jPcj jPcj ], the probability that a transition T j 2 K i fires in the next time interval is approximated by time jPcj Y k=1 (k) ij (l k k ):
The same comments may be repeated on the goodness of the approximation given in (7) as the ones that were given on the goodness of the approximation given for the matrices J (m) kl . The approximation in (7) is precise for those firing rates that do not vary much as a result of small changes in the fluid levels.
In every step, at first, we follow the case when no state jumps occurs during the observed interval
where diag(v) represent the square matrix with vector v in its diagonal. According to (8) the entries of p i are reduced by the probability that the process jumps out of m i (described by the entries of the vectors l (k) ij ), and then are (9) where b k ji denotes the probability that the firing of T k in m i leads to m j . The quantities b k ji , which are used to take into account the effect of immediate transitions, can be determined directly from the net.
In (9), as in (8), the probability of a state jump is calculated based on the values of the vectors l (`) jk , and the fluid level in the next state is distributed according to the matrices
The different kinds of performance indexes described in [6] 
Extensions
In this subsection we give some ideas on how to relax the assumptions listed in Section 4.1.
The first assumption may be refined the following way. Instead of assuming that the fluid rates do not depend on the continuous marking, we assume only that a fluid rate depends on other fluid rates in a piecewise constant manner, i.e. the functions (k) ij (x) are piecewise constant. In this case the state space of a discrete marking may be partitioned into subsets in which the fluid rates are constant and a very similar procedure can be applied.
The second assumption may be relaxed as well. If the firing rates cannot be expressed as the product of functions, the matrices that are described in (8) and (9) 
Complexity
The size of the whole discretized state space is given by
which can become very large in the presence of many fluid places. However, the advantage of the presented algorithm is that, as a result of the modular representation, even if the state space is huge, the matrices describing the evolution of the process can be stored in a memory-efficient way. This is due to two reasons: Some descriptors of the discretization scheme, i.e. the vectors l and the matrices G, J, can be identical for different indexes. For example, the firing rate of a transition may be the same in different markings, or a fluid level may evolve in the same way in several markings. In this case, as natural, the descriptor is stored only once which allows us to exploit the symmetries of the net.
The assumptions we made allows us to handle the fluid levels in a separate manner. The evolution of the fluid levels is described by Kronecker-expression of relatively small matrices with as many terms as many fluid places may be non-empty in the given marking. Instead, if the evolution of fluid levels was described in a non-modular manner, then we should store a matrice with as many entries as the product of the number of entries of the terms of the Kronecker-expression.
The complexity of performing the Kronecker-operations given in (8) and (9) depends on the chosen algorithm. Several different possibilities with their complexity are described and compared in [3] . Using the algorithms given in [3] one can exploit the sparsity of the matrix and the fact that the same entries of the matrices are used several times during the computation of the Kronecker-products.
FSPN model of a system with garbage collection
In this section we present an example of a garbage collection system that has been analyzed using the presented transient solution algorithm.
Consider a multi-user system with garbage collection, such as a Java servlet running under a Java virtual machine. Figure (1 ), models such a system. The model has five discrete places and a single fluid place. Place p 1 models the load of the network: the number of tokens in place p 1 corresponds to the number of users in the system. We assume that the maximum number of users present in the system is bounded by a constant k. Transition T 1 models the entrance of a new user in the system. The inhibitor arc with multiplicity k ensures the bound on the number of users concurrently working. We assume a constant arrival rate 1 .
Place p 4 and p 5 model the garbage collector: when the token is in p 5 the garbage collector is inactive; if place p 4 is marked instead, the system is undergoing a garbage collection. Fluid place c 1 models the quantity of allocated memory. Transition T 2 corresponds to the service being offered to the users. It fires when a user finishes its service and leaves the system. The transition rate of T 2 , 2 (m 1 ; m 4 ) depends both on the load of the system (marking of place p 1 ), and on whether the garbage collector is active or not. We expect transition T 2 to grow almost linearly with the number of customers in the system (marking of place p 1 ) and to fall down dramatically during the garbage collection. We assume that each process requires a quantity of memory that grows linearly with its service time and we model this with a fluid arc connecting T 2 to c 1 . We expect the flow rate of this arc R 1 (m 1 ; m 4 ) to be proportional to the firing rate of T 2 . And since, as reqiured by the proposed algorithm, the fluid rate depends only on the discrete part of the marking. Transition T 3 models the start of the garbage collection activity, and depends on the actual memory allocated x 1 .
We expect a higher probability of starting the garbage collection action when the allocated memory reaches an upper threshold M high . Garbage collection stops with the firing of transition T 4 . Also in this case we imagine it being dependent on the quantity of allocated memory x 1 . In this case, we assume a high probability of ending the garbage collection when the allocated memory falls below a given threshold M low . During garbage collection, memory is freed at a constant speed R 2 through the fluid arc connecting fluid place c 1 to transition T 4 . If the allocated memory reaches a given threshold M crash , the system crashes. Place p 2 models the correct behavior of the system, while place p 3 denotes a crash state. Transition T 5 models the crash event and is a Dirac delta depending on the total allocated memory x 1 and placed on M crash . Transition T 6 models the system recovery and it is exponentially distributed with constant rate 6 . Inhibitor arcs connecting place p 3 to transitions T 1 , T 2 and T 3 prevents the system to work during the recovery phase. Immediate transition t 1 , models the event of a crash occurring during a garbage collection phase. 
Figure 3. Probability of crash versus time
Following the classification of performance measures given in [6] , hereinafter some examples of different types of performance measures are given. As an example of discrete state measures we compute the probability of being in working and crash state versus time (depicted for different cases in Figure 2 and 3) . The probability that the system is working and not undergoing garbage collection at time is given by A discrete throughput measure is the number of users served by the system divided by the elapsed time. This measure is depicted in Figure 4 for the different cases and may As a combination of discrete and continuous state measures it is possible to compute the probability of a situation that is defined by conditions on both the discrete and the fluid part of the net. Figure 5 shows the probability of the occurrence of a "dangerous situation" when the number of users in the system is higher than a given value and the amount of allocated memory is higher than M high . The probability of this situation at time may be expressed as: 
Conclusions
In this paper a numerical solution technique for the transient analysis of Fluid Stochastic Petri Nets with flush-out arcs has been presented. The transient solution is carried out applying an explicit discretization scheme. The matrices that describe the evolution of the transient probabilities are given by suitable expressions of vectors and matrices of relatively small size. This feature allows us to carry out memory-efficient implementation of the presented method.
The applicability of the transient solution was shown through the modeling of a multi-user system with garbage collection.
