In this paper, we consider the problem of learning models with a latent factor structure.
Introduction
Models with hidden factors have been a popular tool for analyzing economic data. These models provide a convenient framework in describing datasets that are big in both cross-sectional and time series dimensions. The basic formulation is
where M ∈ R n×T is a low-rank matrix and u i,t ∼ N (0, 1) is i.i.d across (i, t). The low rank property of M is another way of describing the factor structure: if M = LF ′ with L ∈ R n×k and F ∈ R T ×k , then rank M ≤ k. For this reason, we view factor models as a low-rank matrix plus an error matrix. Throughout the paper, all the idiosyncratic terms are assumed to be i.i.d and have a normal distribution.
Most of the results in the literature on factor models assume the strong factor condition or spiked eigenvalue condition, see (Bai, 2003; Fan et al., 2011; Wang and Fan, 2017 ) among many others. This condition states that the largest k singular values of M grow at the rate √ nT or at least faster than √ n + T . Besides the obvious question of whether such an assumption can be checked in the data, perhaps a more relevant question is whether we can assess the factor strength well enough for the purpose of estimation and inference. It is important to know how well we can possibly learn the factor models when the factor strength is also learned from the data. In this paper, we can answer this question in pure factor models and panel regression with interactive fixed effects. We study the problem of learning scalar (low-dimensional) components, e.g., entries of large matrices or regression coefficients.
The conceptual tools we use are minimax rates and adaptivity. We mainly examine two issues.
• Minimax rates. What is minimax expected length of confidence intervals for different levels of factor strengths? In particular, whether robust confidence intervals (i.e., those with validity for arbitrary factor strengths) and non-robust confidence intervals (i.e., those with validity only under strong factors) have different rates overall. It turns out that the answer depends on the problem (pure factor models or panel regressions with interactive fixed effects).
• Adaptivity. In terms of efficiency, can robust confidence intervals match non-robust confidence intervals when the factors are actually strong? To study this problem, we consider the minimax optimal performance of robust confidence intervals over a parameter space in which factors are strong. In general, we find that robust confidence intervals have much worse efficiency than non-robust confidence intervals when all the factors are strong. Therefore, requiring robustness (i.e., validity under arbitrary factor strengths) leads to efficiency loss even in situations with only strong factors. This robustness-efficiency tradeoff implies that in order to improve efficiency, the strong factor condition (and/or exact knowledge of number of factors) needs to be imposed by faith and is impossible to verify in data for inference purpose;
if we have to learn the factor strengths from the data, there is necessarily efficiency loss.
In a pure factor model, the task is to learn entries in M , say M 1,1 , where X 1,1 is potentially missing.
We characterize the impact of factor strength on estimation and inference. The main findings are summarized as follows.
When the number of factors is known, the minimax rate for estimation of M 1,1 depends on the factor strength (singular values of M ). If the singular values of M does not grow faster than √ n + T , then it is impossible to achieve consistency in estimating M 1,1 . Moreover, the rate of convergence for M 1,1 can be learned from the data: one can construct confidence intervals that are valid for arbitrary factor strength and automatically achieve the optimal rate in their widths.
When the number of factor is not given a priori, there is a tradeoff between validity and efficiency.
Any confidence interval that is valid for arbitrary factor strength cannot have widths that shrink to zero even when applied to strong factor settings. Conversely, if a confidence interval learns the number of factors from the data and has widths shrinking to zero when the all the factors are strong, then this confidence interval cannot have uniform coverage for all factor strengths and the worst-case coverage probability is below 1/2. This tradeoff only applies to inference. Achieving the minimax rate via a data-driven estimator is entirely possible. The key insight is that although ignoring weak factors does not reduce the rate in estimation, it is quite damaging for inference valdity.
In a panel regression with interactive fixed effects, the situation is much better. The fixed effects in these models have a factor structure and the task is to learn the regression coefficient. We show that even if the exact number of factors is unknown, it is possible to learn the regression coefficient at the rate (nT ) −1/2 , regardless of the factor strengths in the fixed effects. However, when factors are allowed to be weak, uncertainty in the number of factors can cause a great loss of efficiency. This is in drastic contrast with existing results that under the strong factor condition, it is not important to know the exact number of factors, see Moon and Weidner (2015) .
Our work is related to the literature on weak factors. Problems of weak factors have been documented in simulations (e.g., Boivin and Ng, 2006; Bai and Ng, 2008) that study the performance of standard asymptotic theories. Theoretically, the inconsistency of PCA (principal component analysis) has been pointed out by Johnstone and Lu (2009) and Onatski (2012) among others. Onatski (2012) also derived detailed asymptotic distribution of PCA when the factors are weak. Inconsistency under weak factors is one of the main motivations driving developments in the sparse PCA literature. There sparsity is imposed on factor loadings to achieve consistent estimation of the factor structure, see (Amini and Wainwright, 2008; Berthet et al., 2013; Cai et al., 2013; Birnbaum et al., 2013 ) among many others. It turns out that even when the factors are observed, estimation and inference could encounter non-standard difficulties if the factors are only weakly influential, (e.g., Kleibergen, 2009; Gospodinov et al., 2017; Anatolyev and Mikusheva, 2018) . The situation is more complicated if there are potentially missing factors. We will now proceed to analysis of different models. Additional discussion on related literature will be presented in Sections 2 and 3 regarding pure factor models (with missing values) and panel regressions, respectively.
Notations. For a matrix A, σ 1 (A) ≥ σ 2 (A) ≥ · · · denote the singular values of A in decreasing order. For matrix A, A ∞ = max i,j |A i,j |, A = σ 1 (A) denotes the spectral norm, A F denotes the Frobenius norm and A * denotes the nuclear norm (sum of all singular values of A). For a vector a, a 2 denotes the Euclidean norm. In model (1), the distribution of the data is indexed by M ; the probability measure and expectation under M are denoted by P M and E M , respectively.
For two positive sequences X n , Y n , we use X n Y n to denote X n ≤ CY n for a constant. We use X n Y n to denote Y n X n and X n ≍ Y n means that X n Y n and X n Y n . We use 1{·} for the indicator function. For a matrix A ∈ R n×T , A −1,−1 denotes the matrix A with its (1,1) entry replaced by zero. For a vector a = (a 1 , ..., a k ) ′ , we denote a −1 = (a 2 , ..., a k ) ′ .
2 Entry-wise learning: missing data and synthetic control
In this section, we work with the following the parameter space:
where κ > 0 is a constant. The set M corresponds to factor models with at most two factors.
We assume that entries of the factor structure are bounded so the factor strength would be a meaningful quantity. This is related to the incoherence condition; see Bai and Ng (2019) for an excellent discussion on the relation between incoherence and factor strength. Here, we impose bounded A ∞ simply to rule out the situations in which the entire factor structure concentrates on a few entries. For M ∈ R n×T with M i,t = nT 1{(i, t) = (1, 1)}, the strong factor condition holds σ 1 (M ) ≍ √ nT but clearly the standard asymptotic theory for principal component analysis (PCA) in Bai (2003) does not hold even if all entries are observed; entries in X −1,−1 obviously have no information on M 1,1 .
We define the set of one-factor models with factor strength τ :
Our analysis of the case with known number of factors will deal with M(τ ) and later discussion on unknown number of factors mainly focuses on whether the number of factors is one or two.
Restricting the analysis to at most two factors is for simplicity and the results can be extended to any fixed number of factors with extra (but perhaps unnecessary) complications in notations and proofs. In this section, we assume that the idiosyncratic terms are i.i.d standard normal variables for simplicity. 1
One example that involves missing data is related to the synthetic control problem. This is a fast growing literature since the seminal papers by (Abadie and Gardeazabal, 2003; Abadie et al., 2015) and has attracted much attention in applied research. One of the leading models for synthetic control is to use a factor model for the counterfactuals, see (Abadie et al., 2015; Gobillon and Magnac, 2016; Li, 2017; Athey et al., 2017; Xu, 2017; Chernozhukov et al., 2017; Li, 2018 ) among many others.
We consider a simple formulation.
Example 1 (Synthetic control). There are n units observed over T time periods. The potential outcome without treatment is denoted by Y N i,t for unit i in time period t. We assume that
The assumption of unit variance is not too restrictive since the quantity (nT ) −1 n i=1 T t=1 u 2 i,t can always be consistently estimated at the rate max{n −1 , T −1 }, regardless of the factor strength. To see this, consider the PCA estimatorM with rankk, assumingk ≥ k.
to results from random matrix theory.
L i F t + u i,t and the treatment is allocated to the first unit in the last time period. In other words,
Like other causal inference problems, learning γ is primarily the task of learning the counter-
Since Y N 1,T is unobserved, we can replace it with a consistent estimate. However, there is no guarantee that such an estimate exists when the factors are not strong. If consistent estimation for Y N 1,T is impossible, then a 95% confidence interval for γ needs to have a width larger than 1.96 × 2. To formally investigate the estimation and inference for Y N 1,T , we consider the following problem.
Example 2 (Missing one entry). Suppose that the model in (1) holds. We observe all the entries of X ∈ R n×T except one entry. Without loss of generality, we assume that X 1,1 is missing and thus the observed data is X −1,−1 . The goal is to estimate M 1,1 and conduct inference.
The main feature of Example 2 is that the missing pattern is non-random. Since there is only one entry missing, we essentially observe the entire data. For this reason, the problem is very closely related to the following one.
Example 3 (Full observation). We observe X ∈ R n×T from the model in (1). The goal is to estimate M 1,1 and conduct inference.
Example 3 corresponds to the problem of estimation and inference in standard large factor models. Many classical results are developed by Bai (2003) and the references therein. In fact, the problem missing data in factor models also has a long history dating back to at least Stock and Watson (2002) . Very recently, works by Su et al. (2019) ; Bai and Ng (2019) ; Xiong and Pelger (2019) provided extensive asymptotic theories for various missing data problems under the strong factor condition. However, when the factors are not assumed to be strong, it is still unclear what can be done and what is impossible.
Example 4 (Missing at random). We observeX,
We assume that X and Ξ are independent. The goal is to estimate M 1,1 and conduct inference.
Example 4 is also called the matrix completion problem. This literature aims to estimate M from (X, Ξ) and most of the results are stated in terms of the overall risk in Frobenius norm: construct an estimateM and provide bound on M − M F , see (Candès and Recht, 2009; Candès and Tao, 2010; Recht et al., 2010; Keshavan et al., 2010; Candès and Plan, 2011; Rohde and Tsybakov, 2011; Koltchinskii et al., 2011) among others.
These results might seem quite encouraging in that they derive the bounds without the strong factor condition. In particular, one can construct an estimateM and guarantee Another consequence of Theorem 1 is that the factor strength has a direct impact on the rate of learning M 1,1 . In order to obtain the usual rate of min{n −1/2 , T −1/2 }, the strong factor assumption of τ ≍ √ nT is necessary. If τ ≪ √ nT , the rate for M 1,1 is strictly worse than min{n −1/2 , T −1/2 }.
We now present an implication of Theorem 1 on confidence intervals. Although this implication is immediate, the notations we introduce will be very useful in discussing later issues, especially with unknown number of factors. For a given parameter space M (1) ⊆ M, we define the set of valid 1 − α confidence intervals as measurable functions that map the data X −1,−1 to an interval such that this interval covers M 1,1 with probability at least 1 − α for all parameters in M (1) . In other words, we define
The minimax expected length of confidence intervals over M (1) is
where |CI| denotes the length of the confidence interval CI, i.e., |CI(·)| = u(·) − l(·) for CI(·) = [l(·), u(·)]. Minimax rate for the length of confidence intervals is a common way of examining the efficiency for inference in high-dimensional models 2 , (see e.g., Cai and Guo, 2017; Bradic et al., 2018) . Theorem 1 has the following simple implication; we omit the proof for brevity.
Corollary 1 states a lower bound for L(M(τ )). We now show that this lower bound is also optimal. Since consistency is impossible when τ n √ n + T , we focus on τ n ≫ √ n + T . (If τ √ n + T , we can simply use the simple confidence interval [−κ, κ] assuming κ is known.) We first construct an estimator that has the rate of convergence √ n + T /τ when τ n √ n + T . The idea is based on the following the observation:
where M −1,1 = (M 2,1 , ..., M n,1 ) ′ ∈ R n−1 . Hence, a plug-in estimator would bê
where X −1,1 = (X 2,1 , ..., X n,1 ) ′ ∈ R n−1 . Here,L = (L 1 ,L ′ −1 ) ′ ∈ R n is the PCA estimator for L using data X ,−1 = {X i,t } 1≤i≤n, 2≤t≤T . This estimator can be viewed as a version of the tall-wide estimator by Bai and Ng (2019) . The proof in our case is significantly complicated by the fact that the factor strengths might not be strong. This leads to difficulties in bounding certain terms; we use a novel construction that allows us to apply a decoupling argument, see Lemma 4 in the appendix.
The following result establishes its rate of convergence under any given factor strength.
Theorem 2. ConsiderM 1,1 in (4). Assume that τ ≥ 4 max{ √ 10κ, 2} 3(n + T ). Then for any α ∈ (0, 1), there exists a constant C > 0 such that
Fortunately, distinguishing between τ ≫ √ n + T and τ √ n + T is not difficult, thanks to bounds in random matrix theory. Since M −1,−1 2 F = M 2 F − M 2 1,1 ≥ τ 2 − κ 2 , M −1,−1 F and τ have the same rate. Since M −1,−1 has rank at most 2, (2010) . Hence, the following estimator always has the optimal rate of convergence:
whereκ > 0 is a constant that upper bounds κ. The idea is that if X −1,−1 is smaller than the above threshold, we can safely conclude τ √ n + T and thus no estimator is consistent for M 1,1 , which means that the estimator zero would have the optimal "rate" too (since M 1,1 is bounded).
Therefore, we have the following result.
Notice that the estimator in (5) is adaptive in that it automatically achieves the optimal rate min{1, √ n + T /τ } without prior knowledge of τ . Since we can learn the rate for τ from X −1,−1 , we can estimate the rate min{1, √ n + T /τ } from the data and thereby construct a confidence interval centered around the estimator in (5): simply choose a width of C 0 min{ √ n + T / X −1,−1 , 1} for a universal constant C 0 (which can be explicitly determined). Therefore, the length of the confidence interval is also adaptive since it automatically adjusts to have the optimal rate. Unfortunately, this turns out to be true only when the number of factors is known. We will now see that when we do not know the exact number of factors (including weak ones), such adaptivity is impossible.
Adaptivity: unknown number of factors
The previous analysis already establishes the optimal rate under knowledge of the exact number of factors. Now we aim to answer the following questions:
• Is it possible to achieve the same rate as established before if the number of factors is not known?
• Do we pay a price if we cannot determine the number of weak factors?
These questions arise naturally in practice as the researcher is typically not given the exact number of factors. In these cases, one often needs to estimate the number of factors from the data and then proceeds using this estimate.
Although such a strategy makes intuitive sense, it is still far from clear whether lack of knowledge on the number of factors has any cost. This problem is particularly tricky for inference since uniform size control (or coverage) is a concern; we do not have a notion of uniform validity for estimation.
Suppose that we know there are either one or two factors. Ideally, we would like to construct a confidence interval that has 1 − α coverage probability uniformly over all one-factor models and all two-factor models, regardless of factor strengths. Procedures that involve a pre-estimation of the number of factors are intended to have such robustness. If there is one factor, then hopefully the procedure will find out that there is one factor and constructs the confidence interval accordingly; if there are two factors, then the procedure is supposed to detect that and constructs a valid confidence interval based on that finding. This leads to a confidence interval summarized in Figure 1 . Even for methods, such as nuclear-norm-regularized approaches, which do not need the number of factors as an input, we still hope that there is a data-driven procedure that would provide valid inference no matter what the true number of factors is. In light of this robustness requirement, we are interested in finding out whether these uniformly valid procedures lose any efficiency, compared to the situation with known number of factors.
We would not expect any loss of efficiency if the number of factors can be consistently estimated.
Unfortunately, determining the number of weak factors is quite difficult (if not impossible) since typical methods (e.g., Bai and Ng, 2002; Onatski, 2009; Ahn and Horenstein, 2013) only promise success in detecting strong factors. If we run these pre-tests and ignore potential weak factors, do we pay a price in terms of validity or efficiency?
To formally answer this question, we introduce the notion of inference adaptivity. Consider the The rate n −1/2 + T −1/2 and the asymptotic normality under strong factors are established in Bai (2003) . Here, the term PC refers to principal component.
class of one-factor models with factor strength τ 0 :
From the previous analysis, we know that a confidence interval for M 1,1 with validity over M (1) can have shrinking length only if τ 0 ≫ √ n + T . Since we do not know for sure that there is only one factor, we would like to consider a confidence interval that has validity over a larger space. For example, given τ 1 ≥ τ 2 > 0, we define
The primary setting is τ 1 , τ 0 ≫ √ n + T and τ 2 √ n + T . In this setting, M (2) allows for a second weak factor. The exercise is to consider all the confidence intervals that have uniform coverage over M (2) and then choose the one that has the best efficiency over M (1) (in terms of expected length). The questions listed in the two bullet points above now become an issue of adaptivity. If there is a confidence interval that is valid over M (2) and has length automatically achieves the rate of √ n + T /τ 0 over M (1) , then (at least for the rate) lack of knowledge on the number of factors does not have a cost and in particular we do not pay a price in terms of size and power for failing to detect weak factors. If any confidence interval that has validity over M (2) necessarily has a length greater than O( √ n + T /τ 0 ) over M (1) , then allowing for the extra validity on M (2) \M (1) causes an efficiency loss. In particular, we are interested in the following quantity
The above quantity is the best guaranteed expected length over M (1) among all the confidence intervals with uniform validity on M (2) . The minimax rate L(M (1) ) defined before is a special case
, then the additional validity requirement on M (2) \M (1) has a negative impact on the efficiency on M (1) . If L(M (1) , M (2) ) ≍ L(M (1) ), then we say that it is possible to achieve adaptive inference; the procedure can automatically recognize that the parameter is in the "fast-rate-region" M (1) and constructs the confidence interval accordingly.
Remark 1. Examples of adaptive inference can be found in other econometric models. Consider the linear IV model with one endogenous regressor and one instrumental variable (IV). We know that when the IV is strong, the confidence interval for the regression coefficient shrinks at the parametric rate n −1/2 ; when the IV is weak, the confidence interval might not shrink to zero. One can invert an identification-robust test 3 to obtain a confidence interval. Clearly, such an interval is valid for any identification strength. On the other hand, this interval will shrink at the rate n −1/2 when the IV is strong. In this example, M (1) corresponds to the parameter space with strong IV and M (2) represents all parameter values (i.e., the identification may or may not be strong).
We now show that such adaptivity is unfortunately impossible for factor models when the number of factors is unknown.
Theorem 3. Assume that τ 1 , τ 0 ≤ κ √ nT /12 and τ 2 ≥ κ 1 . There exists a constant C > 0 such that
In this paper, confidence intervals with validity over M (2) will be referred to as robust confidence intervals (or weak-factor-robust confidence intervals). Theorem 3 has a striking implication when τ 1 , τ 0 ≍ √ nT and τ 2 is bounded away from zero. In this case, no robust confidence intervals can guarantee to have shrinking width when there is actually only one factor and this factor is strong;
). In other words, robustness necessarily causes efficiency loss. Unlike the adaptivity in Remark 1 for linear IV models, no confidence intervals valid over M (2) can adapt its efficiency on M (1) . When τ 0 , τ 1 , τ 2 ≍ √ nT , robust confidence intervals will have lengths tending to zero only if there are two factors and both are strong, but in this case we are back to the situation with known number of factors.
The other side of this coin is the observation that any confidence interval that has shrinking width and ignores weak factor necessarily lacks uniform coverage. We state an explicit result below.
Theorem 4 reveals the danger of some popular methods in practice. Consider the case with
Recall the procedure in Figure 1 under the simplified assumption that the number of factors is either one or two. By classical results, the PCA estimate is asymptotically normal over M (1) with a standard error shrinking to zero. Hence, the overall procedure in Figure 1 , which uses these standard errors, produces a random interval with shrinking length on M (1) . However, Theorem 4 indicates that precisely due to its shrinking width on M (1) , the procedure in Figure 1 On the other hand, Theorem 4 makes the equivalent claim that procedures that provide accurate inference on M (1) cannot guarantee uniform validity on M (2) . Therefore, requiring validity on M (2) \M (1) necessarily reduces the inference efficiency.
Since Theorem 3 only involves the worst-case width (or power) on M (1) . One might wonder whether robust procedures could still have decent efficiency on average over M (1) despite the bad worst-case performance. We now show that this is not the case: lack of efficiency occurs at many points in M (1) .
Theorem 5. For any η ∈ (0, 1), define
Since η can be chosen arbitrarily, M
(1) * represents quite many (if not most) points in M (1) . Theorem 5 states that the efficiency is bad at every point in M
(1) * for any robust confidence interval. Therefore, the impossibility result in Theorem 3 is not driven by only a few unlucky points in M (1) .
This means that there is fundamental difficulty in entry-wise learning when the number of factors is unknown. Hence, in order to achieve efficient inference, the number of factors needs to be given a priori.
Remark 2 (Estimation adaptivity vs inference adaptivity). We note that the lack of adaptivity implied by Theorems 3, 4 and 5 is only about inference. It is entirely possible to have adaptive estimation when the number of factors is unknown. For example, consider the procedure in Figure   1 . This procedure (after proper truncation if needed) still provides an estimate with the optimal rate 4 and hence is an adaptive estimator. However, lack of adaptivity for inference reflects the fact that we cannot learn from the data what this optimal rate is.
Panel regression with interactive fixed effects
3.1 Can we achieve the optimal rate without assuming strong factors?
The panel data model with interactive fixed effects (e.g., Pesaran, 2006; Bai, 2009 ) assumes
following N (0, σ 2 ε ) and the factor structure L ′ i F t is the fixed effect with L i , F t ∈ R r 0 . For simplicity, here X i,t and β are scalars. The main requirement of X i,t is that it cannot be absorbed by the fixed effects. Since the fixed effects have a factor structure, we assume that X i,t is a factor structure plus non-negligible noise:
. We assume that u and ε are mutually independent. Factor structures in the regressor X i,t have been a common assumption (see e.g., Pesaran, 2006; Moon and Weidner, 2015; Zhu, 2017; Chernozhukov et al., 2018a) . Under these assumptions, we can write the model as
4 When all the factors are strong (e.g., M (1) with τ0 ≍ √ nT ), ignoring the weak factors leads to the best rate. When there are weak factors, no consistency is possible anyway due to results in Section 2.1; hence, one can simply use zero as the estimate via truncation (similar to (5)) in this case.
where M, D, ε, u ∈ R n×T , rank M ≤ r 0 and rank D ≤ r 1 . The distribution of the data (Y, X) is thus indexed by θ = (M, D, σ ε , σ u , β). We consider the following parameter space:
where κ > 0 is a constant and r 1 , r 2 > 0 are fixed. The requirement of {σ ε , σ u } ⊂ [κ −1 , κ] is merely saying that σ ε and σ u are bounded away from zero and infinity. For simplicity, we shall also require that β be bounded. Notice that we do not require boundedness of M ∞ and D ∞ ; it turns out that such a requirement will not be needed. We note that r 0 and r 1 are only upper bounds on the number of factors, instead of the exact number of factors. Moreover, there is no requirement on the relative magnitude between n and T .
The most important feature of Θ is that there is no assumption at all regarding the strength of the factors. For estimating β, Bai (2009) showed that when all the factors are strong and the number of factors is known (or consistently estimable), one can achieve the rate (nT ) −1/2 . Moon and Weidner (2015) showed that when all the factors are strong, overstating the number of factors does not have any impact on the rate for estimating β. These results still leave two open questions that are quite relevant in practice:
• If the number of factors is known and some factors might be weak, would this create a problem for learning β?
• Furthermore, if there are uncertainties regarding both the number of factors and factor strengths, would there be additional difficulties learning β?
We now provide an estimator that achieves the rate (nT ) −1/2 uniformly over Θ. As a result, lack of knowledge on the number of factors and potentially weak factors do not create any problem for the rate on learning β. Notice that the rate (nT ) −1/2 is minimax optimal by a simple two-point argument.
The basic idea of our estimator is as follows. The assumption in (6) implies a factor structure in Y :
where rank (M +Dβ) ≤ r 0 +r 1 and V = uβ+ε. Thus, we can identify β as β = Etrace (V ′ u)/(nT σ 2 u ). Since both V and u are idiosyncratic parts in Y and X, respectively, we can estimate them by the typical low-rank estimation strategies.
Without loss of generality, we assume that T ≥ n; if T < n, then we flip our data from
where † denoting the Moore-Penrose pseudo-inverse. Letα ∈ arg min A∈R n×r 1 trace (X ′ Π A X) and Λ ∈ arg min A∈R n×k trace (Y ′ Π A Y ) with k = r 0 + r 1 , Notice thatα andΛ are simply the eigenvectors corresponding to the largest r 1 and k eigenvalues of XX ′ and Y Y ′ , respectively. Then the estimator is defined asβ
wherer = k + r 1 − trace (PΛPα).
We make three comments on the estimator. First, due to the identification condition of β = Etrace (V ′ u)/(nT σ 2 u ), we can view the estimation problem as learning the expected conditional covariance (e.g., Newey and Robins, 2018a; Chernozhukov et al., 2018c,b) Second, the quantity (n − r 1 ) acts as bias correction for trace (X ′ ΠαX) in (7). Although the random matrix theory can gives us trace (X ′ ΠαX) = σ 2 u nT + O P (n + T ), this bound is not enough as it only yields
To achieve the rate (nT ) −1/2 , we would need an estimate for σ 2 u at the rate O P ((nT ) −1/2 ), which is faster than O P (min{n −1 , T −1 }) unless n ≍ T . We derive a more accurate characterization by showing
Therefore, [T (n − r 1 )] −1 trace (X ′ ΠαX) has a strictly smaller remainder term unless T ≍ n.
Similarly, the quantity n −r acts as bias correction for trace (Y ′ ΠΛΠαX) since one can show
Third, a key step in analyzing the numerator in (7) is to show ΠαD 2 F = O P ((nT ) 1/2 ) regardless of the factor strength. To see why this is crucial, we note that the best guaranteed rate for D−D 2 F is max{n, T } for any estimatorD, (see e.g., Rohde and Tsybakov, 2011; Candès and Plan, 2011) .
This rate is worse than (nT ) 1/2 unless T ≍ n. One novelty of our analysis is to show that although
. The condition T ≥ n is motivated by the following insight. Under our factor structure, it suffices to estimate either the factors or the factor loadings, not both. Hence, perhaps we should estimate the one with lower dimensionality. If T ≫ n, then the factor loading whose dimensionality is proportional to n would be easier to estimate, compared to factors whose dimensionality scales with T .
Theorem 6. Consider the estimatorβ in (7) . Assume that T ≥ n. Then for any η ∈ (0, 1), there exists a constant C η > 0 such that
We note that the requirement of T ≥ n is completely innocuous and can be removed if we consider the following estimatorβ
Theorem 6 formally establishes the uniform rate of (nT ) −1/2 over Θ. Hence, whether factors are strong or weak and whether the number of factors is exactly known would not prevent us from achieving the rate (nT ) −1/2 .
Can the currently known asymptotic variance hold without strong factors?
Since the minimax rate of learning β does not depend on the strong factor assumption, the natural question is whether the strong factor assumption is not important at all for estimation and inference.
Unfortunately, the answer is no. We shall show that (1) the efficiency of inference on β crucially depends on the strong factor condition and (2) there is lack of adaptivity in the factor strength, resulting in a tradeoff between efficiency and robustness.
From the perspective of semiparametric estimation, there is a good reason to suspect that the strong factor condition might affect the inference efficiency. We shall view the panel regression problem in (6) as a semiparametric problem, which would yield a natural semiparametric lower bound for the asymptotic variance in estimating β. However, we then realize that the typical asymptotic variance in the literature (e.g., Bai, 2009; Moon and Weidner, 2015) assuming strong factors can be much smaller than this lower bound. This leads us to suspect that the strong factor condition might play a role similar to strong parametric restrictions on nonparametric components of semiparametric models.
To provide an analogy, consider the partial linear model with observations
under regularity conditions, the asymptotic variance of estimating β is bounded below by Eε 2 i /Eu 2 i when f and g are nonparametric functions or functions with high-dimensional parameters, see e.g., (Chernozhukov et al., 2018b; Newey and Robins, 2018b; Jankova and Van De Geer, 2018) . Now we recall the model in (6): Y = M +Xβ +ε and X = D +u, where M, D ∈ R n×T are high-dimensional nuisance parameters. We can view M and D as f (W i ) and g(W i ) in the partial linear model, respectively. From this perspective, we would expect the asymptotic variance for estimating β to be at least σ 2 ε σ −2 u in general. However, the asymptotic variance derived in Bai (2009) and Moon and Weidner (2015) is
To formally address the efficiency problem, we again adopt the framework of adaptivity. For simplicity, we assume that σ u = σ ε = 1 in (6). We consider the parameter space
Then we focus on adaptivity on a smaller space in which the strong factor condition holds:
where κ 1 , κ 2 > 0 are constants. The difference between Θ (1) and Θ (2) is that Θ (2) allows for potentially weak factors and uncertainty in the number of factors (rank M can be either 1 or 2), while Θ (1) only considers known number of factors and assumes all the factors are strong. Our analysis will focus on the question of whether robust confidence intervals (uniform validity on Θ (2) ) has worse efficiency on Θ (1) than non-robust confidence intervals (uniform validity only on Θ (1) ).
By Bai (2009) and Moon and Weidner (2015) (among others), the least-square estimatorβ LS (i.e., (β LS ,Â) = arg min β∈R,
.
For θ ∈ Θ (1) , we have that
Therefore, a natural 95%-confidence interval for parameters in Θ (1) is
Existing results imply that
In other words, we have that lim sup
where the quantity L(Θ (1) ) is defined as before:
the minimax expected length of confidence intervals on Θ (1) and Φ 0.95 (Θ (1) ) = {CI(·) = [l(·), u(·)] :
inf θ∈Θ (1) P θ (β ∈ CI(X, Y )) ≥ 0.95} is the set of 95%-confidence intervals. We also consider robust confidence intervals, which have uniform validity over Θ (2) and form the set Φ 0.95 (Θ (2) ). To study the impact of the robustness requirement on efficiency, we revisit the concept of adaptivity by studying
Both L(Θ (1) ) and L(Θ (1) , Θ (2) ) measure performance of confidence intervals on Θ (1) . The former considers non-robust confidence intervals (ones with validity over Θ (1) ), whereas the latter considers robust confidence intervals (with validity over the larger set Θ (2) ). If L(Θ (1) , Θ (2) )/L(Θ (1) )
is asymptotically larger than one, then the extra robustness on Θ (2) \Θ (1) decreases the efficiency even on Θ (1) ; if L(Θ (1) , Θ (2) )/L(Θ (1) ) converges to one, then one can gain extra robustness without sacrificing efficiency. To characterize L(Θ (1) , Θ (2) ), we first derive the following result.
Theorem 7. Let CI(·) = [l(·), u(·)] be a (1 − α) confidence interval that has validity over Θ (2) , i.e., inf θ∈Θ (2) P θ (β ∈ CI(X, Y )) ≥ 1 − α with α ∈ (0, 1/2). Then for any c ∈ (0, 4), we have
Notice that the above lower bound does not depend on κ 2 . On the other hand, √
nT |CI * (X, Y )| ≍ (1 + κ 2 2 ) −1/2 decreases with κ 2 . Thus, for large enough κ 2 , CI * in (8) violates the lower bound in Theorem 7. Since the lower bound is satisfied by any confidence interval with uniform validity over Θ (2) , it follows that any robust confidence interval will be wider than CI * on Θ (1) . Equivalently, we can state the result in terms of robustness (coverage guarantee for CI * ).
Corollary 3. Let CI(·) = [l(·), u(·)] be a random interval. Assume that for any η ∈ (0, 1), lim sup
Then lim inf
Notice that CI * satisfies (10) since |CI * (X, Y )| = 3.92(nT ) −1/2 (1 + κ 2 2 ) −1/2 . By Corollary 3, any confidence interval that has a width similar to (or shorter than) that of CI * on Θ (1) will have coverage probability close to 1/2 on Θ (2) . Finally, we compare L(Θ (1) , Θ (2) ) and L(Θ (1) ). Applying Theorem 7 with α = 0.05, we obtain obtain
In light of (9), this means
Therefore, any robust confidence interval is asymptotically wider than any non-robust confidence interval whenever κ 2 > 9.65. In other words, requiring validity on Θ (2) \Θ (1) (allowing for weak factors and unknown number of factors) would lead to efficiency loss on Θ (1) if κ 2 > 9.65.
Although the constant of 9.65 is not the optimal constant, the analysis highlights the lack of adaptivity in inference. Without strong factor in the fixed effects, strong factor components in X would result in a stark loss of efficiency. This can be explained. When the fixed effects M have strong factors, the projections Π M and Π M ′ can be estimated well and thus we can safely identify components in X that cannot be absorbed by the fixed effects; as a result, the variations in Π M DΠ M ′ + u can be used to learn β. However, when M does not have strong factors, it is quite difficult to learn projections Π M and Π M ′ and hence we cannot clearly tell which part of X is left after removing components correlated with the fixed effects; consequently, we will not be sure that any part of D can be used to learn β and instead will only consider variations in u simply to be on the safe side (ensure coverage probability in all cases), resulting in a confidence interval with length unrelated to κ 2 (representing factor strength in D).
Another implication is that when there are potential weak factors, uncertainty in the number of factors leads to efficiency loss. This is in contrast with results in Moon and Weidner (2015) , who established that when all the factors are strong, uncertainty in the number of factors does not cause efficiency loss.
A Proofs
A.1 Proof of Theorem 1 Lemma 1. Let g µ (·) denote the pdf of N (µ, I). Then d N (0, 1) random variables. Let P M denote the probability measure of the distribution for Y −1,−1 and E M denote the expectation under P M . Then
Proof of Lemma 2. Notice that
We also observe that P M is the multivariate normal distribution with mean vec (M −1,−1 ) and covariance matrix I nT −1 . Let g µ denote the density of N (µ, I). Therefore, by Lemma 1, we have that
The result follows.
Proof of Theorem 1. We define c 1 = 2τ (nT ) −1/2 and c 2 = q min{1/2, √ T /τ }, where q = log(α 2 + 1)/2. We definē
We observe that
where (i) follows by |ψ| ≤ 1 and (ii) follows by Lemma 2. Notice that
The assumption of τ ≤ κ √ nT /12 implies c 1 ≤ κ/6. The choice of c 2 implies that c 2 ≤ 1/2 (since q < 1 for any α ≤ 1). Therefore, the above two displays imply max{ M ∞ , M ∞ } ≤ κ.
Since bothM has rank 1, its largest singular value is equal to its Frobenius norm. Therefore, we have
where (i) follows by n − 1 ≥ n/2 and T − 1 ≥ T /2 (due to n, T ≥ 2). Similarly,
Therefore, we have proved thatM ∈ M null (τ ) andM ∈ M c 2 κ/2 (τ ).
Define ρ 1 = log(α 2 + 1)κ min{1,
Let ρ 2 = log(α 2 + 1)κ min{1, √ n/τ }/8. Since n and T play symmetric roles, we can simply switch the role of n and T . Hence, by the same analysis, we can show that the desired result holds
Since (12) and (13) both hold, we have that
The desired result follows once we notice that M ρ 1 (τ ) M ρ 2 (τ ) = M max{ρ 1 ,ρ 2 } (τ ) ⊂ M (ρ 1 +ρ 2 )/2 (τ ) and min{1,
A.2 Proof of Theorem 2
We shall use the notation X P Y to denote X = O P (Y ). For simplicity, we shall write P and E instead of P M and E M . However, all the results (including O P notations) hold uniformly in M ∈ M(τ ) with τ ≥ 4 max{ √ 10κ, 2} 3(n + T ).
In this section, we define
Therefore, X = (X ,1 , W ) ∈ R n×T with X ,1 = (X 1,1 , X ′ −1,1 ) ′ = (X 1,1 , ..., X n,1 ) ′ ∈ R n . We use the notation W = LF ′ + ε with L ∈ R n , F ∈ R T −1 and ε ∈ R n×(T −1) . Let ε = (ε (1) , ..., ε (n) ) ′ with
Since τ 2 ≥ 12(n + T ) max{40κ 2 , 16}, we have τ 2 − nκ 2 ≥ 11τ 2 /12. Therefore,τ 2 ≥ 11τ 2 /12, which implies thatτ ≥ 11/12τ > 0.95τ . ClearlyM 1,1 does not depend on the normalization ofL: if we replaceL with cL for c = 0, we obtain the same estimateM 1,1 . Thus, without loss of generality, we assume L 2 = L 2 =τ / √ T , which means F 2 = √ T . Define H = F ′ W ′Lτ −2 n and ∆ L = εW ′Lτ −2 n , whereτ n = σ 1 (W ). Sincê L is the PCA estimate using W , it means that W W ′L =τ 2 nL . Notice that
Therefore, we haveL = LH + ∆ L .
A.2.1 Preliminary results
Lemma 3. We have the following:
(1)τ ≥ max{13, 20.8κ} √ n + T .
(2) with probability approaching one, ε ≤ 3 √ n + T ,τ n ≥ 3τ /4, |H| ≤ 4 and ∆ L 2 ≤ 8 1 + n/T . For the second claim, define the event A = ε ≤ 3 √ n + T . We first observe that
where (i) follows by Corollary 5.35 of Vershynin (2010) . On the event A, ε ≤ 3 √ n + T ≤ 3τ /13, which meansτ
We also notice that on the event A,
where (i) follows by (14) andτ ≥ 13 √ n + T . Also observe that on the event A,
. By Lemma 1 of Laurent and Massart (2000) , we have that
for any x ≥ 0. Taking x = n, this means that with probability approaching one, εF 2 2 T −1 ≤ 5n, which means εF 2 ≤ √ 5T n. Therefore, the above display implies that with probability approaching one, we have
The proof is complete. (j) . Then ε ′ ε = Q + ε (1) ε ′ (1) . By Corollary 5.35 of Vershynin (2010) , with probability at least 1 − 2 exp(−(n − 1)/2), Q ≤ 2 √ n − 1 + √ T − 1 ≤ 3 √ n + T . Thus, with probability approaching one, Q ≤ 9(n + T ). By Lemma 3, τ −2 n Q ≤ 16/13 2 < 0.1 with probability approaching one. We now define the following event
By Lemma 3, P(A) → 1. We proceed in three steps.
Step 1: write ε ′ ∆ L as a power series.
Notice that
Therefore,
Since τ −2 n Q ≤ 0.1 on the event A, we have that
On the event A, it follows that
The above two displays imply that on the event A,
Step 2: bound S 2 .
We will repeatedly use the following fact: if ξ is independent of ε (1) , then |ξ ′ ε (1) | P ξ 2 .
Define the constant C 0 = E|ξ|, where ξ ∼ N (0, 1). Hence C 0 = 2 · (2π) −1 ∞ 0 x exp(−x 2 /2)dx < 1. We define
Since ε (1) ∼ N (0, I T −1 ) is independent of Q and F , we have that ε ′ (1) (16τ −2 Q/9) i QF given (Q, F ) has a normal distribution with mean zero and standard deviation (16τ −2 Q/9) i QF 2 . Therefore,
Consider the event A 0 = {16τ −2 Q /9 ≤ 16/13 2 } { Q ≤ 9(n + T )}. Then on the event A 0 ,
Since P(A 0 ) → 1 (due to Lemma 3), it follows that
Therefore, we have that on the event A,
where (i) follows by ε ′ (1) F ∼ N (0, F 2 2 ) and F 2 = √ T as well as E ε (1) 2 2 = n. Therefore, by (16), we have that
where (i) follows by L 2 =τ T −1/2 and bounds for ∆ L 2 andτ n in Lemma 3.
Step 3: bound S 1 Notice that
In (18), we have proved that
Observe that on the event A,
By the same argument as in (17) with F replaced by n j=2 ε (j) L j , we can show that
On the event A,
Finally, we notice that
where (i) follows again by the fact that n j=2 ε ′ (1) ε (j) L j given {ε (j) } 2≤j≤n is normal with mean zero and standard deviation n j=2 ε (j) L j 2 . The above four displays imply that
Now we combine (19) and (20), obtaininĝ
Since H = O P (1) (due to Lemma 3), we have |S 1 | P (n + T )T −1/2 +τ −2 (n + T )T · |L 1 |.
The proof is complete by combining (15) with the bounds for S 1 and S 2 as well as the fact that √ n + T τ .
Lemma 5. |∆ L,1
Proof of Lemma 5. We first derive the following bound
where (i) follows by Eε ′ (1) ε (1) = T − 1 and (ii) follows by computing the second moment
We use the definition ∆ L = εW ′Lτ −2 n and obtain
where (i) follows by the bounds for H andτ n (Lemma 3), L 2 = L 2 =τ / √ T as well as ε ′ (1) F ∼ N (0, T −1), (ii) follows by (21), (iii) follows by Lemma 4 and (iv) follows by √ n + T τ .
A.2.2 Proof of Theorem 2
Proof of Theorem 2. We observe that X −1,1 = M −1,1 + u −1,1 , where u −1,1 = (u 2,1 , ..., u n,1 ) ∈ R n−1 and M −1,1 = L −1 f 1 for some f 1 ∈ R. We also have M 1,1 = L 1 f 1 . Notice thatM
Since L ∞ · F ∞ ≤ M ∞ ≤ κ and L 2 =τ T −1/2 , we have that
By Lemma 3,τ n ≥ 3τ /4, |H| ≤ 4 and ∆ L 2 ≤ 8 1 + n/T with probability approaching one.
The rest of the proof proceeds in two steps.
Step 1: Bound Q 2
Since u −1,1 is independent of W andL −1 is computed from W , we have that u −1,1 andL −1 are independent. Due to the Gaussian distribution of u −1,1 , it follows that |L ′ −1 u −1,1 | P L −1 2 .
Hence, |Q 2 | P |L 1 |/ L −1 2 .
SinceL 1 = L 1 H + ∆ L,1 , we have that with probability approaching one,
where (i) follows by (23) and the bound for H and (ii) follows by the bound for ∆ L 2 . Using L 2 = L 2 =τ / √ T , we obtain that with probability approaching one,
By Lemma 3,τ ≥ max{13, 20.8κ} √ n + T . Hence, we have proved that with probability approaching one,
and thus
Step 2: Bound Q 1
Let ∆ L = (∆ L,1 , ∆ L,2 , ..., ∆ L,n ) ′ and ∆ L,−1 = (∆ L,2 , ..., ∆ L,n ) ′ ∈ R n−1 . We first notice that
We start with the second term. Since L −1 = (L −1 − ∆ L,−1 )H −1 , we have that with probability approaching one,
where (i) follows by L −1 2 2 · L −2 2 = 1 − (|L 1 | · L −1 2 ) 2 ≥ 1 − (12/13) 2 due to (24) and (ii) follows by L 2 = L 2 =τ / √ T and the bound for ∆ L 2 from Lemma 3.
We notice that
Thus,
Hence, we now obtain that
where (i) follows by L −1 2 2 · L −2 2 = 1 − (|L 1 | · L −1 2 ) 2 ≥ 1 − (12/13) 2 due to (24), (ii) follows by Lemma 5 and L 2 = L 2 =τ / √ T and (iii) follows by the fact that |L 1 f 1 | = |M 1,1 | ≤ κ.
Therefore, we combine (25) with (26) and (27), obtaining
where (i) holds byτ √ n + T (Lemma 3). The proof is complete by combining (22) with the bounds for Q 1 and Q 2 .
A.3 Proof of Theorems 3, 4 and 5
Proof of Theorem 3. Theorem 3 follows by Theorem 5 by choosing η = 1/2.
Proof of Theorem 4. We invoke Theorem 5. Let c n,T = inf M ∈M (2) P M (M 1,1 ∈ I * (X −1,−1 )) and
A.4.1 Preliminary results
Lemma 6. For any η ∈ (0, 1), there exists a constant C η > 0 such that
Moreover, if T ≥ n, then for any η ∈ (0, 1), there exists a constant C η > 0 such that
Proof of Lemma 6. Notice that
The first claim follows by Markov's inequality. The second claim follows by Proposition 2.1 of Vershynin (2012) and the central limit theorem (trace (uu ′ − T σ 2
Lemma 7. Letα ∈ arg min a∈R n×r 1 trace (X ′ Π a X). Assume that T ≥ n. For any η > 0, there exists
Proof of Lemma 7. We fix an arbitrary η ∈ (0, 1). By Lemma 6, there exists a constant C 1 > 0
The rest of the proof proceeds in three steps.
Step 1: show that on the event A, trace (X ′ ΠαX) ≤ (n − r 1 )T σ 2 u + C √ nT (1 + r 1 ).
Recall r * = rank (α). We defineᾱ as follows. If r * = r 1 , thenᾱ = α. If r * < r 1 , then we definē α = (α, ϕ) ∈ R n×r 1 , where ϕ ∈ R n×(r 1 −r * ) satisfies ϕ ′ α = 0 and rank (ᾱ) = r 1 . With probability one, rank (α) = r 1 . Hence, by construction, the following holds with probability one trace (X ′ ΠαX) ≤ trace (X ′ ΠᾱX).
We note that Πᾱα = 0 and trace (Πᾱ) = n − r 1 . Therefore, on the event A, we have
where (i) follows by trace duality and (ii) follows by Pᾱ * = r 1 . Combining the above displays, we obtain that on the event A,
Step 2: prove the first claim.
Recall the normalization g ′ g/T = I r * . We have that on the event A,
where (i) follows by the elementary result min x∈R (ax 2 − bx) = −b 2 /(4a) for a > 0. We now observe that on the event A,
where (i) follows by (31), (ii) follows by trace duality, (iii) follows by Pα * = r 1 with probability one and (iv) holds by T ≥ n. Therefore, (30) and (32) imply that on the event A,
The first claim follows.
Step 3: prove the second claim.
In (32), we have proved that on the event A,
By simple algebra, we have
where (i) follows by (30). In (31), we have proved that on A,
This is a quadratic inequality in Παα F . Thus, Παα F is smaller than the larger root of the corresponding quadratic equation. In other words,
2T .
Hence, there exists a constant C 1 > 0 depending only on C such that on the event A,
where (i) holds by T ≥ n. Recall the normalization of g ′ g/T = I r * . We have
The second claim follows. The proof is complete.
. Assume that T ≥ n. For any η > 0, there exists a constant C η > 0 such that with probability at least
Proof of Lemma 8. The proof is analogous to that of Lemma 7.
Lemma 9. Assume that T ≥ n. We have the following:
Proof of Lemma 9. Without loss of generality, we only need to prove the result assuming σ u =
The rest of the proof proceeds in two steps. The first step uses a covering argument and the second step establishes an exponential bound.
Step 1: construct a covering argument Let η = 1/3. By Lemma 3.1 of Candès and Plan (2011) , there exists an η-net {A 1 , ..., A K } ⊂ G such that sup A∈G min 1≤j≤K A − A j F ≤ η and K ≤ (9/η) (2n+1) .
For an arbitrary
where (i) follows by the fact that A − A j 0 −1
is a matrix of rank at most two and with Frobenius norm 1 (this means that there exist two matrices G 1 , G 2 of rank 1 such that A −
Since the left-hand size does not depend on A, we can take a supreme and obtain
Since η = 1/3, we have that Z ≤ 3 max 1≤j≤K |trace (A ′ j εu ′ )| and K ≤ 27 2n+1 .
Step 2: derive an exponential bound.
For any 1 ≤ j ≤ K, there exists a j , b j ∈ R n such that A j = a j b ′ j and a j 2 = b j 2 = 1. Therefore,
We recall that ε and u are independent. For any x ∈ (0, 1/2], we have that
where (i) follows by the moment generating function of multivariate normal distributions and the fact that u ′ b j ∼ N (0, I T ), (ii) follows by the fact that ε ′ a j 2 2 has a chi-squared distribution with T degrees of freedom and its moment generating function and finally (iii) follows by the elementary inequality (1 − a) −q ≤ exp(2qa) for any a ∈ (0, 0.6) and q > 0. Now we can derive an exponential bound. For any z ∈ (0, 4T ), we take x = z/2T and obtain
4T .
An analogous argument would establish the same bound for P(−a ′ j εu ′ b j > z). Hence, we have showed that for any z ∈ (0, 4T ),
By the union bound, we have that for z = 3 (log 27)(2n + 1)T (notice that this choice is within
Since Z ≤ 3 max 1≤j≤K |trace (A ′ j εu ′ )| and 9 3 log(27) < 19, the proof is complete.
A.4.2 Proof of Theorem 6
Proof of Theorem 6. We first observe that β = n − r 1 n −r · J 1 + J 2 + J 3 + J 4 trace (X ′ ΠαX) ,
where J 1 = trace (F Λ ′ ΠΛΠααg ′ ), J 2 = trace (V ′ ΠΛΠααg ′ ), J 3 = trace (F Λ ′ ΠΛΠαu) and J 4 = trace (V ′ ΠΛΠαu). By Lemmas 7 and 8, we have
Due to the normalization g ′ g/T = I r * and Γ ′ Γ/T = I k * . Lemmas 7 and 8 imply max{ Παα F , ΠΛΛ F } = O P ((n/T ) 1/4 ), since Πααg ′ 2 F = trace (α ′ Πααg ′ g) = T Παα 2 F and similarly ΠΛΛF ′ 2 F = T ΠΛΛ 2 F . For J 2 , we notice that
where (i) follows by a similar argument as in Lemma 6 (with u replaced by V ) and (ii) follows by T ≥ n. Similarly, we can show that J 3 = O P ( √ nT ).
Finally, for J 4 , we notice that The bounds for J 1 , J 2 , J 3 and J 4 as well as (34) implŷ β = n − r 1 n −r · T σ 2 u β (n −r) + O P ( √ nT ) trace (X ′ ΠαX) .
By Lemma 7, we have trace (X ′ ΠαX) = T (n − r 1 )σ 2 u + O P ( √ nT ). Therefore,
The proof is complete.
A.5 Proof of Theorem 7 and Corollary 3
We first prove the following result.
Lemma 10. For j ∈ {1, 2}, let P j denote the Gaussian distribution N (µ j , Σ j ) in R k . Then the Kullback-Leibler divergence is KL(P 2 , P 1 ) := log dP 2 dP 1 dP 2 = 1 2 (µ 1 − µ 2 ) ′ Σ −1 1 (µ 1 − µ 2 ) + trace (Σ −1 1 Σ 2 ) − k + log det Σ 1 det Σ 2 .
Proof. Let X be a random vector with distribution P 2 . We notice that KL(P 2 , P 1 ) = log dP 2 dP 1 dP 2 = E log dP 2 dP 1 (X)
Proof of Theorem 7. Fix a point θ 1 = (M 1 , D 1 , 1, 1, 0) ∈ Θ (1) . Define θ 2 = (M 1 −δD 1 , D 1 , 1, 1, δ) ,
where δ = c(nT ) −1/2 . Clearly, θ 2 ∈ Θ (2) .
We write the data as z = (y ′ , x ′ ) ′ ∈ R 2nT with y = vec (Y ) and x = vec (X). Notice that for j ∈ {1, 2}, z follows N (µ j , Σ j ) under P θ j , where µ 1 = µ 2 = vec (M 1 ) vec (D 1 ) , Σ 1 = I 2nT and Σ 2 = δ 2 + 1 δ δ 1 ⊗ I nT .
Using Lemma 10, we compute the Kullback-Leibler divergence:
Let ψ(X, Y ) = 1{δ / ∈ CI(X, Y )}. Then
where (i) follows by the first Pinsker's inequality (Lemma 2.5 of Tsybakov (2009)). Since E θ 2 ψ(X, Y ) ≤ α, we have that E θ 1 ψ(X, Y ) ≤ α + c. This means P θ 1 ({l(X, Y ) ≤ δ ≤ u(X, Y )}) = 1 − E θ 1 ψ(X, Y ) ≥ 1 − (α + c).
Notice that P θ 1 (l(X, Y ) ≤ 0 ≤ u(X, Y )) ≥ 1 − α.
This proves the first claim. To obtain the second claim, we observe that
where (i) follows by (35). The proof is complete.
Proof of Corollary 3. Define α n,T = 1 − inf θ∈Θ (2) P θ (β ∈ CI(X, Y )). We consider two cases: (1) lim sup n,T α n,T ≥ 1/2 and (2) lim sup n,T α n,T < 1/2. In the first case, the desired result follows since lim inf n,T →∞ inf θ∈Θ (2) P θ (β ∈ CI(X, Y )) = 1 − lim sup n,T →∞ α n,T . Therefore, we only need to consider the case with lim sup n,T α n,T < 1/2.
Since lim sup n,T α n,T < 1/2, we have that for large enough (n, T ), α n,T < 1/2. Thus, we can apply Theorem 7 and obtain that for any c ∈ (0, 4), we have sup θ∈Θ (1) P θ |CI(X, Y )| ≥ c(nT ) −1/2 ≥ 1 − 2α n,T − c.
Fix an arbitrary η ∈ (0, 0.01) and take c = 3.92(1 + 2η)/ 1 + κ 2 2 ∈ (0, 4). It follows that sup θ∈Θ (1) P θ |CI(X, Y )| ≥ 3.92(nT ) −1/2 (1 + κ 2 2 ) −1/2 (1 + 2η)
≥ 1 − 2α n,T − 3.92(1 + κ 2 2 ) −1/2 (1 + 2η).
On the other hand, by assumption, we have that for large (n, T ), sup θ∈Θ (1) P θ |CI(X, Y )| > 3.92(nT ) −1/2 (1 + κ 2 2 ) −1/2 (1 + η) ≤ η.
Combining the above two displays, we obtain that for large (n, T ), 1 − 2α n,T − 3.92(1 + κ 2 2 ) −1/2 (1 + 2η) ≤ η.
Rearranging the terms, we obtain that for large (n, T ), α n,T ≥ 1 2 1 − η − 3.92(1 + κ 2 2 ) −1/2 (1 + 2η) .
Taking the limsup and using the fact that η ∈ (0, 0.01) is arbitrary, we have that lim sup n,T →∞ α n,T ≥ 1 2 − 1.96(1 + κ 2 2 ) −1/2 .
The proof is complete since lim inf n,T →∞ inf θ∈Θ (2) P θ (β ∈ CI(X, Y )) = 1 − lim sup n,T →∞ α n,T .
