We address the problem of sparse signal reconstruction from a few noisy samples. Recently, a Covariance-Assisted Matching Pursuit (CAMP) algorithm has been proposed, improving the sparse coefficient update step of the classic Orthogonal Matching Pursuit (OMP) algorithm. CAMP allows the a-priori mean and covariance of the non-zero coefficients to be considered in the coefficient update step. In this paper, we analyze CAMP, which leads to a new interpretation of the update step as a maximum-a-posteriori (MAP) estimation of the non-zero coefficients at each step. We then propose to leverage this idea, by finding a MAP estimate of the sparse reconstruction problem, in a greedy OMP-like way. Our approach allows the statistical dependencies between sparse coefficients to be modelled, while keeping the practicality of OMP. Experiments show improved performance when reconstructing the signal from a few noisy samples.
INTRODUCTION
Sparse representations have proved to be an efficient tool for the reconstruction of a signal from a few noisy measurements [1] [2] [3] [4] [5] . Many natural signals such as images and audio can be represented in an appropriate dictionary, where most coefficients are zero. The problem of sparse signal reconstruction is that of estimating the sparse coefficients from the available noisy samples. Finding a sparse decomposition is known to be an NP-hard problem [6] , but a variety of algorithms have been proposed in the literature. Matching Pursuit (MP) [7] is a greedy algorithm that iteratively selects an atom from the dictionary, and updates its corresponding coefficient. Orthogonal Matching Pursuit (OMP) [8] improves the coefficient update step, by performing an orthogonal projection onto the support set, ensuring a steepest descent of the residual error.
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One limitation of these algorithms is that they do not make use of the a priori distribution of the coefficients. "Spike-andslabs" prior models have been introduced [9] [10] [11] , but usually assume that the coefficients are independent and identically distributed, so they do not make use of the statistical dependencies between coefficients. Graphical models have been proposed to model theses dependencies [12] [13] [14] . However this approach involves the design of specialised, and often computationally expensive optimization methods. Recently, a Covariance-Assisted Matching Pursuit (CAMP) has been proposed [15] . The author introduced the mean and covariance of the non-zero coefficients into the coefficient update step of OMP, which allows the statistical dependencies between coefficients to be considered. CAMP demonstrates significant improvement on image reconstruction tasks. However, the atom selection step does not take into account the new coefficient update.
CAMP was derived using the Gauss-Markov theorem [16] , which does not need an explicit probabilistic model. In the present paper, we instead provide a Bayesian interpretation of the new coefficient update in [15] . The coefficient update can be interpreted as a maximum-a-posteriori (MAP) estimate of the non-zero coefficients, with a Gaussian prior. We then propose to leverage this interpretation, by solving a MAP estimation to the sparse reconstruction problem. In order to enforce sparsity of the solution, we solve the problem in a greedy OMP-like way. Our proposed algorithm shows significant improvement compared to OMP and CAMP, when reconstructing signals from only a few noisy measurements. This paper is organized as follows: The problem of sparse signal reconstruction from noisy samples is described in Section 2. The OMP and CAMP algorithms are discussed in Section 3. We then analyze CAMP in Section 4, and describe our proposed algorithm in Section 5. The performance evaluation is presented in Section 6, before the conclusion is drawn.
PROBLEM FORMULATION
We consider the case of a signal y ∈ R N , corrupted by addive noise v ∈ R N , and where only a subset I r ⊂ {1, . . . , N } of the N samples is observed, such that the received signal y r is:
where M r ∈ R |I r |×N is a measurement matrix defining the observed samples. We assume that the original signal y can be decomposed on an overcomplete dictionary D ∈ R N ×M as y = Dx, with x sparse. The reconstruction problem can then be formulated as:
where D r M r D is the reduced dictionary, obtained by keeping only the relevant rows from the original dictionary. The constant is the approximation error, here set to be proportional to the noise level. The clean signal can then be reconstructed from the full dictionary D and the estimated coefficientsx as:ŷ = Dx.
3. BASELINE APPROACHES
Orthogonal Matching Pursuit
The OMP algorithm [8] iteratively selects the most correlated atom with the residual vector at step k, and adds it to the support set Ω k . It then performs an orthogonal projection of the signal onto the subspace generated by the sub-dictionary D r Ω k , defined as:
where S k ∈ R k×M is the selection matrix, that extracts the k relevant rows corresponding to the selected atoms. OMP for signal reconstruction is presented in Algorithm 1.
The atom selection step (5) is derived so that the algorithm performs the steepest descent of the residual error after each coefficient update (6) (see e.g. [17] ). Moreover, as a result of the orthogonal projection (6) and the residual update (7), we have after each iteration:
This ensures that at the next iteration, during the selection step
In other words, if an atom has already been previously added to the support Ω k−1 , it will not be selected again. This property of the OMP makes it practical, as the number of selected atoms (i.e. the sparsity level) is equal to the number of iterations. Sparsity of the reconstructed signal is ensured by stopping the algorithm after a few iterations.
In the literature, the selection step (5) is often written aŝ ı = argmax i | d r i , r k−1 |, assuming that the dictionary atoms Algorithm 1 OMP for signal reconstruction
Support set update: Ω k = Ω k−1 ∪ {î} Coefficient update step:
Residual update:
returnŷ = Dx are normalized to unit 2 -norm. In this paper we keep the general formulation (5), so that the discussed algorithm can be used regardless of the measurement M r and the norm of the atoms d r . For convenience, we drop the index r in the remainder of the paper.
Covariance-Assisted Matching Pursuit
The author in [15] recently proposed a novel approach to improve the coefficient update step (6), using a-priori information on the mean and covariance of the non-zero sparse coefficients. The assumption is that the non-zero ("nz") coefficients of the sparse vector x ∈ R M are generated from a random distribution with mean µ nz ∈ R M and covariance Λ nz ∈ R M ×M . As a consequence, at the k-th iteration of the OMP algorithm, the coefficient vector x k ∈ R k corresponding to the k nonzero elements of x has a mean µ k and covariance Λ k , where µ k ∈ R k and Λ k ∈ R k×k are defined as:
In (7), the OMP algorithm usually approximates the coefficients x k , assuming the following model:
The model can be augmented as:
Let us assume that the noise v has zero mean and covariance Σ. Using the Gauss-Markov theorem [16] , the Best Linear Unbiaised Estimator (BLUE) of x k in (12) , is the solution of the weighted least squares problem:
where
. Solving (13) by setting the derivative with respect to u to zero, gives [15] :
The atom selection and residual update are performed in a similar way as in OMP, so that the CAMP algorithm can be summarized by simply replacing the coefficient update step (6) by the new update (14) in Algorithm 1.
ANALYSIS OF CAMP
CAMP provides an easy way to incorporate the mean and covariance of the non-zero coefficients in the update step of OMP. The covariance reflects the statistical dependencies of the non-zero coefficients, but also the expected energy of each atom. Although no explicit probability distribution of the coefficients was mentioned in [15] (the covariance was introduced by invoking the Gauss-Markov theorem), the weighted least squares (13) can be interpreted as a Bayesian linear regression, with a Gaussian prior. To see this, (13) can be expanded as:
We can recognize the maximum-a-posteriori (MAP) [16] estimate of x k , assuming a Gaussian model y ∼ N (D Ω k x k , Σ) (i.e. a Gaussian noise v ∼ N (0, Σ)), and a Gaussian prior on the non-zero coefficients
While the CAMP algorithm improves the coefficient update step of the OMP, it suffers from a few drawbacks:
• The coefficient update step has been modified, but the residual update and selection step are identical to those of the OMP. As a result, the derivations in (8) do not hold anymore. This means that, unlike for the OMP, there is no theoretical guarantee that the same atom cannot be selected twice. In [15] , the atom selection is explicitly restrained to i / ∈ Ω k−1 . However this also means that some residual energy might be lost at each iteration.
• The atom selection step does not take into account the new update step (13) . This means that there is no guarantee that the selected atom will lead to a steepest descent of the residual error, as for the OMP.
In the next section we propose a new formulation of the sparse signal reconstruction problem, inspired by the model in (15) , which allows to capture the statistical dependencies between atoms while keeping the practicality of OMP.
PROPOSED ALGORITHM
We propose to regularize the problem in (2), in a similar way as (15) . Instead of minimizing y − Dx 2 iteratively, we propose instead to solve:
where µ ∈ R M and Λ ∈ R M ×M are the mean and covariance of the full sparse coefficient vector x. This can be seen as adding a multivariate Gaussian prior on the sparse coeffcient x ∼ N (µ, Λ), and solving the MAP-estimation of the coefficients x.
The minimizerx could be found in a closed form, but the solution would not be sparse. Instead, we propose to solve (16) in a greedy OMP-like way. For this, we notice that (16) can be easily reformulated as:
where we introduce Σ −1/2 and Λ −1/2 , the Choleski factorization of Σ −1 and Λ −1 , defined as
Finally, the regularized problem (16) can be formulated as:
. We can now easily derive the OMP algorithm from the augmented model (19). The residual update is now:
where r 
where e i ∈ R M is the column vector that is one at position i and zero elsewhere, such that De i is the i-th atom from the dictionary. Once the atom is selected, the new coefficient update at iteration k is:
Discussions
As the proposed algorithm has been directly derived from the OMP algorithm, it inherits all the properties of the OMP. The proposed selection step (21), along with the new coefficient update (22) and residual update (20), unlike in [15] , ensure that the same atom is not selected twice. The proposed method thus allows to incorporate the covariance and mean of the sparse coefficients, while keeping the practicality of OMP. Note that the major difference between the CAMP and our algorithm, is that the CAMP uses statistics of the non-zero coefficients (µ nz and Λ nz ), while our method uses the statistics of the full vectors (µ and Λ). Assuming a Gaussian distribution on the sparse coefficients might not reflect the actual distribution of the coefficients, but allows one to capture the statistical dependencies between atoms in a simple way.
Also note that the augmented dictionaryD is of size (N + M ) × M , hence the new selection step is of computational cost O((N +M )×M ), compared to O(N ×M ) for the OMP and CAMP. The proposed approach is thus computationally more expensive.
PERFORMANCE EVALUATION
To compare with the CAMP algorithm, we reproduced the inpainting experiment presented in [15] , using the code and test data kindly provided by the author. The test data consists of 150,000 patches taken from 6 images (25,000 patches per image), each patch being of size N = 8 × 8 pixels. In a similar fashion as in [15] , the experiment was realized in an oracle way (the covariance matrix was learned from the same test images), and in an approximate way (the covariance was learned from another image, not in the test set). Each patch was decomposed onto an overcomplete DCT dictionary D ∈ R 16×256 . The performance is shown in Figure 1 . The experiment was realised by adding white noise (Σ = σ 2 I) with σ = 30, and randomly deleting samples, from 10% to 90%. The OMP, CAMP and the proposed algorithm were performed with a stopping criterion of = N × 1.1 × σ, and a maximum number of atoms K max = 32. The proposed algorithm shows improved performance when more than 60% of the pixels are missing, with an improvement of more than 6 dB compared to the baseline OMP, and 4 dB compared to the CAMP when 90% of the pixels are missing. The increased performance can be explained by the data augmentation performed in (19): adding prior information results in an increased robustness when a lot of samples are missing.
CONCLUSION
In this paper, we have analyzed the recent CAMP algorithm, and presented a new greedy sparse reconstruction algorithm. The proposed algorithm provides an MAP solution for the sparse reconstruction problem, in a greedy OMP-like way. Experiments show improved performance over the classic OMP and the CAMP algorithms.
