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We demonstrate that curvature-induced spin-orbit coupling induces a 0- transition in the Josephson
current through a carbon nanotube quantum dot coupled to superconducting leads. In the noninteracting
regime, the transition can be tuned by applying a parallel magnetic field near the critical field where
orbital states become degenerate. Moreover, the interplay between charging and spin-orbit effects in the
Coulomb blockade and cotunneling regimes leads to a rich phase diagram with well-defined (analytical)
boundaries in parameter space. Finally, the 0 phase always prevails in the Kondo regime. Our calculations
are relevant in view of recent experimental advances in transport through ultraclean carbon nanotubes.
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The spectrum of quantum dots (QDs) defined in carbon
nanotubes (NTs) is fourfold degenerate owing to spin and
valley symmetry. Recently, Kuemmeth et al. [1] have
demonstrated that the spin and valley degrees of freedom
are coupled in NTs. This spin-orbit (SO) coupling breaks
the fourfold degeneracy into two Kramers doublets (time-
reversed electron pairs). From a different perspective, NTs
are interesting because they can support supercurrents
when coupled to superconductors [2–5]. These supercur-
rents mainly result from resonant transmission through
discrete states confined to the QD, the so-called Andreev
bound states (ABS) corresponding to entangled time-
reversed electron-hole Kramers pairs [6]. As both phe-
nomena, SO and ABS, are related to time-reversed
Kramers pairs, it is thus interesting to raise the following
question: How are the ABS, and therefore the Josephson
effect, affected by SO coupling in NTs? Here we address
this question. Using various theoretical approaches we
analyze this problem in all relevant transport regimes and
demonstrate that the SO coupling is able to reverse the
supercurrent, namely, to induce a 0 to  transition, even in
the noninteracting regime.
The valley isospin ( ¼ ) originates from the two
equivalent dispersion cones (K andK0) in graphene, arising
from time-inversion symmetry. When graphene is wrapped
into a cylinder to create a NT, the valley degeneracy leads
to two degenerate clockwise and counterclockwise elec-
tron orbits which encircle the NT. This degeneracy, to-
gether with spin ( ¼"; # ), manifests in a fourfold shell
structure in the Coulomb blockade regime [7,8], as well as
in a SU(4) Kondo effect in the strongly correlated regime
[9,10]. Furthermore, magnetic moments associated with
these orbital persistent currents are remarkably large
[11], which allows one to perform detailed transport spec-
troscopy when an external magnetic field Bk is applied
parallel to the NT axis [9,11,12]. The orbital motion of
electrons also couples to a curvature-induced radial electric
field. This creates an effective axial magnetic field BSO
which polarizes the spins along the NT axis and favors
parallel alignment of the spin and orbital magnetic mo-
menta ðK; "Þ and ðK0; #Þ or antiparallel ðK; #Þ and ðK0; "Þ
depending on the sign of the SO coupling. As a result,
the fourfold degeneracy breaks into two Kramers doublets



























FIG. 1 (color online). Carbon nanotube coupled to supercon-
ducting leads. (a) Schematics of the system. In the QD region,
discrete Andreev levels form inside the BCS gap. The figure also
show the K and K0 orbits encircling the NT. (b) Energy spectrum
of a NT QD for realistic experimental parameters [16]. All
energies are given in units of the BCS gap  ¼ 0:25 meV,
such that SO=  1:66, and referred to EF which we take as
the energy at which ðK; "Þ and ðK0; "Þ cross at Bc  0:52 T
(dashed vertical line). (c) Andreev bound states corresponding
to the spectrum in (b). Black and gray (orange) lines correspond
to ABS calculated from the lowest and highest Kramers doublet
(each contributes with two—solid and dashed lines—ABS).
(d) Critical current (units 2e=@) versus gate voltage Vg. The
two peaks correspond to resonant Cooper pair tunneling through
SO-split Kramers pairs.
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[13]. Recent experiments [14] have shown this SO effect
also appears in disordered NTs in the multielectron
regime.
The system we have in mind is shown in Fig. 1(a). AQD
NT with SO coupling is connected to superconducting
leads with a BCS density of states and superconducting
phase difference . Owing to the superconducting pairing,
electrons in the NTwith energies below the superconduct-
ing gap () are reflected as their time-reversed particle, a
hole with opposite spin and momentum. This process,
known as Andreev reflection, leads to discrete states inside
the gap, namely, the ABS corresponding to entangled
time-reversed electron-hole Kramers pairs. We model
this system by an Anderson Hamiltonian with s-wave
superconducting reservoirs and with QD levels "; ob-
tained from a full NT model including quantization in the
longitudinal and perpendicular direction (due to QD con-
finement [15] and the finite diameter of the NT) and the SO
coupling. The levels can be approximated as "; ¼ "0 þ
SO þ Z þ orb, with Z ¼ sBk and orb ¼
orbBk (s and orb are the spin and orbital magnetic
momenta [11]). The gate voltage Vg is included as a level
shift in the QD spectrum (quantized level "0). An example
of the spectrum is shown in Fig. 1(b). Interaction effects
are included by using a standard Coulomb blockade model
with charging energy U. Green’s functions in Nambu
representation are used to obtain the ABS and the two
contributions to the Josephson current IJ ¼ IdisJ þ IconJ of
this model (full details are given in the Supplemental
Materials [16]). The discrete part IdisJ is due to Cooper





@ , with fðEÞ the Fermi-Dirac
function, namely, the derivative with respect to the phase
of the occupiedABS. In the noninteracting caseU ¼ 0, the



















where  is the tunneling rate. The notation E1ð2Þ indicates
whether the Kramers doublet which contributes to the ABS
is the ground (excited) state at Bk ¼ 0 [Fig. 1(b)].
Importantly, each Kramers doublet gives two solutions in
Eq. (1), so in general we obtain four ABS. The two outer
(inner) solutions correspond to E1ð2Þ [Fig. 1(c)]. The con-
tinuous part IconJ is due to particle-hole excitations for
energies larger than .
The results for the Josephson current are shown in
Figs. 2(a) and 2(b), where a 0- transition occurs for
Bk * Bc, where Bc is the field at which ðK; "Þ and ðK0; "Þ
cross, namely, 2orbBc ¼ SO [17]. The transition can be
understood by studying the ABS spectrum as a function of
 for different Bk [Fig. 2(c)]. WhenBk * Bc, the two inner
ABS cross at EF ¼ 0. Owing to this, the occupied ABS for
Bk * Bc belong to the same Kramers doublet [the one
formed by ðK; "Þ and ðK0; #Þ, which are, of course, no longer
degenerate]. Importantly, they carry supercurrents of oppo-
site sign which leads to a negligible Idis. The main contri-
bution is thus given by the continuum part. This continuum
current can be understood as resulting from the breakdown
of left and right symmetry between moving quasiparticles
owing to the superconducting phase (the physical mecha-
nism for these finite currents being analogous to persistent
currents flowing in normal metal rings in the presence of a
magnetic flux). Remarkably, this continuum current tends
to flow opposite to the one carried by ABS, which results in
 behavior [18]. It is important to note that the Josephson
current may have extra magnetic-field dependences due to
pair breaking in the superconducting leads (not included
here). Nevertheless, it can be shown [19] that for = 1,
which is the relevant case for our calculations, the ABS
spectrum is little affected by pair breaking. In the opposite
limit = 1, the ABS are strongly reduced and the
Josephson current is mainly given by the continuum part.
Thus, we expect that the 0- transition discussed here is
robust against pair-breaking mechanisms.
In Fig. 2(d), we plot the ABS as a function of gate
voltage and different Bk. At Bk ¼ 0, the SO-split ABS
show a diamondlike shape. As Bk increases, the diamond
closes, and, ultimately, the two inner ABS become degen-
erate when Bk ¼ Bc. When Bk * Bc, the ABS cross at EF.
After the crossing, the occupied ABS belong to the same
Kramers doublet for a large range of jVgj<  resulting in
a  transition which is robust as the gate voltage is varied
[Figs. 2(e) and 2(f)]. Interestingly, one can draw an anal-
ogy between SO-split Kramers pairs in our problem and
spin-split ABS in standard QDs [20,21] with the role of
Coulomb blockade (responsible for a finite exchange
between spins in standard QDs) being played here by SO
(effective exchange between Kramers doublets). Note that,
without SO, the QD levels are degenerate only at Bk ¼ 0.
In this case, the system is unpolarized in both spin and
valley sectors and always remains in the 0 phase [22].
Thus, the main condition to observe the  state is to
have a value of SO such that one has well-defined polar-
ization between Kramers pairs. Assuming that disorder is
much smaller than SO effects, this implies SO  , in
order to have well resolved SO levels.
We include the effect of Coulomb blockade, U  0, by
first considering the large gap limit, i.e.,! 1, where the
problem can be mapped onto an effective low-energy
model with a superconducting pair potential due to the
proximity effect D ¼  cosð=2Þ. Direct diagonalization
produces results for the ground state energy EGSðÞ and
trivially IJ ¼ IdisJ . The total spin S and the valley isospin T




are no good quantum numbers. Instead,H D has a block diagonal form using the total projections (Sz, Tz) as a basis. For
 ¼ , we find the analytical solution
EGSð ¼ Þ ¼
8>>>>>><
>>>>>>:
Vg  12 SO for U >Vg þ 12 SO; ðSz; TzÞ ¼ ð1=2;1=2Þ
2Vg SO þU for  12Vg  14 SO <U<Vg þ 12 SO; ðSz; TzÞ ¼ ð0; 0Þ; ð1; 0Þ; ð0; 1Þ
Vg  12 SO þ 3U for  13Vg  16 SO <U< 12Vg  14 SO; ðSz; TzÞ ¼ ð1=2;1=2Þ
4Vg þ 6U for U < 13Vg  16 SO; ðSz; TzÞ ¼ ð0; 0Þ:
(2)
The ground state for arbitrary  has to be calculated numerically [Fig. 3(a) shows the phase diagram for  ¼ 0].
Nevertheless, it can be shown [by comparing with the approximate boundaries obtained by perturbation


















































































FIG. 2 (color online). SO-mediated supercurrent reversal. (a) Total (top), discrete (middle), and continuous (bottom) Josephson
current (units 2e=@) as a function of phase and different Bk (in Tesla) for  ¼ 0:1. At the highest magnetic field the system has
-junction behavior. (b) The same as (a) near the 0- transition at Bk ¼ Bc ¼ 0:52 T. (c) ABS vs  for different Bk. When Bk * Bc,
the two inner ABS cross at EF ¼ 0 resulting in  behavior. (d) ABS versus Vg for different Bk ¼ 0, 0.5, 0.52, and 0.6 T, from left to
right. At Bk ¼ Bc the two inner ABS are degenerate for all jVgj<. The  transition is robust as Vg is varied (direction of the arrow)
either above (e) or below (f) Vg ¼ 0.




ðSz; TzÞ ¼ ð1=2;1=2Þ. For large U, the ground state is
always ðSz; TzÞ ¼ ð1=2;1=2Þ with energy EGSðÞ ¼
2Vg 1=2½
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
42cos2ð=2Þ þ ðSOþ 2Vgþ 3UÞ2
q
þ 3U.
Whilewe cannot identify this statewith a phase, it is likely
that the inclusion of quantum fluctuations, by considering a
finite gap, will stabilize the system towards this phase.
Indeed, cotunneling corrections (for  ) present 
phases. This can be shown by employing second-order
perturbation theory in  [16,23]. In this limit, we find a
supercurrent IJ ¼ Ic sinðÞ such that the overall sign of Ic
governs the 0 or character. In particular, the 0- transition
takes place at gate voltages corresponding to the resonant
condition Vg  SO=2 ¼ EF ¼ 0, with a phase for Vg <
SO=2, such that the transition can be tuned by Vg.
Numerical results are shown in Fig. 3(b).
Beyond cotunneling, higher order tunneling events lead
to Kondo physics. Here, we consider the large-U limit
where simultaneous fluctuations in the spin and orbital
quantum numbers lead to a highly symmetric SU(4)
Kondo effect (for a Kondo temperature TK;SUð4Þ  Þ.









with ¼ SO2TK;SUð4Þ .WhenTK;SUð4Þ  SO, only the lower dot
level participates in producing an SU(2) Kondo state.
In the limit TK;SUð2Þ  , the ABS are simply E1 ¼
cosð=2Þ, namely, the ABS of a single contact with
unitary transmission. The corresponding supercurrent is
IdisJ ¼ e@ sinð=2Þ, with jj< [24]. Figure 3(c) summa-
rizes these results. For both symmetries, the Josephson
current always exhibits a 0-junction behavior, but the
magnitude strongly depends on SO, as shown in
Fig. 3(d). For SO ¼ 0, we recover the results of Ref. [25].
Our predictions are relevant in view of recent experi-
mental advances in transport through ultraclean NTs with
SO coupling [1]. Furthermore, most of the physics dis-
cussed here is inherent to the rich behavior that ABS show
in the presence of SO coupling. We therefore expect that
tunneling spectroscopy of individual ABS, like in the
experiments of Ref. [21], may also reveal the effects de-
scribed here. Microwave spectroscopy of excited ABS [26]
is one further experimental example where our findings
may be tested.
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FIG. 3 (color online). Including charging effects at Bk ¼ 0.
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ðSz; TzÞ ¼ ð1=2;1=2Þ, light gray (green). (b) Critical current
versus gate voltage in the cotunneling limit. The critical current
undergoes a 0- transition when Vg  SO=2 ¼ 0. (c) Discrete
Josephson current (in units of e
@
) versus  in the Kondo limit.
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