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 This dissertation contains a number of projects involving the experimental and 
theoretical investigation of energy transfer within nanostructured systems. Chapter 1 begins 
with an overview of   pump-probe spectroscopy - the primary tool used for these 
investigations. We then look at the two classes of materials considered in the later chapters: 
dye sensitized solar cells and plasmonic nanoparticles. This covers the motivation for 
examining these systems and their photophysics. 
 Chapters 2 and 3 focus on exploring squaraine-based dye sensitized solar cells. The 
former deals with how the anchor and bridge groups within these molecules affect the energy 
loss and transfer processes which determine cell efficiency. We see how dye structure relates 
to aggregation and how this hinders effective charge transfer. The latter considers sensitizers 
which include an additional porphyrin chromophore. Although this improves the amount of 
light absorbed, it also changes the charge transfer kinetics. 
 Chapters 4 and 5 explore plasmonic nanoparticle systems which could be used as 
optical sensors. Chapter 4 looks at the mechanical properties of gold and silver nanorods and 
how it relates to the crystalline structure and temperature. Chapter 5 is a theoretical 
investigation of how gold and silver nanocubes couple to each other – a pump-probe 
experiment is proposed to further study the interaction. 
 Chapter 6 looks at hybrid metal oxide-gold nanoparticles for use in catalysis. The 
chapter focuses on the synthetic control of nanoparticle shape. It describes the future work of 









1.1 The Role of Time in Science 
Good science requires accurate measurements. For many disciplines, accurate 
measurements require precise determination of time intervals. Thus, much scientific progress 
relied upon inventions which more accurately measured time. Galileo’s work on acceleration 
due to gravity in the 17th century required measuring how fast wheels rolled down a ramp – a 
hard task without good clocks.4 In the late 18th century Harrison invented an accurate 
mechanical clock that worked at sea thus allowing explorers and cartographers to accurately 
determine their longitude and make good maps – a problem which had bedeviled long distance 
naval navigation.5 In the 19th century high speed filming allowed people to finally answer such 
simple questions as ‘How do horses run?’.6 In all these cases superior time keeping led to more 
knowledge. The temporal control of events became even stronger in the 20th century as the 
invention of complex electronic circuits and, in time, lasers led to femtosecond and even 
attosecond measurements.   
Chemists first foray into time sensitive measurements focused on why some reactions 
happened faster than others and why concentration had an effect on reaction rate.7 To monitor 
reaction rate the concentration of the reactants or products had to be followed accurately over 
time. When some of the species are colored, this permits the use of colorimetry – the 
determination of concentration from the color of solution. When Beer’s Law applies, the 
simple linear relationship between intensity of color and concentration makes for an easy and 
noninvasive determination of concentration over time. This has been used to measure the 
kinetics of everything from retinal photoreceptors8 to the action of enzymes9. 
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In a typical experimental procedure familiar to the thousands of students taking 
general chemistry each year, a reaction is initiated by mixing to reactants together.10 This 
mixture is sampled – every 5 minutes, say – and an absorbance spectrum is measured. If only 
a single species absorbs at a particular wavelength, the absorbance at that wavelength becomes 
a proxy for concentration of that species. 
Though powerful, this technique is limited by its time resolution. It can only measure 
processes which are significantly slower than the speed at which it can record absorption 
spectra. Although many interesting chemical transformations occur above the microsecond 
timescale accessible to traditional colorimetry and flash photolysis, there is a huge world of 
ultrafast chemistry which does not. Consider the typical speeds of fundamental chemical 
processes: dissociation (200 fs)11, molecular vibration (100 fs), proton transfer (250 fs)12, and 
isomerization (200 fs)13. The invention of the laser in the 1950s provided a new tool which 
revolutionized kinetics measurements.14 Lasers are an ideal tool for these measurements 
because they provide short pulses of monochromatic, coherent light. This allows chemists to 
selectively excite certain molecules and follow their behavior. 
The particular focus of this work is the technique of transient absorption spectroscopy. 
With laser spectroscopic techniques, the achievable time resolution is limited by the duration 
of and the time separation between sequential pulses. In a typical experiment, a beam of short 
(<100 fs) pulses is generated. This beam is divided with one portion directed to the sample as 
the “pump”. The energy of this beam disturbs the equilibrium of the system and initiates the 
chemical processes of interest. The other piece of the original beam is sent through a delay 
line before reaching the sample. The delay line is a set of mirrors mounted on a motorized 
track which reflects the beam back along its original path. Every micron the mirrors move 
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increases the travel time of the beam by about 7 fs. This lets the operator control the time 
between the arrival of the pump and probe beams. 
As the probe beam passes through the sample, some of it will be absorbed. After 
passing through, the probe beam is collected by a fiber cable and passed on to a diode detector 
which measures intensity. The value typically reported is transient absorption (∆A) which is 
found by comparing the intensities of the transmitted probe light for the pumped vs the 
unpumped system. Repeating this process for many different delay times permits the mapping 
out of how the absorption of the system changes over time. 
This thesis will cover a series of projects in which kinetics experiments, especially 
transient absorption, were applied to study energy flow in nanostructured systems. By 
understanding how quickly energy moves around, and what it does once it has moved, we can 
better understand efficiency losses in photovoltaic materials, mechanical properties of 
nanoparticles, electromagnetic coupling between nanoparticles, and photocatalysis by 
nanoparticles. 
 
1.2 Transient Absorption 
Transient absorption has been used to study numerous processes including the 
solvation of electrons15, dissociation of molecules16-17, vibrational and rotational energy 
redistribution in molecules, energy transfer in photosynthesis,18 and electron energy 
redistribution in metals16. These measurements rely upon the wavelength and time control 
which lasers provide. Figure 1-1 shows a diagram for a typical transient absorption apparatus. 
 The critical component of all lasers is the gain medium. Typically, a material that 
absorbs light will become saturated (unable to absorb more light) after it is 50% excited. To 
illustrate this, consider a group of atoms which each have a ground state (S0) and one excited 
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state S1). There is some probability that a particular ground state atom will absorb a photon 
and become excited. This is exactly equal to the probability that a particular excited state atom 
will emit an additional photon after interacting with a photon in the process of stimulated 
emission. Accordingly, under intense light, the collection of atoms will reach a 50-50 mixture 
of ground and excited states. A gain material can reach population inversion in which there 
are more atoms in the excited state than the ground state. For many lasers (including the 
original ruby laser), this can occur because there is a second, higher energy excited state (S2). 
This state quickly relaxes to the long-lived lower energy excited state. The gain material is 
pumped with high energy photons reaching S2 states but not triggering stimulated emission 
from S1 because the photons are the wrong wavelength. When photons of the proper 
wavelength to trigger stimulated emission from S1 pass through the material, they will be 
amplified because more new photons will be emitted than absorbed. 
 Capping two ends of the gain medium with mirrors produces an optical cavity. 
Photons will bounce between the two ends and continue to be amplified if the medium is in 
population inversion. If one of the mirrors is slightly transparent some of the photons will 
escape and the light can be used for experiments. Additionally, the length of the cavity controls 
which wavelength of light will propagate and be amplified. The cavity will create constructive 
interference only for wavelengths which are an integer fraction of the cavity length. 
The basis of transient absorption spectroscopy is a laser which can generate ultrafast 
pulses. In Figure 1-1 this role is served by a Ti:sapphire laser. These lasers utilize Al2O3 doped 
with titanium (III) as the gain medium and generate light around 800 nm.18 The titanium ions 
are optically active and will absorb 500 nm light (often provided by a neodymium yttrium 
aluminum garnet laser).16 In its excited state, the Ti3+ ion couples to a vibrational mode of the 
surrounding lattice (a phonon) and its electronic energy is thus reduced.17 Since there are a 
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wide variety of phonon modes with different energies, many different emission wavelengths 
are possible. Control of the emission wavelength is provided by the size of the laser cavity. 
Different sized cavities will be resonant with different wavelengths. This allows for a wide 
degree of tunability in the output wavelength. By varying the cavity length, the amplified 
wavelength will vary. 
As described, the laser will operate in continuous wave (CW) mode. To induce the 
creation of ultrashort laser pulses, passive mode locking is employed.18 For passive mode 
locking a saturatable absorber is included in the cavity. Absorption of photons decreases 
depletes the number of ground state ions available to absorb light and so the absorption of 
the saturatable absorber will decrease. A CW beam has constant low power and so will be 
consistently damped by the saturatable absorber. A short pulse delivers all its energy in a brief 
period of time which saturates the absorber and so much of the pulse is reflected rather than 
absorbed. Thus, the cavity will suppress CW beams but amplify pulses. The initial pulses are 
produced by rapid fluctuation of the cavity length inducing power fluctuations which are 
amplified and shaped into pulses. In our particular system we have an additional cavity for 
pulse amplification. The input pulse is first stretched in time to decrease peak intensity. This 
passes through another gain medium which is pumped by a secondary laser increasing the 









The output beam is split into pump and probe components. Wavelength control of 
the pump beam is provided by an optical parametric amplifier. This uses nonlinear mixing 
effects to convert the input 800 nm beam into a beam of between 350 and 1500 nm. The 
probe beam is passed through a sapphire which produces white light through a process known 
as supercontinuum generation. This process creates undesirable dispersion within the beam in 
which the front of part of the pulse contains different frequencies than the end of the pulse.16 
This so-called chirp causes red light to reach the sample faster than the blue – perhaps by a 
few hundred femtoseconds. This may be corrected for experimentally, with additional optics17 
or software.  
Figure 1-1. Diagram of a typical transient absorption apparatus. 
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1.3 Solar Research 
The global population is expected to reach almost 10 billion by 2050.18 More people 
means more energy consumption. This is especially true as the increasingly wealthy 
populations of the developing nations use more energy per capita. The Energy Information 
Agency predicts that by 2040 the total energy consumption of the world will increase by 50%.16 
Although much of this is predicted to come from renewables, oil and natural gas consumption 
will increase by around 60%. If current trends continue, the increase in CO2 emissions will 
have a number of potentially catastrophic changes on the environment including a decrease in 
ocean pH from 8.13 to 7.82 by 2100; an increase in sea levels by about 0.2 meters due to ice 
melt and thermal expansion; and a total temperature increase of about 2 oC by 2050.19 These 
changes could be mitigated by the use of cheap carbon neutral energy generation. 
In an attempt to stabilize the concentration of greenhouse gases, countries have been 
meeting for 21 years and developed the United Nations Framework on Climate Change 
(UNFCCC). Their current aim is to develop a legally binding treaty that major countries would 
sign to keep global warming below 2 oC. The US, china, Japan, and the EU have pledged to 
decrease greenhouse gas emissions by up to 40% by 2030. This would require building fewer 
coal power plants (or coal plants which feature carbon capture). Energy demands would be 
met by building more nuclear, wind, or solar requiring a tripling of their output by 2030.20 
These goals would be substantially easier to meet if there were a technology which 
produced carbon free energy at a cost competitive with fossil fuels. Solar has the potential to 
fill this role because the operational costs of solar facilities are essentially null. With over 
600 TW of practically capturable solar power globally, there is more than enough available for 
human consumption (currently 12.6 TW).21-22 Unfortunately solar cells suffer from a high cost 
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of production, frequently use environmentally dangerous maerials23, and produce significant 
amounts of greenhouse gases in their production24-25. 
Factoring into the overall cost equation of photovoltaics is the total power conversion 
efficiency (PCE). This figure accounts for the fraction of incident solar energy (Pin) converted 
into electrical energy (Pout). 




The original widely deployed photovoltaic system was the silicon diode device which 
achieves, at best, just shy of 25% PCE.26 The second generation of solar cells included gallium 
arsenide cells which have achieved an efficiency of closer to 29%.27 which is close to the 33.1% 
theoretical maximum for these types of single-junction cells.29 Research since then has 
diverged in two directions. The first aims to achieve higher efficiencies by exploring multi-
junction devices made of materials like InGaP, InGaAs, and InGaN. These materials have 
efficiencies as high as 40% without a light concentrator.30 This unfortunately comes at a 
significant cost for materials and production.31 
The other research direction aims to produce photovoltaics with efficiencies similar to 
silicon but with much lower production costs. These fall into three main categories. Organic 
photovoltaics utilize easily processable conductive polymers.32 Dye sensitized solar cells 
(DSSCs) make use of organic dyes, cheap TiO2, and low processing temperatures.
33. An 
outgrowth of DSSCs, organic lead halide perovskites, have recently achieved 20% efficiency 
and seem poised to keep improving.34  
1.3.1 Dye Sensitized Solar Cells 
Dye sensitized solar cells (DSSCs) were introduced in 1991 by O’Regan and co-
workers.32 This technology grew out of interest in photoelectrochemical water splitting – 
originally pioneered by Honda et al.35 The major shift was to capture solar energy as an electrical 
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current rather than producing a chemical transformation.34, 36 A schematic of the most 
common variety of DSSC is shown in Figure 1-2. The technology relies upon dye molecules 
bound to the surface of a semiconductor (typically TiO2) deposited upon a conducting 
transparent oxide like fluorine doped tin oxide (FTO). The circuit is completed by a redox 
active electrolyte (commonly a mixture of I- and I-3) in contact with a cathode material like 
platinum on FTO. 
 
 
Figure 1-2. Schematic of a dye sensitized solar cell. In a typical device a dye is adsorbed on 
titania nanoparticles which are attached to a transparent but conductive FTO substrate. The 
cathode is made of a thin layer of platinum on FTO. The cell is filled with an iodide/triiodide 




In standard operation the device is illuminated by light which is absorbed by the dye 
molecules. If the excited state of the dye lies above the conduction band of the TiO2, it can 
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inject an electron into the semiconductor. The electron will slowly migrate towards the FTO 
and then into the external circuit. Meanwhile, the dye cation will be regenerated by the 
electrolyte via reduction and the electrolyte is in turn reduced by electrons from the external 
circuit at the cathode. 
 
 
Figure 1-3. Energy level diagram of a dye sensitized solar cell. Beneficial processes are shown 
in blue: 1) absorption of light by the dye, 2) injection of the electron into the TiO2, 3) 
collection of the electron by the external circuit, 4) reduction of the electrolyte by the 
cathode, and 5) regeneration of the dye cation by the electrolyte. Detrimental processes are 
shown in red: 6) relaxation of the dye excited state, 7) recombination of electron and dye 
cation, and 8) scavenging of the injected electrons by the electrolyte. Although the energy 
levels of the dye are shown as HOMO and LUMO, this is a common simplification. It 




Much can go wrong during the harvesting of electrons. First, the excited dye molecule 
can simply relax before injection occurs. This may be caused by fluorescence or radiationless 
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relaxation. After injection the electron may remain electrostatically bound to the dye cation 
and they may simply recombine.37 Even escaping this fate, the electron takes many 
milliseconds to reach the FTO.38 During this time the electron could be scavenged by the 
electrolyte, reducing current.39-41 An energy level schematic of these processes is given in Figure 
1-3. 
1.3.1.1 Cell Efficiency 
These microscopic processes have a tremendous effect on the overall operation of the 
cell. Several key macroscopic values are needed to describe the performance of a photovoltaic 
cell. Open-circuit photovoltage (Voc) is the voltage that the cell will produce under standard 
illumination but with no current drawn. Short-circuit photocurrent (Jsc) is the current density 
the cell will produce under illumination when the external load has no resistance. The current 
density is simply the current the cell produces divided by its area. This allows for a direct 
comparison between cells that are different sizes. Fill factor (FF) describes the ideality of the 
diode behavior. A device with a FF of 100% would produce the max Jsc right up until a bias 
of -Voc was applied at which point it would give no current. In actuality, all devices will show 
a drop off in current as the applied bias is increased. These may be related to the PCE of the 
cell: 




All these values must be determined under standard illumination conditions. The most 
commonly applied are those of solar irradiance at noon in the Northern Hemisphere. Since 
the atmosphere absorbs light, the path length of the light through the atmosphere matters. A 
standard of 1.5 times the shortest possible path (termed air mass AM 1.5) is used. The fill 




 𝐹𝐹 =  
𝐽𝑚𝑎𝑥  × 𝑉𝑚𝑎𝑥
𝐽𝑠𝑐 × 𝑉𝑜𝑐
 (3) 
Experimentally, these values are all determined by applying a varying voltage to the 
cell and measuring the resultant current. This produces a so-called IV-curve (showing a 
current/voltage relationship) as seen in Figure 1-4. The power at each voltage is found by 
multiplying the voltage by the corresponding current. There will be some peak value which is 
the maximum power extractable from the device. The voltage and current density for this 
power are Jmax and Vmax. The fill factor can be reduced by a variety of factors but losses from 




Figure 1-4. Exampled current voltage relationship for a photovoltaic device. The power curve 
is found by multiplying the voltage by the current density. 
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The Voc of a device is fundamentally limited by the difference in energy between the 
redox couple potential and the Fermi level (Ef) of the TiO2 (Figure 1-5). The Fermi level will 
be reduced by lowered electron density within the TiO2 such as would occur under low light 
conditions or due to scavenging of injected electrons by the electrolyte. The potential of the 
redox couple is dependent upon the specific species used. Although iodide/triiodide is most 
common, moving to cobalt based systems can add up to 0.3 V to the Voc.
42-43 
The short circuit photocurrent is really a measure of total quantum efficiency. Each 
photon impinging on the cell has the potential to create, at most, one electron of current. This 
is reduced when the dye molecules absorbance is too low to absorb certain regions of the 
spectrum. This may be because the difference in energy between ground and excited states is 
greater than the photon energy or there is too little dye loading. Even after absorption, any of 
the detrimental processes in Figure 1-3 could cause the electron to be captured. Joining these 
Figure 1-5. Energy levels in dye sensitized solar cells. The maximum wavelength absorbable 
is set by the difference between the reduction potential of the ground state dye (D+/D) and 
the excited state (D+/D*). The open circuit photovoltage is set by the difference between the 





problems are some inherent engineering issues including reflection of photons off the glass, 
absorption of light by the electrolyte, and scattering of light by the TiO2.
45 
The summation of all these losses is neatly folded into the incident photon to current 
efficiency (IPCE) value. IPCE is a measure of how many photons at each wavelength are 
converted into electrons. Experimentally, it is measured by illuminating the cell with constant 
white light and adding a small amount fluctuating light of a specific wavelength. The variable 
AC component of the current is solely attributable to photons from the added colored light. 
Although it is possible to measure IPCE without the white light illumination, cells behave very 
differently when the amount of illumination is changed so this tends to give inaccurate values. 
Figure 1-6  shows some example data. It illustrates typical trends in IPCE. The IPCE will be 
near 80% where the dye absorbs light most strongly (about 570 nm in this example). It will 
fall off to zero at higher wavelengths where the dye absorption edge exceeds the photon 
energy. Although many cells absorb in excess of 90% of photons in certain windows, the IPCE 
does not reach this value because of the aforementioned loss pathways.37, 47 An ideal cell would 
have an IPCE of 100% from the UV through 940 nm and would give a PCE of 20% with a 







Overall, the limits of efficiency in DSSCs comes down to the rates of the electron 
transfer processes of Figure 1-3. The rates of these processes span more than nine orders of 
magnitude from injection occurring at the picosecond scale to electron migration at the 
millisecond.49 This range raises a challenge to any scientist seeking to understand the inner 
workings of DSSCs in an attempt to improve efficiency. The three processes which physical 
chemists have focused on measuring are, recombination, electron diffusion, and electron 
injection. 
Figure 1-6. Example IPCE data. The IPCE falls off at longer wavelengths when the photon 
energies are less than the minimum needed to excite the dye. 
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A good basis for understanding the kinetics of electron transfer is provided by Marcus 
theory.51-52 In general, it provides a way to relate the change in energy as the electron is 
transferred to the rate of the reaction. Its results are especially applicable to electron transfer 
in DSSCs because the reactions typically involve little structural rearrangement. In this model 
the starting and ending systems are depicted as parabolas (Figure 1-7). The reaction coordinate 
describes how far the reaction has progressed and contains the structural rearrangement of 
the reactants and the surrounding solvent. To transfer from reactant 1 to reactant 2, the 
electron must hop from one parabola to the next. The is accomplished by tunneling through 
the energy barrier between the two. The size of this barrier (ΔG‡) depends on the overall free 
energy favorability of the reaction (ΔGo) and the similarity of the starting and ending states 
(λ). In general, we see that the size of the barrier will decrease and the rate (k) will increase if 




  (4) 
 𝑘 = 𝐴 𝑒Δ𝐺
‡ 𝑅𝑇⁄  (5) 
Where A is a reactant specific constant, R is the universal gas constant, and T is the 
temperature. One interesting result of Marcus theory is that as ΔGo becomes larger, the rate 





Figure 1-7. Depiction of the model of Marcus theory. 
 
1.3.1.2.1 Recombination with the Dye Cations 
After a dye molecule injects an electron into TiO2, the electron and dye cation will 
remain temporarily electrostatically bound. If this exciton is long lived it will have ample 
opportunity for recombination. Early on it was recognized that the addition of lithium to the 
electrolyte will boost efficiency by upwards of 10%.53-54 It was eventually determined that the 
Li+ acts as a charge screen which reduces the exciton binding energy and facilitates rapid transit 
of the injected electrons away from the interface. 
1.3.1.2.2 Electron diffusion 
After the electron manages to escape the coulombic pull of the dye cation, it must still 
make its way to the external circuit. In a typical DSSC this will involve hopping through a ~10 
µm layer of sintered TiO2 nanoparticles. This process occurs via diffusion and not under the 
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influence of a substantial electric field (as is the case in Si diode photovoltaics). The amount 
of time required for electron transport is between 1 ms and 20 ms.55 This process essentially 
involves hopping from one TiO2 nanoparticle to the next. The TiO2 nanoparticles have 
numerous trap sites which will slow transport as well.58 Some groups have tried to speed the 
transport process by using more ordered TiO2 morphologies like nanotubes
59 and nanowires.61 
This has the intended effect but also reduces the available surface area for dye adsorption 
hindering efficient photon capture.62 
During transport, the electrons may react with the electrolyte in a process called either 
scavenging or recombination. The rate of recombination can be slowed by the introduction 
of surface protecting groups onto the TiO2. Guanidinium reduced recombination with the 
electrolyte by 20 fold.63 Recombination may also be retarded by treatment of the TiO2 film 
with TiCl4. This passivates surface defect sites by depositing a thin layer of new TiO2.
64-65 The 
electrolyte also influences the rate of recombination. The iodide/triiodide couple has 
surprisingly slow kinetics because it is second order with respect to the I- concentration.63 
Ferrocene66 and cobalt are both much faster at dye reduction and electron recombination than 
iodide. Finally, the dye itself can act as an insulating layer.69 Bulky side chain groups can restrict 
electrolyte access to the surface and impede recombination.70 
Electrochemical methods are most commonly used to study recombination and 
transport kinetics. Intensity-modulated photocurrent spectroscopy (IMPS)69, intensity-
modulated photovoltage spectroscopy (IMVS)70, and electrochemical impedance spectroscopy 
(EIS)69 are a family of related techniques. IMPS and IMVS involve measuring changes in 
current or voltage, respectively, in a cell in response to fluctuations in the intensity of the 
illuminating light. For EIS, a fluctuating voltage is applied to the cell under illumination and 
the resultant current is recorded. 
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Analyzing EIS results requires modeling the cell with an equivalent electrical circuit 
composed of resistors and capacitors representing different transport and electrochemical 
processes.69, 71-72 These components have impedances (resistances which change with 
frequency of the applied voltage) which describe how much they oppose an applied voltage. 
A larger impedance, Z, restricts current more. A resistor-like chemical process has an 
impedance which is constant with voltage frequency (e.g. a metal dissolving into an 
electrolyte). A capacitor-like chemical process has an impedance which varies with the 
frequency of the applied voltage (e.g. ions diffusing through a liquid). The impedance values 
can be experimentally determined from EIS and can then be equated to their fundamental 
physical properties like diffusion coefficient. For instance, diffusion of electrons through TiO2 













Where ω is the voltage frequency, τd is the characteristic transport lifetime, R is the 
universal gas constant, T is temperature, F is the Faraday constant, C0 is the concentration of 
electrons, A is the area, D is the diffusion coefficient of electrons in TiO2, and d is the thickness 
of the layer. If the experimental impedance as a function of ω is measured, the values of the 
unknowns (D and C0) can be solved for. 
The entire process of electron diffusion and recombination with the electrolyte is 










Where Rr is the resistance of the interfacial recombination reaction and ωr is the 






1.3.1.2.3 Electron injection 
Electron injection is typically quantified by the term injection efficiency (η) which is 
the percentage of excited dye molecules which inject their electrons into the TiO2. This value 
depends upon the relative rates of electron injection from the dye to the TiO2 and relaxation 
of the excited dye to the ground state by other means (fluorescence, radiationless relaxation). 
This value is frequently measured by an experiment developed by Tachibana et al. 
To perform a measurement the relaxation of the dye excited state is measured on TiO2 
and on some other semiconductor with a wider band gap (usually ZrO2, Al2O3, or SiO2). Since 
the energy of the conduction band is too high, the dye is unable to inject an electron. This 
provides a way to measure the intrinsic excited state lifetime (τrel) in the absence of the injection 
pathway. This may be compared to the lifetime on TiO2 (τtot) which must be shorter since it 
includes the extra relaxation pathway. The excited state lifetimes are measured optically by 
transient absorption spectroscopy. 
For the best ruthenium dyes – N719, for one – injection efficiencies were established 
to be close to unity due to the sub-picosecond injection rates vs excited state lifetimes in the 
nanoseconds.73-76 This, however, is not true for many organic dyes which have slower injection 
and/or shorter excited state lifetimes.  This limits their overall efficiency and so bears studying. 
There are several factors which contribute to decreased injection efficiency. 
The injection rate is controlled in large part by the difference between the conduction 
band and the dye excited state (D*/D+ vs E in Figure 1-5). In general, a greater energy 
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difference between these two will lead to a faster injection rate as per Marcus theory.78 But too 
large an energy difference will yield slower kinetics as the interaction between dye and TiO2 
enters the inverted region.79-80 Additionally, all downhill energy is lost and cannot be captured 
as useful voltage. A larger driving force here means either low photocurrent because the dye 
has a large HOMO-LUMO gap or a low photovoltage because there is little distance between 
the redox potential of the electrolyte and the semiconductor’s conduction band.  Thus there 
is a penalty in using dyes which have a large driving force. 
 
1.4 Plasmonic Nanoparticles 
Metal nanoparticles are fascinating materials whose optical and electronic properties 
differ tremendously from the bulk. Although nanoparticles are widely considered a modern 
invention, they have long been used to color vitreous materials. The glass walls of the Roman 
Lycurgus cup appear either red or green depending upon the direction of illumination (Figure 
1-8). This is due to the inclusion of gold and silver nanoparticles. Colors differing so greatly 
from the usual hues of gold and silver are only possible because the particles are smaller than 
the wavelength of visible light. The small size of these nanoparticles produces unique optical 
properties.78 
The properties of metal nanomaterials are not restricted to interesting colors. Below 
100 nm, particles can take on new electronic, physical , and catalytic properties as well.79 These 
nanomaterials have moved from the lab to the world of the consumer. Metallic nanoparticles 
are used in home pregnancy tests, anti-microbial band aids, and catalytic converters.78 These 
products have been aided by fundamental science improving the synthesis and characterization 





Figure 1-8.  The Lycurgus cup illustrating the unusual optical properties of metallic 




1.4.1 Optical Properties of Plasmonic Nanoparticles 
Although long used to color glass, Faraday was the first to identify that small gold 
clusters were responsible for these beautiful colors.81 In 1857 Faraday delivered a Bakerian 
lecture in which he examined the interaction of light with various metals and metalloids 
including gold, silver, copper, aluminum, and arsenic. Though the results concerning colloidal 
gold nanoparticles are best remembered, he also provided examples of aerosols and thin films. 
Faraday prepared his gold colloids by the reduction of a gold salt (NaAuCl4) with phosphorous 
dissolved in carbon disulfide. This produced brilliant red colors. He correctly deduced that the 




The latter, when in their finest state, often remain unchanged for many months, and 
have all the appearance of solutions. But they never are such, containing in fact no 
dissolved, but only diffused gold. The particles are easily rendered evident, by 
gathering the rays of the sun (or a lamp) into a cone by a lens, and sending the part 
of the cone near the focus into the fluid; the cone becomes visible, and though the 
illuminated particles cannot be distinguished because of their minuteness, yet the 
light they reflect is golden in character, and is seen to be abundant in proportion to 
the quantity of solid gold present. 
 
This observation of the Tyndall effect (before John Tyndall, indeed) shows a 
surprisingly deep understanding of the material. He identified another famous property of 
colloidal gold – the variation of color with size. He noted that as the suspended particles 
aggregated, their color changed from red to purple and finally to a dark brown-black. He even 
identified that the smaller particles absorb light while the larger scatter more: 
 
It would seem that more light is transmitted and absorbed and less reflected by the 
finer particles than by the coarser set, the same quantity of gold being in the same 
space. 
 
Although brilliant as an experimentalist, Faraday had limited mathematical abilities (his 
complete papers contained not a single equation). The complete explanation for these effects 
was developed by Gustav Mie.82 He demonstrated how to solve Maxwell’s equations for an 
oscillating electromagnetic field interacting with a particle. When the particle is small and made 
of gold it predicts the behavior that Faraday observed. This behavior differs from the typical 
interaction of light with macroscopic objects and is termed a localized surface plasmon 
resonance (LSPR). Systems other than metal nanoparticles exhibit plasmons but they lie 
beyond the scope of this thesis.83 Instead, I will present an exploration of the origin of LSPRs, 






The conduction band electrons of metals are delocalized and can easily move away 
from their parent nuclei. When a static electric field is applied to a metal, the electrons will 
move in the direction of the field until an equilibrium position is reached. At this point the 
force of the electric field is balanced with the electrostatic pull of the nuclei and repulsion of 
the other electrons. If the field is released, the conduction band electrons will rapidly oscillate 
about their original positions in a coherent wave with frequency ωp. This oscillation may be 
described as a quasiparticle termed a bulk plasmon.80 It will dampen as the electrons collide 
with each other and the nuclei. This process is responsible for many of the optical properties 
of bulk metals. When light below ωp illuminates the surface, the electrons can respond and 
screen the charge leading to reflection of the light. Above this frequency the electrons are too 
slow to shield and so the light is transmitted. 
Surface plasmons occur when the oscillation is restricted to the surface of the metal.84 
In this case alternating regions of positive and negative charge are produced along the surface. 
A special example of this is the localized surface plasmon resonance observed in some 
nanoparticles. When the size of the nanoparticle is smaller than the wavelength of incident 
light, it may produce coherent oscillations of conduction band electrons as shown in Figure 
1-9. Because the nanoparticle is smaller than the wavelength of light, all the electrons will 
experience roughly the same electric field and be pulled in a single direction thus producing 
the coherent oscillation of a plasmon.85 The original mathematical treatment of this 
phenomenon was carried out by Mie.84, 86 Although his solution is applicable to a wide variety 
of sizes, we are most interested in the case where the size of the particle is much smaller than 
the wavelength of light. When the incident electric field interacts with a conducting sphere 
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(like a nanoparticle) it will polarize it in proportion to the polarizability, α, of the sphere. The 
polarizability can be found using the following equation 




Where ε0 is the permittivity of free space, V is the volume of the particle, ε is the permittivity 
of the metal, and εm is the permittivity of the surrounding medium. It can be seen that the 
polarizability will reach a maximum when ε+2εm approaches 0. ε is strongly wavelength 
dependent and εm is approximately constant over the visible wavelengths for mediums like air 
and water. Maximum polarizability will be reached for the wavelength which satisfies 
 𝜀 = −2𝜀𝑚 (12) 
If the frequency of the light matches the resonant frequency of the particle it will result 
in strong extinction (either absorption or scattering). Although all metals (and indeed any 
particle with loosely bound electrons) can exhibit plasmonic resonances, silver and gold87 are 
particularly well studied because they are reasonably stable under typical conditions and their 
resonances are near the visible light spectrum. Their high conductivity lends itself to 
particularly strong responses to light which is desirable for optical sensors. This is 
accompanied by an intense electric field surrounding the nanoparticles. The strength of this 
electric field has been exploited for the enhancement of Raman scattering leading to sensitivity 








The frequencies of light which resonate with a plasmonic nanoparticle will depend 
upon the material90, shape91, coupling to adjacent particles92, medium93, and temperature94. The 
extinction spectra for spheres, rods, and a few other shapes can be calculated exactly but most 
others are found numerically using methods like the discrete dipole approximation84, finite 
difference time domain calculations95, or finite element modeling84, 96. 
1.4.2.1 Surface Enhanced Raman Spectroscopy 
Raman spectroscopy allows scientists to probe the vibrational modes of molecules 
using visible light. Standard, nonresonant Raman spectroscopy suffers from low sensitivity. 
Typical Raman cross sections are on the order of 10-30 cm-2 per molecule. Compare this with 
fluorescence cross section of a usual dye (10-16 cm-2). It was observed in 1973 that pyridine 
adsorbed on a silver surface exhibited significantly stronger Raman scattering.97 It was later 
found that plasmonic nanoparticles could give a similar enhancement of up to 1011 permitting 
Figure 1-9. Schematic of a plasmon oscillation in a metallic nanoparticle. The incident light 
imparts an oscillating electric field on the nanoparticle which causes the conduction band 
electrons to oscillate. 
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the detection of single molecules.98 There are two theories to explain this enhancement effect: 
chemical and electromagnetic101. The first proposes that charge transfer from the metal to 
adsorbed molecules increases the polarizability of the molecule and thus increases the Raman 
cross section. The second suggests that plasmonic modes increase the local electric field and 
so increase Raman scattering. Although still unsettled, extensive studies have suggested that 
the electromagnetic mechanism must play a partial role in all enhancement while the chemical 
mechanism only participates in certain situations.102  
The electromagnetic mechanism relies upon the fact that enhancement factor for the 
scattering intensity will scale with the fourth-power of the enhancement of the local electric 
field.104 This is because there are two processes which will be enhanced by the electric field 1) 
the interaction of the incident photon with the molecule and 2) the emission of radiation from 
the molecule with vibrational loss. Each has a square dependence on the electric field leading 
to an E4 total effect. 
When a plasmonic nanoparticle is excited by resonant light it will temporarily increase 
the local electric field by up to 105. 105 As a general principal, nanoparticles with shapes that 
contain sharp corners will have a more dramatically enhanced electric field.1 This explains why 
a roughened silver electrode was so effective at enhancing Raman scattering from pyridine. In 
general, the field enhancement around a single nanoparticles is less than in a coupled system 
so in typical analytical settings, aggregates of nanoparticles are used instead.104 Aggregates 
enhance scattering because the nanoparticles will couple to each other generating even 
stronger electric fields in the space between.  In order to optimize systems for analytical 
measurements, we need to understand how to strengthen the electric fields. This can be 
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CHAPTER 2 – EFFECT OF LINKERS 
AND ANCHORING GROUPS ON 
ELECTRON INJECTION FROM 





Dye sensitized solar cells (DSSCs) were introduced by Graetzel and O’Regan in 1991.    
They are the purest example of a molecular photovoltaic. Their advantage is that they split the 
photon absorption and charge separation processes into two different materials – an organic 
or organometallic dye and a semiconductor.2 Over the decades since their inception, the 
efficiency has improved and reached a total power conversion efficiency (PCE) of 13%.2 Even 
more impressively, the best dyes are able to convert nearly 100% of absorbed photons into 
electrons in the external circuit.6-7 This means that the only way to continue to improve the 
PCE of these devices is to absorb a greater percentage of solar photons or to extract more 
energy from each photon. The original champion dye, N719, exhibits very little conversion of 
photons above 750 nm.    However, the Shockley–Queisser limit states that the maximum 
efficiency achievable for a single gap photovoltaic occurs when the absorption edge is around 
900 nm.5, 8 Thus, dyes which absorb near-infrared (NIR) light would be a superior choice.  
Squaraines are one promising class of organic dyes with NIR absorption. They have 
absorption coefficients in excess of 105 M-1cm-1 in the red to NIR region.    This rosy outlook 
is clouded by the low PCEs that squaraine sensitizers typically achieve -  in the sub 5% range.10 
This seems to be due to a combination of factors including low open circuit photovoltage 
(Voc)  and low IPCE even in the region of high molar extinction.
19 Supposing these problems 
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to be related to dye aggregation the typical structure of the dye was modified pushing the PCE 
of YR6 to 6.7%.18 This section describes our work in understanding the role of squaraine 
structure in improving dye efficiency. Focusing on using transient absorption spectroscopy to 
look at injection rates from related squaraine dyes with a variety of linkers and anchoring 
groups. 
We have taken a donor-π-acceptor (D-π-A) architecture for our dyes. This structure 
(Figure 2-1) involves a donor chromophore (squaraine in our work) combined with an 
acceptor linked by a π-bridge. The acceptor binds to TiO2 via a carboxylic or phosphonic acid 
group. The HOMO of the molecule is located predominantly on the donor while the LUMO 
is located on the acceptor. This improves electron transfer as both injection and rejeneration 
rates are increased. The excited state electron density on the acceptor provides good spatial 
overlap with the TiO2. The proximity of the hole on the donor to the electrolyte improves 
regeneration. 
In addition to facilitating charge transfer, the π-bridge can act as a secondary 
chromophore. Since squaraines absorb in the red region, we have selected bridges which 
provide complimentary absorption in the blue to green regions. This grants the dyes better 
panchromicity and improves the usable spectral regions.    The π-bridge also provides an 
attachment point for long alkyl chains which act as deaggregating agents. 
Most photosensitizer dyes utilize a carboxylic acid with side cyanoacrylic group for 
anchoring to the titania. Carboxylic acids offer three advantages: 1) ease of synthesis, 2) 
reasonable stability, and 3) outperformance of other anchoring groups8- why this should be 
the case is under debate. The most complete analysis to date revealed that replacing the 
carboxylic linker with a phosphonic or silatrane drops the efficiency of the system by over 
half.8 This was attributed to the carboxylic dyes packing better and having a greater surface 
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coverage.15 More dye molecules means more photons absorbed and a higher resulting 
efficiency. Wiberg et al. made an even less substantial change: replacing the cyanoacrylic group 
with a rhodanine.16 This gave the dye a beneficial red shift in absorbance but caused a 
significant decrease in PCE. Ultrafast studies showed that although injection was still occurring 
rapidly, charge recombination was faster in the rhodanine version dropping quantum yield. 
However, Wang et al. observed the opposite effect for a ruthenium based dye: the phosphonic 
version had slower recombination (and higher efficiency) than the carboxylic version.17 This 
is clearly a muddied topic which raises the question “Why bother to investigate different 





One clear advantage that the phosphonic acid based dyes considered in this chapter 
have over their carboxylic counterparts is improved stability. Mulhern et al. and Murakami et 
Figure 2-1. Generalized structure of a dye. The donor is the main chromophore. The π-bridge 
is a secondary chromophore and also shuttles electrons to the acceptor. The acceptor contains 
an anchor group which binds to the TiO2. 
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al. have demonstrated that some phosphonic anchored dyes lose less than 10% of their 
efficiency over 1000 hours of continuous operation compared with over 80% loss for 
carboxylate dyes. 15-16, Despite the potential for photodegradation and heat induced desorption, 
the phosphonic acids last well during exposure.15, 17 Since any economically feasible device will 
have to last for at least 20000 hours of light exposure, any modifications which can improve 
stability are important and worthy of further study. 
 
2.2 Results and Discussion 
Collaboration Note: Synthesis of the dyes was and electrochemical measurements were 
conducted by Dr. Fadi Jradi of the Marder group at Georgia Tech. Dr. Xiongwu Kang of the 
El-Sayed group at Georgia Tech assembled the photovoltaic devices and performed the 
impedance/IV measurements. I performed ultrafast dynamics measurements and assembled 
some of the devices. 
The structures of the dyes discussed are shown in Table 2-2. In push-pull systems, 
light absorption triggers a transfer of charge from the donor to the acceptor. This transfer is 
moderated by the conjugated bridge between the systems. Accordingly, any chemical 
variations in the bridge will change the optical properties of the whole system.   The optical 
and electronic properties of the dyes discussed in this section are given in Table 2-2. Cell 
efficiency for phosphonic anchored dyes at varying concentrations of added CDCA. The 
change from CA to PA anchoring group has only a slight change in λmax. It does, however, 
lead to a 10-20% increase in the molar extinction (and similar change in the oscillator strength). 
The different bridges have a more pronounced effect on peak position leading to a full 10 nm 
shift from T to DTP. Although this was accompanied by a decrease in molar extinction, the 
oscillator strength was roughly the same, indicating a broadening of the peak – a beneficial 
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effect since it is better to have a large region of intense absorption rather than one narrow 
peak. The various bridge groups also introduced a higher energy absorption in the 400 nm to 





Figure 2-2.  Structures of the eight dyes discussed in this work. The squaraine chromophore 
is identical in all molecules but four different bridges are used. For each bridge a carboxylic 




We looked at the oxidation potentials of the ground-states (ES+/S) and the excited-
states (ES+/S*) of the dyes to understand its influence on injection. A greater downhill force 
will tend to speed injection (it is unlikely that any of these dyes are in the Marcus inverted 
region). The energy of injection is given by the difference between ES+/S* and the conduction 
band edge of TiO2 (~-0.5 V vs NHE). 
17. It is suggested that 0.15 V difference is necessary for 
efficiency injection but this value would depend upon the anchoring group, dye excited state 
lifetime, and aggregation.16 Regardless, all dyes here have a driving force of 0.4-0.5 V. This 
should be sufficient and indeed may be in excess of what is required. This could lead to a drop 
in energy collected per photon with no improvement in quantum yield. 
 
Table 2-1. Electronic and optical properties of the dyes. These are the wavelength of maximum 
absorption, molar extinction at this wavelength, oscillator strength, optically derived energy 
difference between the ground and first excited states, ground state oxidation potential, and 
excited state oxidation potential derived from the previous two quantities. The potentials are 
reported vs NHE. 
Dyes λmax (nm) Ε (M-1cm-1) f  E0-0opt (eV) E (S+/S) (V) E (S+/S*) (V) 
T-CA  659 279,000 1.39 1.76 0.80 −0.96 
T-PA 655 311,000 1.49 1.85 0.86 −0.99 
DTP-CA 670 160,000 1.34 1.74 0.74 −1.00 
DTP-PA 670 204,000 1.43 1.82 0.82 −1.00 
DTT-CA 662 231,000 1.28 1.76 0.80 −0.99 
DTT-PA 661 259,000 1.43 1.84 0.85 −0.99 
DTS-CA 667 257,000 1.58 1.82 0.84 −0.98 




On the other side of the system, the ground-state potential gives an idea of the rate of 
dye regeneration by the electrolyte. The iodide/triiodide redox couple has a reduction potential 
of 0.35 V vs NHE (this will change based on the concentrations within the cell). A driving 
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force of at least 0.3 V would be needed for efficient regeneration.18 Once again, the value will 
depend on the specifics of the system. All dyes considered here have sufficient driving force. 
2.2.1 Aggregation 
Understanding the energetics of injection is important but there is another side to the 
efficiency equation. Regardless of how fast injection occurs, if the dye relaxes faster efficiency 
will be low. A key factor in relaxation rate is aggregation. Aggregation can have opposite effects 
on excited state lifetimes of dyes either by speeding relaxation through exciton-exciton 
annihilation19-21 or slowing it by restricting vibrational motion. We investigated this effect in 
our DSSCs by introducing CDCA. This carboxylic acid binds to the surface of TiO2 and acts 
as a spacer between the dye molecules.    Generally, this improves the PCE of the devices.19-20, 
22 We observed a particular strong effect for the phosphonic acid anchored dyes (Table 2-2). 
Since PA groups have stronger hydrogen bonding than carboxylic acids it may be that they are 
more prone to the form hydrogen bonded clusters.19 As a result, the addition of CDCA may 
be more necessary for forcing deaggregation in PA dyes. 
 
 
Table 2-2. Cell efficiency for phosphonic anchored dyes at varying concentrations of added 
CDCA. 
Dye CDCA Concentration (mM) Jsc (mA/cm2) PCE (%) 
T-PA 10 9.6±0.3 4.6±0.2 
T-PA 0 4.6±0.2 2.2±0.0 
DTP-PA 10 5.9±0.4 2.8±0.3 
DTP-PA 0 3 1.3 
DTT-PA 50 3.7±0.2 1.8±0.1 
DTT-PA 10 2.7±0.1 1.3±0.0 
DTS-PA 10 10.4±0.2 5.0±0.09 




The formation of aggregates will result in a change in the absorption spectra of the 
dyes. To demonstrate that these dyes are aggregating on the surface of the TiO2 we measured 
the absorption spectra in solution (Figure 2-3) and on TiO2 (Figure 2-4). The absorption 
spectra on TiO2 were obtained after soaking in 0.05 mM dye solution for 1 hour with 10 mM 
CDCA. The main difference between these sets of spectra is the appearance of a blue-shifted 
peak next to the main squaraine band around 625 nm. This hypsochromic shift is indicative 
of H-aggregate formation.  H-aggregates have a head-to-head arrangement of dye molecules 
which makes sense in this system because all the molecules are bound to TiO2 on the same 
end.  Interestingly, this aggregation peak is much reduced for DTS-CA and DTS-PA indicating 
that the DTS bridge disrupts the formation of aggregates. The 2-ethylhexyl groups present on 
this bridge are quite bulky and could prevent the alignment of the dye molecules into H-
aggregates. 
  






2.2.2 Photovoltaic Measurements 
The CDCA concentration of the dye soak solution was optimized for each dye and 
photovoltaic measurements were recorded for each (Table 2-3). The performance of DTP-
CA and DTT-CA looks similar to previously studied squaraines in DSSCs.22 The Voc of 
squaraines is consistently low. This limits cell performance even in the cases of exceptionally 
high Jsc. DTS-CA reached 19.2 mA/cm
2 which is better than the record setting porphyrin 
sensitizer SM315 at 18.1 mA/cm2.  This high photocurrent was accompanied by the best Voc 
of the set. DTS-CA achieved a 10% increase in Voc compared to dyes with other bridge groups. 
This may be related to the decreased aggregation that we observed on TiO2. This is the highest 
Voc achieved for any squaraine-based sensitizer. Additionally, we see that the PA anchored 
Figure 2-4. Absorption spectra of the dyes on titania. 
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dyes have worse photovoltaic performance than their CA counterparts. This is primarily due 
to a drop in Jsc rather than Voc, indicating that there may be reduced injection. 
 
 
Table 2-3. Photovoltaic properties of optimized devices. The uncertainties are derived from 
the standard deviations of three cells. 
Dye Voc (V) Jsc (mA/cm2) FF (%) PCE (%) 
T-CA 0.647±0.006 14.2±0.3 70.4±0.2 6.5±0.1 
T-PA 0.644±0.000 9.6±0.3 72.2±0.6 4.6±0.2 
DTP-CA 0.61 13.5 68.3 5.6 
DTP-PA 0.642±0.002 5.9±0.4 73.5±0.1 2.8±0.3 
DTT-CA 0.644±0.004 13.1±0.3 71.6±1.1 6.0±0.1 
DTT-PA 0.621±0.002 3.7±0.2 76.3±0.2 1.8±0.1 
DTS-CA 0.682±0.000 19.1±0.2 68.3±0.7 8.9±0.2 




2.2.3 Charge Injection Dynamics 
We studied the charge injection and excited state kinetics of these dyes to help 
understand how charge-injection relates to the overall PCE of the devices. Traditional 
ruthenium dyes tend to have very long-lived excited states which makes injection occur with 
nearly perfect efficiency. Squaraines and many other organic dyes tend to have much faster 
excited state relaxation which can compete with injection. To study their relative rates, we 
measured the excited-state lifetime of the dyes adsorbed on TiO2 and Al2O3 in fully assembled 
devices. The conduction band energy of alumina is too high for injection so it provides a 
control that allows us to measure the excited state dynamics of the dyes in the absence of the 
injection pathway. This, of course, assumes that the relaxation pathways on Al2O3 are 




To follow the excited state dynamics we looked at the decay of the transiently induced 
excited state peak (typically between 475 nm to 550 nm). The data was fit using the stretched 
exponential function. 






A is a scaling constant, τ is the characteristic lifetime, and β is a measure of 
heterogeneity that accounts for variations in the lifetime of adsorbed dyes. Different dyes have 








Where Γ is the gamma function. 
These squaraine sensitizers exhibited fairly typical excited state dynamics. A 
characteristic example is shown in Figure 2-5. The dynamics in this figure are from DTS-CA 
adsorbed on TiO2 pumped at 405 nm. Most measurements were performed with a pump 
wavelength that overlapped better with the main absorption peak of the dye (closer to 650 nm) 
but scattered pump light adds a large negative peak which obscures the spectrum. The 
transient absorption spectrum exhibits a positive peak around 550 nm. This has previously 
been assigned as the lowest energy excited state. The negative peak from 625 nm to 800 nm 
is the ground state bleach – it aligns with the position of the steady-state absorption spectrum 
of the dye. These peaks have similar transient behavior. The bottom figure shows the 
normalized transient absorption at 520 nm (excited state) and 720 nm (ground state). They 
have similar time constants for their initial decay (τadj = 1.3 ps at 520 nm and 1.6 ps at 720 nm). 
One clear difference is that the while the excited state peak nearly returns to 0 at large times, 
the ground state remains partially bleached. This occurs because after an excited state molecule 
injects, it does not immediately regain the absorption spectrum of the ground state – it is 
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currently a cation and has a different spectrum. The probable dye cation absorption can be 
seen above 800 nm. The reduction of cations to the neutral form occurs over the ns time scale 
involving either reduction by the electrolyte or recombination with the injected electron. 















The injection efficiency and excited state parameters are provided in Table 2-4. 
Generally, we see that the PA dyes have shorter lived excited states on alumina. This faster 
relaxation may be due to the increased hydrogen bonding and associated aggregation discussed 
earlier. This leads to a very clear drop in the injection efficiency of the PA dyes. Although all 
the CA dyes have over 95% quantum yield for injection, the PA dyes are 20-30% lower. This 
poor injection would lead to the decreased Jsc observed for the PA dyes. The poor injection is 
also caused by slower absolute injection rates. In all cases the injection rates for the PA dyes 
were at least four times greater than the TA counterpart. This suggests that the phosphonic 
acid anchor works to retard injection. One possibility is that there is poor overlap between the 







Figure 2-5. Excited state dynamics of DTS-CA. (Top) The transient 
absorption spectrum exhibits two peaks. The positive one is from the induced 
excited state absorption. The negative peak is the bleach of the ground state. 
(Bottom) Normalized decay curves for the ground state and excited states. 
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Table 2-4. Excited state lifetimes and injection efficiency for the dyes. 
Dye τobs Titania (ps) τobs Alumina (ps) η (%) τ Injection (ps) 
T-CA 1.8 123.9 98.5 1.82 
T-PA 8.3 80.3 89.6 9.3 
DTP-CA 1.0 14.1 97.6 1.1 
DTP-PA 16.0 127.3 87.4 18.3 
DTT-CA 19.8 3942 99.0 19.9 
DTT-PA 19.1 32.3 41.0 46.7 
DTS-CA 1.2 22.6 94.6 1.3 




Another striking change that we observe is that excited state lifetimes of the alkylated 
bridges (T, DTS) are much shorter than the alkylated ones (DTP, DTT). This suggests that 
there is a cost to including bulky antiaggregating agents. Perhaps the floppy side chains provide 
a faster vibrational relaxation for the excited state. 
2.2.4 Charge Recombination Dynamics 
Even after injection occurs, the electron’s energy can be lost by recombination. In this 
process the electrolyte will oxidize the TiO2 and the electron cannot be collected. This reduces 
both the Jsc (by reducing the number of electron that are collected) and the Voc (by reducing 
the density of electrons in the TiO2).
25, 28 We employed electrochemical impedance 
spectroscopy to study the rate of this process. The results are given in Table 2-5. These data 
were acquired in the dark with a bias of 0.64 V. This bias is applied to oppose the photovoltage 
generated under illumination. The peak frequency, f, is ascribed to charge transfer from the 
TiO2 to the electrolyte.
1 A longer lifetime is better because it means that the electrolyte is less 
able to scavenge electrons from the TiO2 leading to a greater number being collected at the 
anode. In all cases the PA dyes have slower scavenging than their CA analogues but the 
difference is greatest for the DTP and DTS bridges. Even though not directly involved in 
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recombination, the dye structure plays a big role. The dye molecules essentially provide an 
insulation of the TiO2 surface from the electrolyte.
3 It would appear that a decrease in 
aggregation may result in faster recombination. Perhaps aggregates do a better job of 
protecting the TiO2 surface because they are packed more closely. 
 
 
Table 2-5. Peak frequencies (f) and calculated recombination lifetimes (τ) from impedance 
spectroscopy of devices assembled from the dyes. 
Dyes T-CA T-PA DTP-CA DTP-PA DTT-CA DTT-PA DTS-CA DTS-PA 
f (Hz) 21.3 16.7 27.7 11.0 25.6 11.2 17.5 9.9 





We analyzed a series of squaraine dyes with four different π-bridges and two anchoring 
groups. We measured how these structural changes impacted the optical, electronic, and 
kinetic properties of devices assembled from these dyes. The DTS bridge performed the best 
achieving a total efficiency of 8.9% when a carboxylic acid anchor was used. This dye had 
higher Jsc and Voc than the others. We attributed these improvements to less dye aggregation. 
The corresponding phosphonic acid dye also outperformed its peers with an efficiency of 
5.0%. This appears to be due to slower recombination. Transient absorption measurements 
were used to measure excited state dynamics. Generally, we observed that the phosphonic acid 
dyes had slower injection and shorter excited state lifetimes than their carboxylic acid 
analogues. This resulted in very poor injection efficiency for the PA dyes. We attribute this 
difference to greater aggregation of the phosphonic acid dyes and poor electronic overlap of 
the phosphonic acids and TiO2. In their favor, the phosphonic acid dyes have slower 
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recombination than the carboxylic acid dyes. This may perhaps be due to the aggregates 




This project was part of a collaboration between numerous scientists. I will address, 
in detail, the work that I performed. For a detailed procedure for synthetic, optical, and 
electrochemical measurements please turn to the thesis work of Dr. Fadi Jradi of The Georgia 
Institute of Technology or the papers published containing these results. 
2.4.1 Device Assembly 
FTO slides were cleaned by sonication in a series of solutions for 15 minutes each. 
The solutions were Alconox, ethanol, and water. Finally, the slides were heated to 500 oC for 
2 hours to remove all organics. 
Platinized cathodes were prepared by drop coating a clean FTO slide with 3 drops of 
0.1 M chloroplatinic acid in ethanol. After tilting the slide to evenly disperse the solution, the 
slide was heated to 400 oC for 20 minutes to leave a thin film of platinum metal. 
The electrolyte consisted of consisted of 0.6 M 1,3-dimethylimidazolium iodide, 0.03 
M iodine, 0.05 M LiI, 0.05 M guanidinium thiocyanate, and 0.5 M 4-tert-butylpyridine in 15/85 
(v/v) mixture of valeronitrile and acetonitrile. 
Dye solutions were prepared by dissolving the pure, solid dye in a viable anhydrous 
solvent (typically ethanol, tetrahydrofuran, or chloroform) to the desired concentration (0.01, 
0.05, or 0.1 M). Chenodeoxycholic acid (CDCA) was added to a concentration of 0.1 M to 
reduce aggregation. 
TiO2 anodes were purchased from Solaronix item 74101. These consisted of a glass 
slide coated with FTO and a 10 µm thick layer of 20 nm TiO2 nanospheres with a 4 µm thick 
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layer of 200 nm TiO2 nanospheres. This first layer is for dye adsorption while the second is to 
increase light scattering to increase the effective path length of incident photons on the cell. 
The area of the cell coated with TiO2 was 0.36 cm
2. These anodes were placed in a 0.2 M 
solution of TiCl4 in water and heated to 70 
oC for 30 minutes to lay down a thin blocking layer 
of dense TiO2. Skipping this step results in poor contact between the TiO2 nanoparticles and 
electrolyte contact with the FTO – scavenging increases resultantly. The anodes were removed 
from the solution and gently rinsed with water before being heated to 450 oC for 2 hours 
(heating/cooling rate = 2 oC/min). 
 After cooling to 80 oC, the anodes were immersed in the dye solution for 12 hours. 
Allowing the anodes to cool to room temperature before immersion decreases efficiency 
because water is allowed to bind to the TiO2 which increases dye desorption. The anodes were 
removed and gently rinsed with acetonitrile and dried by a stream of nitrogen. The cells were 
immediately assembled by sandwiching a 60 µm Surlin spacer between the anode and cathode. 
The spacer had a hole large enough to accommodate the TiO2 active area. To binder clips held 
the assembly together. Electrolyte was added by placing a drop near the active area, removing 
one binder clip, and gently separating the cathode and anode by a few millimeters. Capillary 
action drew the electrolyte into the cell and the clip was replaced giving a temporary seal. 
2.4.2 PCE and IPCE Measurements 
The air mass (AM) 1.5-irradiance of 100 mW / cm2 was provided by a solar simulator, 
which consisted of a 300 W xenon light source (Oriel, U.S.A.) and an optical shutter connected 
to Keithley meter which was automated with an I-V station from Newport. The light intensity 
was calibrated with a silicon diode reference cell 91150V (Oriel, U.S.A.). The mismatch 
between the simulated and the true solar spectra was corrected with the light filter 81094 
(Oriel, U.S.A.). The current-voltage performance of the cell under these conditions were tested 
54 
 
with four-wire connection mode by sourcing external potential bias to the cell and measuring 
the generated photocurrent with a Keithley 2400 digital source meter. The test results were 
acquired with Oriel IV test station software. The incident photon-to-electron conversion 
efficiency (IPCE) was characterized by using Oriel Quantum Efficiency Measurement Kit, 
consisted of a 300 W xenon lamp, Merlin lock-in amplifier, Cornerstone 260 monochromator 
and a silicon detector. The measuring process was automated with TracQ software from 
Newport. 
2.4.3 Transient Absorption Spectroscopy 
Sub picosecond pump and probe laser pulses were generated with a Coherent Libra-
HE regenerative-amplified Ti:sapphire laser system. The basic pulse compression unit 
generates 4 mJ, sub-50 ps pulses of 808 nm-centered light at 1 kHz. Approximately 60% of 
this beam was directed into a Coherent OPerA Solo Ultrafast optical parametric amplifier. 
This computer controlled OPA was tuned to produce visible light pump pulses at a specific 
wavelength between 500 and 760 nm. Every other pump pulse was blocked by an optical 
chopper. For use as a probe, 5% of the original 800 nm beam was directed through a delay 
stage and then through a sapphire crystal producing a super continuum spectrum ranging from 
450 to 820 nm. The two beams were focused and overlapped on the assembled full cells. The 
1/e2 radii of the pump and probe beams were 900 ± 50 nm and 300 ± 25 nm, respectively. 
The transmitted portion of the probe beam was collected by a fiber optic cable and Si array 
detector. ∆A was calculated as a function of delay time by comparing the transmitted probe 
beam when the pump beam was and was not blocked by the chopper. 
For transient absorption measurements, sample preparation was varied from the 
standard device assembly. Since charge collection was unnecessary, no FTO coated glass was 
used. TiO2 films were prepared by doctor blading a layer of TiO2 nanoparticles (Solaronix 
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20 nm TiO2) onto a clean glass microscope slide. The doctor blading guide was simply a piece 
of Scotch tape with a ¼ inch hole punched out with a hole punch. The film was annealed at 
500 oC for 1 hour. Unplatinized glass was used for the “cathode” side and the normal 
electrolyte was employed. 
Alumina films were prepared similarly from an aluminum oxide/hydroxide paste. The 
paste was prepared by dissolving 100 mg of aluminum isopropoxide in 9 mL of water and 
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CHAPTER 3 – PORPHYRIN-SQUARAINE 
DYES FOR PANCHROMATIC DYE 





Silicon and other semiconductors have broad absorption spectra which allow them to 
efficiently harvest all photons above their band gap energies. Molecular dyes tend to be good 
at absorbing photons in a relatively small region. Overcoming this problem necessitates the 
development of panchromatic sensitizers which can absorb light up to around 940 nm. Early 
work with ruthenium-based dyes yielded molecules with strong absorption into the near-IR.4 
But ruthenium is rare and expensive so replacing ruthenium sensitizers with an organic dye 
could reduce the cost of DSSCs. 
There are a wide number of organic chromophores to choose from including as 
indolines2, triarylamines3, squaraines (Sq)4, and porphyrins (Por)2. A porphyrin sensitizer 
currently holds the efficiency record for DSSCs at 13%.5 These dyes typically have molar 
absorptivities in the 50,000-500,000 M-1cm-1 range in comparison with ~5,000 M-1cm-1 for 
ruthenium dyes. These photon absorbing properties originate in the strong transition dipole 
of π-π* transitions between the ground state and first excited state. Though strong, these 
transitions are narrow and make it difficult to achieve panchromicity. Researchers have 
explored a number of solutions: 1) using multiple dyes in a single cell6; 2) covalently linking 
multiple chromophores into a single large dye5, 7-8; 3) Förster resonant energy transfer from 
unbound chromophores in solution to tethered sensitizers; and 4) chlorophyll-like antennae 
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attached to the chromophores to improve absorption. Option 1 has yielded cells with power 
conversion efficiencies (PCEs) over 10%.9 
These solutions improve PCE by allowing the cells to capture a greater percentage of 
solar photons and so increase photocurrent without sacrificing cell voltage. An ideal cell would 
be able to absorb photons in the region from 400 to 940 nm where most of the energy of the 
solar spectrum lies.12 If a sensitizer could absorb 100% of all photons below 920 nm, it could 
achieve a short-circuit photocurrent (Jsc) of 33 mA/cm
2 under normal test conditions.10 This 
is double what the best organic sensitizers achieve so there is clearly plenty of room for 
improvement.11-12  
Capturing the near IR photons is especially important. A dye with an absorption onset 
of 900 nm would have a 20% higher Jsc than one with an onset of 800 nm. Squaraines and 
phthalocyanines10-12 perform particularly well in the red to infrared region with squaraines 
achieving absorptivities around 105 M-1cm-1 above 650 nm. Thus, pairing squaraines with dyes 
that absorb high energy photons is an intriguing possibility. Other grounds have reported 
squaraines modified with bridges to the anchor group that can absorb high energy photons.   
Others have positioned the additional chromophore on the back side of the squaraine.10 
Porphyrins make an excellent complement to squaraines in multichromophoric 
systems. Their absorption spectrum is characterized by a strong, sharp Soret band between 
400 and 450 nm and a series of Q bands which form a broad absorption between 500 and 
700 nm.13 The absorptivities for these bands are around 105 M-1cm-1 and 104 M-1cm-1 
respectively. This fills in the high energy gap in a typical squaraine sensitizer. Combining 
sensitizers can have unintended consequences including absorption shifts14, the enhancement 
of two-photon processes15, and challenging charge/energy transfer. We employed an acetylene 
bridge because these types of linkers have been shown to allow unidirectional flow from 
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porphyrins to squaraines.13 By putting the squaraine closer to the TiO2, we can increase the 
odds of efficient charge injection. 
The structures of the dyes studied in this chapter are shown in Figure 3-1. The dye 
series features a zinc porphyrin conjugated to a squaraine through an acetylene which is 
attached to a bridge group attached to a cyanoacetic acid (CA) anchoring group. The meta 
positions on the phenyl rings of the porphyrins have either tert-butyl or trihexylsilyl groups. 
The indolines of the squaraines have either ethyl or dodecyl alkyl chains. The purposes of 
these bulky groups are to prevent the formation of H-aggregates upon adsorption on TiO2. 
Two different bridge groups were explored: dithienosilol (DTS) and thiophene (T). The bridge 
group acts as a third chromophore with absorption in the UV-blue region. The behavior of 
these dyes will be discussed in comparison to two dyes of the previous chapter (T-CA and 






Figure 3-1. Structures of the dye molecules discussed in this chapter. The hybrid porphyrin-
squaraine dyes are constructed out of the six fragments at the top – one each of PBut/PSil, 





3.2 Results and Discussion 
Collaboration note: Synthesis of the dyes was conducted by Dr. Fadi Jradi of the 
Marder group at Georgia Tech and Dr. Jinsze Wong of the Anderson group at Oxford. Dr. 
Jradi conducted the electrochemical measurements Dr. Xiongwu Kang of the El-Sayed group 
at Georgia Tech assembled the photovoltaic devices and performed the IV measurements. I 
performed all dynamics measurements, assembled some of the devices and performed IV 
measurements. 
Porphyrins typically have two main features in their absorption spectra: a low intensity 
Q-band in the 500-650 nm region and an intense Soret band around 400-450 nm. Squaraines 
have their main absorption peak around 650 nm. Figure 3-2 shows the absorption spectra of 
the Por-Sq dyes in comparison to their component squaraine T-CA. The squaraine band of 
PBut-SC12-T is red shifted 80 nm to around 720 nm. The porphyrin Soret band also fills in 
the absorption from 400 to 500 nm (overlapping with the thiophene absorption). PBut-SC2-
T and PBut-SC12-T show the change upon increasing the alkyl chain on the indole groups 
from ethyl to dodecyl.  
Figure 3-2. (Left) Molar extinction spectra for the dyes in THF. (Right) Absorbance 
measurements for the dyes adsorbed on titania. The titania films were soaked for 1 hour In 
solutions with 0.05 mM dye and 10 mM CDCA. 
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The spectra look similar with only a slight blue-shift of the absorption of PBut-SC12-T (which 
also has a much stronger absorption overall). Changing the π-bridge from thiophene (PSil-
SC12-T) to dithiophene (PSil-SC12-DTS) causes a red shift of both the squaraine and 
porphyrin bands by 5 nm. The DTS bridge adds a little extra absorption in the blue-green 
region as well. 
Figure 3-2 also shows the absorption of these dyes when adsorbed on TiO2. Upon 
adsorption a blue shifting of the peaks was typically observed due to the formation of H-
aggregates. A broadening on all peaks to higher energy was observed.5,24 However, the extent 
of broadening varied depending upon the length of the alkyl chains on the indole. PBut-SC2-
T exhibited a much broader squaraine absorption than PBut-SC12-T indicating that the longer 
alkyl chains help prevent the formation of aggregates. Curiously moving from butyl groups on 
the porphyrin (PBut-SC12-T) to hexylsilyl groups (PSil-SC12-T) had almost no effect on 
aggregation: these dyes exhibited nearly identical spectra. The increased absorption of PSil-
SC12-DTS relative to PSil-SC12-T between 480-550 nm is attributed to the DTS bridge. 
To explore the energy levels in these dyes we determined the ground-state oxidation 
potentials (ES+/S) and the excited-state oxidation potentials (ES+/S*) (Table 3-1). The excited 
state oxidation potential must be higher than the conduction band edge (CBE) of TiO2 or else 
injection will not occur efficiently. For bare TiO2, the CBE is around -0.5 V vs NHE
30,31
 
although this can vary with surface modification16, lithium ions17, pH18, and doping14. As such, 
it is generally thought that ES+/S* should be no less than -0.8 vs NHE to ensure fast injection. 
The addition of the porphyrin chromophore dropped the excited state potential from around 
-0.95 to -0.83: having the potential to slow injection.19 On the other side of the cell, ES+/S must 
lie below the redox potential of the electrolyte (0.30 V vs NHE for I-/I3
-). All dyes have 
potentials in excess of 0.8 V vs NHE giving more than enough driving force for regeneration. 
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However, we do observe that this value is shifted by about 500 mV for the Por-Sq dyes relative 
to the parent porphyrin dyes. 
 
Table 3-1. Optical and electronic properties of the dyes. The difference between ground and 
excited state energies was determined by the absorption and fluorescence spectra. The ground 
state reduction potential was determined by cyclic voltammetry. The excited state oxidation 
potential was calculated from these two values. 
Dyes λmax (nm)  ε (M-1cm-1) 
0 0
optE  (eV) ( / )S SE   (V)  *( / )S SE  (V) 
T-CA 659 279,000 1.76 +0.80 -0.96 
PBut-SC2-T 718 182,000 1.72 +0.90 -0.82 
PBut-SC12-T 713 246,000 1.72 +0.88 -0.84 
PSil-SC12-T 717 272,000 1.72 +0.89 -0.83 
DTS-CA 657 257,000 1.82 +0.84 -0.98 
PSil-SC12-
DTS 
722 317,000 1.72 +0.89 -0.83 
 
 
3.2.1 Photovoltaic Measurements 
We assembled fully operational cells with these dyes using the standard procedures for 
dye sensitized solar cells. We have found that it is essential to include chenodeoxycholic acid 
(CDCA) as a co adsorbent with the dyes. As other grounds have pointed out, the CDCA binds 
to the TiO2 and helps to prevent aggregation. The ratio of dye and CDCA concentrations are 
shown in  
 
Table 3-2. The incident photon to current efficiency (IPCE) spectra of the dyes are 
shown in Figure 3-3. Electrical measurements of the devices. (Left) The incident photons to 
current efficiency (IPCE) spectra. (Right) Current-voltage curves for each dye.. The IPCE 
curves show the same general trends as seen in the absorption spectra – this makes intuitive 
sense because the regions where the dyes absorb well will also be areas of high quantum 
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efficiency. The porphyrin dyes have improved IPCE in the 450-550 nm region due to the 
absorption from the Soret-band. All of these (except PBut-SC2-T) have an IPCE cutoff 50 nm 
redder than DTS-CA. This is in line with the goal of producing panchromatic dyes which 
absorb into the near infrared. It is suspected that PBut-SC2-T failed to achieve this same red 
shifting of IPCE because its short ethyl chains on the indole groups (compared to the 
hexyldecyl chains on the other dyes) failed to prevent aggregation. H-aggregates have blue 
shifted absorptions in line with this finding. PBut-SC12-T and PSil-SC12-T have very similar 
IPCE spectra although the former does have a slightly higher spectrum. This suggests that the 
R groups on the porphyrin makes little difference in performance. Compared to T-CA both 
PBut-SC12-T and PSil-SC12-T have better IPCE spectra. Their onset is almost 100 nm to the 
red of the squaraine only dye. One curious deviation between the IPCE spectra and the 
absorption spectra is for PSil-SC12-DTS. In the IPCE, the 400-600 nm region shows better 
efficiency than the 600-850 nm region. This, despite the fact that absorbances of the two 
regions are similar (the other porphyrin dyes to not exhibit this trend). We propose that this 
may be due to variable injection rates from different excited states. The higher energy excited 
state of the DTS group may inject faster than the absorption localized on the porphyrin. This 
could either be due to a larger driving force or better spatial overlap with the TiO2. This 
mechanism has been observed for vibrationally “hot” electrons in ruthenium dyes.20-21 Why 
this does not affect the other porphyrin dyes is an interesting question. It may simply be that 
the excited states of all the dyes are close to the minimum energy needed for efficient injection 






Turning to the electrical measurements from the cells we see some interesting trends. 
PBut-SC2-T exhibits lower PCE and Jsc than T-CA but an identical Voc. The loss in current is 
likely due to the significant aggregation suggested by the blue shift present on TiO2. Another 
possibility is that the dye simply has worse injection than T-CA which could either be due to 
nonradiative losses associated with aggregation or slower injection due to a lower excited state 
reduction potential. By comparison, PBut-SC12-T and PSil-SC12-T both outperform their 
parent dye T-CA. PBut-SC12-T has a PCE of 7.5% compared to 6.5%, a similar Voc and a 
much higher Jsc. This higher current is likely due to the broader absorption spectrum which 
better aligns with the solar spectrum. 
The trihexylsilyl group on the porphyrin improves the photovoltage by about 30 mV 
relative to the porphyrin dyes with tert-butyl. This may be caused by superior insulation of the 
TiO2 surface from the electrolyte. By blocking the electrolyte from approaching the surface, 
charge recombination can be retarded.    This steric shielding effect has been observed by 
other groups.    
Figure 3-3. Electrical measurements of the devices. (Left) The incident photons to current 
efficiency (IPCE) spectra. (Right) Current-voltage curves for each dye. 
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Although an improvement over T-CA is seen upon the addition of a porphyrin 
chromophore, no improvement was seen for DTS-CA. Although PSil-SC-12-DTS did better 
than the other Por-Sq dyes, it did not exceed the PCE of DTS-CA. This was mainly due to 
poor injection efficiency as will be shown in the next section. 
 
 






Voc (V) Jsc (mA/cm2) FF (%) PCE (%) 
T-CA 0.1 10 0.65 ± 0.01 14.2 ± 0.3 70.4 ± 0.2 6.5 ± 0.1 
PBut-SC2-T 0.1 10 0.65 ± 0.01 13.4 ± 0.1 70.4 ± 0.8 6.1 ± 0.1 
PBut-SC12-T 0.05 10 0.66 ± 0.01 16.3 ± 0.4 70.1 ± 0.6 7.5 ± 0.1 
PSil-SC12-T 0.05 10 0.65 ± 0.01 15.2 ± 0.1 71.2 ± 0.3 7.1 ± 0.1 
DTS-CA 0.05 10 0.68 ± 0.01 19.1 ± 0.2 68.3 ± 0.7 8.9 ± 0.2 




3.2.2 Injection Measurements 
To get a better understanding of how the energy levels and structures of these dyes 
relate to their performance, we measured the injection efficiency of these dyes. Using ultrafast 
transient absorption measurements we can track the excited state lifetimes of the dyes. For 
ruthenium dyes, injection is very efficient – near 100%. Squaraines, porphyrins, and other 
organic dyes tend to have less efficient injection as other pathways compete with injection. To 
study their relative rates, we measured the excited-state lifetime of the dyes adsorbed on TiO2 
and Al2O3 in fully assembled devices. The conduction band energy of alumina is too high for 
injection so it provides a control that allows us to measure the excited state dynamics of the 
dyes in the absence of the injection pathway. 
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To follow the excited state dynamics we looked at the decay of the transiently induced 
excited state peak (typically between 475 nm to 550 nm). The data was fit using the stretched 
exponential function. 






A is a scaling constant, τ is the characteristic lifetime, and β is a measure of 
heterogeneity that accounts for variations in the lifetime of adsorbed dyes. Different dyes have 













Multichromophoric dyes present a bit of a challenge when studying excited state 
dynamics. There will be multiple excited states accessible by visible light absorption which 
have different spatial distributions within the molecule. It is not unreasonable to think that 
Figure 3-4. Excited state dynamics of PBut-SC2-T when excited at 720 nm in THF. (Left) 
The transient absorption spectrum shows a positive peak at high energy assigned to the 
excited state. The large negative peak around 720 nm is due to the scattered pump light 
overlapping with a negative ground state bleach. (Right) The dynamics of the ground state 
and excited state peaks are almost identical. 
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these excited states could have different injection rates. Indeed, the IPCE data from PSil-
SC12-T suggests that the lowest lying excited state could indeed have poor injection efficiency. 
Figure 3-4 shows the behavior of PBut-SC2-T when excited at 720 nm in solution. This pump 
wavelength is only capable of exciting the squaraine chromophore as such the excited state 
behavior is expected to be very similar to a squaraine-only dye. This is indeed what is seen. 
There is an excited state bleach at high energy (480 to 600 nm) and a ground state bleach from 
650 to 800 nm. This low energy peak overlaps with the scattered light at 720 nm. This 
assignment is confirmed by the identical transient kinetics of the two peaks. 
To examine the effect of aggregation on excited state behavior we adsorbed PBut-
SC2-T on alumina. We varied the pump power from 10 μW to 1000 μW and followed the 
excited state lifetime with a 532 nm probe (Figure 3-5). The following biexponential function 
was used to fit the data: 
 𝑦 =  𝐴1𝑒
−𝑡 1 𝑝𝑠⁄ + 𝐴2𝑒
−𝑡 75 𝑝𝑠⁄  (3) 
The two terms represent two different types of decay present in the sample 1) the slow 
decay is due to vibrational relaxation and 2) the fast decay is due to nonlinear loss pathways. 
We can tell that the fast decay is due to a nonlinear process because its relative weight increases 
with power. This means that as the number of excitons increases in the sample, the more 





Figure 3-5. Excited state dynamics of PBut-SC2-T adsorbed on alumina. The dye was excited 
at 720 nm and probed at 532 nm. The data was fit using a biexponential with time constants 
75 ps and 1 ps. The relative weight of the two terms is plotted. The excited state decay sped-




The porphyrin-squaraine dyes have two separate chromophores so it is important to 
understand how these interact. PBut-SC12-T was deposited on TiO2 and pumped at 470, 575 
630, 705 nm. The results from this experiment are shown in Figure 3-6. The transient decays 
show the excited state decay measured at 520 nm. All the pump wavelengths show the same 
kinetics indicating that the injection rate is invariant with the pump wavelength. This suggests 
one of two possibilities 1) injection occurs from all excited states equally quickly or 2) the 
higher excited states (Sn) quickly relax to the lowest excited state (S1) before injection. To 
further understand, we may examine the excited state spectra. All pump wavelengths exhibit 
very similar excited state spectra with the possible exception of 470 nm. This produces a 
broadly similar spectrum although the excited state peak is somewhat shifted around 500 nm. 
This could indicate the presence of a different, short lived excited state which quickly transfers 
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energy to S1. It is quite likely that injection is not even possible from the porphyrin-based 
orbitals since they simply are too far from the TiO2. This conclusion is supported by the 
fluorescence data in Figure 3-6. The fluorescence spectrum of the dye looks the same 
regardless of the excitation wavelength. This is in good agreement with Kasha’s rule which 
states that fluorescence only occurs from S1 of a chromophore because all the higher excited 








Figure 3-6. (Left) Absorption and excitation fluorescence spectra for PBut-SC21-T. Emission 
measured at 765 nm. (Right) Transient decays for the same dye pumped at a variety of 
wavelength and probed at 520 nm. (Bottom) Transient absorption spectra for the dye when 




Knowing this, we may begin calculating injection rates and efficiencies for these dyes. 















Table 3-3 shows the results of the injection measurements for the various dyes. The 
porphyrin dyes all have lower injection efficiencies compared with the squaraine dyes. This 
makes sense, given the lower reduction potentials of the excited state. As discussed earlier, the 
ES+/E* must be significantly above the TiO2 conduction band edge to drive injection. It would 
appear that the ~130 mV difference between the Por-Sq dyes and the squaraines is enough to 
hinder this process. This is seen in the calculated time constants for the injection process. 
While the value is less than 2 ps for T-CA and DTS-CA, the Por-Sq dyes are all in excess of 
5 ps. Since the excited state lifetimes of the dyes on alumina are fairly short, they can compete 
with slower injection. This helps to account for the poor IPCE of these dyes – they absorb 
photons very well but they lose about 15% of absorbed photons to radiative relaxation before 
injection.  
 
Table 3-3. Injection kinetics for the dyes. The kinetics on TiO2 and Al2O3 are measured. The 
injection efficiency and injection time constant are calculated from these. 
Dye τobs TiO2 (ps) τobs Al2O3 (ps) η (%) τinj (ps) 
T-CA 1.8 123.9 98.5 1.83 
PBut-SC2-T 9.0 76.0 84.0 10.2 
PBut-SC12-T 4.0 29.0 86.0 4.6 
PSil-SC12-T 7.0 70.3 90.0 7.8 
DTS-CA 1.2 22.6 94.6 1.27 




We prepared a series of porphyrin-squaraine (Por-Sq) dyes and their electronic, optical, 
and excited state properties were measured and compared with those of their parent squaraine. 
These systems have exceptional absorbances because the two chromophores effectively 
complement each other – the porphyrin provides spectral density in the blue-green region 
while the squaraine provides it in the red. As an added benefit, the conjugation of these dyes 
red-shifts the squaraine absorption band about 100 nm to the red allowing these dyes to 
harvest energy into the near infrared. As a result the Por-Sq dyes outperformed the squaraine 
dye T-CA in photocurrent, voltage, and overall efficiency. The photocurrent is due to 
harvesting photons from a greater piece of the solar spectrum but the voltage change is likely 
due to some other effect. We suspect that the steric shielding of the porphyrin insulates the 
surface of the TiO2 to prevent recombination of injected electrons with the electrolyte – 
although more study is needed to prove this. Curiously none of the Por-Sq dyes outperformed 
the optimized squaraine dye DTS-CA. Injection efficiency measurements showed that this is 
because while the squaraine dyes inject with >95% efficiency, the  Por-Sq dyes are closer to 
85%. We demonstrate that there is no difficulty in moving energy from the porphyrin localized 
excited states to the squaraine end of the dye – rather the problem is likely that the energy of 
the lowest lying excited state is too close to the TiO2 conduction band edge. The energy of 
this orbital is about 150 mV lower than the lowest excited state on the squaraine dyes. From 
these results we propose that Por-Sq sensitizers may perform quite well but that the energy of 





This project was part of a collaboration between numerous scientists. I will address, 
in detail, the work that I performed. For a detailed procedure for synthetic, optical, and 
electrochemical measurements please turn to the thesis work of Dr. Fadi Jradi of The Georgia 
Institute of Technology or the papers published containing these results. 
3.4.1 Device Assembly 
FTO slides were cleaned by sonication in a series of solutions for 15 minutes each. 
The solutions were Alconox, ethanol, and water. Finally, the slides were heated to 500 oC for 
2 hours to remove all organics. 
Platinized cathodes were prepared by drop coating a clean FTO slide with 3 drops of 
0.1 M chloroplatinic acid in ethanol. After tilting the slide to evenly disperse the solution, the 
slide was heated to 400 oC for 20 minutes to leave a thin film of platinum metal. 
The electrolyte consisted of consisted of 0.6 M 1,3-dimethylimidazolium iodide, 0.03 
M iodine, 0.05 M LiI, 0.05 M guanidinium thiocyanate, and 0.5 M 4-tert-butylpyridine in 15/85 
(v/v) mixture of valeronitrile and acetonitrile. 
Dye solutions were prepared by dissolving the pure, solid dye in a viable anhydrous 
solvent (typically ethanol, tetrahydrofuran, or chloroform) to the desired concentration (0.01, 
0.05, or 0.1 M). Chenodeoxycholic acid (CDCA) was added to a concentration of 0.1 M to 
reduce aggregation. 
TiO2 anodes were purchased from Solaronix item 74101. These consisted of a glass 
slide coated with FTO and a 10 µm thick layer of 20 nm TiO2 nanospheres with a 4 µm thick 
layer of 200 nm TiO2 nanospheres. This first layer is for dye adsorption while the second is to 
increase light scattering to increase the effective path length of incident photons on the cell. 
The area of the cell coated with TiO2 was 0.36 cm
2. These anodes were placed in a 0.2 M 
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solution of TiCl4 in water and heated to 70 
oC for 30 minutes to lay down a thin blocking layer 
of dense TiO2. Skipping this step results in poor contact between the TiO2 nanoparticles and 
electrolyte contact with the FTO – scavenging increases resultantly. The anodes were removed 
from the solution and gently rinsed with water before being heated to 450 oC for 2 hours 
(heating/cooling rate = 2 oC/min). 
 After cooling to 80 oC, the anodes were immersed in the dye solution for 12 hours. 
Allowing the anodes to cool to room temperature before immersion decreases efficiency 
because water is allowed to bind to the TiO2 which increases dye desorption. The anodes were 
removed and gently rinsed with acetonitrile and dried by a stream of nitrogen. The cells were 
immediately assembled by sandwiching a 60 µm Surlin spacer between the anode and cathode. 
The spacer had a hole large enough to accommodate the TiO2 active area. To binder clips held 
the assembly together. Electrolyte was added by placing a drop near the active area, removing 
one binder clip, and gently separating the cathode and anode by a few millimeters. Capillary 
action drew the electrolyte into the cell and the clip was replaced giving a temporary seal. 
3.4.2 PCE and IPCE Measurements 
The air mass (AM) 1.5-irradiance of 100 mW / cm2 was provided by a solar simulator, 
which consisted of a 300 W xenon light source (Oriel, U.S.A.) and an optical shutter connected 
to Keithley meter which was automated with an I-V station from Newport. The light intensity 
was calibrated with a silicon diode reference cell 91150V (Oriel, U.S.A.). The mismatch 
between the simulated and the true solar spectra was corrected with the light filter 81094 
(Oriel, U.S.A.). The current-voltage performance of the cell under these conditions were tested 
with four-wire connection mode by sourcing external potential bias to the cell and measuring 
the generated photocurrent with a Keithley 2400 digital source meter. The test results were 
acquired with Oriel IV test station software. The incident photon-to-electron conversion 
78 
 
efficiency (IPCE) was characterized by using Oriel Quantum Efficiency Measurement Kit, 
consisted of a 300W xenon lamp, Merlin lock-in amplifier, Cornerstone 260 monochromator 
and a silicon detector. The measuring process was automated with TracQ software from 
Newport. 
3.4.3 Transient Absorption Spectroscopy 
Sub picosecond pump and probe laser pulses were generated with a Coherent Libra-
HE regenerative-amplified Ti:sapphire laser system. The basic pulse compression unit 
generates 4 mJ, sub-50 ps pulses of 808 nm-centered light at 1 kHz. Approximately 60% of 
this beam was directed into a Coherent OPerA Solo Ultrafast optical parametric amplifier. 
This computer controlled OPA was tuned to produce visible light pump pulses at a specific 
wavelength between 400 and 760 nm. Every other pump pulse was blocked by an optical 
chopper. For use as a probe, 5% of the original 800 nm beam was directed through a delay 
stage and then through a sapphire crystal producing a super continuum spectrum ranging from 
450 to 820 nm. The two beams were focused and overlapped on the assembled full cells. The 
1/e2 radii of the pump and probe beams were 900 ± 50 nm and 300 ± 25 nm, respectively. 
The transmitted portion of the probe beam was collected by a fiber optic cable and Si array 
detector. ∆A was calculated as a function of delay time by comparing the transmitted probe 
beam when the pump beam was and was not blocked by the chopper. 
For transient absorption measurements, sample preparation was varied from the 
standard device assembly. Since charge collection was unnecessary, no FTO coated glass was 
used. TiO2 films were prepared by doctor blading a layer of TiO2 nanoparticles (Solaronix 
20 nm TiO2) onto a clean glass microscope slide. The doctor blading guide was simply a piece 
of Scotch tape with a ¼ inch hole punched out with a hole punch. The film was annealed at 
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500 oC for 1 hour. Unplatinized glass was used for the “cathode” side and the normal 
electrolyte was employed. 
Alumina films were prepared similarly from an aluminum oxide/hydroxide paste. The 
paste was prepared by dissolving 100 mg of aluminum isopropoxide in 10 mL of 0.07 M HCl. 








1. Nazeeruddin, M. K.; Péchy, P.; Renouard, T.; Zakeeruddin, S. M.; Humphry-Baker, 
R.; Comte, P.; Liska, P.; Cevey, L.; Costa, E.; Shklover, V., Engineering of efficient 
panchromatic sensitizers for nanocrystalline TiO2-based solar cells. Journal of the American 
Chemical Society 2001, 123 (8), 1613-1624. 
2. Velusamy, M.; Justin Thomas, K.; Lin, J. T.; Hsu, Y.-C.; Ho, K.-C., Organic dyes 
incorporating low-band-gap chromophores for dye-sensitized solar cells. Organic Letters 2005, 
7 (10), 1899-1902. 
3. Mathew, S.; Yella, A.; Gao, P.; Humphry-Baker, R.; Curchod, B. F.; Ashari-Astani, N.; 
Tavernelli, I.; Rothlisberger, U.; Nazeeruddin, M. K.; Grätzel, M., Dye-sensitized solar cells 
with 13% efficiency achieved through the molecular engineering of porphyrin sensitizers. 
Nature chemistry 2014, 6 (3), 242-247. 
4. Yum, J.-H.; Jang, S.-R.; Walter, P.; Geiger, T.; Nüesch, F.; Kim, S.; Ko, J.; Grätzel, M.; 
Nazeeruddin, M. K., Efficient co-sensitization of nanocrystalline TiO 2 films by organic 
sensitizers. Chemical communications 2007,  (44), 4680-4682. 
5. Kakiage, K.; Aoyama, Y.; Yano, T.; Oya, K.; Fujisawa, J.-i.; Hanaya, M., Highly-
efficient dye-sensitized solar cells with collaborative sensitization by silyl-anchor and carboxy-
anchor dyes. Chemical communications 2015, 51 (88), 15894-15897. 
6. Karthikeyan, C. S.; Wietasch, H.; Thelakkat, M., Highly Efficient Solid‐State Dye‐
Sensitized TiO2 Solar Cells Using Donor‐Antenna Dyes Capable of Multistep Charge‐
Transfer Cascades. Advanced Materials 2007, 19 (8), 1091-1095. 
7. Xie, Y.; Tang, Y.; Wu, W.; Wang, Y.; Liu, J.; Li, X.; Tian, H.; Zhu, W.-H., Porphyrin 
cosensitization for a photovoltaic efficiency of 11.5%: a record for non-ruthenium solar cells 
based on iodine electrolyte. Journal of the American Chemical Society 2015, 137 (44), 14055-14058. 
8. Kakiage, K.; Aoyama, Y.; Yano, T.; Oya, K.; Kyomen, T.; Hanaya, M., Fabrication of 
a high-performance dye-sensitized solar cell with 12.8% conversion efficiency using organic 
silyl-anchor dyes. Chemical Communications 2015, 51 (29), 6315-6317. 
9. Warnan, J.; Gardner, J.; Le Pleux, L.; Petersson, J.; Pellegrin, Y.; Blart, E.; 
Hammarström, L.; Odobel, F., Multichromophoric Sensitizers Based on Squaraine for NiO 
Based Dye-Sensitized Solar Cells. The Journal of Physical Chemistry C 2013, 118 (1), 103-113. 
10. Gouterman, M., Spectra of porphyrins. Journal of Molecular Spectroscopy 1961, 6, 138-163. 
11. Ahrens, M. J.; Sinks, L. E.; Rybtchinski, B.; Liu, W.; Jones, B. A.; Giaimo, J. M.; Gusev, 
A. V.; Goshe, A. J.; Tiede, D. M.; Wasielewski, M. R., Self-assembly of supramolecular light-
harvesting arrays from covalent multi-chromophore perylene-3, 4: 9, 10-bis (dicarboximide) 
building blocks. Journal of the American Chemical Society 2004, 126 (26), 8284-8294. 
81 
 
12. Wang, Y.; He, G. S.; Prasad, P. N.; Goodson, T., Ultrafast dynamics in multibranched 
structures with enhanced two-photon absorption. Journal of the American Chemical Society 2005, 
127 (29), 10128-10129. 
13. Lyon, L. A.; Hupp, J. T., Energetics of the nanocrystalline titanium dioxide/aqueous 
solution interface: approximate conduction band edge variations between H0=− 10 and H-
=+ 26. The Journal of Physical Chemistry B 1999, 103 (22), 4623-4628. 
14. Kopidakis, N.; Neale, N. R.; Frank, A. J., Effect of an adsorbent on recombination 
and band-edge movement in dye-sensitized TiO2 solar cells: evidence for surface passivation. 
The Journal of Physical Chemistry B 2006, 110 (25), 12485-12489. 
15. Bai, Y.; Zhang, J.; Wang, Y.; Zhang, M.; Wang, P., Lithium-modulated conduction 
band edge shifts and charge-transfer dynamics in dye-sensitized solar cells based on a 
dicyanamide ionic liquid. Langmuir 2011, 27 (8), 4749-4755. 
16. Gai, Y.; Li, J.; Li, S.-S.; Xia, J.-B.; Wei, S.-H., Design of narrow-gap TiO 2: a passivated 
codoping approach for enhanced photoelectrochemical activity. Physical review letters 2009, 102 
(3), 036402. 
17. Malinsky, M. D.; Kelly, K. L.; Schatz, G. C.; Van Duyne, R. P., Nanosphere 
Lithography: Effect of Substrate on the Localized Surface Plasmon Resonance Spectrum of 
Silver Nanoparticles. J. Phys. Chem. B 2001, 105 (12), 2343-2350. 
18. Lenzmann, F.; Krueger, J.; Burnside, S.; Brooks, K.; Grätzel, M.; Gal, D.; Rühle, S.; 
Cahen, D., Surface photovoltage spectroscopy of dye-sensitized solar cells with TiO2, Nb2O5, 
and SrTiO3 nanocrystalline photoanodes: Indication for electron injection from higher excited 
dye states. The Journal of Physical Chemistry B 2001, 105 (27), 6347-6352. 
19. Jain, P. K.; Lee, K. S.; El-Sayed, I. H.; El-Sayed, M. A., Calculated Absorption and 
Scattering Properties of Gold Nanoparticles of Different Size, Shape, and Composition: 
Applications in Biological Imaging and Biomedicine. J. Phys. Chem. B 2006, 110 (14), 7238-
7248. 
20. Huang, W. Y.; Qian, W.; El-Sayed, M. A.; Ding, Y.; Wang, Z. L., Effect of the lattice 
crystallinity on the electron-phonon relaxation rates in gold nanoparticles. J. Phys. Chem. C 
2007, 111 (29), 10751-10757. 
21. Hu, M.; Novo, C.; Funston, A.; Wang, H. N.; Staleva, H.; Zou, S. L.; Mulvaney, P.; 
Xia, Y. N.; Hartland, G. V., Dark-field microscopy studies of single metal nanoparticles: 
understanding the factors that influence the linewidth of the localized surface plasmon 
resonance. J. Mater. Chem. 2008, 18 (17), 1949-1960. 
22. Perner, M.; Gresillon, S.; März, J.; von Plessen, G.; Feldmann, J.; Porstendorfer, J.; 
Berg, K. J.; Berg, G., Observation of Hot-Electron Pressure in the Vibration Dynamics of 
Metal Nanoparticles. Physical Review Letters 2000, 85 (4), 792-795. 
82 
 
23. Mohamed, M. B.; Ahmadi, T. S.; Link, S.; Braun, M.; El-Sayed, M. A., Hot electron 
and phonon dynamics of gold nanoparticles embedded in a gel matrix. Chem. Phys. Lett. 2001, 
343 (1-2), 55-63. 
83 
 
CHAPTER 4 – VIBRATIONAL 






Nanorods and other anisotropic nanoparticles have very different mechanical 
properties than the more usual nanospheres. We studied the coherent lattice oscillations 
(phonons) of gold and silver nanorods (AuNRs and AgNRs) by following the modulations of 
the plasmonic band position with ultrafast laser spectroscopy. Although gold and silver 
nanopheres of similar radius have similar phonon frequencies, AgNRs vibrate faster than 
AuNRs. We probed this dissimilarity by using finite element modeling. We were able to find 
better agreement between experimental and computational results by adopting a pentagonal 
rather than cylindrical shape for the nanorods. Furthermore we accounted for the fact that the 
electron-phonon relaxation causes a decrease in the Young’s modulus and softens the rods. 
The calculations showed that shorter rods have an anomalously low frequency. This can be 




When light of a resonant frequency illuminates metal, the loosely bound conduction 
band electrons may oscillate coherently.1, 4 These plasmons rarely last more than a few 
femtoseconds. The energy can either be reradiated as scattered light, transferred to an adjacent 
system, or lost as heat as the process of absorption is completed.6 If neither scattering nor 
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energy transfer occurs, the oscillating electrons will begin to dephase due to electron-surface 
scattering, electron-hole pair generation, and electron-crystal boundary scattering (especially 
prominent in polycrystalline nanoparticles).8-9 Electron-hole pairs can be generated when the 
incident photon has sufficient energy to promote an electron within the conduction band 
(intra-band excitation) or between the d and conduction bands (inter-band).12,13, Although the 
plasmon has decayed, the electrons still have a tremendous amount of energy – depending on 
the illumination intensity, their temperature can be in excess of 1000 K – and that energy is in 
a non-equilibrium distribution. They begin to thermalize by electron-electron and electron-
phonon collisions, each with a characteristic lifetime. Electron-electron scattering occurs in a 
few hundred femtoseconds and allows the electrons to thermalize among themselves.    
Transfer of energy to nuclear motion, that is to say phonons, occurs within 1-5 ps.10-11 The 
electron-phonon coupling has been shown to vary with the matrix around the nanoparticle in 
MgSO4
13, polymer, and glass16. This process appears to be size and shape independent.17 
Finally, these phonons couple to the surrounding medium and lose their energy as 
environmental heat over 10-100 ps. Femtosecond laser spectroscopy has revealed these 
various processes and their timescales.     
The phononic modes of nanoparticles depend on a variety of factors including, shape, 
material, temperature, and crystallinity. Measuring the frequency begins by perturbing the 
particle with a femtosecond laser pulse. If absorption occurs, as described above, the energy 
will soon transfer to lattice vibrations.    As the vibrations cause a periodic shift in the size, 
shape, and density of the nanoparticles, it will also cause the plasmonic resonance to shift.20-21 
As a practical matter, the frequency shift is typically measured as a change in intensity at a 
single frequency as the centerpoint of the resonance moves about a central value. 
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This technique has been used to study the lattice frequencies of isotropic shapes like 
gold and silver nanospheres22 and nanoprisms15. For spheres, the fundamental vibrational 
mode is primarily dependent on the Young’s modulus and so gold and silver nanospheres have 
similar frequencies for a given size. This does not hold true for other shapes whose frequencies 
have a stronger dependence on density. Additionally polycrystallinity can have an impact.23-24   
This chapter contains our study of the optomechanical properties of anisotropic 
nanoparticle shapes experimentally, using ultrafast time-resolved pump-probe spectroscopy, 
and computationally, by finite element modeling. We compare our results for silver nanorods 
with the results of Hu et al.  for similarly sized gold nanorods. The rods are compared to 
nanospheres. We also speculate on the effect of changing temperatures. 
 
4.3 Experimental 
Collaboration Note: Dr. Mahmoud Mahmoud of the El-Sayed group at Georgia Tech 
synthesized the gold and silver nanorods. I was responsible for collecting and analyzing the 
ultrafast dynamics data. I performed all finite element modeling. 
All reagents were purchased from Sigma-Aldrich and used as received. Care was taken 
to store the silver nitrate in the dark and the sodium borohydride in a desiccator. 
4.3.1 Silver Nanorods 
We prepared silver nanorods with a fixed diameter but different lengths by the 
reduction of silver nitrate with ethylene glycol as reported previously.25 70 mL of ethylene 
glycol was heated to 140 oC for 1 hr with stirring. The temperature was then increased to 
175 oC and 0.5 g of polyvinylpyrrolidone was added with stirring at 1600 rpm. A solution of 
silver nitrate (0.15 g in 15 mL ethylene glycol) was injected and stirring continued for a variable 
amount of time. After about five minutes the solution turned pink. As time progressed the 
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solution proceeded through red, green, olive, and yellow indicated increased length. Aliquots 
were withdrawn and quenched in ice as the reaction proceeded to obtain the different sizes. 
The resulting particles were purified by repeated centrifugation at 12000 rpm for 20 minutes 




Figure 4-1. High-resolution TEM of a single silver nanorod. The rod has pentatwinned 




4.3.2 Gold Nanorods 
Gold nanorods (AuNRs) were prepared with two different lengths following a known 
procedure.11 Initially a seed solution was produced. To 5 mL of 200 mM cetrymonium 
bromide (CTAB), 5 mL of 0.5 mM HAuCl4 was added. Next 0.6 mL of chilled 0.01 M NaBH4 
was added producing a bronze colored solution. Vigorous stirring over 2 minutes completed 
the reaction. 
Growth solutions were prepared by adding CTAB (5 mL, 0.20 M) to between 0.05 and 
0.25 mL of 4 mM AgNO3 at 25 
oC. 1 mM HAuCl4 was added and after gentle mixing 70 µL 
of 0.0788 M ascorbic acid was introduced. The ascorbic acid acted as a mild reducing agent 
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and the yellow solvated gold chloride complex became colorless but did not produce metallic 
gold nanoparticles. Finally, 12 µL of seed solution was added to the growth solution at room 
temperature. With slow stirring the color of the solution changed over 20 minutes indicating 
the growth of nanorods. 
4.3.3 Imaging 
A Zeiss Ultra 60 was used to image the silver nanorods (Figure 4-2). A JEOL 2000 
TEM was used to image the gold nanorods (Figure 4-3). A Tecnai F30 was used for high-
resolution transmission electron microscopy (HR-TEM) imaging. The sizes of the 
nanoparticles were determined in ImageJ, at least 100 nanoparticles of each size were imaged 
to determine average sizes. These results are summarized in Table 4-1. The uncertainties are 














Table 4-1. Lengths and widths of the gold and silver nanorods. 
Sample Length (nm) Diameter (nm) 
Silver - a 39.6±3.2 20.1±1.7 
Silver - b 44.9±4.7 20.3±1.1 
Silver - c 55.5±5.5 21.7±1.7 
Silver - d 73.5±7.8 21.3±1.7 
Silver - e 86.0±9.7 21.1±1.7 
Gold – a 67.2±1.2 22.4±0.8 





The vibrational dynamics were determined for the nanorods by transient absorption. 
The system used consisted of a Coherent Libra HE regenerative-amplified Ti:sapphire laser 
system which yielded 4 mJ, sub-50 ps pulses of 810 nm-centered light with a repetition rate of 
1 kHz. Approximately one quarter of this beam was frequency doubled by a barium borate 
crystal to give a 405 nm pump beam. The intensity of this beam was controlled by a neutral 
density filter. Every other pump beam pulse was blocked by an optical chopper. The remainder 
of the 800 nm beam passed through a delay stage and then a sapphire crystal producing a 
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supercontinuum from about 450 nm to 820 nm. This probe beam was band-pass filtered to 
remove excess 800 nm light.  
The two beams were focused and overlapped on the sample. The 1/e2 radii of the 
pump and probe beams were 850 ± 50 µm and 275 ± 25 µm, respectively. The transmitted 
probe beam was focused into a fiber optic cable and measured by a Si array detector. ∆A was 
calculated as a function of delay time by comparing the transmitted probe beam when the 
pump beam was and was not blocked by the chopper.  
Solution measurements were performed in 2 mm optical crown glass cuvettes. 
Solutions were diluted to peak optical densities of < 1 AU. Pump beam fluences were kept 
below 20 μJ/cm2 to minimize sample damage.  
Sample dynamics were studied for a single wavelength between 15 and 40 nm below 
the sample’s extinction maximum. The ∆A data was empirically modeled as two exponential 
decays and an exponentially decaying sinusoid:15 
 ∆𝐴(𝑡) = 𝐵1 cos(2𝜋𝑓 + 𝜙) 𝑒
−𝑡 𝜏1⁄ + 𝐵2𝑒
−𝑡 𝜏2⁄ + 𝐵3𝑒
−𝑡 𝜏3⁄ + 𝑐 (1) 
Bn, τn, f, ϕ, and c are the pre-exponential constants, time constants, frequency, phase, 
and offset, respectively. Fits were performed using custom Python code utilizing the Scipy and 
Numpy libraries.27 By probing all samples on the same side of their extinction maxima, we 
minimized phase and frequency differences.28 
4.3.5 Finite Element Modeling 
Finite element modeling (FEM) allows one to calculate the vibrational modes 
(eigenfrequencies) for arbitrarily shaped nanoparticles. We utilized the COMSOL 3.3 software 





4.4 Results and Discussion 
4.4.1 Experimental Results 
 Gaining an understanding of the mechanical properties of nanostructures is 
essential before they can be fully utilized in applications. Bulk gold and silver are well 
understood but it is still debated how they change at the nanoscale. Additionally, nanoparticles 
can experience rapid thermal changes which may impact their properties. 
 We focused on studying isotropically shapped gold and silver nanorods. In 
order to make accurate comparisons we used rods of similar diameter but with varying lengths. 
A time-resolved femtosecond pump-probe technique was used to measure the 
optomechanical properties of AgNRs and AuNRs. Coherent lattice vibrations were first 
induced with a 405 nm femtosecond laser pulse and their frequencies were probed by a second 
pulse, with a wavelength in resonance with the LSPR of the nanoparticles, at variable time 
delay. The LSPR peak position changes with the structural changes caused by the phonons. 
Thus measuring the LSPR shift frequency is akin to measuring the phonon frequency. 
 
Figure 4-4. Extinction spectra of A) gold and B) silver nanorods. The peak labeled short 
corresponds to gold-a. The peak labeled long corresponds to gold-b. The LSPR peak 
positions are listed for the silver nanorods. They correspond to samples silver-a, silver-b, 
silver-c, silver-d, and silver-e respectively. 
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Figure 4-4 shows the extinction spectra of the AgNRs and AuNRs. As the length of 
the rods is increased, the position of the LSPR band red-shifts. Or rather, it should be said 
that as the aspect ratio (diameter divided by length) of the rods increases, their LSPR bands 
red-shift. However, because widths are quite similar, length is proportional to aspect ratio. 
Figure 4-5 shows an example of a transient absorption spectra for the silver nanorods 
a few hundred picoseconds after excitation. 405 nm light was used pump the particles. This 
light has sufficient energy to produce electronic transitions within gold and silver in addition 
to plasmonic excitations. However, similar transient spectra are observed if using light that 
only has enough energy to produce plasmonic excitations. What occurs is that as energy is 
added to the conduction band electrons, the polarizability of the nanoparticles changes. This 
leads to a shift in the LSPR band of the nanoparticles. This registers as a large negative peak 
next to a large positive peak in the transient spectrum. Because the LSPR band also changes 
shape during this process, the transient peaks are not necessarily symmetric. 
Figure 4-6A shows the transient absorption signal for the silver nanorods with lengths 
39.6 and 86.0 nm. These were pumped at 405 nm and probed at 529 and 787 nm, respectively. 
Although the response of the samples over a wide range of probe wavelengths was measured, 
only a single wavelength was selected for analysis. In all cases we used a wavelength on the 
higher energy side of the LSPR band. The data was fit to Eq. 1. The cosine term provides the 
phonon frequency. The exponential in the first term relates to the decay of the phonon as well 
as dephasing due to some variability in the nanoparticle size. The other two exponential terms 
are primarily present to provide a good fit of the first few picosecond of data. They relate to 









Previous studies have shown that the main observed frequency for nanorods is the 
longitudinal mode of vibration.29 This mode is a simple stretch along the long axis of the 
nanoparticle. It is expected to vary with the length and be insensitive to the diameter. However, 
since all rods had similar diameters this could not be investigated. 
A similar procedure was used to measure gold nanorods with two different lengths. In 
order to make a full comparison between gold and silver we show the data obtained for AuNRs 
by Hartland’s group.27 Figure 4-6B shows a full comparison of the frequencies of gold and 
silver nanorods. The data from Hu et al. is shown in red and is similar to the data that we 







Overall, we see that the vibrational frequency decreases with increasing length and that 
silver has a higher vibrational frequency than similarly sized gold nanorods. Additionally, it 
appears that silver nanorods are more sensitive to length changes than gold nanorods. 
Curiously, this behavior differs from the much better studied nanospheres. Others have shown 
that silver and gold nanospheres have about the same frequency for a given size.21, 22 In order 
to understand these difference it is necessary to turn to some theoretical and computational 
results. The following section provides an examination of these differences. 
4.4.2 Theoretical Results 
This section draws heavily upon ideas not typically covered in chemistry. For a deeper 
explanation of terms and concepts please see Appendix A. The natural frequencies of cylinders 
have been exactly calculated. For the purposes of this work, we are only interested in the first 
longitudinal (extensional) mode. Which relates frequency (f), to length (L), Young’s modulus 
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Figure 4-6. A) Example vibrational data from silver nanorods with lengths 39.8 and 86 nm. 
B) Measured vibrational frequencies as a function of length for the various silver and gold 
nanorods discussed in this work. This is the frequency of the extensional mode. 
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(E) and density (ρ). This equation has been used to model gold nanorods by assuming that the 
nanorods are cylindrical.30 






Similarly, an equation has been found for the breathing mode of spheres. This mode 









2  (4) 
Where f is the frequency of the breathing modes, R is the radius, cl is the longitudinal 
speed of sound, ct is the transverse speed of sound, and χ are the eigenvalues which correspond 
to each mode. These are found by numerically solving Equation 4. Since low energy phonons 
are typically produced in these experiments, we need only consider the lowest eigenvalue. 
In a typical calculation, the bulk values for the metals are used. The densities are 19.3 
and 10.5 g/cm3 for gold and silver, respectively. The Young’s moduli for these metals are 79 
and 83 GPa respectively. These values were determined for isotropic polycrystalline samples. 
When these values are applied to spheres the results are quite good. Figure 4-7 shows 
experimental data for gold and silver nanospheres found in papers by Del Fatti et al.21 and 
Hodak et al.22 Over a wide range of sizes, Eq. 3 provides an excellent fit of the results and 





Figure 4-7. Comparison of experimental and calculated results for gold and silver nanospheres. 




When the same is attempted for the nanorods the results are less promising. Figure 
4-8 shows a comparison of measured and calculated vibrational frequencies for gold and silver 
nanorods. It is apparent that although the fit is closer for the longer lengths, the short rods 
show a significant deviation. In particular, we see that the short rods are calculated to be much 
stiffer than measured. An obvious reason for this is that we are modeling the rods as exact 
cylinders. We know from the high resolution TEM (Figure 4-1) that the rods are more 
accurately described as flat sided rods with reasonably sharp tips. Additionally, the model 
assumes that the nanoparticles are isotropic (same properties in all directions) and 
polycrystalline. We know that both gold and silver nanorods are multitwinned (typically 
constructed from 5 different crystal grains). Thus, it would be more accurate to treat these 
nanoparticles anisotropically.  
Others have sought to overcome these problems for some nanoparticle shapes. 
Petrova et al. have found that the data for gold rods is fit better if you assume that the gold is 
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anisotropic.31 Crut et al. have looked into using finite-element modeling to study the vibrational 
modes of both nanospheres and nanorods. They found that it was necessary to introduce 






In moving away from an idealized cylinder, we had no hope of finding and exact 
expression for the natural phononic modes for our nanorods. To deal with this constraint, we 
turned to a standard tool of engineering analysis: finite element modeling (FEM). Appendix A 
contains a more detailed discussion of how FEM works as well as its strengths and limitations 
compared to other approaches. We utilized the FEM package COMSOL to calculate the 
eigenfrequencies of AuNRs and AgNRs. These were modeled as pentagonal prisms with 
pentagonal tips of varying sharpnesses. Instead of the mechanical properties of bulk 
gold/silver listed above, we treated the metals as cubically anisotropic. This requires three 
distinct constants of elasticity rather than the two of an isotropic material (c11, c12, c44). For 




gold c11 = 193 GPa, c12 = 164 GPa, c44 = 42 GPa. For silver c11 = 124 GPa, c12 = 93 GPa, 





Figure 4-1 shows a high resolution image of a silver nanorod in which the tapered tip 
is clearly visible. Others have observed a similar phenomenon for AuNRs.32 We explored a 
variety of different tip shapes including points which fully tapered and ones in which the tip 
was truncated with a flat plane. To avoid overfitting our data we limited the number of options 
considered to a few different archetypes. The best fit was given by a truncated model. Figure 
4-9 shows a comparison of the data to the experimental fits obtained by finite element 
modeling. Clearly, this has improved the fit of the model although there is still some 
discrepancy. Possible reasons for this deviations include: 1) All of the models (both FEM and 
analytical equations) have used room temperature values for the elastic constants. However, 
the measurement technique is invasive – energy is added to the system which eventually heats 
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Gold Nanorods
Figure 4-9. Experimental and computational values for the extensional frequencies of A) gold 
and B) silver nanorods 
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the lattice. Since elastic constants are temperature dependent this could lead to some 
disagreement. 2) However, the calculations involving gold and silver nanoparticles agreed very 
well with the experimental results. If temperature were the problem, it should affect spheres 
as well as rods. Perhaps, the anisotropy of the nanorods introduces another factor which must 





4.4.3 Temperature Effects 
The values of the Young’s modulus and the generalized elastic constants depend 
heavily upon the temperature of the materials (Figure 4-10).33 The figure shows that there is, 
roughly, a decreasing linear relationship between temperature and Young’s modulus. Although 
Figure 4-10. Young's modulus for gold and silver as a function of temperature. The values for 
both polycrystalline metal and single crystalline along the <100> direction are shown. 
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not shown, the individual elastic constants (c11, c12, and c44) have a similar dependency. 
Interestingly, silver varies more with silver than gold does. 
We repeated out calculations at a variety of temperatures to see how this would affect 
the results. Figure 4-11 shows the shift in the extensional frequency of silver nanorods relative 
to the frequency at 300 K. In all cases, the frequency decreases as temperature increases in 
accordance with a general “softening” at higher temperatures. Interestingly, the small 
nanorods are more effected than the large ones. This is mainly due to the fact that small 





The temperature of the nanorods depends upon a number of factors including size, 
pump intensity, absorption coefficient, and cooling rate. It is estimated that the temperature 
of nanoparticles may briefly reach a few hundred oC.1-4 In our experiment, the pump intensity 
was kept constant in the different experiments. Thus, the temperature change should depend 
Figure 4-11. Shift in calculated extensional frequency relative to the value at 300 K for silver 
nanorods at different temperatures. 
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upon the number of absorbed photons which depends on the absorption cross-sections of 
the nanorods. Since the gold and silver nanorods were pumped by different transistions, the 
length dependences of their absorption cross sections were different. The AuNRs were 
pumped by exciting their interband transition while transverse plasmon modes of the AgNRs 
were excited. The absorbance of this latter transition has little dependence upon the length of 
the nanoparticle.    Thus it is expected that the different sizes of silver nanorods would absorb 
equal numbers of photons. Since the large rods have a greater volume, they should experience 
a smaller temperature rise. This will decrease the frequency difference between short and long 
rods – a trend which is observed. 
For gold the story is simpler. The interband transition for gold vary proportionally 
with volume.    Therefore, for a fixed pump power, the lattice temperatures of gold nanorods 
with different lengths will be similar. 
 
4.5 Conclusions 
The lattice vibration frequencies of silver and gold nanospheres of similar sizes are 
very similar. The analytical solution for a vibrating sphere predicts the experimental results 
very accurately. Nanorods, however, cannot be accurately modeled by the analytical solution 
for a vibrating cylinder. Additionally, a large difference between gold and silver nanorods of 
similar sizes is observed.  A large reason for this discrepancy is that nanorods are not cylinders. 
In order to correct for this, finite element model simulations were carried out to calculate the 
extensional frequency of gold and silver nanorods. The modeling results of the frequency agree 
well with the experiment, but not completely. This mismatch results from the fact that the 
Young’s modulus is temperature dependent, while previous models assume room temperature 
values for elastic constants. For this reason we have carried out the calculations at different 
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temperatures. The values of the frequency of the lattice vibration of silver and gold nanorods 
decrease as the length of the rod increases.  
  
4.6 Future Work 
Further work is needed to examine the effect of temperature upon the mechanical 
properties of gold and silver nanorods. On an experimental front, we can vary the pump 
intensity to see if the vibrational frequency changes. Based on our current findings we would 
expect that as the pump intensity increased, the extensional frequency should decline. Ideally 
this would involve some way to measure the temperature of nanoparticles. However, it should 
be possible to accomplish something similar by varying the ambient temperature during the 
measurement. Consider measuring the frequency of the nanoparticles at ambient temperatures 
of 30, 80, 130, and 180 oC, with the pump providing the same increase in temperature for each 
sample. By observing the frequency change between the samples, we could estimate the change 
induced by pump heating. 
Another avenue of investigation is to fully harness the power of finite element 
modeling. These models are able to incorporate light absorption and heat propagation 
calculations. It is possible to construct a model of a nanoparticle, illuminate it with light, and 
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CHAPTER 5 – PLASMONIC COUPLING 





Gold and silver nanocubes are known to have incredible electric fields induced by 
plasmonic resonances. These types of particles are used in sensing and imaging applications 
because the coupling between the particles results in hot spots which can enhance processes 
like absorption, Raman scattering, and fluorescence. In these situations it is aggregates of 
nanoparticles rather than individual particles which dominate the enhancement effect. To 
understand aggregates we began with the first step, dimerization. This chapter describes the 
use of the discrete dipole approximation (DDA) to calculate how the interaction of nanocubes 
changes as the distance between them is reduced. In particular we examine the change in the 
absorption and scattering components of the localized surface plasmon resonance (LSPR) 
spectra of homo and heterodimers of Ag and Au nanocubes. We also examined the changes 
in the nanocube surface plasmonic field distributions as the dimer separation was varied.  
The results from the homodimers were as expected: as the cubes were brought 
together, there was a red-shift in the primary plasmon band in accordance with the universal 
scaling law. Additionally, as the particles moved together, scattering contributed more to the 
overall extinction. By examining the E-field distributions, we found that the hot spot geometry 
changes abruptly at small separations. At distances below 2 nm, the hot spot was located 
between the two adjacent faces and moved away from the corners. Further away, the hot spots 
moved to the corners. We observed apparently anomalous behavior for the heterodimer. First, 
the E-field resulting from excitation of the Ag dominated plasmon resonance was significantly 
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weaker than expected. Second, the red-shift of the gold dominated plasmon resonance did not 
follow the universal scaling law. The most likely explanation for these observations is that the 
silver plasmon mixes strongly with the energetically resonant, but nonplasmonic, gold 
interband transition to form a hybrid resonance that produces weaker overall field intensity 
on the two nanocubes at short separation. We propose an ultrafast pump-probe experiment 
to measure the transfer of energy within the heterodimer and relate this to the features 
observed in the spectra. 
 
5.2 Introduction 
The field of plasmonic metal nanoparticles has been the subject of intense research 
recently for their interesting optical and photothermal properties arising from their localized 
surface plasmon resonance (LSPR). A plasmon is the collective oscillatory motion of electrons 
resulting from the coherent excitation of the “free” electrons in the conduction band. This 
leads to an in-phase strong electromagnetic oscillation.    This LSPR is tunable and strongly 
dependent on the shape, size, composition, and relative dielectric function of the 
nanostructure.8 The oscillation of the electrons results in a strong enhancement in the optical 
absorption, scattering and near-field intensities of noble metal nanoparticles allowing for their 
use in numerous applications such as biological imaging, selective photothermal therapy, 
surface enhanced Raman scattering (SERS), optical wave guiding, and biochemical sensing.11-
12 The effect of coupling between the surface plasmons of adjacent particles, such as in 
nanoparticle aggregates, is very important and has received a great deal of attention in recent 
years. Coupling typically results in a shift in the LSPR wavelength and a great enhancement of 
the plasmonic E-field.    This is important in optical technologies in chemical and biological 
imaging,    sensing,16-19 and therapeutics.    This interparticle plasmon coupling forms the basis 
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of the intense enhancement of spectroscopic signals (e.g., SERS) from molecules adsorbed at 
nanoparticle junctions, providing the capability for single-molecule sensing and detection.    
The overall strength of coupling depends on the polarization direction of the exciting field 
and the distance between nanoparticles. It has been observed that the LSPR shift due to 
coupling decreases exponentially with increasing interparticle distance.    When normalized to 
particle size, the relationship holds for many nanoparticles with different sizes, shapes, metals, 
and media; this has been termed the universal scaling law.24-26  
Silver and gold nanocubes with sharp corners are known to have very strong 
plasmonic fields concentrated at their corners. The study of the coupling between a pair of 
silver nanocubes and the effect of rounding the cube corners on their coupling strength has 
recently been carried out.    In the present paper, we used the discrete dipole approximation 
(DDA) method to study the distance dependence of the plasmonic field coupling between 
homodimers (Ag-Ag or Au-Au) and heterodimers (Ag-Au) of nanocubes with sharp corners. 
We examined the dependence of the interaction with light on interparticle separation. We 
looked at the effect on the LSPR extinction wavelength and the relative importance of the 
contribution of the absorption and scattering to the total extinction peak intensity. Next, we 
studied the field intensity distribution and the hot spot formation between adjacent 
nanoparticles at small interparticle separations. Finally, we propose how this system could be 
used to investigate the formation of a Fano resonance between gold and silver nanocubes. 
5.2.1 Discrete Dipole Approximation 
There are several methods to simulate the optical properties of metallic nanoparticles. 
DDA is one of the most powerful theoretical method for simulating extinction, absorption, 
and scattering spectra of plasmonic nanoparticles as well as plasmonic field distributions.14, 27-
31 The advantage of this method is that it includes multipolar and finite size effects which are 
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quite important for particles with sizes close to the wavelength of light. Details of this method 
have been described before but an explanation of the technique is in order.     
When light interacts with a particle it begins by exerting a force on the electrons within 
the particle via its electric field. In response, these electrons move according to their 
polarizability. The redistribution of each electron changes the overall electric field which 
creates new forces on all the electrons. This causes them to move which in turn changes the 
electric field and so on and so on. The discrete dipole approximation provides a simplification 
of the system to make the computational problem tractable. The first step is to split the object 
into a cubic lattice of evenly spaced dipoles. The properties of these dipoles can be exactly 
related to the experimentally determinable optical properties of the bulk material by the 
Clausius-Mossotti relationship. This was originally demonstrated for individual atoms or 
molecules by Hendrick Lorentz.    Specifically, it relates the relative permittivity of the material 
(ε) to the polarizability of the dipoles (α). The number density of the dipoles (N) given in 
number per volume and the permittivity of free space (ε0) are also needed. 





  (1) 
Although this relation was originally applied to individual atoms or molecules on a 
lattice, there is no reason that it cannot be applied to larger “clumps” of matter on a lattice – 
which is indeed standard practice for DDA calculations. 
Once the polarizability of the dipoles has been determined, their interaction with 
incident light – and each other – may be exactly calculated using Maxwell’s equations. This 
exact computation holds true for both a finite number of dipoles and an infinite – but periodic 
– structure. Thus, accuracy is limited only by how accurately the shape of the dipole lattice 
reflects the true shape of the nanoparticle being studied. The way to improve this is to increase 
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the density of dipoles at the cost of computational speed. Highly curved structures need a 
greater density of dipoles while cubic ones need fewer. 
Originally, this technique was developed to calculate scattering by interstellar particles. 
Extending the technique to account for absorption merely requires using the complex 
permittivity. Most DDA software allow for immersion of the particles in a medium. 
Commonly air is used although water, oil, and silica are sometimes considered. Typically, 
software forces the user to choose a single polarization of light for their calculations. 
Unpolarized light may be simulated by averaging over a range of polarizations of light. Since 
the polarizability of the dipoles is a function of wavelength, repeating the calculation for 
different wavelengths will produce an extinction spectrum. 
The electric field around the nanoparticle is solved for as a side effect of calculating 
the extinction spectra. This allows one to see how the E-field around the nanoparticle is 
enhanced by the plasmonic modes. For these calculations a wavelength must be specified. 
Usually, a wavelength near the peak of interest is selected. Although the electric field is a vector 
field, For sensing purposes, the direction of the field is always essential. In these cases the 
square of the electric field magnitude, E2, is reported. 
5.2.2 Fano Resonance 
A Fano resonance is a characterisitc assymetric lineshape that occurs when a sharp 
resonant feature couples with a broad continuum feature.18, 32 A typical Fano resonance is 
shown in Figure 5-1 exhibiting the usual dip next to the resonant peak. In the case of 
plasmonic nanoparticles, it is expected that silver and gold nanoparticles couple in this fashion.    
In this case, the gold nanoparticle’s interband transition provides the broad continuum process 
and the silver’s LSPR provides the shape resonant process. There should be a dip in the 
extinction next to the silver’s peak if coupling occurs. This may, of course, be buried 
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5.3 Results and Discussion 
Collaboration Note: Dr. Nasrin Hooshmand of the El-Sayed group at Georgia Tech 
performed most of the DDA calculations. I set up the initial calculations and performed 
analysis of the results. 
Previous experimental studies have examined the effect of changing the interparticle 
distance and the incident polarization on the spectra of the dimers of gold and silver 
nanospheres.    In the present work we compare the theoretical results of the plasmonic 
coupling between homo- and heterodimers of silver and gold nanocubes with sharp corners 
on their extinction, absorption and scattering and plasmonic field intensity. 
5.3.1 Two Gold Cubes 
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As two plasmonic nanoparticles are brought close together, hybridization occurs 
between the plasmon modes of the particles.36 These hybrid modes tend to be red-shifted but 
depending on the polarization of light, may be blue-shifted. Figure 5-2 shows the calculated 
extinction, absorption and scattering spectra for a pair of Au nanocubes with 42 nm edges in 
water as a function of the interparticle separation. It shows that as the cubes are moved 
together, the extinction peak red shifts. It is clear from Figure 5-2b that these cubes follow the 
typical scaling law seen for other particles. The total extinction increases from 5 a.u. for a 
single particle (or a large separation) to 18 a.u. for 2 nm of separation. The percentage of 
scattering increases from less than 1% for a single nanocube to 5% for 2 nm separation. Upon 
decreasing the separation, the extinction band maximum red-shifts from 585 nm to 641 nm. 
These results are expected. Larger particles tend to have a larger scattering-to-absorption ratio 
and a redder extinction peak than small particles. As the interparticle separation of the dimer 
is decreased, it behaves more like a single large particle than two small particles.  
 
 
Figure 5-2. Calculated extinction, absorption, and scattering spectra for two gold cubes at 







Nanosphere dimers are known to obey the “plasmon ruler equation”. The rule states 
that as the separation is decreased, the peak position will red shift following an exponential 
trend. Spheres of different sizes will indeed follow a similar equation if the distance is 
normalized to the size of the particle. Figure 5-3b shows this analysis applied to the gold cubes 






To better understand the hybridization process between the two approaching 
nanocubes, the E-field plasmonic enhancement was calculated for a single gold nanoparticle 
and dimers with various separations. For these calculations, a single wavelength at the peak of 
the plasmon band of interest was used to excite the particle or dimer. Figure 5-3 shows the E-
field enhancement around a single gold nanocube (excited at 585 nm), a dimer with 2 nm of 
separation (641 nm excitation), and a dimer with 10 nm separation (613 nm excitation). The 
field around the single nanocube shows the characteristic pattern of field concentration at the 
corners. The 10 nm separated dimer shows a similar pattern with a slight strengthening of the 
Figure 5-3. Comparison of the extinction spectra of two gold cubes. A) The extinction spectra 
red shift as the separation is increased. B) The peak position measured relative to the peak 
position of a single gold cube as a function of separation distance normalized to the edge 
length of a cube (42 nm). C) The intensity of the peak measured as a function of separation. 
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field near the adjacent corners. When the separation is reduced to 2 nm the field strength 







5.3.2 Two Silver Cubes 
DDA calculations were repeated for pairs of silver nanocubes. Figure 5-5 shows that 
the extinction spectrum of a widely separated pair is nearly identical to that of the monomer. 
They both have four bands: two strong bands at long wavelengths (probably dipolar) and two 
weak higher order bands at short wavelengths. As the separation decreases, all the bands shift 
to longer wavelengths, but the shorter wavelength bands seem to shift further than the longer 
wavelength bands. While a strong doublet is observed for 60 nm of separation, one band of 
the doublet becomes weaker but broader in the 20 nm separation spectrum. It is possible that 
the higher order bands become stronger and the higher energy dipolar band is submerged 
under the strong higher order band. Figure 5-5 shows the results of the decomposition of the 
extinction band into absorption and scattering. While the absorption is more intense than 
scattering for the single Ag cube (and for the pair at 200 nm), they become comparable in 
intensity at 60 nm separation and the scattering becomes stronger at shorter distances.  
 
Figure 5-4. Calculated E-field magnitude for A) a single gold cube, B) two gold cubes at a 






Figure 5-6 shows a comparison of the extinction spectra of the silver nanocube dimer. 
As with gold, the position of the main peak red shifts as the separation is decreased. This is 
not surprise as a closely spaced dimer is quite similar to a larger rectangular nanorod. 
Rectangular nanorods would have a redder extinction peak. Once again, the shift follows an 
exponential dependence on the separation. The peak intensity also increases as the separation 
is decreased. 
The E-fields of silver dimers and an isolated silver cube were calculated in a similar 
manner as was used for the gold particles. Due to the presence of multiple distinguishable 
plasmonic modes for a single silver particle, only the peak wavelength for the main resonance 
at 481 nm was excited. As seen in Figure 5-7, this produced an E-field distribution that is 
similar to the single gold nanocube. The hybridized dimer modes were examined as well 
yielding similar results as to those for the Au-Au nanocube dimer. At 10 nm of separation, the 
field strength is strongest at the corners. At 2 nm of separation, the strongest field moves to 

















































































































































Figure 5-5. Extinction, absorption, and scattering spectra for silver nanocube dimers in water 
with separations of 2, 6, 20, 60, and 200 nm. The spectra for a single silver nanocube are 
included for reference. 
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the center of the adjacent faces. In all cases, the fields are stronger than for the equivalent gold 







5.3.3 Heterodimers of Gold and Silver 
The results from the heterodimers yield more exciting conclusions. We expect that the 
plasmonic modes of gold and silver will mix to form hybrid modes. Naively, we might think 



























 481 nmAg 
Figure 5-7. E-field intensity plots for silver nanocubes. A) A single silver 
nanocube exhibits strong fields around its corners. B) Two silver cubes at a 
separation of 2 nm. The strongest E-field moves to the center between the 
two faces. C) The E-field around two silver cubes with at a separation of 
10 nm. The field is located around the corners. 
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Figure 5-6. A) Extinction spectra of two silver cubes at a variety of separations. As the 
separations decreases, the absorption peak red shifts. B) The extent of red shifting as a 
function of separation. The red shift is normalized to the peak position of a single silver 
cube and the distance is normalized to the size of the cubes (42 nm). The data is fit by 
an exponential function whose constants are shown in the figure. C) The intensity of the 
peak increases with decreasing separation with an exponential relationship. 
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are the dipolar modes for gold and silver respectively.  However, since the energies of the 
uncoupled modes are so different (gold at 585 nm and silver at 481 nm) the hybrid modes will 
not have equal contributions from gold and silver. Additionally, as was discussed by 
Sheikholeslami et al. in their work on silver-gold nanosphere heterodimers37, because the 
interband transition of gold strongly overlaps energetically with the silver nanocube's natural 
LSPR resonance, the LSPR resonance of the Ag nanocube may strongly couple to it. As Figure 
5-8 shows, at large separations there is no coupling between the silver and gold cubes. The 
spectrum is nearly identical to the summation of the spectra for a single gold cube and a single 
silver cube. As the Au cube gets closer to the Ag cube, mixing occurs between the 
wavefunctions of two particles. The band around 600 nm, which is predominantly gold-like in 
character (as discussed later), red-shifts with decreasing separation (although it does not follow 
the universal scaling law like the homodimers). The higher energy bands of silver below 500 






E-fields were calculated at different excitation wavelengths to unravel the interplay 
between the gold and silver nanocube electronic systems. Although the hybrid bands contain 
both gold and silver components, most of the bands will be predominantly composed of either 
gold (at the low energy region in Figure 5-10) or silver (at the high energy region in Figure 
5-10). It is expected that the band near 600 nm is mostly gold-like in character because the 
spectra in Figure 5-8 show it forming from the gold based resonance of the 200 nm separation 
spectrum. This is borne out in Figure 5-10, which shows the fields resulting from exciting a 
2 nm separated dimer with 615 nm light and a 10 nm dimer with 597 nm light. With 10 nm of 
separation the field is located primarily upon the corners of the gold cube (on the right). At 
2 nm of separation, the field strength increases on the silver cube due to increased mixing-in 
of silver’s dipolar wavefunction, however, it is still weaker than the field around the gold cube. 











































































































Ag/Au, s= 60 nm
Figure 5-8. Calculated spectra for gold-silver nanocube heterodimers. The separations 
between the cubes are 2, 6, 20, 60, and 200 nm. 
119 
 
This hybrid mode can be represented as Ψ = aΨAu + bΨAg where a > b. Just as with the 




Exciting at a shorter wavelength stimulates hybrid modes that have more silver 
character. Figure 5-9 shows the result of probing 2 nm and 10 nm dimers at 487 nm. In both 
cases we see essentially no field strength around the gold cubes’ corners. This supports the 
claim that this hybrid mode contains little gold dipole character. Interestingly, as the distance 
is reduced from 10 nm to 2 nm, the overall field strength is reduced contrary to what was seen 

















Ag-Au [s= 10 nm]

 487 nmEk
Figure 5-9. Calculated E-field for a gold-silver nanocube dimer at a separation of A) 10 nm 
and B) 2 nm. In both cases the silver cube is on the left and the gold cube on the right. The 
exciting wavelength of light was selected to probe the silver-like extinction bands and is given 


















k E  = 597 nm
Ag-Au [s= 10 nm]
Figure 5-10. Calculated E-field for a gold-silver nanocube dimer at a separation of A) 10 nm 
and B) 2 nm. In both cases the silver cube is on the left and the gold cube on the right. The 
exciting wavelength of light was selected to probe the gold-like extinction bands and is 
given in the top right corner. 
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hybridizes with the gold interband transition. Exciting the interband transition produces an 
incoherent excitation and little net E-field and so a hybrid mode containing significant 
interband transition-character will produce a weaker overall E-field. We would also expect that 
there would be little to no E-field located on the gold nanocube, which is observed. We 
surmise that the wavefunction of this mode has the form Ψ = aΨAg + bΨAu + cΨIB, where ΨIB 
is the interband excited state wavefunction, with a > c and b ≈ 0. This wavefunction explains 
























Ψ1 = a ΨAg + b ΨAu + c ΨInterband 
a>c; b≈0 








Figure 5-11. The proposed interaction model for a gold cube and silver cube. A) In the 
extinction spectrum the higher energy region is dominated by a single peak which is 
silver-like in character. The lower energy peak is gold-like. B) A mode mixing schematic 
showing how the monomer plasmons combine to form hybrid dimer modes. Gold’s 
interband transition is similar in energy to silver’s plasmon and so mixes with it. 
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Our proposed explanation for this system is shown in Figure 5-11. The extinction 
spectrum for the heterodimer has two main regions. The high energy region is mainly silver-
like in character. The low energy region is dominated by a single peak which is gold-like. This 
first band is composed of silver’s monomer plasmon mixing with the interband transition of 
gold. The lower energy peak is composed of the gold monomer plasmon with a little silver 
character mixed in. 
Although we observe no clear signature of a Fano resonance in the heterodimer 
spectrum, it is quite possible that it is simply buried underneath other features. The theoretical 
calculations of Bachelier et al. suggest that although a Fano resonance would be present for 
heterodimers of spheres, it would not be distinguishable in the spectrum of the total system.35 
Ultrafast pump-probe spectroscopy provides a way around this problem. The system may be 
pumped with a wavelength that preferentially excites the silver nanoparticle (say 500 nm) and 
then probed with a wavelength that is preferentially effected by changes to the gold 
nanoparticle (say 650 nm). The amount of energy the pump pulse adds to the gold nanoparticle 
as a function of wavelength will be the measure of the absorption spectrum of the gold. The 
amount of energy added to the gold can be measured by seeing how much the absorption is 
effected at 650 nm. The more energy that is added, the more the temperature of the gold will 
increase and there will be a larger change in absorption. Then this change in absorption can 
be mapped out as a function of pump wavelength. There should be Fano-like dip near the 
position of the silver’s LSPR. A similar experiment was performed by Lombardi et al in 2016.1 
 
5.4 Conclusions 
Exciting homodimers of gold and silver nanocubes parallel to the interparticle axis 
gave results consistent with expectations. Decreasing the distance between the cubes 
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strengthened the E-field around the particles and red-shifted the extinction in agreement with 
the universal scaling law and gave an exponential dependence of the dimer extinction intensity 
on their separation. At 2 nm of separation the strongest region of the plasmonic field moved 
away from the corners of the cubes to the center of the adjacent faces. Different behavior is 
observed for the heterodimer. As the gold and silver cubes moved closer together, their 
plasmon modes mixed to form hybrid modes. Gold’s dipolar mode weakly mixed with silver’s 
higher energy dipolar mode. As a result, this hybrid mode enhanced the E-field primarily 
around the gold nanocube. Due to their similar energies, silver’s dipolar mode mixed with the 
nonplasmonic interband transition of gold. Since the interband transition results from an 
incoherent excitation, it yields no E-field and this hybrid mode had a weaker enhancement 
than the unhybridized silver mode.  
 
5.5 Experimental 
In our study we looked at cubes and pairs of cubes with a side length of 42 nm. Each 
dipole occupied 1 nm3 leading to 74088 dipoles for calculations with a single cube and 148176 
dipoles for the dimers. The interparticle separation between the pairs was varied. The 
refractive index of gold or silver was assumed to be the same as that of the bulk metal. 2-3 2-3 2-3  
This is a standard assumption for gold and silver nanoparticles. The refractive index of the 
surrounding medium was set to equal 1.33 (that of water) at all wavelengths. Although the 
refractive index of water varies with wavelength (and indeed has an imaginary component), 
the variation over of the visible spectrum is quite small. Plasmon resonance spectra were 
calculated for light propagated parallel to the interparticle axis. The plasmonic field 
intensification factor (in log scale of ׀ E׀/2׀ E0׀
2) located on the surface of a pair of cubes and 
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calculated with the DDA technique at different excitation wavelengths. For these calculations, 
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Nanoparticles have been an especially active area of chemical research over the past 
two decades. Some of the effusive praise of nanoscience has been hype but it is clear that 
nanoparticles have made a demonstrable impact in a number of fields including sensing4, 
microscopy5-6, and catalysis6-7. Nanoparticles offer two advantages as catalysts: 1) they have a 
significant specific surface area and 2) control of their exposed crystal facets can impact their 
activity. Although nanoparticles can be made of a variety of classes of materials (polymers, 
metal oxides, and semiconductors), catalysis research has focused on metallic semiconductors 
– in particular the group 10 and 11 transition metals. 
Metallic nanoparticles have been produced since, at least, the 4th century CE.8-9 Their 
optical properties were first systematically investigated by Faraday.10 Since then gold11, 
copper12, silver13, platinum14, palladium15, nickel16, and many other metals have been made into 
spheres17, cubes11, pyrimids18, octohedra19, and even more exotic shapes. In many ways the 
synthesis of metal oxide nanoparticles has lagged behind their metallic counterparts. To be 
sure, there are a number of classics of oxide synthesis –  the Stöber process for SiO2 
nanospheres, for instance20 – but there is still a lot of space to explore in the shape and size 
control of metal oxides. 
A number of factors complicate the controlled synthesis of metal oxides. 1) Many 
metal oxides are soluble in water necessitating the use of capping materials or organic solvents. 
2) The strength of ionic bonds creates a high barrier to rearrangement leading to trapping of 
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defects. This produces branched structures.21 3) Some oxidation states are unstable in the 
presence of oxygen – e.g. magnetite -  which complicates their synthesis and use.22 
Nevertheless, oxide nanoparticles have already seen numerous applications with 
heterogeneous catalysis leading the field. 
Historically, metal oxides have found great success as supports for metallic catalysts. 
SiO2, Al2O3, and TiO2 are used to support noble metals and metal complexes for 
hydrogenation23, oxidation24, olefin metathesis25, and hydroformylation26. This can be 
accomplished with both large, but porous structures like zeolites27 or with nanoparticles. Of 
course, metal oxides have a number of properties which make them useful as catalysts 
themselves. 
In many ways oxides are superior to native metals like gold or platinum as catalysts. 1) 
As any organometallic chemist will say, transition metal complexes are valuable for catalysis 
because they have a variety of accessible oxidation states - this facilitates the necessary redox 
chemistry. Their oxides behave similarly. 2) Their surface is populated by two distinct binding 
site for substrates – the metal centers and the oxygens. By providing two chemical 
environments, the range of catalyzable reactions is increased. 3) Most oxides are 
semiconductors many of which have band gaps in the visible region. This opens the way for 
interesting photocatalytic reactions utilizing sunlight. 
One promising direction in nanocatalysis involves the fusion of metal and metal oxides 
into hybrid nanostructures which can harness the strengths of each. An early example of this 
was the use of gold on TiO2 nanostructures to facilitate water splitting.
28 TiO2 is natively 
capable of splitting water, but UV irradiation is required.29 When plasmonic gold nanoparticles 
are introduced onto the surface of the TiO2, visible light can be used instead. This type of 
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synergistic interaction can result from a number of effects – hot electron injection, charge 
separation, and plasmonic enhancement of light absorption. 
6.1.1 Hybrid Effects 
As discussed in detail in earlier chapters, nanoparticles of certain metals exhibit 
plasmonic resonances. This grants the nanoparticle fantastically enhanced 
absorption/scattering well beyond what the bulk material possesses.30 The incredible electric 
fields present around these particles can enhance the photoproperties of adjacent systems – 
fluorescence, absorption, etc.31 These can augment the catalytic behaviors of metal oxides. 
Figure 6-1 shows the possible mechanisms by which this can occur. 
Plasmonic nanoparticles may enhance catalysis with semiconductors by directly 
improving their light absorption. It has been shown that gold nanoparticles increase the 
amount of light absorbed by Si32-33, GaAs34, Ge35, and SnO2
36
. This enhancement is attributed 
to the strong local electric fields caused by the plasmons. The only requirement is that the 
semiconductor’s absorption band overlaps with the plasmonic resonance. This same type of 
enhancement should easily occur for any metal oxides with absorbance in the visible region. 
When plasmonic nanoparticles absorb light, their conduction band electrons exist for 
a few hundred femtoseconds in an excited state. Since they are not in thermal equilibrium with 
the surrounding crystal lattice they are termed “hot electrons”. If there is a Shottky barrier 
present, the electrons can be injected in to the adjacent semiconductor with some probability 
dependent on their energy and the density of states in the semiconductor’s conduction band.37-
38 As the electron cools and moves into lower energy states in the semiconductor (including 
trap states), its probability of transfer back to the metal is reduced because the transfer 
becomes less energetically favorable. The injection process for gold on TiO2 has a timescale 
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of about 50 fs and the back-transfer process has a timescale of over 1 ns.39 This provides 
sufficient time for the separated charges to perform catalytic work before recombination. 
The reverse process is also effective for narrow bandgap semiconductors. After the 
semiconductor absorbs visible light, it will inject electrons into adjacent metal nanoparticles. 
The timescale of the recombination is slowed by the presence of a Shottky barrier. Our lab 
has previously observed this behavior in Cu2O-Au systems.
40 The increased lifetime of charge 
separation improved the catalytic degradation of methylene blue. It should be noted that this 
mechanism (unlike the others described here) does not require the metal nanoparticles to be 
plasmonic. 
Ultrafast kinetics measurements are an excellent set of tools for better understanding 
these processes and seeing which play a role in different catalytic processes. The most 
thoroughly investigated mechanism is hot electron injection. Pump-probe spectroscopy has 
been used to study the kinetics of injection from gold nanoparticles into TiO2 by measuring 
the concentration of conduction band electrons in the TiO2.
39 Similar experiments were 
performed to measure the lifetime of injected electrons as a function of TiO2 morphology – 
timescales were found to vary from 1-30 ns.41 Cushing et al. have tried to distinguish between 
hot electron injection and absorption enhancement by placing an insulating layer of silica 
between the gold/silver and TiO2.
42 They used ultrafast measurements to study the lifetimes 
of the charge carriers finding that electrons injected from the metal had significantly longer 





Figure 6-1. Catalytic enhancement mechanism of gold nanoparticles. (A) Plasmonic 
nanoparticles create strong electric fields in their vicinity, this can enhance the absorption of 
semiconductors. (B) If a plasmonic material absorbs light it can inject hot electrons into the 
semiconductor creating separation of the charge carriers and driving catalysis. (C) The metal 




6.1.2 Purpose of work 
To explore the use of hybrid metal/metal oxide nanoparticles for catalysis we set out 
to produce new structures. To begin, we narrowed down the range of materials under 
consideration. We focused on materials which could reasonably serve as economical catalysts 
and selected cheap, earth-abundant metals to serve as the metal oxide constituent. Manganese 
and vanadium were selected as targets for investigation. These constitute 0.8% and 0.05% of 
atoms in the Earth’s crust respectively.43 Although the amounts of manganese and vanadium 
are low in comparison to other first row metals, they are still quite cheap: manganese costs 
about $2/kg and vanadium about $12/kg. 
The second consideration was stability in aqueous environments. It would be ideal to 
perform catalysis in water because it is cheap and easy to recycle. Since nanostructures have 
such a high surface area it is essential that the selected metal have an oxide form which is stable  
- does not oxidize, reduce, or dissolve – under typical conditions found in water. Pourbaix 
diagrams from the Materials Project guided this screening (Figure 6-2).6, 44 Both metals exhibit 
regions where a solid oxide phase is stable in water but Mn requires high pH whereas V 
requires something closer to neutral. 
Vanadium oxides are found in a variety of oxidation states including VO, V2O3, VO2, 
and V2O5. Of these V2O5 is the most common catalyst being used in the production of sulfuric 
acid.45 VO2 is the most studied for nanomaterials because it exhibits unusual optical properties: 
at 68 oC it undergoes a reversible phase transition from a semiconducting to metallic state.46 
Although this is not necessarily useful for catalysis it does mean that there is a substantial 
literature describing the synthesis of VO2 in a wide range of morphologies. Nanobelts
47, 







Like vanadium, manganese exhibits stable oxides in a variety of oxidation states. All 
of these have seen use as catalysts. MnO2 has been used for ozone reduction
50, and oxidation 
of exhaust VOCs51; Mn2O3 for alkane oxidation
52, and water oxidation53 and; amorphous 
Mn2O3/Mn3O4 for NOx reduction
54, and alcohol oxidation55. All of these oxides are attractive 
as photocatalysts because they have significant absorption in the visible spectrum. 
The partial oxidation of alcohol is particularly interesting. MnO4 is known to react 
stoichiometrically with supercritical isopropanol converting to lower oxidation states but not 
to manganese metal.56 This bodes well for its utility as a catalyst because incorporating a zero 
valence metal into a catalytic cycle is difficult. The total oxidation of isopropanol on the surface 
of manganese oxides has been observed.57 IR studies have demonstrated that isopropanol 
proceeds through a multistep oxidation with different products being produced at different 
temperatures. First, it binds to the surface of the manganese as an alkoxide. This converts to 
acetone around 500 K via oxy-dehydrogenation which can desorb from the surface.58 At higher 
temperatures, the acetone is further oxidized to CO2. This mechanism gives good conversion 
Figure 6-2. Pourbaix diagrams for manganese and vanadium at concentrations of 1 mM at 25 
oC. The dashed orange lines indicate the points at which water decomposes to O2 and H2. Blue 
shaded regions show solid phases. Diagrams produced by the Materials Project.2 
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(around 80%) but poor selectivity for the partial oxidation steps. Better selectivity for acetone 
can be had at room temperature under photocatalytic conditions.59 Unfortunately, this 
dropped the conversion to under 10%. 
A typical synthesis of MnOx nanoparticles begins dissolving a soluble Mn
2+ salt and 
oxidizing it in the presence of some growth directing agent. KMnO4 is often employed as the 
oxidant because it removes the risk of introducing impurities.60 An alternative approach 
involves basifying the solution and allowing dissolved oxygen to act as oxidant. As Figure 6-2 
indicates, a high pH favors the formation of insoluble oxides. Using various Mn precursors 
and oxidants, a range of morphologies have been synthesized in different oxidation states - 




Table 6-1. Examples of manganese oxide nanoparticle shapes. 
Reference Shape Size (nm) Oxidation State 
62 Hollow nanospheres 20 +2, +3 
61 Nanorods 2000 diam. +2, +3, +3/4 
63 Oblongs 50 +2, +3/4 
64 Stars 200 +2 
65 Dumbbells 150 +2 




6.2 Results and Discussion 
6.2.1 Vanadium dioxide 
We prepared vanadium dioxide nanoparticles using an adaptation of Son et al’s sol-gel 
approach.67 This involved dissolving the V2O5 precursor in acidified solution and reducing it 
to a soluble V4+ species with hydrazine hydrate. This was precipitated as a complex oxide-
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hydroxide network by raising the pH with NaOH. The black crystalline oxide was obtained by 
a hydrothermal reaction in a sealed reaction vessel in the presence of citrate. The high 
temperature was necessary to convert the oxide-hydroxide into a pure crystalline oxide. The 





The final pH during basification of the V4+ provided control over the final morphology 
of the vanadium crystals. A lower pH below 5 yielded small bumpy rod-likes shapes. A pH of 
6 gave striking six-armed stars. High pHs produced multiarmed stars and plates exhibiting 
crystal twinning. TEM images of these particles are shown in Figure 6-3. In general, smaller 
particles were produced in more acidic conditions. 
Figure 6-3. TEM images of VO2 nanoparticles synthesized at various pHs. 
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Powder x-ray diffraction was used to determine the phase of the VO2. Samples were 
dried at 100 0C but were otherwise unannealed. The diffraction pattern is shown in Figure 6-4. 
There is a good match with the pattern for the monoclinic M phase (VO2(M)) and no peaks 
from the monoclinc B phase or the tetragonal rutile, R, phase.48 This is surprise because most 
hydrothermal syntheses of VO2 produce VO2(B) and require an additional annealing step to 
reach the more useful VO2(M). This includes heating at 550 
0C in vacuum68, heating at 700 0C 
in nitrogen49, or heating with tungstic acid in solution at 280 0C.47 By avoiding these steps, the 




Figure 6-4. Powder x-ray diffraction pattern for the VO2 nanoparticles. The blue lines show 





Initially we attempted to grow gold on the surface by performing a simple reduction 
of HAuCl4 with sodium borohydride in the presence of VO2 nanoparticles. This type of 
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Unfortunately, this failed to deposit gold on the surface of the VO2. After reduction, the 
particles were centrifuged causing the VO1 to precipitate out but leaving a red supernatant. 
The absorption spectrum of the supernatant was indicative of gold nanospheres. The typical 
mechanism for this type of growth involves individual gold atoms begin reduced with the 
metal oxide surface acting as a nucleation site. This gold atoms then serve as nucleation sites 
for the growth of larger gold particles. In the case of VO2 it appears that the individual gold 





We attempted a modification of Lim et al.’s work on the production of a gold layer 
around silica nanoparticles.69 They washed SiO2 nanoparticles with a dilute solution of SnCl2 
leaving Sn2+ ions bound to the surface hydroxyls. When a dilute solution of HAuCl4 was added 
the Au3+ oxidized the Sn2+ to Sn4+ leaving isolated gold atoms behind on the surface. To avoid 
the disproportionation that tin undergoes in water, the solution must be below a pH of 1.5. 
When this procedure was attempted with VO2 particles, the promptly dissolved. To avoid this 
Figure 6-5. (A) Example of vanadium dioxide nanoparticles without gold on the surface. (B) 
Gold nanoparticles on the surface of a vanadium dioxide nanoparticle. 
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problem we replaced the SnCl2 with FeCl2. Iron undergoes a similar redox reaction at a 
potential that is low enough for Au3+. As far as we are aware, this procedure has not previously 
been utilized for the production of metallic nanoparticles on the surface of metal oxides. TEM 
imaging confirmed the presence of gold nanoparticle on the surface of the VO2 (Figure 6-5). 
The gold nanoparticles are mostly less than 50 nm in diameter but some are as large as 300 nm. 
6.2.2 Manganese Oxide 
We aimed to produce Mn3O4 particles using a low temperature method that relies on 
dissolved oxygen as the oxidiant.72 First, an appropriate manganese (II) salt is dissolved in 
water in the presence of some ligand. Then base is slowly added to the solution, producing 
Mn(OH)2 which can be oxidized to an insoluble mixed Mn
2+/Mn3+ with a spinel crystal 
structure. The proposed overall reaction is as follows: 





(𝑎𝑞) + O2(𝑎𝑞) → 2Mn3O4(𝑠) + 6H2O (2) 
Nanoparticle synthesis generally proceeds by a two-step process. 1) Production of 
small seed particles. 2) Growth of these seed particles into larger particles with a well-defined 
shape. The specific conditions of both steps influence the final shape of the nanoparticles. 
Since dissolved oxygen is present in solution from the start, as soon as Mn(OH)2 is produced 
it will begin to be oxidized. Thus the rate of addition of base, the temperature, and the 
concentration of Mn2+ will impact the number of Mn3O4 seed particles. The growth of the 
final particles will depend on the concentration of seed particles, temperature, and most 
importantly, the type and concentration of growth directing agent. Growth directing agents 
are ligands which preferentially bind to certain crystal facets of the material. If they 
preferentially bind, say, the (100) face, growth along this direction will be stunted and must 
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occur along a different axis – perhaps the (110). We explored the use of two different ligands 
to control the shape of Mn3O4 – cetrimonium bromide (CTAB), and citrate. These ligands are 
representative of two broadly used classes of directing agents, cationic surfactants and small 
carboxylates respectively. 
Use of either ligand produced the same brown-orange solid upon addition of base. 
After washing with water to remove excess ligand, the CTAB capped particles formed small 
clumps (1-2 mm in size) in solution which were impossible to permanently disperse even with 
the application of sonication. After shaking, the particles would self-assemble into these 
structures after a few seconds. The citrate capped particles gave no such visible clumps. Figure 
6-6 reveals that this difference is due to morphology differences between the two types of 
nanoparticles. Both reactions produced rod-like shapes. But whereas the CTAB rods have a 
length of well over 10 µm, the citrate particles are closer to 0.5 µm. (In both cases there are 
also rounder particles with a diameter of about 50 nm.) The CTAB particles are so long that 





Figure 6-6. TEM micrographs of Mn3O4 particles with different capping agents: CTAB (A) 





We next investigated temperature as a route to shape control. Lowering the 
temperature should have two effects. 1) There should be fewer seeds which may lead to a 
smaller distribution of shapes and sizes and 2) the facet-selective binding of CTAB should be 
amplified at lower temperatures due to the reduction in available thermal energy. Reactions 
were run at 0, 22, 37, and 50 oC under otherwise identical conditions. The reaction mixture 
was cooled after the addition of CTAB to enable complete dissolution of the surfactant. Figure 





Figure 6-7. TEM micrographs of Mn3O4 nanoparticles synthesized at a variety of temperatures. 
0 (A), 22 (B), 37 (C), and 50 oC (D). 
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produced. These are approximately 10 nm wide and vary from about 1 µm for the reaction at 
0 oC and 10s of microns at room temperature. As the temperature was raised to 37 oC spheres 
with diameter of around 40 nm were produced. This result is not especially surprising – and 
is well known for metallic particles.73 Oddly, as the temperature was raised further, the reaction 
produced large cubes with typical side lengths of around 500 nm.  
 
 
Figure 6-8. Mn3O4 particle size distributions for nanowires produced at 0 
oC (A), nanowires 





The size distributions of the nanoparticles were determined and are shown in Figure 
6-8. The length of the nanowires could not be easily measured because of the challenge of 
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identifying both ends of nanowires within the tangles – instead the width was measured. The 
size distribution was quite good for all but the cubes. Large nanoparticles are frequently hard 
to grow in a single step. It usually works better to grow small particles first and then add 
additional material in a series of steps.  
6.2.2.1 Characterization 
XRD was used to determine the phase and oxidation state of the nanoparticles. The 
diffraction pattern of the as-synthesized manganese oxide nanoparticles is shown in Figure 
6-9. There are no major peaks present indicating an amorphous form of the oxide – and is 
consistent with other syntheses of amorphous manganese oxide.74-75 The sample was heated 
to 300 oC for one hour and slowly cooled to room temperature. No color change was 
observed. Manganese oxides are known to change oxidation state at higher temperatures. 
Mn2O3 is produces at 400 
oC76 and Mn3O4 at 900 
0C77. Our annealing temperature was too low 
to produce a change of oxidation state. The powder diffraction pattern after annealing is a 
clear match for Mn3O4 – hausmannite.
1 This indicates that the nanoparticles began in the 
mixed (II/III) oxidation state but as an amorphous material. 
6.2.2.2 Growth of Gold 
The introduction of gold on to the surface was accomplished by a variation of the 
galvanic replacement method.13 With this technique, a solution of gold (III) salt was added to 
the manganese nanoparticles. The Au3+ reduced the manganese to a lower oxidation state and 
deposited gold on the surface. Sodium borohydride solution was then added to ensure that all 
gold in solution was reduced to metallic gold on the surface. Adding only a small amount of 
gold relative to the amount of manganese present prevented degradation of the particles’ 
structural integrity. When the particles were centrifuged at low speed the supernatant had no 
spectral features which would indicate free Au nanoparticles. This suggests that all the gold 
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was fixed to the surface of the manganese oxide nanoparticles. This was confirmed by 
dissolving the nanoparticle in water acidified to a pH of 2 with HCl. The acid dissolved the 
manganese oxide but left the gold unaffected. An absorption spectrum confirmed that gold 






This process was repeated at a variety of gold concentrations producing loadings of 
1%, 5%, and 10%. TEM images of the as produced particles is shown in Figure 6-10. The gold 
Figure 6-9. Powder x-xray diffraction plots for the manganese oxide nanoparticles. (Top) The 
diffraction pattern for the nanoparticles as synthesized - no major peaks are observed. 
(Bottom) The pattern after annealing at 300 0C for 1 hour produced a pattern which matched 
the structure of Mn3O4. The blue lines show the positions of literature peaks and the 
assignments are from Raj et al.1 
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nanoparticles deposited on the surface show up much darker than the manganese oxide 
because of their higher electron density. The shape of the gold particles is roughly spherical 
but still quite irregular. This could be better controlled by the introduction of a capping agent 
for the gold. Citrate, CTAB, and polymers like polyvinylpyrrolidone are known to control the 







Figure 6-10. TEM images of Mn3O4 nanowires with gold deposited. (A) No gold. (B) 1% 
loading. (C) 5% loading. (D) 10% loading. 
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6.3 Future Work 
The next step will be to utilize these hybrid particles to perform catalytic reactions and 
study how the presence of gold influences their activity. We will utilize the photooxidation of 
diphenylmethanol to benzophenone with oxygen as our model reaction. This partial oxidation 
of an alcohol is easy to follow because benzophenone has a near-UV absorption which can be 
tracked via absorption measurements. We intend to study the turnover rate as a function of 
metal oxide concentration and gold loading. 
Ultrafast pump-probe measurements will be used to help understand how gold 
influences the reaction occurring. Both VO2 and Mn3O4 absorb visible light. Although the 
ultrafast behavior of Mn3O4 is not well studied, pumping it at 400 nm produces a broad 
absorption in the visible due to the population of the conduction band. Thus the lifetime of 
conduction band electrons can be followed. 
 
6.4 Experimental 
6.4.1 VO2 Nanoparticles 
450 mg of V2O5 (2.47 mmol) were suspended in 100 mL H2O. The solution was heated 
to 50 oC causing some, but not all of the V2O5 to dissolve giving a yellow-orange opaque 
suspension. 10 mL 98% sulfuric acid was slowly added with stirring. The suspension continued 
to be heated until all the V2O5 dissolved as a clear yellow solution. 0.5 mL hydrazine hydrate 
was added dropwise turning the solution green and then blue. This indicates the complete 
reduction of V5+ to V4+. 10 M sodium hydroxide solution was added dropwise until a pH of 6 
was reached. During this process a grey-blue precipitate formed. Over addition of base caused 
the precipitate to take on a reddish-brown color. The precipitate was centrifuged (5000 rpm, 
5 minutes) and resuspended in water 3 times. The final pellet was transferred to Teflon lined 
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pressure reactor along with 20 mL H2O and 120 mg trisodium citrate dihydrate (0.4 mmol). 
This vessel was sealed and heated to 220 oC for 48 hr. After cooling to room temperature the 
resultant black solid was collected by vacuum filtration and drying in the oven at 100 oC 
overnight. Yield = 77%. 
6.4.2 Au/VO2 Nanoparticles 
60 mg of VO2 nanoparticles (0.4 mmol) were dispersed in 10 mL H2O with vigorous 
stirring. 20 mg FeCl2 (0.11 mmol) was added and the solution was allowed to sit overnight. 
This suspension was centrifuged and the pellet was resuspended in water 5 times to remove 
any free ferrous ions present. A gold solution was prepared by diluting 100 µL of 60 mM 
HAuCl4 to 5 mL with water and adding 10 mg potassium carbonate. This solution was aged 
overnight in the dark. 2 mL of the gold solution was added to the suspension of vanadium 
nanoparticles and was stirred for 10 minutes. Then 50 µL of 60 mM HAuCl4 was added with 
vigorous stirring. 10 mM NaBH4 solution (100 µL) was added slowly and caused a red-purple 
tint appear indicating the formation of gold nanoparticles. The solution was centrifuged 
(5000 rpm, 5 minutes) twice. 
6.4.3 Mn3O4 Nanoparticles 
In a typical synthesis, 190.0 mg of MnSO4∙H2O (1.12 mmol) was dissolved in 80 mL 
H2O. 450.0 mg cetrimonium bromide (1.20 mmol) was added and stirred until dissolved 
yielding a clear or pale pink solution. The reaction flask was placed in a water bath of the 
desired temperature (0 oC – 80 oC). 50.0 mg of NaOH (1.25 mmol) was dissolved in 5 mL 
H2O and added dropwise to the solution of Mn
2+ with stirring. The solution rapidly turned 
orange-brown and was left to stir for 2 hours. The resulting solid was cleaned by centrifugation 
(1000 rpm, 2 minutes) and resuspension in H2O five times to ensure removal of all free CTAB. 
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It is easiest to use the product by suspending in a known volume of water. Suspending all 
product in 25.0 mL gives a 0.92 mM suspension. Yield = 82%. 
6.4.4 Au/Mn3O4 Nanoparticles 
2 mL of 0.92 mM Mn3O4 was diluted with 8 mL H2O. 0-200 mg of trisodium citrate 
was added. To this was added a variable amount of 60 mM HAuCl4 (2-10 µL). The solution 
rapidly changed from orange-brown to a darker brown. 10 mM NaBH4 solution (100 µL) was 
added slowly to ensure complete reduction of the gold. The resulting particles were cleaned 
by centrifugation (1000 rpm, 2 minutes). 
6.4.5 TEM Imaging 
Samples were prepared by depositing a dilute suspension on carbon coated copper 
TEM grids (Ted Pella) and waiting for evaporation. They were imaged on a JEOL 100 CX-II 
TEM at an accelerating voltage of 100 kV. 
6.4.6 Powder XRD 
Samples were prepared by drying the solid in a 100 0C oven overnight. The dried 
powder was ground in a mortar until an even consistency was reached. The powder was 
pressed into a 0.25 inch powder sample holder. Diffraction patterns were acquired on a 
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A.1 Materials Background 
Nanoparticles behave similarly to macroscopic objects from a mechanical perspective. 
Physicists and engineers have done a great deal of work studying the mechanical properties of 
large objects so it makes sense to take their findings and apply them to the very small. 
Unfortunately, the terms Young’s modulus, elasticity, speed of sound, eigenmode, stiffness, 
and deflection are rarely mentioned in chemistry classes. As such, it seems wise to provide an 
introduction to the theory of the movement of solids. 
Hooke’s law states that the amount of force a spring exerts is equal to the amount that 
it is stretched multiplied by a constant intrinsic to that particular spring. This behavior applies 
reasonably well to other solids and, in particular, metals. When a normal stress (force along an 
axis of the object) is applied, the object will respond with strain (an elongation along that same 
axis). For most materials and at small stresses, this relationship is linear just like for springs. 
The specific constant of proportionality here will depend upon the shape of the object in 
question in addition to its material. To develop a truly material specific constant we need 
simply multiply by the cross-sectional area (A) and divide by length (L). Force (F) is thus 
related to change in length (∆L): 




This new constant, E, is called the Young’s modulus and is material specific. It varies 
from less than 0.1 GPa for rubber to over 1000 GPa for diamond. A larger value indicates 
greater stiffness. 











 𝜎 = 𝐸𝜀 (4) 
The bulk modulus, K, determines how a material responds to an equal pressure 
pushing inwards on all sides. The small change in volume (dV) as a function of change in 
pressure (dP) and the initial volume (V) all play a role. 




These two constants are sufficient to describe the mechanical properties of an ideal 
material. However, there are a few derived constants which give the same information but are 
more useful in certain calculations. The Poisson ratio, ν, is a measure of how a material thins 
as its ends are stretched. This is generally positive except for some unusual metamaterials. It 








Of course, there are other ways to apply force to an object. The shear modulus, G, 
measures how much a rod would defect (∆x) if one end were fixed and the other were pushed 
perpendicular to its length (L) axis.  




This provides a complete description of an isotropic material – one whose properties 
do not vary with the direction in which a force is applied. Crystalline materials tend to be 
anisotropic. However, bulk materials are typically formed from numerous, small crystalline 
grains with random orientations. Overall, this produces a material which appears isotropic. 
For nanoparticles this no longer holds because even when polycrystalline, the number of grains 
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tends to be low and there is often some correlation between the orientation of the grains. As 
discussed in this work, nanorods are made of five twinned crystals. 
A.1.1 Anisotropic materials 
To understand the mechanics of anisotropic materials it is handy to introduce the 
stiffness tensor, [C] which is just the multidimensional analogue of Young’s modulus. The full 
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The terms with two of the same subscript (e.g. σxx) are the normal stresses and strains 
which those with different subscripts (σyz) are shear stresses and strains. 
Although it would appear that there are potentially 36 unique parameters, the matrix 
is symmetric about its diagonal which reduces the number of parameters to 21. For an 
isotropic material the matrix further simplifies to: 
 𝐶 =  
|
|
𝐶11 𝐶12 𝐶12 0 0 0
𝐶11 𝐶12 0 0 0
𝐶11 0 0 0
𝐶11 − 𝐶12 0 0





There are only two unique parameters because each direction x, y, and z are all 
equivalent and there is no interaction between orthogonal forces other than the narrowing 




  (7) 






Metals, like gold and silver, frequently exhibit cubic symmetry. Each direction x, y, and 
z are equivalent but, the way that shear stresses relate to shear strains are not reducible to the 
usual Poisson ratio. Thus three unique parameters are required for full characterization C11, 
C12, C44. 
 𝐶 =  
|
|
𝐶11 𝐶12 𝐶12 0 0 0
𝐶11 𝐶12 0 0 0







Other solids will have less symmetry and require more parameters. 
A.1.2 Vibrations 
All objects have natural vibrational frequencies that they can resonate with. All 
frequencies will cause vibrations in an object but only a few eigenfrequencies (the resonant 
frequencies) will create sustained vibrations that persist long after the applied force is 
removed. This frequency is paired with some vibrational mode – a combination of 
stretching, twisting, and expanding – of the object called an eigenmode or normal mode. 
The eigenfrequencies and eigenmodes will depend upon the size, shape, and material. 
Generally, smaller objects made of stiffer materials will have higher frequencies. 
Determining a priori what these frequencies should be is not trivial. Physicists have 
determined them for some shapes including spheres and cylinders. 
 
A.2 Finite Element Methods 
Finite element modeling is a way to numerically solve for various properties of 
physical systems. All that is required is that the equations governing the time evolution of 
relevant quantities and the material specific constants for these equations are known. It was 
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originally developed to assist with structural calculations but has been applied to heat 
transfer, mass transfer, and electromagnetic interactions. 
Initially, the object under consideration is broken up into discrete points called a 
mesh. It is important that the density of mesh points be large enough to capture the shape 
of the object. This discretization is necessary to reduce a spatially continuous problem to a 
finite one. Next, the system must be initialized by providing the initial conditions. For a 
simulation of heat transfer, this would be the temperature of all points within the object.  
Finally, the time evolution of the whole system is followed by using the differential 
equations which guide the system. For heat transfer this would involve the temperature 
difference between two adjacent points in the mesh and the thermal conductivity between 
these points. Using a small time step ensures that the final results are an accurate reflection 
of reality. For the mechanical simulations discussed here the discretized mesh points are 
treated like masses connected by springs and dampers. The standard equations of motion 
guide the time evolution. 
