This paper presents a semi-parallel architecture for decoding Low Density Parity Check (LDPC) 
Introduction
Future generations of wireless devices will need to transmit and receive high data rate information in real-time. This poses a challenge to find an optimal coding scheme that has good performance and can be efficiently implemented in hardware. Error correcting codes insert redundancy into the transmitted data stream so that the receiver can detect and possibly correct errors that occur during transmission.
Low Density Parity Check(LDPC) codes are a special case of error correcting codes that have recently been receiving a lot of attention because of their very high throughput and very good decoding performance. Inherent parallelism of the decoding algorithm for LDPC codes, makes it very suitable for hardware implementation.
Gallager [4] proposed LDPC codes in the early ½ ¼ ¼ ×, but his work received no attention until after the invention of turbo codes, which used the same concept of iterative decoding. In 1996, MacKay and Neal [7] re-discovered LDPC codes. While standards for Viterbi and turbo codes have emerged for communication applications, the flexibility of designing LDPC codes allows for a larger family of codes and encoder/decoder structures. Some initial proposals for LDPC codes for DVB-S2 are emerging [6] .
In the last few years some work has been done on designing architectures for LDPC coding. This area is still very hot and researchers are looking for the best design in the trade-offs between area, time, power consumption and performance. Here we mention some of the most related work in this area. Blanksby and Howland [1] directly mapped the Sum-Product decoding algorithm to hardware. They used the fully parallel approach and connected all the functional units with wires regarding the Tanner graph connections. Although this decoder has very good performance, the routing complexity and overhead makes this approach infeasible for larger block lengths (e.g. more than ½¼¼¼ bits). Also, implementation of all the processing units enlarges the area of the chip.
Another approach is to have a semi-parallel decoder, in which the functional units are reused in order to decrease the chip-area. Semi-parallel architecture takes more time to decode the codeword and the throughput is lower than a fully parallel architecture. Zhang [11] offered an FPGA implementation of a´¿ µ regular LDPC semi-parallel decoder which achieves up to Mbps symbol decoding throughput. He used a multi-layered interconnection network to access messages from memory. Mansour [8] proposed a ½¼ bit, rate ¼ ´¿ µ regular semi-parallel decoder architecture which is low power. He used a fullystructured parity check matrix which led to a simpler memory addressing scheme than [11] . Chen [2] implemented a semi-parallel architecture for a rate ½ ¾, ¼ bit irregular LDPC code both on FPGA and ASIC. They used a multiplexer network to select the special inputs for the processing units. Their architecture can achieve up to ¼Mbps for FPGA and ½ Mbps for ASIC. All these architectures have used either Sum-Product or BCJR algorithms.
Contributions of this paper are as follows: First, we designed a structured parity check matrix which is suitable for semi-parallel hardware design and is very efficient in terms of the memory usage. Instead of storing the locations for all the ÓÒ × in the matrix, we can store certain "block shift values" and then restore the addresses using counters. Second, we introduce a semi-parallel architecture for decoding LDPC codes that is scalable to be used for a variety of block lengths. The decoder is the first implementation of Modified Min-Sum algorithm and achieves very good performance with low complexity.
The paper is organized as follows: Sections 2 and 3 will give an overview of LDPC codes and their encoding/decoding algorithms. Section 4 proposes the architecture for LDPC decoder. Implementation issues and results will be discussed in this part. We will show that by using a structured parity check matrix, a scalable hardware architecture has been designed. Concluding remarks will follow in section 5.
Low Density Parity Check Codes
Low Density Parity Check codes are a class of linear block codes corresponding to the parity check matrix À.
The parity check matrix À of size´AE Ãµ ¢AE consists of only Þ Ö Ó ×and ÓÒ × and is very sparse which means that the density of ÓÒ × in this matrix is very low. Given Ã information bits, the set of LDPC codewords in the code space of length AE , spans the null space of the parity check matrix À in which: À Ì ¼ .
For a´Ï Ï Ö µ regular LDPC code each column of the parity check matrix À has Ï ÓÒ × and each row has Ï Ö ÓÒ ×. If degrees per row or column are not constant, then the code is irregular. Some of the irregular codes have shown better performance than regular ones [3] , but irregularity results in more complex hardware and inefficiency in terms of re-usability of functional units. In this work we have considered regular codes to achieve full utilization of processing units. Code rate Ê is equal to Ã AE which means that´AE Ãµ redundant bits have been added to the message so as to correct the errors.
LDPC codes can be represented effectively by a bipartite graph called a "Tanner" graph. There are two classes of nodes in a Tanner graph, "Bit Nodes" and "Check Nodes". The Tanner graph of a code is drawn according to the following rule: "Check node ½ AE Ã is connected to Bit node Ü ½ AE whenever element in À (parity check matrix) is a ÓÒ ". Figure 1 shows a Tanner graph made for a small parity check matrix À. In this graph each Bit node is connected to ØÛÓ check nodes (Bit degree=¾) and each Check node has a degree of Ó Ù Ö .
Encoding and decoding
In order to encode a message Å of Ã bits with LDPC codes, one might compute Å in which is the AE -bit codeword and Ã¢AE is the generator matrix of the code. At first glance, encoding may seem to be a computationally extensive task, but there exist some reduced complexity algorithms for encoding of the LDPC codes [10] . In this paper, our focus is on the decoder. We will discuss the issues in decoder design in more detail.
Min-Sum algorithm is an approximation of the sumproduct algorithm in which a set of calculations on a nonlinear function ´Üµ ÐÓ ´Ø Ò ´Ü ¾µµ is approximated by a minimum function. In the literature, it has been shown that scaling the soft information during the decoding using Min-Sum algorithm results in better performance. By using density evaluations, Heo [5] showed that scaling factor of 0.8 is optimal for´¿ µ LDPC code. We call this version of the algorithm "Modified Min-Sum" algorithm. Figure 2 shows a comparison between the performance of Sum-Product, Min-Sum and Modified Min-Sum algorithms. It can be seen that scaling the soft information not only compensates for the loss of performance because of approximation, but also results in superior performance compared to the Sum-Product algorithm, because of the reduction in overestimation error. Modified Min-Sum is used as the decoding algorithm in our architecture. Table 1 shows a comparison between the number of calculations needed for each of the decoding algorithms for á ¿ µ LDPC code in each iteration of decoding. From the table it is clear that Modified Min-Sum algorithm substi- tutes the costly function evaluations with addition and shift. Although Modified Min-Sum has a few more additions than other algorithms, it is still preferred since nonlinear function evaluations are omitted.
The function ´Üµ ÐÓ ´Ø Ò ´Ü ¾µµ is sensitive to quantization error which results in loss of the decoder performance. Either direct implementation or look up tables can be used to implement this function. Direct implementation is costly for hardware [1] . Look-up tables (LUT) are very sensitive to the number of quantization bits and number of LUT values [11] . Since in each functional unit several LUTs should be used in parallel, they can take a large area of the chip. Omitting the need for this function in the decoding, saves us some area and complexity.
All of the above iterative decoding algorithms have the following steps; they only differ in the messages that they pass among nodes. 
Architecture design
The structure of the parity check matrix has a major role in the performance of the decoder. Finding a good matrix is an essential part of the decoder design. As mentioned earlier, parity check matrix determines the connections between different processing nodes in the decoder according to the Tanner graph. Also, degree of each node is proportional to the amount of computations that should be done in that node. For example a´¿ ½¾µ LDPC has twice as many connections as a´¿ µ code, which results in twice as many messages to be passed across the nodes and the memory needed to store those messages is twice the memory required for a´¿ µ code. Chung et.al. [3] showed that ¿ µ is the best choice for rate ½ ¾ LDPC code. We have used a´¿ µ code in our design.
In each iteration of the decoding, first all the Check nodes receive and update their messages and then, in the next half-iteration all the Bit nodes update their messages. If we choose to have a one-to-one relation between processing units in the hardware and Bit and Check nodes in the Tanner graph, then the design will be fully parallel. Obviously, a fully parallel approach takes a large area; but is very fast. There is also no need for central memory blocks to store the messages. They can be latched close to the processing units [1] . With this approach, the hardware design can be fixed to relate to a special case of the parity check matrix. Table 2 shows a comparison between the resources for a parallel, semi-parallel or serial implementation of the decoder. In this table , Ï is the degree of Bit nodes, Ï Ö is the degree of the Check nodes, is the number of the bits per message and Ë is the folding factor for the semi-parallel design.
Implementing LDPC decoding algorithm in fully-serial architecture has the smallest area since it is sufficient to have just one Bit Functional Unit (BFU) and one Check Functional Unit (CFU). The fully-serial approach is suitable for Digital Signal Processors (DSPs) in which there are only a few functional units available to use. However, speed of the decoding is very low in a serial decoder.
To balance the trade-off between area and time, the best strategy is to have a semi-parallel design. This involves the creation of "Ð " CFUs and "Ð " BFUs, in which Ð AE Ã and Ð AE and then the reuse of these units throughout decoding time. For semi-parallel design, the parity check matrix should be structured in order to enable re-usability of units. Also, in order to design a fast architecture for LDPC decoding, we should first design a good À matrix which results in good performance. Following the block-structured design similar to [8] , we have designed À matrices for (¿ ) LDPC codes. Figure 3 shows the structured parity check matrix that has been used in this paper. The matrix consists of (¿ ¢ ½ ) blocks of size × in which × is a power of ØÛÓ. Each × ¢ × block is an identity matrix that has been shifted to the right ÑÒ times, Ñ ½ ¿ Ò ½ . The shift values can be any value between ¼ and × ½, and have been determined with a heuristic search for the best performance in the codes of the same structure. Our approach is dif- ferent from [8] since the sub-block length is not a prime number. Also, shifts are determined by simulations and searching for the best matrix that satisfies our constraints (with the highest girth [9] ). Figure 4 shows a comparison between the performance of two sets of´¿ µ LDPC codes of rate ½ ¾ and block lengths of and ½ ¿ designed with above structure. To give some comparison points [11] uses a LDPC code of length ½¼¾¼ which achieves BER of ½¼ and ¼ ¿ ¢ ½¼ for SNR of ¾ and ¿ ½dB respectively.
Reconfigurable architecture
For LDPC codes, increasing the block length results in a performance increase. That is because the Bit and Check nodes receive some extrinsic information from the nodes that are very far from them in the block. This increases the error correction ability of the code. Having a scalable architecture which can be scaled for different block lengths enables us to choose a suitable block length AE for different applications. Usually AE is in the order of ¼¼ ½¼¼¼¼ for practical uses. Our design is flexible for block lengths of AE ¢ ¾ for a (3,6) LDPC code. As an example for , AE is equal to ½ ¿ . By choosing different values for we can get different values for the block length. We will discuss the statistics and design of the architecture for block length 1536 bits. The proposed LDPC decoder can be scaled for any block length AE ¢ ¾ . The largest block length is determined with the physical limitations of the platform such as FPGA or ASIC. It should be noted that changing the block length is an off-line process, since a new bitstream file should be compiled to download to the FPGA.
The overall architecture for a´¿ µ LDPC decoder is shown in figure 5 . This semi-parallel architecture consists Figure 6 shows the interconnection between memories, address generators and CFUs that are used in the first half of iterations. In each cycle ÑÒ generate addresses of the messages for the CFUs. Split/Merge (S/M) units pack/unpack messages to be stored/read to/from memories. To increase the parallelism factor, it is possible to pack more messages (i.e. AE) to put to a single memory location. This poses a constraint on the design of À matrix, since the shift values should all be multiples of AE. The finite state machine "control unit" supervises the flow of messages in/out of memories and functional units. Figure 7 shows the Architecture for Check Functional Units (CFUs). Each CFU has Ï Ö inputs and outputs.
This unit computes the minimum among different choices of five out of six inputs. CFU outputs the result to output ports corresponding to each input which is not included in the set. For example ÓÙØ½ is the result of: ÓÙØ½ Ñ Ò´ ×´ Ò¾µ × Ò¿µ ×´ Ò µµ (1) Figure 6 . Connections between memories, CFUs and address generators. Also, during the computations of the current iteration, CFU checks the code bits resulting from the previous iteration to check if the code bits satisfy the corresponding parity check equation (step 5 of the decoding algorithm). After the first half of the iteration is complete, the result of all parity checks on the codeword will be ready too. With this strategy, computations in Check nodes and Bit nodes can be done continuously without the need to wait for checking the codeword resulting from the previous iteration. This increases the speed of the decoding.
The interconnection between BFUs and memory units and address generators is shown in figure 8 . Locations of the messages in the memories are such that a single address generator can service all the BFUs. Controller makes sure that all the units are synchronized.
The architecture of a Bit Functional Unit is shown in the figure 9. This unit adds different combinations of its inputs and scales them with a scaling factor of ¼ which is done with shift and addition. Also, it thresholds the summation of its inputs to find the code-bit corresponding to that Bit node.
This architecture can also be used for the structured irregular codes with some minor modifications. For example, assume that the parity check matrix of the irregular code is similar to figure 3, but it has block rows and block columns in which some of the blocks are full of zeros, then we can have an irregular code with row degrees of and column degrees of ¿ . We should add some circuitry so that for the blocks full of zero in the parity check matrix, it sends a zero message to the corresponding inputs of the BFU/CFUs. In this case the BFUs will have input/outputs and CFUs will have input/outputs.
FPGA architecture
For real-time hardware, fixed-point computations are less costly than floating point. A fixed-point decoder uses quantized values of the soft information. There is a trade-off between the number of quantization bits, area of the design, power consumption and performance. Using more bits de- creases the bit error rate, but increases the area and power consumption of the chip. Also, depending on the nature of the messages, the number of bits used for integer or fractional part of the representation is important. Our simulations show that using bits for the messages is enough for good performance. These messages will be divided into one sign bit, two integer bits and two fractional bits. Figure 10 shows the performance of the decoder using bits and the floating point version.
Since the memory blocks in the FPGA have no more than two ports, we need to increase the number of the message read/writes in each clock cycle in the dual-port memories. We pack eight message values and store them in a single memory address. This enable us to read ¾ ¢ ½ messages per memory per cycle.
A prototype architecture has been implemented by writing VHDL (Hardware Description Language) code and targeted to a Xilinx VirtexII-3000 FPGA. Table 3 shows the utilization statistics of the FPGA. Based on the Leonardo Spectrum synthesis tool report, the maximum Clock frequency of this decoder is ½¾½ MHz. Considering the parameters of our design, it takes cycles to initialize the memories with the values read from the channel, ¿¾ cycles for each CFU and BFU half-iterations, and cycles to send out the resulting codeword. Assuming that the decoder does iterations to finish the decoding, the data rate can be calculated with the following equation:
and, ¾ ¼ (worst case), the data rate can be ½¾ Mbps. This architecture is suitable for a family of codes with similar structure as described earlier and different block lengths, parallelism ratios and message lengths.
Changing the block-size of the codeword changes the sizes of the memory blocks. If we assume that the codes are still´¿ µ and have a parity check matrix similar to figure 3, then all the CFUs, BFUs and address generators can be used for the new architecture. The size of the memories changes and there will be a slight modification in the address generator units because they should address a different number of memory words. This can be done by changing the size of the counters used in the address generators. Since the counters are parametric in the VHDL code, this can be done with a new compilation of the code using these new values.
LabVIEW implementation
An alternative design has been implemented using Lab-VIEW FPGA from National Instruments. This architecture has the same characteristics as the VHDL version. The only difference is that it is implemented using the graphical GUI of LabVIEW and runs in the co-simulation mode. In this model, data input-output is done in the host PC and decoding in the FPGA. This enables us to use the LDPC decoder in our end-to-end communication testbed at the Center for Multimedia Communication (CMC) at Rice University and connect it directly to National Instruments radios and other hardware.
Conclusion
A semi-parallel architecture for decoding LDPC codes has been designed and implemented on Xilinx VirtexII FPGAs. The special structure of the parity check matrix simplifies the memory addressing and results in the efficient storage of the matrix. Modified-Min-Sum algorithm has the advantage of good decoding performance with simple computations in the functional units. The semi-parallel architecture is easily scalable for different block sizes, message lengths and parallelism factors. For a´¿ µ LDPC code with the block length of ½ ¿ bits, the decoder achieves a data rate of up to ½¾ Mbps.
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