We study the problem of distributed Kalman filtering for sensor networks in the presence of model uncertainty.
favorable performance of the proposed algorithms. In Section V we present a numerical example which compares the proposed algorithm with the standard ones. Finally, in Section VI we draw the conclusions.
II. BACKGROUND
Consider the nominal state-space model
where x t ∈ R n is the state process, y t ∈ R pN is the observation process, u t is normalized white Gaussian noise (WGN), i.e. E[u t u
T s ] = Iδ t−s where δ t denotes the Kronecker delta function. We assume that u t is independent of the initial state x 0 . The latter is Gaussian distributed with meanx 0 and covariance matrix V 0 . Model (1) is characterized by the nominal transition probability density of z t := [ x T t+1 y
T t ]
T given x t which is denoted by φ t (z t |x t ). We assume that Γ B Γ T D = 0, i.e. the noise entering in the state process is independent of the noise entering in the observation process. We assume that u t affects all the components of the dynamics and observations in (1) . Such assumption is necessary whenever entropy-like indexes are used to measure the proximity of statistical models, as in our case, otherwise these indexes take infinite value. Accordingly, the matrix [ Γ
T is full row rank, and without loss of generality we can assume that [ Γ
T is a square (and thus invertible) matrix of dimension pN + n. Indeed, we can always compress the column space of such a matrix and remove the noise components which do not affect model in (1) . Accordingly, the state-space model in (1) is reachable; moreover we also assume it is observable.
Letφ t (z t |x t ) be the (unknown) actual transition probability density of z t given x t . In order to account the fact that the nominal model does not coincide with the actual model, we assume thatφ t belongs to the closed ball about φ t :
whereẼ [log(φ t /φ t )|Y t−1 ] := φ t (z t |x t )f t (x t |Y t−1 ) log φ t (z t |x t )
and Y t−1 := { y s , s = 1 . . . t − 1 }. The latter represents the relative entropy between the actual and the nominal transition densitiesφ t (z t |x t ) and φ t (z t |x t ) at time t, respectively, andf t (x t |Y t−1 ) ∼ N (x t , V t ) is the actual conditional probability density of x t given the past observations Y t−1 . Finally, parameter c > 0 is called tolerance and represents the mismatch modeling budget allowed for each time step.
Given the nominal model in (1), a robust estimator of x t+1 given Y t is obtained by solving the following mini-max
whereẼ
:= x t+1 − g t 2φ t (z t |x t )f t (x t |Y t−1 )dx t dz t (5) represents the mean square error of the estimator g t which is a function of y t and Y t−1 . G t denotes the set of all estimators g t such thatẼ[ g t 2 ] is finite for anyφ t ∈ B t . Roughly speaking, such estimator is designed according to the least favorable model whose mismodeling budget allowed is expressed at each time step. This way to characterize model uncertainty is better than expressing the uncertainty over the entire simulation interval. Indeed, in the latter case the maximizer has the possibility to identify the moment where the dynamic of model (1) is most susceptible to distortion and to allocate most of the distortion budget specified by the tolerance to this single element of the model, that is a situation which is pretty unrealistic.
In [18] it has been proved that the estimator solving the mini-max problem (4) obeys the Kalman-like recursion:
where γ(P, θ) := log det(I − θP ) + tr((I − θP ) −1 − I).
The so called risk sensitivity parameter, [23] , θ t > 0 does always exist and it is unique given P t+1 and c, moreover it can be computed efficiently by using a bisection algorithm. In the limit case c = 0, i.e. there is no uncertainty, then θ t = 0 and (6) becomes the usual Kalman filter.
Remark 1:
The robust filtering paradigm in (4) can be extended to nominal state-space models with time-varying parameters and tolerance. On the other hand, to ease the introduction of the corresponding distributed algorithms we stick to the constant parameters and tolerance case.
III. DISTRIBUTED ROBUST KALMAN FILTER
Consider a network of N nodes and in each node there is one sensor. We say that two nodes are connected if the corresponding sensors can communicate directly with each other. A node is always connected with itself.
The neighborhood of node k, i.e. the set of nodes connected with k, is denoted by N k , in particular k ∈ N k . The corresponding N × N adjacency matrix J = [j lk ] lk is defined as The number of neighbors of node k is denoted by n k . Every node at time t collects a measurement y k,t ∈ R p whose underlying model is unknown. The nominal model takes the form:
where w t and v k,t k = 1 . . . N are independent WGNs such that E[w t w
It is worth noting that (9) can be rewritten as (1) with
where diag is the linear operator which constructs a block diagonal matrix whose blocks are the ones specified in the argument. We also define R :
T l with l = 1 . . . N , and
Accordingly, the filtering gain for model (9) can be written as
and thus
In distributed Kalman filtering under model uncertainty, the aim is to compute for every node k a prediction of the state x t while sharing the data only with its neighbors l ∈ N k and taking into account that (9) does not coincide with the actual model. In what follows, the one step-ahead prediction of x t at node k is denoted byx k,t . It is not difficult to see that the robust Kalman filter for model (9) , i.e. the node k has access to all measurements across all the nodes in the network, can be written aŝ
wherex k,t =x t and V k,t = V t with k = 1 . . . N .
Therefore in the case that the node k has not access to all measurements across all nodes in the network, we would obtain a state predictionx k,t of x t which is as close as to the global state prediction.
A. Robust Kalman filter with diffusion step
We assume that a node k has access to the measurements of its neighbors N k . The corresponding nominal state-space model is
The latter can be rewritten as a state-space model (A, Γ B , C 
Accordingly, the one-step ahead predictorx k,t of x t at node k is given by (12) where the terms for which l / ∈ N k are discarded. Then, the local predictionx k,t+1 can be understood as an intermediate local prediction of x t at node
k. In what follows we denote such intermediate prediction as ψ k,t+1 . Then, the idea is to update the prediction at node k not only in terms of ψ k,t+1 , but also in terms of ψ l,t+1 with l ∈ N k . More precisely, we consider a matrix
Then, the final prediction at node k is obtained by the so called diffusion step, [9] :
Therefore, in the diffusion algorithm a node k exploits the information of the neighbors in terms of y l,t and ψ l,t+1 .
The resulting procedure is outlined in Algorithm 1. As explained in [9] , the diffusion step (16) is motivated by 
Diffusion step. Compute at every node k:
the fact that the centralized predictionx t+1 can be approximated by a local convex combination of ψ l,t+1 . It is worth noting that in the case that c = 0, i.e. there is no mismatch between the actual and the nominal model, then θ k,t = 0 for any t and k so that, we obtain the diffusion algorithm proposed in [9] . In the case that
we obtain a consensus-based update where ε > 0 is the consensus parameter. Indeed, in the case that c = 0 and W is designed as in (17) we obtain the distributed consensus-based algorithm proposed in [7] . Finally, in the case that W = I we obtain the robust version of the local Kalman filter [24, p. 329] .
It is worth noting that the mismatch modeling budget c in Algorithm 1 coincides with the one of the centralized filter. Such a choice does not guarantee that the least favorable model computed at node k coincides with the one of the centralized filter. On the other hand, we will see that, under large deviations of the least favorable model of the centralized problem, it is very likely that the predictor at node k using Algorithm 1 performs better than the one in [9] , see Section IV-B for more details.
Remark 2:
In some cases we may have a state-space model of the form
where r t is a deterministic process. In [25] it was shown that the corresponding centralized robust Kalman filter still obeys the Kalman-like recursion (6) where the prediction update is replaced bŷ Then, it is not difficult to see that the distributed algorithms presented in this section still hold in this case. The unique difference is that we need to add in the prediction update of each node the term r t .
IV. LEAST FAVORABLE PERFORMANCE
In this section we analyze the performance of the distributed algorithm with diffusion step introduced in Section III under the least favorable model which is solution of the mini-max problem (4), i.e. the centralized problem.
The performance assessment is given by the mean and variance of the least favorable state prediction error for each node k (including the diffusion step), sayx k,t with k = 1 . . . N . In [18] , [20] it has been shown that the least favorable model can be characterized over a finte interval [0, T ] and it takes the following form:
where
T , x t is the least favorable state process, e t is the least favorable prediction error of x t using the robust filter (6) and ε t is WGN with covariance matrix equal to the identity. Moreover,
where Γ Lt is such that
Matrix Ω −1 t+1 is computed from the backward recursion
where the final point is initialized with Ω −1
T +1 = 0 and T is the simulation horizon. Therefore, to construct the least favorable model we need to compute the gain G t performing a forward sweep of the robust Kalman filter in (6) over the interval [0, T ], then we generate the matrices Ω t through a backward sweep over the interval [0, T ]. We partition
and L t ∈ R pN ×(pN +n) . Moreover, we partition H t and L t as follows:
where H k,t ∈ R p×n and L k,t ∈ R p×(pN +n) .
Next we express the least favorable state prediction errorx k,t at node k in terms of the WGN ε t : in this way we will be able to characterize the mean and the variance ofx k,t . We definẽ
which represent the prediction error and the intermediate prediction error, respectively, at node k at time t. Notice that
for l = 1 . . . N . Therefore, we havẽ
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where we have exploited (15) . Taking into account (25), we havẽ
By definingχ
we can rewrite (27) in the following compact way:
and thusχ
where 1 denotes the vector of ones. We rewrite the latter as
Combining (30) with the model for e t in (19), we obtain:
T ,
From (32), we can analyze the performance of the distributed Algorithm 1. Taking the expectation of (32), we
Sincex 0 is the mean of x 0 andx k,0 =x 0 for k = 1 . . . N , we have thatẼ[η 0 ] = 0. Accordingly, η t is a random vector with zero mean for any t. This means that the distributed Kalman predictions with diffusion step are unbiased.
We proceed to analyze the variance of the prediction errors. We define
Since ε t is WGN with covariance matrix equal to the identity, by (32) we have that Q t is given by solving the following Lyapunov equation
We partition Q t as follows:
where P t ∈ R N p×N p , H t ∈ R N p×n and R t ∈ R n×n . The n × n matrices in the main block diagonal of P t represent the covariance matrices of the estimation error at each node. Let MSD k,t :=Ẽ[ x t −x k,t 2 ] denote the least favorable mean square deviation at node k and at time t. Then, the average least favorable mean square deviation across the network at time t is
The computation of the sequence P t depends on the simulation horizon T . In particular, it is required to perform three steps: 
A. Convergence analysis
In the previous section we showed how to compute Q t over the simulation horizon [0, T ]. Let 0 < α < β < 1.
We show that under reachability and local observability, and choosing the tolerance c > 0 sufficiently small, then Q t converges over the interval [αT, βT ] as T approaches infinity, and thus the prediction errors at each node have zero mean and finite constant variance in steady state. It is worth noting that local observability is a strong assumption which may pose some limits on the practical applicability of the distributed robust Kalman filter.
In [26] it has been shown that the least favorable prediction error using an estimator of typex t+1 = Ax t + G t (y t −Cx t ), where C coincides with the one in the least favorable model, has zero mean and convergent covariance matrix provided that c is sufficiently small. However, these results cannot be directly applied to our case because the predictor at node k is given by a convex combination of local estimators whose matrix C does not coincide with the one of the least favorable model.
The update of the intermediate local prediction can be rewritten as
is the filtering gain at node k. The first step is to show that G k,t converges as t approaches infinity.
Proposition 4.1: Assume that the pair (A, B) is reachable and that the pair (A, C loc k ) is observable for every k. Then, there exists c > 0 sufficiently small such that for any V k,0 > 0 the sequence P k,t t ≥ 0 generated by Algorithm 1 at node k converges to a unique solutionP k > 0. Furthermore, θ k,t →θ k , V k,t →V k > 0 and the limitḠ k of the filtering gain G k,t is such that A −Ḡ k C loc k is Schur stable. Moreover,P k is the unique solution of the algebraic Riccati-like equation
Proof: The convergence of the local robust Kalman filter follows from the convergence result of the robust Kalman filter in [27, Proposition 3.5], see also [28] , under the assumption that the local state space model Regarding the least favorable model in (19) , it is possible to prove that it does converge to a state space model with constant parameters, as the simulation horizon T tends to infinity. Then, there exists c > 0 sufficiently small such that:
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• the forward sequences G t and θ t , t ≥ 0, of the centralized robust Kalman filter (6) converges toḠ andθ, respectively, as t tends to infinity;
• when the simulation horizon T tends to infinity, the backward sequence Ω t generated by (21) , with the steady state parametersḠ andθ of the centralized robust Kalman filter, converges toΩ. Furthermore,
and (A −ḠC) + (B −ḠΓ D )ΓH is Schur stable.
Finally, we need of the following result.
Proposition 4.3 (Cattivelli, Sayed [9] ): Consider the time-varying Lyapunov equation
where A t and Q t converges to A and Q, respectively, as t → ∞, with A Schur stable. Then, X t converges to the unique solution X of the Lyapunov equation:
We are ready to prove the main convergence result. 
Proposition 4.4: Assume that the pair (A, B) is reachable and that the pair (A, C
andF is Schur stable. Therefore, the average least favorable mean square deviation across the network MSD t does converge over [αT, βT ] as T → ∞.
Proof: Notice that the assumptions of Proposition 4.1 hold. Therefore, we have that V t →V and A t →Ā
which is Schur stable. Accordingly, we have that the block-diagonal matrix 
B. Optimality property under large deviations
We shall show that, under the least favorable model solution to (4) with c sufficiently large, it is very likely that the predictor at node k of Algorithm 1 performs better than the predictor at node k based on the scheme in [9] .
The latter scheme, indeed, does not consider the possibility that the actual model and the nominal model do not coincide exactly.
Without loss of generality we assume that y t is obtained by stacking first y l,t with l ∈ N k and then y l,t with l / ∈ N k . Then, it is not difficult to see that that the standard local Kalman predictor at node k coincides with the Kalman predictor based on the model
whereF loc k,t is an arbitrary invertible matrix because the observations y l,t with l / ∈ N k play no role at node k. In what follows we takeF
Therefore the robust intermediate prediction at node k in Algorithm 1, hereafter denoted by RKF diff, is the solution of the mini-max problem
φ k,t is the transition probability density of z t given x t corresponding to (48) andφ k,t is the least favorable one (3) and (5), respectively, with φ t ,φ t andf t replaced by φ k,t ,φ k,t andf k,t , respectively;f k,t (x t |Y t−1 ) ∼ N (x k,t , V k,t ) is the least favorable conditional July 16, 2019 DRAFT probability density of x t given Y t−1 at node k; G k,t denotes the set of all estimators such thatẼ k [ g twhere
k are the matrices obtained by using C l and R l , respectively, with l / ∈ N k . Notice that θ k,t−1 (and thus V k,t ) is the same for RKF diff and the one usingp t because it depends only on c and P k,t through the relation
In view of (57), it is not difficult to see that
where δ = µ t − µ loc t and we have exploited the fact that (K
after some algebraic manipulations we obtain
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It [17] it has been shown that the mapping c → V k,t has singular value which is positive. Accordingly, if we take a sequence c (m) , m ∈ N, for c such that
k,t which belongs to a compact set. Therefore, there exist a subsequenceV
with α > 0 otherwise c (m) = D KL (p t , p t ), with p(z t |Y t−1 ) conditional probability under the nominal model (9), does not diverge as m approaches infinity. Accordingly, if we consider the corresponding subsequences for β k,t , ν k,t and ζ k,t , we have:
are bounded above. Accordingly the
dominates the others. We conclude that for c sufficiently large (56) holds.
V. NUMERICAL EXAMPLE
In order to evaluate the performance of the distributed robust Kalman filters, we consider the problem in [9] of tracking the position of a projectile by using noisy position measurements obtained by a network of N = 20 sensors depicted in Figure 1 . The model for the projectile motion iṡ In what follows, we consider the following predictors:
• RKF diff -the distributed robust Kalman filter with diffusion step in Algorithm 1; the diffusion matrix W is chosen as
where n l denotes the number of neighbors of node l and α k > 0 is a normalization parameter chosen in such a way that (15) holds.
• KF diff -the distributed Kalman filter with diffusion step proposed in [9] ; the diffusion matrix W is chosen as in (64).
• RKF cons -the distributed robust Kalman filter in Algorithm 1 with the consensus-based update in (17) ; the consensus parameter is set equal to ε = 0.1.
• KF cons -the distributed Kalman filter with consensus-based update proposed in [7] ; the consensus parameter is set equal to ε = 0.1.
• RKF local -the local robust Kalman filter in Algorithm 1 with W = I.
• KF local -the local Kalman filter proposed in [24, p. 329 ].
• RKF central -the centralized robust Kalman filter proposed [18] .
• KF central -the centralized Kalman filter.
In the first experiment we assume that the actual state-space model belongs to the ball defined in (2) about the aforementioned nominal model and with tolerance c = 0.02. The average least favorable mean square deviation across the network is depicted in Figure 2 . As we can see, MSD t converges in steady state for any algorithm.
The local algorithms RKF local and KF local provide the worst performance and the robust version behaves slightly better than the standard version in steady state. The consensus-based algorithms RKF cons and KF cons perform better than the latter and the robust version behaves slightly better than the standard one in steady state.
The diffusion-based algorithms RKF diff and KF diff provides the best distributed performance, in particular RKF diff performs better than KF diff. Finally, the centralized algorithm provides the best performance and RKF is the best predictor. The least favorable mean square deviation for each node in steady state for the diffusion-based and centralized algorithms is depicted in Figure 3 . As we can see, RKF diff provides a better performance than KF diff in the majority of the nodes. Finally, Figure 4 shows the risk sensitivity parameters θ k,t of RKF diff and the risk T i me i n s t a n t t
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RKF diff KF diff RKF cons KF cons RKF local KF local RKF central KF central Fig. 2 . Least favorable mean square deviation across the network with tolerance c = 0.02. 
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RKF diff KF diff RKF central KF central sensitivity parameter θ t of RKF. We notice that the former are less than the latter. Therefore, RKF diff reduces the risk sensitivity parameters over the network in respect to RKF. Such a reduction can be justified as follows. First, the larger the risk sensitivity parameter is, the more large errors are penalized, as noticed in [18] . Then, it is worth observing that RKF cons and RKF local have the same risk sensitivity parameters of RKF diff, indeed the value of θ k,t does not depend on the matrix W . So, without loss of generality, we can consider RKF local. RKF local at node k and RKF are the same algorithm, but applied on a different state space model. The state space model used for RKF local at node k is characterized by a subset of observations of the state space model used for RKF. Since the mismatch modeling budget c is the same for both the models, then it means that the observations of the least favorable model of RKF are affected by more uncertainty than the ones of RKF local. Accordingly, it is required to penalize large errors in RKF more severely than in RKF local, hence θ t must be greater than θ k,t . T i me i n s t a n t t R i s k s en s i t i vi t y p a r a met er T i me i n s t a n t t
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RKF diff KF diff RKF cons KF cons RKF local KF local RKF central KF central In the second experiment we have considered the case that in the actual model there are large deviations in respect to the nominal one. More precisely, we have chosen c = 0.06. The least favorable mean square deviation across the network is depicted in Figure 5 . As we can see, all the robust distributed algorithms outperform the corresponding standard distributed algorithms in steady state. Among the robust algorithms, RKF diff gives the best performance, then we have RKF cons and finally RKF local. The least favorable mean square deviation for each node in steady state for the diffusion-based and centralized algorithms is depicted in Figure 6 . As we can see,
RKF diff provides a better performance than KF diff in almost all nodes: the unique exception regards two nodes wherein RKF diff performs slightly worse than KF diff. The risk sensitivity parameters θ k,t of RKF diff and the risk sensitivity parameter θ t of RKF are depicted in Figure 7 . Also in this case, RKF diff reduces the risk sensitivity parameters over the network in respect to RKF. On the hand, the values of all these risk sensitivity parameters has been increased in respect to the case c = 0.02. Indeed, in the current case the mismatch modeling budget has been July 16, 2019 DRAFT T i me i n s t a n t t Ri s k s en s i t i vi t y p a r a met er increased and thus it is required to penalize large error more severely.
VI. CONCLUSIONS
In this paper, we have considered a filtering problem over a sensor network and under model uncertainty. We have proposed a robust distributed algorithm with diffusion step. We have derived the least favorable performance for this algorithm and showed that the least favorable mean square deviation across the network does converge to a finite constant value provided that the mismatch modeling budget allowed for each time step is sufficiently small.
Finally, a numerical example showed that this robust algorithm is preferable than the standard one in the presence of model deviations.
