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Abstract
In this paper we establish the strong Gâteaux differentiability of maps from the set of initial values
and forcing terms into the set of solutions for semilinear second-order evolution equations.
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1. Introduction
This paper is concerned with the properties of solutions for the nonlinear damped
second-order evolution equations of the form
y′′ +A2(t)y′ + A1(t)y = f (t, y, y′)+ g in (0, T ), (1.1)
where A1(t),A2(t) are time varying operators on Hilbert spaces V1,V2 embedded in a
pivot Hilbert space H , g is a forcing function and f (t, y, y′) is a nonlinear function. These
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damping terms. The initial condition attached to (1.1) is given by
y(0) = y0 ∈ V1, y′(0) = y1 ∈ H. (1.2)
For the linear problem (1.1), (1.2) with f (t, y, y′) = 0, there are extensive researches by
the variational method mainly for the undamped equations in the books, for example, Lions
and Magenes [7], Dautray and Lions [3], Tanabe [8] among others. Especially in Dautray
and Lions [3] the existence, uniqueness and regularity of solutions are studied extensively
for the special cases where V2 is identical with V1 or H . The well-posedness problems
for abstract linear autonomous damped second-order equations are studied in Banks, Ito
and Wang [2] by introducing another Hilbert space V2 corresponding to the damping term
A2(t)y′ besides the Hilbert space V1 for the diffusion term A1(t)y.
For the nonautonomous damped second-order equation (1.1) with the specific nonlinear
function f = f (t, y) excluding nonlinear damping effects, in Ha and Nakagiri [4] the basic
results on existence, uniqueness and regularity of solutions are established in the setting of
a Gelfand fivefold V1 ↪→ V2 ↪→ H ↪→ V ′2 ↪→ V ′1. Also in [4] only the Lipschitz continuity
on the nonlinear term f (t, y) in y is supposed without assuming any compactness nor
monotonicity on f (t, y). The well-posedness results and the functional differentiability for
the solutions are essentially utilized in Ha and Nakagiri [5] for the study of optimal control
problems for (1.1). The differentiability is crucial in studying the optimization problems,
and we can extend some of results obtained in Ahmed and Teo [1] and Lions [6], to the
nonlinear system involving (1.1) by using the differentiability.
The purpose of this paper is to extend the well-posedness result of [4] to (1.1), (1.2)
under the Lipschitz continuity on f (t, y, y′) in y and y′, and to establish the continuity
and functional differentiability of the solution mapping from the given data g(t), y0, y1 in
(1.1), (1.2) to the solution y.
The mapping is nonlinear and the continuity is often investigated, but the Gáteaux
differentiability of the mapping, to the author’s knowledge, has not been studied. For estab-
lishing the differentiability we impose the Fréchet differentiability of the nonlinear function
f (t, y, z) with respect to y and z.
We now explain the content of this paper. In Section 2, after giving the assumptions on
operators Ai(t), i = 1,2, and nonlinear term f (t, y, y′), we state and prove the existence,
uniqueness and regularity theorem for (1.1), (1.2). The energy inequality plays the key
role in our analysis. It is assumed in (1.1) that Ai(t) are bilinear forms on Vi(V1 = V )
which satisfy coercivity over Vi , and f (t, y, z) is Lipschitz continuous in y and z which
maps V2 × H into V ′2. Let y = y(y0, y1, g) be the solution of (1.1), (1.2) for the input
data (y0, y1, g) ∈ V1 × H × L2(0, T ;V ′2). In Section 3, we shall show that the mapping
(y0, y1, g) → y(y0, y1, g) is strongly continuous and Gáteaux differentiable in the solution
space.
2. Semilinear second-order evolution equations
Let H be a real pivot Hilbert space with inner product (·,·)H and norm | · |H . For
i = 1,2, let Vi be a real separable Hilbert space with the norm ‖ · ‖Vi . The dual space of Vi
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that each pair (Vi,H) is a Gelfand triple space and that V1 is continuously embedded in
V2 (cf. Ha and Nakagiri [4]). Let 0 < T < ∞ and let ai(t;φ,ϕ), t ∈ [0, T ], be a family of
symmetric bilinear forms on Vi × Vi, i = 1,2. We suppose that there exist ci1 > 0 such
that ∣∣ai(t;φ,ϕ)∣∣ ci1‖φ‖Vi‖ϕ‖Vi for all φ,ψ ∈ Vi and t ∈ [0, T ]; (2.1)
and there exist αi > 0 and λi ∈ R such that
ai(t;φ,φ)+ λi |φ|2H  αi‖φ‖2Vi for all φ ∈ Vi and t ∈ [0, T ]. (2.2)
Further, we suppose that the function t → a1(t;φ,ϕ) is continuously differentiable in
[0, T ] and there exists a c12 > 0 such that∣∣a′1(t;φ,ϕ)∣∣ c12‖φ‖V1‖ϕ‖V1 for all φ,ψ ∈ V1 and t ∈ [0, T ]. (2.3)
By (2.1) we can define the operator Ai(t) ∈ L(Vi,V ′i ) by the relation ai(t;φ,ϕ) =〈Ai(t)φ,ϕ〉V ′i ,Vi . In what follows, we shall write V1 = V for notational simplicity.
Now we consider the following semilinear damped second-order evolution equation{
y′′ + A2(t)y′ + A1(t)y = f (t, y, y′) in (0, T ),
y(0) = y0 ∈ V, y′(0) = y1 ∈ H, (2.4)
where f : [0, T ] × V2 × H → V ′2. The solution Hilbert space W(0, T ) of (2.4) is defined
by
W(0, T ) = {w ∣∣w ∈ L2(0, T ;V ), w′ ∈ L2(0, T ;V2), w′′ ∈ L2(0, T ;V ′)},
endowed with the norm
‖w‖W(0,T ) =
(‖w‖2
L2(0,T ;V ) + ‖w′‖2L2(0,T ;V2) + ‖w
′′‖2
L2(0,T ;V ′)
) 1
2 .
A function t → y(t) is said to be a weak solution of (2.4) if y ∈ W(0, T ) and y satisfies〈
y′′(·),φ〉
V ′,V + a2
(·;y′(·),φ)+ a1(·;y(·),φ)= 〈f (·, y(·), y′(·)), φ〉V ′2,V2
for all φ ∈ V in the sense of D′(0, T ),
y(0) = y0 ∈ V, dy
dt
(0) = y1 ∈ H,
where D′(0, T ) is the space of distributions on (0, T ).
We impose the following assumptions on the nonlinear term f : [0, T ] ×V2 ×H → V ′2
in (2.4):
(A1) t → f (t, y, z) is strongly measurable in V ′2 for all y ∈ V2 and z ∈ H ,
(A2) there exists a β ∈ L2(0, T ;R+) such that∥∥f (t, y1, z1) − f (t, y2, z2)∥∥V ′2  β(t)(‖y1 − y2‖V2 + |z1 − z2|H )a.e. t ∈ [0, T ] for y1, y2 ∈ V2 and z1, z2 ∈ H,
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∥∥f (t,0,0)∥∥
V ′2
 γ (t) a.e. t ∈ [0, T ].
The following theorem on existence, uniqueness, regularity and energy equality of so-
lutions to (2.4) holds (for a proof see [4]).
Theorem 2.1. Assume that both ai , i = 1,2, satisfy (2.1)–(2.3) and f (t, y, z) satisfy (A1)–
(A3). Then there exists a unique weak solution y ∈ W(0, T )∩C([0, T ];V )∩C1([0, T ];H)
of (2.4). Moreover, for each t ∈ [0, T ], y satisfies the energy equality
a1
(
t;y(t), y(t))+ ∣∣y′(t)∣∣2
H
+ 2
t∫
0
a2
(
σ ;y′(σ ), y′(σ ))dσ
= a1(0;y0, y0)+ |y1|2H +
t∫
0
a′1
(
σ ;y(σ ), y(σ ))dσ
+ 2
t∫
0
〈
f
(
σ,y(σ ), y′(σ )
)
, y′(σ )
〉
V ′2,V2
dσ. (2.5)
The following energy inequality follows from the assumptions (A1)–(A3) and the en-
ergy equality (2.5): for each t ∈ [0, T ],
∥∥y(t)∥∥2
V
+ ∣∣y′(t)∣∣2
H
+
t∫
0
∥∥y′(σ )∥∥2
V2
dσ  c
(‖y0‖2V + |y1|2H + ‖γ ‖2L2(0,T ;R+)),
(2.6)
where c is a proper constant depending only on β in (A.2).
Note here that we will omit writing the integral variables in the definite integral
without any confusion. For example, in (2.6) we will express ∫ t0 ‖y′‖2V2 dσ instead of∫ t
0 ‖y′(σ )‖2V2 dσ .
Proof. We can prove Theorem 2.1 in a similar fashion as in [4]. We shall apply the
Galerkin procedure to construct approximate solutions. Since V is separable, there exists
a basis {wi}∞i=1 in V such that
(i) {wi}∞i=1 is a complete orthonormal system in H ,∑(ii) the set of all finite linear combinations, { mj=1 ξjwj | ξj ∈ R, m ∈ N} is dense in V ,
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tions (A1)–(A3), an approximate solution of the problem (2.4) by ym(t) =∑mj=1 gjm(t)wj
with some scalar functions gjm(t), j = 1, . . . ,m such that ym(t) satisfies

(y′′m(t), y′m(t))H + a2(t;y′m(t), y′m(t)) + a1(t;ym(t), y′m(t))
= 〈f (t, ym(t), y′m(t)), y′m(t)〉V ′2,V2 , t ∈ [0, T ],
ym(0) = y0m, y′m(0) = y1m,
(2.7)
where y0m → y0 in V and y1m → y1 in H . Then, in view of (2.6) we have
∥∥ym(t)∥∥2V + ∣∣y′m(t)∣∣2H +
t∫
0
∥∥y′m∥∥2V2 dσ  C < ∞, (2.8)
where C is a constant independent of m. By the extraction theorem of Rellich’s, the esti-
mate (2.8) implies that there is a subsequence {ymk } of {ym} such that
ymk → z weakly star in L∞(0, T ;V ) and weakly in L2(0, T ;V ), (2.9)
y′mk → z′ weakly in L2(0, T ;V2), (2.10)
A1(t)ymk → A1(t)z weakly in L2(0, T ;V ′), (2.11)
A2(t)y
′
mk
→ A2(t)z′ weakly in L2
(
0, T ;V ′2
)
, (2.12)
A′1(t)ymk → A′1(t)z weakly in L2(0, T ;V ′). (2.13)
It can be seen from (A2), (A3) and (2.8) that {f (t, ymk , y′mk )} is bounded in L2(0, T ;V ′2).
Hence we can find a subsequence {ml} of {mk} and Y ∈ L2(0, T ;V ′2) satisfying
f
(
t, yml , y
′
ml
)→ Y weakly in L2(0, T ;V ′2). (2.14)
At the same time we can verify z(0) = y0 and z′(0) = y1, and hence z is a weak solution
of (2.4) with f (t, y, y′) ≡ Y(t).
We shall show that Y = f (t, z, z′) in L2(0, T ;V ′2). In order to prove this, we shall show
yml → z strongly in L2(0, T ;V ) and y′ml → z′ strongly in L2(0, T ;H). In what follows,
we write yml = ym for simplicity.
The approximate solutions yml = ym satisfy the energy equality (2.5) with y =
ym, y0 = ym0, y1 = ym1. Also, z satisfies the energy equality (2.5) with y = z and
f (σ, y(σ ), y′(σ )) = Y(σ ). Hence, adding these energy equalities ψm(t) = ym(t) − z(t)
satisfies the following equation:
a1
(
t;ψm(t),ψm(t)
)+ ∣∣ψ ′m(t)∣∣2H + 2
t∫
0
a2
(
σ ;ψ ′m,ψ ′m
)
dσ
= Y 0m +
3∑
i=1
Y im(t)+
t∫
0
a′1(σ ;ψm,ψm)dσ
+ 2
t∫ 〈
f
(
σ,ym,y
′
m
)− f (σ, z, z′),ψ ′m〉V ′,V dσ, (2.15)
0
2 2
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Y 0m = a1(0;ym0, ym0)+ |ym1|2H + a1(0;y0, y0)+ |y1|2H , (2.16)
Y 1m(t) = −2a1
(
t;ym(t), z(t)
)− 2(y′m(t), z′(t))H , (2.17)
Y 2m(t) = −4
t∫
0
a2
(
σ ;y′m, z′
)
dσ + 2
t∫
0
a′1(σ ;ym, z) dσ, (2.18)
Y 3m(t) = 2
t∫
0
[〈
f
(
σ,ym,y
′
m
)
, z′
〉
V ′2,V2
+ 〈Y,y′m〉V ′2,V2]dσ
+ 2
t∫
0
〈
f (σ, z, z′)− Y,ψ ′m
〉
V ′2,V2
dσ. (2.19)
We put
Ym(t) = Y 0m +
3∑
i=1
Y im(t).
By similar calculations as in the proof of [4], the equality (2.15) implies
α1
∥∥ψm(t)∥∥2V + ∣∣ψ ′m(t)∣∣2H + 2(α2 − ε)
t∫
0
∥∥ψ ′m∥∥2V2 dσ
 Ym(t)+ 2λ1k21
∥∥ψm(0)∥∥2V +
t∫
0
(
2λ1T + ε−1β2(σ )
)∣∣ψ ′m∣∣2H dσ
+
t∫
0
[
c11 + ε−1k22β2(σ )
]‖ψm‖2V dσ (2.20)
for any ε > 0. By choosing ε = α2 and setting h(t) = 1 + β2(t),
Φm(t) =
∥∥ψm(t)∥∥2V + ∣∣ψ ′m(t)∣∣2H and Zm(t) = Ym(t)+ ∥∥ψm(0)∥∥2V , (2.21)
it follows from the inequality (2.20),
Φm(t) C1Zm(t)+ C2
t∫
0
h(s)Φm(s) ds (2.22)
for some positive constants C1 and C2. Then applying Gronwall’s inequality to have
Φm(t) C1Zm(t)+
t∫
exp
(
C2
t∫
h(τ)dτ
)
h(s)Zm(s) ds. (2.23)0 s
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∫ t
0 Ym(s) ds = 0 as m → ∞ by (2.17)–(2.19) and (2.9)–(2.14), we can show
as in [4] that
lim
m→∞
t∫
0
Zm(s) ds = 0 (2.24)
and
lim
m→∞
t∫
0
exp
(
C2
t∫
s
h(τ ) dτ
)
h(s)Zm(s) ds = 0 (2.25)
for each t ∈ [0, T ]. Hence we can verify
lim
m→∞
T∫
0
Φm(s) ds = 0. (2.26)
This implies that ym converges strongly to z in L2(0, T ;V ) (hence, in L2(0, T ;V2)) and
y′m converges strongly to z′ in L2(0, T ;H). Then, it follows from (A2) and (2.26) that
Y = f (t, z, z′) in L2(0, T ;V ′2). Therefore, we prove the existence of a weak solution z of
(2.4). The energy equality (2.5) for z is proved by two times regularization as in [4]. The
proof of (2.6) can be carried over as in the proof of [4]. The uniqueness of weak solutions
follows easily from the energy inequality. 
3. Continuity and Gâteaux differentiability
Throughout this section we assume that (2.1)–(2.3) and (A1)–(A3) hold without any
indication. In this section we establish the continuity and Gâteaux differentiability of the
solution mapping for (2.4) on the initial values and forcing functions. Let F be a product
space defined by
F = V ×H ×L2(0, T ;V ′2). (3.1)
The norm of F is defined by∥∥(y0, y1, g)∥∥F = (‖y0‖2V + |y1|2H + ‖g‖2L2(0,T ;V ′2))1/2 for (y0, y1, g) ∈F .
For each q = (y0, y1, g) ∈ F we consider the following semilinear damped second-order
system:{
y′′(q)+A2(t)y′(q)+A1(t)y(q) = f (t, y(q), y′(q))+ g in (0, T ),
y(q;0) = y0 ∈ V, y′(q;0) = y1 ∈ H. (3.2)
Here in (3.2), A1(t),A2(t) and f (t, y, z) are differential operators and the nonlinear func-
tion satisfying the assumptions given in Section 2.
By virtue of Theorem 2.1, we can define uniquely the solution mapping q =
(y0, y1, g) → y(q) of F into W(0, T ), because f (t, y, z) + g(t) satisfies the assumptions
(A1)–(A3).
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continuous. Further, for each q1 = (y10 , y11 , g1) ∈F and q2 = (y20 , y21 , g2) ∈F we have the
inequality
∥∥y(q1; t)− y(q2; t)∥∥2V + ∣∣y′(q1; t)− y′(q2; t)∣∣2H +
t∫
0
∥∥y′(q1)− y′(q2)∥∥2V2 dσ
 c
(∥∥y10 − y20∥∥2V + ∣∣y11 − y21 ∣∣2H + ‖g1 − g2‖2L2(0,T ;V2)) for all t ∈ [0, T ], (3.3)
where c > 0 depends only on β in (A3).
Proof. Let y(q1) and y(q2) be the weak solutions of (3.2) corresponding to q1 ∈ F and
q1 ∈F , respectively. Set ϕ = y(q1)− y(q2). Then ϕ satisfies

ϕ′′ +A2(t)ϕ′ +A1(t)ϕ
= f (t, y(q1), y′(q1)) − f (t, y(q2), y′(q2))+ g1 − g2 in (0, T ),
ϕ(0) = y10 − y20 ∈ V, ϕ′(0) = y11 − y21 ∈ H
(3.4)
in the weak sense. Since
f (t, ξ, η) ≡ f (t, ξ + y(q2; t), η + y′(q2; t))− f (t, y(q2; t), y′(q2; t))
+ g1(t)− g2(t)
satisfies (A1)–(A3) with same β and γ (t) = ‖g1(t) − g2(t)‖V ′2 for fixed q2 ∈ F , Eq. (3.4)
admits the unique weak solution ϕ. Hence, applying the energy inequality (2.6) to ϕ we
have (3.3). Since ϕ is the weak solution of (3.4), it follows, via simple calculations, from
(3.3) and (A2) that
‖ϕ‖2W(0,T )  c′
(∥∥y10 − y20∥∥2V + ∣∣y11 − y21 ∣∣2H + ‖g1 − g2‖2L2(0,T ;V ′2)) (3.5)
for some c′ > 0. This proves the strong Lipschitz continuity of solution mapping q =
(y0, y1, g) → y(q) of F into W(0, T ).
In turn, we raise the problem of differentiability of solution map q = (y0, y1, g) ∈F →
y(q) ∈ W(0, T ). The Fréchet differentiability of solution map is desirable for many ap-
plications, however, it seems a very difficult problem to give verifiable conditions which
imply the Fréchet differentiability. Thus we shall prove the Gâteaux differentiability of
solution mapping q = (y0, y1, g) ∈ F → y(q) ∈ W(0, T ) and characterize the Gâteaux
derivatives as the solutions of linearized second-order evolution equations for (3.2).
Let H1 and H2 be two Hilbert spaces. We denote by C1(H1,H2) the set of continuously
Fréchet differentiable functions from H1 to H2. For each t ∈ [0, T ] and z ∈ H assume
f (t, y, z) ∈ C1(V2,V ′2), and for each t ∈ [0, T ] and y ∈ V2 assume f (t, y, z) ∈ C1(H,V ′2).
For the fixed t and z we denote by fy(t, ξ, z) the Fréchet derivative of f (t, y, z) with
respect to y at ξ . Also, for fixed t and y we denote by fz(t, y, η) the Fréchet derivative of
f (t, y, z) with respect to z at η. If f (t, y, z) ∈ C1(V2,V ′2) for fixed t and z ∈ H , then we
have by the mean value theorem that
f (t, y1, z) − f (t, y2, z) =
1∫
fy
(
t, θ1y1 + (1 − θ1)y2, z
)
dθ1(y1 − y2). (3.6)0
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f (t, y, z1)− f (t, y, z2) =
1∫
0
fz
(
t, y, θ2z1 + (1 − θ2)z2
)
dθ2(z1 − z2). (3.7)
The solution mapping q → y(q) of F into W(0, T ) is said to be Gâteaux differentiable
if for any q = (y0, y1, g) ∈ F and any w = (y∗0 , y∗1 , g∗) ∈ F there exists a Dy(q) ∈L(F ,W(0, T )) such that∥∥[y(q + λw)− y(q)]/λ−Dy(q)w∥∥
W(0,T ) → 0 as λ → 0. (3.8)
The operator Dy(q) is called the Gâteaux derivative of y(q) and the function Dy(q)w ∈
W(0, T ) is called the Gâteaux derivative of y(q) in the direction w ∈F .
Now, in order to obtain the Gâteaux differentiability of the solution mapping, we impose
the following assumptions on the nonlinear term f (t, y, z):
(A4) For each t ∈ [0, T ] and z ∈ H , f (t, y, z) ∈ C1(V2,V ′2), and for each t ∈ [0, T ],
fy(t, y, z) ∈ C(V2 ×H,L(V2,V ′2)) and there is β1 ∈ L2(0, T ;R+) such that∥∥fy(t, y, z)∥∥L(V2,V ′2)  β1(t)(‖y‖V2 + |z|H + 1) a.e. t ∈ [0, T ].
(A5) For each t ∈ [0, T ] and y ∈ V2, f (t, y, z) ∈ C1(H,V ′2) and fz(t, y, z) ∈ C(H × V2,
L(H,V ′2)), and there is β2 ∈ L2(0, T ;R+) such that∥∥fz(t, y, z)∥∥L(H,V ′2)  β2(t)(‖y‖V2 + |z|H + 1) a.e. t ∈ [0, T ].
Theorem 3.2. Assume that (A4) and (A5) hold. Then the mapping q = (y0, y1, g) → y(q)
of F into W(0, T ) is Gâteaux differentiable and such the Gâteaux derivative of y(q) at
q = q¯ in the direction w = (y∗0 , y∗1 , g∗) ∈ F , say z = Dy(q¯)w, is a unique weak solution
satisfying the following equation:

z′′ +A2(t)z′ + A1(t)z
= fy(t, y(q¯), y′(q¯))z + fz(t, y(q¯), y′(q¯))z′ + g∗ in (0, T ),
z(0) = y∗0 , z′(0) = y∗1 .
(3.9)
Proof. Let λ ∈ (0,1), and let yλ = y(q¯ + λw) and y¯ = y(q¯) be the weak solutions of (3.2)
corresponding to q¯ + λw and q¯ , respectively. We set zλ = (yλ − y¯)/λ. Then zλ is a unique
weak solution of

z′′λ +A2(t)z′λ + A1(t)zλ
= 1
λ
{f (t, yλ, y′λ)− f (t, y¯, y¯′)} + g∗ in (0, T ),
zλ(0) = y∗0 , z′λ(0) = y∗1 .
(3.10)
First we consider the nonlinear difference term in (3.10). Since z′λ ∈ L2(0, T ;V ′2), we have
the estimate∣∣∣∣
t∫ 〈1 [
f
(
σ,yλ, y
′
λ
)− f (σ, y¯, y¯)], z′λ
〉
dσ
∣∣∣∣∣
0
λ V ′2,V2
∣
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2ε
t∫
0
β2(σ )
(‖zλ‖2V2 + |z′λ|2H )dσ + ε
t∫
0
∥∥z′λ∥∥2V2 dσ
for any ε > 0. Then, by taking ε > 0 sufficiently small, we can verify from the energy
equality for (3.10) that
∥∥zλ(t)∥∥2V + ∣∣z′λ(t)∣∣2H +
t∫
0
∥∥z′λ∥∥2V2 dσ
K
t∫
0
β(σ)2
(‖zλ‖2V2 + |z′λ|2H )dσ +K(∥∥y∗0∥∥2V + ∣∣y∗1 ∣∣2H + ‖g∗‖2L2(0,T ;V ′2))
(3.11)
for some K > 0. Hence by applying Gronwall’s inequality to (3.11), we have
∥∥zλ(t)∥∥2V + ∣∣z′λ(t)∣∣2H +
t∫
0
∥∥z′λ∥∥2V2 dσ K ′∥∥(y∗0 , y∗1 , g∗)∥∥2F (3.12)
for some K ′ > 0 depending only on β . The boundedness of {z′′λ} in L2(0, T ;V ′), and
hence the boundedness of {zλ} in W(0, T ), follows immediately from (3.12). Therefore
there exists a z ∈ W(0, T ) and a sequence {λk} ⊂ (0,1) tending to 0 such that

zλk → z weakly in L2(0, T ;V ) as k → ∞,
zλk → z weakly star in L∞(0, T ;V ) as k → ∞,
z′λk → z′ weakly in L2(0, T ;V2) as k → ∞,
z′′λk → z′′ weakly in L2(0, T ;V ′) as k → ∞,
z(0) = y∗0 , z′(0) = y∗1 .
(3.13)
We shall prove the following weak convergence:
1
λk
{
f
(
t, yλk , y
′
λk
)− f (t, y¯, y′λk )}→ fy(t, y¯, y¯′)z in L2(0, T ;V ′2), (3.14)
1
λk
{
f
(
t, y¯, y′λk
)− f (t, y¯, y¯′)}→ fz(t, y¯, y¯′)z′ in L2(0, T ;V ′2) (3.15)
as k → ∞. By (3.6), we have
1
λk
{
f
(
t, yλk , y
′
λk
)− f (t, y¯, y′λk )}=
1∫
0
fy
(
t, θ1yλk + (1 − θ1)y¯, y′λk
)
dθ1 zλk .
We see easily from (3.3) that yλk (t) → y¯(t) in V (hence in V2) uniformly in t and y′λk (t) →
y¯′(t) in H uniformly in t . Since fy(t, y, z) is continuous on (y, z) in L(V2,V ′2) by (A4),
we have ( ) ( ) ( )fy t, θ1yλk (t) + (1 − θ1)y¯(t), y′λk (t) → fy t, y¯(t), y¯′(t) in L V2,V ′2 (3.16)
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fz
(
t, y¯(t), θ2y
′
λk
(t)+ (1 − θ2)y¯′(t)
)→ fz(t, y¯(t), y¯′(t)) in L(H,V ′2) (3.17)
uniformly in θ2 ∈ [0,1]. Hence we have
1∫
0
fy
(
t, θ1yλk (t)+ (1 − θ1)y¯(t), y′λk (t)
)
dθ1 → fy
(
t, y¯(t), y¯′(t)
)
in L(V2,V ′2) (3.18)
and
1∫
0
fz
(
t, y¯(t), θ2y
′
λk
(t) + (1 − θ2)y¯′(t)
)
dθ2 → fz
(
t, y¯(t), y¯′(t)
)
in L(H,V ′2). (3.19)
For simplicity of calculations we set
Fλ(t) =
1∫
0
fy
(
t, θ1yλ(t) + (1 − θ1)y¯(t), y′λ(t)
)
dθ1,
Gλ(t) =
1∫
0
fz
(
t, y¯(t), θ2y
′
λ(t)+ (1 − θ2)y¯′(t)
)
dθ2.
By (3.3), there is a k0 independent of t such that for all k  k0,∥∥yλk (t)∥∥V2  (∥∥y¯(t)∥∥V2 + 1) and ∣∣y′λk (t)∣∣H  (∣∣y¯′(t)∣∣H + 1). (3.20)
Then, by (3.20) and assumptions (A4) and (A5) we have for all k  k0,∥∥Fλk (t)∥∥L(V2,V ′2)  β1(t)(‖y¯‖L∞(0,T ;V2) + ‖y¯′‖L∞(0,T ;H) + 2), (3.21)∥∥Gλk (t)∥∥L(V2,V ′2)  β2(t)(‖y¯‖L∞(0,T ;V2) + ‖y¯′‖L∞(0,T ;H) + 2). (3.22)
Hence, for each φ ∈ L2(0, T ;V2), we have∣∣∣∣∣
T∫
0
〈(
Fλk − fy(t, y¯, y¯′)
)
zλk , φ
〉
V ′2,V2
dt
∣∣∣∣∣

T∫
0
∥∥Fλk − fy(t, y¯, y¯′)∥∥L(V2,V ′2)‖zλk‖V2‖φ‖V2 dt
 ‖zλk‖L∞(0,T ;V2)
T∫
0
∥∥Fλk − fy(t, y¯, y¯′)∥∥L(V2,V ′2)‖φ‖V2 dt (3.23)
and
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T∫
0
〈(
Gλk − fz(t, y¯, y¯′)
)
z′λk , φ
〉
V ′2,V2
dt
∣∣∣∣∣

∥∥z′λk∥∥L∞(0,T ;H)
T∫
0
∥∥Gλk − fz(t, y¯, y¯′)∥∥L(H,V ′2)‖φ‖V2 dt. (3.24)
Here we note that the integrands in the last terms of (3.23) and (3.24) are bounded by an
L1-integrable function due to (3.21), (3.22) and β1, β2 ∈ L2(0, T ;R+) ⊂ L1(0, T ;R+).
By using the Lebesgue dominated convergence theorem thanks to (3.18) and (3.19), we
see that the both last terms of (3.23) and (3.24) converge to 0. On the other hand, by (3.13)
and (A4), (A5) it is evident that
T∫
0
〈
fy(t, y¯, y¯
′)(z − zλk ), φ
〉
V ′2,V2
dt → 0 and (3.25)
T∫
0
〈
fz(t, y¯, y¯
′)
(
z′ − z′λk
)
, φ
〉
V ′2,V2
dt → 0. (3.26)
Hence we deduce from (3.23)–(3.26) the desired convergence (3.14) and (3.15).
Now let us taking k → ∞ in (3.10) with λ = λk by using (3.14) and (3.15). Then
the element z ∈ W(0, T ) satisfies Eq. (3.9) in the weak sense. If we take f (t, ξ, η) ≡
fy(t, y¯(t), y¯
′(t))ξ + fz(t, y(t), y¯′(t))η, then this equation has a unique weak solution
z ∈ W(0, T ) by Theorem 2.1. Then, by uniqueness we verify that zλ → z = Dy¯w weakly
in W(0, T ) as λ → 0 without taking a subsequence.
Now it remains to show the strong convergence of zλ in W(0, T ). Since z and zλ are
weak solutions of Eqs. (3.9) and (3.10), respectively, the difference ψλ = z − zλ satisfies
the following energy equality:
a1
(
t;ψλ(t),ψλ(t)
)+ ∣∣ψ ′λ(t)∣∣2H + 2
t∫
0
a2
(
ψ ′λ,ψ ′λ
)
dσ
=
t∫
0
a′1(σ ;ψλ,ψλ)dσ + 2
t∫
0
〈
Fλψλ,ψ
′
λ
〉
V ′2,V2
dσ
+ 2
t∫
0
〈
Fλ − fy(σ, y¯, y¯′)z,ψ ′λ
〉
V ′2,V2
dσ + 2
t∫
0
〈
Gλψ
′
λ,ψ
′
λ
〉
V ′2,V2
dσ
+ 2
t∫
0
〈
Gλ − fz(σ, y¯, y¯′)z′,ψ ′λ
〉
V ′2,V2
dσ. (3.27)In order to prove the strong convergence of zλ in W(0, T ), we set
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{ T∫
0
∥∥Fλ − fy(t, y¯, y¯′)z∥∥2V ′2 dt
} 1
2 ∥∥ψ ′λ∥∥L2(0,T ;V ′2), (3.28)
ε2(λ) =
{ T∫
0
∥∥Gλ − fz(t, y¯, y¯′)z′∥∥2V ′2 dσ
} 1
2
‖ψ ′λ‖L2(0,T ;V ′2). (3.29)
Further, if we put
C1 = sup
0λ1, 0tT
{∥∥yλ(t)∥∥V2 + ∥∥y¯(t)∥∥V2 + ∣∣y′λ(t)∣∣H + ∣∣y¯′(t)∣∣H + 1},
then by the assumptions (A4) and (A5) we have easily that∥∥Fλ(t)∥∥L(V2,V ′2)  C1β1(t),
∥∥Gλ(t)∥∥L(H,V ′2)  C1β2(t).
Consequently, we have∥∥(Fλ(t)− fy(t, y¯(t), y¯′(t)))z(t)∥∥V ′2  2C1β1(t) sup0tT
∥∥z(t)∥∥
V2
,
∥∥(Gλ(t)− fz(t, y¯(t), y¯′(t)))z′(t)∥∥V ′2  2C1β2(t) sup0tT
∣∣z′(t)∣∣
H
and
lim
λ→0
∥∥Fλ(t) − fy(t, y¯(t), y¯′(t))∥∥L(V2,V ′2) = 0 for a.e. t ∈ [0, T ],
lim
λ→0
∥∥Gλ(t)− fz(t, y¯(t), y¯′(t))∥∥L(H,V ′2) = 0 for a.e. t ∈ [0, T ].
Hence by the Lebesgue dominated convergence theorem we have
lim
λ→0
T∫
0
∥∥Fλ − fy(t, y¯, y¯′)z∥∥2V ′2 dt = 0, (3.30)
lim
λ→0
T∫
0
∥∥Gλ − fz(t, y¯, y¯′)z′∥∥2V ′2 dt = 0. (3.31)
Since {z′λ} is bounded in L2(0, T ;H), so that in L2(0, T ;V ′2), we see by (3.28) and (3.29)
lim
λ→0 ε1(λ) = limλ→0 ε2(λ) = 0.
From (3.27) it follows by the standard manipulations using Schwartz inequality that
α1
∥∥ψλ(t)∥∥2V + ∣∣ψ ′λ(t)∣∣2H + α2
t∫
0
∥∥ψ ′λ∥∥2V2 dσ
 c12
t∫
‖ψλ‖2V dσ +
2C21
t∫ (
β1(σ )+ β2(σ )
)2(‖ψλ‖2V2 + |ψ ′λ|2H )dσ
0
α2
0
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t∫
0
∣∣ψ ′λ∣∣2H dσ + 2ε1(λ)+ 2ε2(λ). (3.32)
Hence by applying Gronwall’s inequality to (3.32), we reach
‖ψλ‖2V +
∣∣ψ ′λ(t)∣∣2H +
t∫
0
∥∥ψ ′λ∥∥2V2 dσ
C2
(
ε1(λ)+ ε2(λ)
)
exp
{
C3
t∫
0
(
1 + β1(σ )2 + β2(σ )2
)
dσ
}
(3.33)
for some constants C2,C3. Consequently, we obtain
zλ(t) → z(t) in V and z′λ(t) → z′(t) in H uniformly in t ∈ [0, T ]. (3.34)
At the same time we see
z′λ → z′ strongly in L2
(
0, T ;V ′2
)
, (3.35)
and hence
z′′λ → z′′ strongly in L2(0, T ;V ′). (3.36)
This shows the strong convergence zλ → z in W(0, T ). 
Finally we note that there are many applications of our results to the optimization prob-
lems involving various types of nonlinear partial differential equations having damping
terms, for example, the damped sine-Gordon equations and the structural damped Euler–
Bernoulli beam equations among others.
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