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Abstract
In this paper, we employ Avery–Henderson fixed point theorem to study the existence of posi-
tive periodic solutions to the following nonlinear nonautonomous functional differential system with
feedback control:{
dx
dt
=−r(t)x(t)+ F(t, xt , u(t − δ(t))),
du
dt
=−h(t)u(t)+ g(t)x(t − σ(t)).
We show that the system above has at least two positive periodic solutions under certain growth
condition imposed on F .
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
Recently, periodic population dynamics has become a very popular subject. Many pe-
riodic models have been extensively studied with various methods by many authors [1–4].
However, the studies of these models with control variables are relatively few, and control
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[7], by employing the continuation theorem of Gaines and Mawhin’s coincidence degree
theory [8, p. 40], the authors investigated the existence of positive periodic solutions of the
following system with feedback control:{
dx
dt
= F(t, x(t − τ1(t)), . . . , x(t − τn(t)), u(t − δ(t))),
du
dt
=−η(t)u(t)+ a(t)x(t − σ(t)).
Motivated by the paper above, in this paper, we are concerned with the following nonlinear
nonautonomous functional differential system with feedback control:{
dx
dt
=−r(t)x(t)+ F(t, xt , u(t − δ(t))),
du
dt
=−h(t)u(t)+ g(t)x(t − σ(t)),
where δ(t), σ (t) ∈ C(R,R), r(t), h(t), g(t) ∈ C(R, (0,+∞)), all of the above functions
are ω-periodic functions and ω > 0 is a constant. F(t, xt , z) is a function defined on
R × BC × R and F(t + ω,xt+ω, z)= F(t, xt , z), where BC denotes the Banach space of
bounded continuous functions ϕ : R→ R with the norm ‖ϕ‖ = supθ∈R |ϕ(θ)|. If x ∈ BC,
then xt ∈ BC for any t ∈ R is defined by xt (θ)= x(t + θ) for θ ∈R.
System (1) has been extensively investigated in literature as bio-mathematics models.
It contains many bio-mathematics models of delay differential equations with feedback
control, such as the following multiplicative delay logistic model with feedback control
(see [7]):{
dx
dt
= r(t)x(t)[1−∏ni=1 x(t−τi(t))K(t) − c(t)u(t − δ(t))],
du
dt
=−η(t)u(t)+ a(t)x(t − σ(t)),
where τi , i = 1,2, . . . , n, δ, σ ∈ C(R,R), r, a, c, η,K ∈ C(R, (0,+∞)), all of the above
functions are ω-periodic functions and ω > 0 is a constant.
For more information about the applications of system (1) to a variety of population
models, we refer to [7,9–11] and the references cited therein.
Our purpose of this paper is by using a fixed-point theorem, which is an appreciative
generalized form of the well-known Leggett–Williams fixed point theorem [12] due to
Avery and Henderson [13], to investigate the existence of multiple positive ω-periodic so-
lutions of system (1). To the best of our knowledge, few authors have studied the existence
of multiple positive periodic solutions of delay differential equations with feedback con-
trol.
2. Some lemmas
For convenience, we shall introduce the notations: R = (−∞,+∞), R+ = [0,+∞),
I = [0,ω], f ∗ = maxt∈I f (t), f∗ = mint∈I f (t), where f is a continuous positive periodic
function with period ω. BC(X,Y ) denotes the set of bounded continuous functions ϕ :
X→ Y .
In addition, we provide here some definitions cited from cone theory in Banach space.
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a cone of X if it satisfies the following conditions:
(i) x ∈ P , λ 0 implies λx ∈ P ;
(ii) x ∈ P , −x ∈ P implies x = 0.
If P ⊂X is a cone, we denote the order induced by P on X by ; that is, x  y if and
only if y − x ∈ P .
Definition 2. A map ψ : P → [0,+∞) is called nonnegative continuous increasing func-
tional providedψ is nonnegative and continuous and satisfies ψ(x)ψ(y) for all x, y ∈ P
and x  y .
Definition 3. Given a nonnegative continuous increasing function ϕ on a cone P of a real
Banach space X, we define for each d > 0 the sets
P(ϕ,d)= {x ∈ P : ϕ(x) < d},
∂P (ϕ, d)= {x ∈ P : ϕ(x)= d},
P (ϕ, d)= {x ∈ P : ϕ(x) d}.
The following lemma is an appreciative generalized form of Leggett–Williams fixed
point theorem by Avery and Henderson.
Lemma 1 (Avery and Henderson [13]). Let P be a cone in a Banach space X. Let φ and
γ be nonnegative, continuous, increasing functionals on P , and let θ be a nonnegative
continuous functional on P with θ(0)= 0 such that for some c > 0 and M > 0 such that
γ (x) θ(x) φ(x), ‖x‖Mγ(x),
for all x ∈ P(γ, c). Suppose there exists a completely continuous operator Φ : P(γ, c)→
P and 0 < a < b < c such that
θ(λx) λθ(x), for 0 λ 1 and x ∈ ∂P (θ, b),
and
(i) γ (Φx) > c for all x ∈ ∂P (γ, c);
(ii) θ(Φx) < b for all x ∈ ∂P (θ, b);
(iii) φ(Φx) > a and P(φ,a) = ∅ for x ∈ ∂P (φ, a).
Then Φ has at least two fixed points x1 and x2 ∈ P(γ, c) such that
a < φ(x1), θ(x1) < b, b < θ(x2), γ (x2) < c.
The following lemma is similar to Lemma 1, so we do not prove it here.
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increasing functionals on P , and let θ be a nonnegative continuous functional on P with
θ(0)= 0 such that for some c > 0 and M > 0 such that
γ (x) θ(x) φ(x), ‖x‖Mγ(x),
for all x ∈ P(γ, c). Suppose there exists a completely continuous operator Φ : P(γ, c)→
P and 0 < a < b < c such that
θ(λx) λθ(x), for 0 λ 1 and x ∈ ∂P (θ, b),
and
(i) γ (Φx) < c for all x ∈ ∂P (γ, c);
(ii) θ(Φx) > b for all x ∈ ∂P (θ, b);
(iii) φ(Φx) < a and P(φ,a) = ∅ for x ∈ ∂P (φ, a).
Then Φ has at least two fixed points x1 and x2 ∈ P(γ, c) such that
a < φ(x1), θ(x1) < b, b < θ(x2), γ (x2) < c.
In order to apply Lemma 1 to establish the existence of multiple positive periodic solu-
tions of system (1), we must define an operator on a cone in a suitable Banach space. To
this end, we first transform system (1) into one equation. By integrating the latter equation
in system (1) from t to t +ω, we obtain
u(t)=
t+ω∫
t
k(t, s)g(s)x
(
s − σ(s)) ds := (Φx)(t), (1)
where
k(t, s)= exp{
∫ s
t
h(v) dv}
exp{∫ ω0 h(v) dv} − 1 .
When x is an ω-periodic function, it is easy to see that k(t+ω, s+ω)= k(t, s), u(t+ω)=
u(t) and
n := exp{−
∫ ω
0 h(v) dv}
exp{∫ ω0 h(v) dv} − 1  k(t, s)
exp{∫ ω0 h(v) dv}
exp{∫ ω0 h(v) dv} − 1 :=m
for (t, s) ∈R2, where m,n are positive constants.
Therefore, the existence problem of ω-periodic solution of system (1) is equivalent to
that of ω-periodic solution of the following equation:
dx
dt
=−r(t)x(t)+ F (t, xt , (Φx)(t − δ(t))). (2)
In what follows, we always assume that
(H0) mg∗ > 1/ω, ng∗ < 1/ω.
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F(t,φt , (Φφ)(t − δ(t))) 0 for (t, φ) ∈ R×BC(R,R+), where Φ is defined as (2).
(H2) For any C > 0 and ε > 0, there exists µ > 0 such that for γ, ξ ∈ BC, ‖γ ‖  C,
‖ξ‖ C, ‖γ − ξ‖<µ and for 0 s  ω imply∣∣F (s, γs, (Φγ )(s − δ(s)))−F (s, ξs , (Φξ)(s − δ(s)))∣∣< ε,
where Φ is defined as (2).
Since Eq. (3) can be transformed into(
x(t)e
∫ t
0 r(s) ds
)′ = e∫ t0 r(s) dsF (t, xt , (Φx)(t − δ(t))),
one may see that x(t)e
∫ t
0 r(s) ds is nondecreasing on R when x ∈ BC(R,R+).
Now, integrating Eq. (3) from t to t +ω, we have
x(t)=
t+ω∫
t
G(t, s)F
(
s, xs, (Φx)
(
s − δ(s)))ds,
where
G(t, s)= exp{
∫ s
t
r(v) dv}
exp{∫ ω0 r(v) dv} − 1 . (3)
It is clear that G(t +ω, s +ω)=G(t, s) for all (t, s) ∈R2 and
p := exp{−
∫ ω
0 r(v) dv}
exp{∫ ω0 r(v) dv} − 1 G(t, s)
exp{∫ ω0 r(v) dv}
exp{∫ ω0 r(v) dv} − 1 := q
for all s ∈ [t, t +ω], where p,q are positive constants.
For (t, s) ∈ R2, we define β := min{exp(−2 ∫ ω0 r(s) ds)}. In order to use Lemma 1, we
let X be the set
X = {x ∈ C(R,R): x(t +ω)= x(t), t ∈ R}
with the norm ‖x‖0 = supt∈I |x(t)|; then X ⊂ BC is a Banach space. Also we define P as
P = {x ∈X: x(t) β‖x‖0, t ∈ I, and x(t)e∫ t0 r(s) ds is nondecreasing on I}.
One may readily verify that P is a cone in X.
Define an operator T : P → P by
(T x)(t)=
t+ω∫
t
G(t, s)F
(
s, xs, (Φx)
(
s − δ(s)))ds (4)
for x ∈ P , t ∈ R, where G(t, s) is defined by (4) and Φ is defined by (2).
Lemma 3. T : P → P is well defined.
Proof. For each x ∈ P , by (H1), we have that (T x)(t) is continuous in t and
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t+2ω∫
t+ω
G(t +ω, s)F (s, xs, (Φx)(s − δ(s)))ds
=
t+ω∫
t
G(t +ω,v +ω)F (v +ω,xv+ω, (Φx)(v +ω− δ(v +ω)))dv
=
t+ω∫
t
G(t, v)F
(
v, xv, (Φx)
(
v − δ(v)))dv = (T x)(t).
Hence, (T x) ∈X. In addition, for x ∈ P , we have
‖T x‖0  q
ω∫
0
F
(
s, xs, (Φx)
(
s − δ(s)))ds (5)
and
(T x)(t) p
ω∫
0
F
(
s, xs, (Φx)
(
s − δ(s)))ds  p
q
‖T x‖0  β‖T x‖0.
Furthermore, we find that(
(T x)(t)e
∫ t
0 r(s) ds
)′ = e∫ t0 r(s) dsF (t, xt , (Φx)(t − δ(t))) 0
for x ∈ P , which implies that (T x)(t)e
∫ t
0 r(s) ds is nondecreasing on I . Therefore,
(T x) ∈ P . This completes the proof of Lemma 3. ✷
Lemma 4. T : P → P is completely continuous.
Proof. Firstly, we show that T is continuous. By (H2), for any C > 0 and ε > 0, there
exists a µ> 0 such that for γ, ξ ∈ BC, ‖γ ‖ C, ‖ξ‖C, and ‖γ − ξ‖<µ imply
sup
0sω
∣∣F (s, γs, (Φγ )(s − δ(s)))−F (s, ξs , (Φξ)(s − δ(s)))∣∣< ε
qω
,
where Φ is defined by (2). If x, y ∈ P with ‖x‖0  C, ‖y‖0 C, and ‖x − y‖0 <µ, then
∣∣(T x)(t)− (T y)(t)∣∣ q
ω∫
0
∣∣F (s, xs, (Φx)(s − δ(s)))
− F (s, ys, (Φy)(s − δ(s)))∣∣ds < ε
for t ∈ I , which yields ‖T x − Ty‖0 = supt∈I |(T x)(t)− (T y)(t)|< ε. Thus, F is contin-
uous.
Secondly, we show that F maps bounded sets into bounded sets. Indeed, let ε = 1. By
(H2), for any C > 0 there exists µ > 0 such that for x, y ∈ BC, ‖x‖  C, ‖y‖  C, and
‖x − y‖<µ imply∣∣F (s, xs, (Φx)(s − δ(s)))− F (s, ys, (Φy)(s − δ(s)))∣∣< 1, s ∈ I.
P. Liu, Y. Li / J. Math. Anal. Appl. 288 (2003) 819–832 825Choose a positive integer N such that C/N < µ. Let x ∈ BC and define xk(t)= x(t)k/N
for k = 0,1,2, . . . ,N . If ‖x‖C, then
‖xk − xk−1‖ = sup
t∈R
∣∣∣∣x(t) kN − x(t)k − 1N
∣∣∣∣= ‖x‖ 1N  CN <µ.
Thus, ∣∣F (s, xks , (Φxk)(s − δ(s)))− F (s, xk−1s , (Φxk−1)(s − δ(s)))∣∣< 1
for all s ∈ I . This yields∣∣F (s, xs, (Φx)(s − δ(s)))∣∣

N∑
k=1
∣∣F (s, xks , (Φxk)(s − δ(s)))−F (s, xk−1s , (Φxk−1)(s − δ(s)))∣∣
+ ∣∣F(s,0,0)∣∣
<N + sup
s∈I
∣∣F(s,0,0)∣∣ :=MC. (6)
It follows from (6) that for t ∈ I ,
‖T x‖0  q
ω∫
0
F
(
s, xs, (Φx)
(
s − δ(s)))ds < qωMC. (7)
Finally, for t ∈R we have
d
dt
(T x)(t)=G(t, t +ω)F (t +ω,xt+ω, (Φx)(t +ω− δ(t +ω)))
−G(t, t)F (t, xt , (Φx)(t − δ(t)))− r(t)(T x)(t)
=−r(t)(T x)(t)+ [G(t, t +ω)−G(t, t)]F (t, xt , (Φx)(t − δ(t)))
=−r(t)(T x)(t)+ F (t, xt , (Φx)(t − δ(t))). (8)
According to (6)–(9), we obtain∣∣∣∣ ddt (T x)(t)
∣∣∣∣ r∗‖T x‖0 + ∣∣F (t, xt , (Φx)(t − δ(t)))∣∣ r∗qωMC +MC.
Hence, {(T x): x ∈ P , ‖x‖0  C} is a family of uniformly bounded and equicontinuous
functions on I . By the Ascoli–Arzela theorem [14, p. 169], the function T is completely
continuous. The proof is complete. ✷
Lemma 5. x is a positive ω-periodic solution of (3) if and only if x is a fixed point of the
operator T on P , where T is defined by (5).
Proof. The “only if” part has been shown above. For the “if” part, we assume that x ∈ P
is a positive ω-periodic solution of equation x = T x . For t ∈ I , we have
x(t)= (T x)(t)=
t+ω∫
G(t, s)F
(
s, xs, (Φx)
(
s − δ(s)))ds,t
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x ′(t)=−r(t)x(t)+ F (t, xt , (Φx)(t − δ(t))).
Thus, x satisfies (3). The proof is complete. ✷
Evidently, x is a positive ω-periodic solution of system (1) if and only if x is a fixed
point of the operator T on P .
From now on, we fix 0 η < l  ω and define the nonnegative, increasing, continuous
functionals γ , θ and φ by
γ (x)= min
ηtl
e
∫ t
0 r(s) dsx(t)= e
∫ η
0 r(s) dsx(η),
θ(x)= max
0tη
e
∫ t
0 r(s) dsx(t)= e
∫ η
0 r(s) dsx(η),
φ(x)= min
ltω
e
∫ t
0 r(s) dsx(t)= e
∫ l
0 r(s) dsx(l)
for every x ∈ P . Obviously, γ (x)= θ(x) φ(x). In addition, for each x ∈ P ,
γ (x)= e
∫ η
0 r(s) dsx(η) e
∫ η
0 r(s) dsβ‖x‖0.
Hence,
‖x‖0  e−
∫ η
0 r(s) ds
1
β
γ (x) for all x ∈ P. (9)
We also find that θ(λx)= λθ(x) for λ ∈ [0,1] and x ∈ P .
3. Main results
Before presenting our first result, we denote λη, ξη and λl by
λη = e
∫ η
0 r(s) ds
ω∫
η
G(η, s) ds,
ξη = e
∫ η
0 r(s) ds
ω∫
0
(
G(η, s)+G(η−ω, s)) ds,
λl = e
∫ l
0 r(s) ds
ω∫
l
G(l, s) ds.
We are now in a position to state and prove our first result.
Theorem 1. Assume (H0) holds and let a > 0, b > 0, c > 0 satisfy
0 < a <
λl
ξη
b <
ng∗
mg∗
e
− ∫ ωη r(s) ds λl
ξη
β2c,
and suppose that F satisfies the following conditions:
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βce−
∫ ω
0 r(s) ds  φt (θ)
c
β
e−
∫ η
0 r(s) ds,
nβωg∗ce−
∫ ω
0 r(s) ds  (Φφ)
(
t − δ(t)) mωg∗c
β
e−
∫ η
0 r(s) ds,
t ∈ [η,ω], θ ∈R;
(B) F(t,φt , (Φφ)(t − δ(t))) < b/ξη for
βbe−
∫ η
0 r(s) ds  φt (θ)
b
β
e−
∫ η
0 r(s) ds,
nβωg∗be−
∫ η
0 r(s) ds  (Φφ)
(
t − δ(t)) mωg∗b
β
e−
∫ η
0 r(s) ds,
t ∈ [0,ω], θ ∈ R;
(C) F(t,φt , (Φφ)(t − δ(t))) > a/λl for
βae−
∫ ω
0 r(s) ds  φt(θ)
a
β
e−
∫ l
0 r(s) ds,
nβωg∗ae−
∫ ω
0 r(s) ds  (Φφ)
(
t − δ(t)) mωg∗a
β
e−
∫ l
0 r(s) ds,
t ∈ [l,ω], θ ∈ R.
Then Eq. (3) admits at least two positive ω-periodic solutions x1, x2 in P(γ, c) such that
x1(l) > ae
− ∫ l0 r(s) ds, x1(η) < be−
∫ η
0 r(s) ds,
x2(η) > be
− ∫ η0 r(s) ds, x2(η) < ce−
∫ η
0 r(s) ds.
Proof. As a result of Lemmas 3 and 4, we conclude T : P(γ, c)→ P and that T is com-
pletely continuous. We proceed to verify the conditions of Lemma 1 are met.
Firstly, we prove that the condition (i) of Lemma 1 is satisfied. For each x ∈ ∂P (γ, c),
γ (x)= e
∫ η
0 r(s) dsx(η)= c. Then for t ∈ [η,ω], there exists a point t0 ∈ [0,ω] such that
xt (θ)= x(t + θ)= x(t0) β‖x‖0  βx(t) βce−
∫ t
0 r(s) ds  βce−
∫ ω
0 r(s) ds.
Recalling (10) that
‖x‖0  e−
∫ η
0 r(s) ds
1
β
γ (x)= e−
∫ η
0 r(s) ds
c
β
,
we have
βce−
∫ ω
0 r(s) ds  xt (θ) e−
∫ η
0 r(s) ds
c
β
for η t  ω and θ ∈ R.
For t ∈ [η,ω],
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(
t − δ(t))=
t−δ(t)+ω∫
t−δ(t)
k
(
t − δ(t), s)g(s)x(s − σ(s)) ds
m
t−δ(t)+ω∫
t−δ(t)
g(s)‖x‖0 ds mg∗ω c
β
e−
∫ η
0 r(s) ds
and
(Φx)
(
t − δ(t)) n
t−δ(t)+ω∫
t−δ(t)
g(s)x
(
s − σ(s))ds  ng∗ωβce− ∫ ω0 r(s) ds.
Thus,
ng∗ωβce−
∫ ω
0 r(s) ds  (Φx)
(
t − δ(t))mg∗ω c
β
e−
∫ η
0 r(s) ds, t ∈ [η,ω].
As a consequence of (A),
F
(
t, φt , (Φφ)
(
t − δ(t)))> c/λη, t ∈ [η,ω].
Therefore,
γ (T x)= e
∫ η
0 r(s) ds(T x)(η)
= e
∫ η
0 r(s) ds
η+ω∫
η
G(η, s)F
(
s, xs, (Φx)
(
s − δ(s)))ds
 e
∫ η
0 r(s) ds
ω∫
η
G(η, s)F
(
s, xs, (Φx)
(
s − δ(s)))ds
>
c
λη
e
∫ η
0 r(s) ds
ω∫
η
G(η, s) ds = c.
Secondly, we show that the condition (ii) of Lemma 1 is satisfied. We choose x ∈
∂P (θ, b), then θ(x) = e
∫ η
0 r(s) dsx(η)= b. This implies that for t ∈ I , there exists a point
t1 ∈ I such that
xt (θ)= x(t + θ)= x(t1) β‖x‖0  βx(η)= βbe−
∫ η
0 r(s) ds
and
xt (θ)= x(t1) ‖x‖0  b
β
e−
∫ η
0 r(s) ds.
So
βbe−
∫ η
0 r(s) ds  xt (θ) e−
∫ η
0 r(s) ds
b
for 0 t  ω and θ ∈ R.
β
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ng∗ωβbe−
∫ η
0 r(s) ds  (Φx)
(
t − δ(t))mg∗ω b
β
e−
∫ η
0 r(s) ds.
By (B), we have F(t,φt , (Φφ)(t − δ(t))) < b/ξη, t ∈ [0,ω]. So,
θ(T x)= e
∫ η
0 r(s) ds(T x)(η)= e
∫ η
0 r(s) ds
η+ω∫
η
G(η, s)F
(
s, xs, (Φx)
(
s − δ(s)))ds
= e
∫ η
0 r(s) ds
[( ω∫
η
+
η+ω∫
ω
)
G(η, s)F
(
s, xs, (Φx)
(
s − δ(s)))ds
]
 e
∫ η
0 r(s) ds
[ ω∫
0
G(η, s)F
(
s, xs, (Φx)
(
s − δ(s)))ds
+
η∫
0
G(η−ω, s)F (s, xs, (Φx)(s − δ(s)))ds
]
 e
∫ η
0 r(s) ds
[ ω∫
0
G(η, s)F
(
s, xs, (Φx)
(
s − δ(s)))ds
+
ω∫
0
G(η−ω, s)F (s, xs, (Φx)(s − δ(s)))ds
]
< e
∫ η
0 r(s) ds
[ ω∫
0
G(η, s) ds +
ω∫
0
G(η−ω, s) ds
]
b
ξη
= b.
Finally, we verify that the condition (iii) of Theorem 1 is also satisfied. It is obvious
that P(φ,a) = ∅. Now we let x ∈ ∂P (φ, a), then φ(x)= e
∫ l
0 r(s) dsx(l)= a. By a similar
method used to verify the condition (i) of Theorem 1, we obtain the fact that
βae−
∫ ω
0 r(s) ds  xt (θ) e−
∫ η
0 r(s) ds
a
β
for l  t  ω, θ ∈R
and
ng∗ωβae−
∫ ω
0 r(s) ds  (Φx)
(
t − δ(t))mg∗ω a
β
e−
∫ l
0 r(s) ds, t ∈ [l,ω].
Under the assumption of (C), F(t,φt , (Φφ)(t − δ(t))) > a/λl for t ∈ [l,ω] holds. There-
fore,
φ(T x)= e
∫ l
0 r(s) ds(T x)(l)= e
∫ l
0 r(s) ds
l+ω∫
G(l, s)F
(
s, xs, (Φx)
(
s − δ(s)))dsl
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∫ l
0 r(s) ds
ω∫
l
G(l, s)F
(
s, xs, (Φx)
(
s − δ(s)))ds
>
a
λl
e
∫ l
0 r(s) ds
ω∫
l
G(l, s) ds = a.
By Lemmas 1 and 5, we see that Eq. (3) has at least two positive ω-periodic solutions x1
and x2 in P(γ, c) such that
x1(l) > ae
− ∫ l0 r(s) ds, x1(η) < be−
∫ η
0 r(s) ds,
x2(η) > be
− ∫ η0 r(s) ds, x2(η) < ce−
∫ η
0 r(s) ds.
The proof is complete. ✷
From Eq. (2) and Theorem 1 it follows that system (1) has at least two positive ω-
periodic solutions (x1, u1), (x2, u2), where x1, x2 are the same as those in Theorem 1 and
u1 =Φx1, u2 =Φx2, Φ is defined by (2).
Before stating our second result, we make some preparations.
Fix 0  η < l  ω and define the nonnegative increasing continuous functionals γ , θ
and φ on P by
γ (x)= max
0tη
e
∫ t
0 r(s) dsx(t)= e
∫ η
0 r(s) dsx(η),
θ(x)= min
ηtl
e
∫ t
0 r(s) dsx(t)= e
∫ η
0 r(s) dsx(η),
φ(x)= max
0tl
e
∫ t
0 r(s) dsx(t)= e
∫ l
0 r(s) dsx(l)
for every x ∈ P and we can see that γ (x)= θ(x) φ(x).
Now we choose notations λ′, ξ ′ and λ by
λ′ = e
∫ η
0 r(s) ds
ω∫
0
(
G(η, s)+G(η−ω, s)) ds,
ξ ′ = e
∫ η
0 r(s) ds
ω∫
η
G(η, s) ds,
λ= e
∫ l
0 r(s) ds
ω∫
0
(
G(l, s)+G(l −ω, s)) ds.
Theorem 2. Assume (H0) holds and let a > 0, b > 0, c > 0 satisfy
0 < a <
ng∗
mg∗
β2be−
∫ ω
l r(s) ds <
ng∗
mg∗
β2c
ξ ′
λ′
e−
∫ ω
l r(s) ds,
and suppose that F satisfies the following conditions:
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βce−
∫ η
0 r(s) ds  φt(θ)
c
β
e−
∫ η
0 r(s) ds,
nβωg∗ce−
∫ η
0 r(s) ds  (Φφ)
(
t − δ(t)) mωg∗c
β
e−
∫ η
0 r(s) ds,
t ∈ [0,ω], θ ∈ R;
(B′) F(t,φt , (Φφ)(t − δ(t))) > b/ξ ′ for
βbe−
∫ ω
0 r(s) ds  φt(θ)
b
β
e−
∫ η
0 r(s) ds,
nβωg∗be−
∫ ω
0 r(s) ds  (Φφ)
(
t − δ(t)) mωg∗b
β
e−
∫ η
0 r(s) ds,
t ∈ [η,ω], θ ∈ R;
(C′) F(t,φt , (Φφ)(t − δ(t))) < a/λ for
βae−
∫ l
0 r(s) ds  φt (θ)
a
β
e−
∫ l
0 r(s) ds,
nβωg∗ae−
∫ l
0 r(s) ds  (Φφ)
(
t − δ(t)) mωg∗a
β
e−
∫ l
0 r(s) ds,
t ∈ [0,ω], θ ∈ R.
Then Eq. (3) admits at least two positive ω-periodic solutions x1, x2 in P(γ, c) such that
x1(l) > ae
− ∫ l0 r(s) ds, x1(η) < be−
∫ η
0 r(s) ds,
x2(η) > be
− ∫ η0 r(s) ds, x2(η) < ce−
∫ η
0 r(s) ds.
In view of Lemma 2, the proof is similar to that of Theorem 1 and will be omitted.
Therefore, system (1) has at least two positive ω-periodic solutions (x1, u1) and
(x2, u2), where x1, x2 are the same as those in Theorem 2 and u1 =Φx1, u2 =Φx2, where
Φ is defined by (2).
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