Abstract. In R 2 , we consider an analytic family of operators H z , z ∈ C, whose convolution kernel is obtained by taking −z − 1 derivatives of arclength measure on the parabola (t, t 2 ) in a homogeneous way, defined in such a way so that H −1 be the standard parabolic Hilbert transform. For a fixed z, we study the set of p for which H z is bounded on L p (R 2 ) and for the critical z that captures the degree of singularity of this operator on L p (R 2 ), we prove a positive endpoint result.
1. Introduction. The role of curvature in Harmonic Analysis has received increasing attention in recent years. The point of departure for work in this area has been the connection between submanifolds of R n and decay of the Fourier transform of compactly supported surface distributions. Such decay estimates fail for submanifolds contained completely in some hyperplane and in general the "amount" of curvature of the submanifold is related to the rate of decay of the Fourier transform of the distribution.
Well known operators whose L p boundness is affected by curvature are singular integrals along submanifolds of R n . Consider for example the case of an operator given by convolution with a distribution which is singular along a submanifold of codimension 1. Certain distributions give rise to convolution operators which are bounded on some but not all L p . If a distribution depends analytically on a parameter z, for a given z, what is the set of all p's for which the associated operator is bounded on L p ?
We study the case where the analytic family of distributions is obtained by taking −z −1 transverse derivatives of arclength measure on the parabola and doing so in a homogeneous way. For 1 < p ≤ 2, the operators H z are easily seen to be unbounded on L p when Rez < 1/p−2 and one can show using Calderón-Zygmund theory and interpolation that H z are bounded on L p when the above inequality is reversed. For the critical z = 1/p − 2 + iθ, the kernel of H z lacks the amount of smoothness required by the usual singular integral theory to establish L p boundedness. Nevertheless, the curvature of the parabola makes
for a suitable constant a z . Because of the Γ function normalization we have
We now define an analytic family of distributions K z , acting on the Schwartz class, S(R 2 ), as follows:
where the integrand in (2.3) denotes the result of the action of D z on the function u → h(t, ut 2 ). Our analytic family H z is given by convolution with K z , that is,
In view of (2.2), H −1 is the Hilbert transform along the parabola (t, t 2 ) studied in [SWA] .
Fourier transform calculations and the method of stationary phase give the following: Here H 1 denotes the usual parabolic real Hardy space homogeneous under the family of dilations (x 1 , x 2 ) → (rx 1 , r 2 x 2 ) as defined in [CT1] . This result is an extension of Theorem 3 in [C1] . Surprisingly, this theorem is sharp in the sense that H z are not of weak type (1, 1) when Re z = −1 and z is not −1. Therefore we have explicit examples of operators with the same homogeneity as the parabolic Hilbert transform H −1 which are not of weak type (1, 1). However, we don't know whether H −1 is of weak type (1, 1).
In section 7 we discuss an interpolation theorem (Theorem 3), that enables us to replace L 1 by H 1 in the usual analytic interpolation when the target spaces are arbitrary Lorentz spaces L p,q . As a corollary we obtain:
Our result is the best possible in the sense that H z doesn't map L p to L p,∞ when Re z < 1/p − 2. However, we don't know whether H z maps L p → L p when Re z = 1/p − 2.
Finally we would like to make the following notational convention. Throughout this paper, C z , c z will denote constants positive or complex that depend only on the fixed parameters of the problem and on z and are allowed to grow at most exponentially in Im z as |Im z| → ∞.
Fourier transform asymptotics and L
2 estimate. In this section we will compute the Fourier transformsK z of our distributions K z . It will turn out that
L z is a C ∞ even function on the real line because ψ was chosen to be even. We will need the following lemma whose proof we postpone until the end of this section.
Lemma 3.2. There exists a nonzero constant
as well as all of its derivatives are
with bounds that grow at most exponentially in |Im z| as |Im z| → ∞.
We now continue the proof of Lemma 3.1. Fix (ξ 1 , ξ 2 ) = ξ ∈ R 2 . If ξ 2 = 0 the assertion of Lemma 3.1 is trivial. We may therefore assume that ξ 2 = 0.
where we used the evenness of L z in the change of variables in (3.4). Since δ → 0, N → ∞ and ξ is fixed we can assume that δ ≤ 1 ≤ N . Write (3.4) as (3.5) + (3.6) where
Because of the smoothness of L z , (3.7) has a limit as δ → 0 (equivalently δ → 0) equal to
We now treat (3.6). We make use of Lemma 3.2 to rewrite (3.6) as
where
(R z as in Lemma 3.2). The estimates for R z show that the integrand above decays like
. We now prove a similar result for the main term in (3.9). We write it as
. We integrate by parts again to write (3.10) as (3.11)
It is easy to see that the expression inside the curly brackets in (3.11) decays at least like |t| −2Rez−5 as |t| → ∞. Since Re z > −2, (3.11) has a limit as N → ∞. We have now proved that (3.6) has a limit as N → ∞ (equivalently N → ∞) which is equal to (3.12)
Lemma 3.1 is now proved. Notice that G z (ξ) = (3.8) + (3.12). Next, we study the functions G z , Re z > −2. We prove that they are C ∞ off the ξ 1 -axis and we find their asymptotic behavior as ξ 2 approaches zero. Later we prove that G z =K z , Re z > −2 and therefore Theorem 1 will describe the behavior of the Fourier transforms of K z . Until the end of this section, z will denote a complex number with real part greater than −2.
∞ function except at ξ 2 = 0 and behaves asymptotically like
C 0,z is a fixed nonzero constant and C 1,z = C 1,z (sgn ξ 2 ) is a nonzero constant depending on sgn ξ 2 .
Proof. We start by proving the smoothness of G z (ξ) when ξ 2 = 0. It suffices to show that (3.8) and (3.12) are smooth functions of λ = ξ 1 / |ξ 2 |.
Near ξ, when ξ 2 = 0, ε 2 is a constant. Then differentiation under the integral sign shows that (3.8) is a C ∞ function of λ. We will now prove the same for (3.12). Clearly (3.12) is a continuous function of λ. To prove that it is C ∞ we need to be able to differentiate under the integral signs. Each time we differentiate with respect to λ we pick up a factor of t which worsens the convergence of the integrals in (3.12). Suppose we want to show that (3.12) is C k . After k − 2 partial integrations we write (3.12) as (3.13) (ii) ζ(t) is supported in |t| ≤ 100 and is equal to 1 for |t| ≤ 50. We may assume that |λ| > 1000. Because of (3.4), G z (ξ) is equal to
Notice that 1 − ζ doesn't appear in (3.16) or (3.17) because ζ(t) = 0 when |t| ≥ 1. To treat (3.14) we need the following lemma whose proof we postpone until the end of this section.
Using the fact that L z (0) = 0 and by choosing M > 2 Re z + 4 we conclude that (3.14) = (sgn ξ 1 )
We now turn to (3.15 
We treat the main term in (3.19) by a sequence of partial integrations. The phase function −2π(ε 1 t + ε 2 t 2 ) has no critical points in {t : |t| ≤ 3 8 } and all the boundary terms vanish. If we set B 0 (t) = |t| −2z−2 t −1 φ 1 (t)ζ 1 (|λ|t) and for n ≥ 0
we can write the main term in (3.19) as (3.20)
It remains to control B M in terms of λ. An easy inductive argument shows that
An application of Leibniz's rule gives
We now have that for all M > 0
The same argument, together with the estimates for the derivatives of
By choosing M large enough we get that (3.15) = (3.
We now treat (3.16). First change variables t → |λ| −1 t and then use Lemma 3.2 to write (3.16) as
The behavior of R z at infinity shows that R
2 ) of the main term in (3.21) has only one zero t 0 = −ε 1 /2ε 2 on the support of φ and the second derivative of the phase function never vanishes. By the method of stationary phase ( [HO] Theorem 7.7.5 Vol. I) the main term in (3.21) behaves asymptotically as |λ| → ∞ like
2 ε 2 4 +ε 1
for some nonzero constant C 1,z depending on ε 2 . We have now proved that (3.22) describes the asymptotic behavior of (3.16) as |λ| → ∞. Finally we treat (3.17). Change variables t → |λ| −1 t and use Lemma 3.2 to write (3.17) as
Since the phase function of the main term in (3.23) has no critical points on the range of integration, a partial integration gives that the main term of (3.23) is equal to (3.24)
A(t) decays like |t| −2z−4 as |t| → ∞ and its derivative decays like |t| −2z−5 as |t| → ∞.
It follows that the integral inside the curly brackets in (3.24) converges absolutely, uniformly in λ and that the (3.24) is O(|λ| −2z−4 ) as |λ| → ∞. This estimate concludes the proof of Theorem 1.
An immediate corollary is the following:
boundedly onto itself if and only if Re z ≥ −3/2. If the latter happens the bound grows at most exponentially in |Im z| as |Im z| → ∞.
Proof. (i) We will first prove an estimate of the form
is a function that is bounded in any compact set and has at most polynomial growth in |ξ|. Set as before
Consider first the case when λ is small. It suffices to show that (3.5) and (3.6) satisfy (3.25). We have (3.5) = (3.7) which is clearly bounded uniformly in δ. Also (3.6) = (3.9) = (3.10) + R
Consider now the case when λ is large. Write G z,δ,N (ξ) = (3.14) + (3.15) + (3.16) + (3.17) where
We have
where we made use of the simple fact that for all 0
Also, an easy examination of (3.23) and (3.24) shows that
where A(t) is as in (3.24). Clearly the expression above grows at most polynomially in ξ and (3.25) is now proved. The value of (3.25) lies in the fact that for any
K z is originally defined as a tempered distribution acting on functions f ∈ S(R 2 ) as follows:
where we made use of (3.25) when we applied the Lebesgue dominated theorem in the last equality.
(ii) The smoothness of G z =K z , clearly implies thatK z (ξ) is always bounded for |λ| ≤ C. For λ large in view of the asymptotics of Theorem 1,K z is bounded if and only if −2 Re z − 3 ≤ 0.
We end this section by proving Lemmas 3.2 and 3.3 .
Proof of Lemma 3.2. Since ψ was chosen to be equal to 1 in some neighborhood of the origin, it follows thatψ has integral equal to 1 and vanishing moments of all orders.
Fix v ∈ R so that |v| is large. If |w| ≤ 1 2 |v|, the function w → |v − w| −z−1 is smooth and has a Taylor expansion about w = 0. Assume first that Re z < 0. Then
loc (R) and the following identity is valid:
The above is equal to (3.26)
for some θ in (0, 1).
Using the properties ofψ we can write (3.26) as
Because of the rapid decay ofψ at infinity, the second and third terms in (3.27) decay like |v|
is locally integrable and the fifth term in (3.27) is absolutely bounded by
Finally, let's call R z (v) the fourth term in (3.27). First note that since |w| ≤ 1 2 |v|, |v − θw| and |v − w| are comparable. We have
one can easily verify that every derivative of
Since L z (v) is a nonzero multiple of (3.27), Lemma 3.1 is completely proved at least when Re z < 0. The remaining z's can be treated similarly when we write an appropriate formula for the convolution (| · | −z−1 * ψ)(v), but we are not going to do this since we are only interested in the range Re z < 0. 
We may assume λ > 0. The case λ < 0 follows from the case λ < 0 and a change of
N − 1 partial integrations by parts give:
Because of (3.28) the first and the fifth term in (3.29) cancel out. 
The first integral in (3.30) is independent of R and the second integral converges absolutely. According to our notation, R σ,σ denotes the set of all dyadic cubes Q with σ(Q) = σ. For each q ∈ R σ,τ let σ(q) = σ and τ (q) = τ . The triple q * of q in R σ,τ is the union of those nine rectangles in R σ,τ which meet q. For each q ∈ R σ,τ we denote by T (q) the set We are given an α > 0, an f ∈ H 1 and a z ∈ C with Re z = −1. α, f and z will be fixed until the end of the proof (end of Section 6). We can assume that f is a finite sum λ Q a Q and |λ Q | ≤ 2 f H 1 . Once the theorem is proved for such f , the general case will follow by a limiting argument. We can also assume that each λ Q in the representation of f is positive, since we can always multiply by a scalar of modulus one to achieve this. Finally, we will assume that f ∈ H 1 dyadic . This is because of the following proposition whose proof we postpone until the end of this section.
Proposition 2. If T is a convolution operator and T maps H
Let F denote the (finite) family of dyadic cubes appearing in the atomic decomposition of f . We state two lemmas which can be found in [C1] .
Lemma 4.1. For any α > 0 and any finite collection F of dyadic cubes Q with associated scalars λ Q > 0, there exists a collection S of pairwise disjoint cubes such that:
Let C denote the collection of all Q ∈ F such that Q ⊂ S for some S ∈ S. For each Q ∈ C we denote by S Q the unique S ∈ S that contains Q.
Lemma 4.2. Let there be given an α > 0, a finite collection of dyadic cubes C and a collection of pairwise disjoint dyadic cubes S such that each Q ∈ C is contained in some S Q ∈ S. Let there also be given for each Q ∈ C a positive scalar λ Q . Then there exist a measurable set E ⊂ R
2 and a function κ : C → Z such that
C denotes a constant independent of α, S, e, {λ Q }. A combination of conditions (ii) in Lemma 4.1 and (i) in Lemma 4.2 give (4.1)
The definitions of κ and E will be relevant to us. C is the union of two disjoint classes C 1 and C 2 . Each Q ∈ C 1 is assigned to a unique q Q ∈ σ τ ≥σ R σ,τ with Q ⊂ q Q and κ(Q) is by definition max(1 + σ(
E is the union of T (q Q ) over all Q ∈ C 1 together with the union of the triples S * over all S ∈ S.
We now decompose the given f ∈ H 1 as g + b where
We now have
Next, we need to prove that
Fix η ∈ C ∞ 0 (R), even, supported in 1 2 ≤ |t| ≤ 2 and such that j∈Z η(2 −j t) = 1 for all
We will show that
A combination of (4.1), (4.3), (4.4) and (4.5) with the aid of Chebychev's inequality will establish (4.2).
Assertion (4.3) is the easiest to prove. Write F 0 as
For any fixed S the expression inside the brackets above is supported in
Estimates (4.4) and (4.5) will be proved in Sections 5 and 6 respectively. We end this section by proving Proposition 2.
Proof. We assume that for some constant ). Given any Q ∈ F we find an m Q integer such that m Q − 1 ≤ σ(Q) < m Q . It is easy to verify that every Q ∈ F is contained in some
Using that T is translation invariant and that it maps H
Summing over j we get that
5. An L 1 estimate. Until the end of Section 6 all Q considered are in C. In all sums below this restriction is assumed to hold.
To prove (4.4) it will suffice to show that for any Q we have
Suppose that (5.1) has been proved for all Q with σ(Q) = 0. We describe a rescaling argument that will yield the general case. Let r j , j ∈ Z be the following family of dilations of R 2 : r j (x 1 , x 2 ) = (2 j x 1 , 2 2j x 2 ). For any cube Q, let r j Q = {r j x : x ∈ Q}. It follows from the definition of κ(Q) in [C1] that σ(Q) and κ(Q) scale accordingly, i.e. κ(
A simple change of variables shows that for all j, k ∈ Z, f (g(x) ). Assume now that (5.1) holds for cubes Q with σ(Q) = 0. Fix Q ∈ C and a Q an atom supported in Q. Let σ(Q) = σ.
Let Q 0 = r −σ Q and define an atom
and hence (5.1) is true for all Q. We now prove (5.1) for all Q ∈ C with σ(Q) = 0. For such a Q, let S Q be as in Lemma
Therefore only cubes Q ∈ C 2 give nonzero left hand side in (5.1). Fix Q ∈ C 2 and let q = q Q be the unique rectangle in R σ,κ−1 assigned to Q as in Lemma 4.2. Set σ(Q) = σ,
Then γ 0 ( 0≤j<κ µ z,j ) is a distribution supported in the set of all points in R 2 of vertical distance at most 2 κ+1 from the piece of the parabola {(t, t 2 ) : 0 ≤ |t| ≤ 2 κ+1 } and therefore its convolution with a Q is supported in T (q) ⊆ E.
Note that if m is bigger that 2j − κ + C then γ m and µ z,j have disjoint supports. These observations show that (5.1) will follow from
We will need the following lemma whose proof we postpone until the end of this section.
Assuming the lemma we prove (5.2). We first compute | sup(γ m µ z,j * a Q )|. The support of γ m µ z,j is the set of all points in R 2 whose vertical distance from the piece of the parabola
Adding a cube Q of side lengths (1, 1) doesn't affect the size of the support of γ m µ z,j by more than a constant factor. Therefore
Using the fact that a Q has mean value 0, is supported in a cube of sidelength 1 and has L 1 norm ≤ 1, we get that
We use this estimate to prove (5.2). We have:
A summation over m (1 ≤ m ≤ 2j − κ + 2) followed by a summation over j (0 ≤ j < κ) proves (5.2).
20
It remains to prove Lemma 5.1.
Proof. For any
we use Leibniz's rule. For α = 1, 2 we have:
where in the last estimate we used the fact that on the support of γ m µ z,j
The last estimate follows by our assumption on m. Our lemma is now proved.
6. An L 2 estimate. We remind the reader that all Q considered in this section are in C and that z is fixed with Re z = −1 . We begin by writing F 2 as (6.1)
If we have that (6.2) for s = 0, 1, . . .
(4.5) will be a consequence of (6.1) and (6.2). Expanding the square out we find that the left hand side of (6.2) is equal to
If we can show that the expression inside the brackets in (6.3) at most
then the conclusion will follow by simple summation on j. To prove this it suffices to show that the expression inside the brackets in (6.3) for j = 0 is less than (6.4) for j = 0. The general case will follow by a rescaling argument similar to the one in Section 5. Define a singular measure ν z,0 supported on the parabola (t, t 2 ) as follows:
For any function h, leth(x) denote the functionh(
Note that h z is even, i.e.h z = h z . We will need the following lemma:
Moreover the function ζ 0 and its C k norms are all bounded above by constants which grow at most exponentially in |Im z| as |Im z| → ∞.
By taking the difference we get
1 is cut away by the expression inside the curly brackets in (6.5) which vanishes when |x 2 − x
and is clearly supported in some fixed compact set. The lemma is now proved.
As we remarked before our proof will be complete if we show the following:
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We first show
We use Lemma 6.1 to write µ z,0 = ν z,0 * h z + ζ 0 . By a formula in [GS] page 359, we get thatĥ
Clearly ĥ z L ∞ ≤ C z and thus convolution with h z gives a bounded operator on L 2 (R 2 ) with a bound C z that grows at most exponentially in |Im z|. Now we get
In [C1] Theorem 3, it has been shown that
where µ 0 is the measure: µ 0 (h) = h(t, t 2 )φ 0 (t) dt and φ 0 is a fixed C ∞ 0 function. A careful examination of the argument given there shows that the constant C in (6.9) comes from Lemmas 6.2 and 6.3 in [C1] and grows at most polynomially in
with a constant C z which grows at most polynomially in |Im z|. (6.8) and (6.10) give
(6.7) will be proved if we also show
In the sequel we will use the following simple lemma whose proof we omit.
Lemma 6.2. For every h ∈ C 1 (R 2 ) and every Q we have
To prove (6.12) we argue as follows:
(6.13)
where the sum x in (6.13) is taken over all Q ∈ C with κ(Q) = −s that satisfy
A combination of Lemmas 6.1 and 6.2 gives that the last term in (6.13) is bounded above by (6.14)
The sum x in (6.14) is taken over the same Q's as in (6.13). These Q's are contained in the union of a finite number of fixed cubes q of sidelengths C translated by the amount
(6.12) is now proved and so is (6.7).
We now continue proving (6.6). Next we need to show that
Apply the Cauchy-Schwartz inequality to bound the ith term in the left hand side of (6.15) by The proof of (6.6) will be complete if we can establish (6.16) Re
The case i ≤ −3 is different from the case −3 < i ≤ 0, because when i ≤ −3 the distributions µ z,i and µ z,0 have disjoint supports. It will turn out that in this case, the smoothness of µ z,i * μ z,0 as well as the smoothness of µ z,i away from the parabola will be crucial in the proof of (6.16). We will use again Lemma 6.1. We have
For simplicity call ζ =ζ 0 , ν z =ν z,0 . Theñ
The identity
shows that (6.16) will follow from i≤−3
which will be a consequence of (6.17) and (6.18).
(6.17)
The proof of (6.18) is based on the following lemma:
Proof. By the definition of µ z,i it follows that
Assertion (i) of the lemma can be easily checked. Differentiation of (6.19) gives
Assertions (ii) and (iii) will be an immediate consequence of (6.19), (6.20) and of (6.21)
To prove (6.21) we simply use that ζ ∈ C ∞ 0 and that for every h ∈ S(R)
The proof of the lemma is now complete.
We now prove (6.18). The left hand side of (6.18) is hounded above by
By Lemmas 6.1 and 6.2, (6.22) is bounded above by
where the sum x is (6.23) is taken over all Q ∈ C such that κ(Q ) = i − s and
To estimate (6.23) we first use that 2 σ(Q ) ≤ 2 κ(Q ) = 2 i−s and that a Q L 1 ≤ 1. Then the same reasoning as in the proof of (6.14) shows that x λ Q ≤ Cα uniformly in x. It follows that
This finishes the proof of (6.18). We now turn to the proof of (6.17). Let β(t) ≥ 0 be a fixed C 
We decompose the distribution h z as
It follows that the support of ν * β mhz is the set of all points whose vertical distance from J is about 2 i+m . Also, the support of µ z,i is the set of points whose vertical distance from the piece of the parabola {(x 1 , x 2 ) :
2i . It follows that S i,m is the union of four "curved rectangles" of constant length and width at most C2 i+m .
The following two lemmas give us the size estimates for the derivatives of g i,m .
Lemma 6.4. For r = 0, 1, 2, . . .
Lemma 6.5. For r = 0, 1, 2, . . .
The case m = 0 is studied separately because of the singularity of β 0hz at x 2 = x 2 1 . Proof of Lemma 6.4. For r = 0, 1, 2, . . . we have that (6.24)
Because of (6.24) the lemma will be proved if we can show that
We first find a formula for (6.25) By changing variables
we get that
In this lemma t, s are C ∞ functions of x 1 , x 2 given implicitly by formulas We must show that (6.26) ≤ C z 2
−(r+1)i
, r = 0, 1, 2, 3, . . . . This will follow from the following estimates: (6.27)
This observation proves (6.27) when r = 0.
For r ≥ 1 we must differentiate with respect to x 1 , x 2 and make use of the identities in (6.28) which follow from the change of variables formulas x 1 = t − s and x 2 = ut 2 − s 2 after implicit differentiation. We bound
The second term in (6.32) is bounded above by I would like to thank my advisor, Mike Christ, who gave me guidance, encouragement and inspiring suggestions during our stay at MSRI, where this work was completed.
