Abslruct-Discrete formulation of the surface interpolation problem usually leads to a large sparse linear equation system. Due to the poor convergence condition of the equation system, the convergence rate of solving this problem with iterative method is very slow. To improve this condition, a multiresolution basis transfer scheme based on the wavelet transform is proposed. By applying the wavelet transform, the original interpolation basis is transformed into two sets of bases with larger supports while the admissible solution space remains unchanged. With this basis transfer, a new set of nodal variables results and an equivalent equation system with better convergence condition can be solved. The basis transfer can be easily implemented by using an QMF matrix pair associated with the chosen interpolation basis. The consequence of the basis transfer scheme can be regarded as a preconditioner to the subsequent iterative computation method. The effect of the transfer is that the interpolated surface is decomposed into its low-frequency and high-frequency portions in the frequency domain. It has been indicated that the convergence rate of the interpolated surface is dominated by the lowfrequency portion. With this frequency domain decomposition, the low-frequency portion of the interpolated surface can be emphasized. As compared with other acceleration methods, this basis transfer scheme provides a more systematical approach for fast surface interpolation. The easy implementation and high flexibility of the proposed algorithm also make it applicable to various regularization problems.
are usually adopted. However, due to the sparse system matrix of the resultant equation system, the convergence rate of the conventional iterative methods for solving this problem is very slow.
To speed up the convergence, acceleration methods such as multi-grid method [35] , [37] and multilayer method [20] have been proposed. In those methods, the discretized problem is converted into a series of coarse subproblems with smaller grid sizes. With smaller size and denser structure system matrices, the convergence condition is improved. However, in these computation structures, the transfer between the adjoining subproblems is not straightforward and requires additional computational cost. In Szeliski [34], a preconditioning technique using hierarchical basis [39] was applied to improve the convergence rate. In his approach, the triangular nodal basis arising from the finite element method is partially replaced by a set of triangular functions with larger supports while the total number of interpolation nodes remains unchanged. The reorganization of nodal basis converts the interpolation problem into a new one with system matrix of lower condition number such that a better convergence condition can be obtained. Compared with those multi-grid like methods, the hierarchical basis method seems to be a easier algorithm for fast surface interpolation.
Basically, both the multigrid method and the hierarchical basis method utilize the multiresolution concept in improving the convergence rate. In the surface interpolation, the problem is to find a smooth surface which satisfies the constraints in the given nodes. In the equation system to be solved, the issues of constraint satisfaction and smoothness requirement are considered simultaneously during the iterative solving process. The global smoothness is established with a local relaxation manner. If the grid size is too fine and the support of basis is small, the convergence rate is usually very slow. Representation of the interpolation problem in different resolutions will increase the nodal connection such that the steady state can be reached faster. Since, in coarser resolution (with basis of larger support), larger connection between the nodal variables can be made in each iteration.
For a smooth surface, the global smoothness is largely dominated by the low-frequency portion. To indicate this, the difference between the temporary solution in each iteration and the true solution is analyzed. The difference is decomposed into its low-frequency and high-frequency portions. In our simulation, we have shown that the small attenuation speed of the low-frequency portion of the difference is the major reason of the slow convergence of the computation. Thus, a proper 0162-8828/94$04.00 0 1994 IEEE multiresolution scheme which can effectively manipulate the frequency domain property of the interpolation problem will be very helpful. Under this consideration, the multiresolution wavelet transform [5] , [8] , [261, [27] , [33] becomes a better choice than those previously developed methods.
With the wavelet transform, the solution space of the interpolation problem can be decomposed into its low resolution subspace and the complementary detail subspaces. In the frequency domain, this vector space decomposition is equivalent to dividing the spectrum into low-frequency portion and high-frequency portion. Hence, the frequency domain property of the interpolation problem can be effectively manipulated. The vector space decomposition is performed by transferring the original interpolation basis into new sets of basis functions to define the low resolution subspace and the detail subspaces, respectively. These bases are generated by dilating and translating two prototype functions called the scaling function and wavelet. The basis transfer can be easily implemented with an QMF (quadrature mirror filter banks) matrix pair associated with the interpolation basis. Various interpolation bases have been investigated under this transform. Recently, the B-spline functions have been shown to be suitable for the surface interpolation [l] , [6] , [7] .
In this paper, we utilize vector space decompositiordreconstruction theory of the wavelet transform to analyze the multiresolution representation of the surface interpolation problem. Through this analysis, an altemative multiresolution scheme to accelerate the convergence of iterative method is proposed. To describe the surface as a linear combination of the approximation basis, the Rayleigh-Ritz method [25] , [32] is applied in our approach to discretize the variation functional associated with the regularized surface interpolation problem. Compared with other discretization methods, the advantage of such discretization is that the concept of signal approximation by weighted basis functions can be clearly stated. After the discretization, the basis transfer scheme based on the wavelet transform is used to transfer the chosen basis into two sets of bases with larger supports. The consequence of such basis transfer is a preconditioning of the associated equation system. To improve the convergence condition of a linear equation system by preconditioning has been an interesting issue. In this surface interpolation, we demonstrate how to construct the precondition matrix by the technique of basis transfer. With this, a fast interpolation can then be achieved by proper preconditioning of the equation system for any chosen iterative computation method.
To present our basis transfer scheme, the mathematical formulation of surface interpolation problem is briefly reviewed in Section 11. Then, in Section 111, the multiresolution wavelet transform is introduced. The basis transfer scheme based on the wavelet transform is described in detail. In Section IV, an asynchronous iterative computation method is derived. By applying the proposed basis transfer scheme as a preconditioner to the iterative computation method, the algorithm for fast surface interpolation is presented. In Section V, the results of experiments are shown and the performances of different acceleration methods are compared. Finally, a conclusion is given in Section 6.
THE SURFACE INTERPOLATION PROBLEM

A . Regularization and Discretization
Surface interpolation is to recover a full surface representation when only partial information of the surface is available. Those available data are referred to as the coqstraints of the surface being interpolated. It is ill-posed since there are innumerable surfaces that can satisfy a given set of constraints. Hence, a regularization procedure considering the computation efficiency and visual relevance is usually applied. It has been a common approach to use variation functional [19], [36] to constrain the solution. The problem is usually formulated in the following form:
The solution is the one that minimizes the objective func- 
Through the above regularization, uniqueness of the solution of the problem can be guaranteed. The analytical solution of this optimization problem is difficult to obtain. Thus, an approximated solution which can be solved numerically is to be sought. In [lo], Grimson used the finite difference to approximate the differential operators. In [35] , Terzopoulos used finite element method to deduce a system of equations from which an altemative solution is solved. In this paper, the Rayleigh-Ritz [25], [32] method is used to define the admissible space from which the solution is derived. The advantage of such discretization is that the concept of signal approximation by weighted basis functions can be clearly stated. This can be useful in the latter discussion of multiresolution basis transfer scheme. We confine the admissible space to a N 2 dimensional function space spanned by a set of finitely supported bases. The surface in this space can be expressed by
2=0 J=o where @ij's are the basis of the space V = span{@o,o, @0,1, . . . , @ o , N -~, @~, o , . . . ,~N -~; N -~} . The vij's are the weighting coefficients. Substituting (4) into (2) and (3), the objective functional € ( f ) can be rewritten as N -1 N -1 N -1 N -1 where quantity t i j m n is defined as
The quantity t i j m n can be called relation coefficient because it describes the relation between variables vij and vmn. As those basis functions spanning the admissible space are determined, all the relation coefficients can be determined via (6). Various types of the interpolation basis function can be used for this problem. In this paper, we select the tensor product 
@ m n ( i , j ) =
With this cardinal property of the tent function, Eq. (5) can be stated as
To unify the formula, we define
With these, we get
Through this discretization, the interpolation problem can be expressed as the minimization of an objective function & of N 2 nodal variables vij's.
B . Computational Considerations the Euler-Lagrange equation:
The unknowns vij's that minimize & can be solved from
for all w i j .
Differentiation of (7) w.r.t. vij's, the following set of equations result:
Thus, a system of N 2 simultaneous equations need to be solved for the surface interpolation. By concatenating all the nodal variables viJ's into one column vector v, the above linear equation system can be expressed in its matrix form as
where the system matrix A is a N 2 x N 2 matrix defined as the matrix found at the bottom of the page. The vector b is defined as 0~0 , 0~0 , 1~0 , 1 ' ' '~O , N -l~O , N -l P l , N -l~l , N -l . ' .
Hence, through the regularization and discretization, the surface interpolation can be formalized as a linear equation system. The problem is to solve those variables v such that the equation system can be satisfied. It is easy to see, even for a surface of median size, the size of the system matrix t O , O , N -l , N -l to,i, N -i ,~ O,O,l t0,0,0,2 t O , l , O , O t O , l , O , l + P 0 , l t0,1,0,2 . . . . . . . . . t0,2,0,0 t0,2,0,1 t0,2,0,2 + P0,2 .. ' .. . . . . t 0 , 2 , N -1 , N -1 ... tN-l,N-P,O,O t N -l , N -2 , 0 , 1 t N -l , N -2 , 0 , 2 . ' . t N -l , N -2 , N -l > N -l t N -l , N -l , O , O t N -l , N -l , O , l t N -l , N -l , 0 , 2 . . . ' ' . ' ' ' t N -1, N -1 , N -1 ,N To obtain a fast surface interpolation, a proper scheme which can transfer the equation system to a better condition is necessary. In the past, the multi-grid method [35] , [37] and the multi-layer method [20] have been successfully applied to speed up the convergence. In those approaches, the coarse versions of the original interpolated surface are extracted. The steady state solutions of the coarse versions are then used as the initial condition for the original domain to expedite the computation. However, the complicated computation structure of those methods makes them inefficient to be implemented. An alternative approach which is easier to implement has been proposed by Szeliski [34] . In Szeliski's approach, the preconditioning scheme proposed by Ysemtant [39] was applied. The linear equation system associated with the surface interpolation problem is preconditioned by replacing the nodal basis with a hierarchy of basis functions with larger supports. The replacement of nodal basis can reduce the condition number of the system matrix such that a better convergence condition can be obtained. The basic concept of those previously developed methods is to solve the interpolation problem in different resolutions. For example, the basis replacement scheme used in Szeliski's approach can be interpreted as a signal representation in different resolution levels. Since, the expansion of signal with dilated basis functions is equivalent to the representation of signal in coarser resolution space. This observation indicates that the acceleration of interpolation can be analyzed from the multiresolution point of view. In the frequency domain, the coarse resolution version of a signal can be interpreted as the low-frequency component in spectrum. As the low resolution version can be obtained by approximating a signal with the dilated version of the original basis functions, it should be possible to obtain the complementary high-frequency portions from the complementary subspace of the coarse resolution subspace. The complete information of the low-frequency and high-frequency components can be quite useful in designing an effective multiresolution scheme for fast computation. Since, from the local Fourier analysis [3], [14], [13] , it is found that the computation speed of surface interpolation is dominated by the low-frequency portion of the interpolation problem. Hence, a proper multiresolution scheme which can effectively manipulate the frequency domain property to e'mphasize the attenuation of the low-frequency will expedite the interpolation speed.
In the past, acceleration schemes based on the multiresolution concept have been utilized. However, the frequency domain property of the interpolation problem was not effectively utilized in those methods. For effectively utilizing the multiresolution concept, a multiresolution scheme which can effectively manipulate the frequency domain property is proposed. In the following sections, an alternative acceleration method based on the basis transfer scheme by wavelet transform [8], [5] , [7] , [26] , [33] is introduced.
BASIS TRANSFER SCHEME USING WAVELET TRANSFORM
A . Multiresolution Wavelet Transform
The basic idea of wavelet transform is to represent a continuous function F ( z ) as the limit of successive approximations, each of which is a smoothed version of F ( z ) . The transform is performed by using a set of bases 4 m n ( x ) to expand the continuous function F ( z ) . These bases are generated by dilating and translating a prototype function 4( z) called the scaling function. Also, the difference between two approximations can be obtained by expanding the signal with another set of bases gmn(z) which is generated by another prototype function $(x) called the wavelet. The wavelet transform can be expressed as
The signal P, F is the approximation of F ( z ) at resolution m (smaller m corresponds to higher resolution). The signal
QmF is the differences between approximations Pm-l F and P-F. Note that the approximation bases q5mn(z) and lClmn (xC) at different resolutions are of the same shape but in different scales. Hence, a signal can be approximated in different resolution levels by using the different scaled versions of an identical basis function. Assume that the original signal is defined at the resolution level 0, i.e., F ( z ) = PoF, then a multiresolution representation of the signal F ( x ) can be established by applying the wavelet transform in different resolution levels. As described in Fig. 1 , a signal F ( z ) can be represented as a pyramidal structure consisting of its lower resolution versions P, F and details &i F,(t=l,2,...) . According to the vector projection theory, this multiresolution signal representation is based on (,,,,,) can be derived from the functions 4(z) and $(z). It has been indicated [8] , [7] , [26] that this discrete wavelet transform can be implemented in an QMF structure as described in Fig. 3 . The sequences h,[n] and g, [n] can be interpreted as the analysis and the synthesis filters of a filter banks. Denoting the discrete sequences fm[n], f m + l [n], and dm+l [n] as vectors fTn, fm+l, and d,+l, the filter banks structure of the discrete wavelet transform can be formulated in its matrix form as, for (16) where the matrices HzF and GZF ,(%=O,J) are defined as (17) and (18) The length of vectors fm+l and dm+l will be half of the length of vector f,. Applying this decomposition repeatedly, a discrete multiresolution signal representation corresponding to the discrete wavelet transform can be obtained as described in 
B. Basis Transfer Scheme
It can be found that the signal approximation by basis expansion in the wavelet transform has the same form as the Rayleigh-Ritz method used in the discretization of the interpolation problem. If we treat the Rayleigh-Ritz method described ' This circulant matrix representation is obtained by using circular convolution in the filtering process. in (4) as a wavelet transform at resolution level 0, the Bspline function can then be interpreted as the scaling function 4(x). The nodal variables q j ' s are equivalent to the discrete sequence fo [n] . Wavelet transform using B-spline polynomial as scaling function has been studied in [7] , [l] , [6] . In [7] , some examples of B-spline wavelet transform have been shown. 1 where the operator QD stands for the matrix tensor product.
In this 2-D case, a quartered multiresolution representation of the nodal variables vij's is generated. As described in when J = 2:
H + H~Y ,(i=1,2,3) .
The signal length of each decomposed signal is a quar-H .v HY ter of that in the upper resolution level. Hence, the total 'Here, QMF is used in a general sense to denote filter banks designed by both orthogonal and biorthogonal bases. Since, there is still no suitable terminology to distinguish these two cases. where the matrices H? and Glz are those described in (17) and (18). As long as the interpolation basis is chosen, the matrices D and R can be easily derived according to the above formulations. For the equation system AV -b = 0 derived in the discretization procedure in the previous section, it is easy to show that the solution to be sought is to minimize the energy function According to the time-scale property of the bases dmn (x) and Gmn(x), the transferred bases will have larger supports. Since interpolation basis with larger region of support will reduce the zero elements in the relation coefficients tijmn's, it can be verified that the new system matrix A will be denser than the original matrix A. This implies that more global connection between the interpolation nodes can be made. Hence, a faster convergence can be obtained in the iterative solving method.
In the conversion of v into V, the low-frequency component V J and the high-frequency components w3 , ( 3 = 1 N~, i = 1 , 2 , 3 ) are extracted. This conversion allows the low-frequency portion and the high-frequency portion of the interpolation problem to be solved separately. In the iterative solving method, the solution is obtained by updating the nodal variables sequentially through a local relaxation process. The highfrequency portion which contains mainly local information usually converges fast. However, the low-frequency portion which contains the global structure of the surface will take much more computations to reach the steady state. Since the low-frequency portion is related to the global characteristics of the interpolated surface, a complete refinement of this portion can be achieved only after every nodal variable is updated. Thus, the low convergence rate is usually due to the slow refinement of the low-frequency portion. By applying the basis transfer scheme, the original nodal variables in vector v are converted to new variables {VJ, w)}. The low-frequency portion of the interpolated surface is characterized by these variables in vector V J . These fewer variables are connected with bases of larger support, thus the refinement can be made very fast and the convergence rate can be improved.
With the above analysis, a fast surface interpolation can be achieved by simply applying the above basis transfer scheme as a preconditioner to the original equation system. This preconditioning scheme is similar to the hierarchical basis preconditioning method developed by Yeserentant [39] . Based on the multi-level splitting of finite element spaces, Yeserentant reorganized the original triangular basis functions into a hierarchy of triangular functions with larger supports. This hierarchical basis method has been successfully applied in the surface interpolation problem [34]. The difference between the proposed basis transfer scheme and the hierarchical basis method is in their manipulation of the nodal basis. In the hierarchical basis method, the low resolution version and the details of the interpolated surface are not explicitly separated. The set of hierarchical bases used to replace the original nodal basis consists of a mixture of the bases with different regions of support. However, in the proposed basis transfer method, the original node basis is transferred into two sets of bases { $ J~( x ) } and { $ J~~( X ) , (~=~~J ] } which are generated from the scaling function q 5 (~) and the wavelet $(x). These two sets of bases define the low resolution version and the details of the approximated signal.
As discussed previously, the low resolution version and details can be interpreted as the low-frequency component and the high-frequency components of the approximated signal. Hence, the basis transfer method can completely describe the frequency domain characteristics of the approximated signal. Also, different scaling functions and wavelets can provide different interpolation basis for surface interpolation beside the triangular function. This makes the proposed basis transfer method more flexible than the hierarchical basis method.
IV. FAST SURFACE INTERPOLATION ALGORITHM
In the previous section, we have shown that the consequence of the basis transfer is the transform of the system matrix of the surface interpolation problem as described in (28) . The purpose of this transformation is to change the structure of the system matrix in order to speed up the convergence rate in the iterative solving process. In this section, we will investigate the effect of this system transformation on the computation speed of an asynchronous iterative method which is used to derived the solution.
A. The Asynchronous Iterative Computation Method
In Section 11, we have shown that the interpolation problem is to minimize the energy function E. The asynchronous computation structure is derived based on the process to minimize this energy function. From (7) Section 11. As each updating of the I,,, will always decrease the value of &, the ordering and timing of the updating process will not affect the convergence. That is. each I ! , , can be updated asynchronously. Thus, this computation structure is inherently parallel. This asynchronous property allows the computation to be implemented in analog circuit [ 191 for real-time surface interpolation. It can be found that the derived formula is similar to that of Gauss-Seidel matrix iterative method. However. based on this derivation, it is obvious to see that the ordering of variables and synchronization of related variables will not affect the convergence of the iteration.
B. Pi-c.c.oriditioiiiii~~ h! Busis Trurisj21.
To see the effect of the basis transfer on the convergence condition of the equation system, a theoretical measure is need to examine the change of the characteristics of the system matrix. As indicated in [40] . the iterative process for solving 
where
X€Eig(G)
Eig(G) A the set of all eigenvalues of G. (36) ( 4 The quantity -log S ( G ) is referred to as the rate of convergence [40] and provides a measurement of the convergence condition of the iterative method. It can be seen that matrix G is entirely a function of the system matrix A. Different system matrices will result in different convergence conditions. As described in Section 111, the basis transfer scheme is used to transfer a system matrix A into a new one A = RTAR.
To verify that this transfer can result in a better convergence condition, some examples are tested. These examples are shown in Fig. 7 , they are of size 8 x 8, 16 x 16, 32 x 32, and 64 x 64, respectively. In Table I , the convergence rate -log S(G) associated with these surface interpolation problems are listed. From Table I , it can be seen that the convergence rate increases as the resolution level J increases in all the four cases. This shows that the basis transfer scheme can be an effective preconditioner for the iterative method. With this basis transfer scheme as a preconditioner to the proposed asynchronous iterative computation method, a fast interpolation algorithm can then be designed as the follows: Step 3. INVERSE TRANSFER:
In this algorithm, the basis transfer is only applied before and after the asynchronous iterative computation method. The iterative method used in Step 2 is independent upon the algorithm. Other iterative methods can also be used. The advantage of using the chosen asynchronous iterative formula is its easy implementation. Also the asynchronous computation structure can be implemented in both serial machine and parallel analog computation network.
Compared with the direct iterative solving methods, the extra computation within this algorithm are the basis transfer in
Step 1 and the inverse transfer in Step 3. Since the QMF filters are designed with the finitely supported wavelet functions, the matrix operators D and R are quite sparse. The number of the nonzero elements in each column or row of these matrices will be less than L2, where L is the length of the QMF filter. In the case of tent function as the scaling function, the value of L2 is less than 25. Hence, the basis transfer operations do-not require much computation cost. The derivation of matrix A in (la) is about O ( n 2 ) operations (multiplications and additions). The derivations in (lb), (IC), and (3a) are about O ( n ) operations, respectively, where n is the number of the nodal variables vij 's. So, the extra computation for basis transfer is mainly the operation in (la). Roughly, the computation cost required for the basis transfer is about the amount of computation needed for L2 iterations (the amount of computation for one iteration in Step 2 is about O ( n 2 ) operations). Hence, when the size of the interpolated surface is large, this portion of computation is negligible.
v . EXPERIMENTS AND ANALYSIS
A . Experimental Results
Some experiments are shown in the following to demonstrate the performance of the proposed method. In these experiments, the value of p is set to 10 such that the resulted surfaces will fit the given constraints closely. The initial estimation of the interpolated surface is derived by a simple zero estimation method. It sets all the variables to zero initially except those constrained variables which are set to the known depth values of the constraint data. In each of the convergence curves, logarithm of the objective function is used to denote the convergence status of the computation.
In the first example, the constraints density is only 0.89% (i.e., there are 9 constrained variables among 1024 unknown variables). The initial surface using zero estimation method is shown in Fig. 8(a) . The convergence of the objective energy function with the proposed method using different resolution levels ( J ) is plotted in Fig. 8(b) . The corresponding interpolated surfaces with different resolution levels after 500 iterations are shown in Fig. 9 . The topmost curve ( J = 0) in Fig. 8(b) denotes the convergence status using direct iterative computation without preconditioning. It can be found that the convergence rate is significantly improved when the basis transfer scheme is applied ( J = 1.2.3) . In the second example, a saddle surface is interpolated. The initial surface is shown in Fig. 10(a) . In this example, the constraint density is 18.3%. The convergence of the objective energy function using different resolution levels ( J ) are shown in Fig. 10(b) .
Similar to the first example, the proposed algorithm can improve the convergence rate significantly. Fig. 11 shows the surfaces interpolated with the proposed method using different resolution levels after 100 iterations.
To compare with other acceleration schemes, both the the multi-grid method [35] , [37] and the hierarchical basis method [39] are tested. For the problem with given constraints described in Fig. 12(a) , the convergence of the objective energy function by the multigrid method and the proposed basis transfer method are plotted in Fig. 12(b) . The results of the two methods after 300 iterations are shown in Fig. 13 . In this example, only two resolution layers are used in the multigrid method since the implementation of the multigrid method is quite complicated. In Fig. 12(b) , the convergence curve by using the multigrid method is oscillatory. The oscillation is due to the inconsistency of the energy function between the coarse and fine levels. As shown in Fig. 12(b) , with the same two levels of decomposition ( J = I), the proposed basis transfer method seems to perform better than the multigrid method. As for the complexity in the implementation of both algorithms, the basis transfer method is comparatively simpler. In the last example with given constraints described in Fig. 14(a) , the convergence performances by both the hierarchical basis method and the proposed basis transfer method are shown in Fig. 14(b) . The curves marked as L = 1 -6 are the results obtained by applying the hierarchical basis scheme [39] as the preconditioner. The value of L stands for the number of the smoothing levels. When L = 1, no preconditioning is applied. This is equivalent to the case of J = 0 in the basis transfer method. As shown in Fig. 14(b) , when preconditioning is applied ( J = 1 -3 and L = 2 -6), both methods can significantly improve the convergence rate. However, the basis transfer method is more efficient, the amount of improvement from one level to its next level is larger. Comparing the best cases of the two methods, the result of the basis transfer method with J = 3 is better than the result of the hierarchical basis method with L = 4.
The hierarchical basis method has been applied by Szeliski 1341 in surface interpolation. In Szeliski's approach, the conjugate gradient search was used in the iterative computation. The second experiment of the fast surface interpolation algorithm.
In Fig. 14(c) , the curves marked as S = 1 -6 are the results obtained with the hierarchical basis scheme as the preconditioner and the conjugate gradient as the iterative computation method. The value of S stands for the number of the smoothing levels. When S = 1, no preconditioning is applied. The difference between the S curves in Fig. 14(c) and the L curves 
B . Analysis
The above examples indicate that the convergence rate of surface interpolation c m be significantly improved by the proposed basis transfer algorithm. This improvement of convergence is due to the use of bases at different resolution levels. Through the basis transfer, the original nodal variables v are converted to the combination of its lowfrequency component v J and its high-frequency components in Fig. 14(b) are due to the different numerical computation methods. It is well known that the conjugate gradient method is inherently faster than the general iterative methods. However, when preconditioning is applied ( S = 2 N 6 and L = 2 N 6), the improvement in convergence is more significant with the asynchronous computation method. This example indicates the fact that the simple iterative method such as Gauss-Seidel The use of basis transfer has greater effect on the low-frequency component, thus the low-frequency error in the iteration can then be effectively reduced. To verify this inference, the error in the computation of the second example (Fig. 10) is analyzed.
For this, the result obtained by using the proposed algorithm after 1000 iterations (with J = 3) is set as the reference solution v*. In each iteration, the result V is transferred back to v to compare with the reference surface v*. To extract the low-frequency component and the high-frequency component of a surface, a 2-D filter banks described in Fig. 16 is used. The filters in this filter banks are those listed in Fig. 5 . With this filter banks, the reference surface v* and the surface v obtained in each iteration can be decomposed into their low-frequency and high-frequency components, respectively (Fig. 17) . The low-frequency and high-frequency components of the reference surface v* are shown in Fig. 18 . In each iteration, the difference between the solution v and reference surface v* is evaluated as the error. The low-frequency and high-frequency components of the error can then be obtained by passing the error through the 2-D filter banks. In Fig. 19 , the energy (i.e., the vector norm) of the two error components for the first 500 iterations are shown. It can be found that the high-frequency error is relatively small and attenuate very fast whether the basis transfer scheme is applied or not. However, the attenuation speed of the low-frequency error is obviously increased when the basis transfer scheme is used. This indicates that the convergence rate is dominated by the low-frequency portion of the surface and can be effectively improved by using basis of larger support. By emphasizing the low-frequency component of the nodal variables (extracting the low-frequency component V J from v), the convergence can then be accelerated. That is, if the low-frequency portion converge faster, the entirely surface will converge faster. The effect of the basis transfer can also be observed from the convergence of the converted nodal variables { V J , w:}. To examine the convergence condition of these variables, we partition these variables into two groups V J {VJ} and W J {wj,(j=lN~,i=1,2,3) }. In each iteration, the variation of these two groups of variables are evaluated. The energy (vector norm) of the variation of these two groups of variables for the first 500 iterations are plotted in Fig. 20 . Fig. 20(a) shows the variation of the original nodal variables. Since no conversion of nodal variables is used, only one group of variables is analyzed. Fig. 20( b N d ) show the variations of the two groups of variables at resolution level J = 1 , 2 , 3 , respectively. From Fig. 20 , it can be found that the variations of the group W J at resolution level J = 1 , 2 , 3 are very similar. This indicates that the high-frequency portion of the interpolation problem converges quite quickly and is not much affected by the basis transfer scheme. In the other hand, the variation of the group V J is decreased faster in the iteration when the value of J is increased. This indicates that the low the convergence is dominated by the low-frequency portion of the interpolation problem can be effectively improved with multiresolution preconditioning. When more resolution levels (larger J ) are used, the number of variables in group V J will also decrease.
This will also influence the status of convergence in addition to the use of larger supported basis.
In the above experiments, the weighting factor p is set at 10. The results indicate that the convergence rate is increased when the number of resolution levels J is increased. But, when the weighting factor /3 is set at a large value, this trend is no longer true. This fact was also pointed out by Szeliski [34] in his implementation of the hierarchical basis method. This is to say that, when the cost functional is emphasized, the optimal value of J for fastest convergence does not correspond to the largest resolution layers. This is a problem deserving further research. However, based on our experience, unless the value of p is greater than 50, the above mentioned problem will not exist. Hence, if the weighting of the cost functional is less than 50, one can always use the largest J as the optimal choice.
In applying the multiresolution wavelet transform, the treatment of the boundary condition needs special attention. In order for the interpolated surface stable in the boundary, extra nodes outside the domain of interest are added. The values of these extra nodes are constrained by certain measure such as smoothness, symmetry etc. For this, additional equations are used to establish the relationship among the extra nodes and the nodes inside the domain of interest. The number of extra nodes that are to be inserted depends on the order of the basis function. A detailed discussion of this issue can be found in [18] . Due to the cardinal property, the boundary condition for the tent functionin is simple. In the case of tent function for surface interpolation, the treatment of the boundary condition can be found in [19] , [20] . In summary, the treatment of boundary condition depends on the order of the basis function and the functional form of the regularization. Care is needed to take into account the overlapping condition of the basis functions and their derivatives. The overall effect is reflected in the relation coefficients t i j m n 's.
The tent basis used in our experiments is the first order Bspline function. The cardinal property of the triangular function can simplify the manipulation in the discretization of the interpolation problem. Beside the triangular function, various interpolation basis functions can also be applied. Interpolation using spline functions of different orders has been studied in [ 181. In wavelet transform, use of spline function as the scaling function has been well developed in the study of biorthogonal wavelet transform [7] . This is a generalization of the conventional orthogonal wavelet transform. By relaxing the constraint on orthogonality, biorthogonal wavelet transform has more freedom in the design of wavelets with good spatial-spectral localization. Also, it is possible to design symmetric scaling function and wavelet under the perfect decomposition/reconstruction requirement. This is not possible for the orthogonal wavelet transform except in the trivial Harr space case. These characteristics of the biorthogonal wavelet transform make it a powerful tool in dealing with the interpolation problem.
Use of wavelet transform to precondition the surface interpolation problem can also be found in [29] , [30] . In Pentland's approach, discrete wavelet transform is directly applied to diagonalize the linear equation system of the discretized interpolation problem. With this diagonal preconditioning, he has shown a way to obtain fast solution with fewer iterations by approximating the off-diagonal terms of the preconditioned equation system with zero. This approach can be treated as a pure algebraic operation to rotate the coordinate system. This is different from the scheme of multiresolution wavelet signal representation proposed in this paper. A more detailed treatment of the mathematical theory behind the diagonal preconditioning by wavelet transform can be found in [21] . This diagonalization property has been considered as an important characteristic of the wavelet preconditioning scheme. However, to directly diagonalize the equation system, the filter bank associated with the discrete wavelet transform has to be carefully designed. Also, the structure of the system matrix needs be considered. For the surface interpolation problem, the effect of diagonalization will also depends on the weighting of the cost functional. Since, when the weighting is large, the effect of the diagonalization is not obvious and significant errors will be introduced [30] . This remains an interesting issue deserves further attention.
VI. CONCLUSION
In this paper, a fast surface interpolation algorithm using basis transfer scheme has been proposed. The basis transfer scheme is developed from the multiresolution signal representation technique in the wavelet transform. Applying the basis transfer scheme as a preconditioner, significant improvement in the convergence rate of the proposed asynchronous iterative solving method for the surface interpolation is obtained. The inherent parallel computation structure of the asynchronous iterative solving method can also be implemented with the analog circuit for fast computation. Comparison of the proposed algorithm with the multi-grid method and the hierarchical basis method has also been presented. From the experiment results, the performance of the proposed algorithm has been shown to be better in the surface interpolation problem.
Since, the basis operation of the proposed algorithm is simple, multiresolution basis can be more systematically generated. The basis transfer scheme is only required before and after any iterative solving method. Computation can be camed out at proper connection level such that highest computation speed can be obtained. Application of this proposed method to different problems are being considered. Also, detailed analysis of the relationship between the issues of signal representation in different resolution by different wavelet bases and the computation with different nodal connection are being studied.
