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The purpose of this thesis is to characterize the cortical inputs to area 18 of ferret visual 
cerebral cortex.   Contrary to feedforward connections, feedback connections are 
presumed to have a modulatory influence on the responses of lower order neurons 
providing information already processed.  Input from feedback connections can 
supposedly elicit changes in the response to stimuli within the receptive field and may be 
involved in the role of discriminating objects relative to the background. The aim of our 
set of experiments was to fully analyze and compare the anatomical characteristics of 
feedback connections to area 18 from extrastriate areas as opposed to the feedback 
connections to area 17 in visual cortex. In our analysis, we focus on the overall pattern of 
retrogradely labeled cells, the proportion of feedback label to area 18, the laminar 
distribution of these cells, their density and clustering tendencies, and their cortical 
extent. With this solid base of information we can then make further hypotheses 
regarding the influence and role extrastriate areas 19, 21, and Suprasylvian cortex 
provide in modulation.  The mean proportion of total cortical input from area 17 is 19.9%, 
from area 18 (39.5%), from area 19 (27.5%), from area 21 (4%), and from Ssy area 
(17.1%), from cells undefined in the border covering area 17 and area 18 (3.6%), border 
cells between area 18 and area 19 (1.5%).  The overall feedback proportions when data 
is pooled for area 19 is 57.2%, for area 21 (8.75%), Ssy area (26.1%), area 18/19 border 
(6.6%) and area 19/21 border (1.4%).  Within each area, there is a significantly larger 
proportion of feedback connections arising from the infragranular layers (means range 
between 70 and 88%) than from the supragranular layers (means range between 8% and 
25%).  After pooling all of our cases together, we measure the grand median of the 
nearest neighbor distance for each cortical area providing connections to area 18 
including area 17 (34.14µm), area 18 (39.48µm), area 19 upper layers (45.61µm), area 
19 lower layers (39.55µm), area 21 lower layers (62.48µm), Ssy area upper layers 
(57.8µm), Ssy area lower layers (44.28µm), borders of area 17/18 (34.58µm), borders of 
area 18/19 (55.4µm), borders of area 19/21 (41.58µm), and lateral temporal areas 
(57.74µm).  We find the characterization of inputs to area 18 in comparison to the 
feedback projections to area 17 vary in proportion, anatomical location and cortical 





The purpose of this thesis is to characterize the cortical inputs to area 18 of ferret 
visual cerebral cortex.  The nervous system is made up of multiple areas.  There are 
different ways to identify and classify these multiple areas.  The different ways to look at 
the brain are a direct result of its complexity and shape.  The visual system is in itself a 
very interesting part of the brain, being one of the most studied systems and also having 
various connections through ventral and dorsal pathways to transmit information.  The 
primary visual cortex is located at the occipital lobe, receiving direct input from the 
lateral geniculate nucleus (LGN).  The primary visual cortex is divided into six 
functionally distinct layers, labeled 1 through 6.  Layer 4, which receives most visual 
input from the (LGN), is further divided into 4 layers, labeled 4A, 4B, 4Cα, and 4Cβ.   
Korbinian Brodmann was one of the first to publish a map of cortical areas in 
humans, monkeys, and other species in 1909, after defining and numbering the areas 
based on the organization of neurons that he observed in the cortex using the Nissl 
stain.  The primary visual cortex was numbered Area 17, and the secondary visual 
cortex Area 18, the associative visual cortex was numbered Area 19, and these 
correspond to the labeling of the visual cortex and extrastriate cortex as V1 , V2, and 
V3, respectively found in primates.   
Area V2, also called prestriate cortex, is the second major area in the visual cortex, and 
the first region within the visual association area.  It receives strong feedforward 
connections from V1 and sends strong connections to V3, V4, and V5.  It also sends 
strong feedback connections to V1.  Anatomically, V2 is split into four quadrants, a 
dorsal and ventral representation in the left and the right hemispheres.  Together these 
four regions provide a complete map of the visual world.  V2 has many properties in 
common with V1 and it contains some cells that are tuned to simple properties such as 
orientation, spatial frequency, and color.  The responses of many V2 neurons are also 
modulated by more complex properties, such as the orientation of illusory contours and 
whether the stimulus is part of the figure or the ground (Felleman and Van Essen, 
1991).   
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The use of 2-D cortical maps generated from contours of layer 4 in the brain was 
the way to first locate and map the different visual areas, in a series of regularly spaced 
histological sections.  The map was not completely accurate and had large nonuniform 
spacing between sections, without a scale system.  Maunsell and Van Essen (1987) 
were able to use the pattern of interhemispheric connections and cortical 
myeloarchitecture to identify certain visual areas, and from that with a group of other 
neuroscientists were able to develop a complete more accurate map of the 
corticocortical pathways that exist in the visual cerebral cortex.   
 There are 32 separate neocortical areas that are implicated in visual processing 
in primates. These were identified by the visually responsive neurons there and the 
presence of major inputs from known visual areas.  However, not all of these areas are 
exclusively visual in function.  Some receive nonvisual contributions from other sensory 
modalities, like the auditory and somatosensory, visuomotor activity, and even cognitive 
influences.  There are 7 neocortical areas that are less intimately linked to vision and 
are considered visual-association areas.  There isn’t a strict dichotomy and Van Essen 
and Felleman believe there could be a continuum in the degree to which various areas 
are selectively involved in visual processing (Felleman and Van Essen, 1991).  
In many instances, the use of areal identifications comes from more recent 
studies that differ substantially from Brodmann’s original scheme.  The definition of the 
areal boundaries on the cortical map took several steps.  A few visual areas were 
identified basically by architectonic criteria in the hemisphere from which the map was 
made, and the locations of additional areas were constrained by the pattern of the 
interhemispheric connections, as previously mentioned.  This provided a more physical 
and anatomical identification limit to the organization and classification of the multiple 
areas.   
Another good way to define and classify the boundaries of the areas was by 
determining the connectivity pattern that they displayed.  Nearly all of the areas were 
distinguished with this method, and it based on the corticocortical visual pathways 
identified in the 1990’s.  It is apparent that each visual area has many inputs and 
outputs.  Each area has its own distinctive pattern of connection, in terms of the overall 
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constellation of inputs and outputs.  In most cases, this allows for each pattern to be a 
type of characteristic "fingerprint" that can uniquely distinguish one area from all others.  
For most of these areas whose connections have been thoroughly studied, such as 
those in the occipital lobe, this is even more prominent. 
The major principle is that of reciprocity of corticocortical connections.  More than 
a decade ago, it was noted that pathways within the visual cortex tend to be 
bidirectional, such that if area A projects to area B, then area B is likely to project in turn 
to area A (Van Essen et al. 1991).  
The mapping of cortical areas in the visual cortex is also determined by 
functional and histo-anatomical criteria.  The primate cortex contains dozens of distinct 
areas that are largely or entirely visual in function.  A combination of obstacles has 
made it very difficult to chart the arrangement of these areas and to establish their 
identities unequivocally.  First, there are some subtle transitions over most of the cortex, 
with the boundaries between visual areas being hard to discern.  Most anatomical and 
physiological methods used to distinguish the areas have the transitions being 
extremely subtle and there is internal heterogeneity within each area. 
There also are some extensive cortical convolutions, which are major impediments to 
many aspects of analyzing and making comparisons across individuals.  Another 
problem lies with each individual’s variability.  Even the most-well defined and known 
areas (V1 and MT) can vary by two or three-fold in surface area across individual 
hemispheres (Van Essen et al., 1984; Maunsell and Van Essen, 1987).  A major part of 
the dimensions of most areas is 2-3mm variable in the location of each area relative to 
the gyral and sulcal boundaries.  Even the pattern of convolutions can be variable 
between individuals. 
Many different ways to partition the cerebral cortex have been described over the 
past century, with Brodmann and other neuroanatomists, and for the visual cortex a 
dozen schemes remain in current use, with more schemes available for other parts of 
the brain in the frontal, parietal, and temporal cortex.  Since these different partition 
schemes have been presented usually on different individual brains or different atlases, 
it has been difficult to compare the schemes and determine the better one.  Some of the 
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ways these schemes are displayed are by various brain slices, hemisphere views, or flat 
maps generated manually or by computers.  So to make partitioning schemes 
comparisons, they made surface-based atlas of macaque cortex and associated 
visualization and analysis software.  This was to help bring together a common spatial 
framework with flexible visualization options.  As a result, more and more studies follow 
the general guidelines to distinguish the existence, location, and approximate extent of 
seven visual areas: V1, V2, V3d, V3v, V3A, V4, and MT (Van Essen et al. 1991). 
Among the various maps in our visual system exist orientation, retinotopy, upper and 
lower field differences (CMF), and various receptive field characteristics in the ventral 
stream. 
Neuronal response characteristics of visual cortical neurons differ from their LGN 
precursors dramatically and in numerous ways.  For area V1, the most striking general 
characteristic is that the majority of neurons (especially outside layer 4C) are highly 
selective along multiple stimulus dimensions.  The types of selectivity encountered in 
the population include tuning for orientation, spatial frequency, binocular disparity, 
direction of motion, luminance, color, and orientation contrast.  In general, the neuronal 
representation in V1 is far ‘‘sparser’’ than in the LGN, insofar as most neurons are 
responsive over a much smaller portion of the overall stimulus space than for LGN 
neurons (Huang, 2007).  
Most of the visual corticocortical pathways have been only qualitatively and at 
best semi-quantitatively described.  Then, through histological sections with retrograde 
and anterograde connections, assessments of the connection strengths are estimated.  
By doing that, the best way to characterize particular pathways is as strong, moderate, 
or weak, which isn’t very precise.  Even with quantitative assessments, it is generally 
difficult to make detailed comparisons of the complex spatial patterns of connectivity 
that are observed in different experiments on different hemispheres. 
The surface-based atlases provide a valuable approach for bringing connectivity 
data, both quantitative and qualitative, into a common spatial framework.  Once in the 
atlas framework, injection patterns can be compared with one another and also with any 
of the partitioning schemes available on the atlas.  This can be seen by overlaying 
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schemes on the connectivity for injections of VIP (ventral intraparietal area) and MSTdp 
(medial superior temporal area, dorso-posterior subdivision).  In this way, one can 
assign connection strengths (as percent of total labeled neurons) to each area for each 
partitioning scheme of interest (Huang, 2007). 
The most powerful single pathway, and one of the best studied to date, is the 
reciprocal link between V1 and V2, the two largest areas.  The projection to V2 arises 
from layers 2, 3, and 4B of V1, which collectively contain about 6 x 107 neurons per 
hemisphere (Huang, 2007).  About 80% of these (5 x107) are pyramidal cells, but only 
about half of them (2.5 x 107) have extrinsic projections, the great majority of which 
target V2.  Thus, the direct projection from V1 to V2 is about 20–25-fold greater 
numerically than the LGN inputs to V1.  An important issue is whether direct 
corticocortical feedforward projections can be categorized as ‘‘drivers’’ or ‘‘modulators’’ 
by the morphological and physiological criteria proposed by Sherman and Guillery 
(1998).  What has been mostly noticed thus far is that feedforward connections provide 
mostly a driving function, while feedback connections (from V2, V4, etc for example) 
provide more modulatory effects, modifying and shaping the V1 response, which 
accounts for contextual or extra-classical receptive field properties.  Morphological 
studies of V1 axons projecting to V2 are inconclusive, but the axons from V1 to MT are 
anatomically distinctive and suggestive of a ‘‘driver’’ morphology (Huang, 2007). 
The differences in cytoarchitectonics and CO staining can be seen between 
areas 17 and 18 in ferrets, and similarly in cats.  Rockland (1985) has reported that area 
18 is characterized by the disappearance of an acetylcholinesterase poor band, which is 
found in Area 17.  The two areas also differ in myelination.  Layer 3 is thicker in Area 18 
under Nissl stain applications and can be subdivided into a superficial region consisting 
of small pyramidal cells (sublayers 3a, 3b).  CO bands are also slightly thicker in area 
17 with a sharp border to layer 5.  The anterior border of area 18 is defined by that CO 
band disappearing in layer 4.  These two areas can also be defined by the 
transgeniculate transport of intraocularly injected WGA-HRP (Innocenti et al. 2002). 
Callosal connections are also denser in area 18 than in area 17 which would 
suggest that they are strong in regions receiving input from the ipsilateral eye, which is 
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represented in the posterior area 18.  In most species, the callosal connections 
correspond to the representation of the visual field locations near the vertical meridian.  
This means that if one is able to determine the strength of the callosal inputs or 
acallosal inputs of a cortical site, they, in turn, can determine and distinguish its 
retinotopy.  Knowing the retinotopic maps this way would help find the corresponding 
visual area borders, and show that the extrastriate areas have many complex means to 
represent the visual field (Innocenti et al. 2002). 
A. Characterization of anatomical connections 
Organization and Role of intraareal connections:  
Clusters of cells across long distances in cortex are linked by the long-ranged 
horizontal connections formed by excitatory pyramidal cells.  A characteristic feature of 
the mammalian cerebral cortex, they form an extensive network of axons running 
parallel to the cortical surface. The observed laminar pattern of horizontal connections 
indicates that these projections are prominent in the supragranular layers (1-3), rare in 
layer 4, but may also be found in layer 5 (Lund,1973; Gilbert and Wiesel, 1979; 
Rockland et al., 1982; Rockland and Lund, 1982; Rockland, 1985).  These connections 
are considered intrinsic, meaning that they run within the same cortical area, and 
through anatomical tracer studies, they have been found to link to a single V1 locus 
forming a patchy pattern where the number of monosynaptic connections declines with 
distance from that locus. Additionally, a restricted locus in visual cortex was shown to 
furnish projections spanning several millimeters across the cortical surface and have 
axons that ramify into terminal clusters at discrete locations across the cortex (Rockland 
and Lund, 1982, 1983; Gilbert and Wiesel ,1979,1983).  A prominent feature common to 
all intrinsic connections is their anisotropy. These projections usually spread out from 
the injection site along one axis. Another striking feature typical of these connections is 
their reciprocity. Terminal clusters are usually found to coincide with retrogradely 
labeled cells indicating that pyramidal cells generally receive inputs to cortical columns 
to which they project. 
It is well known in primates and carnivores that anatomical circuits serve to 
connect cells with similar functional properties. Accordingly, horizontal connections 
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interconnect neurons in similar orientation columns within V1 (Gilbert and Wiesel, 
1989). Through cross correlation studies, Ts’o et al. (1986) has shown how cells 
separated by several millimeters but with the same orientation, direction, and eye 
preference can exhibit correlated firing. 
Horizontal axons appear not to drive their target neurons but only elicit 
subthreshold responses (Hirsh et al., 1991), thus exerting a modulatory influence on 
their target neurons. Accordingly, horizontal connections are thought to be the 
underlying anatomical substrate accountable for some of the modulatory effects exerted 
on the responses of V1 neurons. Neurons linked by horizontal connections in V1 can 
respond only to a limited spatial extent in visual space, and can therefore only summate 
information from a restricted area. Horizontal connections arising from pyramidal cells 
are recruited in the facilitatory surround effects since they link cells along a collinear 
axis in the map of visual space and link neurons with similar orientation preferences 
(Gilbert & Wiesel, 1989; Malach et al., 1993; Fitzpatrick, 1996). Facilitation is the 
frequently seen phenomenon that occurs when the surround stimulus is presented 
along the collinear axis in space in a similar orientation to the cell’s preferred orientation 
(Maffei and Fiorentini, 1976; Nelson and Frost, 1985; reviewed in Fitzpatrick, 2000). 
However, recruiting appropriate groups of horizontal fibers can also have a suppressive 
effect (Hirsh et al, 1991). 
Organization and Role of interareal feedforward and feedback connections: 
Extrinsic connections or corticocortical connections interconnect neurons located 
in different cortical areas, and have been classically defined as feedforward or feedback 
connections (Rockland and Pandya, 1979). Classification of corticocortical connections 
as feedforward or feedback has allowed the possibility of arranging visual cortical areas 
in a hierarchical fashion, with Area 17 at the lowest level and extrastriate cortical areas 
located at different higher levels. Feedforward connections originate mainly from the 
supragranular layers and terminate most densely in layer 4. Feedback connections, on 
the other hand, originate mostly from the infragranular layers and terminate outside of 
layer 4. Therefore, the most prominent and distinguishable feature of feedforward 
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corticocortical connections is their termination in layer 4. (Lund et al., 1975; Rockland 
and Pandya, 1979; Maunsell and Van Essen, 1983; Kennedy and Bullier, 1985).  
It is presumed that feedforward connections provide much of the principal 
excitatory drive that shapes the classical receptive field center (Felleman and Van 
Essen, 1991; Salin and Bullier, 1995; Burke et al., 1998; Bullier, 2003) Feedforward 
connections essentially relay a message by defining the patterns of activity in the 
antecedent level. The selectivity of a neuron in a higher order area is supposed to be 
constructed by the ordered arrangement of feedforward inputs from lower order areas. It 
is thought that these inputs contribute to the construction of progressively larger and 
more complex receptive fields at successive levels of the hierarchy (Felleman and Van 
Essen, 1991).  
Results from inactivation experiments of feedforward connections also 
strengthen the notion that the ordered arrangement of feedforward connections is 
important in establishing the receptive field selectivities in higher order areas (Bullier et 
al., 1994; Bullier, 2001). In addition to these functions, feedforward inputs channel 
inputs into the ventral and dorsal processing streams that are specialized for the 
representation of visual objects and spatial relationships (Maunsell and Newsome, 
1987). 
 Contrary to feedforward connections, feedback connections are presumed to 
have a modulatory influence on the responses of lower order neurons, i.e. information 
already processed (Zeki and Shipp, 1988). These connections may produce modulatory 
effects that enable objects to be perceived in context (Lamme et al., 1998), binding; 
mediating attentional modulation of activity that may achieve binding through acting to 
select one single object for higher representation and filtering out competing objects 
(Shipp et al., 2009).  Input from feedback connections can elicit changes in the 
response to stimuli within the receptive field. In primates, Angelucci et al. (1998) found 
that feedback connections link cells that respond to non-overlapping areas of visual 
space that are still centered on the same retinotopic location. Therefore, they provide for 
the convergence of larger visuotopic areas onto smaller visuotopic areas in V1, and 
integrate information across large distances in the visual field (Bullier et al., 1998; Salin 
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et al., 1992). The physiological role of feedback connections has been most effectively 
studied by reversible cooling of higher cortical areas and recording of the effects of 
neuronal responses in lower cortical areas. Experiments in monkeys have shown that 
feedback inputs from both V3 and V2 to V1 facilitate responses to stimuli moving within 
the classical receptive field (Sandell and Schiller, 1982) and enhance suppression from 
outside the receptive field (Sherk, 1978; Girard et al., 1991; Hupe at al., 1998; Huang et 
al., 2007). These effects suggest that feedback connections are involved in the 
discrimination of objects relative to the background. Though some studies have been 
performed in characterizing these feedback connections across various species, the 
majority specifically looked at cortical inputs providing feedback to primary visual cortex 
(area 17). Very few studies have been conducted to analyze feedback connections 
arising from extrastriate cortical areas to the prestriate cortex, area 18. The aim of our 
set of experiments was to analyze and characterize the anatomical characteristics of 
such feedback connections to area 18 from extrastriate areas.  We chose the ferret 
visual cortex, because the surface of the extrastriate areas is exposed and easy to 
analyze, and its retinotopy is similar to that of the cat.  We expect that in comparing the 
feedback cortical inputs to area 18 with the feedback cortical inputs to area 17, we will 
find similarities among them, along with some evidence of variation between the cortical 
areas and possibly the cortical strength of their drive to similar targets (measured by 
peak density).  
 
MATERIALS and METHODS 
Anatomical tracer injections: 
Surgeries were performed on five adult female ferrets. Of the five ferrets, two cases 
(animal 218, and 226) did not work because the injection intruded considerably into 
area 17. We selected three cases (animal 212, 217, and 221) where we confirmed by 
histological stains comparisons that the injection was completely constrained to area 18 
or had very slightly intruded area 17 by a few microns.   The ferrets (approximately 700g 
in weight) were sedated with an intramuscular injection of ketamine (25 mg/kg) and 
Xylazine (2 mg/kg). We used a stereotaxic apparatus to hold the ferret in place and 
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secure its head position using ear bars. The ferrets breathed a mixture of 0.5%-2% 
isoflurane, in an equal mixture of O2 and air (50:50) or isoflurane and just air. 
Blood oxygenation was measured using a pulse oximeter (Agilent Technologies, 
Englewood CO), and the peak expired CO2 was measured using a CO2 sensor. End-
tidal CO2 was maintained between 4–5% by adjusting the respiration rate or stroke 
volume. The rectal temperature was maintained at 37oC. The pulse and oxygen levels 
were constantly supervised throughout the surgery, and we tried to maintain the ferrets 
at optimal levels.  
At this point, the surgeon was set up in a completely sterile environment, and 
prepared the tools and equipment for the surgery. Lidocaine HCL (2%) was injected into 
the scalp. The scalp was then retracted, and a craniotomy and durotomy were 
performed on either the left or right hemisphere. The neuronal tracer cholera toxin B 
subunit (CTb) (1% in 0.1M phosphate buffer (PBS) pH. 6) was administered via 
pressure injection or through current into area 18 (approximately 2.4mm from the 
occipital pole). Pressure injections were delivered with a Picospritzer (Parker Hannifin, 
Fairfield, NJ) using glass micropipettes of 15-20 μm tip diameters at two cortical depths 
with 2 pulses running at 10 msec at each depth. At each depth we allowed 10-15 
minutes for the CTb to be completely administered throughout the upper and the lower 
layers of the cortex.  The pressure was typically at 30 PSI. Iontophoretic injections were 
performed using glass micropipettes of smaller diameter tips 10-15 um, and current was 
run at two mA (tip positive) for 10 minutes. The injection core was typically 450-700 µm 
in diameter, which would inform us that only a specific retinotopic region in the cortex 
was labeled and that we had most likely not intruded onto either primary visual cortex 
(area 17), or area 19 rostral to area 18. 
Craniotomies were then covered with sterile gel foam.  Lidocaine was applied to 
the borders of the incision area, then the scalp was sutured and closed completely. The 
ferrets received an intramuscular dose of ampicillin (25 mg/kg) and buprenorphine (0.05 
mg/kg) twice daily for 2 days postoperative.  The ferrets survived seven days, and then 
were sedated with ketamine (25 mg/kg) and Xylazine (2 mg/kg), then euthanized with 
an overdose of pentobarbital (60-100 mg/kg) that was administered intraperitoneally. 
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Two of the three ferrets also received an intraperitoneal injection of sodium selenite 




Protocol for tissue fixation and histological processing: 
The ferrets were transcardially perfused using a 0.9% saline solution.  The brains 
were removed from the skull, and the posterior portion was blocked and placed in a 
postfix solution of 4% buffered paraformaldehyde (in PBS, pH 7.4) plus 30% sucrose for 
2 days until the block sank.  Frozen tangential sections were cut at 40 microns using a 
microtome. We numbered our sections into four series. The first and the third series 
were reacted for CTb processing. We used a modification of the protocol of Angelucci et 
al. (1996) to reveal CTb-labeled cells and processes. 
  The histology was performed on free floating sections kept in small wells; 
all buffer solutions were made using 0.1M PBS PH (7.4).  
The sections were rinsed in PBS, then incubated in a 1% H2O2 solution to 
eliminate endogenous peroxidase, and rinsed again in PBS. The sections were then 
incubated for a short time in 0.1M glycine solution in dH20), rinsed in PBS, then 
incubated overnight at 4oC in a blocking solution containing 4% normal rabbit serum 
(NRS), 2.5% bovine serum albumin (BSA), and a 1% Triton-X solution to reduce non-
specific staining. Then they were rinsed in PBS, then incubated for 48 hours in a 
solution containing 1: 5,000 dilution of goat anti-choleraganoid (primary antibody, List 
Biological Labs), 2% NRS, 2.5% BSA, and 1% Triton-X. The tissues were then rinsed in 
PBS, and incubated in a 1: 200 dilution of biotinylated rabbit anti-goat IgG (secondary 
antibody, Vector Labs, Burlingame, CA), 2% NRS, 2.5% BSA, and 2% Triton. After 
several rinses in PBS and a brief incubation in a blocking solution, the tissue sections 
were incubated in a solution containing Standard Elite ABC Kit (Vector Labs). Finally the 
tracer was developed and revealed using diaminobenzidine (DAB) as the chromogen. 
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We then mounted the tissues on subbed slides, cleared them in xylene, and 
coverslipped them using Permount. 
The histological sections selected as series 2 were stained for cytochrome 
oxidase (CO). Half of the sections collected as series 4 were processed for synaptic 
zinc using a modified protocol of Danscher (1982); the other half was often used for 
myelin (or in one case Nissl) stains. Histological sections stained for CO were used to 
compare with adjacent CTb sections to identify the areal boundaries and determine in 
which layers positive-labeled cells were located. The histological stains for CO and 
synaptic zinc were used to determine areal boundaries, while the histological stains for 
CO, zinc, Nissl substance, and myelin were used to identify the layers in which label 
was found.  Figures 1 A- D display typical tangential sections that have undergone 
histological stains for CO, myelin, synaptic zinc, and Nissl substance in that respective 
order.   
 
 
Reconstruction of retrogradely labeled cells: 
Our analyses were based on the complete mapping of three representative 
cases (animal 212, 217, and 221).  The Neurolucida tracing and reconstruction program 
(MicroBright Field Inc., Williston, VT) was used to plot the entire number of positive-
labeled cells making feedback connections from extrastriate areas to area 18 as well as 
positive-labeled cells making feedforward connections from area 17 to area 18. (Figure 
2B-D) In our analysis, we identified a positively-labeled cell as a cell body that was dark, 
filled with CTb label, or that had the cell body outlined with CTb label, under the 10X 
objective lens of our brightfield microscope.  In some cases, to distinguish an actual 
labeled cell from non-specific staining of background cells we often had to intensify the 
brightness and look at the section through the 40X or even 100X oil lens to see if the 
label was superficial or if it was encased within the body of the cell. Figure 2A displays 
a zoom-in view of a positive-labeled cell.   
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Every fourth section (the tangential section containing CTb label) was traced, and 
cells within each visual area were marked with a different colored, dedicated marker.  
Sections were aligned using fiducial marks such as blood vessels.  Injection cores were 
defined as uniformly dense regions of CTb label, and were identified and traced to 
confirm that the injections were restricted to area 18. (Figure 2E) We also analyzed the 
label patterns in the lateral geniculate nucleus (LGN) to further validate that 
confirmation. (Figure 2F) The number of cells within each area was counted throughout 
the sections. The number of labeled cells in the supra- and infragranular layers within 
each cortical area was also determined, and the proportion of the total number of 
retrogradely labeled cells present within each area were calculated, as well as the 
proportion of cells present in different layers. To do this we used adjacent histological 
sections (CO, zinc) for areal identification, visualized at low power magnification (2X) 
under brightfield illumination and aligned them to CTb label sections. 
 Reconstructions of the retrogradely labeled cells in the entire cortex resulting 
from the CTb injections were generated by stacking and aligning tracings of serial 
sections containing labeled cells.  Because sections were cut tangentially, the earlier 
sections would often start with area 18 at the caudal pole. As we progressed deeper 
through the sections, area 18 would extend about 1.2mm from the caudal pole where 
layer 4 (which was visible in the plane of section) begins to look more coarse and broad 
to the end of layer 4, which abruptly stops where area 19 begins.  We referred to 
Manger et al. (2002a) to determine the retinotopic location of retrogradely labeled cells 




We define an injection core as the uniform, densely labeled region of CTb.  
Adjusting measures due to shrinkage correction, they range between 480 and 2100 µm 
in diameter.  All injection sites are aimed approximately 2 mm anterior from the caudal 
pole of the brain, which is assumed to be confined completely in area 18.  Table 1 A-D 
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gives descriptive statistics and observed measurements of our injections in all three 
cases.  The injections span all layers of the cortex without intruding onto white matter.  
We confirm this by observing the tracings of the injection core with adjacent histology 
sections (like CO, myelin, and zinc stains) and locating the anatomical border between 
areas 18 and its neighboring areas (area 17, and area 19) based on descriptions by 
Rockland (1985), Innocenti et al. (2002), and Cantone et al. (2005).   
We study and analyze four hemispheres from three ferrets.  Following CTb 
injections, neurons whose axon terminals are at the injection locus are retrogradely 
labeled with CTb (Figure 2D).   After full serial reconstruction, we find very little 
difference in the distribution of labeled cells between layers 2 and 3 or between layers 5 
and 6.  Therefore, we pool the labeled cells into supra- and infragranular layers, 
respectively.  Area 18 has an extensive amount of instrinsic label after the injection, but 
a plethora of retrogradely labeled cells are found in rostral extrastriate areas 19, 21, and 
the suprasylvian cortex (Ssy)(Figure 2C).  Significantly smaller numbers of label are 
found in the lateral temporal areas (LT), auditory cortex area 20, and almost no labeled 
cells are found in any rostral posterior parietal (PPr) and caudal posterial parietal(PPc) 
areas except in the case animal 217, where we feel we may have intruded slightly unto 
area 17.  We also have a rare occurrence of finding spare label dispersed at odd 
locations far rostral to the Suprasylvian Sulcus, in undefined areas where we did not 
expect any label to be found, a result apparently unique to an area 18 injection (Figure 
5, 6).  
To further confirm that our injections are confined solely to the area 18 in all three 
cases, we perform an analysis of the lateral geniculate nucleus (LGN) and compare it to 
the geniculocortical projection patterns that differentiate area 17 and area 18 feedback 
projections as described by Baker (1998).  (Figure 2E, F) An area 18 injection should 
have a fairly higher number of retrogradely labeled LGN cells in the C-layers of the LGN 
than in an area 17 injection, though both still have many filled cells present in layers A 
and A1.  In addition, an analysis of the soma cell size in the A-layers indicates that the 
mean soma sizes of neurons back-labeled from area 18 are significantly larger than the 
mean soma sizes of neurons back-labeled from area 17 in both the A and C layers, 
though in the area 17 case, only the results from the A-layers are statistically significant. 
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In the Baker et al. (1998) study, the distribution of soma sizes of labeled cells in the A-
layers were contrasted and the C-layer analysis was not performed because the sizes 
were unusually small especially in area 17 injections.   
In all three of our area 18 injection cases, we identify more C-layer neurons compared 
to the C-layer neurons projecting to area 17.  The data from pooling our area 18 
injection cases has a proportion of 17.4% C-layer neurons, while the area 17 case has 
no C-layer neurons.  The area 17 case also has 16% A1-neurons and 84%A-layer 
neurons.  Pooling our area 18 injection cases, we find only 3.8% A1-neurons and 78% 
A-neurons. Our case 217 did give us reason to believe that we may have intruded 
slightly unto area 17 in our injection due to the much larger amount of A-layer cells 
compared to A1 or C layers. However, in all three of our cases, we find the average 
soma size of A-layer retrogradely labeled cells (189.485µm2) to be significantly larger 
than in a similar adult where the injection was confined to area 17 (121.1µm2) (Kruskal-
Wallis, p=0.01) (Figure 3, 4).  This further validates our understanding that our 
injections are localized in the area we wish to analyze.   
Serial reconstructions show two typical patterns of label (Figure5, Figure 6). The 
borders between areas 17/18 and between 19/21 both correspond to the representation 
of the vertical meridian (Manger et al., 2002a).  It is shown that in comparison to area 17 
injections, orthograde label and intrinsic label extends much more ventral relative to the 
injection site (Cantone et al., 2005).  We aimed our injections at locations in area 18 that 
respond to central fields, and notice that the concentration of label clusters around the 
anatomical borders, which suggest a topographic structure adhering to the interareal 
feedback projections from areas 19, 21, and Ssy. (Figure 5)The different patterns of 
label in each case mirror different aspects of the retinotopic organization of these 
extrastriate areas previously described by Manger et al. (2002a).  
 
After a count of the total number of labeled cells in each area after the area 18 
injection (Figure 7), we compare the proportions of cells within each area (including 
area 17 and area 18) providing feedforward, intrinsic, or feedback projections to area 18 
(Figure 8).  The mean proportion of total cortical input from area 17 is 19.9%, from area 
18 (39.5%), from area 19 (27.5%), from area 21 (4%), and from Ssy area (17.1%), from 
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cells undefined in the border covering area 17 and area 18 (3.6%), border cells between 
area 18 and area 19 (1.5%). 
 We then compare the proportion of cells within each extrastriate area providing 
solely feedback connections (areas 19, 21, and Ssy) and find that the amount of 
feedback connections arising from each extrastriate area rostral to area 18 differs 
significantly.  (Kruskal-Wallis, P = 0.038) Area 19 provides the greatest proportion of the 
total number of cells providing feedback to area 18 (the mean proportion assessed over 
all three cases is 61%).  Area 21 provides the least amount of feedback (mean 
proportion for area 21 is 8.9%) in comparison to Ssy (mean proportion for Ssy area is 
29.6%), while the other areas LT, PPr, PPc provide significantly minimal feedback to 
area 18. The overall feedback proportions when data is pooled for area 19 is 57.2%, for 
area 21 (8.75%), Ssy area (26.1%), area 18/19 border (6.6%) and area 19/21 border 
(1.4%). (Figure 9)   
According to earlier studies of area 17, the difference in the proportion of total 
feedback to area 18 arising from each extrastriate area can largely be attributed to the 
size of the area.  (Hilgetag and Grant, 2000, Cantone et al., 2005)  In order to better 
understand the relative number of connections from each extrastriate area, we analyze 
the distribution of connections arising from areas providing prominent feedback to area 
18 by comparing the peak densities of labeled cells across these areas. (Figure 10) 
This helps characterize the strength of the drive of the cortical input.  An area providing 
feedback to area 18 may have a lower overall proportion, but if each of its neurons 
providing feedback is within a more compacted volume, they may all have similar target, 
providing a stronger drive.  We expect that when we compare the peak densities within 
each cortical area, we will find that the areas all provide similar strengths in the cortical 
input drive.  The peak density within a cortical area is defined as the highest density 
within one of the reconstructed series of stacked counting bins.  The volume for the 
peak density is defined 150x150x40 µm3.   Despite the fact that when normalized, all 
areas would display similar distributions of total feedback, area 19 has a statistically 
greater peak density of cells providing feedback connections to area 18 than areas 21 
or the Ssy. Area 21 also has the lowest peak density, representing an even weaker 
cortical drive.  
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Most of the label is located in the infragranular layers (layers 5 and 6).  The 
feedback label is densest within the extrastriate areas 19, 21, and Ssy showing hints of 
an association with the anatomical borders between the areas 18 and 19, and between 
areas 19 and 21, while the label in Ssy, does not show any sign of areal border 
association.  The peak densities of labeled cells are much larger (up to 3.5 times) in the 
infragranular layers than in the supragranular layers. To determine the laminar 
contribution of feedback connections we compare the amount of labeled cells located in 
the infragranular layers to the supragranular layers in two cases (animal 217 and 221) 
where the difference of labeled cells in each layer was found statistically to be 
significant.  Within each area, there is a significantly larger proportion of feedback 
connections arising from the infragranular layers (means range between 70 and 88%) 
than from the supragranular layers (means range between 8% and 25%; and although 
there was very little layer 4 layer connectivity, we find the means ranging from 4% and 
9%).  (Figure 11A-C) 
To further quantify the spacing and clustering of labeled cells providing feedback 
projections and other corticocortical connections to area 18, we measure the average 
nearest neighbor distance among labeled cells.  We identify the nearest neighbor 
distance of a single labeled cell as the closest distance between itself and another 
neighboring cell, in any direction within the cortical area they are localized in (data for 
cells in the upper layers of area 21 were so sparse they were not included).  Our pooled 
analysis of each cortical area including less densely populated areas such as LT and 
area 20 shows that the average distance between a single labeled cell and its neighbor 
can indicate to us the clustering tendencies and overall density of each area. (Figure 12 
A- I) The more clustered an area is with projections to area 18, the more its distribution 
will migrate towards having a smaller distance, with a fairly high number of large 
distance frequencies which explain one cluster’s distance from another cluster.  After 
pooling all of our cases together, we measure the grand median of the nearest neighbor 
distance for each cortical area providing connections to area 18 including area 17 
(34.14µm), area 18 (39.48µm), area 19 upper layers (45.61µm), area 19 lower layers 
(39.55µm), area 21 lower layers (62.48µm), Ssy area upper layers (57.8µm), Ssy area 
lower layers (44.28µm), borders of area 17/18 (34.58µm), borders of area 18/19 
(55.4µm), borders of area 19/21 (41.58µm), and lateral temporal areas (57.74µm).  
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To proceed with more accurate understanding of the anatomical boundaries and 
characterize the extent of the feedback projections arising from the extrastriate areas 
19, 21, and the Ssy, we measure the cortical spread of these areas and compare them 
to the cortical spread of area 17 which provides feedforward to area 18.  (Figure 13) 
This gives us an indication of the extent of the label and how it differs between areas 
and types of projections.  By having an idea of the extent of the label and its cortical 
spread patterns, we can further study how they run along the isoazimuth lines or 
isoelevation lines, and whether there is congruency with the retinotopic maps of the 
visual cortex.  The maximal tangential extent in two of our three cases was similar in all 
three main cortical areas 19, 21, Ssy, with the feedforward inputs having a larger extent 
in all three cases. A summary diagram (Figure 14) shows us an overall view of the 
relative cortical inputs, their proportion, strength, and how far ventral the label is found 
in all cortical areas.  
 
DISCUSSION 
At the end, we find that the strongest feedback connections to area 18 arise from 
the cortical areas rostral to area 18 – areas 19, 21, and the suprasylvian cortex (Ssy) 
with a greater proportion coming from area 19, a fairly decent proportion arising from 
Ssy area, and a smaller proportion from area 21.  We find very few projections arising 
from posterior parietal areas (PPr and PPc), or lateral temporal areas. Throughout our 
analysis, we find that most of the label is located in the infragranular layers, with smaller 
contributions from the supragranular layers. The functional purpose of a larger set of 
feedback connections arising from infragranular layers is uncertain (Catone et al 
2005).With our nearest neighbor distance analysis, we also found the supragranular 
layers to have more dispersed clusters, with cells being similar in spacing in general to 
the spacing of cells in the infragranular layers.  In the Ssy and area 19 upper layers, 
there is more evidence of clustering patterns that is not found in the lower layers.  
Possibly the different layers provide different types of input and can shape the receptive 
field properties of their targets in various ways depending on whether they are 
infragranular or supragranular. We find that the clusters of labeled cells formed within 
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the cortical areas 19, 21, and Ssy tend to be very tightly knit, but a larger distance 
cluster-to-cluster than in the intrinsic or feedforward labeled cells.  The cortical spread of 
feedback label from areas 19, 21, and Ssy tend to all be fairly similar, with area 19 
consistently having the largest maximal tangential extent.   
Comparison with area 17 feedback projections 
 There are some similarities between the feedback projections in our area 18 
injection cases and cases with area 17 injections.  For starters, we find that in both 
types of feedback connections, the strongest proportion of feedback arises from the 
most proximal cortical area. There may also exist a trend where the next second 
proximal cortical area provides lesser feedback then the third rostral cortical area, but 
further studies in the feedback to areas 19, and 21 may be needed to see its validity.  
Additionally, some label in both cases clustered around anatomical borders, which 
followed a retinotopic map. Lastly, the feedback projections largely arise from the 
infragranular layers, with very little arising from supragranular layers.  
 Some differences are present when comparing the characterization of the cortical 
inputs to visual area 17 and those to visual area 18.  Obviously, area 18 is initially 
different in that it receives feedforward cortical inputs as well as feedback projections. 
We notice that area 18 receives very little feedback from area 21, which is not the case 
in area 17 cases.  The bulk of retrograde label is found within the visual cortical areas, 
and not nearly as much is found on the anatomical borders, when compared to Cantone 
et al (2005).   The feedback proportions arising from parietal areas PPc, PPr, and the 
Lateral Temporal areas area insignificant.  Given that our injections were located on 
dorsal cortex, we also find that quite a lot of label extends beyond the horizontal 
meridian (HM) into upper visual field representation, which is similar to findings in 
primate.  
Comparison with cat and primate area 18 injections 
Area 18 (or area V2) injections vary in many ways from area 17 (or area V1) 
injections across the cortex of the ferret, the cat, and the primate.  Ferrets, cats, and 
primates have analogous visual cortical areas 18 and 19 (primate V2 and V3), 
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particularly based on their caudal position in cortex, and how they all similarly include 
mirror reversals of retinotopic maps across V1-V2-V3 (area 17-area 18-area 19) Similar 
to our findings, area 18 injections in cat visual cortex tend to have a large proportion of 
their cortical inputs originating from area 17 and area 19, however, in cats, the major 
contribution of feedback to area 18 is from the Middle Suprasylvian (MS) (Payne and 
Lomber, 2003).  A very recent study also gave more insight on the cat feedback to area 
18, suggesting that a great deal more feedback to area 18 originates from the cat’s 
putative dorsal stream region posterolateral suprasylvian complex of areas (PLS) which 
is relatively similar to ferret Ssy. (Connolly et al, 2012) Although our results show that 
area 19 provides the largest feedback to ferret area 18, Ssy inputs provided a 
substantial proportion. In their findings via confining injections in area 19, a great deal of 
area 21 projections provided feedback to area 19 and much less to area 18. (Connolly 
et al, 2012) This is similar to what we found in ferret area 18 injections; proportionally, 
much fewer projections arise from area 21 than in an area 17 injections (Cantone et al, 
2005) This leads us to believe that area 21 cortical large pathways to area 17 may 
include  area 19 but very unlikely include area 18.  
Also in sharp contrast to ferret area 18 injections, there is a much greater 
proportion of feedback neurons located in the upper layers of the cat than seen in 
comparable ferret visual cortex.  (Payne and Lomber, 2003)  Additionally, their studies 
suggest there are no compound large pathways from MS cortex to area 18 that include 
another cortical area.    
We notice that injection in 18 when performed in the more dorsal region of the 
cortex provides label in the infragranular layers more ventral region of cortex.  Injections 
performed in area V2 (very close to ferret area 18) in primate visual cortex, (Jeffs et al 
2009) indicate that injections made at or near the horizontal meridian (HM) at the rostral 
border of area V2 result intra and interareal label in ventral cortex which represents the 
upper visual field. Dense label in ventral cortical areas representing the upper visual 
field was found at the border that is the presumptive location of the HM representation. 
They also show that visual field continuity across the horizontal meridian can be 
maintained by some interareal connections of V2d. Similarly, in our ferret injections, all 
our injections are located at or near the dorsal rostral border of area 18, and we find a 
great deal of dense intra-areal label in the ventral cortex, and also sparse but numerous 
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interareal label in the extrastriate areas including quite commonly clusters formed on or 
around the border of area 18/19 representing the presumptive location of the HM 
representation in the ferret visual field.   
Retinotopic pattern 
Our results show label patterns that resemble a retinotopic congruence with 
plenty of label found within the 17 and 18 borders, which equate to the vertical meridian, 
while some decent amount of label is found within the 18/19 borders which run along 
the line of more peripheral visual field. We found very sparse label again on the 19/21 
borders which also run along the vertical meridian.  With additional analyses of the 
callosal connections and electrophysiological measures, one can more fully determine 
the representation of feedback projections to area 18 in the visual field of the ferret 
cortex.  The clustering patterns of label within each cortical area also suggest the 
cortical inputs follow a retinotopic map.  Comparing our finding to the retinotopic 
summary map in the retinotopy study by Manger (2002), we find a break in label pattern 
between area 18 and area 19, which suggests the retinotopic maps are discontinuous 
between these areas, hinting at an areal boundary.  The same could be seen in the 
clustering patterns that show a break between area 19 and area 21, and likewise, a very 
obvious break in spread between area 21 and the Ssy, which all follow the areal 
boundaries.   
The overall cortical spread of label for area 19 is seen to go no further than -20o 
isoelevation lines above the HM, and lies somewhere between 20o and 30o below the 
HM.  Its most dense clusters appear to be just outside the zero meridian, which suggest 
more central fields of the visual map.  There is still a decent amount of label that lie 
within the 18/19 borders representative of peripheral visual fields. The overall cortical 
spread of label for area 21 lies between -20o isoelevation lines above the HM, and does 
not go below the elevation where the HM splits, and tends to remain relatively close to 
the zero meridian and posterior to the 35o azimuth.  The cortical spread of 21 is a lot 
closer to the extent measures for area 19 and Ssy label, which suggests that although a 
much greater deal of feedback projections were found in areas 19 and Ssy compared to 





There are some limitations to our studied cases, as our case animal 217 has an 
injection that we believe slightly intruded unto area 17. This indicates the possibility that 
some of the label we find in the PPc and PPr areas and the overall much higher number 
of label we find in this case can be a result of that slight intrusion.  We discover that 
area 18 injections also give rise to very odd label patterns, not as defined as in area 17 
cases, and at times noticed retrogradely labeled feedback cells projecting to area 18 
from areas much more rostral beyond the Suprasylvian sulcus.  Although these cells 
count for a very small and statistically insignificant percentage of the total feedback 
proportions, it is important to note that in none of the area 17 cases done in adults 
ferrets, even in juvenile ferrets, have there been labeled found that far rostral.  We 
suggest further studies on localizing these cells, figuring out what these cells represent 
and how many of them are active during signaling to further analyze and understand 
this phenomenon.   
For our cases, we did not use any electrophysiological measures of the receptive 
fields (RFs) to determine the visuotopic extent of the feedback projections in ferret, 
which gives us a limited understanding of the convergence factors within feedback 
connections.  Our anatomical measurements of the cortical spread and density (or 
clustering) of label within each cortical area may prove to be useful when compared to 
further visuotopic extent analyses that will give us a more in-depth insight on the 





1. Angelucci A, Clasca F, Sur M. (1996) Anterograde axonal tracing with the subunit B 
of cholera toxin: a highly sensitive immunohistochemical protocol for revealing fine 
axonal morphology in adult and neonatal brains. J Neurosci Methods 65:101 112. 
2. Angelucci A, Clascá F, Sur M. (1998) Brainstem inputs to the ferret medial 
geniculate nucleus and the effect of early deafferentation on novel retinal projections 
to the auditory thalamus. J Comp Neurol. Oct 26;400(3):417-39. 
3. Baker GE, Thompson ID, Krug K, Smyth D, Tolhurst DJ. (1998) Spatial-frequency 
tuning and geniculocortical projections in the visual cortex (areas 17 and 18) of the 
pigmented ferret. Eur J Neurosci. Aug;10(8):2657-68. 
4. Bullier J, McCourt ME, Henry GH. (1988) Physiological studies on the feedback 
connections to the striate cortex from cortical areas 18 and 19 of the cat. Exp Brain 
Res 70:90–98. 
5. Bullier, J. Girard, P. Salin, P.A. (1994) The role of area 17 in the transfer of 
information to extrastriate visual cortex, in: A. Peters, K.S. Rockland (Eds.), Primary 
Visual Cortex in Primates, Vol. 10, Plenum, pp. 301–330. 
6. Bullier, J., Hupé, J.M., James, A.C., Girard, P., (2001) The role of feedback 
connections in shaping the responses of visual cortical neurons. Prog. Brain Res. 
134, 193–204.  
7. Cantone G, Xiao J, McFarlane N, Levitt JB. (2005) Feedback connections to ferret 
striate cortex: direct evidence for visuotopic convergence of feedback inputs. J 
Comp Neurol Jul 4;487(3):312-31. 
8. Connolly JD, Hashemi-Nezhad M, Lyon DC. (2012) Parallel feedback pathways in 
visual cortex of cats revealed through a modified rabies virus. J Comp Neurol. Apr 
1;520(5):988-1004.  
9. Danscher G (1982) Exogenous selenium in the brain: A histochemical technique for 
light and electron microscopic localization of catalytic selenium bonds. 
Histochemistry 76:4281–4293. 
10. Felleman DJ, Van Essen DC. (1991) Distributed hierarchical processing in the 
primate cerebral cortex. Cereb Cortex 1:1–47.  
29 
 
11.  Fitzpatrick D. (1996) The functional organization of local circuits in visual cortex: 
insights from the study of tree shrew striate cortex. Cereb Cortex. May-Jun;6(3):329-
41.  
12. Gilbert CD, Wiesel TN (1979) Morphology and intracortical projections of functionally 
characterised neurones in the cat visual cortex. Nature. Jul 12;280(5718):120-5. 
13. Gilbert CD, Wiesel TN (1983) Clustered intrinsic connections in cat visual cortex.  J 
Neurosci. May;3(5):1116-33. 
14. Gilbert CD, Wiesel TN (1989) Columnar specificity of intrinsic horizontal and 
corticocortical connections in cat visual cortex. J Neurosci. Jul;9(7):2432-42. 
15. Girard P, Salin PA, Bullier J. (1991) Visual activity in areas V3a and V3 during 
reversible inactivation of area V1 in the macaque monkey. J Neurophysiol. 
Nov;66(5):1493-503.  
16. Hilgetag CC, Grant S. (2000) Uniformity, specificity and variability of corticocortical 
connectivity. Philos Trans R Soc Lond B Biol Sci 355:7–20. 
17. Hirsh JA, Gilbert CD. (1991)  Synaptic physiology of horizontal connections in the 
cat's visual cortex.  The Journal of Neuroscience, 1 June, 11(6): 1800-1809;  
18. Huang JY, Wang C, Dreher B.(2007) The effects of reversible inactivation of 
postero-temporal visual cortex on neuronal activities in cat's area 17. Brain Res. Mar 
23;1138:111-28.  
19. Hupé, J.M., James, A.C., Payne, B.R., Lomber, S.G., Girard, P., Bullier,J., (1998) 
Cortical feedback improves discrimination between figure and background by V1, V2 
and V3 neurons. Nature 394,784–787. 
20. Innocenti GM, Manger P, Masiello I, Colin I, Tettoni L. (2002) Architecture and 
callosal connections of visual areas 17, 18, 19 and 21 in the ferret (Mustella 
putorius). Cereb Cortex 12:411–422. 
21. Jeffs J, Ichida JM, Federer F, Angelucci A. (2009) Anatomical evidence for classical 
and extra-classical receptive field completion across the discontinuous horizontal 
meridian representation of primate area V2. Cereb Cortex. Apr;19(4):963-81. 2008 
Aug 28. 
22. Kaas JH, Krubitzer LA. (1991). The organization of extrastriate visual cortex. In: 
Dreher B, Robinson SR, editors. Neuroanatomy of the visual pathways and their 
development. London: Macmillan. p 302–359. 
30 
 
23. Kennedy H, Bullier J, Dehay C.(1985) Cytochrome oxidase activity in the striate 
cortex and lateral geniculate nucleus of the newborn and adult macaque monkey. 
Exp Brain Res.;61(1):204-9. 
24. Lamme VA, Supèr H, Spekreijse H. (1998) Feedforward, horizontal, and feedback 
processing in the visual cortex. Curr Opin Neurobiol. Aug;8(4):529-35. Review. 
25. Lund JS, Lund RD, Hendrickson AH, Fuchs AF. (1975) The origin of efferent 
pathways from the primary visual cortex of the macaque as shown by retrograde 
transport of horseradish peroxidase. J Comp Neurol 164:287–304. 
26. Lund,JS. (1973). Organization of neurons in the visual cortex, area 17, of the 
monkey (Macaca mulatta). J Comp Neurol. Feb 15;147(4):455-96. 
27. Lyon DC. 2007. The evolution of visual cortex and visual systems. In: Krubitzer LA, 
Kaas JH, editors. Evolution of nervous systems. Oxford: Academic Press. p 249–
261. 
28. Maffei R, Fiorentini A. 1976. The unresponsive regions of visual cortical receptive 
fields. Vision Res 16:1131–1139. 
29. Malach R, Amir Y, Harel M, Grinvald A. (1993) Relationship between intrinsic 
connections and functional architecture revealed by optical imaging and in vivo 
targeted biocytin injections in primate striate cortex. Proc Natl Acad Sci U S A. Nov 
15;90(22):10469-73. 
30. Manger P, Kiper D, Masiello I, Murilo L, Tettoni, Hunyadi Z, Innocenti GM. (2002a.) 
The representation of the visual field in three extrastriate areas of the ferret (Mustella 
putorius). Cereb Cortex 12:411–422. 
31. Maunsell JH, Newsome WT. (1987) Visual processing in monkey extrastriate cortex. 
Annu Rev Neurosci. 1987;10:363-401. Review. 
32.  Maunsell JH, Van Essen DC (1987) Topographic organization of the middle 
temporal visual area in the macaque monkey: representational biases and the 
relationship to callosal connections and myeloarchitectonic boundaries. J Comp 
Neurol. Dec 22;266(4):535-55. 
33.  Nelson JI, Frost BJ. (1985) Intracortical facilitation among co-oriented, co-axially 
aligned simple cells in cat striate cortex. Exp Brain Res. 1985;61(1):54-61. 
31 
 
34. Payne BR, Lomber SG. (2003) Quantitative analyses of principal and secondary 
compound parieto-occipital feedback pathways in cat. Exp Brain Res. 
Oct;152(4):420-33.  
35. Payne BR. (1993). Evidence for visual cortical area homologs in cat and macaque 
monkey. Cereb Cortex 3:1–25. 
36. Rockland et al., (1982); Anatomical binding of intrinsic connections in striate cortex 
of tree shrews (Tupaia glis). J Comp Neurol. Jul 20;209(1):41-58. 
37. Rockland KS (1985) Anatomical organization of primary visual cortex (area 17) in 
the ferret.  J Comp Neurol. Nov 8;241(2):225-36. 
38. Rockland KS, Lund JS (1983). Intrinsic laminar lattice connections in primate visual 
cortex. J Comp Neurol. May 20;216(3):303-18. 
39. Rockland KS, Lund JS. (1982) Widespread periodic intrinsic connections in the tree 
shrew visual cortex. Science. Mar 19;215(4539):1532-4. 
40. Rockland, K.S. Pandya, D.N. (1979) Laminar origin and terminations of cortical 
connections of the occipital lobe in the rhesus monkey, Brain Res. 179, pg 3–20. 
41. Salin PA, Girard P, Kennedy H, Bullier J. 1992. Visuotopic organization of 
corticocortical connections in the visual system of the cat. J Comp Neurol 320:415–
434. 
42. Sandell, J.H., Schiller, P.H., (1982) Effect of cooling area 18 on striate cortex cells in 
the squirrel monkey. J. Neurophysiol. 48, 38–48. 
43. Sherk, H (1978) Visual response properties and visual field topography in the cat's 
parabigeminal nucleus. Brain Research, Volume 145, Issue 2, 28 April, Pg 375-379 
Girard et al., 1991;  
44. Sherman S.M., Guillery R.W., (1998)  On the actions that one nerve cell can have on 
another: distinguishing “drivers” from “modulators”  Proc. Natl. Acad. Sci. U. S. A., 
95, pp. 7121–7126 
45. Shipp S, Adams DL, Moutoussis K, Zeki S. (2009) Feature binding in the feedback 
layers of area V2. Cereb Cortex. 2009 Oct;19(10):2230-9.  
46. Ts’o DY Gilbert CD, Wiesel TN (1986) Relationships between horizontal interactions 
and functional architecture in cat striate cortex as revealed by cross-correlation 
analysis. J Neurosci. Apr;6(4):1160-70. 
32 
 
47. Van Essen DC, Maunsell JH. (1983) Hierarchial organization and functional streams 
in the visual cortex. Trends Neurosci 6:370–375. 
48. Van Essen DC, Newsome WT, Maunsell JH. (1984) The visual field representation 
in striate cortex of the macaque monkey: asymmetries, anisotropies, and individual 
variability. Vision Res.;24(5):429-48. 
































































Figure 14.  A summary diagram comparing the feedback projections to area 18 with the feedback projections to area 17. The circular 
areas represent the visual area receiving cortical inputs. The surrounding squares represent extrastriate areas providing cortical 
inputs. The width of the arrows pointing towards the circles indicates their relative proportion, and strength.  White arrows represent 
the extent of label that did not cross the HM. Beige arrows within each area represent label that has gone past the HM and their 
relative extent. As can be noticed immediately, there are no beige arrows within the areas that project to area 17 injection cases 
indicating that no label appeared far ventral in the cortex. The yellow arrow is for the feedforward projection from area 17 to area 18.  
