Abstract. Meshless methods have shown increased accuracy and better convergence rates compared to other well-known simulation methods in a variety
INTRODUCTION
Meshless methods (MMs) have been used for solving problems that are difficult or impossible to be dealt with by mesh related procedures of established simulation methods like the finite element method (FEM). Problems of large deformations, discontinuities, contact and moving boundaries or problems demanding very high accuracy, are some of the problems MMs are mostly used. In MMs there is no need to construct a mesh while the solution and its derivatives are continuous throughout the domain of interest leading to more accurate stress distributions as well as to less sensitive to distortions due to large deformations. In areas where increased accuracy is needed, refinement by adding nodes (h-adaptivity) may implemented effortlessly. Moreover, established methods like FEM may be partially enriched with features of some MMs, or be coupled with, enhancing their effectiveness.
One of the first and most prominent meshless methods is the element free Galerkin (EFG) method introduced by Belytschko et al.. EFG requires only nodal data and no element connectivity is needed to construct the shape functions. However, a global background cell structure is necessary for the numerical integration. Moreover, since the number of interactions between nodes and/or integration points is heavily increased, due to large domains of influence, the resulting matrices are more densely populated and the computational cost for the formulation and solution of the problem is much higher than in the conventional FEM.
The calculation of the shape functions and shape functions derivatives that are used to construct the stiffness matrix add significantly to the abovementioned computational cost. EFG uses the moving least squares procedure, where the approximation of the displacement field is expressed as a polynomial with non-constant coefficients. In order to determine these coefficients, a weighted residual is solved for every point of interest, usually the Gauss points. Each time the domain of influence changes or a new node is added or subtracted from the domain, the shape functions and their derivatives have to be re-calculated for the influenced areas. Thus, in the context of an adaptive scheme this procedure can be burdensome.
BASIC INGREDIENTS OF THE MESHLESS EFG METHOD
The approximation of a scalar function in the meshless EFG method can be written as
where ( are the shape functions, ( are the values of the scalar function at node located at position x ( , and is the set of nodes for which ( x obtains non zero values. The shape functions in eq.(1) are only approximants and not interpolants, since generally ( ≠ (x ( ).
The shape functions ( are obtained from the weight coefficients ( , which are functions of a distance parameter = x ( − x ( where ( defines the domain of influence (DoI) of each node . The size primarily, but also the shape of the domain of influence, is crucial to solution accuracy, stability and computational cost, as it co-defines the degree of continuity between the nodes and the bandwidth of the resulting system matrices.
If p x is a complete polynomial of length and a x contains non-constant coefficients that depend on x: a x = 8 x 9 x : x … < x = (2) then the approximation ? is expressed as a polynomial of length with non-constant coefficients. The local approximation around a point x, evaluated at a point x is given by
In two dimensional problems, the linear basis p x is given by
and the quadratic basis by
The minimization of a functional x defined by a weighted average over all nodes ∈ 1, … , :
determines the parameters L x at any point x. In eq.(6) the parameters ( are specified by the difference between the local approximation @ ? x, x and the nodal value ( , while the weight function satisfies the condition ( − ( ) ≠ 0.
An extremum of x with respect to the coefficients L x can be obtained by setting the derivative of with respect to a x equal to zero. This condition gives the following relation
where the moment matrix A(x) is defined as
and
The approximants ? can be defined by solving for a x in eq. (7) and substituting into eq. (3):
which together with eq.(1) leads to the derivation of the shape function ( associated with node at point x:
A solution of a local problem A x z = p x of size × is performed whenever the shape functions are to be evaluated. This constitutes a drawback of moving least squares (MLS)-based MMs since the computational cost can be substantial, while it is possible for the moment matrix A x to be ill conditioned. In adaptive procedures, where nodes are gradually added and the shape functions of enriched areas are recalculated at each adaptive step, the required computational effort can be considerably increased.
The Galerkin weak form of the above formulation gives the discrete algebraic equation
with stiffness matrix components
and force vector f ( (14) In 2D problems, matrix B is given by
(,f (15) and subsequently in 3D problems by
Due to the lack of the Kronecker delta property of shape functions, the essential boundary conditions cannot be imposed the same way as in FEM. Several techniques are available such as Lagrange multipliers, penalty method and EFG -FEM coupling.
For the integration of eq. (13), virtual background cells are considered by dividing the problem domain into integration cells over which a Gaussian quadrature is performed: (17) where are the local coordinates and n is the determinant of the Jacobian.
FORMULATION OF THE SHAPE FUNCTIONS BY PARTS
The shape functions of eq. (11) (18) where the weight function x − x w and the polynomial p x depend only on the position of the node under consideration. Thus for cubic spline weight function:
sJt(u?sv consists of two parts that can be computed independently to each other.
where
The enriched shape function ( associated with node at point x is calculated from eq.(11) as follows:
where the issue of the inverse of the sum of two matrices arises. Following the Binomial inverse theorem:
If and + are invertible, then
the inverse matrix of eq. (21) can be easily calculated since (
V9 is already computed from the initial step. Thus,
Then, since
the enriched shape function is given by:
The above derivation expresses the enriched shape functions as the sum of the initial shape functions and the contribution of the newly added nodes.
The proposed formulation is demonstrated in the following one-dimensional problem.
Consider an interval 0 4 x ≤ ≤ divided into four unequal parts by five nodes, as shown in Fig. 
1.

Fig. 1: Node distribution 1D example. initial nodes, added node
The typical expression of the shape functions for each node is given by eq. (11) 
Eq. (8) for the initial nodes m and the additional node n is written: For the example of Fig. 1 , the first term includes the value of the shape functions for the first four nodes (m=4), at a certain Gauss point, and the second term the value of the shape function for the fifth node (n=1).
The weighted moment matrix A can also be separated into two parts as follows:
Using the Binomial inverse theorem, we obtain and
The first term of eq. (35) describes the values for the shape functions of the initial four nodes which divide the domain into three sections. The second part of the eq.(35) modifies the initial part, when the fifth node is added into the problem domain in order to add the contribution of the added node and retain the partition of unity. These figures illustrate the degree of modification of the existing shape functions at a specific domain when an extra node is added, since the shape function of the added node affects the values of all nodes of that DoI. The above process is directly extendable to more than one nodes, and in two or three dimensions.
The shape function derivatives which are necessary for the construction of the stiffness matrix (eqs. (13) and (15)) are as follows: In order to illustrate the effect of the proposed refinement implementation to the shape function derivatives we consider again the problem shown in Fig. 1 . The first part of the derivatives corresponds to the first four nodes and describes the values for the first derivative of the shape functions when the fifth node is not added in the problem domain. The second term modifies the initial part when the fifth node is added into the problem domain. 
EXPLICIT ANALYTICAL FORM FOR TYPICAL ARRANGEMENT OF NODES
The case of uniform arrangement of nodes, though restricting, is used in a number of meshless analyses, especially in the main areas of even geometrically irregular bodies. For this case an analytical form of the derived shape functions could be produced, diminishing the computational effort of the shape function construction stage. 
where L is the average length of the domain of influence.
HIERARCHICAL TYPE 1 REFINEMENT OF THE STIFFNESS MATRIX
The derivation of the shape functions and their derivatives in two parts leads to the adaptive formulation of the stiffness matrix when extra nodes are added in the problem domain. Therefore the shape functions of the initial m and the additional n nodes in the problem domain are given by eq. (27). Similarly, the partial derivatives of the shape functions are expressed by: The enriched global stiffness matrix components is obtained from eq. (13):
where for 2D elasticity problems The first part of ℎ corresponds to the first m nodes, while the second term contains the contribution of the additional nodes and their interactions with the existing terms. In this respect, only matrix needs to be calculated at the refinement step, instead of recalculating the enriched matrix from the beginning, a process that saves substantial computational effort.
In order to demonstrate the stiffness matrix topology of the hierarchical h-type refinement, the 2D cantilever of Fig. 7 subjected to a parabolic load at the free end is considered. Problem details are given in Table 1 . The beam is analyzed with a 11x4 node distribution as shown in Fig. 7 . The set of nodes with initial and added nodes is illustrated in Fig. 8 . 
Fig. 7 -Initial arrangement of nodes and integration points
A node enrichment is subsequently performed with the addition of 8 new nodes in the problem domain indicated with the symbol as seen in Fig. 8 .
The calculation of the stiffness matrix is performed with standard procedure and the proposed two hierarchical schemes. For the second hierarchical procedure, only the additional matrix is computed and then added to the existing initial stiffness matrix. Fig. 9 illustrates the topology of the non-zero elements of the stiffness matrices before and after refinement. Matrix expresses the influence of the additional nodes. Fig. 9 (d) depicts ℎ after renumbering. 
We consider the (m+n) node influence as additional refining functions that enrich the existing shape function field and choose to retain 9:< x unchanged. In order to achieve this type of hierarchical formulation the last term of eq. (45) is omitted leading to:
9:< x = = x 9:< x which introduces an approximation since it violates the partition of unity.
The enriched shape function values is now applied for the extra nodes only, without the need for modification of the existing shape functions. Therefore, for the existing nodes:
9:< x sJt(u?sv = 9:< x (J(p(qr (47) and for the additional nodes (refinement functions): The global stiffness matrix component (L is assembled using eq. (13) Moreover, specially tailored solution procedures can be applied that avoid refactorization of the initial stiffness matrix in a similar manner as applied in hierarchical FEM, which further reduces the solution effort of the resulting algebraic equations.
The proposed hierarchical type 2 refinement formulation is demonstrated using the 2D cantilever of Fig. 7 with the refinement scheme depicted in Fig. 8 . The addition of the extra nodes is performed with the hierarchical concept described previously. The already calculated values of the shape functions of the first 44 nodes, are kept unaltered, and the influence of the shape functions of the 8 additional nodes to the initial nodes is omitted. In Fig. 10 the additional shape function of node 48 and the influence on the initial nodes is demonstrated. The stiffness matrix of the initial 44 nodes (( , is not affected by the additional nodes. To perform the hierarchical refinement only matrices (L <(fsv and LL qvv(p(€Jqr from eq. (55) and eq.(56) need to be computed. Fig. 11 illustrates the sparsity pattern of the matrices, used to assemble the final stiffness matrix of the cantilever in which LL qvv(p(€Jqr is (16x16) and (L <(fsv is (16x56). The final K sJt(u?sv has the same pattern of non-zero terms as depicted in Fig. 9c and 9d of the type-1 hierarchical refinement. However, the stiffness terms corresponding to the initial nodes are not modified as per the additional terms illustrated in Fig. 9b . In order to compare the two hierarchical formulations proposed, the energy and displacement norms are calculated before and after the addition of new nodes. For illustration purposes, only the shear stress field for each case is plotted in Fig. 12 . 
