Abstract -There is an increasing interest in the description and representation of fish species images. For that purpose, Content-based Image Retrieval (CBIR) is applied. Due to the uncontrolled deep sea underwater environment, it is very hard to accurately estimate the similarities between the fishes and retrieves them according to its species due to ineffective visual features extraction for fish image representation. In this paper, CBIR for representation and description of fish is reviewed. Shape is one of the most important features to describe fish. This paper considers the combination of global and local shape features. Existing combination is carefully studied and the importances of global and local shape features are presented. The focus of possible future works is also suggested.
INTRODUCTION
Developments in image capture device and photo sharing services that enables users to share photos on a variety of social networking platforms such as Facebook and Instagram have resulted in a huge increase in the number of still images that are stored in digital format. The increasing number of images makes the process of image retrieval even more difficult. Hence, there is awareness on the importance of managing and organizing the collection of images systematically in databases. Images that are in the database can be retrieved through query. There are two types of query format: text-based and content-based [1] .
A. Text-Based Image Retrieval
Text-based image retrieval has started since 1970s, where it uses textual caption as query [2] . It is based on the idea of storing keyword, textual description or a set of keywords of the image content, created and entered manually by a human annotator [3] . To start the search, the user must enter the keywords related to the images. The system will find the image in the database that matches or is closest in meaning to the keywords entered. Uses of the right keywords are important to ensure the accurate image is being retrieved. If the user does not specify the right keywords, the desired image may be forever unreachable [4] .
Besides manually labeling large databases of images is not feasible or very expensive [2] , this approach may also cause differences in human perception which leads to differences in image annotations. This can definitely contributes to retrieval inaccuracy. To overcome these disadvantages, researchers developed Content-based Image Retrieval (CBIR), a system that is capable to represent images based on its extracted content-based features, rather than utilizing keywords or text descriptions [4] .
B. Content-Based Image Retrieval
CBIR was introduced in the early 1980s [1] as an improvement to the text-based image retrieval [5] . It is effective, efficient and able to extract low-level features such as color, shape and texture of the images automatically [6] . The systems aim to help and retrieve images based on their visual properties. The system will perform similarity measure to make comparison between the images features located in databases and the features of query image [3] .
Technically, a typical CBIR system interpreted the images in the database and query image as a group of features. The relevant features between target images in databases and the query images are sorted after similarity measures are calculated. A lot of studies have been conducted and various kinds of CBIR systems have been developed including Query by Image Content (QBIC), Photobook and Visualseek [6] . However, the extent to which the system is able to achieve accurate results is still an issue to be explored.
The performance of CBIR systems depends on the method of feature extraction, feature matching process and feature storage procedures [7] . For this paper, the feature extraction will be discussed in depth. Feature extraction can be considered as one of the most important components in a CBIR system. This is because extraction of the wrong features may lead to irrelevant representation of the image characteristics. There are two types of features; low level features and high level features. Information extracted from an image such as shape, color, texture, spatial or any information that can be obtained from the image content itself are known as low level features while high level semantic is based on human perception or what the human thinks of the image. The way how computer and human interpret the images are different, and the interpretation gap is referred as 'semantic gap' [1] .
C. Semantic CBIR
The 'semantic gap' between those two types of features may affect the accuracy of the CBIR systems. Various methods and algorithms have been proposed in order to tackle this 'semantic gap' problem. Though a lot of experiments and studies have been performed, retrieval results of the existing CBIR systems are still far from user expectations, especially for specific domain.
The selection of suitable features for specific domain can help to reduce the 'semantic gap'. Compared to color and texture, shape is better in differentiating between objects in an image. It is well understood since human perception is usually based on shape of an object [4] .
D. Fish
Fisheries are receiving high attention and have become one of the main research topics recently [2] . It is because fish plays an important role in our everyday life. They not only represent an important source of food and livelihoods, but also because of the human desire to know more about fish. The increasing number of fish population found makes them difficult to manage.
Staying informed regarding fish populations and examining their behavior in a few unique circumstances is a task which sea life scientists battle with, due to the challenges in the accumulation of valuable information and typically used procedures that somehow modify the environment under observation [8] .
Due to deep sea uncontrolled underwater environment, challenges of these images are low resolution and to be invariant to translation, rotation and scaling transformations. Only few approaches of feature extractions for fish have been proposed. Present methods have largely been driven by commercial fish images, where images are of good quality captured in lab or in controlled environments (i.e., cameras, fixed background, lighting and objects in the water, and known number and types of fish).
Due to the complexity of the fish images, it will be more effective to use the low level visual features. Previous study by Sheikh et al. [3] proves that shape is better than color and texture to describe fish.
II. SHAPE DESCRIPTOR

A. Classification of shape descriptor
Numerous studies have been done on shape descriptors for image retrieval systems. Shape is a vital visual feature for describing objects. There are six criteria which have been set for shape descriptor by MPEG-7. A good shape descriptor must have a hierarchical representation, good retrieval accuracy, general application, compact features, low computation complexity and robust retrieval performance [9] . Shape-based image retrieval can be categorized into two groups, contour-based shape descriptors and region-based shape descriptors [4] . They can further be divided into two types of features, which are global feature and local feature. The complexity of the shape of an object demands improvement in shape extraction techniques.
B. Contour-based
Contour-based shape descriptors describe images based on the boundary lines of objects. Some of the well-known contour-based shape descriptors are curvature scale space, wavelet descriptors, Weber local descriptor, Fourier descriptors, contour point distribution histogram, and chain codes. Contour-based methods are usually easier to derive.
However, these approaches could not capture the shape's interior content and also unable to deal with disjoint shapes where there is no boundary available. For these reasons, contour-based shape descriptors are not suitable for complex shapes that consist of several disjoint regions such as clip art, emblem, trademark or various shapes in natural scenes. For such shapes, region-based shape descriptors are more suitable [9] .
C. Region-based
Region-based shape descriptors on the other hand consider the whole area of an object within an image. It is the most suitable for complex shapes [9] . Region-based shape descriptors include Zernike moments (ZMs), geometric moments, Fourier descriptors and moment invariants. Performance comparison between Moment invariants, Generic Fourier, Angular radial transform, Wavelet moments, and ZMs by Singh and Sharma [10] shows that ZMs is the most effective region-based shape descriptor. ZMs is very effective in retrieving images from a large image database [9] . This is due to its minimum information redundancy, expression efficiency, fast computation, robustness to noise, and multi-level representation for extracting the various shapes of patterns. With a proper normalization method, scale invariance can also be achieved. Therefore, ZMs are used extensively.
Though ZMs is good in extracting the shape feature of an image, the capability to extract however is limited to only global features. The extraction of only global or only local features might not support the information needed by the system to retrieve image accurately. Furthermore, the performance of these descriptors depends on image normalization.
Local features are less affected by geometric transformations such as rotation, scaling and translation. The combination of local and global features can compensate the effect of normalization and discretization errors.
D. Combination of local and global shape feature
Due to the different characteristics of global and local shape features, it has been found that the fusion of these two types is desirable in order to improve the performance of image retrieval systems [11] . Farokhi, Sheikh, Flusser and Yang [12] employed Hermite Kernels (HKs) as a local feature extractor and proposed a fusion rule for combining global and local features. In all experiments, they applied the method in three ways: global features on ZMs only, HKs features only and both together (ZMHK). The result shows that ZMHK improved the accuracy of the systems.
Singh and Pooja [11] conducted an experiment using ZMs as global feature descriptor and Hough line to centroid distance (HLTC) as local feature descriptor. They tested for retrieval using ZMs only, retrieval using HLTC only, and retrieval using both descriptors. From the number of images retrieved which are similar to test image, it can be concluded that the fusion of global and local features of images improved the performance of the system. Goyal and Walia [4] proposed Local Directional Pattern with variance (LDPv) as local features descriptor. The study showed that combination of both global and local features gave higher retrieval result compared to global or local features alone. In their study, they tested the accuracy of ZMs as global feature alone and combination of ZMs with various local feature descriptors such as Uniform LBP (ULBP), Local binary pattern histogram Fourier (LBP-HF), Center symmetric (CS-LBP), Haar wavelet and LBP (HLBP) and LDPv using various similarity measures (Euclidean distance, Manhattan distance, Changed Manhattan distance, Combined Changed Manhattan and Euclidean distance, and Chi-square distance) and three datasets (region-based image, contour-based image and trademark image). For region-based shapes, combination of ZMs with LDP gave higher retrieval accuracy while for contour-based shapes was ZMs with CS-LBP. However their system used image dataset from MPEG7 which is simple, with clear background and of high quality.
Based on the several works mentioned above, it can be concluded that the combinations able to contribute to achieve higher retrieval accuracy in image retrieval systems. However, most of these works are tested on general datasets. Fish has a very unique form and it is considered a challenging task to describe and retrieve fish images since the images are usually taken from different viewpoints, sometimes blurred images, and fish species do not possess consistent color, shape and textural appearances. Therefore, there is still a need of a method that fuse global and local shape features together and at the same time is invariant to basic transformations to boost the retrieval performance. CBIR are usually domain-dependent where approaches or methods used for one domain might not work well for the rest. It is believed that further explorations needs to be done with regards to the fusion of global and local features descriptor suitable for fish species images. The summary of the literature review on CBIR global-local fusion works is as shown in Table I .
E. Feature representation methods for fish species images
Hu et al. [13] developed a system to classify fish species based on color and texture features using a multi-class support vector machine (MSVM). They first extracted the color features, statistical texture features and wavelet-based texture features of the color and texture sub images before composing six groups of feature vector. The dataset used consists of six fresh water fish species that are common in China, captured by Nokia N8-00 smartphone camera with size 1024 x 768 sent via MMS. For color features, because of the images are from smartphone camera which in RGB color mode, therefore fish texture images were converted to HSV space and HSV color features were extracted as well. For texture feature extraction, they extracted the grayscale histogram (GH) based texture and grey level co-occurrence matrices (GLCMs) based texture. The finding of the study is, when the color properties added to the grey images, the classification performance improved significantly. When the image is converted to HSV space, the results are enhanced. According to this study, texture features might not be the best for fish classification. The accuracy and classification results still high, but less than color features. The disadvantage of this study is, because the image comes from the farms, they just photographed certain part of the fish. Therefore, they did not perform extraction on shape features. Shape features are not considered in this study.
Zheng, Zhong and Zhang [16] proposed a system to automatically recognize fishes based on their digital pictures. Then the recognition of the pictures is translated into few keywords, and retrieval of the similar images from the database is done based on the keywords. They adopted Service Oriented Architecture (SOA) to enable quick deployment of the project and worldwide access by user. The images are processed by removing the noise, adjusting the direction, turning to gray-scale, and edge sharpening. For ontology retrieving services, digital measurement is performed to get the size, angle, and texture information. The contribution of this study is the adoption of Web Service technology in the system. The implementation of morphological and lexicon ontology services helped in the building up of the knowledge base and also provide the possibility of automatic importing from existing fish knowledge database. This SOA based fish recognition system can successfully handle the image uploading, preprocessing, feature extraction and matching the knowledge correlation and presentation. This system also helps the global sharing of the fish information. The disadvantage of this system is, it can only process the side view image of fish with a clean background and good illumination. This is because for most fishes, their side view pictures provide a better visualization of their geometrical features. This system also do not consider color feature.
Yao, Duan, Li and Wang [14] focused on image segmentation method for fish, and proposed combination of the K-means clustering segmentation algorithm and mathematical morphology. A collection of fish images with complex background are used as dataset. They improved Kmeans clustering algorithm to make it suitable for fish images. They firstly processed the original images by converting them to gray scale. Then they applied the proposed algorithm and get the result. To obtain the boundary of the fish body and to get contour image of the fish, they adopted the mathematical morphology. They compared their method with Otsu, Canny edge detection, level set segmentation, EM clustering segmentation algorithm, and traditional K-means clustering segmentation algorithm. The advantage of this study is, they considered the images with complex background, which is very challenging while a lot of research on fish segmentation or feature extraction considered the image with clear background or the picture of the fish is taken in controlled situation.
Wang, Ji, Liang and Yuan [15] proposed a CBIR system that focused on the method for identification of butterfly families. This study experimented with various shape, color, and texture features. Compared to color and texture, shape is the most important feature in identifying butterfly families. As butterfly shares almost the same physical characteristics; rich in color, texture, and their shape to represent their family, this study might be suitable for fish.
The summary of the literature review on CBIR for fish works is as shown in Table II .
III. DISCUSSION
There are two groups of shape descriptors; contour-based shape descriptors and region-based shape descriptors. They can further be divided into two types of features, which are global and local features.
Several efforts have been devoted to the recognition of digital images but still, there are a lot of rooms for improvement. One of them is shape-based feature extraction technique. Due to the uncontrolled deep sea underwater environment, it is a challenge to come up with a contentbased shape feature representation that not only able recognize low resolution fish images but at the same time be invariant to rotation, scaling, and translation.
Fish has a streamlined body shape which allows it to move easily through the water with minimal frictional drag. The movements are not fixing to either horizontally or vertically.
It is hard to capture fish images in proper position. Due to this condition, it is important for the CBIR system for fish domain to be rotation, scaling and translation invariant.
Representation and description techniques gained a lot of attention in the last years wherever many researchers utilize these techniques in order to enhance the image retrieval fields. The extraction of global features only or local features only might not be enough to achieve effective image representation. The fusion of global and local shape features is one of the approaches that can be used to overcome this problem.
Few research on combining global and local shape features has been done. Some of the research tested on the accuracy by comparing the results of global feature only, local feature only, and the combination of them. Experiments have shown that the combination of global and local features achieved higher retrieval accuracy. However, the combination is not focusing on fish images with complex background. Since fish images are categorized as complex image, the extraction and fusion method specifically for fish images are needed.
Combination of ZMs and LDP is believed to be suitable for extracting the global and local shape features of fish images. However, the method did not check for noise robustness and is not invariant to basic transformations. For fish images with complex background, these two characteristics are important because due to uncontrolled deep sea underwater environment, the images are usually of low resolution and the fishes are usually in various sizes, position, and angle although they belong to the same species.
There are small amount of CBIR developed specifically for fish domain, with each of the systems are focusing on different aspects (segmentation, feature extraction, semantic, fusion method). The extraction of wrong features might lead to irrelevant representation. Even though it is very important component of the CBIR system, but very few research have been done on feature extraction for fish domain. Apart from that, the types of dataset used in most of the previous works are also different from one another. The images are very clear because it is captured under controlled environment. Most of the previous works limited to only fish images with side view only, with clean background and good illumination. To our knowledge, no study has been conducted to extract the global and local features of fish images with complex background.
IV. CONCLUSIONS
This paper presents an overview of the current available literature on CBIR in the fish domain. It evaluates the recent developments of image retrieval and highlighted the needs of content-based feature representation methods for fish images.
The necessity to combine global and local shape features for fish image retrieval is detailed out. This need is mainly due to the challenges of the fish images itself, where they are usually taken from different viewpoints, sometimes blurred images, and varies in shape appearance. The previous developed systems on combining global and local shape features are critically reviewed. Although combination of local and global shape features is capable to achieve higher retrieval accuracy in image retrieval system, but it is still a long way to fulfill users need, especially for specific domain.
Future work will include improving the global-local fused method so that it will be invariant to basic transformations and robust to noise. Investigation on the color feature descriptors for possible combination with the shape feature will also be done.
