Abstract. The existence of complete minimal surfaces in a ball was proved by N. Nadirashvili in 1996. However, the construction of such surfaces with nontrivial topology remained open. In 2002, the authors showed examples of complete orientable minimal surfaces with arbitrary genus and one end. In this paper we construct complete bounded nonorientable minimal surfaces in R 3 with arbitrary finite topology. The method we present here can also be used to construct orientable complete minimal surfaces with arbitrary genus and number of ends.
Introduction
This work is part of a series of papers about the admissible topological type of a complete bounded minimal surface in R 3 . The first example of such a surface, due to Nadirashvili [5] , had the topology of a disk. His proof consisted of successive modifications of the Weierstrass representation of a minimal surface that involved the use of the classic Runge's theorem in the plane. Since Nadirashvili's result, examples with more complicated topological type were constructed: annuli in [4] , and orientable surfaces with finite genus and one end in [2] . The second family of examples was obtained by combining Nadirashvili's ideas with a technique that solves period problems for minimal surfaces with arbitrary genus. In this paper we extend this kind of result to the nonorientable case. Actually, we have proved:
Theorem. For any genus σ ≥ 1 and any k ∈ N, there exists a complete bounded nonorientable minimal surface in R 3 with genus σ and k ends.
Similar techniques to those developed in [5] and [2] have been applied to the orientable double covering of our nonorientable surfaces. However, in this case the Weierstrass have to satisfy a compatibility condition with the reversing orientable involution. This fact introduces additional difficulties in the treatment of the period problem. To overcome these obstacles, we have had to use, among other things, a general version of Runge's theorem on Riemann surfaces [8] .
We would like to point out that the present method can also be used to construct orientable complete minimal surfaces with arbitrary genus and number of ends.
Background and notation
In this section, we provide some definition and notation that we will use throughout the paper.
Metrics and divisors on a Riemann surface. Let N and dŝ
2 be a Riemann surface and a Riemannian conformal metric on N , respectively. Given a curve α in N , by length(α, dŝ) we mean the length of α with the metric dŝ 2 . Given a subset W ⊂ N , we define:
• dist (dŝ,W ) (p, q) = inf{length(α, dŝ) | α : [0, 1] → W, α(0) = p, α(1) = q}, for any p, q ∈ W , • dist (dŝ,W ) (T 1 , T 2 ) = inf{dist (dŝ,W ) (p, q) : p ∈ T 1 , q ∈ T 2 }, for any T 1 , T 2 ⊂ W ,
The concepts of the (multiplicative) divisor on N , the integral divisor on N , and the natural partial ordering, ≥, on divisors can be found in [1] . Let ω be a meromorphic function or 1-form on N . Let W ⊂ N and suppose that ω has a finite number of zeroes, z 1 , . . . , z n , and a finite number of poles,
the zero divisor, the polar divisor, and the divisor of ω on W , respectively. When W = N , we simply write (ω), (ω) 0 , and (ω) ∞ , respectively.
2.2. The conformal structure. In this subsection, we describe the family of Riemann surfaces that we will deal with in the next sections.
Let σ ≥ 0 be an integer number, let d 1 , . . . , d σ+1 be a sequence of pairwise distinct complex numbers satisfying Im d i = 0, i = 1, . . . , σ + 1, and let M be the algebraic hyperelliptic curve of genus σ given by
Let I : M → M be the antiholomorphic involution without fixed points on M , given by I(z, w) = (z, −w), and label A(z, w) = (z, −w) the hyperellyptic involution. In what follows ∆ will be an open bounded simply-connected domain in C whose boundary is a Jordan curve, and such that {d 1 
, and z |D ± is one to one. We denote
± }. Now, we are going to describe the domains of M that we will deal with. Given α as a Jordan curve in C, we denote Int α as the bounded connected component of C \ α. Definition 1. By a multigon, we mean a finite family of simple closed polygonal curves in C, P = {P 1 , . . . , P k }, pairwise disjoint, such that:
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We denote Int P as the domain of C whose boundary consists of the curves in P. See Figure 1 .
If P is a multigon, we write D(P) ⊂ M as the domain whose boundary coincides with the union of the Jordan curves f + (P) and I(f + (P)).
Given ξ > 0, small enough, we define a new multigon
. . , k, are the parallel polygonal curves to P i , satisfying that the distance between parallel sides is equal to ξ, and Int P ξ ⊂ Int P. Whenever we write P ξ in the paper we are assuming that ξ is small enough to P ξ were a multigon. Observe 
For the sake of simplicity, given W ⊂ M, p, q ∈ W and T ⊂ W, we write dist (X,W ) (p, q) and dist (X,W ) (p, T ) instead of dist (ds X ,W ) (p, q) and dist (ds X ,W ) (p, T ), respectively.
Previous lemmas
Using the previous notations, a precise statement of our main result is the following. In order to get this theorem, we need the following two lemmas.
Lemma 1. Consider a multigon P and a minimal immersion
for some ϑ > 0, and the set {β 3.1. Proof of Lemma 1. First, we construct a basis 
Takeα j and α j as curves in K 2 obtained by liftingĉ j and c j , respectively, for
It is not hard to check that B is indeed a basis of H 1 (D(P), R), satisfying the required conditions. To prove our theorem we will need to close the period problem for holomorphic 1-forms on D(P), Φ, satisfying I * (Φ) = Φ. In this case we have the following claim.
Claim 1. If τ is a holomorphic differential on D(P) satisfying
I * (τ ) = τ , then Re γ τ = 0, ∀γ ∈ H 1 (D(P), R) if, and only if, γ j τ = 0, j = 1, . . . , σ + k.
In particular, if in addition τ is holomorphic in M , then τ = 0 if, and only if,
Proof. Observe that γ τ = I * (γ) τ . From the choice of B, the first part of the claim trivially holds. For the second part, take into account that a holomorphic differential on M vanishes if, and only if, it has imaginary periods.
We denote V = {ω holomorphic differentials on M } . It is clear that ω ∈ V if, and only if, I * ω ∈ V. Define the following real subspaces of V:
Claim 2. Let p be a point in M and ω ∈ V
Then it is possible to construct a holomorphic function H : M −→ C such that:
Proof. From the hypotheses of the claim we know that ω = P (z) Q(z) dz w , where P (z) and Q(z) are polynomial with real coefficients and the roots of Q belong to the set
where E is an integral divisor not containing the points p, I(p), A(p) and I(A(p)). Define:
J(z, w) = ⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ P (z) 2 (z−z(p)) n−1 (z−z(p)) n−1 w, if p = A(p) and p = I(A(p)), P (z) 2 (z−z(p)) n−1 w, if p = A(p) and p = I(A(p)), P (z) 2 (z−z(p)) n (z−z(p)) n w, if p = A(p).
It is clear that J satisfies (i) and that it has zeroes at p, I(p), A(p) and I(A(p))
). This completes the proof.
Furthermore, if L is an integral divisor invariant under I and whose support is in D(P), then τ can be chosen in such a way that
Proof. We consider the linear map f :
Note that the following differentials are linearly independent and are not in the kernel of f :
Using Claim 1 we get that the matrix
has range σ. Moreover, it is easy to check that f (
Both facts imply that f is onto. Thanks to this there exists τ 0 ∈ V − such that Im( c τ 0 ) = 0.
Moreover, taking into account our construction, we know that A * (τ 0 ) = −τ 0 . The second part of the lemma is a consequence of a successive use of Claim 2.
Claim 4. Let H
− D(P) be the real vector space of the holomorphic functions t :
given by
Proof. We proceed by contradiction. Assume F is not onto. Then, there is
Claim 3 guarantees the existence of a differential τ ∈ V − satisfying
Let us define y
and
. Taking such that det(F (t 1 ), . . . , F (t 2(σ+k) )) = 0. Up to changing t i ↔ t i /x, x > 0, large enough, we can assume that
Proof. Given n ∈ N, we apply a Runge-type theorem on M (see [8, Theorem 10] ) and obtain a holomorphic function
From this, it is trivial to check properties (i) and (ii).
Label g Θ,n = g/h Θ,n and Φ Θ,n 3
is uniformly bounded, then, up to a subsequence, we have t
Observe that the third Weierstrass differential of the aforementioned holomorphic data has no real periods. Then we must only consider the period problem associated to Φ Θ,n j , j = 1, 2. To do this, we define the period map P n :
Since the initial immersion X is well defined, one has P n (0) = 0, ∀n ∈ N ∪ {∞}. Moreover, it is not hard to check that Jac λ 1 ,...,λ 2(σ+k) (P n )(0) = det(F (t 1 ), . . . , F (t 2(σ+k) )) = 0, ∀n ∈ N ∪ {∞}.
Applying the Implicit Function Theorem to the map P n at 0 ∈ [− , ] × B(0, r), we get a smooth function L n : I n → R 2(σ+k) satisfying P n (λ 0 , L n (λ 0 )) = 0, ∀λ 0 ∈ I n , where I n is a maximal open interval containing 0 (here, maximal means that L n cannot be regularly extended beyond I n ).
Let us see that the supremum n of the connected component of L
Taking into account that Jac λ 1 ,...,λ 2(σ+k) (P n )( n , Λ n ) = 0, the local unicity of the curve (λ 0 , L n (λ 0 )) around the point ( n , Λ n ), and the maximality of I n , we infer that n ∈ I n . Therefore, either n = or L n ( n ) = Λ n ∈ ∂ (B(0, r) ).
We will now see that 0 def = lim inf{ n } > 0. Otherwise, there would be a subsequence { n } → 0. Without loss of generality, n < , ∀n ∈ N, and so Λ n ∈ ∂(B(0, r)), ∀n ∈ N. Up to a subsequence, {Λ n } → Λ ∞ ∈ ∂ (B(0, r) ). The fact P ∞ (0, 0) = P ∞ (0, Λ ∞ ) = 0 would contradict the injectivity of Proof of Lemma 2. Consider P, the multigon given in the statement of the lemma, P = {P 1 , P 2 , . . . , P k }. As usual in this kind of construction, we are going to follow [2] to describe a labyrinth on D(P) ⊂ M depending on P and a positive integer N . Then, we use Lemma 1 following Nadirashvili's ideas [5] .
From now on, N will represent a positive multiple of k, and we will always assume that N is large enough to satisfy all the inequalities where it appears. In what follows, the symbol const will denote a family of positive real constants that do not depend on N . These constants only depend on X, P, r, ε and s. So, we will use this symbol to refer distinct constants that appear in different parts of the proof.
Let v 1,j , . . . , v2N k ,j be a set of points in the polygon P j (containing the vertices of P j ) that divide each side of the polygon P j into 2N/(k l i ) segments of equal length, where l j is the number of sides of P j . We are supposing that N is a multiple of l 1 , . . . , l k . We transfer this partition to the parallel polygon P
Define the following sets:
• L i,j = the segment that joins v i,j and v i,j , i = 1, . . . 2N/k;
means the parallel polygon to P j , in Int(P), such that the distance between parallel sides is i/N 3 );
where ds 0 is the Euclidean metric on C;
We define V i,j as the union of the segment L i,j and those connected components of Ω N,j that have nonempty intersection with L i,j for i = 1, . . . , 2N/k. We define the sets ω l , l = 1, . . . , 2N , as ω
}, where i = 1, . . . , 2N , and δ(N ) > 0 is chosen in such a way that the sets i (i = 1, . . . , 2N ) are pairwise disjoint (see Figure 3 ). Finally, we denote
. Now, we consider the Riemannian metric ds 2 = dz/w 2 on M . Observe that the metrics ds 2 and dz are equivalent in Thanks to this relation, we can translate some metric properties of the sets i to the sets * i . If N is large enough, it is clear that we can guarantee the following properties:
and if α is a curve in D(P) connecting ∂(D(P ε )) and ∂(D(P)), then length(α, λds) ≥ const Υ N , where const does not depend on Υ.
Our next stage involves a modification of the immersion X in 2N steps, where each step is related to each set * i . This modification consists of constructing a sequence of 2N conformal minimal immersions
. . , 2N , with F 0 = X, in a recursive way. The immersion obtained in the last step, F 2N , will be the immersion that proves the lemma. In order to get this, the sequence of immersions must satisfy the following properties: 
where (·) k is the kth coordinate function and (·) * = ((·) 1 , (·) 2 ), with respect to S i = {e 1 , e 2 , e 3 }. Now, we construct the above sequence of immersions in a recursive way. Suppose that we have F 0 , . . . , F j−1 satisfying the above claims. We must define F j .
Observe that for an N large enough, the immersion F j−1 satisfies the following properties:
, and the diameter in R 3 of
There is a set of orthogonal coordinates S j = {e 1 , e 2 , e 3 } in R
3 > 0 such that: and
w . Observe that F j is well defined because Lemma 1 tells us that the Weierstrass data Φ j has no real periods.
We shall now see that F j satisfies properties (P1 j )-(P6 j ). Claim (P1 j ) easily holds. Claims (P2 j ) and (P5 j ) are a consequence of the fact that h α → 1 uniformly on
To deduce property (P4 j ), we need the next inequalities:
These inequalities are due to (L5.b). Then using (L2) and (4) (for a large enough N ), one has
To obtain (P6. In the following proposition, we study the properties of the immersion F 2N .
Proposition 1.
If N is large enough, then F 2N satisfies that:
there is a multigon P satisfying:
Proof. Properties (L2), (P2 i ), (P3 i ) and (P4 i ) give us the following bound of the conformal metric λ
. Then we conclude the proof of (i) thanks to Claim B. Now we shall prove (ii). Observe that there is a constant, depending only on
Bearing in mind the above and using (P2 j ), we can obtain (ii). From (ii), it is not hard to deduce (iii). Now, we deal with (iv). We will construct the multigon P. Let
Note that S is a nonempty open subset of D(P) \ D(P ε ), satisfying I(S) = S. As a consequence of (i), we deduce that z(S) contains k Jordan curves Γ = {Γ 1 , . . . ,
Then we can approximate Γ by a multigon P ⊂ z(S) satisfying statements (iv.1) and (iv.2). Finally, we prove assertion (iv. At this point, we are able to get bounds for coordinates of F j (p) in the frame S j . Henceforth, we will use the frame S j . We deal with the coordinates (F j (p)) 3 and (F j (p)) * = ((F j (p)) 1 , (F j (p)) 2 ). From (P6.2 j ) and (ii), we obtain a bound of the third coordinate of F j (p): It is easy to check that Y = F 2N satisfies all claims in Lemma 2, and then this ends the proof of the lemma.
Proof of the main theorem
At this point, we prove our main result (Theorem 1).
