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NEW REPRESENTATIONS FOR G/G/1 WAITING TIMES
MICHAEL L. WENOCUR
Dedicated to Austin J. Lemoine who long ago provided time and encouragement to begin this
research.
Abstract. We obtain an explicit representation for the Laplace transform
of the waiting time for a wide class of distributions by solving the Wiener-
Hopf factorization problem via the Hadamard product theorem. Under broad
conditions it is shown that this representation is invertible by an infinite partial
fraction expansion. Computational schema illustrated by a variety of examples
demonstrate the feasibility of numerically solving a rich class of G/G/1 queue
possessing either bounded service or arrival times. In particular very tractable
computations are derived for the M/M/1 queue with gated arrivals.
Much of the analysis hinges on the notion of exponential order given in
Definition 7.1 and referenced frequently.
1. Unfinished Workload Computation
The steady-state unfinished workload V of the queue prior to an arrival satisfies
the equation
(1.1) V
L
= (V + U)+
Under mild regularity conditions the Laplace transform of U = Y − X may be
written as
(1.2) B(θ)A(−θ) − 1 = θχ(θ)/ψ(θ)
where A(θ) = E [exp(−θX)] is the Laplace transform of the interarrival times,
B(θ) = E [exp(−θY )] is the Laplace transform of the service times, and ψ(θ) =
E [exp(−θV )]. For a variety of interesting models we are able to characterize the
asymptotic behavior of zeroes of χ and the poles of ψ. Moreover, in special cases we
give explicit representations for χ and ψ that are computationally tractable, with
detailed computations for gated M/M/1 and uniform/D/1 processes.
2. Wiener-Hopf Factorization Results
In this section we present summary results for representing the unfinished work-
load’s Laplace transform for a rich class of G/G/1 queues. Results are also given
for inverting these transforms to obtain the tail probabilities.
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Theorem 2.1. Let A(θ) = E [exp(−θX)] and B(θ) = E [exp(−θY )] be analytic in
the non-null strip {θ : −ǫ < ℜθ < ǫ} with either X or Y non-lattice, and set
F (θ) = B(θ)A(−θ) − 1 then F may be factored as θχ(θ)/ψ(θ) where χ is analytic
and non-vanishing on {θ : ℜθ < ǫ1} and ψ is analytic and non-vanishing on {θ :
−ǫ1 < ℜθ} for some ǫ1 > 0.
Moreover, the zeroes of χ are co-extensive with all the zeroes of F that have
positive real part and the poles of ψ are co-extensive with the zeroes of F that have
negative real part.
If A has no essential singularities and its poles are nowhere dense then the poles
of χ are co-extensive with the poles of F having positive real part. If B has no
essential singularities and its poles are nowhere dense then the zeroes of ψ(θ) are
co-extensive with all the poles of F having negative real part.
Proof This theorem is proved in Smith[10].
Remark The gated M/M/1 queue model analyzed in Section 3 provides an example
of a service time transform which has an essential singularity at −µ. In this case the
singularity appears in ψ as a infinite product of terms of the form (θ+ µ)/(θ− sn)
where sn = −µ+ cn
−1 +O(n−2).
Theorem 2.2. Let F,A, and B satisfy the conditions of Theorem 2.1, with A an
entire function such that |A(θ)| < C exp(λ|θ|). Moreover suppose the right-hand
zeroes of F have the enumeration {zn, zn, 0 < n <∞} and ℜzn = o(n
1/2) and
ℑzn = 2πα
−1n+ β + o(1). Then
(2.1) χ(θ) = χ0 exp{αθ/2}
∞∏
k=1
(1−
2ℜzkθ
zkzk
+
θ2
zkzk
)
Proof Theorem 2.1 implies χ is an entire function whose zeroes occur with the
same position and multiplicity as those of F in the strict right plane. The rest of
the proof consists of showing χ(θ) satisfies the exponential bounds of Theorem 8.2.
Smith[10] proves that χ(θ) is bounded and analytic on ℜθ ≤ 0. Since χ = Fψ/θ
holds in the right plane, the exponential bound on A implies the existence of a
constants C and M for which |χ(θ)| ≤ C exp(M | θ |). This completes the proof.
Theorem 2.3. Let F,A, and B be as defined above, with A analytic around a
neighborhood zero, and B an entire function, and where F is of exponential order
−α at −∞ where α < 0. Moreover suppose the left-hand zeroes have the
enumeration {zn, n = −∞,∞} such that z−n = zn, ℜzn = o(n
1/2) and
ℑzn = −2πn/α+ β + o(1), and that there exists an η-sublinear (cf. Definition
8.4) sequence of radii {rn, n ≥ n1} for which |F (θ)| > ǫ > 0 whenever ℜθ < 0 and
|θ| = rn then
(2.2) ψ(θ) = exp{−αθ/2}(1− θ/z0)
−1
∞∏
k=1
(1 −
2ℜzkθ
zkzk
+
θ2
zkzk
)−1
Proof The proof proceeds by showing that ψ satisfies the conditions of Theorem
8.5. Marshall [8] shows that ψ may be written in terms of I, the transform of the
idleness distribution, as
(2.3) ψ(θ) = c0(1− I(−θ))F (θ)
−1
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where c0 is a normalization constant.
The conditions on rn together with (2.3) imply |ψ(θ)| ≤ max(2c0ǫ
−1, 1) for
|θ| = rn.
Since F is of exponential order |α| at −∞, and 1− I(−θ) is of exponential order
0 at −∞, it follows from Proposition 7.8 that ψ is of exponential order −|α| at −∞.
This shows that ψ satisfies the conditions of Theorem 8.5.
Remark With slight adjustment to Theorem 8.5 one may loosen the conditions
on B to permit its possessing a finite number of simple poles. In this case the
representation of ψ would be modified by adding a polynomial factor whose zeroes
would be the poles of B. An example of such a transform B, would be the transform
of shifted exponential distribution, ie, B(θ) = exp(−bθ)(1 + θ/µ)−1.
Theorem 2.4. Let F,A, and B be as in Theorem 2.3 then
(2.4) ψ(θ) = 1 +
∞∑
n=−∞
kn∑
j=1
An,j((θ − zn)
−j − (−zn)
−j)
where An,j is the coefficient of (θ− zn)
−j in the Laurent expansion of ψ around zn,
and kn is the multiplicity of zn.
Proof Theorem 2.3 implies ψ is the ratio of the two analytic functions, exp{αθ/2}
and γ respectively, with γ not identically zero. Thus ψ is globally meromorphic.
Mittag-Leffler integrability follows from the boundness of ψ on |θ| = rn. Thus ψ
satisfies the conditions of Theorem 8.9.
Corollary 2.5. Let F,A, and B be as in Theorem 2.3 then
(2.5) ψ(θ) = 1 +
∞∑
n=−∞
kn∑
j=1
an,j((1− θ/zn)
−j − 1)
(2.6) ψ(ν)(θ) =
∞∑
n=−∞
kn∑
j=1
an,j(1− θ/zn)
−j−νz−νn (ν + j − 1)!/(j − 1)!
where an,j = An,j(−zn)
−j and ν > 0
Theorem 2.6. Let F,A, and B be as in Corollary 2.5 and suppose that there
exist M1 finite and γ > 0 such that |an,j | ≤M1|n|
−1 and
ℜzn = −γ log |n|+ γ0 + o(1) then the tail waiting probability for t > 0 is given by
(2.7) P (W > t) = lim
N→∞
N∑
n=−N
kn∑
j=1
an,j
j−1∑
l=0
exp(znt)(−tzn)
l/l!
Proof Observe by Lemma 8.14 the expansion holds for positive t that are points
of continuity for the distribution. The l.h.s. of (2.7) is a monotone decreasing right
continuous function, so it has at most a countable number of discontinuities. By
Lemma 2.7 it suffices to show that the r.h.s. of (2.7) is continuous on [u,∞] for all
u > 0.
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Denote the right hand side by Q(t). We proceed by showing Q(t) belongs to
C0[u,∞] for u > 0. The hypothesis ℜzn < 0 for all n implies that each summand
is a continuous function converging to zero as t→∞ . Define Q0(t) as follows
(2.8) Q0(t) =
∑
|n|>0
an,1 exp(znt)
and Q1(t) = Q(t)−Q0(t).
The hypotheses on zn show that at most a finite number of them can repeat.
Thus Q1 is a finite sum of C0[u,∞] functions, implying Q1 belongs to C0[u,∞].
By the hypotheses on zn for t ≥ u we may choose M sufficiently large so that
ℜzn < −γ log |n|+M . Thus
(2.9) |an,1 exp(ℜznt) < |an,1| exp(ℜznu) < M1|n|
−1−γu exp(Mu)
(2.10) |Q0(t)| <
∑
|n|>0
|an,1| exp(ℜznu) <
∞∑
|n|>0
M1|n|
−1−γu exp(Mu) <∞
The last equation implies the partials sums of Q0(t) form a Cauchy sequence
in C0[u,∞]. Since C0[u,∞] is a complete space it follows that Q is a member of
C0[u,∞].
Lemma 2.7. Suppose f is right continuous on [a, b) and g is continuous on [a, b].
Define U = {t ∈ [a, b] : f(t) 6= g(t)}. Suppose U has at most a countable set of
points, then f is continuous on [a, b).
Proof Let W = {w ∈ [a, b) : f(w) = g(w)}. The set W is by hypothesis dense
in [a, b), hence for t ∈ [a, b) there exists a strictly monotone decreasing sequence in
W that converges to t. By right continuity of f and the continuity of g it follows
that f(t) = g(t). Since t is arbitrary, it follows that f = g on [a, b).
2.1. Formulas for computing the An,j. We conclude this section by deriving a
product representation of An,j . We begin by noting that An,j may be computed as
(2.11) An,j(kn − j)! = lim
θ→zn
Dkn−j(ψ(θ)(θ − zn)
kn)
where D is the derivative operator with respect to θ. If we introduce the helping
functions ψ(θ, n) = ψ(θ)(θ − zn)
kn , and Υ(θ, n) = log(ψ(θ, n)), then
(2.12) An,j = ψ
(kn−j)(zn, n)/(kn − j)!
Equations 2.2 and 2.11 jointly imply that An,kn may be computed as
(2.13) An,kn = (−zn)
kn exp(αzn/2)
∏
l!=n
(1− zn/zl)
−kl
An,kn−1 = Υ
(1)(zn, n)An,kn where
(2.14) Υ(1)(zn, n) = α/2 +
∑
m 6=n
km(zm − zn)
−1
An,kn−2 = (Υ
(2)(zn, n) + Υ
(1)(zn, n)
2)An,kn where
(2.15) Υ(2)(zn, n) =
∑
m 6=n
km(zm − zn)
−2
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It is a straight forward task to to derive formulas for kn ≥ 3 akin to deriving
moments from the cumulant function. Computational experience suggests that
even a single repeated root is unusual.
3. Examples
In this part we give five examples that illustrate the results of the previous
section. In particular we consider the time-gated M/M/1 queue where Poisson
arrivals are only admitted only at the end of each unit time interval.
The next two examples study the Em/D/1 queue culminating in an alternative
representation of Takacs’ formula for the M/D/1 unfinished workload tail distribu-
tion. In the final two examples we consider U/D/1 and U/U/1 queues.
Example 3.1. Gated M/Cox/1 Queue
We study the unfinished work process of the gated M/Cox/1 queue. This is
equivalent to D/G/1 system where A(θ) = exp(θ), B(θ) = exp{−λ+ λR(θ)}, and
F (θ) = exp{−λ + λR(θ) + θ} − 1 and R(θ) is the Laplace transform of the Cox
service time distribution.
It is helpful to recall that
(3.1) exp(u)− 1 = u exp(u/2)
∞∏
n=1
(1 + u2/(2nπ)2)
We then see that
(3.2) F (θ) = H(θ) exp(H(θ)/2)
∏
n6=0
(1 − iH(θ)/2nπ)
where H(θ) = −λ+ λR(θ) + θ
It follows from the previous equation that θ is a zero of F if and only there exists
an integer n such that
(3.3) H(θ) = i2nπ
Note that H(θ) = H(θ) so that we may restrict attention to nonnegative n in
3.3.
Using Rouche’s Theorem one can show that for all but a finite number of n’s
there is only one root θ to 3.3 with ℜθ > 0.
Specializing to the case of exponential service times with rate µ we find that 3.3
simplifies to
(3.4) θ2 + θ(µ− λ− i2πn)− i2µnπ = 0
Solving for θ yields
(3.5) θ = a+ ibn ± (cn − idn)
where a = (λ − µ)/2, bn = nπ, xn = (λ − µ)
2/4 − n2π2, yn = (µ + λ)nπ,
cn = ℜ((xn + iyn)
1/2), and dn = ℑ((xn + iyn)
1/2)
The formula for the principal square root of xn + iyn for xn < 0 is given
(3.6) 21/2cn = ((x
2
n + y
2
n)
1/2 + xn)
1/2 = |xn|
1/2((1 + x−2n y
2
n)
1/2 − 1)1/2
(3.7) sgn(n)21/2dn = ((x
2
n + y
2
n)
1/2 − xn)
1/2 = |xn|
1/2((1 + x−2n y
2
n)
1/2 + 1)1/2
and by xn ≥ 0 is given
(3.8) 21/2cn = ((x
2
n + y
2
n)
1/2 + xn)
1/2 = |xn|
1/2((1 + x−2n y
2
n)
1/2 + 1)1/2
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(3.9) sgn(n)21/2dn = ((x
2
n + y
2
n)
1/2 − xn)
1/2 = |xn|
1/2((1 + x−2n y
2
n)
1/2 − 1)1/2
For the remainder of this discussion we limit attention to n > (µ− λ)2−1π−1.
By employing the local expansions
(3.10) 2−1/2((1 + u2)1/2 − 1)1/2 = |u|2−1 − |u|316−1 +O(u5)
(3.11) 2−1/2((1 + u2)1/2 + 1)1/2 = 1 + |u|28−1 +O(u4)
we obtain
cn = yn|xn|
−1/22−1 − y3n|xn|
−5/216−1 +O(n−3)
= (λ+ µ)0.5− µλ(µ+ λ)(2nπ)−2 +O(n−3)(3.12)
and
dn = |xn|
1/2 + y2n|xn|
−3/28−1 +O(n−3)
= nπ + λµ(2nπ)−1 +O(n−3)(3.13)
The zeroes rn with nonnegative real parts are given by
rn = a+ ibn + cn + idn
= λ+ i2nπ + iλµ(2nπ)−1 − µλ(µ+ λ)(2nπ)−2 +O(n−3)(3.14)
The zeroes sn with negative real parts are given by
sn = a+ ibn − cn − idn
= −µ− iλµ(2nπ)−1 + µλ(µ+ λ)(2nπ)−2 +O(n−3)(3.15)
Simple algebra shows that cn > |a| for n 6= 0 yielding ℜrn > 0 > ℜsn for n 6= 0.
Moreover r0 = 0 and s0 = λ− µ.
We may now rewrite 3.2 as
(3.16) F (θ) = H(θ) exp(H(θ)/2)
∏
n6=0
((θ − rn)(θ − sn)(θ + µ)
−1(i2nπ)−1
where H(θ) = (θ + µ− λ)θ(θ + µ)−1.
The power series substitution theorem (cf Apostol [3], Theorem 13-27) implies
that a function formed from the exponentiation of a function analytic around zero
is in turn a function analytic around zero. Therefore since R is analytic in a
neigborhood of zero so must B. In light of 3.14 we may apply Theorem 2.2 to show
(3.17) F (θ) = θχ(θ)/ψ(θ)
where
(3.18) χ(θ) = (1− λµ−1) exp{θ/2}
∞∏
n=1
(θr−1n − 1)(θr
−1
−n − 1)
We may divide F (θ) by θχ(θ) to get
(3.19) ψ(θ) = H0(θ) exp(H1(θ))
∞∏
n=1
Υn(θ)Υ−n(θ)
where H0(θ) = (1 − ρ)(1 − λ(µ + θ)
−1)−1, H1(θ) = λ2
−1(1 − µ(µ + θ)−1), and
Υn(θ) = ((θ + µ)(θ − sn)
−1(i2nπ)r−1n ). Using snrn = −i2nµπ it is easy to show
that ψ(0) = 1.
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Letting θ → +∞ shows the idle probability is given by
(3.20) W0 = (1− ρ) exp(λ/2)
∞∏
n=1
4n2π2(rnr−n)
−1
The latter equation may be efficiently computed using the approximation given in
9.3 and by noting that
(3.21) 4π2|rn|
−2 = 1 + (λ2 + 2λµ)(4π2n2)−1 +O(n−4)
Now observe that asymptotically for θ fixed
(3.22) Υn(θ) = (1 + (sn + µ)(θ − sn)
−1)(1− iλ(2nπ)−1 +O(n−2))
or that
(3.23) Υn(θ) = (1 + iλµ(2nπ)
−1(θ − sn)
−1)(1− iλ(2nπ)−1) +O(n−2)
It follows from the previous equation that the product appearing in 3.19 is abso-
lutely convergent. Surprisingly this transform is invertible as will be demonstrated
henceforth.
We proceed by reparameterizing 3.17 and 3.19 in terms of w = (θ + µ)−1 and
wn = (sn + µ)
−1. Employ (θ + µ)(θ − s)−1 = (1− (s+ µ)w)−1 in 3.19 to get
(3.24) Ψ(w) = (1− ρ)G0(w) exp(G1(w))
∞∏
n=1
gn(w)g−n(w)
where G0(w) = (1 − (µ − λ)w)
−1, G1(w) = −λµ2
−1w + λ2−1 and gn(w) = (1 −
(sn + µ)w)
−1i2nπr−1n .
Reparameterizing 3.17 in terms of w yields
(3.25) Ψ(w) = φ0(w)/φ1(w)
where φ0(w) = (1−ρ)(w
−1−µ)χ(w−1−µ) and φ1(w) = (exp{λµw−λ+w
−1−µ}−1)
Observe that as |w| → ∞ φ0(w) → (λ − µ)χ(−µ). One can show that φ1(w)
remains bounded below by from 0.5 on Rn = {w : |w| = ((2n+ 1)π + λ + µ)/λµ}
for n sufficiently large. Equation 3.24 may be used to prove Ψ is analytic at zero.
It thus follows that Ψ(w) satisfies the conditions of Theorem 8.9. Thus
(3.26) Ψ(w) = Ψ(0) +
∑
−∞<j<∞
qj [(w − wj)
−1 + w−1j ]
or reparameterizing in terms of θ and simplifying yields
(3.27) ψ(θ) = ψ0 +
∑
−∞<j<∞
pj(1− θ/sj)
−1
where
(3.28) pjsj = −res(ψ)
∣∣
θ=sj = −sjχ(sj)/F
′(sj) = O(j
−2)
which may be reduced to
(3.29) pj = χ(sj)/(1− λ(1 + sjµ
−1)−2) = O(j−2)
One may invert 3.27 term by term to get
(3.30) P (V > t) =
∑
−∞<j<∞
pj exp(sjt)
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Tail Distribution of Unfinished Workload
λ µ ρ Eqn 3.30 Markov Time
3.0 4.0 0.750 0.510817 0.509864 0.0
3.0 4.0 0.750 0.200318 0.200301 1.0
3.0 4.0 0.750 0.074312 0.074312 2.0
3.5 4.0 0.875 0.728580 0.727993 0.0
3.5 4.0 0.875 0.454497 0.454487 1.0
3.5 4.0 0.875 0.276359 0.276359 2.0
These computations were implemented in Python. The sums appearing in 3.30 were
truncated after the first = 60 terms with the residues approximated by computing
the first 2000 factors. The finite queue Markov chain approximation was computed
iteratively starting from a queue of 0 and with a maximum queue length of 200,
where the iterative threshold was 10−10 with a maximum of 10000 iterative steps.
Computing The Mean Unfinished Workload. By differentiating the log of
3.19 we get the mean unfinished workload
(3.31) − ψ′(0) = −2−1ρ+ ρ(µ− λ)−1 −
∞∑
n=1
2ℜ(µ−1 + s−1n )
We may extrapolate the infinite sum in 3.31 by leveraging
(3.32) ℜ(µ−1 + s−1n ) = −4
−1λ(πn)−2 +O(n−4)
and the Eulerian identity
(3.33)
∞∑
n=1
n−2 = 6−1π2
to get the following computationally tractable formula for the unfinished workload
− ψ′(0) + 2−1ρ− ρ(µ− λ)−1 = −
∞∑
n=1
2ℜ(µ−1 + s−1n )
= −
m∑
n=1
(
2ℜ(µ−1 + s−1n
)
+ 2−1λ(πn)−2) + 12−1λ+O(m−3)(3.34)
By differentiating the equation θχ(θ) = F (θ)ψ(θ) twice we find that −ψ′(0) =
2−1(1− ρ) + ρ(µ− λ)−1 − χ′(0)(1 − ρ)−1 which simplifies to
(3.35) − ψ′(0) = −2−1ρ+ ρ(µ− λ)−1 −
∞∑
n=1
2ℜrn|rn|
−2
Using 9.2 we may extrapolate the previous equation by
(3.36) −ψ′(0) = −2−1ρ+ ρ(µ−λ)−1−
m∑
n=1
(2ℜrn|rn|
−2− 2λqn)+λQn+O(m
−3)
where qn = λ/(4(nπ)
2 + a), a = λ2 + 2λµ. and where
(3.37) Qn =
∞∑
n=1
qn = 1 + a
1/2π ∗ coth(a1/2π)/(2 ∗ a)− 1/a
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The following tables give an indication of accuracy and the computational tractabil-
ity of the above formulas.
Computed Mean Unfinished Workload
λ µ ρ Equation 3.36 Equation 3.34 Finite Queue
3.0 4.0 0.750 0.53620286355 0.53620286365 0.53620286352
3.5 4.0 0.875 1.49447474664 1.49447474664 1.49447473470
Average Execution Times in Milliseconds
on a 450 MegaHertz Pentium II
λ µ ρ Equation 3.36 Equation 3.34 Finite Queue
3.0 4.0 0.750 21 21 22900
3.5 4.0 0.875 21 21 80000
These computations were implemented in Python. The sums appearing in 3.36 and
in 3.34 were truncated at m = 1000. The finite queue approximation was computed
iteratively starting from a queue of 0 and with a maximum queue length of 200,
where the iterative threshold was 10−12 with a maximum of 800 iterative steps.
Example 3.2. Em/D/1
By rescaling time, so that the service time is one, we may take A(−θ) = (1 −
θ/λ)−m and B(θ) = exp(−θ) where m > λ. Let u1, u2, ...um−1 such that F (ui) = 0
and ℜui > 0. We now can write
(3.38) ψ(θ) = (m/λ− 1)θ(1 − θ/λ)−mF (θ)−1
∏
0<i<m
(1 − θ/ui)
The equation F (θ) = 0 is equivalent to σ(z) = 0 where z = λ− θ, β = m ln(λ)− λ
and σ is defined by 6.1. Since λ < m it follows that σ(m) 6= 0, and therefore by
Corollary 6.9 it follows that F has only simple zeroes.
For the remainder of this example we will consider the case that m = 2 and
λ = 1 Equation 3.38 simplifies to
(3.39) ψ(θ) = (θ(1 − θ/u1)/(exp(−θ)− (1− θ)
2)
where u1 = 1.477670.
The mean, mean square and mean cube waiting time are given by 1/u1 − 1/2,
5/6−1/u1, and (5/u1−3)/2 respectively. Computing with the first thousand terms
we find the approximate mean value is
Exact versus approximate mean waiting time statistics
Computational Method Mean Wait Mean Square Wait Mean Cube Wait
Exact 0.176775 0.156592276220 0.1918526427820
Eqn 4.36 with N = 1000 0.176741 0.156592276251 0.1918526427803
Example 3.3. M/D/1
By rescaling we can take the service time to be 1 with the arrival rate λ < 1.
The exact formula for waiting time distribution is given by (cf. Takacs[12])
(3.40) P{V ≤ t} = (1− ρ)
⌊t⌋∑
n=0
exp(−λ(n− t))(λ(n − t))n/n!
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Exact versus approximate tail probabilities
for λ = 1/3 and D = 1
Terms Equation 2.7 Exact Tail Absolute Error Time
10 0.271886491 0.275397300 0.003510809 0.25
10 0.212919003 0.212426391 0.000492611 0.50
10 0.070737664 0.069591717 0.001145947 1.00
10 0.011647294 0.011646734 0.000000560 2.00
100 0.275606488 0.275397300 0.000209187 0.25
100 0.212443434 0.212426391 0.000017042 0.50
100 0.069704561 0.069591717 0.000112845 1.00
100 0.011646735 0.011646734 0.000000001 2.00
1000 0.275409123 0.275397300 0.000011823 0.25
1000 0.212426937 0.212426391 0.000000545 0.50
1000 0.069602977 0.069591717 0.000011261 1.00
1000 0.011646734 0.011646734 0.000000000 2.00
Example 3.4. U/D/1
In this example we consider an arrival process governed by a uniform[a, b] and
a constant time service time of D, ie, A(−θ) = (exp(bθ)− exp(aθ))/((b − a)θ) and
B(θ) = exp(−Dθ) where b+ a > 2D.
F (θ) = (exp((b −D)θ) − exp((a−D)θ))/((b − a)θ) − 1. The helper function is
given H(θ) = − exp((a−D)θ))/((b − a)θ)− 1.
We now restrict attention to the case where a, b,D respectively equal 0, 6, 1 with
a traffic intensity of 1/3.
Comparison of Cumulant Computational Methods
Telescoped Summation vs Truncated Sum vs Finite Expansion
Method Number Cumulant Cumulant Cumulant
of Terms κ1 κ2 κ3
Telescoped 5 0.1095808 0.0838003 0.0795173
Equation 4.27, 4.28 1000 0.1089962 0.0838510 0.0795173
Equation 4.27, 4.28 10000 0.1095107 0.0838054 0.0795173
Equations 4.36 1000 0.1096221 0.0837913 0.0795084
Equations 4.36 4000 0.1095911 0.0837981 0.0795150
2000 Term Spectral
Expansion for Tail Distribution
t P{W > t}
0.000000 0.184930
0.250000 0.143236
0.500000 0.101570
0.750000 0.059903
1.000000 0.018440
1.250000 0.011422
1.500000 0.006322
1.750000 0.002958
2.000000 0.001330
2.250000 0.000718
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We computed the value for t = 0 using equation 4.22 to compute the probability
of zero waiting and then subtracting that from one instead of using 2.7 because the
convergence of the spectral expansion at zero is at most conditional and in any case
would be very slow.
Example 3.5. U/U/1
In this example we consider an arrival process governed by a unif[a0, a1] dis-
tribution and a service time distributed as unif[b0, b1], ie, A(−θ) = (exp(a1θ) −
exp(a0θ))/((a1 − a0)θ) and B(θ) = (exp(−b0θ) − exp(−b1θ))/((b1 − b0)θ) where
a1 + a0 > b0 + b1.
F (θ) = γ(exp((a1−b0)θ)−exp((a1−b1)θ)−exp((a0−b0)θ)+exp((a0−b1)θ))θ
−2−1
where γ−1 = (a1 − a1)(b1 − b0). We now will introduce the following auxiliary
functions to F , H the component of F that does not uniformly vanish on the left-
hand side of the complex plane, T the dominant term of H needed for proving that
ψ has a partial fraction expansion.
Setting α3 = a1− b0, α2 = max(a1− b1, a0− b0), α1 = min(a1− b1, a0− b0), and
α0 = a0 − b1. Observe α2 > 0 to satisfy the stability equation. Similarly α0 ≥ 0
would imply waiting time is always zero. If α1 < 0 the helper function is given
H(θ) = γ(exp(α0θ) − exp(α1θ))θ
−2 − 1 otherwise the helper function is given by
H(θ) = γ exp(α0θ)θ
−2 − 1.
T (θ) = γ exp(α0θ)θ
−2 − 1.
We now restrict attention to the case where a0, a1, b0, b1 respectively equal 0, 5, 1, 2
with a traffic intensity of 0.6.
Comparison of Cumulant Computational Methods
Telescoped Summation vs Truncated Sum vs Finite Expansion
Method Number Cumulant Cumulant Cumulant
of Terms κ1 κ2 κ3
Telescoped 4 0.4575838 0.6797302 1.4058925
Equations 4.27, 4.28 1000 0.4555881 0.6799327 1.4058925
Equations 4.27, 4.28 100000 0.4575545 0.6797323 1.4058925
Equation 4.36 1000 0.4576456 0.6796736 1.4058054
Equation 4.36 10000 0.4575899 0.6797245 1.4058840
5000 Term Spectral
Expansion for Tail Distribution
t P{W > t}
0.000000 0.389364
0.250000 0.339889
0.500000 0.290281
0.750000 0.240581
1.000000 0.190809
1.250000 0.144900
1.500000 0.107201
1.750000 0.078343
2.000000 0.058953
2.250000 0.045736
Note that the value for t = 0 was computed using equation 4.22 because the
convergence of the spectral expansion at zero is at best conditional.
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4. Computational Schema
The computation of the waiting time probabilities, idleness probability, and cu-
mulants requires evaluating infinite products and sums involving the poles of ψ.
The key to telescoping these computations is to find closed form functions whose
zeroes grow asymptotically close to the poles of ψ. Fortunately we may obtain
such functions from F , by removing those parts of F which vanish as θ →∞ with
re(θ) < 0. The generation of such helper functions from F is analyzed in detail in
Section 5.
To motivate the discussion below we reintroduce Example 3.5 of Section 3.
A(−θ) = (exp(5θ)− 1)(5θ)−1
B(θ) = (exp(−θ)− exp(−2θ))θ−1
F (θ) = (exp(4θ)− exp(3θ) + exp(−2θ)− exp(−θ))(5θ2)−1 − 1
f(θ) = F (θ)θ2
H(θ) = (exp(−2θ)− exp(−θ))(5θ2)−1 − 1
h(θ) = H(θ)θ2
p(θ) = θ(1− θ/w1)(1− θ/w2)
q(θ) = p(θ)θ−2
H(θ) = q(θ) exp{−θ}
∞∏
k=1
(1−
2ℜwkθ
wkwk
+
θ2
wkwk
)
T (θ) = exp(−2θ)(5θ2)−1 − 1
t(θ) = exp(−2θ)− 5θ2
FLeftZeroes = -1.112636162915984,
-2.362945135569372 + 4.24463938127872j,
-2.894232391480601 + 7.457728791764555j,
-3.214439899719532 + 10.723473915095289j
HZeroes = -0.329175737104105,
-1.107062156887795,
-2.3629486802831456 + 4.244641429104492j,
-2.8942321368738169 + 7.457728708110446j,
-3.2144399507792216 + 10.723473898300561j
TZeroes = 0.3235824310955529,
-0.8692442923882397 + 0.618192635996526j,
-2.3782928911558301 + 4.196823183937124j,
-2.8870718848316352 + 7.485890763202157j,
-3.2185697792830807 + 10.703472361378987j
where the constants for p are given by w1 = −0.32917573710410553 and w2 =
−1.107062156887795.
Notice that for F and H we have defined computationally convenient stand-ins
f and h that are more easily differentiated and are well behaved around zero. It
is these versions which we use to compute the zeroes necessary for computing the
waiting time moments and distribution.
NEW REPRESENTATIONS FOR G/G/1 WAITING TIMES 13
4.1. Finding the Roots of F and H. The availability of interesting quantities of
the waiting time distribution is predicated on the ability to extract the zeroes of F
which lie in the left half of the complex plane. Moreover, computationally efficient
formulas require extracting a large number of H ’s zeroes. Fortunately, asymptotic
considerations show that except for a very small number of zeroes of F and H lying
near the origin all the zeroes of H are very close to all the left hand zeroes of F as
illustrated by the table of zeroes given above.
We first address the finding of zeroes zn+1 and wn+1 given zeroes zn and wn
of F and H respectively. We assume that the sequences {zk} and {wk} satisfy
the following typical asymptotic equations ℑzk = (2k +m/2)πα
−1 + o(1), ℜzk =
m ln(2kπ)α−1 +O(1), and |zk − wk| = O(k
−c) where c > 0.
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4.1.1. Computing Zeroes Sequentially With Newton-Raphson Method. Computa-
tional experience shows that one may very efficiently compute the helper functions
zeroes conjointly with the left hand zeroes of F by a Newton-Raphson iteration in
the complex plane. As the zeroes grow in size the computation of a root z of F
from a root w of H requires only 2 or 3 iterative steps. Moreover the computation
of next set roots can be very accurately initialized by adding a small constant to
the current root w.
The iterative root computation is given in Algorithm 1 using a Pascal like syntax.
Algorithm 1 Estimate zn+1 and wn+1 given wn to within ǫ using at most N
Newton-Raphson iterations
Require: |h(wn)| < ǫ
Ensure: |f(zn+1)| < ǫ and |h(wn+1)| < ǫ
1: w = wn + i2π/α
2: for 0 ≤ j < N do
3: w = w − h(w)/h′(w)
4: if |h(w)| < ǫ then
5: break
6: end if
7: end for
8: if j== N then
9: return error
10: end if
11: wn+1 = w
12: z = w
13: for 0 ≤ j < N do
14: z = z − f(z)/f ′(z)
15: if |f(z)| < ǫ then
16: break
17: end if
18: end for
19: if j== N then
20: return error
21: end if
22: zn+1 = z
23: return (zn+1, wn+1)
4.1.2. Approaches to Finding Zeroes Near the Origin. Finding the zeroes of H near
to the origin and the left hand zeroes of F is somewhat problematic but Schaefer and
Bubeck [11] provide a systematic approach to computing all required zeroes near
the origin. The author has also tried using a homotopic approach with indifferent
results.
4.2. Computing Waiting Time Probabilities. The exploitation of formula 2.7
requires the efficient computation of an,j. But since an,j = An,j(−zn)
−j it suffices to
focus attention on computing An,j through the use of equation 2.11. Computational
experience suggests that poles are rarely repeated, so we simplify the presentation
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by stipulating that all kn = 1, but we note that this same framework can be easily
extended to the case of repeated poles, and in any case there are only a finite
number of repeated poles in the general case as well.
(4.1) an = exp(αzn/2)
∏
k 6=n
(1− zn/zk)
−1
The key to computing 4.1 is estimating the bilateral tail product a
(k)
n defined by
(4.2) a(k)n =
∞∏
j=n+k+1
(1− zn/zj)
−1(1 − zn/zj)
−1
Computing the partial product a
(k)
n = an/a
(k)
n is a straightforward task.
To compute the tail product a
(k)
n we posit the existence of a helper function H
(cf. equation 5.10) of closed form having an expansion
(4.3) H(θ) = exp(−αθ/2)q(θ)
∞∏
j=n0
(1− θ/wj)(1 − θ/wj)
where wk = zk +O(k
−l) for l ≥ 1 and q is a rational function such that
(4.4) q(θ) = q0θ
−mq
nq−1∏
j=0
(1− θ/uj)
and nq −mq = 2n0 − 1
Defining h
(k)
n as
(4.5) h(k)n =
∞∏
j=n+k+1
(1− zn/wj)(1 − zn/wj)
We may compute h
(k)
n = H(zn)/((h
(k)
n (1 − zn/wn)) where
(4.6) h(k)n = (1 − zn/wn)
−1 exp(−αzn/2)q(zn)
n+k∏
j=n0
(1− zn/wj)(1− zn/wj)
One may robustly compute H(zn)/(1 − zn/wn) using a Taylor expansion of H
around wn by exploiting the identity
(4.7) H(zn)(1 − zn/wn)
−1 = −wn(H(zn)−H(wn))(zn − wn)
−1
i.e.,
(4.8) (H(zn)−H(wn))(zn − wn)
−1 = H(1)(wn) +H
(2)(wn)(zn − wn)/2 + ...
Using h
(k)
n We estimate an by aˆn where
(4.9) aˆn = a
(k)
n /h
(k)
n
We now estimate the relative error that results from replacing a
(k)
n by 1/h
(k)
n
(4.10) a(k)n h
(k)
n =
∞∏
j=n+k+1
zjzj(wj − zn)(wj − zn)
wjwj(zj − zn)(zj − zn)
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(4.11) a(k)n h
(k)
n =
∞∏
j=n+k+1
(η
(0)
j η
(0)
j η
(1)
j,nη
(2)
j,n)
where η
(0)
j = zj/wj , η
(1)
j,n = (wj − zn)/(zj − zn) and η
(2)
j,n = (wj − zn)/(zj − zn).
By virtue of the asymptotic hypotheses on zj and wj we may deduce
(4.12) ηj(0) = 1 + (zj − wj)/wj = 1 +O(j
−l−1)
(4.13) η
(1)
j,n = 1 + (wj − zj)/(zj − zn) = 1 +O(j
−l(j − n)−1)
(4.14) η
(2)
j,n = 1 + (wj − zj)/(zj − zn) = 1 +O(j
−l(j + n)−1)
Combining the three above equations we get
(4.15) η
(0)
j η
(0)
j η
(1)
j,nη
(2)
j,n = 1 +O(j
−l(j − n)−1)
Setting j = n+ k in equations 4.11 and 4.15 yields
(4.16) a(k)n h
(k)
n = 1 +O(k
−l)
4.3. Computing The Idle Probability. Motivated by the inequality 8.42 we
sketch how the idle probability can be efficiently computed given the existence of
closed form helping function H(x). where
(4.17) H(θ) = exp(−αθ/2)q(θ)
∞∏
k=n0
(1− θ/wk)(1 − θ/wk)
where q is the ratio of the polynomials d0 to the polynomial d1 such that deg(d0) -
deg(q1) = 2n0 − 1.
(4.18) P{W = 0} = lim
x→∞
ψ(x)
Assuming the existence of a function H as given by equation 5.10 such that
limx→∞H(x) = −1 we may rewrite the idleness probability as
(4.19) P{W = 0} = − lim
x→∞
ψ(x)H(x)
Exploiting the representations of H and ψ respectively given by 4.17 and 2.2 we
may deduce
(4.20) P{W = 0} = − lim
x→∞
r(x)
∞∏
k=n0
zkzk(wk − x)(wk − x)
wkwk(zk − x)(zk − x)
where r(x) is defined by
(4.21) r(x) = q(x)
n0−1∏
k=−n0+1
(1− x/zk)
−1
Lemma 8.18 can now be applied to equation 4.20 to show
(4.22) P{W = 0} = − lim
x→∞
r(x)
∞∏
k=n0
zkzk
wkwk
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4.4. Moment Computation Considerations. We now study the computation
of waiting time moments via the product expansion given in Theorem 2.3. It is
very convenient to use the cumulant function of K(θ) = log(ψ(−θ) to derive the
waiting time moments. The cumulants defined by κj = d
j(K(t))/(dt)j |t=0 satisfy
the following relationship to the moments (Cf. Cramer[5], p 186).
m1 = κ1(4.23)
m2 = κ2 + κ1
2(4.24)
m3 = κ3 + 3κ1κ2 + κ1
3(4.25)
The equation for K is given by
(4.26) K(θ) = −αθ/2−
∞∑
k=−∞
log(1 + θ/zk)
Differentiating the previous equation once and setting θ to zero yields
(4.27) κ1 = −α/2−
∞∑
k=−∞
1/zk = −α/2− z
−1
0 − 2
∞∑
k=1
ℜzk|zk|
−2
and in for j > 1
(4.28) κj =
∞∑
k=−∞
(j − 1)!(−zk)
−j = (j − 1)!(−1)j
(
z0
−j +
∞∑
k=1
2ℜ(zjk)|zk|
−2j
)
Typically ℜzk = O(log(k)) and ℑzk = 2kπ/α, so that the series for κ1, κ2 and
κ3 converge at rates O(log(k)k
−1), O(k−1), and O(log(k)k−3) respectively. The
curious result is that low order cumulants are trickier to compute than higher order
cumulants. Assuming the existence of a closed form function h as given in equations
4.3 and 4.4 one can easily compute cumulants κ1 and κ2 as shown below.
Let g(θ) = log(h(θ)θmp ) so that
(4.29) g′(0) = −α/2−
np∑
k=0
u−1k −
∞∑
k=n0
(w−1k + w
−1
k )
and for j > 1
(4.30) g(j)(0) = −(j − 1)!
( np∑
k=0
u−jk +
∞∑
k=n0
(w−jk + w
−j
k )
)
Using the binomial theorem on the asymptotic estimate wk = zk +O(k
−l) yields
(4.31) w−jk = z
−j
k +O(k
−j−l−1)
It then follows that
(4.32) W jn =
∞∑
k=n
(w−jk + w
−j
k ) = Z
j
n +O(n
−j−l)
where Zjn
(4.33) Zjn =
∞∑
k=n
(z−jk + z
−j
k )
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We can compute W jn using
(4.34) W jn = −g
(j)(0)/(j − 1)!− αδ1(j)/2−
np∑
k=0
u−jk −
n−1∑
k=n0
(w−jk + w
−j
k )
and approximate κj with an error of O(n
−j−l) by
(4.35) κj = −αδ1(j)/2 + (j − 1)!(−1)
j
(
z0
−j +
n−1∑
k=1
2ℜ(zjk)|zk|
−2j +W jn
)
where δ1(j) is 1 for j = 1 and 0 otherwise.
4.4.1. Moments Via Spectral Expansion. The following expansion for the ν-th wait-
ing time moment µν may be derived by setting θ to zero in equation 2.6.
(4.36) µν = (−1)
(ν)φ(ν)(0) = lim
N→∞
N∑
n=−N
kn∑
j=1
an,jz
−ν
n (ν + j − 1)!/j!
4.5. Asymptotic Computation of the Spectral Coefficients. In order to ex-
ploit equation 2.7 it is a necessity to compute the spectral coefficients an,j for
j ≤ kn. For all but a finite number of poles kn = 1 hence we restrict attention to
those n for which kn = 1 and simplify notation by setting an = an,1. Keeping in
mind that znan = An it suffices to compute An via 2.11 which simplifies to
(4.37) An = lim
θ→zn
ψ(θ)(θ − zn)
We may rewrite the previous equation using 2.3 to obtain
(4.38) An = lim
θ→zn
c0(1− I(−θ))F (θ)
−1(θ − zn) = c0(1− I(−zn))/F
′(zn)
Since the idleness distribution is concentrated on the interval [0, c] where c =
a1− b0 it is heuristically suggestive to develop I(zn) as as follows (cf 5.2 of Section
5)
(4.39) I(θ) ≈ I
(N)
0 (θ)− I
(N)
c (θ)
where N is a small integer say no more than 3 and
(4.40) I(N)u (θ) = exp(−θu)
N∑
j=0
dj,uθ
−j−1
where dj,0 and dj,c are unknown constants to be determined by least squares fit
relative to exactly computed coefficients.
5. Helper Functions and Transform Asymptotics
We present the asymptotics needed to justify Theorem 2.3 and to obtain the
closed form helper functions for telescoping the series and products which arise in
the tail probability and moment computations. We also provide estimates of how
well the helper functions’ zeroes approximate those of F .
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5.1. Results for Smooth Densities on Finite Intervals. We begin by develop-
ing an asymptotic formula for P (θ) the Laplace transform of a probability density
function p of a non-negative variable concentrated on [p0, p1] having N + 1 con-
tinuous derivatives. By iteratively integrating by parts we find (cf Bleistein and
Handelsman [4])
(5.1) P (θ) = P(N)p0 (θ) −P
(N)
p1 (θ) + Pˆ
(N)(θ)
where P
(N)
u and Pˆ(N) are defined as
(5.2) P(N)u (w) = exp(−wu)
N∑
n=0
p(n)(u)w−n−1
and
(5.3) Pˆ(N)(θ) = θ−N−1
∫ p1
p0
p(N+1)(u) exp(−θu)du
Pˆ(N)(θ) = θ−N−2
(
p(N+1)(p0) exp(−p0θ)− p
(N+1)(p1) exp(−p1θ)
+
∫ p1
p0
p(N+2)(u) exp(−θu)du
)
(5.4)
Moreover if p has derivatives bounded by powers of K, ie, |p(n)(u)| ≤ κ0K
n for
u ∈ [p0, p1]
(5.5) |Pˆ(N)(θ)| ≤ κ0K
N+1(2 + (p1 − p0)K)|θ|
−N−2 exp(max(−p1θx,−p0θx))
thus for |θ| > K we have limN→∞P
(N)
p0 (θ)−P
(N)
p1 (θ) = P (θ).
5.2. Decomposing F . In the following section we are motivated by the case that
both the service time distribution and the arrival time distributions have polynomial
densities or are the result of a number of familiar operation on those densities such
as convolution, order statistics or randomization.
Moreover the analysis given below will still hold even if the arrival time distri-
bution is the transform of a Cox phase distribution or one convolved with that of
polynomial density.
For a large number of such cases it is possible to decompose F as the sum of
H and G where G is analytic except at zero and bounded in the left half plane
and where H is an analytic except at zero and bounded in the right half plane
with a limit of -1 as x approaches infinity. In this section we present results that
illustrate how H can be decomposed at different levels facilitating its analysis and
that of ψ. These decompositions allow us to apply Theorem 2.3 and the telescoping
methods of Section 4 to greatly accelerate the computation of average waiting time
quantities of interest.
With the usual notation let F (θ) = A(−θ)B(θ) − 1 where A(θ) and B(θ) are
Laplace transforms of a and b, where a and b are probability densities with geo-
metrically bounded derivatives concentrated on [a0, a1] and [b0, b1] respectively.
(5.6) F (θ) = −1 +
3∑
j=0
exp(αjθ)Φj(θ
−1)θ−kj
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where Φj is analytic around 0 with Φj(0) 6= 0, kj ≥ 2, and where α3 = a1 − b0,
α2 = max(a1 − b1, a0 − b0), α1 = min(a1 − b1, a0 − b0), and α0 = a0 − b1. α0 <
α1 ≤ α2 < α3. Observe α3 > 0 to satisfy the stability equation. Similarly α0 < 0
to prevent null waiting times. Define the partial sum approximations to Φj(w) by
(5.7) Φ
(N)
j (w) =
N∑
n=0
φ(j)n w
n
and its tail by
(5.8) Φ
(N)
j (w) = Φj(w) − Φ
(N)
j (w) = w
N+1
∑
n≥0
φ
(j)
n+N+1w
n = wN+1Φˆ
(N)
j (w)
where
(5.9) Φˆj(N,w) =
∑
n≥0
φ
(j)
n+N+1w
n
Let jp be defined by αjp ≤ 0 < αjp+1. For technical reasons we need to add the
assumption that k0 ≤ kj for j ≤ jp.
With this notation define the helping functions H and h by
(5.10) H(θ) = −1 +
jp∑
j=0
exp(αjθ)Φ
(κp)
j (θ
−1)θ−kj
where κp = min(knp+1, ..k3) and h(θ) = H(θ)θ
mp where mp is the order of H ’s pole
at 0.
Observe that the core term of H is given by
(5.11) T (θ) = c0 exp(α0θ)θ
−k0 − 1
where c0 = φ
(0)
0 and that H may be put into the form
(5.12) H(θ) = (T (θ) + 1)(1 + ξ(θ)) − 1
where ξ(θ) =
∑
j0≤j≤jp
exp(βj)ξj(θ
−1)θ−mj , mj = kj − k0, βj = αj − α0, and if
Φ
(κp)
0 is not a constant j0 = 0 and m0 = 1 otherwise j0 = 1. ξj(θ) = Φ
(κp)
j (θ)c
−1
0
for j > 0 and ξ0(θ) = (Φ
(κp)
0 (θ)− c0)/c
−1
0 θ
−1 for j = 0.
Theorem 5.1.
(5.13) H(θ) = exp(αθ/2)q(θ)
∞∏
n=n0
(1− θ/wn)(1− θ/wn)
where q = q0/q1 and qi are polynomials such that deg(q0) − deg(q1) = 2n0 − 1,
where α = α0, and where wk = uk +O(k
−λ) and the uk are the complex roots of T
and λ = minj0≤j≤jp(mj + (α0 − αj)/α0) .
Proof If jp = 0 and Φ
(κp)
0 is constant then T = H and the theorem follows from
Corollary 6.3. Observe that H ’s representation given by equation 5.12 satisfies the
conditions of Lemma 6.6 from which the theorem now follows.
Theorem 5.2. Let F and T be respectively defined by equations 5.6 and 5.11 then
the waiting time Laplace transform ψ has a product representation given by
(5.14) ψ(θ) = exp{−αθ/2}
∏
z∈Z0
(1− θ/z)−1
∏
z∈Z1
(1 −
2ℜzkθ
zz
+
θ2
zz
)−1
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where Z0 and Z1 are defined in Lemma 5.3.
Moreover |un − zn| = O(n
−λ) where λ > 0 and the un are zeroes appearing in
equation 6.4.
Proof The theorem will follow by proving that F satisfies the conditions of
Theorem 2.3. Lemma 5.3 conclusions cover all the premises of Theorem 2.3 except
for the premise that F is of exponential order −α at −∞, and the set of zeroes in
the strict left plane have not been mustered in the requisite form.
Since F and T satisfy the assertions of Lemma 5.3 we only need prove the missing
assertions.
Observe that as T (z) + 1 is of exponential order −α at −∞ and that
limx→−∞F (x)/(T (x) + 1) = 1. These two limits imply that F is of exponential
order −α at −∞.
Lemma 5.3 shows that Z the set of F ’s zeroes in the strict left hand plane
may be written as the disjoint union of Z0 and Z1 where Z0 = {ζn, |n| < n0}
where ζn = ζ−n, and Z1 = {zn, zn, n ≥ n1} where ℑzn = 2mπα
−1n + O(1) and
ℜzn = O(n
b) for b < 1.
From Z0 and Z1 we will define a new sequence of zeroes that satisfies the premises
of Theorem 2.3.
Set m = n1 − n0, and for 0 ≤ j < n0 define vj = ζj while for j ≥ n0 define
vj = zj+m, and for j < 0 define vj = v−j .
Note that the asymptotic estimates for vj still hold true since the estimates are
invariant under finite index shifts.
Lemma 5.3. Let F and T be respectively defined by equations 5.6 and 5.11 then
Z, the zeroes of F in the strict left plane, may be expressed as disjoint union of
multisets Z0 and Z1, where Z0 = {ζn, ζn, n < n0} and Z1 = {zn, zn, n ≥ n1} such
that ℑzn = 2mπα
−1n+O(1), ℜzn = O(n
b) for b < 1 and |zn−un| = O(n
−λ) where
un are the zeroes of T and λ > 0. Moreover let En(a) be the semi-circular curves
as defined in Lemma 6.8, then n ≥ n1 implies |F | > 0.2 on En(0). Furthermore the
radii {rn} of En(0) satisfy the asymptotic relationship rn+1 = rn + 2π/|α|+ o(1)
Proof We begin by showing that we may choose a1, a2, N1 and λ that satisfy
the premises of Lemma 6.8.
Set ξ(z) = (F (z) − T (z))/(T (z) + 1) then by identifying Ψ with ξ and γ with
−m/α in Lemma 8.23 we may infer that ξ satisfies equation 6.21 and the existence
of an a1 for which ℜz ≤ a1 implies |ξ(z)| < 0.1.
Using easy asymptotic arguments one may show there exists an N1 such that
|z| ≥ N1 and a1 ≤ ℜz ≤ 0 jointly imply |F (z)| > 0.2.
Identifying F with Υ and setting a2 = 0, we now see that F , T , ξ, a1, a2 and N1
satisfy the premises of Lemma 6.8. From this we may deduce the existence of Z1
with the specified properties and the existence of semi-circular curves En(a1) for n ≥
n0 such that |F | > 0.2 on En(a1) and that z ∈ En(a1) implies |z| ≥ N1. From this
we may deduce that |F | > 0.2 on En(0). Also note that the asymptotic estimates
for un given in Corollary 6.27 can be used to show rn+1 = rn + |2π/α|+ o(1).
Define B− = {z ∋ |z| < rn1 ,ℜz < 0}. Since F is an entire function it may vanish
only a finite number of times on the bounded domain B−. Set Z0 to the zeroes of
F in B−. Observe that since B− is symmetric relative to imaginary axis and that
F (z) = F (z) it follows that Z0 is closed under conjugation. Note that F is convex
on the negative half-line with one negative real root z0. Since Z1 has only complex
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zeroes, z0 must belong to Z0. Because Z0 is finite, closed under conjugation and
has only one real root it must have an odd number of elements.
Lemma 5.4. Let H be defined by 5.10 then there exist nH , δH > 0, νH > 0 and
µH > 0 such that if n ≥ nH , |η| ≤ δH then µH |η| ≤ |H(wn + η)−H(wn)| ≤ νH |η|.
Proof SetH = H−T where T is defined by 5.11. SinceH satisfies the conditions
of Corollary 6.24 we may deduce the existence of positive constants dH, δH, νH, and
MH for which |z| > MH, ℜz− k0 log(|z|)/α0 > 3| log |c|| and |η| < δH jointly imply
(5.15) |H(z + η)−H(z)| < νH|ηz
−dH |
Observe by Corollary 6.22 if n > n0, |wn − un| < δ1(α0) and |η| < δ(α0) then
(5.16) 0.75µ(α0)|η| ≤ |T (wn + η)− T (wn)| ≤ 1.25ν(α0)|η|
where n0, δ(α0), δ1(α0), µ(α0), and ν(α0) are positive constants.
By Prop 8.25 we see that if |un| > 3max(1/|α0|, 1) and |un − wn| < |β| where
β = − log |c| then |ℜwn − k0 log |wn|/α0 − β| < 2|β| or that ℜwn − log |wn|/α0 >
−3|β|.
If ℜwn − k0 log(|wn|)/α0 > 3|β| and |w
−dH
n | < 0.25µ(α0)/νH then |H(wn + η)−
H(wn)| < 0.25µ(α0)|η|. From the last inequality and 5.16 we deduce by the triangle
inequality
(5.17) 0.50µ(α0)|η| ≤ |H(wn + η)−H(wn)| ≤ 1.5ν(α0)|η|
We can complete the proof by setting νH = 1.25ν(α0), µH = 0.75µ(α0), δH =
δ(α0) and nH = max(n0, n1) where n1 guarantees that n ≥ n1 implies |wn| >
max(MH, 3, 3|α0|
−1, (0.25µ(α0)ν(α0)
−1)1/dH).
The next theorem in conjunction with Theorems 5.2 and 5.13 show why we can
approximate statistics of ψ distribution with related quantities of H .
Theorem 5.5. Let F and H be respectively defined by equations 5.6 and 5.10. Then
we have the following asymptotic relationship between the strict left hand zeroes of
F and the zeroes of H: |zn − wn| = O(n
−κp−λp) where κp = min(knp+1, ..k3) and
λp = min(1,−αjp+1k0/α0).
Proof The proof proceeds by deploying Proposition 8.22 to show that |F −
H |/|H + 1| is of order O(|un|
−κp−λp) in fixed size neighborhoods of the un. First
we prove that |H(θ) − T (θ)|/|T (θ) + 1| = o(1), and then we show that |H(θ) −
T (θ)|/|T (θ) + 1| = O(|θ−κp−λp).
Employing Lemma 8.23 where we identify Ψ(z) with (H(z)−T (z))/(T (z)+1) and
γ with −k0/α we may deduce that |θ| → ∞ in such a way that x(θ) = k0 log |θ|/α0+
O(1) implies
(5.18) |(H(θ) − T (θ))/(T (θ) + 1)| = o(1)
Set F −H to H1 +G1 and define H1 and G1 by
(5.19) H1(θ) =
jp∑
j=0
exp(αjθ)Φˆj(κp, θ
−1)θ−kj−κp−1
and by
(5.20) G1(θ) =
3∑
j=jp+1
exp(αjθ)Φj(θ
−1)θ−kj
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and where Φˆj(κp, w) and Φj(θ) are respectively defined by 5.9 and 5.7.
(5.21) H1(θ)/(1 + T (θ)) =
jp∑
j=0
exp(βjθ)Φˆj(κp, θ
−1)θ−kj+k0−κp−1
By applying Lemma 8.23 to 5.21 and noting that kj ≥ k0 and βj ≥ 0 we deduce
|θ| tending to ∞ in such a way that x(θ) = −γ log |θ|+O(1) implies
(5.22) |H1(θ)/(1 + T (θ))| = O(θ
−λ(βˆ,kˆ)) = O(θ−κp−1)
where λ(βˆ, kˆ) = min0≤j≤jp{γβj + kj − k0 + κp + 1} ≥ κp + 1.
(5.23) G1(θ)/(1 + T (θ)) =
3∑
j=jp+1
exp(βjθ)Φj(θ
−1)θ−kj+k0
By applying Lemma 8.23 to 5.23 and noting that kj ≥ k0 and βj > −α0 we can
infer that |θ| → ∞ in such a way that x(θ) = −γ log |θ|+O(1) implies
(5.24) |G1(θ)/(1 + T (θ))| = O(θ
−µ(βˆ,kˆ)) = O(θ−κp+αjp+1k0/α0)
where µ(βˆ, kˆ) = min0≤j≤jp{γβj + kj − k0} ≥ κp− k0 + (αjp+1−α0)γ. Noting that
γα0 = −k0 we see that µ(βˆ, kˆ) ≥ κp − αjp+1k0/α0 > κp.
From equations 5.22 and 5.24 we see that
(5.25) |(F (θ) −H(θ))/(T (θ) + 1)| = O(θ−κp−λp)
where λp = min(1,−αjp+1k0/α0).
Proposition 8.22 shows that equations 5.18 and 5.25 jointly imply that
(5.26) |(F (θ) −H(θ))/(H(θ) + 1)| = O(|θ|−κp−λp)
Lemma 5.4 indicates that H and F − H satisfy the conditions of Lemma 8.19
which implies the conclusion of this theorem.
5.3. An illustration of the function H. Let the interarrival time be the constant
1/2 and service time distribution defined on [0, 1] with density b(x) = (22 − 6x −
12x2)/15. In this case
B(θ) = 22θ−1 − 6θ−2 − 24θ−3 − exp(−θ)
(
4θ−1 − 30θ−2 − 24θ−3
)
.
Then F (θ) = H(θ) +G(θ) where
H(θ) = exp(−θ/2)(−4θ−1 + 30θ−2 + 24θ−3)− 1 and
G(θ) = exp(θ/2)(22θ−1 − 6θ−2 − 24θ−3).
As ℜθ → −∞ it is easily shown that G(θ) → 0. Moreover we can also see
that the |4 exp(−θ/2)θ−1| dominates H(θ) as ℜθ → −∞ which leads to T (θ) =
−4 exp(−θ/2)θ−1 − 1.
6. Comparison Functions
In this section we study the function σ, defined by 6.1 and three other closely
related functions S(θ) = σ(θ)θ−m, t(θ) = c exp(αθ) − θm, and T (θ) = t(θ)θ−m.
The latter function T provides the estimates needed to prove the expansion given
by 2.5. Note that T is linearly equivalent to F for D/Ek/1 and Ek/D/1 queues (cf
Proposition 6.1), and forms the dominant term for a number of other F . Moreover,
through T one may compute the zeroes of F corresponding to D/Ek/1 and Ek/D/1
queues via straightforward real valued computations (cf 6.27).
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(6.1) σ(θ) = exp(θ + β)− θm
where β is real and m is a positive integer.
Proposition 6.1. Define f(θ) = exp(cθ)(1+θ/b)−m−1 where b, c are real numbers
such that bc > 0. Then f(θ) = σ(z)z−m where z = c(b+ θ) and β = m ln(bc)− bc .
Theorem 6.2.
(6.2) σ(θ) = exp(θ/2)p(θ)
∞∏
n=1
(1− θ/zn)(1− θ/zn)
where p is a polynomial of degree m + 1 whose roots occur in complex conjugates
except for at most 3 real roots, and where ℑzn = (2n + m/2)π + o(n
η−1) and
ℜzn = m ln(2nπ) + 4
−1m2n−1 − β + o(nη−2). Moreover
(6.3) ℑzn = 2nπ +m arg(zn)
ProofOne may show that |σ(θ)| ≤ C exp(|θ|), where C = exp(β)+mm exp(−m).
It is a straightforward computation to show that σ has exponential order 0 at −∞.
Since the zeroes of σ satisfy the hypotheses of Theorem 8.2 as shown by Corollary
6.12, Theorem 8.2 implies that σ has a representation given equation 6.2. The
asymptotic estimates for zn and 6.3 are implied by Lemma 6.18.
Corollary 6.3. Let t(z) = c exp(αz) − zm where α < 0, cαm > 0 and m is a
positive integer. Then
(6.4) t(z) = exp(αz/2)ξ(z)
∞∏
n=1
(1− z/un)(1 − z/un)
where ξ is a polynomial of degree m + 1 whose roots occur in complex conjugates
except for at most 3 real roots, and where ℑun = (2nπ +m arg(−un))/α = (2n +
m/2)πα−1 + o(nη−1), ℜun = (m ln(2nπ) + 4
−1m2n−1 − β)α−1 + o(nη−2), and
β = m ln |α|+ ln |c|.
Furthermore u is a root of t if and only if there exists a unique integer nu such
that
(6.5) ℑu = (2nuπ +m arg(u)− arg(c))/α
and
(6.6) ℜu = (m log |u| − log |c|)/α
where arg(z) is the principal value of the argument of z.
Proof Equations 6.5 and 6.6 may be proved by observing that if t(u) = 0 if and
only if
(6.7) c exp(αu) = um
Taking the argument of each side of 6.7 yields arg(c) + αℑu = m arg(u) + 2kπ, for
some integer k, but since u, α and c are all fixed k must be unique. Computing the
logarithm of the moduli of each side of 6.7 and solving for ℜu completes the proof.
Substituting θ = αz and β = m ln |α|+ln |c| into σ(θ) shows that σ(θ) = αmt(z).
The rest of the corollary follows from Theorem 6.2.
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Corollary 6.4. Let τ(z) = c exp(αz) + zm where α < 0, cαm > 0 and m is a
positive integer. Then
(6.8) τ(z) = exp(αz/2)ζ(z)
∞∏
n=1
(1 − z/wn)(1 − z/wn) = exp(αz/2)ζ(z)γ0(z)
where ζ is a polynomial of degree m whose roots occur in complex conjugates except
for at most 1 real root, and where ℑwn = (2n+ 1 +m/2)πα
−1 + o(nη−1), ℜwn =
(m ln((2n− 1)π) + 2−1m2(2n− 1)−1 − β)α−1 + o(nη−2), and β = m ln |α|+ ln |c|.
Proof One could recapitulate the detailed arguments for proving the expansion
of t(z) in slightly modified form to derive the above expansion for τ but a cleaner
way is to leverage the known expansion for t with a bit of algebra.
Observe
(6.9) tc2,2α,2m(z) = tc,α,m(z)τ(z)
where td,a,j(z) = d exp(az)− z
j.
As per Corollary 6.3 we introduce the following expansions
(6.10) tc2,2α,2m(z) exp(−αz) = ξ2(z)
∞∏
n=1
(1 − z/u2,n)(1− z/u2,n) = ξ2(z)γ2(z)
(6.11) tc,α,m(z) = exp(αz/2)ξ1(z)
∞∏
n=1
(1 − z/u1,n)(1− z/u1,n)
As per equations 6.5 and 6.6 we see that if u is a root of tc2,2α,2m it follows that
there exists nu for which
(6.12) ℑu =
(
2nuπ + 2m arg(u)− arg(c
2)
)
/2α = (nuπ +m arg(u)− arg(c)) /α
and that
(6.13) ℜu =
(
2m log |u| − log(c2)
)
/2α = (m log |u| − log |c|) /α
The two previous equations imply u is a root of tc,α,m for nu even, and for odd nu
simple algebra shows that u is a root of τ .
In particular if we select u2,n for u we find that ℑu2,n = (nπ +m arg(u2,n) −
arg(c))/α. According to Corollary 6.3 if n is even then u2,n = u1,n/2 otherwise we
have u2,n is a zero of τ . If we define wn to be u2,2n−1 and we see that γ2(z) =
γ1(z)γ0(z). By cancellation we can deduce that ζ(z) = ξ2(z)/ξ1(z) which proves
that ζ is a polynomial of degree m.
The asymptotic estimates for wn follow from those of u2,n given by Corollary
6.3 and some algebraic simplifications.
The claim that τ has at most one real root may be inferred by applying cαm > 0
to equation 6.12.
Proposition 6.5. Let c and α be non-zero reals and m be integer. Suppose z is
non-zero complex number such that
(6.14) αℜz = m log |z| − log |c|
(6.15) αℑz = m arg(z) + kπ
where k is integer. If arg(c) + kπ = 0 mod 2π then c exp(αz) − zm = 0 else
c exp(αz) + zm = 0.
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Proof The conclusion of this proposition is equivalent to |c exp(αz)| = |z|m and
arg(c exp(αz)z−m) = arg(1) for arg(c)+kπ = 0 mod 2π and otherwise arg(c exp(αz)z−m) =
arg(−1).
Notice that the first equation implies that |c exp(αz)| = |z|m while the second
implies arg(c exp(αz)z−m) = arg(c) + kπ mod 2π. If arg(c) + kπ = 0 mod 2π we
may deduce arg(c exp(αz)z−m) = arg(1) and otherwise arg(c) + kπ = π mod 2π
implying that arg(c exp(αz)z−m) = arg(−1).
6.1. Analysis of a T Extension. We introduce T an extended form of T that
figures prominently in providing sharp approximations.
T(z) = c exp(αz)z−m(1+ξ(z))−1 wherem > 0, ξ(z) =
∑
0≤j≤jp
exp(βiz)ξj(z
−1)z−mj
and 0 ≤ βj ≤ −α, mj − βj/α > 0, and cα
m > 0, and the ξj are polynomials non-
vanishing at zero.
Lemma 6.6. Let T be defined as above then the following expansion holds
(6.16) T(z) = exp(αz/2)q(z)
∞∏
n=n0
(1 − z/wn)(1 − z/w¯n)
where q is a rational function whose numerator is a polynomial of degree 2n0−1+M
and denominator is a monomial of degree M , where M is the order of the pole of
T at 0, and where zn = wn +O(n
−λ) with λ = min0≤j≤jp (mj − βj/α) > 0.
Proof Set t(z) = T(z)zM . We begin by showing that t satisfies the conditions
of Corollary 8.3. M has been selected so that t(0) 6= 0. Observe that t is an
analytic function for which there exists a constant C such that |t(z)| < C exp(2α|z|).
Moreover it may be shown that t’s exponential limit at ∞ is 0.
From Lemma 6.7 we deduce that t’s zeroes may be partitioned into the requisite
disjoint sets Wb and Wd where Wb is finite and Wd = {n ≥ n0, wn, wn} with
ℑwn = 2πα
−1n+O(1) and ℜwn = O(n
a) for a < 1. Thus t satisfies the conditions
of Corollary 8.3 implying that t has the following representation.
(6.17) t(z) = exp(αz/2)t1(z)γt(z)
where t1(z) = t(0)
∏
w∈Wb
(1 − z/w) and
γt(z) =
∏
n≥n0
(1− z/wn)(1− z/w¯n).
The desired representation for T obtained by dividing the last equation by zm
and setting q(z) = t1(z)z
−M
Observe by leveraging the expansion for T (z)zm given by equation 6.4 we may
write T as
(6.18) T (z) = exp(αz/2)qt(z)
∏
n≥n0
(1 − z/un)(1 − z/u¯n)
where
qt(z) = z
−mξ(z)ξ1(z) where ξ1(z) =
∏n=n0−1
n=1 (1 − z/un)(1 − z/u¯n).
where ξ is polynomial of degree m+ 1
We may now apply Corollary 8.17 to the representations of T and T to deduce
(6.19) deg(t1(z)z
m) = deg(ξ(z)ξ1(z)z
M )
Since deg(ξ(z)ξ1(z)z
M ) = 2n0 − 1 + M + m it follows the last equation that
deg(t1(z)) = 2n0 − 1 +M .
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The following lemma facilitates the analysis of T’s zeroes by dividing the plane
into three regions, defined by D(a,N) = {z : ℜz ≤ a and |z| ≥ N}, B(N) = {z :
|z| < N} and C(a, b,N) = {z : a ≤ ℜz < b and |z| ≥ N}.
Lemma 6.7. Let T , T and M be as defined in Lemma 6.6, then we may choose
a and N such that T is non-vanishing on C(a,∞, N), T vanishes only on a finite
number of points of B(N), and on D(a,N) the zeroes of T and T may be put into
a bijective relationship. In particular if we denote the zeroes of T and those of
T on D(a,N) by Ud and Wd respectively, then Ud and Wd may be expressed as
Ud = {un, un, n ≥ n1} and Wd = {wn, wn, n ≥ n1} where the un are the zeroes of
T as given by Corollary 6.3. Moreover |un − wn| = O(n
−λ) with λ as defined by
Lemma 6.6. Finally the ℑwn = 2πα
−1n+O(1) and ℜwn = O(n
b) for b < 1
ProofWe begin by observing that since T(z)zM is an entire function it vanishes
at most a finite number of times on the bounded domain defined by B(R) for any
finite R.
The rest of proof consists of showing that we can find a1, a2, N1 and λ that
satisfy the premises of Lemma 6.8.
Applying Lemma 8.23 with γ set to m/α shows that |ξ(z)| satisfies equation
6.21, and that we may choose a1 for which ℜz ≤ a1 implies |ξ(z)| < 0.1 satisfying
equation 6.20.
Observe if ℜz ≥ a1 and |z| ≥ 1 then |T(z) + 1| ≤ K(a1)|z
−1| where K(a1) =
|c| exp(|αa1|)(1+K
′) andK ′ is equal to the sum of the absolute values of each of the
coefficients of ξ0, ξ1 and ξ2. Set N = 4K(a1) so that |z| ≥ N and ℜz ≥ a1 jointly
imply |T (z)+ 1| ≤ 0.25. We see by the triangle inequality that for z ∈ C(a1,∞, N)
that |T(z)| ≥ 0.75.
The remaining conclusion of this lemma now follow from those of Lemma 6.8.
Lemma 6.8. Let T be as defined in Lemma 6.6 and let Υ(z)zM be an entire func-
tion, where M is a nonnegative integer. Define ξ(z) as (Υ(z)−T (z)) exp(−αz)zm.
Suppose there exist a1, a2, λ > 0 and N1 for which the following claims hold.
If ℜz ≤ a1 then
(6.20) |ξ(z)| < 0.1
If |z| tends to ∞ in such a way that x(z) = m log |z|/α+O(1) then
(6.21) |ξ(z)| = O(|z|−λ|)
and if a1 ≤ ℜz < a2 and |z| ≥ N1 then |F (z)| > 0.2.
With these assumptions the following conclusions hold. We may choose N ≥ N1
such that on D(a1, N) = {z : ℜz ≤ a1 and |z| ≥ N} the zeroes of T and Υ may be
put into a bijective relationship. In particular if we denote the zeroes of T and those
of Υ on D(a1, N) by Ud and Wd respectively, then Ud and Wd may be expressed as
Ud = {un, un, n ≥ n1} and Wd = {wn, wn, n ≥ n1} where the un are the zeroes of
T as given by Corollary 6.27. Define the semi-circular curves C′n(a1) = {|z| = rn
and ℜz ≤ a1} where rn = (|un|+ |un+1)/2. Then there exists n1 for which n ≥ n1
implies Υ is bounded below by 0.20 on C′n(a1). Moreover the following asymptotic
results hold |un − wn| = O(n
−λ), ℑwn = 2mπα
−1n + O(1) and ℜwn = O(n
b) for
b < 1
Proof Corollary 6.27 shows the existence of n1 for which rn1 ≥ N1 and a se-
quence of horseshoe shaped regions D′n(a1) defined for n ≥ n1 such that |T | is
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bounded below by 1/2 on perimeter of D′n(a1) and T has exactly two zeroes inside
of D′n(a1). Moreover by applying Proposition 8.21 with δ set to 0.1 shows that
Υ > 0.2 on D′n(a1). Since C
′
n(a1) ⊂ D
′
n(a1) we have Υ > 0.2 on C
′
n(a1) as well.
Applying Lemma 8.20 to T and Υ on the region defined by D′n(a1) and its interior
we find that Υ must also have exactly two roots in the interior of this region. It is
convenient to introduce the half open, half closed disjoint regions En(a1) = {rn ≤
|z| < rn+1 and ℜz ≤ a1} and their partial unions En,m(a1) = {rn ≤ |z| < rn+m+1
and ℜz ≤ a1}. Observing that limm→∞ En1,m(a1) = D(a1, rn1) provides a means
for inductively constructing a bijective mapping on D(a,N) of the zeroes of T to
the zeroes of Υ where N = rn1 .
Observe if |wn− un| = O(n
−λ) then the asymptotic estimates for ℜwn and ℑwn
follow from those for ℜun and ℑun given in Corollary 6.27.
Corollary 6.21 implies that for n1 sufficiently large there exist µ > 0, ν > 0 and
δ > 0 such that if n ≥ n1 and |η| < δ we have
(6.22) µ|η| < |T (un + η)| < ν|η|
Corollary 6.3 yields un = m ln(n)/α + O(1) and thus by equation 6.21 we may
deduce |ξ(un + η)| = O(n
−λ) for |η| < δ.
Lemma 8.19 may be applied to T and un to deduce |wn − un| = O(n
−λ).
6.2. Analysis of σ’s Roots. To simplify the analysis of the roots we introduce
the multisets where the multiplicity of each element b is equal to b’s multiplicity
as a root of σ. Define Z as {z ∋ σ(z) = 0} and define U as {z ∋ ℑz ≥ 0 and
σ(z) = 0}. Since σ(z) = σ(z) and similarly for all of σ’s derivatives it follows that a
root b has the same multiplicity as its conjugate, hence Z = U ∪U . Thus it suffices
to characterize the elements of U . Moreover according to Lemma 6.9 there is at
most one zero of σ with a multiplicity of two and none higher.
The equation σ(z) = 0 with ℑz ≥ 0 is equivalent to the following set of simul-
taneous equations in the real variable ρ which is the main focus of the rest of this
section.
x(ρ) = m ln(ρ)− β(6.23)
|x(ρ)| ≤ ρ(6.24)
ω(ρ) = arccos(x(ρ)/ρ)(6.25)
y(ρ) = (ρ2 − x(ρ)2)1/2(6.26)
h(ρ) = 2nπ(6.27)
where h(ρ) = y(ρ) − mω(ρ), n is an integer, and the square root and arccos are
taken to be the principal branches.
The constants r0, r1, r2 and set Am,β are defined in Lemma 6.14, and are used
in the remainder of this subsection.
Lemma 6.9. The function σ has at most one zero of order 2 and none higher.
Moreover σ has zero of order 2 at θ = m only if σ(m) = 0.
Proof Differentiate σ to deduce the following equations.
(6.28) σ′(θ) = σ(θ) − θm−1(m− θ)
(6.29) σ′′(θ) = σ(θ)− θm−2(m2 −m− θ2)
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Equation 6.28 indicates that θ = m is the only possible solution to the simultaneous
system of equations σ(θ) = 0 and σ′(θ) = 0. Equation 6.29 shows that if σ(m) = 0
then σ′′(m) = mm−1 6= 0.
Lemma 6.10. The function h maps Am,β onto [−mπ,∞). If m− x(m) > 0 then
the mapping is strictly increasing, otherwise it is strictly increasing on [r0, r1] and
on [r2,∞) with h(r1) = h(r2) = 0.
Proof The lemma is jointly implied by Lemmas 6.13 and 6.14 .
Corollary 6.11. For every integer n ≥ −m/2 and n 6= 0 there exists a unique
ρn > 0 such that h(ρn) = 2nπ. If m ≥ x(m) then there exists a unique ρ0 > 0
such that h(ρ0) = 0, otherwise there exist ρ0 < ρˆ0 such that h(ρ0) = h(ρˆ0) = 0.
Moreover the ρi are strictly monotonically increasing in i, and if m < x(m) then
ρˆ0 < ρ1.
Corollary 6.12. The multiset of σ’s zeroes can be partitioned into multisets = Z0
and Z1 that satisfy the hypotheses of Theorem 8.2, and the elements of Z1 satisfy
equation 6.3
Proof Setting z(ρ) = x(ρ) + iy(ρ) we may define Z1 = {z(ρn), z(ρn), n > 0}.
Notice that the definition of ρn is equivalent to equation 6.3 since arg(zn) =
arccos(ℜzn/|zn|) = arccos(x(ρn)/ρn).
Let Z0 = {w0, w1, ...wm}, where wi are defined as follows: Define w0 = z(ρ0).
If x(m) < m define w1 = z(ρˆ0) else set w1 = z(ρ0). For 0 < j < m/2 define
w2j = z(ρ−j) and w2j+1 = z(ρ−j). For m even define wm = x(ρ−m/2). Observe
that Z0 and Z1 are closed under conjugation and that Z0 ∪ Z1 ⊃ U . Therefore by
the opening remark of this subsection it follows that Z = Z0 ∪ Z1
Lemma 6.9 shows that σ’s zeroes of are simple when x(m) 6= m, and otherwise
if x(m) = m then w0 = w1 and all of σ’s remaining zeroes are simple. Lemma 6.47
shows that for any η > 0
(6.30) yn = (2n+m/2)π + o(n
η−1)
(6.31) xn = m ln(2nπ) + 4
−1m2n−1 − β + o(nη−2) = O(nη)
Lemma 6.13. The function h′ is strictly positive on the interior of Am,β.
Proof
(6.32) ω′(ρ) = arccos(x(ρ)ρ−1)′ = (x(ρ)−m)ρ−1y(ρ)−1
(6.33) y′(ρ) = (ρ2 −mx(ρ))ρ−1y(ρ)−1
(6.34) h′(ρ) = y′(ρ)−mω′(ρ) = (ρ2 − 2mx(ρ) +m2)(ρy(ρ))−1
Note that h′ is positive since |x(ρ)| < ρ on the interior of Am,β and A
(1)
m,β .
Lemma 6.14. There exists a set Am,β such that |x(ρ)| ≤ ρ if and only if ρ ∈ Am,β.
Moreover |x(ρ)| < ρ whenever ρ ∈ Aom,β.
Proof Since the function x(ρ)+ρ maps (0,∞) continuously and injectively onto
(−∞,∞), define by r0 the positive real number for which x(r0) = −r0. Note
x(ρ) < −ρ whenever 0 < ρ < r0 and x(ρ) > −ρ whenever ρ > r0.
Setting η(ρ) = ρ − x(ρ) we see that η(ρ) is convex on (0,∞) since its second
derivative is positive with a unique minimum at ρ = m.
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If η(m) > 0 then x(ρ) < ρ on (0,∞) so that |x(ρ)| ≤ ρ on [r0,∞). In this case
set r1 and r2 equal to r0. Otherwise there exist r1, r2 such that r0 ≤ r1 ≤ r2 and
η(r1) = η(r2) = 0. Moreover x(ρ) > ρ for ρ ∈ (r1, r2) and |x(ρ)| < ρ whenever
ρ ∈ (r0, r1)
⋃
(r2,∞).
If we define Am,β = [r0, r1]
⋃
[r2,∞) we see that |x(ρ)| ≤ ρ on Am,β, |x(ρ)| > ρ
on (0,∞)
⋂
Acm,β, and |x(ρ)| < ρ for ρ ∈ A
o
m,β
Proposition 6.15. Let xδ(r) = m ln(r)−β+ δ, yδ(r) = (r
2−xδ(r)
2)1/2, v(x, y) =
y −m arctan(x, y) and |δ| ≤ δ0 then uniformly for δ ∈ [0, δ0]
(6.35) |v(xδ(r), yδ(r)) − r +mπ/2| < xδ(r)
2r−1
for r sufficiently large.
Proof Simple asymptotic arguments show that there exists an R for which if
r > R then 2m < (ln(r))1/2 < xδ(r) < r
1/4, yδ(r) > r − r
−1/2, and thus also
xδ(r)yδ(r) > mr. If r > R it follows that
(6.36) π/2−m−1xδ(r)
2r−1 < π/2− xδ(r)yδ(r)
−1 < arctan(xδ(r), yδ(r)) < π/2
and
(6.37) r − xδ(r)
2r−1 < yδ(r) < r
Inequalities 6.36 and 6.37 jointly imply
(6.38) r − xδ(r)
2r−1 −mπ/2 < v(xδ(r), yδ(r)) < r −mπ/2 + xδ(r)
2r−1
Subtracting r −mπ/2 from the previous inequality yields 6.35.
Corollary 6.16. Let δ0 be a fixed positive number and suppose {rn, ǫn, n > 0}
where 0 < rn = (2n+1+m/2)π+ ǫn, and ǫn = o(1). Then uniformly for δ ∈ [0, δ0]
there exists n0 for which cos(v(xδ(rn), yδ(rn)) < 0 whenever n > n0.
Proof By Proposition 6.15 we may choose n1 sufficiently large so that |v(xδ(rn), yδ(rn))−
rn+mπ/2| < xδ(rn)
2r−1n whenever n1 < n. Substituting for rn we find |v(xδ(rn), yδ(rn))−
(2n+1)π−ǫn| < xδ(rn)
2r−1n . Thus |v(xδ(rn), yδ(rn))−(2n+1)π| < |ǫn|+xδ(rn)
2r−1n .
We may choose n0 ≥ n1 such that xδ(rn)
2r−1n + |ǫn| < π/2. Thus if n > n0
we have π/2 < v(xδ(rn), yδ(rn)) − 2nπ < 3π/2. The last inequality implies
cos(v(xδ(rn), yδ(rn))) < 0 whenever n > n0.
Lemma 6.17. Let ρn be as defined in Lemma 6.11. For any η > 0 the sequences
ρn, x(ρn)
2ρ−1, x(ρn)ρ
−1
n and y(ρn) satisfy the following set of asymptotic relations
(6.39) 0 < x(ρn)ρ
−1
n = o(n
η−1)
(6.40) x(ρn)
2ρ−1n = o(n
η−1)
(6.41) ρn ≥ h(ρn) = 2nπ
(6.42) 0 < ρn − y(ρn) = o(n
η−1)
(6.43) π/2−m−1x(ρn)
2ρ−1n < ω(ρn) < π/2
Proof Basic asymptotics show 0 < x(ρ) = o(ρη/2) as ρ → ∞ for any η > 0.
This in turn implies that x(ρ)2ρ−1 and x(ρ)ρ−1 are o(ρη−1). To prove 6.39 and
6.40 we need only establish 6.41. Since y(ρ) ≤ ρ and ω(ρ) ≥ 0 on Am,β it follows
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definitionally that ρn ≥ h(ρn) = 2nπ. Thus x(ρn)
2ρ−1n and x(ρn)ρ
−1
n are o(n
η−1)
as claimed.
To establish 6.42 note whenever |b| < a, a− b2a−1 < (a2 − b2)1/2 < a. Applying
this inequality to the definition of y(ρ) we find
(6.44) ρn − x(ρn)
2ρ−1n < y(ρn) < ρn
To complete the proof of the lemma we now justify 6.43. Noting that if we set δ to
zero in inequality 6.36 we get
(6.45) π/2−m−1x(r)2r−1 < arctan(x(r), y(r)) < π/2
Lemma 6.18. The sequences ρn, x(ρn) and y(ρn) satisfy the follow set of asymp-
totic equations as n→∞.
(6.46) ρn = (2n+m/2)π + o(n
η−1)
(6.47) y(ρn) = (2n+m/2)π + o(n
η−1)
(6.48) x(ρn) = m ln(2nπ) + 4
−1m2n−1 − β + o(nη−2)
Proof Note 6.46 and Lemma 6.17 in combination show 6.47. Lemma 6.17 and
h(ρ)’s definition jointly imply
(6.49) ρn − x(ρn)
2ρ−1n −mπ/2 < h(ρn) < ρn −mπ/2 + x(ρn)y(ρn)
−1
Using the identity h(ρn) = 2nπ in 6.49 yields
(6.50) − x(ρn)y(ρn)
−1 < ρn − (2n+m/2)π < x(ρn)
2ρ−1n
The last inequality and Lemma 6.17 jointly yield 6.46.
Observe
(6.51) ln(ρn) = ln((2n+m/2)π + o(n
η−1)) = ln(2nπ) +m4−1n−1 + o(nη−2)
The last equality and the definition of x(ρ) together imply 6.48.
Proposition 6.19. Set σ0(w) = exp(w) − 1 and w = x + iy, then σ0 satisfies the
following inequalities
(6.52) |σ0(w)| ≥ min(1/2, |x|/2)
(6.53) 0.5|w| ≤ |σ0(w)| ≤ 1.5|w|
for |w| < 1/2,
(6.54) |σ0(w)| > 1
for cos(y) < 0,
(6.55) |σ0(w)|
2 ≥ 1− cos(y)2
Proof To verify the first inequality note that for u ≥ 0, | exp(−u) − 1| ≥
min(1/2, |u|/2) which may be proved by a Taylor series expansion with remainder
argument. Substituting this inequality into |σ0(w)| ≥ || exp(w)|−1| ≥ | exp(−|x|)−
1| ≥ min(1/2, |x|/2) yields the first inequality.
The second inequality follows from
(6.56) 0.5|w| ≤ |w| − |w|2(1 − |w|)−1 ≤ |σ0(w)| ≤ |w| + |w|
2(1− |w|)−1 < 1.5|w|
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for |w| < 1/2. All of which may be justified by substituting each term with its
Taylor series expansion.
The third inequality is proved by observing
|σ0(w)| ≥ |ℜw| = 1 + | cos(y)| exp(x) > 1.
To prove the last inequality note that exp(2x) + 1− 2 cos(y) exp(x) ≥ exp(2x) +
1 − 2| cos(y)| exp(x) which reaches an absolute minimum of 1 − cos(y)2 at x =
− ln | cos(y)|.
Lemma 6.20. Let h(ω, η, ξ,m) = exp(ωη)(1 + η/ξ)−m − 1 for ω 6= 0 and m a
positive integer then
(6.57) µ(ω)|η| ≤ |h(ω, η, ξ,m)| ≤ ν(ω)|η|
whenever |η| < δ(ω) and |ξ| > M0(m,ω), where δ(ω) = min(0.5, |1.5ω|
−1),
M0(m,ω) = (8|ω|
−1 + 1)m, µ(ω) = 4−1|ω| and ν(ω) = 7|ω|/4.
Proof
(6.58) h(ω, η, ξ,m) = exp(ωη)(1 + η/ξ)−m − 1 = g(η, ξ) + σ0(ωη)
where g(η, ξ) = exp(ωη)(1 + η/ξ)−m − exp(ωη) and where σ0 as defined in Propo-
sition 6.19.
Proposition 6.19 implies
(6.59) 0.5|ωη| ≤ |σ0(ωη)| ≤ 1.5|ωη|
It follows from inequality 6.59 that | exp(ωη)| < 2 whenever |η| < δ(ω). By setting
k = 8|ω−1| and v = η in Proposition 6.25 we may deduce that for |ξ| > M0(m,ω)
(6.60) |g(η, ξ)| ≤ 2|η|(8|ω−1|)−1 = 4−1|ωη|
Inequality 6.57 follows jointly from
(6.61) |σ0(ωη)| − |g(η, ξ)| ≤ |h(ω, η, ξ,m)| ≤ |σ0(ωη)|+ |g(η, ξ)|
and inequalities 6.59 and 6.60
Corollary 6.21. Let T (z) = c exp(αz)z−m−1 where m is a positive integer, α < 0
and cαm > 0. Let {un, n > 0} be the zeroes of T (z)z
m as per Corollary 6.3. Then
there exist n0, δ(α) > 0, µ(α) > 0, ν(α) > 0 such that if n > n0 and |η| < δ(α) then
(6.62) µ(α)|η| ≤ |T (un + η)| ≤ ν(α)|η|
Proof By simple algebra we see that
(6.63) T (un + η) = exp(αη)(1 + η/un)
−m − 1
Choose n0 so large that n > n0 we have |un| > (8|α|
−1 + 1)m, and apply Lemma
6.20 where ξ = un and ω = α to complete the proof.
Our next result shows that the linear growth bounds on T at a zero holds in
neighborhood of the zero.
Corollary 6.22. Let ν(α), δ(α), n0 and un be those of Lemma 6.21. Set δ1(α) =
min(δ(α), 1/4ν(α)) and suppose n > n0, |w − un| < δ1(α) and |η| < δ(α) then
(6.64) 0.75µ(α)|η| ≤ |T (w + η)− T (w)| ≤ 1.25ν(α)|η|
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Proof We have from Corollary 6.21 that
(6.65) |T (w)− T (un)| ≤ ν(α)|w − un| ≤ 0.25
By the triangle inequality we deduce that
(6.66) 0.75 < |c exp(αw)w−m| < 1.25
Observe that |T (w + η) − T (w)| = |c exp(αw)w−mh(α, η, w,m)| which by Lemma
6.20 and inequality 6.66 implies 6.64.
Corollary 6.23. Let ν(ω), δ(ω) and M0(m,ω) be those of Lemma 6.20, and let
β1 be a real number and let H(z, ω,m, j) = c exp(ωz)z
−m−j where ω < 0, j is a
non-negative integer, and α ≤ ω. If ω − α + j > 0 then there exists d > 0 for
which |z| > M0(m + j, ω), ℜz > m log(|z|)/α + β1 and |η| < δ(ω) jointly imply
|H(z + η, ω,m, j)−H(z, ω,m, j)| < ν(ω)|cηz−d| exp(ωβ1).
ProofWemay rewrite |H(z+η, ω,m, j)−H(z, ω,m, j)| as |c exp(ωz)z−m−j||h(η, ω,m+
j)| where h(η, ω,m+j) is that defined in Lemma 6.20. Note that | exp(ωz)z−m−j| =
exp(ωℜz)|z|−m−j| < exp(ωβ1 + ωm log(|z|)/α)|z|
−m−j = exp(ωβ1)|z|
−m−j+mω/α.
If we set d = m(1 − ω/α) + j the corollary now follows from Lemma 6.20.
Corollary 6.24. Let β1 be a fixed, real number. Set H(z) =
∑
1≤k≤k0
ck exp(ωkz)z
−m−jk
where ωk < 0, jk is a non-negative integer, and ω0 ≤ ωk. If min1≤k≤k0 (ωk − ω0 +
jk) > 0 then there exist dH > 0, νH > 0, δH > 0 and MH > 0 for which |z| > MH,
ℜz > β1+m log(|z|)/ω0 and |η| < δH jointly imply |H(z+ η)−H(z)| < νH|ηz
−dH |.
Proof Define νH =
∑
1≤k≤k0
ν(ωk)|ck| exp(ωkβ1), δH = min1≤k≤k0 δ(ωk),
dH = min1≤k≤k0 d(m, jk, α, ωk) and MH = max1≤k≤k0 M0(m+ jk, ωk),
where δ(), ν(),M0(), d() are as defined in Corollary 6.23.
(6.67) |H(z + η)−H(z)| ≤
∑
1≤k≤k0
|H(z + η, ωk,m, jk)−H(z, ωk,m, jk)|
applying Corollary 6.23 to each individual term on the right hand side we get for
|z| > M0 and |η| < δH
(6.68) |H(z+η)−H(z)| <
∑
1≤k≤k0
ν(ωk) exp(ωkβ1)|ckηz
−d(m,jk,α,ωk)| < νH|ηz
−dH |
Proposition 6.25. If 0 ≤ |v| ≤ 1 and (k + 1)m ≤ |u| where m ≥ 1 and k > 0, we
have the following inequality
(6.69) |(1 + vu−1)−m − 1| ≤ |v|/k
Proof Applying the binomial theorem in conjunction with triangle inequality
yields
(6.70) |(1 + vu−1)−m − 1| ≤
∞∑
j=1
|v|j |u|−j
(
m+ j − 1
j
)
Using the inequality m+ n− 1 ≤ mn for n ≥ 1 one may prove
(6.71)
(
m+ j − 1
j
)
m−j ≤ 1
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Substituting 6.71 into 6.70 we have
(6.72) |(1 + vu−1)−m − 1| ≤
∞∑
j=1
|v|j(k + 1)−j = |v|(k + 1− |v|)−1 ≤ |v|/k
Lemma 6.26. Let S(z) = exp(z + β)z−m − 1 and a be a real fixed number then
there exist an integer n0(a) and horseshoe shaped curves Dn(a) for n ≥ n0(a) such
that if n ≥ n0(a) and z ∈ Dn(a) then |S(z)| ≥ 1/2 where Dn(a) is defined by
Cn(a)
⋃
An(a)
⋃
Cn+1(a) and where Ck(a) = {z : ℜz ≥ a and |z| = rk} and Ak(a)
is {z : ℜz = a and |z| ∈ [rk, rk+1]} where rk = (|zk| + |zk+1|)/2. Moreover S(z)’s
roots inside of Dn are exactly zn+1 and zn+1 with ℑzn = (2n +m/2)π + o(n
η−1)
and ℜzn = m ln(2nπ) + 4
−1m2n−1 − β + o(nη−2)
Proof We may assume w.l.o.g. that ℑz ≥ 0 which follows from S(z¯) = S(z),
next we may rewrite S as |S(z)| = | exp(u(x, y) + iv(x, y)) − 1| where z = x + iy,
u(x, y) = x−m ln |z| − β and v(x, y) = y −m arctan(x, y).
Since by Lemma 6.18 we have rj = (2j+1+m/2)π+ o(1), we can choose an n1
such that a < m ln(rj) + β − 1 whenever j > n1, hence by definition |u(x, y)| ≥ 1
when z ∈ An(a) and n > n1. We may now apply inequality 6.52 of Lemma 6.19 to
complete the proof for An(a).
For z ∈ Cn(a)
⋃
Cn+1(a) it suffices by Proposition 6.19 to prove that if |u(x, y)| <
1 then cos(v(x, y)) < 0). We may assume w.l.o.g. that z ∈ Cn(a). By Corollary
6.16 if we set δ0 = 1 we may select n0(a) ≥ n1 for which cos(v(xδ(rn), yδ(rn)) < 0
whenever n > n0(a) and δ < 1. If we set δ = |u(x, y)| we find by definition that
xδ(rn) = m ln(rn) − β + u(x, y) = x which in turn implies yδ(rn) = |y| = y and
that cos(v(x, y)) < 0
Lastly the assertion for the roots zn follows from Theorem 6.2 and the fact that
for n0(a) sufficiently large guarantees that rn < |zn+1| < rn+1.
Corollary 6.27. Let T (θ) = c exp(αθ)θ−m − 1 where cαm > 0. For every fixed
real number a there exist an integer n′0(a) and horseshoe shaped curves D
′
n(a) for
n ≥ n′0(a) such that if n ≥ n
′
0(a) and θ ∈ D
′
n(a) then |T (θ)| ≥ 1/2 where D
′
n(a) is
defined by C′n(a)
⋃
A′n(a)
⋃
C′n+1(a) and where C
′
k(a) = {z : ℜz < a and |z| = r
′
k}
and A′k(a) is {z : ℜz = a and |z| ∈ [r
′
k, r
′
k+1] for {r
′
n} a sequence that strictly
increases to infinity.
Moreover T (z)’s roots inside of D′n are exactly un+1 and un+1 with ℑun =
α−1(2n+m/2)π+o(nη−1) and ℜun = α
−1m ln(2nπ)+4−1m2n−1−β/α+o(nη−2).
Proof Observe that T (z) = S(αz) for S defined by S(z) = exp(z + β)z−m − 1
where β = m log(|α|)+ log(|c|). Let Cn(αa), An(αa), rn and n0(a) be those defined
in Lemma 6.26. If we set r′n = rn/|α| and n
′
0(a) = n0(αa) it is easy to show that if
z ∈ C′n(a) and n ≥ n
′
0(a) then αz ∈ Cn(aα), and if z ∈ A
′
n(a) then αz ∈ An(aα).
The proof now follows from Lemma 6.26 by setting uk = zk/α and applying the
identity T (z) = S(αz).
6.3. Possible Generalizations. As we will see in the next section there are
G/G/1 systems for which σ as defined by 6.1 doesn’t dominate F (θ) as ℜθ → −∞.
The function σ may be varied by adding θn instead of subtracting it: σˆ(θ) =
exp(θ + β) + θn. One may use methods detailed above to prove σˆ has canonical
form very similar to that of σ given by Theorem 6.2.
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In some instances the dominant term of F will have multiple exponents such as
T (θ) = β0β1 exp((α0+α1)θ)θ
−m0−m1 +β1 exp(α1θ)θ
−m1 − 1 where αi < 0 and the
mi are positive integers satisfying (m0 +m1)/(α0 + α1) < m1/α1.
One may express T (θ) as T0(θ)T1(θ)+β0 exp(α0θ) where T0(θ) = β0 exp(α0θ)θ
−m0+
1 and T1(θ) = β1 exp(α1θ)θ
−m1 − 1 The inequality on αi and mi simplifies to
m0/α0 < m1/α1. This last inequality guarantees that when T0(θ) is close to 0 for
large θ that T1(θ) grows large with θ. Also for T1(θ) close to zero for θ large implies
that β0 exp(α0θ)θ
−m0 will be decreasingly small compared to β1(exp(α1θ))θ
−m1
allowing one to use Lemma 8.20
We will now illustrate these generalizations with the following example.
6.3.1. A queue whose dominant term has multiple exponentials. Let the interarrival
time be the constant 1/2 and service time distribution defined on [0, 1] as the fifty-
fifty mixture of a Unif[0, 7/8] and B(1, 2) where B(1, 2) is the beta distribution
defined on [0, 1] by the density 2(1− x). The service time transform is given by
B(θ) = exp(−θ)θ−2 − θ−2 + θ−1 + 4 (1− exp(−7θ/8)) (7θ)−1
Setting F (θ) = H(θ) +G(θ)
where
H(θ) = exp(−θ/2)θ−2 − 4 exp(−3θ/8)(7θ)−1 − 1
and
G(θ) = exp(θ/2)(4(7θ)−1 − θ−2)
T0(θ) = 7 exp(−θ/8)(4θ)
−1 − 1
T1(θ) = 4 exp(−3θ/8)(7θ)
−1 + 1
Computational evidence and the heuristics given above suggest that H(θ) =
q(θ)Tˆ1(θ)Tˆ0(θ) where q(θ) is the ratio of low degree polynomials, and the Tˆi have
the same form as Ti with asymptotically convergent zeroes.
For example solving the simultaneous equations 6.14 and 6.15 for k = 10, 100
when the target function is T0 and T1 respectively and then solving for H ’s and
F ’s associated zeroes we find that
Sample Root Comparison for T0, T1 with H
k Function Zk ℑZk/απ
10 T0 -45.879622 + 539.675461j 21.473004
10 H -45.879369 + 539.675421j 21.473003
10 F -45.879369 + 539.675421j 21.473003
10 T1 -15.221727 + 171.504339j 20.471823
10 H -15.132358 + 171.351343j 20.453560
10 F -15.132361 + 171.351346j 20.453560
100 T0 -63.763235 + 5064.146634j 201.495992
100 H -63.763232 + 5064.146634j 201.495992
100 F -63.763232 + 5064.146634j 201.495992
100 T1 -21.296132 + 1679.671064j 200.495964
100 H -21.276224 + 1679.636887j 200.491885
100 F -21.276224 + 1679.636887j 200.491885
7. Exponential Asymptotics
The notion of exponential order introduced in this section is the key to obtaining
an exact mathematical formula for ψ, the waiting time Laplace transform. An
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exponential order computation plays a key role in pinning down the exponential
term in ψ’s Hadamard product representation.
Definition 7.1. A real function f is said to be of exponential order a at b if for
∀ǫ > 0
(7.1) lim
x→b
f(x) exp(−(a+ ǫ) | x |) = lim
x→b
exp((a− ǫ) | x |)/f(x) = 0
Note that we omit b if the exponential order is the same for ±∞. It is easy to
prove that all non-null polynomials are of order 0 for b = ±∞.
Lemma 7.2. Suppose that {an, n = 1, 2, ...} is sequence for which
(7.2) an = O(n
−1−η) where 0 < η < 1
and {bn, n = 1, 2, ..} is a sequence of positive numbers for which
(7.3) 0 < b−1n = n
2 + O(n)
Then γ(x) defined by
(7.4) γ(x) ≡
∞∏
n=1
(1 + anx+ bnx
2)
is of exponential order π.
Proof Define ζ(x) =
∏ξ(x)
n=1(1+anx+bnx
2), where ξ(x) = ⌈|x|α⌉ with α = 1+η,
and Γ(x) = γ(x)/ζ(x). We will now show that ζ is of exponential order π. Let
0 < ǫ < 1 be given. If 1 ≤ n ≤ ξ(x) then |an/(bnx)| = O(ξ(x)
1−η)/|x| = O(|x|−η
2
).
It follows that by making |x| sufficiently large we can ensure that |an/(bnx)| < ǫ
for 1 ≤ n ≤ ξ(x), and thus
(7.5)
ξ(x)∏
n=1
(1 + bn(1− ǫ)x
2) ≤
ξ(x)∏
n=1
(1 + bnx
2(1 + an/(bnx))) ≤
ξ(x)∏
n=1
(1 + bn(1 + ǫ)x
2)
The last equation and Corollary 7.9 jointly imply that ζ is of exponential order π.
Proposition 7.6 shows that Γ is of exponential order 0. Applying the multiplicative
law (cf. Proposition 7.8) for exponential orders to the product of ζ(x)Γ(x) completes
the proof.
Corollary 7.3. If the bn in Lemma 7.2 satisfy 0 ≤ b
−1
n = 4π
2α−2n2 + O(n) where
α > 0 then the exponential order of γ(x) is α/2.
Corollary 7.4. Let an, bn and γ(x) be as in Corollary 7.3 then for every ǫ > 0 a
constant C(ǫ) such that
(7.6) |γ(θ)| < C(ǫ) exp(|θ|(α/2 + ǫ))
Proof Without loss of generality we may assume that an > 0
(7.7) |1 + anθ + bnθ
2| ≤ 1 + an|θ|+ bn|θ|
2
Forming the product of 7.7 over n yields |γ(θ)| ≤ γ(|θ|). By Corollary 7.3 there
exists M > 0 such that if x > M then |γ(x)| < exp(x(α/2 + ǫ)). Choosing C(ǫ) to
be the maximum of |γ(θ)| on |θ| ≤M completes the proof.
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Proposition 7.5. Suppose that {bn, n = 1, 2, ..}. is a sequence for which
(7.8) 0 ≤ b−1n = n
2(1 + O(n−1))
Then γ(x) defined by
(7.9) γ(x) ≡
∞∏
n=1
(1 + bnx
2)
is of exponential order π.
Proof Note that sinh(πx) = (exp(πx) − exp(−πx))/2 is of exponential order π
and has product form
(7.10) sinh(πx) = πx
∞∏
n=1
(1 + x2n−2).
Observe by virtue of 7.8 there exists an n0 for which n ≥ n0
(7.11) (n− n0)
2 ≤ b−1n ≤ (n+ n0)
2
Thus for n > n0
(7.12) 1 + x2(n+ n0)
−2 ≤ 1 + bnx
2 ≤ 1 + x2(n− n0)
−2
Since the leftmost term in 7.12 is positive we may form the product over n0 < n <∞
to get
(7.13) sinh(πx)/p2n0(x) ≤ γ(x)/γn0(x) ≤ sinh(πx)/(πx)
Where γn0(x) =
∏n0
n=1 (1 + bnx
2) and pn(x) = πx
∏n
k=1 (1 + x
2k−2). Since
sinh(πx)/(πx) and sinh(πx)/pn(x) have order π it follows from 7.13 and Propo-
sition 7.8 that γ(x)/γn0(x) has exponential order π. Because γn0(x) is of order 0,
γ(x) must be of exponential order π.
Proposition 7.6. Suppose {an} and {bn} satisfy 7.2 and 7.3 respectively and set
Q(x) = ⌈|x|1+η⌉+ 1, then Γ(x) defined by
(7.14) Γ(x) ≡
∞∏
n=Q(x)
(1 + anx+ bnx
2)
is of exponential order 0.
Proof Set An =
∑∞
k=n |ak|, Bn =
∑∞
k=n |bk| and h(x) = AQ(x)|x| + BQ(x)x
2.
From 4.2.37 of [1] we have exp(−2|c|) ≤ 1 + c ≤ exp(|c|) when |c| ≤ 1/2 . Take |x|
sufficiently large so that if n ≥ Q(x) implies |anx|+ |bn|x
2 < 1/2 and thus
(7.15) exp(−2(|anx|+ |bn|x
2)) ≤ (1 + anx+ bnx
2) ≤ exp(|anx|+ |bn|x
2)
Applying 7.15 to the factors of Γ(x) yields
(7.16) exp(−2h(x)) ≤ Γ(x) ≤ exp(h(x))
The estimates An = O(n
−η) and Bn = O(n
−1) jointly imply that h(x) = O(|x|1−η).
Consequently exp(−2h(x)) and exp(h(x)) are both of exponential order 0. The
result now follows from Proposition 7.7.
Proposition 7.7. If f and g are of exponential order a at b and |f | ≤ |h| ≤ |g| for
some neighborhood of b, then h is also of exponential order a at b.
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Proposition 7.8. If f and g are of exponential order c, d respectively then fg is
of exponential order c+ d
Propositions 7.5, 7.6 and 7.8 jointly imply the next corollary.
Corollary 7.9. Let {bn} satisfy 7.3, and let ξ(x) = ⌈|x|
1+η⌉ where 0 < η < 1, then
ζ(x) defined by
(7.17) ζ(x) ≡
ξ(x)∏
n=1
(1 + bnx
2)
is of exponential order π.
8. Auxiliary Results from Complex Analysis
The following theorem is a simplification of the more general form given Ahlfors
[2], Chapter 5, Section 1.5, equation 19.
Theorem 8.1. Hadamard Factorization Theorem. Let H be analytic function sat-
isfying
(8.1) |H(θ)| ≤ C exp(M | θ |)
and H(0) 6= 0 then
(8.2) H(θ) = H(0) exp(µθ)
∞∏
n=0
(1− θ/un) exp(θ/un)
and
(8.3)
∞∑
n=0
|un|
−2 <∞
where {un, n ≥ 0} is an enumeration of the zeroes of H in with their full multiplic-
ity, and µ is a complex constant.
Theorem 8.2. Let G be an entire function, nonvanishing at zero, which satisfies
G(θ) = G(θ) and inequality 8.1 with zeroes Z is equal to the disjoint union of Z0
and Z1 where Z1 = {zn, zn, 0 ≤ n1 < n < ∞} such that ℑzn = 2π|α|
−1n + O(1)
and ℜzn = O(n
η) where α < 0 and η < 1, and where Z0 = {wn, 0 ≤ n < n0}.
In addition suppose either G is of exponential order 0 as x → −∞, or M = |α|
in inequality 8.1 and G(θ) is of exponential order is less than or equal to zero as
x→ −∞.
Then G(θ) = G(0)p(θ) exp{−αθ/2)}γ(θ),
where γ(θ) =
∏∞
n=n1
(1− 2ℜznθznzn +
θ2
znzn
) and p(θ) =
∏n0
n=0(1− θ/un)
Proof By virtue of Theorem 8.1 there exists a constant µ such that
(8.4) G(θ) = G(0) exp(µθ)
∏
z∈Z
(1− θ/z) exp(θ/z)
Setting λ = µ+
∑∞
n=1(z
−1
n +z
−1
n )+
∑n0
n=n1
u−1n we may simplify the above equation
to
(8.5) G(θ) = G(0)p(θ) exp{λθ}
∞∏
n=n1
(1−
2ℜznθ
znzn
+
θ2
znzn
).
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The assumption that G(θ) = G(θ) implies that Z0 = Z0 and in turn that
p(θ) = p(θ), and from that it may be inferred λ is real valued.
Corollary 7.3 indicates that γ is of exponential order |α|/2 as |θ| → ∞. We
conclude by showing that λ = |α|/2 = −α/2. If G has exponential order 0 at −∞
then Proposition 7.8 may be applied to show that λ = |α|/2. Otherwise we may use
Proposition 7.8 in conjunction with hypothesis that the exponential order of G(θ)
at −∞ is no greater than 0 and the exponential order of γ at −∞ equals |α|/2 to
show λ ≥ |α|/2. Conversely we may show that λ ≤ |α|/2 by applying Proposition
7.8 in conjunction with the fact that the exponential order of γ at ∞ is |α|/2 and
the hypothesis that |G(θ)| ≤ C exp(|αθ|).
Corollary 8.3. Let H be an entire function, nonvanishing at zero, which satisfies
H(θ) = H(θ) and inequality 8.1 and whose multiset of zeroes is the union of the
disjoint multisets W0 and W1 where W1 = {wn, wn, 0 ≤ n1 < n < ∞} such that
ℑwn = 2πα
−1n + O(1) and ℜwn = O(n
η) where α < 0 and η < 1, and where
W0 = {vn, 0 ≤ n < n0}. In addition suppose either H is of exponential order 0 as
x→∞, or M = |α| in inequality 8.1 and H(θ) is of exponential order is less than
or equal to zero as x→∞.
Then H(θ) = H(0)pˆ(θ) exp{αθ/2)}γˆ(θ),
where γˆ(θ) =
∏∞
n=n1
(1− 2ℜwnθwnwn +
θ2
wnwn
) and pˆ(θ) =
∏n0
n=0(1− θ/un)
Proof Set G(θ) = H(−θ), zn = −wn and un = −vn. It follows that G satisfies
the hypotheses of Theorem 8.2. Thus H(θ) = G(−θ) = G(−0) exp(αθ)p(−θ)γ(−θ).
To conclude the proof notice that simple algebra shows H(0) = G(−0), p(−θ) =
pˆ(θ) and γ(−θ) = γˆ(θ).
Definition 8.4. A non-decreasing sequence {rn, n > 0} is η-sublinear if there
exists n0 for which rn+1 − rn < η whenever n ≥ n0.
Theorem 8.5. Let f be a globally meromorphic non-vanishing function satisfying
the following conditions.
(1) There exists a sequence of circles ρn centered around 0 of radius rn such
that rn ↑ ∞ and lim sup rn+1 − rn < η and for which |f(z)| is bounded by
C exp(λ|z|) on ρn
(2) All poles occur in conjugate pairs except for one non-zero real pole.
(3) The poles {zn} of the upper plane have asymptotic form
(8.6) ℜzn = o(n
1/2)
(8.7) ℑzn = −2πα
−1n+ β + o(1)
where α < 0.
(4) f is of exponential order −|α| at −∞
(5) f(0) = 1
Then
(8.8) f(θ) = exp(−αθ/2)γ(θ)−1
where
(8.9) γ(θ) = (1− θ/z0)
∞∏
k=1
(1−
2ℜzkθ
zkzk
+
θ2
zkzk
)
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Proof Observe that F = fγ is an analytic non-vanishing function. By Corollary
7.4
(8.10) |γ(θ)| < C2 exp(|θ|(|α|/2 + ǫ))
Thus on ρn
(8.11) |F (θ)| < C3 exp(rnM)
where M = α/2+ ǫ+ λ and C3 = CC2. The last inequality and Lemma 8.6 jointly
imply that the existence of C4 such that |F (z)| ≤ C4 exp(M |z|). Hadamard’s prod-
uct theorem in turn implies F (z) = F (0) exp(κz). Notice that F (0) = f(0)γ(0) = 1.
Since f is of exponential order α at −∞ and γ is of exponential order −α/2 at −∞
it follows from Proposition 7.8 that κ = −α/2, completing the proof.
Lemma 8.6. Let h be a holomorphic function bounded by C exp(λ|z|) with λ > 0 on
ρn where ρn are concentric circles centered around 0 of radius rn such that rn ↑ ∞
and lim sup rn+1−rn < η. Then h is bounded by C1 exp(λ|z|) on the complex plane.
Proof The limit supremum condition implies the existence of n0 such that rn+1−
rn < η whenever n ≥ n0. Set C1 = C exp(λmax(η, rn0)). Let z be given. If
|z| ≤ rn0 then by the maximum principle |h(z)| ≤ C1 ≤ C1 exp(λ|z|).
For |z| > rn0 there exists m > n0 for which rm ≥ |z| > rm−1. Applying the
maximum principle to the circle ρm yields
(8.12) |h(z)| ≤ C exp(λ(rm − |z|) + λ|z|) ≤ C exp(λη) exp(λ|z|) ≤ C1 exp(λ|z|)
Definition 8.7. f is said to be globally meromorphic if all its poles {ξn, −∞ <
n < ∞} are of finite order kn and are isolated, ie, there exists r0 > 0 such that f
may be represented around ξn by
(8.13) f(z) =
∞∑
j=−kn
(z − ξn)
jA
(n)
j
where |z − ξn| < rn.
Definition 8.8. f is said to satisfy Mittag-Leffler Integrability if there exist a
sequence {rn, n = 1, 2, ...} increasing to ∞ and a sequence {ǫn, n = 1, 2, ...}
decreasing to zero for which
(8.14) |z| = rn ⇒ |f(z)| < ǫn|z|
Theorem 8.9. Let f satisfy definitions 8.7 and 8.8 and analytic at 0 then uniformly
for all bounded sets
(8.15) f(z) = f(0) +
∑
−∞<n<∞
kn∑
j=1
A
(n)
j ((z − ξn)
−j − (−ξn)
−j)
where z is an analytic point of f .
Proof Define ρn = {ζ : |ζ| = rn} and g(ζ, z) = f(ζ)((ζ − z)ζ)
−1.
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The conditions on f imply that for ζ ∈ ρn, g(ζ, z) = o(rn
−1) uniformly for
|z| ≤ rn/2, and in turn implies that ηn(z) = o(1) uniformly for |z| ≤ rn/2 where
ηn(z) is defined as
(8.16) ηn(z) =
∫
ρn
g(ζ, z)dζ = o(1)
Applying Cauchy’s residue theorem to g on ρn shows that uniformly for |z| < rn/2
and z an analytic point of f
(8.17) lim
n→∞
f(z)/z − f(0)/z + lim
n→∞
∑
ξj∈ρn
res
(
f(ζ)((ζ − z)ζ)−1
) ∣∣
ζ=ξj = 0
Thus uniformly for analytic points z of a bounded domain we have
(8.18) f(z) = f(0)− lim
n→∞
z
∑
ξj∈ρn
res
(
f(ζ)((ζ − z)ζ)−1
) ∣∣
ζ=ξj
The proof of the theorem follows jointly from 8.18 and Lemma 8.10
Lemma 8.10. Let f have a pole of degree k at ξ then
(8.19) − zres(f(ζ) ((ζ − z)ζ)−1 |ζ=ξ =
−k∑
j=−1
cj((z − ξ)
j − (−ξ)j)
where locally
(8.20) f(ζ) =
∞∑
j=−k
cj(ζ − ξ)
j
Proof Define h(ζ) = z(ζ − z)−1ζ−1. Straightforward algebra shows that
(8.21) h(ζ) = (ζ − z)−1 − ζ−1
and
(8.22) (ζ − ξ + b)−1 = −
∞∑
j=0
(ζ − ξ)j(−b)−j−1
Combining the previous identities yields
(8.23) − h(ζ) =
∞∑
j=0
(ζ − ξ)j((z − ξ)−j−1 − (−ξ)−j−1)
The residue of −hf at ζ = ξ is the coefficient of (ζ − ξ)−1 term in the Laurent
expansion of −hf . Multiplying out the right-hand sides of 8.20 and 8.23 yields
8.19.
Lemma 8.11. Let t 6= 0 and z 6= 0 be fixed then
(8.24) Res((θ − z)−jθ−1 exp(θt), z) =
j−1∑
k=0
zk−j(−1)j−k−1tk exp(zt)/k!
where Res(f(θ), z)) denotes res(f(θ)) |θ=z .
Proof If h is analytic in a neighborhood z, then Res((θ−z)−jh(θ), z) = h(j−1)(z)/(j−
1)! where h(k) denotes the kth derivative of h. Applying Leibniz’s identity for prod-
ucts to h(θ) = θ−1 exp(θt) shows the r.h.s. of 8.24 equals h(j−1)(z)/(j − 1)! .
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Lemma 8.12. Let F be the distribution function of a nonnegative random variable
with Laplace transform ψ. Then for c > 0 and t > 0
(8.25) lim
T→∞
∫ c+iT
c−iT
ψ(θ)θ−1 exp(θt)dθ = (F (t+) + F (t−))πi
For a proof consult Widder [15], Theorem 7.6a, page 69.
Corollary 8.13. Suppose there exist a constant M and a sequence of radii rn
increasing to infinity such that |ψ(z)| ≤ M whenever |z| = rn. Then under the
conditions of Lemma 8.12
(8.26) lim
n→∞
∫
Ln
ψ(θ)θ−1 exp(θt)dθ = (F (t+) + F (t−))πi
where Ln = An
⋃
Dn with An = {z : |z| = rn and ℜz < c} and Dn = {z = c+ iu :
u ∈ [−Tn, Tn]} with Tn = (r
2
n − c
2)1/2
Proof By virtue of Lemma 8.12 it suffices to show that the integral on An
vanishes as n grows large.
(8.27)
∫
An
ψ(θ)θ−1 exp(θt)dθ =
∫
Ωn
iψ(rn exp(iω)) exp(rn exp(iω)t)dω
where θ = rn exp(iω) and where Ωn = [ω0, ω3] and ω0 = arccos(c/rn) and ω3 =
2π − ω0.
(8.28)
∣∣∣∣
∫
Ωn
iψ(rn exp(iω)) exp(rn exp(iω)t)dω
∣∣∣∣ ≤
∫
Ωn
M exp(rn cos(ω)t)dω
Defining Bn = [ω1, ω2] where ω1 = arccos(−r
−1/2
n ) and ω2 = 2π − ω1, we find that
cos(ω) is dominated on Bn by cos(ω1) and Ωn−Bn by cos(ω0) respectively. Noting
that cos(ω1) = −r
−1/2
n and that cos(ω0) = cr
−1
n we deduce the following inequality.
(8.29)
∫
Ωn
M exp(rn cos(ω)t)dω ≤
∫
Bn
M exp(−r1/2n t)dω +
∫
Ωn−Bn
M exp(ct)dω
Noting the concavity of sin on the interval [0, π/2] one may show that arcsin(x) <
xπ/2 for x ∈ (0, π/2). From this we see that the arc length of Ωn −Bn is bounded
by r
−1/2
n + cr−1n .
Combining the bounds on the integrands and arc lengths shows the integral over
Bn is no more than πM exp(−r
1/2
n t), and the integral over Ωn − Bn is dominated
by πM exp(ct)(r
−1/2
n + cr−1n ). Hence
∫
An
ψ(θ)θ−1 exp(θt)dθ → 0 as n→∞.
Lemma 8.14. Let F be the distribution function of a nonnegative random variable
with Laplace transform ψ. Suppose ψ satisfies the conditions of Lemma 8.12 and
Corollary 8.13. Additionally suppose that ψ has a partial fraction expansion given
by Equation 2.4. Let t > 0 be a point of continuity of F then
(8.30) F (t) = 1− lim
N→∞
N∑
n=−N
kn∑
j=1
an,j
j−1∑
l=0
exp(znt)(−tzn)
l/l!
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where an,j = An,j(−zn)
−j
Proof Equation 8.26 and the continuity of F at t imply
(8.31) F (t) = lim
n→∞
(2πi)−1
∫
Ln
ψ(θ)θ−1 exp(θt)dθ
where Ln is the curve defined in Lemma 8.13.
Applying Cauchy’s residue theorem to the right hand side of 8.31 yields
(8.32) F (t) = 1 + lim
m→∞
∑
z∈Λm
Res(ψ(θ)θ−1 exp(θt), z)
where Λm is the interior of the simply closed curve Lm.
Equations 2.4, 8.24 and 8.32 jointly imply
(8.33) F (t) = 1 + lim
m→∞
∑
zn∈Λm
kn∑
j=1
An,j
j−1∑
l=0
zl−jn (−1)
j−l−1tl exp(znt)/l!
Substituting an,j = An,j(−zn)
−j into 8.33 and simplifying yields
(8.34) F (t) = 1− lim
m→∞
∑
zn∈Λm
kn∑
j=1
an,j
j−1∑
l=0
exp(znt)(−tzn)
l/l!
Finally, by supposition {zn ∈ Λm} = {zn : n ∈ [−m,m]} reduces the last equation
to the r.h.s. of 8.30.
Lemma 8.15. Let R(z) = p(z)/q(z) where p and q are polynomials. If limx→∞R(x) =
a where a is finite and non-zero, then deg(p) = deg(q).
The limit condition implies that R has neither a pole or zero at ∞. The lemma
then follows from a comment of Ahlfors [2] in section 1.3, page 44.
Corollary 8.16. Let H(z) = R(z)A(z) where R is the ratio of polynomials p to q.
If limx→∞H(x) = b and limx→∞A(x) = c where b and c are non-zero and finite,
then deg(p) = deg(q).
Proof Since the limit of a ratio is equal to the ratio of the limits whenever the
denominator limit is non-zero, we have limx→∞R(x) = a where a = b/c. Since b
and c are non-zero finite so is a.
Corollary 8.17. LetH = exp(−αθ)h1(θ)h
−1
2 (θ)h3(θ) and G = exp(−αθ)g1(θ)g
−1
2 (θ)g3(θ)
where h1, h2, g1, g2 are all polynomials, and
(8.35) h3(θ) =
∞∏
n=n0
(1− θ/zn)(1 − θ/zn)
(8.36) g3(θ) =
∞∏
n=n0
(1 − θ/wn)(1 − θ/wn)
such that wn = zn + O(n
−η) for η > 0 and |zn| > Mn > 0 and ℜzn < 0 for n
sufficiently large. If limx→∞ |H(x)/G(x)| = b ∈ (0,∞) then deg(h1g2) = deg(h2g1).
Proof NoticeH(x)/G(x) can be expressed asR(x)A(x) whereR(x) = h1(x)g2(x)h
−1
2 (x)g
−1
1 (x)
and A(x) = h3(x)g
−1
3 (x). From Lemma 8.18 we deduce that A(x) has a finite, pos-
itive limit at ∞, and consequently Lemma 8.15 may be applied to complete the
proof.
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Lemma 8.18. Let h3 and g3 be as in Corollary 8.17 then limx→∞ h3(x)/g3(x) is∏∞
k=n0
|zk|
2|wk|
−2) which is finite and positive.
Proof
(8.37) g3(x)/h3(x) =
∞∏
k=n0
zkzk(wk − x)(wk − x)
wkwk(zk − x)(zk − x)
Observe that
(8.38) zkw
−1
k = 1 + (wk − zk)w
−1
k = 1 +O(k
−1−η)
This proves that
(8.39)
∞∏
k=n0
|zk|
2|wk|
−2
is properly convergent. We will now show that
(8.40) lim
x→∞
∞∏
k=n0
(wk − x)(wk − x)
(zk − x)(zk − x)
= 1
By hypothesis there exists k0 ≥ n0 such ℜzk < 0 and |zk| > Mk whenever k ≥ k0.
If we set
(8.41) x0 = 2 max
n0≤k<k0
{|ℜzk|}
then max(x/2, |zk|) < |zk − x| for x > x0. Whence it follows for x > x0
(8.42) 1− |(wk − zk)z
−1
k | ≤ |(wk − x)(zk − x)
−1| ≤ 1 + |(wk − zk)z
−1
k |
Thus for x > x0 and k > k0
(8.43) 1−O(k−1−η) ≤ |(wk − x)(zk − x)
−1| ≤ 1 +O(k−1−η)
Note for fixed k we have
(8.44) lim
x→∞
(wk − x)(zk − x)
−1 = 1
By the dominated convergence theorem for products (cf. Walker[13]) we may de-
duce 8.40 from 8.43 and 8.44.
Lemma 8.19. Let f = f0−1 and g = f+f0g0 be analytic on a domain D. Suppose
f has a sequence of simple zeroes {zn ∈ D, n > 0} for which there exist positive
constants δ > 0, µ > 0, ν > 0, λ > 0, M > 0 for which |η| < δ implies zn + η ∈ D,
µ|η| < |f(zn + η)| < ν|η|, and |g0(zn + η)| < Mn
−λ. Then there exist n0 and a
sequence {wn ∈ D, n > n0} such that g(wn) = 0 and |wn − zn| < 2Mµ
−1n−λ.
Proof Let n0 be so large that if n > n0 then δn < δ and δnν < 1, where
δn = 2Mµ
−1n−λ. We claim that if |η| = δn then |f0(zn + η)g0(zn + η)| < µδn. By
hypothesis |η| < δ then |f0(zn + η)| < 1 + ν|η| , and |g0(zn + η)| < Mn
−λ. Thus
|f0(zn + η)g0(zn + η)| < (1 + ν|η|)Mn
−λ < 2Mn−λ = δnµ.
Since f , and fg0 are analytic in D, and |f(zn + η)| > µδn we may deduce from
Rouche’s Theorem the existence of wn such that |zn − wn| < δn. QED
The following lemma complements Lemma 8.19
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Lemma 8.20. Let f = f0 − 1 and g = f + f0g0 be analytic on a simply connected
domain D containing a Jordan curve C. Suppose |f(z)| > 4δ and |g0(z)| < δ ≤ 0.1
for z ∈ C, then f and g have the same number of zeroes inside of C.
Proof By Rouche’s theorem it suffices to prove that |f | > |f − g| on C which is
implied by Prop 8.21.
Proposition 8.21. Let f0 and g0 be functions defined on a set A satisfying the
following inequalities: |f0−1| > 4δ > 0 and |g0| < δ ≤ 0.1, then |f0−1|−|f0g0| > 2δ
on A.
Proof Let z ∈ A such that |f0(z)| ≤ 2 then |f0(z)g0(z)| ≤ 2|g0(z)| < 2δ <
|f0(z) − 1| − 2δ. Conversely suppose |f0(z)| > 2 then |f0(z)|(1 − 4δ) > 1. Thus
|f0(z) − 1| ≥ |f0(z)| − 1 > 4δ|f0(z)| > 2δ|f0(z)| > |g0(z)f0(z)| Thus |f0(z) − 1| −
|g0(z)f0(z)| > 4δ|f0(z)| − 2δ|f0(z)| > 2δ.
Proposition 8.22. Let f(θ), g(θ) and h(θ) be functions on a domain A satisfying
the following inequalities: g(θ)/f(θ) = O(|θ|−c) where c > 0, |h(θ)/f(θ)| = o(1)
then |g(θ)/(f(θ) + h(θ))| = O(|θ|−c)
Proof
(8.45) g(θ)/(f(θ) + h(θ)) = g(θ)f(θ)−1(1 + h(θ)/f(θ))−1
Thus arguing somewhat informally we find
(8.46) |g(θ)/(f(θ) + h(θ))| = O(|θ|−c)(1 + o(1))−1 = O(|θ|−c)
Lemma 8.23. Suppose Φj for j ∈ {0, ...J − 1} are functions bounded in a neigh-
borhood of zero and where x(θ) = −γ log |θ|+O(1) and γ > 0. Define Ψ(θ) by
(8.47) Ψ(θ) =
∑
0≤j<J
exp(βjθ)Φj(θ
−1)θ−nj
Then
(8.48) |Ψ(θ)| = O(|θ|−m(βˆ,nˆ))
where nˆ = (n0, ..., nJ−1) and βˆ = (β0, ..., βJ−1) and m(βˆ, nˆ) = min0≤j<J γβj +
nj. Moreover if βj ≥ 0, nj ≥ 0 and βj + nj > 0 for j < J then for every ǫ > 0
there exists an a < such that if ℜθ ≤ a then |Ψ(θ)| < ǫ.
Proof From Proposition 8.24 we find that
(8.49) Ψ(θ) =
∑
0≤j<J
O(|θ|−γβj−nj ) = max
0≤j<J
O(|θ|−γβj−nj ) = O(|θ|−m(βˆ,nˆ))
Proposition 8.24. Let ψβ,n(θ) = exp(βθ)Φ(θ
−1)θ−n where Φ is bounded in a
neighborhood of zero and where x(θ) = −γ log |θ|+O(1) and γ > 0 then |ψβ,n(θ)| =
O(|θ|−βγ−n). Moreover if β and n are nonnegative and their sum positive then for
every ǫ > 0 there exists an a such that if ℜθ < a then Ψβ,n(θ) < ǫ.
Proof By hypothesis there existM0 and δ > 0 such that if |w| < δ then |Φ(w)| <
M0 hence if |θ| > δ
−1 then |Φ(θ)| < M0.Also by hypothesis there exist M1 and
C such that |θ| > C implies |x(θ) + γ log |θ|| < M1. Putting it all together if
|θ| > max(C, δ−1) we have
(8.50) |ψβ,n(θ)| < exp(−βγ log |θ|+ βM1)M0|θ|
−n = |θ|−βγ−nD = O(|θ|−βγ−n)
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where D =M0 exp(βM1).
Observe if x(θ) ≤ a < 0 and |a| > δ−1 then
(8.51) |ψβ,n(θ)| < M0 exp(βa)|a|
−n =M0|a|
log|a|(e)βa−n
Since the last term has a negative exponent the term can be made as small as
possible by letting a tend to −∞ thus proving the proposition’s last claim.
Proposition 8.25. Let z = x(z) + iy(z) where x(z) = −γ log |z|+ β where γ > 0
and β is real then for every δ < 1/2 and for |z| > 3max(γ, 1)/2 then if |θ − z| < δ
we have |x(θ) + γ log |θ| − β| < 2δ
Proof
(8.52) log |θ| = log |z|+ log |1 + (θ − z)/z| = log |z|+ u(z, θ)
where |u(θ, z)| < 3|(θ − z)/2z| by virtue of Proposition 8.26.
Multiplying the previous equation by −γ we find
(8.53) − γ log |θ| = −γ log |z| − γu(z, θ) = x(z)− γu(z, θ)
Now subtracting x(θ) from both sides we get
(8.54) − γ log |θ| − x(θ) = x(z)− x(θ) − γu(z, θ)
Now taking absolute values and applying the triangle inequality we find
(8.55) |x(θ) + γ log |θ| − β| ≤ |x(z)− x(θ)| + γ|u(z, θ)| < δ + 3δγ/(2z)
The desired inequality now follows from the assumption on z.
Proposition 8.26. | log |1 + u|| ≤ − log(1− |u|) ≤ 3|u|/2 for |u| < 1/2
Proof If |1 + u| < 1 then by the monotonicity of the log function and the
triangle inequality we find that log(1 − | − u|) ≤ log |1 + u| < 0 or reversing signs
we find | log |1 + u|| ≤ − log(1 − |u|). Conversely, if |1 + u| ≥ 1 then also by
monotonicity and the triangle inequality we have 0 < log |1 + u| ≤ log(1 + |u|)
Inequality (4.1.38) of [1] yields log(1 + |u|) < | log(1− |u|), and inequality (4.1.35)
ibid gives | log(1− |u|) ≤ 3|u|/2 when |u| < 1/2.
9. Utility Summation and Product Formulas
The following formulas are due to Euler.
(9.1) ω(b) =
∞∑
j=0
(b2 + j2)−1 = (bπ coth(bπ)− 1))2−1b−2
(9.2) Ω(b) =
∞∑
j=0
(b2 + (2πj)2)−1 = (2−1b coth(2−1b)− 1))2−1b−2
We may employ the last identity to telescope the following infinite product.
(9.3)
∞∏
j=n
(1+2λµ(λ2+4π2j2)−1) = exp{2λµ(Ω(λ)−
n−1∑
j=1
(λ2+4π2j2)−1)}+O(n−3)
(9.4) |1−
n∏
j=1
(1 + zj)| ≤ 2
n∑
j=1
|zj|
whenever
∑n
j=1 |zj| < 1.
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10. Conclusions and Remaining Challenges
This paper furnishes a variety of computationally efficient means to determine
the steady-state unfinished workload statistics for an uncommon set of G/G/1
models. (An alternative approach of great power is given in [14].) In particular the
formulas derived for the the gated M/M/1’s unfinished workload statistics should
have interesting implications for investigations into queues with non-homogeneous
Poisson arrival processes (cf [9]).
This new class of solved G/G/1 queues should also be valuable to those studying
sensitivity of waiting times to distributional assumptions.
Within the current scope there still remain some interesting challenges. For
example, expansion given by equation 2.7 converges very slowly for small values of
t, so a way to accelerate this convergence or replace it with some other inversion
formula would be useful. One potentially fruitful approach would be finding a more
computationally efficient way to compute the spectral coefficients an,1 for n large.
A promising idea is given in Section 4.5 where it shown that the spectral coef-
ficients depend on the asymptotic behavior of the idle distribution. In the case of
bounded interarrival times the idleness transform should be amenable to asymptotic
expansion since the idle times will also be bounded.
Another challenge is dealing with the case where F is not dominated on the left
plane by a term of the form c exp(αθ)θ−m − 1 but rather by a product of such
terms. The analysis of such F was briefly considered in Section 6.3.1
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