In traditional tests of asset pricing theory Ordinary Least Squares (OLS) regression methods are used in empirical tests of factor models, which implies a focus on the means of the distributions of covariates. The work of Koenker and Basset (1982) and Koenker (2005) provides an alternative via Quantile regression featuring inference about conditional quantile functions. This study empirically examines the behaviour of the three risk factors from Fama-French Three Factor model of stock returns, beyond the mean of the distribution, by using quantile regressions and a US data set. The study not only shows that the factor models does not necessarily follow a linear relationship but also shows that the traditional method of OLS becomes less effective when it comes to analysing the extremes within a distribution, which is often of key interest to investors and risk managers.
INTRODUCTION
Traditionally regression based factor analysis is extensively used in quantitative finance to analyse the performance of the factors in different factor models. These factor models assume that, the expected return is linearly dependent on the risk factors, and hence Ordinary Least Square (OLS), is widely used to model the risk distribution for these models. When it comes to risk assessment, the parts of the return distributions in which the investor and risk managers are often interested, such as extreme outcomes in the tails, which go beyond the mean values, are not well analysed by means of OLS.
Quantile regression promises to be a more effective tool than OLS, when it comes to analysing the extremes of a distribution. The behaviour of the tails of a distribution is more efficiently described by quantile regression. In this paper, we analyse the expected return distribution of 30 stocks of Dow Jones Industrial average, obtained from the Fama-French three factor model, using Quantile Regression techniques.
The paper is divided into six sections, following this introductory section we briefly review the Fama-French three factor model, quantile regression is introduced in sections three, the data and research method follows in section four, the results and presented in section five, and a brief conclusion is provided in section six.
THE FAMA-FRENCH THREE FACTOR MODEL
Volatility is widely accepted measure of risk, which is the amount an asset's return varies through successive time periods. Volatility is most commonly quoted in terms of standard deviation of returns. There is a greater risk involved for asset whose return fluctuates more dramatically than the other. The familiar beta from the CAPM equation is a widely accepted measure of systematic risk. whilst unsystematic risk is captured by the error term of the OLS application of CAPM. Beta is a measure of the risk contribution of an individual security to a well diversified portfolio as measured below;
where r A is the return of the asset r M is the return of the market ߪ ெ ଶ is the variance of the return of the market, and cov(r A , r M ) is covariance between the return of the market and the return of the asset.
Jack Treynor (1961 Treynor ( , 1962 , William Sharpe (1964) , John Lintner (1965) and Jan Mossin (1966) independently, proposed Capital Asset Pricing Theory, (CAPM), to quantify the relationship between beta of an asset and its corresponding return. CAPM stands on a broad assumption that, that only one risk factor is common to a broad-based market portfolio, which is beta. Modelling of CAPM using OLS assumes that the relationship between return and beta is linear, as given in equation (2).
where r A is the return of the asset r M is the return of the market r f is the risk free rate of return ߙ is the intercept of regression e is the standard error of regression French (1992,1993) extended the basic CAPM to include size and book-tomarket as explanatory factors in explaining the cross-section of stock returns. SMB, which stands for Small Minus Big, is designed to measure the additional return investors have historically received from investing in stocks of companies with relatively small market capitalization. This additional return is often referred to as the "size premium." HML, which is short for High Minus Low, has been constructed to measure the "value premium"
provided to investors for investing in companies with high book-to-market values (essentially, the value placed on the company by accountants as a ratio relative to the value the public markets placed on the company, commonly expressed as B/M).
SMB is a measure of "size risk", and reflects the view that, small companies logically, should be expected to be more sensitive to many risk factors as a result of their relatively undiversified nature and their reduced ability to absorb negative financial events. On the other hand, the HML factor suggests higher risk exposure for typical "value" stocks (high B/M) versus "growth" stocks (low B/M). This makes sense intuitively because companies need to reach a minimum size in order to execute an Initial Public Offering; and if we later observe them in the bucket of high B/M, this is usually an indication that their public market value has plummeted because of hard times or doubt regarding future earnings.On the other hand, the HML factor suggests higher risk exposure for typical "value" stocks (high B/M) versus "growth" stocks (low B/M). This makes sense intuitively because companies need to reach a minimum size in order to execute an Initial Public Offering; and if we later observe them in the bucket of high B/M, this is usually an indication that their public market value has plummeted because of hard times or doubt regarding future earnings.
The three factor Fama-French model is written as;
where S A and H A capture the security's sensitivity to these two additional factors. Black (1993) suggested that the Fama-French results might be the effect of data mining. Kothari, Shanken and Sloan (1995) suggest that the use of annual returns provides stronger evidence in favour of the influence of beta. Levhari and Levy (1977) show that beta coefficients estimated with monthly returns are not the same as betas estimated with annual returns. There is an abundance of evidence that stock returns distributions have fat tails. Knez and Ready (1997) undertook tests of the model after removing extreme observations from their data sets using a least trimmed squares technique (LTS). They trimmed one percent of the extreme returns in their monthly data and found that this greatly reduced the size effect. Horowitz et al (2000) suggest that the size effect is not robust across different sample periods and argue that it may have disappeared since 1982. In this paper we follow a lead first suggested by Chan and Lakonishok (1992) and apply robust methods to explore the efficacy of the three factor model using quantile regressions.
DOUBTS ABOUT THE MODEL

QUANTILE REGRESSION
Linear regression represents the dependent variable, as a linear function of one or more independent variable, subject to a random 'disturbance' or 'error'. It estimates the mean value of the dependent variable for given levels of the independent variables. For this type of regression, where we want to understand the central tendency in a dataset, OLS is an effective method. OLS loses its effectiveness when we try to go beyond the median value or towards the extremes of a data set.
Quantile regression as introduced in Koenker and Bassett (1978) is an extension of classical least squares estimation of conditional mean models to the estimation of an ensemble of models for conditional quantile functions. The central special case is the median regression estimator that minimizes a sum of absolute errors. The remaining conditional quantile functions are estimated by minimizing an asymmetrically weighted sum of absolute errors. Taken together the ensemble of estimated conditional quantile functions offers a much more complete view of the effect of covariates on the location, scale and shape of the distribution of the response variable.
In linear regression, the regression coefficient represents the change in the response variable produced by a one unit change in the predictor variable associated with that coefficient. The quantile regression parameter estimates the change in a specified quantile of the response variable produced by a one unit change in the predictor variable.
The quantiles, or percentiles, or occasionally fractiles, refer to the general case of dividing a dataset into parts. Quantile regression seeks to extend these ideas to the estimation of conditional quantile functions -models in which quantiles of the conditional distribution of the response variable are expressed as functions of observed covariates.
In quantile regression, the median estimator minimizes the symmetrically weighted sum of absolute errors (where the weight is equal to 0.5) to estimate the conditional median function, other conditional quantile functions are estimated by minimizing an asymmetrically weighted sum of absolute errors, where the weights are functions of the quantile of interest. This makes quantile regression robust to the presence of outliers.
We can define the quantiles through a simple alternative expedient as an optimization problem. Just as we can define the sample mean as the solution to the problem of minimizing a sum of squared residuals, we can define the median as the solution to the problem of minimizing a sum of absolute residuals. The symmetry of the piecewise linear absolute value function implies that the minimization of the sum of absolute residuals must equate the number of positive and negative residuals, thus assuring that there are the same number of observations above and below the median.
The other quantile values can be obtained by minimizing a sum of asymmetrically weighted absolute residuals, (giving different weights to positive and negative residuals).
Solving
where ߩ ఛ (•) is the tilted absolute value function as shown in Figure 1 , this gives the ߬th sample quantile with its solution. To see that this problem yields the sample quantiles as its solutions, it is only necessary to compute the directional derivative of the objective function with respect to ߦ, taken from the left and from the right.
Figure 1: Quantile Regression Function
After defining the unconditional quantiles as an optimization problem, it is easy to define conditional quantiles in an analogous fashion. Least squares regression offers a model for how to proceed. If, we have a random sample,ሼ‫ݕ‬ ଵ , ‫ݕ‬ ଶ , … , ‫ݕ‬ ሽ, we solve
we obtain the sample mean, an estimate of the unconditional population mean, EY. If we now replace the scalar ߤ by a parametric function ‫,ݔ(ߤ‬ ߚ) and solve
we obtain an estimate of the conditional expectation function ‫.)ݔ|ܻ(ܧ‬ We proceed exactly the same way in quantile regression. To obtain an estimate of the conditional median function, we simply replace the scalar ߦ in the first equation by the parametric function ‫ݔ(ߦ‬ ௧ , ߚ) and set ߬ to 
The resulting minimization problem, when ‫,ݔ(ߦ‬ ߚ) is formulated as a linear function of parameters, can be solved very efficiently by linear programming methods.
This technique has been used widely in the past decade in many areas of applied econometrics; applications include investigations of wage structure (Buchinsky and Leslie 1997) , earnings mobility (Eide and Showalter 1999; Buchinsky and Hahn 1998) , and educational attainment (Eide and Showalter 1998) . Financial applications include Engle and Manganelli (1999) and Morillo (2000) to the problems of Value at Risk and option pricing respectively. Barnes, Hughes (2002) , applied quantile regression to study CAPM, in their work on cross section of stock market returns. 
DATA & METHODOLOGY
RESULTS: QUANTILE ANALYSIS OF FAMA-FRENCH FACTORS
We have been emphasizing of the fact that, when it comes to risk assessment, the tail distributions become more interesting for an investor or risk manager. Here we present the results of an analysis of the three factors, based both on their coefficients as obtained from OLS and quantile regressions to examine whether OLS is able to capture the extreme tail distributions and to explore whether the two techniques provided different insights. OLS is unable to capture the distribution of historical returns for tail distributions.
In Figure 2 which depicts the relationship between the market factor beta and Alcoa, the slope of the relationship changes across the quantiles moving from positive to negative; the expected positive relationship between beta and return only holds across the first few quantiles for Alcoa in this sample. Similarly, the coefficient on the size factor s is insignificant and constant in the lower quantiles, but then becomes significant and positive in the higher quantiles. Finally, the coefficient on book to market, whilst initially having a negative slope, moves to a neutral constant relationship and then becomes negative again as we move up the quantiles. 
: Actual Versus Fitted Values of Expected Return for Quantile Regression
To further illustrate the additional information garnered by the technique we present some dimensional graphs of how the loadings on the three factors vary from year to year across the quantiles. Standard OLS and asset pricing techniques simply capture the average; clearly the behaviour is much more complex than perusal of the averages would suggest. The results also suggest why simple reliance on standard OLS based asset pricing models as benchmarks to capture abnormal returns may produce highly inconsistent 
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: Actual Versus Fitted Values of Expected Return for Quantile Regression
To further illustrate the additional information garnered by the technique we present some actors vary from year to year across the quantiles. Standard OLS and asset pricing techniques simply capture the average; clearly the behaviour is much more complex than perusal of the averages would standard OLS based asset pricing models as benchmarks to capture abnormal returns may produce highly inconsistent The interesting feature of all three figures is that the direction or slope of the coefficients across the quantiles is not consistent and frequently ch we move from the lowest to the highest quantiles. To be consistent with asset pricing theory and the implications of OLS analysis these estimates should be a constant. This is clearly not the case. The interesting feature of all three figures is that the direction or slope of the coefficients across the quantiles is not consistent and frequently changes from positive to negative as we move from the lowest to the highest quantiles. To be consistent with asset pricing theory and the implications of OLS analysis these estimates should be a constant. This is
(SMB) for Bank of America ) for Bank of America
The interesting feature of all three figures is that the direction or slope of the coefficients anges from positive to negative as we move from the lowest to the highest quantiles. To be consistent with asset pricing theory and the implications of OLS analysis these estimates should be a constant. This is As a further test we ran some tests of the equivalence of slopes estimated across different quantiles. We used a bootstrapping technique to test the significances of the differences across the slopes. The results are reported in the Appendix. These just provide the results across the whole sample period, for reasons of economy. Around nine percent of the slope estimates across quantiles were significantly different at a ten percent level or better across the whole sample period.
Conclusion
We have explored the relationship between a set of returns of the 30 Dow Jones Index stocks and the three factor model using factors obtained from Professor Ken French's website for the period 2002 to 2009 and quantile regression analysis. We report the assumptions of OLS, as criticised originally by Frances Galton's famous exclamation against his statistical colleagues who: "limited their inquiries to averages and do not seem to revel in more comprehensive views", appear also to apply in finance in the large literature on testing asset pricing models. Our results reveal large and sometimes significant differences between returns and these three factors both across quantiles and through time. The picture that results from quantile regression analysis is far more complex than the assumptions inherent in OLS would lead us to believe. 
