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Abstract
In this paper a generic kinematic model for robot structure error analysis is built and then is extended to analyze
an active vision system. An active vision system is a robot device for controlling the motion of cameras based
on visual information. Because the models are derived from the Denavit-Hartenberg transformation matrix,
diﬀerential changes for the transformation matrix and link parameters, and the fundamental algorithm for
estimating depth using stereo cameras, they are generic and can be used for any robot system or for stereo active
vision systems. Based on this model, we created a software tool which functions as a C++ class library. The
primary advantage of using this tool is that we can estimate the kinematic error at the design stage instead of at
the calibration stage, which is more complicated work, especially for an active vision system or a binocular head.
Furthermore, we can estimate the robot pose error or depth estimation error given the manufacturing tolerances.
Key Words Robot Kinematics, Active Vision System, Diﬀerential Transformation and Pose Estima-
tion
I Introduction
A robot manipulator is a position oriented me-
chanical device. The accuracy of the manipulator’s
position in an application environment is depen-
dent on the manufacturing accuracy and the con-
trol accuracy. Unfortunately, there often exists both
manufacturing error and control error. Generally,
robots should be calibrated to improve the accuracy.
Calibration involves robot kinematic modeling, pose
measurement, parameter identiﬁcation and accuracy
compensation. These calibrations are hard work and
time consuming.
For an active vision system, a robot device for
controlling the motion of cameras based on visual in-
formation due to measurement noise, the kinematic
calibrations are much more diﬃcult. As a result,
most existing active vision systems are not accu-
rately calibrated Shih [7]. To address this problem,
many researchers select self-calibration techniques.
In this paper, we apply a more active approach, that
is, we reduce the kinematic errors at the design stage
instead of at the calibration stage.
We begin to build the model using the relation
between two connecting joint coordinates deﬁned by
a DH homogeneous transformation.We then use the
diﬀerential relationship between these two connect-
ing joint coordinates to extend the model which re-
lates the kinematic parameter errors of each link to
the pose error of the last link. Given this model, we
can implement an algorithm for estimating depth us-
ing stereo cameras, extending the model to handle
an active stereo vision system.
Based on these two models, we have developed
a set of C++ class libraries. Using this set of li-
braries, we can estimate robot pose errors or depth
estimation errors based on kinematic errors. Fur-
thermore, we can apply these libraries to ﬁnd the
key factors that aﬀect accuracy. As a result, more
reasonable minimum tolerances or manufacturing re-
quirements can be deﬁned so that the manufactur-
ing cost is reduced while retaining relatively high
accuracy. Because our models are derived from the
Denavit-Hartenberg transformation matrix, diﬀeren-
tial changes for transformation matrix and link pa-
rameters, and the fundamental algorithm for esti-
mating depth using stereo cameras, these librariesare suitable for any manipulator or stereo active vi-
sion system.
The remainder of this paper is organized as fol-
lows. Section 2 derives the model for analyzing the
eﬀect of parameter errors on robot poses. Section
3 introduces the extended kinematic error model for
an active vision system. It should be noted that this
extended model is the main contribution of our pa-
per and we integrate the robot diﬀerential kinematics
into an active vision system. Section 4 presents the
experimental results for a real active vision system.
Finally, Section 5 oﬀers concluding remarks.
II Kinematic Error Model for a
Manipulator
A serial link manipulator consists of a sequence of
links connected together by actuated joints [6]. The
kinematical relationship between any two succes-
sive actuated joints is deﬁned by the DH (Denavit-
Hartenberg) homogeneous transformation matrix.
The DH homogeneous transformation matrix is de-
pendent on the four link parameters, that is, θi, αi,
ri, and di. For the generic robot forward kinemat-
ics, only one of these four parameters is variable. If
joint i is robational, the θi is the joint variable and
di, αi, and ri are constants. If joint i is translational,
the di is the joint variable and θ, αi, and ri are con-
stants. Since there always exists errors for these four
parameters, we also need a diﬀerential relationship
between any two successive actuated joints. This re-
lationship is deﬁned by matrix dAi which is depen-
dent on dθi, dαi, dri, and ddi as well as θi, αi, ri,
and di. Given the relationship between two succes-
sive joints Ai and diﬀerential relationship between
two successive joints dAi, we can derive an equation
to calculate the accurate position and orientaion of
the end-eﬀector with respect to the world coordinate
system for an N degree-of-freedom manipulator.
In this section, we will ﬁrst derive the diﬀerential
changes between two successive frames in subsection
2.1. We then give the error model for a manipulator
of N degrees-of-freedom with respect to the world
coordinate system in the subsection 2.2.
II.A Diﬀerential Changes between Two Frames
For an N degree-of-freedom manipulator de-
scribed by the Denavit-Hartenberg deﬁnition, the
homogeneous transformation matrix Ai which re-
lates the (i-1)th joint to ith joint is [6]
Ai =




cθi −sθi cαi sθi sαi ricθi
sθi cθi cαi −cθi sαi risθi
0 sαi cαi di
0 0 0 1



 (1)
where s and c refer to sine and cosine functions, and
θi, αi, ri, and di are link parameters.
Given the individual transformation matrix Ai,
the end of an N DOF manipulator can be repre-
sented as
TN = A1A2 ···AN−1AN (2)
We will also use the following deﬁnitions. We deﬁne
Ui = AiAi+1 ···AN with UN+1 = I, and a homo-
geneous matrix
Ai =
￿
ni oi ai pi
0 0 0 1
￿
(3)
where ni, oi, ai and pi are 3 × 1 vectors.
Given the ith actual coordinate frame Ai and the
ith nominal frame A0
i, we can obtain an additive
diﬀerential transformation dAi
dAi = Ai − A0
i. (4)
If we represent the ith additive diﬀerential trans-
formation dAi as the ith diﬀerential transformation
δAi right multiplying the transformation Ai , we can
write
dAi = Ai δAi. (5)
In this case, the changes are with respect to coordi-
nate frame Ai.
Assuming the link parameters are continuous and
diﬀerentiable we can represent dAi in another way,
that is
dAi =
∂Ai
∂θi
dθi +
∂Ai
∂αi
dαi +
∂Ai
∂ri
dri +
∂Ai
∂di
ddi. (6)
Comparing (5) with (6), we obtain
δAi = A
−1￿∂Ai
∂θi
dθi +
∂Ai
∂αi
dαi
+
∂Ai
∂ri
dri +
∂Ai
∂di
ddi
￿
. (7)
For the homogeneous matrix, the inverse matrix of
Ai is
A
−1
i =




nt
i −pi · ni
ot
i −pi · oi
at
i −pi · ai
01×3 1



 (8)
By diﬀerentiating all the elements of equation (1)
with respect to θi, αi, ri and di respectively, we ob-
tain
∂Ai
∂θi
=




−sθi −cθi cαi cθi sαi −ri sθi
cθi −sθi cαi sθi cαi ri cθi
0 0 0 0
0 0 0 0




(9)∂Ai
∂αi
=




0 sθi sαi sθi cαi 0
0 −cθi sαi −cθi cαi 0
0 cαi −sαi 0
0 0 0 0



 (10)
∂Ai
∂ri
=




0 0 0 cθi
0 0 0 sθi
0 0 0 0
0 0 0 0



 (11)
∂Ai
∂di
=




0 0 0 0
0 0 0 0
0 0 0 1
0 0 0 0



 (12)
Substituting equations (8), (9), (10), (11) and (12)
into (7), we obtain
δAi =

 

0 −cαi dθi sαi dθi dri
cαi dθi 0 −dαi u
−sαi dθi dαi 0 v
0 0 0 0

 

(13)
where u = ri cαi dθi + sαi ddi and v = ri sαi dθi +
cαi ddi. Since dAi = Ai δAi, therefore [6]


dxi
dyi
dzi

 =


ddi
di cα dθi + sαi dri
−di sα dθi + cαi dri

 (14)


δxi
δyi
δzi

 =


dαi
sα dθi
cα dθi

 (15)
where (dxi dyi dzi)
t is the diﬀerential translation
vector and (δxi δyi δzi)
t is the diﬀerential rotation
vector with respect to frame Ai.
Let di = (dxi dyi dzi)t and δi = (δxi δyi δzi)t.
The diﬀerential vectors di and δi can be represented
as a linear combination of the parameter changes,
which are
di = k1
i dθi + k2
i ddi + k3
i dri (16)
and
δi = k
2
i dθi + k
3
i dαi (17)
where k1
i = (0 ricαi − risαi)t, k2
i = (0 sαi cαi)t
and k3
i = (1 0 0)t.
II.B Kinematic Error Model of A Manipulator
Wu [9] has developed a kinematic error model of
an N degree-of-freedom robot manipulator based on
the diﬀerential changes dAi and the error matrix δAi
due to four small kinematic errors at an individual
joint coordinate frame.
Let dN and δN denote the three translation er-
rors and rotation errors of the end of a manipula-
tor respectively where dN = (dxN dyN dzN) and
δN = (δN
x δN
y δN
z ). From [9], we obtain
￿
dN
δN
￿
=
￿
M1
M2
￿
dθ +
￿
M2
0
￿
dr
+
￿
M3
0
￿
dd +
￿
M4
M3
￿
dα (18)
where
dθ = (dθ1 dθ2 ... dθN)t
dr = (dr1 dr2 ... drN)
t
dd = (dd1 dd2 ... ddN)t
dα = (dα1 dα2 ... dαN)
t
and M1, M2, M3 and M4 are all 3 × N matrices
whose components are the function of N joint vari-
ables. The ith column of M1, M2, M3 and M4 can
be expressed as follows:
Mi
1 =


nu
n+1 · k1
i + (pu
i+1 × nu
i+1) · k2
i
ou
i+1 · k1
i + (pu
i+1 × ou
i+1) · k2
i
au
i+1 · k1
i + (pu
i+1 × au
i+1) · k2
i


Mi
2 =


nu
n+1 · k2
i
ou
i+1 · k2
i
au
i+1 · k2
i


M
i
3 =


nu
n+1 · k3
i
ou
i+1 · k3
i
au
i+1 · k3
i


Mi
4 =


(pu
i+1 × nu
i+1) · k3
i
(pu
i+1 × ou
i+1) · k3
i
(pu
i+1 × au
i+1) · k3
i


where nu
i+1, ou
i+1, au
i+1 and pu
i+1 are four 3 × 1
vectors of matrix Ui+1 which is deﬁned as Ui =
AiAi+1 ···AN with UN+1 = I.
Using the above equations, the manipulator’s dif-
ferential changes with respect to the base can be rep-
resented as
dTN =
￿
dn do da dp
0 0 0 1
￿
(19)
where
dn = ou
1 δN
z − au
1 δN
y
do = −nu
1 δN
z + au
1 δN
x
da = n
u
1 δ
N
y − o
u
1 δ
N
x
dp = n
u
1 dx
N + o
u
1 dy
N + a
u
1 dz
NImage plane   ￿
P = (x,y,z)   ￿
(u,v)   ￿
Object   ￿
   ￿
X  ￿
Y  ￿
Z  ￿
f￿
Figure 1: The camera coordinate system whose x-
and y-axes form a basis for the image plane, whose
z-axis is perpendicular to the image plane (along the
optical axis), and whose origin is located at distance
f behind the image plane, where f is the focal length
of the camera lens.
and nu
1, ou
1, au
1 are four 3 × 1 vectors of matrix U1.
Finally, the real position and orientation at the
end of the manipulator can be calculated by
TR
N = TN + dTN (20)
where TN = A1A2 ···AN.
III Extended Model for an Active Visual
System
An active vision system, which has become an in-
creasingly important research topic, is a robot device
for controlling the motion of cameras based on visual
information. The primary advantage of directed vi-
sion is its ability to use camera redirection to look
at widely separated areas of interest at fairly high
resolution instead of using a single sensor or array of
cameras to cover the entire visual ﬁeld with uniform
resolution. It is able to interact with the environ-
ment actively by altering its viewpoint rather than
observing it passively. Like an end eﬀector, a camera
can also be connected by a ﬁxed homogeneous trans-
formation to the last link. In addition, the structure
and mechanism are similiar to those of robots. Since
an active visual system can kinematically be handled
like a manipulator of N degrees-of-freedom, we can
use the derived solutions in the last section directly.
In this section, we will ﬁrst introduce the camera
coordinate system corresponding to standard coordi-
nate system deﬁnition for the approaches used in the
computer vision literature and describe a generic al-
gorithm for location estimation with stereo cameras.
We will then integrate it with the kinematic error
model of a manipulator.
III.A Camera coordinate system and location esti-
mation with stereo cameras
We assign the camera coordinate system with x-
and y-axes forming a basis for the image plane, the
z-axis perpendicular to the image plane (along the
optical axis), and with its origin located at distance
f behind the image plane, where f is the focal length
of the camera lens. This is illustrated in Fig. 1.
A point, cp = (x, y, z)
t whose coordinates are ex-
pressed with respect to the camera coordinate frame
C, will project onto the image plane with coordinates
pi = (u, v)
t given by
π(x, y, z) =
￿
u
v
￿
=
f
z
￿
x
y
￿
(21)
If the coordinates of xp are expressed relative to co-
ordinate frame X, we must ﬁrst perform the coordi-
nate transformation
cp = cTx
xp. (22)
Let aTc1 represent the pose of the ﬁrst camera rel-
ative to the arbitrary reference coordinate frame
A. By inverting this transformation, we can obtain
c1Ta, where
c1Ta =




c1r11
c1r12
c1r13
c1tx
c1r21
c1r22
c1r23
c1ty
c1r31
c1r32
c1r33
c1tz
0 0 0 1



 (23)
For convenience, let
c1R1 = (c1r11
c1r12
c1r13) (24)
c1R2 = (c1r21
c1r22
c1r23) (25)
c1R1 = (c1r31
c1r32
c1r33) (26)
If given the image coordinates, we can ﬁnd the ob-
ject location with respect to the frame A using the
following equations (see Hutchinson [2] for details):
A1 · ap = b1 (27)
where
A1 =
￿
f1
c1R1 − u1
c1R3
f1
c1R2 − v1
c1R3
￿
(28)
b1 =
￿
u1
c1tz − f1
c1tx
v1
c1tz − f1
c1ty
￿
(29)(a) (b)
Figure 2: The TRICLOPS Active Vision System has four axes. They are pan axis, tilt axis, left vergence axis
and right vergence axis. The pan axis can rotate around a vertical axis through the center of the base. The tilt
axis can rotate around a horizontal line that intersects the base rotation axis. The left and right vergence axes
intersect and are perpendicular to the tilt axis. These two pictures come from A.J. Wavering et al. [8]. We would
like to thank to the paper’s authors.
Given a second camera at location aXc2 . We can
compute c2Xa, A2 and ap similarly. Finally we have
an over-determined system for ﬁnding ap
￿
A1
A2
￿
ap =
￿
b1
b2
￿
(30)
where A1 and b1 are deﬁned by (28) and (29) while
A2 and b2 are deﬁned as follows:
A2 =
￿
f2
c2R1 − u2
c2R3
f2
c2R2 − v2
c2R3
￿
(31)
b2 =
￿
u2
c2tz − f2
c2tx
v2
c2tz − f2
c2ty
￿
. (32)
III.B Location Estimation based on an Active Vi-
sion System
As mentioned before, assuming that the camera
frames are assigned as shown in Fig. 1 and that the
projective geometry of the camera is modeled by per-
spective projection, a point cp = (cx cy cz)t, whose
coordinates are expressed with respect to the camera
coordinate frame will project onto the image plane
with coordinates (u v)t given by
￿
u
v
￿
=
f
cz
￿
cx
cy
￿
(33)
We suppose that f - the focal length of lens, does
not have an error. This is reasonable in this project,
because we are only interested in the kinematic er-
rors. Another problem is that the diﬀerence between
the real pose of the camera and its nominal pose
will aﬀect the image coordinates. This problem is
diﬃcult to solve because the image coordinates are
dependent on the depth of the object which is un-
known. If we assume f/cz ￿ 1, we can regard it as
the high order error terms and ignore them. From
these assumptions, we can obtain the real position
and orientation of the left camera coordinate frame
which is
aTc1 = T
R
1 Ac1 (34)
and those of the right camera coordinate frame which
is
aTc2 = T
R
2 Ac2 (35)
In the above two equations, TR
1 , TR
2 are the real
poses of the end links and Ac1, Ac2 are two operators
which relate the camera frames to their end links.
Given Equation (34) and (35), we can invert them
to get c1Ta and c2Ta. Then we can obtain an over-
determined system using the method mentioned be-
fore. This system can be solved by a least square’s
approach as follows [3]:
ap =
￿
(A
TA)
−1A
T￿
b (36)
where
A =




f1
c1R1 − u1
c1R3
f1
c1R2 − v1
c1R3
f2
c2R1 − u2
c2R3
f2
c2R2 − v2
c2R3



 (37)b =




u1
c1tz − f1
c1tx
v1
c1tz − f1
c1ty
u2
c2tz − f2
c2tx
v2
c2tz − f2
c2ty



 (38)
If the superscript a in equations (34) and (35) indi-
cates the world frame, we can calculate the position
of P in world space.
On the other hand, we can use T1 and T2 instead
of TR
1 and TR
2 in equations (34) and (35). We then
invert the resulting aTc1 and aTc2 to get c1Ta and
c2Ta. Finally we solve the over-determined system
by the least square’s approach to obtain the nominal
pose of the cameras PN. The diﬀerence between
these two results, i.e
E = P − P
N, (39)
is the estimation error.
Note that the estimation errors are dependent on
the joint variables and are a function of these joint
variables. Consequently, a series of estimation er-
rors can be obtained based on a diﬀerent pose of
the stereo vision system. Finally, a curve describing
the relationship between estimation errors and joint
variables can be drawn. This curve can help us to
analyze the estimation error or to design an active
vision system.
IV Simulation Results
In this section, we will apply the model described
above to a real active vision system - TRICLOPS as
shown in Fig. 21. TRICLOPS has four mechanical
degrees of freedom. The four axes are: pan about a
vertical axis through the center of the base, tilt about
a horizontal line that intersects the base rotation axis
and left and right vergence axes which intersect and
are perpendicular to the tilt axis [1]. The system
is conﬁgured with two 0.59(in) vergence lenses and
the distance between the two vergence axes is 11(in).
The ranges of motion are ±96.3(deg) for the pan
axis, from +27.5(deg)to−65.3(deg) for the tilt axis,
and ±44(deg) for the vergence axes. The image coor-
dinates in this demonstration are arbitrarily selected
as u = −0.2 and v = 0.2. The errors are dependent
on the variable parameters. Therefore, we let the
three variables change simultaneously within their
motion ranges, as shown in Fig 3. If all the trans-
lational parameter errors are 0.005(in) and all an-
gular parameter errors are 0.8(deg), from Fig. 4(a),
we know that the maximum relative error is about
6.5%. Referring to Fig. 4(b), we can observe that
by adjusting dθ3 and dα3 from 0.8(deg) to 0.5(deg),
1Thanks to A.J. Wavering et.al [8], we can present the
TRICLOPS pictures in this paper.
Figure 3: Simulation Points - The pan axis whose
range is from −96.3◦ to +96.3◦, tilt axis whose range
is from −65.3◦ to +27.5◦, and two vergence axes
whose ranges are from −44◦ to +44◦ rotate simulta-
neously.
the maximum relative error is reduced from 6.5% to
5.3%. But adjusting the same amount for α2 and
θ2, the maximum percentage can only reach 5.8%,
as shown in Fig. 4(c). So the overall accuracy is
more sensitive to α3 and θ3. As shown in Fig. 4(d),
if we improve the manufacturing or control require-
ments for α3 and θ3 from 0.8(deg) to 0.5(deg) and at
the same time reduce the requirements for α1, α2, θ1
and θ2 from 0.8(deg) to 1.1(deg), the overall manu-
facturing requirement is reduced by 0.6 (deg) while
the maximum error is almost the same. From an
optimal design view, these tolerances are more rea-
sonable. From Fig. 4(e), we know that the overall
accuracy is insensitive to translational error. From
the design point of view, we can assign more trans-
lational tolerances to reduce the manufacturing cost
while retaining relatively high accuracy.
V Conclusions
In this paper, we ﬁrst present an approach which
relates the four kinematic errors of a manipulator
to the ﬁnal pose of this manipulator. Then we ex-
tend this approach so that it can be used to estimate
visual feature errors. This is also the main contri-
bution of this project. Based on this approach, we
develop a standard C++ class library which can be
used as a tool to analyze the eﬀect of kinematic er-
rors on the pose of a manipulator or on visual feature
estimation. This method can also be applied to the
optimized design of a manipulator or an active vi-(a) (b)
(c) (d)
(e) (f)
Figure 4: Experimental Resultssion system. For example, we can use this method
to ﬁnd the key factors which have the most eﬀect
on accuracy at the design stage. We should consider
assigning high manufacturing tolerance to them be-
cause the accuracy is more sensitive to these factors.
One the other hand, we can assign low manufac-
turing tolerance to the insensitive factors to reduce
manufacturing cost.
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