Abstract. I find new equations for Chow varieties, their secant varieties, and an additional variety that arises in the study of complexity theory by flattenings and Koszul Young flattenings. This enables a new lower bound for symmetric border rank of x1x2⋯x d when d is odd, and a new lower complexity bound for the permanent.
1. Introduction 1.1. Motivation from algebraic geometry. There has been substantial recent interest in the equations of certain algebraic varieties that encode natural properties of polynomials (see e.g., [4, 22, 25, 26, 27] ). Such varieties are usually preserved by algebraic groups, this paper studies equations for several such varieties. One variety of interest is the Chow variety of polynomials that decompose as a product of linear forms, which is defined by Ch d (V ) = P{z ∈ S d V z = w 1 ⋯w d for some w i ∈ V } ⊂ PS d V, where V is a finite-dimensional complex vector space and PS d V is the projective space of homogeneous polynomials of degree d on the dual space V * . The ideal of the Chow variety of polynomials that decompose as a product of linear forms has been studied for over 100 years, dating back at least to Gordon and Hadamard. Let S δ (S d V ) denote the space of homogeneous polynomials of degree δ on S d V * . The Foulkes-Howe map
was defined by Hermite [18] when dim V = 2, and Hermite proved the map is an isomorphism in his celebrated "Hermite reciprocity". Hadamard [16] defined the map in general and observed that its kernel is I δ (Ch d (V * )), the degree δ component of the ideal of the Chow variety. We do not understand this map when d > 4 (see [2, 3, 8, 17, 19, 30] ).
Brill and Gordon (see [1, 10, 11, 23] ) wrote down set-theoretic equations for the Chow variety of degree d + 1, called "Brill's equations". Brill's equations give a geometric derivation of settheoretic equations for the Chow variety. I computed Brill's equations in terms of a GL(V )-module from a representation-theoretic perspective in [13] , where GL(V ) denotes the general linear group of invertible linear maps from V to V .
Define the Veronese variety
Let W be a complex vector space and let X ⊂ PW * be an algebraic variety. Define σ 0 r (X) = ⋃ p 1 ,...,pr∈X ⟨p 1 , . . . , p r ⟩ ⊂ PW * , where ⟨p 1 , . . . , p r ⟩ denotes the projective plane spanned by p 1 , . . . , p r .
Define the r-th secant variety of X to be σ r (X) = σ 0 r (X) ⊂ PW * , where the overline denotes closure in the Zariski topology.
For a given polynomial P ∈ S d V , the symmetric rank R S (P ) of P is the smallest r such that [P ] ∈ σ 0 r (v d (PV )), the symmetric border rank R S (P ) of P is the smallest r such that [P ] ∈ σ r (v d (PV )). Notice that R S (P ) ≥ R S (P ). It is an open question to determine the symmetric border rank of x 1 ⋯x d ∈ S d V .
1.2.
Motivation from complexity theory. Leslie Valiant [32] defined in 1979 an algebraic analogue of the P versus NP problem. The class VP is an algebraic analogue of the class P, and the class VNP is an algebraic analog of the class VP. 
where S n is the symmetric group and C n 2 has a basis {x ij } 1≤i,j≤n . A geometric method to approach Valiant's conjecture implicitly proposed by Gupta, Kamath, Kayal and Saptharishi [15] is to determine equations for the secant varieties defined in Theorems 1.1 and 1.2 below.
Let h n and g n be two positive sequences, define 
holds. Theorems 1.1 and 1.2 motivated me to study the varieties σ r (Ch d (V )) and σ ρ (v δ 1 (σ r (v δ 2 (PV ))). The results obtained here are not in the ranges needed to separate VP from VNP. However, I introduce methods from representation theory for these problems. For the second problem this is the first time that equations for σ ρ (v δ 1 (σ r (v δ 2 (PV ))) are approached from this perspective.
My results include
• Equations for σ r (Ch d (C dr )) ( Theorem 1.5).
• A lower bound of R S (x 1 ⋯x d ) when d is odd ( Theorem 1.7).
• A lower bound on the size of depth 5 circuits that compute det n and perm n ( Theorem 1.9) 
The image of P k,d−k is the space spanned by all k-th order partial derivatives of P , and is studied in the computer science literature under the name the method of partial derivatives (see, e.g. [5] and the references therein). In coordinates, if {x 1 , . . . , x n } is a basis of V , then {
is a basis of S k V * , and
Flattenings generalize to Young flattenings, see [6, 7, 26] for a discussion of Young flattenings and the state of the art. For P ∈ S d V , the Koszul Young flattening is a linear map
is defined by the composition of the following two maps
where the first map is defined by tensoring P k,d−k with the identity map
V is the algebraic exterior derivative, which is defined on monomials by:
and then extended linearly. In the tensor setting, Koszul Young flattenings have led to the current best lower bound for the border rank of matrix multiplication in [28, 29] .
Another Young flattening
with the identity map Id S ℓ V ∶ S ℓ V → S ℓ V , and projecting (symmetrizing) the image in
It goes under the name "the method of shifted partial derivatives" in the computer science literature. By using the method of shifted partial derivatives , A. Gupta, P. Kamath, N. Kayal and R. Saptharishi [14] 
. By computing the Koszul Young flattenings of Chow Varieties and their secant varieties, one can obtain additional equations for these varieties. 
Remark 1.4. Proposition 2.8 implies that the equations I obtain here are nontrivial when ⌈
rd with a basis {x 1 , . . . , x rd } and
In particular, when d ≥ 2, and p = k = 1,
Remark 1.6. Theorem 2.11 implies that the equations I obtain here are nontrivial when p = k = 1.
Koszul Young flattenings can also be used to compute a lower bound for
. Ranestad and Schreyer [31] showed
get a lower bound of R S (x 1 ⋯x d ) which is s better than
⌋ when d is odd, with an additional exponential term: 
I compute the flattening rank of a generic polynomial in v δ 1 (σ r (v δ 2 (PV ))) ⊂ PS n V , where dim V = n 2 and δ 1 , δ 2 ∼ √ n, and I compare it to that of the permanent:
Remark 1.10. By using the model σ r (v δ 1 (PS δ 2 V )),δ 1 , δ 2 ∼ √ n, where δ 1 δ 2 = n and dim V = n 2 , and with the method of shifted partial derivatives, Gupta, Kamath, Kayal and Saptharishi [14] gave a lower bound 2 Ω( √ n) for the permanent. While by using the model
, and by the usual flattenings, Theorem 1.9 gives us a lower bound 2 √ n log(n)ω(1) for the permanent when r is relatively small (slightly smaller than 2 2 √ n ). However if r is very big, we can not get much information by usual flattenings. Then I get a lower bound of symmetric border rank for
). In §3.1 I compute the flattening rank of a generic polynomial
))). In §3.2 I compare the flattening rank of a generic
with that of the perm n , and get a new complexity lower bound for the permanent as long as r is relatively small. 
Koszul Young flattenings of Chow varieties. Let
By Proposition 2.2,
is a disjoint map with respect to this decomposition.
Where
For the symmetric group S n and any partition λ with order n, let [λ] denote the irreducible S n -module corresponding to the partition λ. Lemma 2.6. Let Q = span{y 1 , ..., y u+v } and let A u,v Q = span{y m 1 ⋯y mu ⊗ y n 1 ∧ ⋯ ∧ y nv } {m 1 ,...,mu,n 1 ,...,nv}= [u+v] .
Then the rank of
Proof. Recall that [u+v −1, 1] is the standard representation of S u+v and Λ
Theorem 2.7. ( [12, 20, 21] ) For a generic polynomial P ∈ S d V , and for any
For any partition λ, let S λ V denote the irreducible GL(V )-module corresponding to the partition λ.
Proposition 2.8. For a generic polynomial P ∈ S d V , the rank of
Proof. First, assume that P is a generic polynomial in S d V , and
Easy to see that Proof of Theorem 1.3. First, by Corollary 2.3, we only need to compute the rank of
By Lemma 2.6, rank(∧ d−k,p W k 1 ,...,ks;j 1 ,j 2 ,...,j d−k+p−2s ) depends only on s. Consider the decomposi- 
Proof. Let P = l d , the image of
Proof of Theorem 1.7. When d = 2n + 1 and k = p = n,
and by Lemma 2.9,
.
This implies
n + 4n(n − 1)
).
Koszul Young flattenings of secant varieties of Chow varieties. I study equations for secant varieties of Chow varieties from the perspective of Koszul Young flattenings.
Proposition 2.10. Let V = C dr with a basis {x 1 , . . . , x dr }.
Therefore the (r n with a basis {x 1 , . . . , x n }, for a generic polynomial P ∈ S d V , the rank of P 1 x 2 ⊗(x 1 ∧x k ) for k ≠ 1, then by projection to B n , we can rewrite P
It is easy to see they are linearly independent, so rank(P Proof of Theorem 1.5. First, let
The image of the map
is the image of the map
where W i is the complement of Λ p V i with respect to the basis {x i 1 ∧ ⋯ ∧ x ip } 1<i 1 <i 2 <⋯<ip≤dr . Rewrite the map as
Second, when d ≥ 2, r ≥ 2 and p = k = 1,
Flattenings of Veronese reembeddings of secant varieties of Veronese varieties

Flattenings of Veronese reembeddings of secant varieties of Veronese varieties.
Let {x 1 , . . . , x r } be a basis of V , and {y 1 , . . . , y r } be the dual basis of
))). The goal is to compute the rank of its 
2 , the support of P 2,2 (y Proof.
Where C(t 1 , . . . , t r ; α 1 , . . . , α r ) are coefficients depending on (t 1 , . . . , t r ) and (α 1 , . . . , α r ). 
Proposition 3.6. Consider . Similarly let
, then ζ i = m i δ 2 + θ i for some nonnegative integer m i , and One can decompose
such that W (A, B) is a copy of subspace A[α 1 , . . . , α r ] in S k V * with A(α 1 , . . . , α r ) = A and B(α 1 , . . . , α r ) = B. Furthermore, by Proposition 3.3, P k,d−k is a disjoint map with respect to this decomposition. Moreover the following bounds hold for the rank of
Second, by (11) one can decompose
. . , α r ) = A and B(α 1 , . . . , α r ) = B, and P k,d−k is a disjoint map with respect to the decomposition. Since when B < 0, P k,d−k W (A,B) is the zero map,
On the other hand, consider subspaces A[α 1 , . . . , α r ] with A(α 1 , . . . , α r ) = 0 and B(α 1 , . . . , α r ) = 0, the map To prove the second inequality, notice that each monomial of P = (x Lemma 3.13. LetÃ,B be two complex vector spaces, let A be a subspace ofÃ and B be a subspace ofB. IfT ∈Ã ⊗B and T ∈ A ⊗ B is the linear projection ofT , then R(T ) ≥ R(T ). Corollary 3.14. Assume that δ 1 , δ 2 ∼ √ n and δ 1 δ 2 = n, then rank([(l
Proof. Write k = ⌊ n 2 ⌋ and P = (l δ 2 1 + ⋯ + l δ 2 r ) δ 1 . Assume that l 1 , ..., l r are linearly independent and let W =span{l 1 , ..., l r }, in Corollary 3.11 we already computed the rank of the new flattening P k,n−k ∶ S k W * → S n−k W . By Lemma 3.13 rank(P k,n−k ) ≤ rank(P k,n−k ).
By Corollary 3.11, rank(P k,n−k ) ≤ rank(P k,n−k )
Proof of Theorem 1.9. Let k = ⌊ n 2 ⌋, and 2n − √ n log(r) = √ n log(n)ω(1), by Corollary 3.14,
