Abstract Cross-country comparisons avoid the unsteady equilibrium in which regulators have to balance between economies of scale and a sufficient number of remaining comparable utilities. By the use of data envelopment analysis, we compare the efficiency of the drinking water sector in the Netherlands, England and Wales, Australia, Portugal and Belgium. After introducing a procedure to measure the homogeneity of an industry, robust order-m partial frontiers are used to detect outlying observations. By applying bootstrapping algorithms, bias-corrected first and second stage results are estimated. Our results suggest that incentive regulation in the sense of regulatory and benchmark incentive schemes have a significant positive effect on efficiency. [49][50][51][52][53][54][55][56][57][58][59][60][61] 1998), we incorporate environmental variables directly into the efficiency estimates. We firstly equalize the social, physical and institutional environment, and secondly, deduce the effect of incentive schemes on utilities as they would work under similar conditions. The analysis demonstrates that in absence of clear and structural incentives the average efficiency of the utilities falls in comparison with utilities which are encouraged by incentives.
Introduction
The merits of competition are abundantly demonstrated in economic theory. However, a monopolistic configuration may be desirable in certain activities. Particularly operations with large sunk costs or increasing returns to scale could lead to a natural monopoly. Irrespective of ownership, whether private or public owned utilities, every natural monopoly involves welfare cost to society by creating the quiet life of Hicks (1935) , the X-inefficiency of Leibenstein (1966) or making excess profits. The problem is similar to a principal-agent problem under asymmetric information. The monopolistic utilities (the agents) have private information about their ability to transform inputs into outputs. As society (the principal) wants a guaranteed service at the lowest price possible, the utilities can extract information rents. The objective of society is to minimize the extraction of information rents while assuring a satisfactory service. Policy makers can apply a broad range of incentive schemes in order to reach this goal. The different institutional frameworks (e.g., divestiture, concession or yardstick competition) reflect the different regulatory and ideological views among societies. Especially within local public utilities, ideological views could prevail, mainly if the water services are deemed services of general interest and not services of general economic interest and, therefore, should not be subject to competition law.
In this article, we examine the role of incentive schemes in the drinking water sector. We investigate whether regulatory and benchmark incentive schemes ameliorate the efficiency of utilities which are encouraged by incentives. To make abstraction of ideological conflicts, we are considering efficiency. Indeed, whatever the ideological background, no one can accept inefficiencies which are, basically, resources left over on the table. This article compares the incentive schemes of five different countries: benchmarking the drinking water sector as in the Netherlands, privatization as in England and Wales, a strong regulatory framework as in Australia, municipal provision with private sector participation as in Portugal or different levels of public management as in Belgium. To the best of our knowledge, this is the first paper applying international benchmarking (i.e. a comparison of different countries) in the water sector to the developed countries and trying to determine the most effective incentive scheme towards efficiency maximization.
In methodological terms, this paper follows the literature on data envelopment analysis (DEA). This nonparametric technique is particularly useful in the efficiency measurement of public utilities where knowledge of the production function is relatively scarce. However, the first DEA models suffer from some serious inconveniences which are dealt with in this article. Firstly, the models, as developed by Charnes et al. (1978) and Banker et al. (1984) , did not allow for statistical inference. Only recently, by the work of Simar and Wilson (1998) , was statistical inference introduced. We apply their methodology, which is based on bootstrapping, to determine the bias-corrected first and second stage results (i.e., with and without considering the exogenous environment). Secondly, the deterministic frontier models are sensitive to outlying and atypical observations. Following Simar (2003) , we apply the robust order-m efficiencies of Cazals et al. (2002) to detect the outlying observations in the sample. These results are compared with the more traditional outlier detection procedures of peer count (Charnes et al. 1985) , super-efficiency (Andersen and Petersen 1993) , peer index (Torgersen et al. 1996) and the Wilson method (1993) . Thirdly, when comparing efficiency of entities in data sets with a heterogeneous size, Zhang and Bartels (1998) point out that the average efficiencies can not simply be compared. Therefore, we develop an approach based on the bandwidth of the Kernel estimates and employ the approach to stipulate the homogeneity of a country's drinking water sector. Finally, almost all two stage procedures suffer from the separability condition in that the exogenous environmental variables do not directly influence the estimated efficiency scores. Only recently, by the conditional efficiency estimates of Simar (2005, 2007) , has this issue been tackled. We suitably adapt the conditional efficiency analysis to the bias correction framework of Simar and Wilson (1998) in order to obtain the conditional bias corrected efficiency estimates. The latter reflect bias corrected efficiencies for utilities which could be considered as working in exactly the same exogenous environment (i.e., they immediately incorporate the exogenous environment).
The paper is organized as follows. Section 2 describes the institutional frameworks in the Dutch, English and Welsh, Australian, Portuguese and Belgian drinking water sector. Section 3 briefly reviews the methodology and literature on the use of DEA in water services. In Sect. 4, we specify the DEA model and determine the homogeneity in efficiency in the national drinking water sectors. Section 5 starts with an introduction on the bootstrap methodology as outlined by Simar and Wilson (2000) and continues with describing the first stage results. Section 6 determines by the use of censored and truncated Tobit regressions and by a bootstrapping algorithm the influential environmental variables. In addition, it develops and applies the conditional bias corrected efficiency estimates. Finally, Sect. 7 provides some concluding remarks.
The institutional framework in the water sector
Many approaches have been suggested to solve the principle-agent problem (see, e.g., Laffont and Tirole 1993) . Although every government wants a secure drinking water provision at a price as low as possible, countries have different ideological views on the 123 extent of state intervention in the economy which creates different incentive schemes. In this section, we compare the incentive schemes implemented in the Netherlands, England and Wales, Australia, Portugal and Belgium.
For the ease of understanding, we first define the concepts of benchmarking, yardstick competition and sunshine regulation. Benchmarking denotes the process of comparing the current performance of a utility with a reference performance. Therefore, it is only a tool to improve performances and not a regulatory method per se. The regulatory methods include the consequences and the effects of the use of benchmarking, e.g., employed in yardstick competition. In the water sector, the two existing types of yardstick competition (also referred to as competition by comparison) are 'price yardstick competition' and 'sunshine regulation' (Marques 2006) . The former intends to define the tariffs and mainly consists of price cap or revenue cap regulation where the factor X in their formulas are determined by benchmarking techniques. Sunshine regulation intends to 'embarrass' the utilities that reveal an inferior performance by a public discussion of the efficiency scores. Even if sunshine regulation is not triggered compulsorily (e.g., by a sector-specific regulator), the public display of efficiency levels provides transparency in the sector and generates a competitive pressure which prevents the quiet life of Hicks (1935) and the X -inefficiency of Leibenstein (1966) . In the remaining of this paper, we identify sunshine regulation with benchmarking and a regulatory process with yardstick competition.
The Netherlands
In the late 1990s, the Netherlands were engaged in a debate on the privatization of water services. The issue was driven by the Dutch Ministry of Economic Affairs, which published in 1997 a study on prospects for utilizing market forces in the drinking water sector (Dijkgraaf et al. 1997) . It concluded that privatization might reduce the price of water services by, at least, 10 percent. The water sector (i.e., the drinking water companies and the waterboards which are responsible for sewage treatment) was strongly opposed to the privatization idea. Therefore, the Dutch water companies tried to escape government regulation by using self-regulation and, in particular, by a voluntary benchmark organized by the Association of Dutch Drinking Water Companies (Vereniging voor Waterbedrijven in Nederland, VEWIN) in 1999 . The results are remarkable as in a sector with only very low technological change, the efficiency gains over the period 1997-2006 reached 23%. In addition, thanks to the increased transparency and efficiency by the voluntary benchmark, the Dutch government decided, in 2003, to protect the drinking water sector as a public domain. Nowadays, water services are provided by government owned Public Limited Companies (PLCs). However, through a series of mergers, stimulated by the provincial governments, many PLCs have grown to a size where they supply a substantial part of a province or more. The scale increase was initially instigated and enforced by the provinces, as they consider 100.000 connections as the minimal size for the companies to guarantee the best services and quality at the lowest price. In the 1960s, the Netherlands counted about 200 water supply companies while in 1980 the number was reduced to about 100. There was a further reduction to 60 utilities in 1990. In 2000 there were only 20 PLCs left for about 16 million inhabitants (Kuks 2001) . The number further declined to 13 drinking water companies at the end of 2006. However, recent research for the Dutch drinking water sector indicates that the efficiency gains can not be attributed to merger economies, the more so because the incentive mechanisms (De Witte and Dijkgraaf 2007) .
England and Wales
As early as in 1984, the Thatcher Government advanced plans to privatize the drinking water sector in England and Wales. After a public outcry, the plans were suspended until the reelection in 1987. By the Water Act of 1989, the ten regional water authorities which were responsible for water quality, supply and sewerage, since the nationalization of the water industry in 1974, were privatized and floated on the London Stock Exchange. The Water Act gave the newly established PLCs a 25 year concession for sewerage and water supply. The existing 29 private water companies were also licensed and continued to operate in their respective area (Lobina and Hall 2001) .
Privatization entails a change in ownership, financing and regulatory structure of the industry. Three regulatory agencies were created: an environmental regulator (Environment Agency), a drinking water quality regulator (Drinking Water Inspectorate) and an economic regulator (the Office of Water Services, OFWAT). For our purpose, only OFWAT is of relevance. OFWAT uses a price-cap regulation which limits the annual growth rate of the water price for every water company by a factor K. The variable K is calculated as the growth rate of the Retail Prices Index (RPI) minus a productivity factor X which is determined by comparing the performances of the water utilities (i.e., by benchmarking). The price cap regulation creates an incentive to increase efficiency and innovation as this will reduce expenditures in addition to the revenue allowed by the price-cap.
Australia
The regulatory framework of the Australian water sector has several appealing characteristics. The Australian governments, both at state and federal levels, were able to take advantage of the strengths and weaknesses of the UK and USA older regulatory models. Thanks to the regulatory procedures close to the American ideas of transparency, enactment and accountability and to the typical UK performance incentives through benchmarking and yardstick competition, a unique incentive scheme based on strict regulation arose. Note that Australia has been the pioneer of benchmarking in the water industry, as even prior to the first American and English studies, Australia developed already research documents about benchmarking. Since 1994, the Australian Government Council, in the scope of the National Competition Policy, has decided to reform the water industry and defined a clear policy and strategy for this sector to fulfil in 10 years (until 2005) . Among other measures, the reforms in this sector aimed at its corporatization and sustainability, defining, for example, the legality of the user/payer principle and the total costs recovery (National Competition Policy 1998).
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Portugal
In Portugal, except for Lisbon, the water service responsibility belonged until the 1990s exclusively to the municipalities. Private sector participation has only been allowed since 1993. In addition, the reform created the 'multimunicipal systems' which provide 'bulk' water to at least two municipalities and require a predominant investment by the State for reasons of national interest. The remaining organizational forms are called 'municipal systems', even though they could be managed by an association of municipalities. The regulatory reform includes the possibility of direct operation and management of the multimunicipal systems by the State, the municipalities or their associations. It allows for concessions of the municipal systems management and operation to companies, irrespective of capital shareholder, or to users associations. In 1998, the establishment of municipal companies was regulated according to three frameworks, corresponding to only one municipality, more than one municipality (intermunicipal company) and to one or more municipalities with a private partner with minor shareholding (mixed company). The latter is subject to a public tender. A state public company, Empresa Portuguesa de Águas Livres (EPAL), is responsible for the water service of Lisbon, but it embodies an atypical situation in Portugal.
Belgium
Although Belgium is a federal country and the drinking water supply has been a regional policy since 1980 (i.e., a responsibility of the Flemish and the Walloon government), price regulation remains a federal issue. Within the drinking water sector, the decisions by the pricing commission are considered as rather ad hoc and only based on the current costs. By law, drinking water supply is the responsibility of the municipalities although four different organizational structures can be distinguished. Firstly, both in the Flemish and the Walloon region, municipalities have organized themselves into 'intercommunales'. Intercommunales are a typical Belgian structure which gives the organized municipalities corporate personality. Secondly, if the municipalities refrain from supplying drinking water to their inhabitants, the regional drinking water company (former national) provides water to this area. This regional company is called the 'Vlaamse Maatschappij voor Watervoorziening' (VMW) in the Flemish region and the 'Société Wallonne De Eaux' (SWDE) in the Walloon region. A third and fourth organizational structure are municipal water suppliers and municipal services. These utilities, respectively, do have and do not have technical and financial autonomy. There are no structural incentives in the sector (De Witte 2006) .
International benchmarking by DEA
In this study, we will 'benchmark' the Dutch, English and Welsh, Australian, Portuguese and Belgian drinking water utilities against each other. To obtain a comparison of the current performance against a reference performance (and hence to benchmark), we assume a common frontier technology, allowing utilities from different countries to support the envelope. Alternatively, we can establish a national frontier production function in which only a country's own firms may be best practices. Since a whole range of methodologies exist to determine performance scores based on production estimates, it is important to identify the strengths and limitations of these techniques (for a survey, see Berg 2006) . We use DEA to estimate the production frontier. We first focus on some advantages of cross-country comparisons.
Cross-country comparisons
Regulators balance between economies of scale (i.e., mergers in the drinking water sector) and a sufficient number of remaining comparable companies. In this respect, cross-country comparisons offer some advantages. Firstly, studies which compare the efficiency of drinking water companies in different countries offer the possibility to escape the unsteady equilibrium between economies of scale and the number of comparators. Secondly, one can use a larger database to benchmark the national best practices. The possibility that a national best practice remains the reference in an enlarged data set decreases, which provides additional incentives to the best performing firms of a country. A third advantage arises from the potentially closer approximation to the world best-practice frontier (Estache et al. 2004) . In this article, we develop a fourth advantage of cross-country comparisons as we would like to examine objectively the effectiveness of incentive schemes. Therefore, in an international data set, we measure the efficiency of the water utilities by the use of DEA. After correcting bias in the efficiency estimates and after taking into account environmental factors, which are out of control of the firm's management, we evaluate the effect on efficiency of a benchmarking and regulation incentive scheme.
However, international benchmarking raises some particular difficulties. The most intricate issue is the lack of comparability of the data as national regulators define concepts slightly differently. Even in national benchmark studies, interpretation of definitions and measurement of variables could differ. Secondly, exchange rate fluctuations are important when comparing monetary units. Thirdly, the unequal extent of outsourcing in the different countries influences the total number of employees (and the staff cost). Fourthly, some country specific differences are beyond the control of the firms' managers. Dissimilarities such as wage rates, taxes or rates of return on capital could induce different policy options (Jamasb and Pollitt 2001) . Finally, heterogeneity creates differences between countries which could be falsely taken as inefficiencies.
In this article, we try to take into account these concerns by focusing on four specific assumptions. Firstly, we adopt variables in quantities (e.g., the inputs staff and mains length) that are less susceptible to the lack of comparability. Secondly, the major differences among countries are related to taxation issues. However, thanks to the quantities variables, tax heterogeneity does not significantly influence the model. Indeed, higher water prices should reduce the consumption, although this is not empirically observed. Nevertheless, in second stage analysis, we include variables for water consumption per capita and relative wealth of consumers. Thirdly, also other heterogeneous factors which characterize the operational and institutional environment are integrated in 123 the second stage analysis of the model. Fourthly, an important aspect not completely integrated in this article is the level of outsourcing. Although these data are not available, we contacted the professional associations of the water sector which confirmed that the degree of outsourcing is more or less the same among the countries in the analysis. Notice for example that, in our sample, the Australian water services, which may seem very different from the others, correspond only to major cities of Australia, and thus, are more comparable to the other observations. Fifthly, we identify the outliers by several methods, so that atypical observations are eliminated from the sample and homogeneity of the data set increases.
Determining efficiency
From 1985 until the beginning of 2006, around 40 DEA applications to the water services were carried out. 1 The case-studies which were made public amount to 30. The most frequently cited studies are referred to in Table 1 and will be briefly described next. The objectives of these studies are diverse, although most of them focus on the water services (WS) performance measurement with regulatory aims. The protagonists are generally academic or regulatory authorities. The models entail 13 countries, namely the USA, Australia, UK, Denmark, Norway, Japan, Italy, Mexico, Portugal, Spain, Belgium, the Netherlands and Brazil. Out of these case-studies, 12 comprise both the water supply, the sewerage and the sewage treatment; 12 comprise only the water supply; 3 the sewerage and 3 the sewage treatment separately. The 30 studies mentioned correspond to 38 distinct models. These are mostly input-oriented. Only two studies concern non-oriented models. Without including the units, the studies comprise 23 inputs, 22 outputs and 20 different explanatory factors. The most frequently adopted inputs are the staff, the operational expenditures (OPEX), the energy and the mains length. The leading outputs are the distributed (revenue) water volume, the number of customers and the network length, while the main explanatory factors are the water source (or the associated treatment), the water volume distributed by type of customer and the density of inhabitants (or customers). Table 2 systematizes the inputs, outputs and explanatory factors which are used more than three times by at least more than one article.
At last, it should be highlighted that different organizations have fostered and tried to apply international benchmarking by sharing a lot of data. The World Bank, by means of its International Benchmarking Network (IBNET ), and the ADERASA (Asociación de Entes Reguladores de Agua Potable y Saneamiento de las Américas) correspond to good examples. Although this circumstance is more frequently associated with developing countries, it also occurs in developed countries, such as England and Wales (E & W) through the publications of OFWAT (Office of Water Services) on international comparisons. Bosworth et al. (1996) 10 WS from E&W WS Regulation Significant inefficiency level Dijkgraaf et al. (1997) WS from Netherlands Dutch WS performance WS inefficiency of 15% Wood et al. (1997) WS from E&W WS performance Significant inefficiency level Aida et al. (1998) 108 WS from Japan Market structure Smaller size, more efficient Cubbin and Tzanidakis (1998) 29 WS from E&W WS Regulation Differences according to the computation method Ancarani et al. (2000) 37 WS from Italy Italian WS performance Inefficiency balanced by effectiveness and high quality Ancarani et al. (2000) 154 WS from Sicily (Italy) Reagents costs 4
Miscellaneous costs 5
Other OPEX (without staff) 6
Customers/population density 8
Revenues 4 Peak factor 2 6
Water losses 4 2 5
Data envelopment analysis model
The DEA approach constructs the above mentioned nonparametric frontier as the piecewise linear combination of all efficient Decision Making Units (DMUs) in a sample. The generic DEA model was proposed by Charnes et al. (1978) . As their model assumed constant returns to scale (CRS), Banker et al. (1984) extended this to variable returns to scale (VRS). The extension involves the introduction of a convexity constraint ensuring that DMUs are only compared with 'similar' DMUs (e.g., similar size). The essential characteristic of the CCR-model is the reduction of a multiple-output/multiple-input situation for each DMU, to that of a virtual-output/virtual-input. The technical efficiency measure is calculated as this ratio of weighted outputs to weighted inputs. Assume there are n DMUs to be evaluated, each consuming a varying amount of m different inputs, to produce s different outputs. In particular, DMU j consumes an amount x ji of input i and produces y jr of output r . We label the evaluated observation by the subscript 'o'. The DEA-CRS model with input-orientation, which searches for the minimum proportion of inputs to produce the same amount of outputs, is expressed as:
To obtain the technical efficiency score θ for each of the n DMUs, the linear programming problem needs to be repeated n times. The set of normalizing constraints (one for each DMU) reflects the condition that the virtual output to the virtual input ratio of every DMU is less than or equal to unity. DMU o is efficient if and only if its efficiency score θ = 1 while an inefficient DMU is denoted by θ < 1. Remark that, if the number of DMUs in the sample increases from n to n + p, the only change in the model is the addition of p normalization constraints. Due to the implying reduction of the feasible solution set, the new optimal solution for any existing DMU must be less or equal to the previous optimal solution. Therefore, by construction, joining separate data sets does not increase the efficiency scores of the individual DMUs in comparison with the separate analysis. This is an important aspect in international benchmark studies as the combination of national databases increases the number of observations.
Data and indicators
Choosing the input and output variables is the most important stage in any DEA assessment as the results are highly influenced by this choice (Sect. 4.1). Kittelsen (1993) proposes a statistical procedure to analyze the selection of the variables, which we apply to the choice of the orientation (i.e., input versus output) and the option of returns to scale (i.e., constant versus variable) (Sect. 4.2). Section 4.3 compares the homogeneity in efficiency among the countries in the data set. We partly tackle the intricate comparability of data by considering only non-monetary variables which are less affected by purchasing power and exchange rates. However, as definitions could still slightly differ between countries, we carefully examine the results and test them on outliers (Sect. 4.4). In international comparisons, it is appealing to estimate the technical efficiency of companies as the goal of maximizing technical efficiency is not in conflict with any other goals. Indeed, inefficiencies are, basically, resources left over on the table.
The data
The data are obtained from various sector organizations. One has to be very careful by the slight differences in definitions. As we are not competent to make these specifications uniform, we simply use the data from the national databases. The Dutch data are deduced from the 'Benchmark' studies and the annual 'Water Supply Statistics' organized by VEWIN. The latest year available is 2005. The English and Welsh data are obtained from the 'June Return' by OFWAT which collects information from each of the water companies. Most data tables contain information from the 1997-2005 period. The Australian data are obtained by means of 'Water Services Association of Australia facts', published annually (since 1966) by the Water Services Australian Association that compiles and audits the data. The data of the Portuguese water services are collected directly by the annual accounts and activity reports produced by the utilities. As some technical data were sometimes missing in the reports, the companies were contacted in order to provide them. Data on the Belgian water industry are compiled by Belgaqua, the Belgian umbrella organization, since 1993. In contrast to other countries, the most recent year available is 2004.
Descriptive statistics for the various countries are presented in Table 3 . The difference in utility size is large, as revealed by the averages in the different columns. An average English and Welsh water company counts 14 times more employees than a private Portuguese firm. Also productivity, measured by the number of connections per employee, differs significantly. A Dutch employee handles 4 times more connections than his Portuguese colleague.
Model specification
DEA models should, as much as possible, reflect the consumed resources and the produced outputs. The inputs of our DEA model consist of labor and capital. We proxy labor input by the number of employees (in full time equivalents). Measuring labor in a single aggregate variable implicitly assumes a uniform skill distribution across firms. Ideally, we should make a distinction between three categories: unskilled labor, skilled labor and management (Estache et al. 2004 ). However, this disaggregation seems not to be available. By including per capita Gross Regional Product (GRP) in the second stage (see infra), we try to control for the differences in skill distributions. The length of mains (in kilometers) is used as a proxy for capital inputs. We prefer the length of mains to the capital expenditures as it is easier to measure and less prone to inaccuracies from variations in estimating current construction and exchange rates. The outputs in the model reflect the main activities from the drinking water companies, i.e., the companies have to deliver water to their customers. We use the volume of delivered water as a first output indicator (in m 3 ), while the number of connections is applied as the second output variable.
The relative nature of DEA makes it, as in every empirically oriented methodology, vulnerable to problems with the degrees of freedom. The number of degrees of freedom will increase with the number of DMUs in the data set, and decrease with the number of input and output variables. Banker et al. (1989) suggest a rough rule of thumb. Let m be the number of inputs and s be the number of outputs used in the analysis, then the sample size n should satisfy n ≥ max{m × s, 3(m + s)}. This rule of thumb is satisfied in our analysis.
We use the procedure of Kittelsen (1993) to decide on the orientation of the DEA model. Kittelsen tests whether a change in model specification significantly changes the results. If we denote the efficiency of company i measured by an input and outputoriented DEA model by, respectively, E 0 i and E 1 i , the hypothesis can be formulated as:
Several statistics are proposed to test these hypotheses. We compare the mean efficiencies by the ordinary paired t-test (in particular, two sided for the input-output test, while one sided for the CRS-VRS test), while the median efficiencies are compared by the nonparametric Wilcoxon signed-rank test. The efficiency scores are computed by the use of the statistical program R and its package 'FEAR' developed by Wilson (2005) . The test results are presented in Table 4 . Firstly, the input-oriented model does significantly differ from the output-oriented model, so that a choice has to be made. As water utilities are obliged to supply all customers and as they cannot encourage the consumption (i.e., demand side management policy), the input-oriented approach is preferred. In the remaining of this paper, we will only compute the inputoriented DEA-scores. Secondly, to determine the returns to scale, let E 0 i and E 1 i denote, respectively, the efficiency of company i in an input-oriented DEA-model with constant and variable returns to scale. The test results in Table 5 show that the CRS-model significantly differs from the VRS-model, so that a choice with respect to returns to scale has also to be made. We apply the VRS model as this assumption is less strin- Wilcoxon signed rank 6.3150 0.0000 Table 6 The applied input and output variables Input Output
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Number of employees (in fte) Water delivery
Lengh of mains (in km) Number of connections gent and ensures that DMUs are only compared with 'similar' DMUs. In addition, the water utilities cannot change its size in the short-term. Table 6 presents the model specification (the applied input and output variables).
Homogeneity in efficiency
By restricting the data set to companies of the same country, we obtain a 'national efficiency comparison'. In this case, every DMU is compared with companies of its own nationality. Hence, as in De Witte (2006), we interpret the average 'national' efficiency as a measure for the homogeneity in efficiency of a country's drinking water sector. Indeed, by construction, DEA detects the relatively most efficient firms which determine the efficiency of the relatively less efficient firms. If all companies in the data set are rather similar (i.e., homogeneous), the individual DEA efficiency scores will be higher. This results in a higher average efficiency of the country (see Table 7 ). Zhang and Bartels (1998) argue that the average efficiencies cannot simply be compared. On average, the technical efficiency score of a DMU will decrease as the sample size increases. To equalize the size of the data sets, we resample the efficiency scores by a procedure which comprises three steps. Firstly, for every country, we compute the input-oriented DEA-VRS efficiency scores as described in Sect. 4.2. (2008), we use the unbiased cross-validation criterion which minimizes the estimate of the mean-integrated square error. Although the Kernel density estimate also depends on the size of the data set, the sample size issue is only of minor importance (cf., the empirical rule approximating the cross-validation principle equals h = 1.06 min(s 2m , r 2m /1.34)(2m) −1/5 where 2m denotes the reflected data, s 2m the standard deviation of 2m and r 2m the interquartile range). The bandwidth of every country is presented in Table 7 . Finally, we resample the original DEA-VRS efficiency scores to obtain s values drawn from a Kernel estimate of the bounded density of the efficiency estimates (i.e., the estimates are bounded above at one). We set s equal to 44, the size of the largest data set. The average resampled efficiencies (and thus the average of the 44 observations) are presented in the third column of Table 7 .
Remark that the sample size bias could have been avoided by the use of the robust order-m efficiency scores of Cazals et al. (2002) as well (for a simulated example, see De Witte and Marques 2009). It turns out that the efficiency in the Belgian drinking water sector is the most homogeneous, closely followed by the Netherlands. In those two countries, it should be relatively easy for policy makers to adopt new laws which are generally approved by all water utilities. Portugal ends as the most heterogeneous country in efficiency. Nevertheless, the high heterogeneity can especially be attributed to the public sector. The efficiency of private Portuguese drinking water companies seems to be very similar to each other.
Outlier detection
Influential data affect the efficiency results of a significant number of other DMUs. In other words, part of the efficient DMUs are the peers of other DMUs, while the remaining efficient DMUs are just peers of themselves or of a reduced number of DMUs. Actually, the identification of influential efficient DMUs becomes fundamental in DEA analysis, specially if they can be considered outliers, and for that reason can be taken out of the sample, or if they are regarded as 'true' benchmarks and, therefore, essential to the benchmarking analysis. The opposite case of outliers presence, but with inefficient DMUs, has little effect in the analysis, except with regard to that DMU itself. We will neglect this case here.
Theoretical background
A major drawback of DEA lies in its deterministic nature, in that the frontier model assumes
where denotes the attainable set ( = {(x, y) R + |x can produce y}). DMUs located in the interior of operate technically inefficient, while firms on the boundary of are technically efficient. Equation (3) states that deterministic models do not allow for outliers. Outlying observations could arise from measurement errors, noise and influential observations (e.g., atypical data) or observations with favorable values on a specific variable. Although our data are obtained from national regulators and sector organizations, measurement errors could arise from the different definitions operated. Therefore, outlier detection procedures are employed in this and the next section. Due to the specific characteristics of each outlier procedure, several techniques to identify outliers have to be evaluated (De Witte and Marques 2007).
Firstly, a simple outlier determination procedure is the computation of the 'peer count index' (Charnes et al. 1985) . This involves the computation of the number of times an efficient DMU is peer of an inefficient DMU. Both higher and lower values point to the presence of outliers.
Secondly, Andersen and Petersen (1993) compute the super-efficiencies which calculate to what extent the efficient DMUs can increase their inputs by keeping themselves technically efficient (input-oriented), or vice-versa, reduce their outputs and at the same time continue to be efficient (output-oriented). In numerical terms, the procedure consists in taking out the efficient DMUs themselves at the moment of their evaluation, so that the efficiency can be higher than 1. Observations with high values are suspected to be outliers.
Thirdly, in spite of sorting the efficient DMUs with regard to the efficiency surpluses, super-efficiency does not say anything about their sorting according to the importance of the efficient DMUs as reference or benchmarking element for the inefficient DMUs of the sample. A hypothesis of measuring the suitability of the efficient DMU to be best practice consists of computing the indicator ρ, called the peer index, of the efficient DMU j for the input k, represented by the following expression (Torgersen et al. 1996) :
where λ i j denotes the weight of the efficient DMU j for the inefficient DMU i , x ki the input k of DMU i and x P ki represents the target (score at the frontier) for the input k of DMU i . The measure ρ k k expresses the percentage of the potential reduction of an input k that is represented by the inefficient DMUs which depend on the efficient DMU j . The higher the ρ k k , the larger the possibilities of employing that DMU for benchmarking or in other perspective the larger the possibility that it is an outlier.
Fourthly, Wilson (1993) uses in his descriptive model the relative change due to the deletion of i observations from the sample. As a multi-output extension of the geometric influence function R (i) L (XY ) of Andrews and Pregidon (1978) , the graphical analysis of log ratios (log(R
min )) examines the separation between the smallest ratios. This ratio is computed for each of the possible subsets L of size i. The choice of i, the stopping point of the analysis, is arbitrary but involves a dramatically increasing computational burden (as there are n i combinations). Nevertheless, to avoid a 'masking effect' by which one outlier could be hidden behind another with similar values, i should be large enough.
Finally, Simar (2003) uses the robust order-m efficiencies of Cazals et al. (2002) . Instead of using all the observations to determine the efficient frontier (i.e., a full frontier), the order-m partial frontier uses a sample of size m which is drawn from the total sample with size n. Whereas a full frontier indicates for all firms which produce at least level y of outputs the minimum achievable lower boundary of inputs, the expected frontier function of order-m is the expected minimal input achieved by any m firms drawn from the population of firms which produce at least y outputs. With an order-m input oriented frontier, an observation which lies far above the frontier (i.e., a value considerably larger than 1) will be determined as an outlier.
Detecting outliers
The results of the peer index, super-efficiency, peer count and Wilson are presented in Table 8 , while order-m efficiencies are shown in Table 9 . The former four methods can be considered as the most traditional outlier detection procedures. There seems to be a high consensus among the three methods, although concerning the super-efficiency (SE) we can only label Dwr Cymry, Lisboa and Thames for sure as suspected outliers (the other observations have a lower super-efficiency value). The three methods identify the same 5 Belgian, 4 Dutch, 3 Australian, 1 English, 1 Welsh and 1 Portuguese firms as possible outliers. These outlying observations differ from the Wilson (1993) analysis in which we equalized i to 12. As the separation is relatively large for i = 1, 5 and 8, we regard the corresponding observations as outliers (details are available upon request). As the order-m results are influenced by the value of m, we compute the order-m efficiency score for different values of m. Following the example by Simar (2003) , we use 200 Monte-Carlo replications in computing the estimates. As it is difficult to decide on an appropriate value from which on an observation should be determined as an outlier (i.e., what is considerably larger than one?), we consider the 15 most outlying observations as outliers. On average, there are six DMUs which are stipulated as outliers by all four methods.
As the results of the peer index, sensitivity analysis and peer count index are closely related, we consider these procedures as more robust. In the remaining of this article, from the sample of 122 observations we eliminate the 15 outlying DMUs as determined by the more traditional procedures, so that we obtain a data set of 107 observations. 
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Bootstrap method
The deterministic nature of DEA creates several problems. Above, we dealt with the aspect of influential observations, while this section tackles the problem of uncertainty (and thus noise) in the data. Tackling this uncertainty follows a recent branch in the non-parametric literature and allows us to estimate standard deviations, confidence intervals and significance levels. Although the applied researcher can only estimate the observed production frontier by the use of DEA, the literature interprets the estimates as the true frontier. Simar and Wilson (1998, 2000) make a clear distinction between the true (e.g., θ(x, y)) and the estimated concepts (e.g.,θ(x, y)). The DEA efficiency estimates are prone to uncertainty due to sampling variation. By the use of a bootstrap methodology, Simar and Wilson allow to carry out traditional statistical inference in DEA. The bootstrap procedure, as invented by Efron (1979) , is useful if the sampling properties of estimators are difficult to obtain analytically. The bootstrap approximates the sampling distribution by reproducing the data generating process (DGP). This is the statistical model which describes the process that yields the observed data in the sample. The DGP follows the principle that, restricted to the relations between inputs and outputs, the stochastic elements in the productive process are totally encompassed by the random inputs efficiency measures (hence, we do not assume measurement errors). This makes the DEA estimators biased by construction as the estimate of the production setˆ is part of the real attainable set :ˆ ⊆ . Therefore, the estimated efficiency score,θ(x, y), is an upward-biased estimator of the true efficiency score θ(x, y) (for an extensive discussion, see Simar and Wilson 2008) . The difference is visualized in Fig. 1 . The bootstrap (with B bootstrap replications) mimics this estimation and creates a pseudo frontier from which it provides estimates of the sampling distributions of the bias termθ(x, y) − θ(x, y). These bootstrap ideas are presented in Figs. 2 and 3 . For practical reasons, we invert the efficiency scores:
Indeed, asδ(x, y) ≥ 1 for all (x, y) ∈ , we only have to deal with one boundary condition forδ, not two as in the case ofθ . Although the literature describes several approaches to simulate a bootstrap sample χ * n (from the original sample χ n ), only the homogeneous smoothed bootstrap is here introduced. This approach assumes the distribution of the efficiency scores to be homogeneous over the input-output space (compare with a homoskedasticity assumption in linear regression models), which allows us to base the bootstrap on the sample estimatesδ i (x i , y i ). The eight steps of the bootstrap algorithm are presented in Simar and Wilson (2008) .
Having defined the bootstrap efficiencies, a bias-corrected estimator of δ(x, y) can be constructed. Therefore, in a first phase, the bootstrap bias ofδ(x, y) is estimated: Fig. 1 The true and the DEA frontier 
The first term on the right hand side corresponds to the average of the bootstrap efficiency result and the second term to the original DEA estimate. In a second phase, the bias-corrected estimator is computed aŝ
Confidence intervals are obtained by means of the percentile method.
First stage results
Having cleared the data set from outlying observations, we proceed to the first stage analysis where the input-oriented DEA-VRS model is applied. Average results per country are presented in Table 10 (detailed results are available upon request). The average efficiency amounts to 1.56. This indicates that an average DMU could decrease its inputs by 35.9% (i.e., 1-1/1.56) while keeping its outputs constant, if it performed as efficiently as its benchmark(s). A benchmark or best practice is a company which performs technically efficient and hence makes part of the DEA frontier. Out of the 107 observations, there are 17 efficient DMUs (15.8%). These companies originate from Belgium (5), England and Wales (4), Australia (4), the Netherlands (2) and Portugal (2). A DMU with an efficiency score higher than 1 is relatively inefficient with respect to its benchmarks. Recognizing the presence of uncertainty in the data, we account for noise in the data by estimating DEA corrected efficiencies with their 95%-confidence intervals (cfr. Simar and Wilson 2008 and Alexander et al. 2007 ). The uncertainty resembles the missing data, the imperfect quality of the data (even after auditing by regulators) and the atypical results. By a homogeneous bootstrap, we generate 2000 bootstrap samples (the estimated bandwidth yields h = 0.2469 and B = 2000). The average bias-corrected estimates are displayed in Table 10 . We clearly notice the upwardbias in the original estimates (i.e., the unconditional estimates are more efficient). In addition, we present the bootstrap estimates of 95%-confidence intervals for which the average width amounts to 0.337. There is only little difference in the confidence interval bandwidth among the five countries.
Due to the upward-bias in the original estimates and due to the bootstrap correction in the confidence intervals, the original uncorrected estimates lie for every observation outside, but close to, the lower-bound of the confidence interval. However, the bias-corrected estimates lie for every observation inside the confidence intervals. In general, it is important to note that due to the overlap among the confidence intervals, making a relative comparison among the firms is an intricate issue. In addition, as the original DEA-estimates are biased, they cannot be interpreted as a ranking device. Notice that we do not observe confidence intervals with a lower bound of 100% or below. Indeed, as the true efficiency of a DMU cannot exceed 100%, and we measure the 95%-confidence intervals, this is a correct observation.
In determining the efficiency of an industry as a whole, the average efficiency of all DMUs can have a reduced meaning. Farrell (1957) points out that the industry average should be computed as a weighted average based on the outputs (or on the inputs). However, when several outputs (inputs) exist, Farrell does not refer how they are weighted and if we should use the observed outputs (inputs) or the target outputs (inputs). Here, we opt to weight the efficiency scores by the number of connections as this is a measure for the number of people who are affected by the relative (in)efficiency of a company. The average weighted efficiency scores are presented in the last column of Table 10 and reveal that the Dutch water utilities are performing most efficiently in a weighted as well as in an unweighted scheme. They are closely followed by the privatized English and Welsh firms. The Portuguese and especially the Belgian firms lag behind. The next section develops a second stage analysis which tries to explain the efficiency scores by the use of environmental variables.
Second stage analysis
The efficiency of drinking water utilities is prone to environmental factors which are not under control of the firms' managers. Nevertheless, insight in these factors is important for evaluating the cost of regulation. If, in an input-oriented model, an environmental variable z is unfavorable on efficiency, the variable can be considered as an additional and undesired output variable. The 'production' of this undesired output decreases the efficiency as it absorbs inputs. A favorable environmental variable can be considered as a substitutive input which could save the use of other inputs in the production process. Section 6.1 addresses the use of bootstrapping in a second stage analysis. Section 6.2 applies these theories to the drinking water utilities. In Sect. 6.3, the efficiency scores are corrected by taking into account the environmental variables.
Theoretical framework
To explain the efficiency of DMUs, researchers have frequently employed a censored or truncated (Tobit) regression model on the DEA-efficiency scores (recent examples include Chavas et al. 2005 and Coelli et al. 2002 ):
where z i is a (row) vector of firm-specific variables which is expected to influence the efficiency of DMU i . β denotes a vector of parameters to be estimated together with some statistical noise i . Simar and Wilson (2007) consider the use of a censored Tobit regression as 'nonsense'. Asδ i = 1 θ i ≥ 1, they argue that this involves a truncated rather than a censored error term. Both censoring and truncation involve a loss of information about the dependent variable, but where censoring assumes the observation of all right-hand side variables, truncation supposes an information loss on both sides (left and right-hand side) of the regression. Therefore, β and σ should be estimated by the use of maximum likelihood. Nevertheless, the standard inference is intricate due to three problems. First, in small samples,δ i is highly influenced by the position of the estimated frontier. As in linear regression models, this causes correlation among the estimates (δ i ). Secondly, also in small samples, as the input and output variables which determine the DEA-efficiency are correlated with the environmental variables, the error term i will be correlated with z i . These first two issues disappear asymptotically. A third and more serious problem is, as mentioned above, the bias of the DEA-efficiency scoreδ i towards 1. Simar and Wilson (2007) recommend a doublebootstrap procedure to produce, with bias-corrected estimates ofδ i , valid confidence interval estimates for the parameters in the second-stage regression.
However, as in the conventional Tobit regression, the environmental variables z i in the double-bootstrap procedure do not influence the boundary of . This is due to a separability condition: by assumption, the variables of Z lie in a space apart from the production space for inputs and outputs . A second drawback of the described double-bootstrap procedure is the reliance on some parametric assumptions such as a linear model and a truncated normal error term. In Sect. 6.3, we discuss and implement procedures which avoid these assumptions.
Second stage results
Although many elements in the physical, social as well as the institutional environment highly influence the cost level of the drinking water utilities, they lie outside the control of the firms' managers. However, due to the lack of (uniform) data, we make some simplifications on the exogenous variables. In particular, we follow the variables which have been frequently used in the literature (see Table 2 ). Nevertheless, also data limitations and the particular question under research, which intends to identify the incentives in local public utilities related to the regulatory and institutional issues, shape the set of exogenous variables.
A first physical variable included in the second stage model is the percentage of leakage. The variable captures the geographical relief (i.e., a more hilly landscape requires more pressure on the network of pipes which could cause more easily leakage) and the extent of maintenance (i.e., more leakages correspond to less expenses with maintenance). If the influence of the geographical circumstances outweighs the neglect of maintenance, we expect a negative influence on efficiency. In the opposite case, we anticipate a positive effect on efficiency. A second physical factor is the percentage of groundwater extraction. Utilities abstracting more groundwater are supposed to be more efficient, since the production cost is much lower than in utilities that abstract superficial water or import water from other utilities. The proportion of water delivered to industrial customers relative to domestic users is the third, and last, physical variable. It is expected that efficiency will change positively with a higher percentage of industrial customers. The first social environmental variable, gross regional product (GRP), captures the relative wealth of the customers, the difference in skill distribution (see above) and approximates the average productivity of a region. GRP is measured in per capita purchasing power parity. Water consumption per capita, the second and last social environmental factor, measures demand side management. We incorporate five institutional dummy variables in the second stage analysis. The first captures the scope of activities: we assign a dummy variable if the utility's only activity is providing drinking water. Evidence from the literature suggests that drinking water services have economies of scope and therefore they are more efficient when they are responsible also for other activities as a result of the savings obtained with the existing synergies. Corporatization, as a second institutional factor, is supposed to have a positive effect on efficiency thanks to harder budget constraints. Corporatization is the application by public entities of rules and mechanisms of the private sector, which enable the public entities to practise a private management. The third institutional variable denotes the water delivery in one (or maximum three) municipalities. This indication of scale economies is expected to have a negative effect on efficiency (i.e., in accordance to the literature we expect to find diseconomies of scale; De Witte and Dijkgraaf 2007). Finally, we include dummy variables for utilities which have a regulator or use a kind of benchmarking. We did not assign Portugal with a dummy for benchmarking as it introduced its benchmarking only in 2005. We expect that these two variables have a positive effect on efficiency.
In this subsection, we first evaluate the importance of the environmental influences. As Tobit regressions has been frequently used in the past, as an illustration, we will constrast these estimates with the superior double bootstrap estimations. The results are presented in Table 11 . The bias-corrected efficiency estimates are those obtained in the bootstrap analysis of Sect. 5.2. Note that, in order to avoid two boundaries, the dependent variable (δ) is larger or equal to one, so that a positive sign denotes a negative influence on the efficiency (i.e., a favorable environmental factor), while a negative sign denotes a positive influence (i.e., an unfavorable environmental factor).
Although in 3 out of 11 estimates the bootstrapping algorithm discovers the opposite sign of the Tobit regressions, in only 2 cases the Tobit estimates are not covered by the 95%-confidence intervals of the bootstrapped variables (see Table 12 ). To get an idea on how strongly the different estimates are related, we present the correlation coefficients in Table 13 . According to the Pearson measure, the different estimation techniques are closely related. This contrasts with the Spearman's rank correlation which reveals a close correlation between the Tobit regressions, however, no significant correlation between the Tobit and bootstrap estimates.
The second stage results in Table 11 indicate that firms which spend less resources on maintenance, and hence have a higher percentage of leakage, wrongly appear as more efficient. The negative but insignificant results on groundwater use subvert the postulate that the use of (cheaper) groundwater increases the efficiency. It is highlighted that the groundwater abstraction in some countries is often associated with the size of utilities. For example, in Portugal only the small companies have the abstracted water as source. Yet, more likely than providing an indication for economies of scale (as we capture this effect later on), the estimation on groundwater use could indicate that only the most efficient companies are capable to purify the more costly surface water. Industrial customers do not encourage the utilities to produce most efficiently. The social explanatory factor GRP reveals the expected positive influence on efficiency. The negative influence on efficiency of consumption per capita indicates that the policies of demand side management are filling up the wished. Hence, the companies increase the efficiency by cost reductions rather than by increasing the water sale. Concerning the first of the institutional variables, utilities with activities only in drinking water provision show a positive signal. This evidence counters the literature in that water services seem not to have economies of scope. The significant negative 123 Note: n = 11; ** Significance at 1% level (two-tailed) and * significance at 5% level (two-tailed) effect of corporatization by the bootstrap estimates could be linked with the fact that corporatization makes the companies comprise all costs, leading them to seem wrongly inefficient. The positive effect on efficiency of delivery in one municipality suggests that the water utilities in the sample do not have scale economies, an observation in line with the literature. The results of the regulator (existent or non-existent) reveal, in correspondence with the literature, a positive effect of regulation on efficiency. Finally, the effect of benchmarking on efficiency is positive and always with significance. This tool to improve performance turns out to be very appropriate.
Taking into account environmental variables
The above mentioned separability assumption presumes that the environmental variables do not directly influence the efficiency scores, so that only ex post the influence of environmental variables on efficiency can be measured. To avoid this assumption, we suitably adapt the conditional efficiency measures of Simar (2005, 2007) to the statistical inference framework of Simar and Wilson (1998, 2000) . The integration of these two frameworks has some attractive features as (1) avoiding the separability condition, (2) creating a fully nonparametric model (i.e., it does not rely on any a priori assumption on the functional form of the production set) and (3) allowing to explore the influence of the environmental variables. The conditional efficiency measure of Daraio and Simar (2005) introduces environmental variables z in the efficiency scores of the evaluated DMU by conditioning on the environmental variable z o . They propose to use a Kernel with compact support (i.e., K (u) = 0 if |u| > 1) to smooth the variable z and to determine the appropriate bandwidth by the use of the cross-validation principle. The procedure selects all observations (x, y) in the neighborhood of z o :
In a multidimensional framework, we first decorrelate the environmental variables by the use of a Mahalanobis transformation (see, e.g., Mardia et al. 1979 ) and afterwards perform a sequential (Epanechnikov) Kernel estimation. The Daraio-Simar procedure is suitably adapted to the Simar-Wilson model by, firstly, computing for each evaluated observation (x o , y o ) the appropriate reference set and, secondly, determining the noise corrected efficiency score by the bootstrap procedure, so that we obtain a conditional bias corrected efficiency estimateδ(x, y | z). As an exploratory tool to visualize the effect of the environmental variable, Simar (2005, 2007) suggest to nonparametrically regress the ratioδ(x, y | z)/δ(x, y) (i.e., the conditional bias corrected efficiency estimates to the unconditional estimates) against z i . In the input-oriented model, a decreasing regression indicates a favorable effect on efficiency of z (i.e., if not accounted for, the efficiency score will go up with z), while an increasing regression specifies an unfavorable effect on efficiency (i.e., behaving as a substitutive input). In a multivariate framework, we nonparametrically regress the ratio of the fully conditioned variables to the partially conditioned efficiency scores against the conditioned variable.
In this article, we are specially interested in the effects of incentive regulation to the efficiency while taking into account the exogenous influences. In particular, by employing the conditional efficiency measures, we control for those exogenous characteristics which were significant in the DEA-VRS bootstrap method (i.e., z = leakage, industry delivery, GRP, consumption per capita, economies of scope, economies of scale, corporatization, regulation and benchmarking). Therefore, we can interpret the conditional bias corrected efficiency scores as if the utilities are facing the same physical, social and institutional constraints and benefits. In comparison to the first stage results, the conditional efficiency estimates, as presented in Table 14 , reduce the efficiency of the English and Welsh, the Dutch, the Australian and the private Portuguese utilities (although, the estimated bias is similar). The companies obtained higher first stage estimates thanks to favorable environmental influences. Next, we estimate the conditional efficiencies without taking into account the effect of incentive regulation (i.e., the benchmarking and regulation dummy). As efficiency is reduced in all countries, we expect to find a favorable influence from incentive schemes on efficiency. This is tested by the exploratory graph in Fig. 4 where the ratio of the fully conditioned estimates (i.e., the full set of exogenous characteristics including incentive regulation) to the partially conditioned estimates (i.e., without incentive regulation) is regressed against the presence of incentive regulation. The negative monotonic first order effect indicates that incentive regulation is favorable on efficiency, thus, utilities which are facing incentive regulation, in the sense of benchmarking or regulation, are producing more efficiently. Together with the second stage results of Sect. 6.2, this analysis provides significant evidence for the positive effects of incentive schemes on efficiency. The analysis even demonstrates that in absence of clear and structural incentives the average efficiency of the utilities falls in comparison with utilities which are encouraged by incentive regulation. The natural monopoly in the drinking water sector leads to the quiet life of Hicks (1935) and X-inefficiency of Leibenstein (1966) . The presence of benchmarking (in the sense of sunshine regulation or yardstick competition) is a key element which replaces competition in the market or competition for the market by competition by comparison.
Conclusion
This paper has explored the effect of incentive schemes in the drinking water sector. Different ideological views on the extent of state intervention in the economy create various incentive structures. We have compared the incentive schemes implemented in the Netherlands, England and Wales, Australia, Portugal and Belgium. Our results show large differences in bias and noise corrected first stage inefficiencies. On average, the benchmarked Dutch drinking water companies are performing better (average efficiency score of 1.40) than the privatized English and Welsh utilities (1.55). However, the strict regulatory model of Australia (1.66), the municipal provision in Belgium (1.80) and especially the Portuguese municipal provision with private sector participation (1.90) are lagging behind.
We have interpreted the average 'national' efficiency score of a country as a measure for the homogeneity in efficiency of a country's drinking water sector. Since the number of utilities in the different national samples differ, by resampling we equalized the sizes of the data sets. It turns out that the efficiency of the Belgian and Dutch drinking water sectors are the most homogeneous. In those two countries, policy makers should relatively easily find agreement among the utilities to adopt new laws.
The second stage procedures examine to which extent the inefficiencies could be attributed to (un)favorable physical, social and institutional environmental factors. Therefore, we have employed censored and truncated Tobit models and compared these to the superior double-bootstrap procedure. The results detect the negative effect on efficiency of the proportion of industrial customers and groundwater extraction, the consumption per capita and the effect of a corporate structure. The portion of leakage, the gross regional product, only supplying drinking water, the delivery in only one municipality and the regulatory and benchmark incentive schemes yield a positive effect on efficiency.
Finally, we have incorporated the physical, social and institutional environmental factors in the efficiency scores by suitably adapting the conditional efficiency measures of Daraio and Simar (2005) to the bias correction model of Simar and Wilson (1998, 2000) . The conditional bias corrected efficiency estimates reflect efficiencies as would the utilities work in exactly the same environment. With the exogenous influences equalized, the variation left between the DMUs can mainly be attributed to managerial influences. We noticed that the Dutch, English and Welsh, Australian and private Portuguese utilities are working in a favorable environment. In addition, our results provide significant evidence for the positive effects of incentive schemes on efficiency. The analysis demonstrates that in absence of clear and structural incentives the average efficiency of the utilities even falls in comparison with utilities which are encouraged by incentives. The presence of benchmarking (in the sense of sunshine regulation or yardstick competition) is a key element which replaces competition in the market or competition for the market by competition by comparison.
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