Abstract: The paper investigates the poverty impact of growth in Ethiopia by analysing panel data covering the period 1994 to 1997, a period of economic recovery driven by good weather, peace, and much improved macro economic management. Unlike most developing countries, urban and rural poverty in Ethiopia are not significantly different from each other. The analysis of the structure of poverty shows asset ownership, education, type of crops planted, dependency ratios, and location to be important determinants. Decomposition of changes in poverty into the growth and redistribution components indicates that potential poverty-reduction due to the increase in real per capita income was to some extent counteracted by worsening income distribution. The implications of the results for a pro-poor policy are discussed.
Introduction
The most important goal for development efforts is to reduce poverty. A pro-poor development strategy certainly must focus on economic growth, but it also needs to take distributional impacts into account. The character of the relationship between growth and inequality is therefore important from a poverty alleviation perspective.
The debate on the link between per capita incomes and inequality was initiated by Simon Kuznets (1955) , who found an inverted U-relationship between them in a crosssection of countries; i.e. growth leads first to rising inequality and then to falling inequality. He argued that this pattern was generated by structural change in a dualeconomy setting, in which labour was shifted from a poor and relatively undifferentiated traditional sector to a more productive and more differentiated, modern sector. This hypothesis has been exposed to many cross-country tests, which initially tended to give it some support, but it was also obvious that inequality largely depended on other factors (Anand and Kanbur, 1993) . Deininger and Squire (1998) then used (reasonably consistent) time-series data for individual countries over recent decades, but failed to find any systematic link between per capita incomes and inequality. Ravallion and Chen (1997) distributed country observations into four quadrants, according to the direction of change in mean consumption and the poverty rate. Virtually all observations fell either in the quadrant with rising poverty and falling mean consumption or in the quadrant with rising mean consumption and falling poverty. Dollar and Kraay (2000) found that the average income of the poor increased at the same rate as average income overall, and that growth thus was good for the poor. There is thus, in general, a strong correlation between per capita income-growth and reduction of poverty.
In a strategy to reduce poverty, economic policy aimed at rapid growth is thus fundamental. 6 Still, the strength of the poverty-reducing effect of growth will depend on the characteristics of the growth process. Since poverty is most prevalent in Africa, and none of the studies above focused especially on Africa, it is particularly important to investigate the extent to which experiences there are consistent with those in other Third World regions, and there is now a trickle of better quality data from Africa that starts to make it possible to investigate relationships in greater detail than previously possible. With access to panel-data sets, it is also possible to investigate income mobility, i.e. movements in or out of poverty. Moser and Ichida (2001) showed that there was a significant link for African countries between economic growth and improvements in non-monetary poverty indicators. Using household survey-data for 16 African countries, Ali and Thorbecke (1998) found that rural poverty tended to be more responsive to growth than urban poverty, while the latter tended to be more responsive to changes in income distribution.
This paper aims to add to the discussion about the poverty-impact of growth in Africa by analysing a panel data set for Ethiopia covering the period 1994 to 1997. Section 2 presents some facts about the socio-economic situation in Ethiopia, while Section 3 deals with the choice of poverty-index, the data and measurement issues. Section 4 presents poverty-estimates for Ethiopia, while Sections 5 and 6 examine the correlates of and changes in poverty. Section 7 presents estimates of the relative contributions of growth and income-distribution changes to poverty-reduction in Ethiopia. Section 8 summarizes and draws conclusions.
Socio-Economic Conditions in Ethiopia
By all available indicators, Ethiopia is one of the poorest countries in the world. GDP per capita is around USD 110, while life expectancy, educational enrolment, and other indicators of well-being are all extremely low. Agriculture continues to dominate the economy, contributing 45% of GDP (Table 1) , but since it accounts for 80% of employment, its level of productivity is obviously very low. The country suffers spells of drought, with resulting famines, and such conditions have a strong influence on the performance of the whole economy. Over the last thirty years, life expectancy has shown little improvement, food production per capita has declined, and school enrolment has changed little (Table 2) . 1992 /93 1993 /94 1994 /95 1995 /96 1996 /97 1997 /98 1998 12.0 1.6 6.2 10.6 5.2 -0.5 6.7
Real per capita GDP (annual % change)
9.8 -0.6 4.0 8.4 3.0 -2.7 4.5
Consumer Prices (annual % change) 10.0 1.2 13.4 0.9 -6.4 3.7 3.6
As a percentage of GDP and 1997. Without a full-fledged model of the economy, it is obviously hard to separate the effects of policy changes from the impacts of weather and the restoration of peace. Still, we will draw some tentative policy conclusions on the basis of our analysis.
The Measurement of Poverty

The Choice of Poverty Index
Standard measures of economic poverty, income-or consumption-based poverty-indices as used herein are summary measures defined over mean income, the relevant poverty-line, and parameters characterising the underlying income distribution. The general form is given by (1) P = P (z/µ, L)
7 Previous poverty studies in Ethiopia include Kebede and Taddesse (1996) , Bevan and Joireman (1997) , Dercon and Krishnan (1998) , and the Welfare Monitoring Unit (1999).
where µ is the mean income of the population, z is the poverty line determined exogenously, and L is a parameter characterising income distribution as measured by the Lorenz function.
The specification of P as in (1) has practical advantages. It is possible to construct tests of statistical significance of poverty estimates for a given poverty-line (Kakwani 1990) , and it is easy to decompose changes in poverty into those related to changes in mean income and those related to changes in the underlying distribution (Datt and Ravallion, 1992) . In addition, one can compute elasticities with respect to mean income and inequality parameters. Furthermore, it can be shown that all flexible and ethically-sound povertyindices suggested in the literature can be expressed in terms of mean income and the income distribution. For instance, given the parameters of the Lorenz function, the head count (H) and income-gap (I) ratios can be readily calculated.
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An explicit and frequently used specification of P is an index originally suggested by Foster, Greer, and Thorbecke (1984) , the FGT-index. For a continuous income distribution it is given by
where z again is the poverty line and y stands for income. For α = 0 and 1, the FGT-index reduces to H and I, measuring, respectively, the prevalence and the intensity of poverty (see Ravallion, 1992) . For α=2 the FGT-index measures the severity of poverty. As the value given to α increases, the FGT index gives more weight to the distribution of income at the lower end. FGT indices for α ranging from 0 to 2, used throughout this paper, will be represented by P 0 , P 1 and P 2 .
8 Head-count and income-gap ratios are given, respectively, by q/n and {q/n((z-y p )/z)}, where q is the number of poor people, n is total population, z is the poverty line, and y p is the mean expenditure of the poor population. These two measures were the earliest, and are the most frequently used, measures of poverty.
Data
This study is based on panel data for 1994, 1995 and 1997 State University. The two surveys together covered about 3000 households, the sample size of each being the same. The rural and urban samples were drawn independently of each other, but the questionnaires were carefully standardised to enable the collection of comparable data sets, allowing for the differences in the two settings.
The rural household survey was undertaken in 15 sites in four rounds: the first two in 1994, the third in 1995, and the last in 1997. Though small, relative to the size and diversity of the rural population, the sample tried to capture as many of the major socioeconomic groups, agro-ecological zones, and farming systems as possible, by spreading the sites over the most important regions of the country. While the survey areas were purposely selected to represent the diversity of the rural economy, households in each site were selected randomly, the sample size in each region being proportional to the population in the region (for details on the sampling procedure, see Kebede, 1994) .
The urban surveys were conducted over a period of four successive weeks during a month considered to represent average conditions. They covered seven major cities and towns in Ethiopia -the capital Addis Ababa, Awassa, Bahir Dar, Dessie, Dire Dawa, Jima and Mekele -selected to represent the major socio-economic characteristics of the urban population in the country. A total sample size of 1500 households was allocated among the urban centre in proportion to their population, then similarly to each wereda (district) in each urban centre. Households were then selected randomly from half of the kebeles (the lowest administration units) in each wereda, using the registration of residences available at the urban administrative units. Such a sampling frame misses an important social group from the point view of poverty measurement, the homeless, a group whose ranks are swelling in most, particularly large, urban centres in Ethiopia.
The same initial sample size of 1500 households was maintained in all subsequent rounds of both the rural and urban surveys by replacing households that dropped out. The sampled communities were fairly stable during the survey period, as a result of which attrition was low: about 3% from the rural and 7% from the urban samples. With a further loss of data of about the same proportions due to mismatching of household identifications, panel data on 1403 households from the rural surveys and 1249 households from the urban surveys, was compiled. From these a "national" panel was constructed as follows: Since the first and second rounds of the rural survey were undertaken in 1994 (the former covering the first, and the latter the second, part of the year), they were merged to form the 1994 data.
The 1995 and 1997 rural data was obtained from the third and fourth rounds with appropriate scaling (depending on the information from the first and second rounds) to take account of possible seasonal variations. This rural data was then merged with proportional sub-samples of the urban panel (about 15%, the urban weight in the country's population) to form the national panel, consisting of 1654 households used.
Both surveys collected data on the demographic characteristics of the households, their educational and health status, ownership of assets, employment and income, credit, and consumption and expenditure.
Estimation Procedures
Consumption expenditures may be a better indicator of household welfare than income, and in our data-set expenditure estimates tend to be higher than income estimates, which could mean that the use of the income variable would lead to an overestimation of the extent of poverty. Consequently, consumption expenditure is used rather than income. However, the use of consumption expenditures is not free of problems either. First, there is the issue of how to handle consumption of own-produced goods, which is substantial among rural households. In our case, a price survey was undertaken at the market nearest to each site and the prices obtained from the surveys were used to express the monetary value of nonmarketed consumption. Second, in communities like Ethiopia, meal-sharing with nonmembers is important and has to be adjusted for in the measurement of household welfare.
Our surveys collected data on this, which was used to make appropriate adjustments.
To construct poverty lines from the data described above, we proceeded in two stages: We first estimated the food poverty-lines, and then made adjustments to account for basic non-food consumption. The food poverty-lines were constructed following the costof-basic-needs approach. We first derived the average quantities of food items that were most frequently consumed by households falling in the lower half of the expenditure distribution in 1994.
9 These were then converted into calorie consumption and scaled up to provide 2,100 kcal per person per day, the minimum energy requirement for a person to lead a normal physical life under Ethiopian conditions as estimated by the Ethiopian Nutrition
Institute. To arrive at the food poverty lines, this bundle was held constant over the study period and valued at market prices in each locality.
The non-food component of the poverty line was simply estimated using the common practice of dividing the food poverty-line in each region by the average food share in each region for households that had failed to attain a food-consumption level equal to the food poverty-line. As in most methods of estimating the non-food component of the poverty line, this procedure is anchored in the consumption behaviour of the poor, but it tends to overestimate the total poverty line in richer regions, where the food share is likely to be lower.
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A recurring problem in the use of either income or consumption expenditure to set the poverty line is the issue of family size and composition, and scale economies in the process of consuming goods and services. One can use more or less elaborate weightingschemes or equivalence scales (Deaton and Muellbauer, 1980 , Lipton and Ravallion, 1995 , Coutler et al., 1992 . In this paper, however, we have only adjusted for household size and thus computed per capita estimates.
9 This can be interpreted as a starting guess at the level of poverty. We found that the food bundle and the food poverty-line computed on its basis, are more or less invariant to using households falling below the 40 th or the 30 th percentile. 10 The application of alternative methods, in particular the one suggested by Ravallion and Bidani (1994) , resulted in underestimation of the food-share in richer regions, thus leading to lower poverty lines due to very low and insignificant coefficients of the regional dummies and demographic variables in the estimated Engel functions.
Poverty Profile of Ethiopia (1994-97)
As indicated in the previous section, the consumption mix of the lower half of the sample, which provides 2100 kcal/person/day was used as the 'subsistence' basket. Local prices at each site in each round were used to value this 'subsistence' basket, giving us the poverty lines. Those households with a lower nominal expenditure are here classified as poor and the rest as non-poor. We use this information to compute household expenditures adjusted not only for the regional variations in prices (including urban-rural) but also across time. Table 3 presents our estimates (with their standard errors) of P 0 , P 1 and P 2 for the 'national' sample.
11 The table also includes t-tests for differences in the head-count ratios On the national level, there was a decline in poverty from 1994 to 1997, P 0 fell from 41% to 36%, and the difference is statistically significant. This change is mainly accounted for by the consistent decline in poverty in the rural areas (from 42% to 36% over the period). The head-count ratio for the urban areas changed from 37.5% to 35.5% over the period (with a higher intermediate value), but the change is not statistically significant.
Unlike most poor countries, the magnitudes of urban and rural poverty were 11 The standard errors of poverty measures and the test for statistical differences in poverty measures are given in Kakwani (1990). similar.
12 A possible reason for the relatively low levels of rural poverty is the land-tenure system. With the land-reform programme of 1974, all rural land was nationalised and given as usufruct to the farmers cultivating it, which increased the income of the poorer segments of the rural population. The substantial decline in rural poverty from 1994 to 1997, and the smaller decline in the urban areas suggest that the growth pattern resulting from policy and other changes during the period also favoured rural rather than urban areas, thus further reducing the remaining urban-rural gap.
The distribution of poverty among the regions reflects their agro-ecological and economic conditions (see Table 4 ). In rural areas, poverty in the predominantly ensetgrowing areas was significantly higher than in the cereal-growing areas, though declining in both over the period.
13 Even though enset is a draught-resistant crop, which positively affects the food security of many communities, it dominates in one of the most densely populated areas of the country, where population pressure may contribute to the high levels of poverty.
Urban areas also show a pattern of poverty consistent with the specific characteristics of the various towns. 14 In Addis Ababa, poverty levels declined from 49% in 1994, to 40% in 1997. With the restoration of peace, transaction-intensive sectors such as trade and manufacturing, which had suffered particularly during the war, now recovered rapidly, benefiting areas where those sectors are important. Rapid growth in Addis Ababa might also reflect the political importance of the capital. Provincial towns like Dire Dawa and Dessie, in contrast, recorded increased poverty over the survey period. Dire Dawa is a typical business town, and was for the greater part of the past three decades a significant entry point for illegal border trade. Recently, however, the town has experienced a slowdown, partly because of liberalised trade policy, and partly because of the change in political administration, which has reduced the town's importance. Dessie lost its provincial government. Awassa and Jimma, on the other hand, are towns at the heart of rural regions that thrive on cash crops, particularly coffee; the coffee boom of the mid-1990s is reflected 12 See for instance Fields (1997) and Lipton and Ravallion (1995) . 13 Enset, the trunk of a 'false banana tree', is used as a staple food in many regions of southern Ethiopia.
14 The poverty figures for urban areas are computed from the total urban sample; since only 15% of the 'national' sample is drawn from urban areas, poverty figures at the level of cities/towns give us few in the decline in poverty there. Table 3 are based on subsamples combining urban and rural data into 'national' estimates.
Correlates of Poverty
To examine some correlates of poverty in rural and urban areas, we estimated probits for the rural and urban data separately. In both estimates, the dependent variable is a zero/one dummy variable identifying households that were poor in 1994. The independent variables for rural areas are broadly classified into four groups: demographic and educational, crop type, location and farm assets and off-farm activities. In the first group, household size (hhsize), mean age of household members (and it square, meanage and meanage2) 15 , a dummy for female-headed households (hhhfem), the age of the household head (and its square, agehhh and agehhh2), dependency ratio (depndrat) and dummies for household head and wives that completed primary education (hhhprime and wifeprim) are included. The dependency ratio is defined as the percentage of household members below the age of 15 and above 65 from total household size. Dummy variables for households producing teff, coffee, chat and enset 16 are the second group identifying types of crops cultivated by households. To control for location two variables, 'north' and 'market', are included. While 'north' is a dummy variable identifying the sites located in degrees of freedom. 15 The mean age of household members (and its square) were included to capture possible life cycle effects. the northern part of the country, 'market' is an index-variable reflecting the proximity of survey sites to big towns. This index was computed by dividing the population of the nearest town by the distance from the survey site, with the expectation that the larger the population of the urban area and the nearer to the survey site, the stronger would be its influence, since urban centres affect the livelihood of rural areas by providing both markets (for sales of agricultural products, and for purchase of manufactured goods and labour) and infrastructure. The final set of variables are the number of oxen (oxen) and cultivated land (cultivat) owned by the household and whether at least a member of the household participates in off-farm activities (offfarm). The probit results for rural areas with the corresponding marginal effects of the variables at mean values are given in Table   5 .
Except mean age and its square 17 all the demographic and educational variables are significant at 5% level. An additional household member increases the probability of the household being poor by around 3.2% at mean values (and its effect is significant at 1% level). But this is to some extent due to the fact that we have used per capita expenditure figures for defining poverty levels.
Compared to male-headed households, female-headed households face an 8.9%
higher probability of being poor in rural areas (significant at 5% level). In terms of the magnitude of its effect, this variable seems to be one of the most important covariates of poverty. 18 Even though female-headship can be caused by different factors, civil war seems to play an important role in Ethiopia. If we look at the percentage of femaleheaded households by survey villages, the three with the highest percentages are found in areas where the civil war was raging for long periods of time. Even though the average percentage of female-headed households for the whole sample is 21%, the villages of Haresaw, Geblen and Shumsheha have 47%, 39% and 30% respectively; all three villages 17 The joint test for the significance of mean age and its square has a chi-square value of 0.14 with Prob > chi2 = 0.7070. Hence, the two variables either separately or jointly are not statistically significant. 18 From the demographic and educational variables, the only two variables with higher marginal effects than the dummy for female-headed households are dependency ratio and primary education of the wife. Since dependency ratio is a continuous variable and is a ratio (implying that to increase it by one unit the number of additional dependents required is large), we cannot directly compare it with that of femaleheaded households. In the case of the primary education of the wife, the coefficient is not significant at 5% level.
are located in the north, particularly in areas where guerrilla activities were widespread.
Targeting rural 19 female-headed households for poverty alleviation programmes can be useful given our results. Particularly, the fact that female-headship is directly observable makes the targeting task less demanding. The age of the household head is also another significant demographic correlate of poverty. 20 The marginal effect on the probability of being poor first increases, reaches a maximum and then falls down with the age of the household head (as captured by the coefficient on its square). This pattern probably is the result of lifetime effects and corresponding changes in the composition of the household. Younger household heads may be forced to cope with little children and lesser amounts of accumulated wealth. As 19 Similar probit results for urban areas indicate that the dummy for female-headed households is not significant. The higher probability of being poor for female-headed households is a rural phenomenon. 20 The joint significance test for age of household and its square has a chi-square value of 4.96 with Prob > chi2 = 0.0259. This indicates that the two variables are separately as well as jointly significant at 5% level.
the children grow (and sometimes leave home increasing per capita consumption) and wealth is accumulated, the probability of being poor also falls.
Both in terms of its significance level (significant at 1%) as well as in terms of the magnitude of its marginal effect, the dependency ratio seems to be extremely important in affecting poverty status in rural areas. If the dependency ratio increases by one unit, a household's probability of falling into poverty increases by almost 31% at mean values.
Those households with proportionally more number of children under the age of 15 years and older people above 65 seem particularly vulnerable to poverty. This underscores the importance of adult labour in the welfare of rural households. The policy implication of this result points towards the importance of decreasing fertility. Most of the high dependency ratio is explained by a large number of children under the age of 15; due to low life expectancy, the relative number of people over the age of 65 is small.
Even though the primary education of the household head is not statistically significant, the primary education of the wife reduces the risk of poverty. If the wife in a typical rural household has completed primary education, the probability of poverty falls by around 21% (though the coefficient is significant only at 10% level). This result may be due to endogeneity; for example, only well-off husbands may be sending their wives to school or richer men may usually marry women with some level of education. The other possibility is that wives with some degree of education in rural areas are actually more efficient in contributing towards household income.
The crop types included in the regression are deliberately chosen to include a staple food that is not much traded (enset), a staple food that is significantly traded in the domestic market (teff), a traditional export crop (coffee) and a 'new' export crop (chat).
Teff is one of the main domestically marketed crops in Ethiopia. Generally, rural households produce teff for the market and it is an important source of cash income.
Coffee and chat are also important export crops, the first being the most important export item of the country and the importance of the second increased during the recent past.
While the cultivation of these crops by households has a tendency to decrease the probability of poverty (all four coefficients are negative), the significant levels and the marginal effects tell an interesting story. If we move from enset, to teff, to coffee and then chat the variables become more and more statistically significant. While the coefficient for enset is not significant at all, that for teff becomes significant around 10%, for coffee around 6% and for chat at 1%. Similarly, the marginal effects successively increase in absolute terms: -5.0%, -6.1%, -9.1% and -31.4% respectively. Households cultivating chat have a 31.4% lower probability of being poor as compared to households that do not; from all the variables included in our regression, the dummy variable has the highest marginal effect and is highly significant. The expansion of exportable crops, particularly non-traditional crops, seems to have a large impact on poverty reduction.
This tallies with the overall reform goal of encouraging the production of tradables/exportables. The provision of infrastructure and giving the right incentives that encourage the production of exportable agricultural outputs probably have the win-win result of enhancing growth as well as reducing poverty.
Both location related variables, 'north' and 'market', are statistically significant at 5% level. Compared to their southern counterparts, households in the northern sites have a 9.8% lower probability of being poor (significant at 5%). But much should not be read from this result. First, the data from the surveys are not weighted and hence we cannot be definite that our results accurately reflect the relative standing of the north and the south.
Second, variations within each part of the country are significant making generalisation about north and south difficult. As expected the second location variable, 'market', decreases the risk of being poor; if the variable increases by 10,000 (implying an increase of 10,000 in the population of an urban area located 1 km away from the village), the probability of poverty for the household decreases by 0.4% (significant at 1% level).
Rural areas nearer relatively big cities/towns have better access to markets and public services and this reduces poverty. But the effect of urban areas on rural poverty is not high; due to the low level of urbanization (only 15%), a population increase of 10,000 is really big for most urban centres and the accompanying expected decline in the probability of poverty is very low.
The last group of variables are related to farm assets and off-farm activities. The amount of land cultivated by the household is not correlated to the probability of poverty.
This seemingly surprising result is probably due to the land tenure system in Ethiopia.
All agricultural land is owned by the state and it is given to households on a usufractuary basis, the allocation of which is mostly determined by household size. This institutional set-up has created, unlike most other countries, a situation where the accumulation of land is no more an important avenue of increasing wealth. It seems that other farming assets are the more important constraints due to this institutional arrangement. This assertion is partly confirmed by the coefficient on the number of oxen. In the dominant farming system of Ethiopia, oxen are the most important sources of traction power. The marginal effects indicate that an additional ox decreases the probability of a household being poor by 6.9% (significant at 1% level). Initiatives that improve the ox ownership of households probably have a significant impact on poverty.
Households that are involved in off-farm activities are 11.0% more probable of being poor than those that are not (significant at 1% level). In the case of rural Ethiopia, off-farm activity seems to be a coping mechanism for poor people rather than a way of accumulating more wealth and enjoying a relatively higher return to labour. Given the weakness of the non-farm sectors, especially in rural areas, this draws a realistic picture of conditions in Ethiopia.
A similar probit was run for urban households. While dropping variables not relevant for urban areas, we included dummies identifying regional capitals (capitalc) and the occupation of household heads. The occupation of household heads is classified into private business employer (privbuss), own account worker (ownaccnt), civil servant (civilser), public enterprise worker (publicen), private sector employee (privempl), casual worker (casualwo), unemployed (unemploy), and others. The results are given in Table 6 , again including marginal effects. ----------------------------------------------------------------------------- ---------+------------------------------------------------------------------ 
------------------------------------------------------------------------------
* dF/dx is for discrete change of dummy variable from 0 to 1 z and P>|z| are the test of the underlying coefficient being 0 Unlike rural areas, the mean age of household members significantly affects the probability of poverty. 21 As expected its effect is U-shaped; at lower and higher mean ages of household members the probability of being poor rise suggesting that households dominated either by the very young or very old are more vulnerable to poverty. That mean age is not significant in rural areas is probably explained by the fact that people start work earlier and stop working later than in urban areas. But in contrast to the mean age of all household members, the effect of the age of the household head describes an inverted U-shape; 22 probability of being poor decreases at lower and higher ages of the household head.
As for rural areas, the dependency ratio had a strong positive effect on the probability of being poor. A unit increase was associated with a 32% higher probability of being poor. The adverse effect of the dependency ratio at the household level in both rural and urban areas provides a strong case for family planning. Further, like in most poor countries, the Ethiopian government does not provide any support, direct or indirect, to aging members of society. The burden of supporting the old mainly falls on the household, or on the community. But the dependency ratio that we computed excluded other sick, disabled, or weak members of the household, which generally would have increased poverty. One of the striking results is the effect of the household head or wife having at least primary education, which tends to decrease the probability of being poor.
In the rural areas, the coefficient of household head was smaller and highly insignificant, but in the urban areas, both coefficients are highly significant at the 1% level, and both are relatively large; primary education of the head or wife decreases the probability of being poor by 17% and 18% respectively. Education thus seems to bring a higher rate of return in urban than in rural areas. Perhaps the educational system develops skills that increase productivity in urban occupations rather than in agriculture. The livelihood of people in rural areas is mainly affected by their access to agricultural assets, like land and oxen, which does not directly depend on their educational levels. Several studies have shown that education can have an important positive effect on agricultural productivity in situations where innovations are introduced, while it does not seem to have any significant effect when only traditional methods are used. Ethiopia is certainly a case where very little agricultural innovation has occurred. In any case, education may also serve more as a screening device in urban than in rural areas, given the thinness or nonexistence of labour markets in the latter.
Unlike their counterparts in rural areas, female-headed households in urban areas do not face a higher chance of being in poverty (the coefficient is not significant at all).
The fact that agriculture is probably the only viable occupation and farm activities are traditionally male-dominated in rural areas and in contrast the availability of a variety of occupations that females can participate in urban areas is probably the main explanation for these results.
Most of the coefficients on the occupation variables are highly significant, indicating that relative to "other", the sector of work had a discernable impact on people's livelihoods. Except for casual workers and the unemployed, all occupations are associated with a lower probability of being poor. The lowest probability of poverty was for private business employers (28% less than "other"). Being a private sector employee reduced the probability by 25%, while being an own account worker reduced it by 21%. Jobs in the civil service were not very effective in reducing the probability of being poor.
Both location variables included in the probit are highly significant with relatively large marginal effects. Contrary to expectation, households in urban areas in the north (Bahr Dar, Dessie and Mekele) have a 15% lesser chance of being poor as compared to households located in other towns. Also contrary to expectation, households in regional capitals (Addis Ababa, Mekele, Bahr Dar and Awasa) have a 15% higher probability of being poor.
In addition to looking at the correlates of poverty at a point in time, examining the characteristics of households that have either fallen into or escaped from poverty is important. This is done in the next section.
Changes in Poverty -1994-97
Over time, as the status of households change, poor households may increase their income, escaping poverty, while richer households may become poor. Examination of the characteristics of households moving out of or falling into poverty can help to identify the most vulnerable, as well as those with a better chance of escaping poverty. We estimated probit equations to examine the attributes of households moving out of and falling into poverty between 1994 and 1997. The same independent variables as in the previous section were used. The estimates were again run separately for rural and urban households.
The probits in this section examine conditional probabilities. For example, when we look at the attributes of households that have moved out of poverty between 1994 and 1997, only those households poor in 1994 are included in the estimation. Hence, the probabilities indicate the chance of moving out of poverty conditional on the household being poor in 1994. An immediately observable consistent pattern is that the signs of the marginal effects, except the case of 'enset', are opposites of each other in the two cases. As expected, those correlates positively associated with falling into poverty are negatively associated with escaping from poverty. But focusing on the coefficients that are significant probably tells a more complicated story. Even though households producing enset, located in the north and near larger urban centres and having more oxen had a higher probability of moving out of poverty between 1994 and 1997, the same characteristics among the non-poor in 1994 has not significantly helped them avoid falling into poverty in 1997. Similarly, even though households producing teff (coffee) and were non-poor in 1994 had a higher (lower) probability of falling into poverty by 1997 the same conditions have not played a significant role for households that escaped out of poverty. The only variable that has opposite signs and is significant is chat. Households poor in 1994 and cultivating chat had 26% better chance of escaping poverty as compared to those not producing chat. On the other hand, households that were not poor in 1994 and were producing chat had 18% smaller probability of falling into poverty by 1997. As discussed in the previous section, chatproducing households also had a higher chance of being non-poor to start with. Hence, this cash crop seems to play an important role in improving the living standards of farmers, which may explain the rapid expansion of chat production in many non-traditional areas.
Similar probit estimates were also run for the urban households. The marginal effects at mean values from probits of movement out of and falling into poverty are given in Table 8 . As in the previous case, here also almost all variables have the opposite signs in the two probit estimates (except for hhhfem and agehhh2).
Unlike in the rural areas, education of the household head and wife significantly affected both probabilities of moving out of and falling into poverty; households with at least primary education had a higher probability of getting out of, and a lower probability of falling into poverty. For instance, households with heads or wives that have completed primary education had 12% and 22% higher chance of getting out of poverty and an 8% and 7% lower probability of falling into poverty between 1994 and 1997 respectively. 23 As indicated above, the poverty reduction role of education seems to be stronger in urban than in rural areas. The significance of dependency ratio is also higher in urban as compared to rural areas. An increase in dependency ratio reduces the chance of getting out of poverty by 38% while increasing the probability of falling into poverty by 15%. Of the seven occupational classifications, the only significant one in both equations is that for own-account workers. Own-account workers had a 15% better chance of escaping poverty and an 8% smaller chance of falling into poverty as compared to the "other" occupation group. The creation of a better business environment after the introduction of the economic reform program may partially explain this.
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Households living in regional capitals had a statistically significant better chance of improving their welfare; they had a 15% better chance of getting out of poverty and a 6% smaller probability of falling into poverty between 1994 and 1997. This can be due to recent decentralisation and accompanying expansion of the regional capitals.
Two important differences between the rural and urban areas relate to the effects of education and dependency ratios. Education seems to play a smaller role in rural areas as a means of escaping poverty, reflecting the fact that the employment structure in rural areas is not education-intensive. The dependency ratio also seems to be more important in urban than in rural areas, probably due to the fact that young children and elders are more economically active in rural than in urban areas.
The changes in poverty levels between 1994 and 1997 can be the result of either variation in mean income (due to growth or decline) or alterations in the distribution of income. The next section examines the contribution of growth and redistribution to changes in poverty.
Growth versus Redistribution in Poverty Reduction
The period from 1993/94 to 1996/97 showed considerable improvement in the macroeconomic policy stance of the country as illustrated by Table 9 , and we have already noted that growth was good during this period. It is hard to link growth and poverty outcomes to the specific changes in policy variables or to changes in other exogenous variables, although Demery and Squire (1996) report a positive association between improved macroeconomic performance, economic growth and poverty reduction.
Over the period 1994-97 real GDP grew at an average rate of about 6% (see Table   1 ), which is unusual for an economy that had experienced a negative real growth rate for more than a decade before that. The change in policy after the ouster of the previous government in 1991 certainly contributed to growth, but we have not tried to specifically measure this impact. Instead, we have concentrated on estimating the impact of growth on poverty.
A method for decomposing changes in poverty into growth and redistribution components is suggested by Kakwani (1990) and further explored by Datt and Ravallion (1992) . Given a poverty measure (P t ) fully characterised by the poverty line (z), mean income (µ) and Lorenz curve (L t ) at period t, (3) P t = P (z t /µ t , L t ) The level of poverty can change because of changes in µ and/or changes in L. The growth component of a change in poverty is defined as the change due to a change in mean income, while holding the Lorenz curve constant at some reference level. The redistribution component is the change due to a change in the Lorenz curve, while holding mean income constant at the reference level.
Following Datt and Ravallion (1992) , the total change in poverty between two dates, t and t+1, given a reference period r, can be written as (4) P t+1 -P t = G(t,t+1;r) + D(t,t+1;r) + R(t,t+1;r)
Total Change = Growth Component +Redistribution Component + Residual
The growth and redistribution components are given by (5) G(t,t+1;r)≡ P(z/µ t+1 ,L r )-P(z/µ t , L r ) D(t,t+1;r)≡ P(z/µ r , L t+1 )-P(z/µ r ,L t )
There is a residual whenever the particular index is not additively separable between µ and L; in other words, when the mean and the Lorenz curve jointly determine the change in poverty, the residual will not vanish. Datt and Ravallion (1992) interpret the residual as the difference between the growth components evaluated at the terminal and initial Lorenz curves, and the redistribution component evaluated at the terminal and initial incomes.
We applied this method of decomposition for the period between 1994 and 1997 to measure how growth of mean income and any change in inequality affected poverty. The
Lorenz functions fitted to the data are the Beta-specification suggested by Kakwani (1980) and the Generalised Quadratic specification by Villasenoir and Arnold (1989) . We used the computer programme Povcal, developed by Chen, Datt and Ravallion, to generate the relevant values for the decomposition analysis. The results are presented in Tables 10 and   11 . It is clear from Table 10 that over the three-year period, inequality increased, but at the same time real per capita expenditure increased substantially. So increasing inequality dampened the reduction in poverty from the rise in average income. Table 11 presents the growth and redistribution components of the change in poverty. In all cases, the growth components are negative indicating that mean income increased, which of course reduces poverty, given the initial distribution. However, all the redistribution components are positive, implying that inequality worsened in both rural and urban areas as well as at the national level. Even though the head count ratio (P 0 ) is elastic to changes in mean expenditures (elasticity above one in all cases, Table 10 ), the changes in income distribution wiped out some of the effects.
Conclusions
This article has looked at the state of poverty in Ethiopia in the wake of the Economic Reform Programme that started in 1992. The analysis focused on the period 1994 to 1997.
Our analysis of the structure of poverty showed asset-ownership (oxen in rural areas), education (especially in urban areas), the type of major crop planted (particularly exportable cash crops), dependency ratios, and location to be important determinants of poverty. The occupation and age of the head of the household had a strong influence on the probability of a household getting out of poverty in the urban areas. Education also decreased the probability of falling into poverty, particularly in urban areas. The return to education depends on the demand for skills, and this in turn depends on the level of production. When there is rapid growth one may expect more and better jobs being created, and the returns to education to increase. The maintenance of government expenditures on education and health even in the face of an increase in defence expenditures (due to the recent war with Eritrea) is commendable.
Unlike most developing countries, urban and rural poverty are not significantly different from each other in Ethiopia. The production of cash crops, particularly exportable ones, is an important factor for the alleviation of poverty in rural areas.
Decomposition of the changes in poverty into growth and redistribution components indicates that the potential poverty reduction due to increased real per capita incomes has been to some extent counteracted by worsening income distribution. The increase in inequality in an economy coming out of a long civil war is not surprising. The sectors that were most depressed during the conflict were transactions-intensive sectors that tend to be lucrative in peacetime (Collier, 1999) . They rebounded, and the limited groups involved in these activities saw large income improvements, leading to increases in inequality that would have been difficult and even inappropriate to counter through economic policy.
The bottom-line is still that even in Ethiopia, which is at the bottom of the international income ladder and in spite of the peace dividend effects, growth reduced poverty.
