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Introduzione
Questo lavoro presenta un risultato molto recente elaborato da Etnyre nel-
l’articolo ”Contact structures on 5-manifolds”, nel quale si afferma che ogni
5-varietà chiusa ed orientata ammette una struttura di contatto.
È possibile definire una struttura di contatto esclusivamente in dimensione
dispari; una tale struttura su una varietà M2n+1 orientata è data da un
campo di iperpiani, vale a dire un sottofibrato 1-codimensionale del fibrato
tangente, che è definibile come il nucleo di una 1-forma α, detta appunto
forma di contatto, definita su M , che soddisfa la seguente condizione:
α ∧ (dαn) 6= 0
in ogni punto di M .
È ancora un problema aperto verificare quali varietà di dimensione di-
spari ammettano una struttura di contatto. Il caso tridimensionale è ben
noto, e presentato a grandi linee nel terzo paragrafo del primo capitolo di
questa tesi: grazie ad un teorema dovuto a Martinet, ogni 3-varietà chiusa ed
orientata ammette una struttura di contatto. Per entrare più nel dettaglio
del teorema notiamo che se definiamo una struttura di contatto ξ = kerα su
M2n+1, dα definisce una forma simplettica su ξ; allora è possibile definire
una struttura complessa Jξ su ξ compatibile con la forma simplettica e in-
dipendente dalla forma α che la definisce grazie alle ipotesi di orientazione.
Abbiamo dunque una coppia (ξ, Jξ). In generale una coppia (η, J) dove η è
un campo di iperpiani coorientato e J è una struttura complessa su di esso
è detta struttura di quasi contatto.
Il teorema afferma che, su una 3-varietà chiusa e orientata, una qualsiasi
struttura di quasi contatto (η, J) è omotopa ad una struttura di contatto
con l’associata struttura complessa.
Il teorema di Etnyre è una generalizzazione del caso di dimensione 3, anche
se le argomentazioni dimostrative sono quasi del tutto differenti: parten-
do da una struttura di quasi contatto definita su una 5-varietà chiusa ed
orientata si cercherà di costruirne una di contatto nella stessa classe di omo-
topia. Questa costruzione effettiva è fatta nel capitolo 5 di questa tesi,
che racchiude la dimostrazione vera e propria del risultatato in questione.
Per tale costruzione risulterà essenziale una particolare decomposizone della
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5-varietà, la decomposizione a libro aperto, presentata e discussa nel sotto-
paragrafo 1.3.3 del primo capitolo; questa decomposizione, che esiste sempre
grazie ad un teorema di Quinn, è quella che permette di dividere la varietà
in parti e di definire delle strutture di contatto su di esse che risultino com-
patibili, sfruttando inoltre la geometria di contatto sulla 3-varietà derivante
dalla decomposizione.
Nello stesso capitolo vengono anche introdotte le nozioni e definizioni basila-
ri di geometria di contatto, della teoria dei corpi con manici, e viene studiata
la teoria dell’ostruzione.
Nel secondo capitolo si studiano i campi di iperpiani e le strutture di quasi
contatto su una 5-varietà, e come questi siano in corrispondenza con quelli
della 3-varietà data dalla rilegatura della decomposizione a libro aperto.
Nel terzo capitolo sono enunciati dei risultati di esistenza di particolari co-
bordismi di 4-varietà dovuti a Cieliebak ed Eliashberg e contenuti in [3];
anche questi sono risultati molto recenti che in questo trattato verranno pe-
rò solo enunciati.
Nel quarto capitolo, infine, si discute di una particolare decomposizione a
libro aperto, e, per ottenerla, vengono utilizzati degli strumenti di Teoria di
Cerf, presentati nella prima parte del capitolo.
Il teorema centrale di questo lavoro è importante non solo perchè rispon-
de in un caso, quello della dimensione 5, alla questione aperta dell’esistenza
di strutture di contatto, per altro già in parte affrontato da altri matema-
tici in casi meno generali (si veda per esempio il risultato di Geiges in [9]
sulle 5-varietà semplicemente connesse o l’estensione al caso in cui il gruppo
fondamentale sia finito, sempre dovuta a Geiges e Thomas, contenuta in
[10] e [11]); gran parte degli argomenti qui presentati, si possono estendere
a dimensioni arbitrarie, la speranza è quindi che questa costruzione possa
essere una breccia per affrontare anche i casi di dimensione maggiore.
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Capitolo 1
Nozioni iniziali
1.1 Teoria dell’ostruzione
Sia X uno spazio che supponiamo munito di una struttura di complesso di
celle; denotiamo con Xn il suo n-scheletro. La teoria dell’ostruzione studia
sotto quali ipotesi una mappa f definita su Xn a valori in un generico
spazio Y si possa estendere ad Xn+1. La risposta a questa domanda sta nei
gruppi di omotopia dello spazio di arrivo: le classi non nulle impediscono in
qualche modo l’estensione della mappa. Procediamo per passi, suddividiamo
lo studio di questa teoria in vari casi:
1. Ostruzione all’estensione di mappe
Questo è il caso introdotto sopra, sarà il caso guida che affronteremo
in dettaglio.
2. Ostruzione all’estensione di un’omotopia
Nel caso in cui la mappa f sia un’omotopia definita sull’ n-scheletro,
la questione diventa quando due mappe che sono omotope sull’ n-
scheletro lo sono anche sull’ (n+ 1)-scheletro.
3. Ostruzione per fibrazioni
Data P → B una fibrazione, dove lo spazio base ammette una decom-
posizione in complesso di celle, studieremo l’estendibilità delle sezioni
del fibrato, e scopriremo che l’ostruzione è nei gruppi di omotopia della
fibra.
Introduciamo alcune nozioni preliminari:
Definizione 1.1. Dato X complesso di celle, x0 ∈ X definiamo la mappa
seguente:
H : pin(X,x0)→ Hn(X)
[f ]→ f∗(1)
1
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dove f∗ sta ad indicare la mappa indotta da f in omologia,
f : Sn → X ⇒ f∗ : Hn(Sn) ' Z→ Hn(X)
La mappa H è un omomorfismo detto omomorfismo di Hurewicz.
Teorema 1.2 (di Hurewicz). Sia X complesso di celle e supponiamo che
pik(X) = 0 ∀k < n,
allora vale che:
• H˜k(X)=0 ∀k < n;
• l’omomorfismo di Hurewicz è un isomorfismo.
Esiste anche una versione relativa di questo teorema.
Teorema 1.3 (Hurewicz relativo). Sia (X,A) una coppia di complessi di
celle, vale a dire A ⊂ X e X è ottenuto a partire da A tramite aggiunta di
celle e supponiamo che:
pi1(A) = 0, pii(X,A) = 0 ∀i < n
allora vale che:
Hi(X,A) = 0 ∀i < n
e l’omomorfismo di Hurewicz fra i gruppi relativi è un isomorfismo, cioè
pii(X,A) = Hi(X,A) ∀i < n.
Osservazione 1.4. D’ora in avanti supporremo che lo spazio di arrivo sia
semplicemente connesso, vale a dire pi1(Y ) = 0. In questo caso si ha una
bigezione naturale fra i gruppi di omotopia di Y , fissato un punto base arbi-
trario, e l’insieme delle classi di omotopia di mappe da Sn → Y , senza alcun
punto fissato, che denoteremo con [Sn, Y ] ([13], Lemma 5.1). Utilizzeremo
da qui in avanti tale identificazione.
1.1.1 Il cociclo di ostruzione e l’estensione di mappe
Sia (X,A) una coppia di complessi di celle; denotiamo con Xn ∪A l’unione
di A e di tutte le celle di dimensione minore o uguale ad n che non stanno
in A.
Supponiamo di avere fn : Xn ∪A→ Y ; consideriamo una (n+ 1)-cella en+1α
di (X,A) e la sua mappa di attaccamento cα:
cα : ∂en+1α ' Sn → Xn ∪A.
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Notiamo che la composizione di fn con questa mappa dà un elemento di
pin(Y ), dato che fn ◦ cnα : Sn → Y . Notiamo inoltre che cambiando l’orien-
tazione della cella, e quindi del suo bordo, il risultante elemento di pin(Y )
cambia di segno. È dunque ben definito un omorfismo determinato da fn:
θ˜(fn) : Cn+1(X,A)→ pin(Y ),
dove lo spazio di partenza è il gruppo abeliano libero generato dalle (n +
1)-celle di (X,A).
Definizione 1.5. L’ omomorfismo θ˜(fn) è un elemento di Cn+1(X,A;pin(Y )),
cioè una cocatena (n+ 1)-dimensionale, detta cocatena di ostruzione.
Proposizione 1.6. La cocatena di ostruzione verifica le seguenti proprietà:
1. θ˜(fn) dipende solo dalla classe di omotopia di fn;
2. θ˜(fn) = 0⇔ fn si estende ad una mappa fn+1 : Xn+1 ∪A→ Y ;
3. è un cociclo, cioè δ(θ˜(fn)) = 0;
4. se gn : Xn ∪ A → Y coincide con fn su Xn−1 ∪ A ⇒ θ˜(gn) − θ˜(fn) è
un cobordo;
5. possiamo modificare θ˜(fn) tramite somma per un cobordo arbitrario
facendo variare la classe di omotopia di fn relativamente a Xn−1 ∪A.
Dimostrazione. Procediamo con la dimostrazione punto per punto.
1. Il primo punto segue dalla costruzione fatta per definire il cociclo di
ostruzione.
2. Segue dal fatto che una mappa qualsiasi h : Sn → Y è omotopicamente
triviale se e soltanto se puó essere estesa ad una mappa Dn+1 → Y , e
quindi nel nostro caso se e soltanto se fn si estende all’ (n+1)-scheletro
di X relativamente ad A.
3. Per la dimostrazione di questo punto abbiamo bisogno di un lemma:
Lemma 1.7. Supponiamo che la coppia (X,A) sia semplicemente
connessa, e consideriamo f : Sn+1 → Xn+1 ∪ A. Denotando con
f∗ la mappa indotta da f fra gli (n + 1)-esimi gruppi di omologia,
supponiamo che l’immagine di f∗ sia rappresentata dal ciclo :
f∗(1) =
∑
α
aαe
n+1
α .
Allora f è omotopa ad una mappa g tale per cui la controimmagi-
ne della parte interna di ogni (n + 1)-cella en+1α di X è data dall’u-
nione disgiusta di aα dischi in Sn+1 ciascuno dei quali è mappato
omeomorficamente in int(en+1α ).
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Osservazione: una coppia di complessi di celle (X,A) è semplice-
mente connessa se
pi1(A) = pi1(X) = 0.
g �
D n+1
Xn A
en
S n+1
+1
Dimostrazione. Consideriamo la mappa f∗ a valori in
Hn+1(Xn+1 ∪A,Xn ∪A);
in questo gruppo
f∗(1) =
∑
α
aα[en+1α , ∂en+1α ].
Vale che
pii(Xn+1 ∪A,Xn ∪A)=0 ∀i ≤ n;
infatti per n>1
(Xn+1 ∪A)/(Xn ∪A) = ∨Sn+1
è lo spazio ottenuto collassando Xn∪A ad un punto, rimangono quindi
le (n+ 1)-celle di X − A i cui bordi sono collassati e tutti identificati
ad uno stesso punto, dando la somma wedge scritta sopra. Per n = 1
consideriamo la sequenza esatta lunga in omotopia della coppia
(Xn+1 ∪A,Xn ∪A),
vale a dire:
...→ pik+1(Xn ∪A) i∗−→ pik+1(Xn+1 ∪A) p∗−→ pik+1(Xn+1 ∪A,Xn ∪A)→
∂−→ pik(Xn ∪A)→ ...→ pi1(Xn+1 ∪A,Xn ∪A);
grazie all’ipotesi di semplice connessione e al fatto che
pii(Xn ∪A) = pii(X ∪A) = pii(X) ∀i < n,
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si ha che
pi1(Xn+1 ∪A) = pi1(X) = 0,
e quindi, guardando la sequenza sopra, abbiamo che anche il primo
gruppo di omotopia della coppia è nullo. Siamo dunque nelle ipotesi
del teorema di Hurewicz nella versione relativa che ci dà l’uguaglianza
seguente:
Hn+1(Xn+1 ∪A,Xn ∪A) = pin+1(Xn+1 ∪A,Xn ∪A).
Possiamo dunque identificare la classe di f in omotopia con quella
della sua immagine in omologia,
[f ]=
∑
α
aα[en+1α , ∂en+1α ] ⇒ ∂f=
∑
α
aα[∂en+1α ];
Per la commutatività del seguente diagramma
pin+1(Xn+1 ∪A,Xn ∪A) '−−−−→ Hn+1(Xn+1 ∪A,Xn ∪A)
∂
y y∂
pin(Xn ∪A) −−−−→ Hn(Xn ∪A)
dato che
∂f=0 ∈ Hn(Xn ∪A)⇒ ∂[f ]=
∑
α
aα[∂en+1α ]=0 ∈ pin(Xn ∪A).
La mappa ∂f è una mappa da Sn a valori in Xn ∪ A e per ogni α, ci
sono aα dischi n-dimensionali sulla sfera, Dαi , che vengono mappati in
∂en+1α . Il valore di ∂f sul bordo dei dischi possiamo supporre che sia
costante e che sia lo stesso, e che sia anche il valore sul complementare
dei dischi, infatti tramite la mappa questo spazio si contrarrà ad un
punto. Il fatto che l’immagine di ∂f sia omotopicamente banale in
pin(Xn ∪A) ci dice che può essere estesa ad una mappa:
∂f : Dn+1 → Xn ∪A;
guardiamo al disco come ad una calotta di un Sn+1, di bordo Sn,
dominio iniziale di ∂f , su cui la nuova mappa è assunta costante in
accordo con il valore sul bordo. Eseguiamo un inspessimento del bordo
del disco, Sn × I; ad ogni livello Sn × {t} estendiamo ∂f al comple-
mentare dei dei dischi Dαi × {t} nella sfera, alla consueta costante e
all’ultimo livello, Sn × {1} poniamo ∂f |Sn×{1} = ∂f . Con lo stesso
ragionamento di prima possiamo estendere ∂f ad una mappa defini-
ta su un disco Dn+1 che compone l’altra calotta di una sfera Sn+1.
Abbiamo in questo modo costruito una mappa che denoteremo g˜, che
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ha come dominio la sfera Sn+1 senza ∑α|aα| dischi n+ 1-dimensionali
che sono Dαi × I, ed è a valori in Xn ∪ A;
∑
α aα∂e
n+1
α è il bordo di
questa spazio che denoteremo con V . Definiamo
g : (unionsq
α
aαe
n+1
α ) ∪∂ V −→ X(n+1) ∪A ∈ pin+1(X(n+1) ∪A);
dove g è data da g˜ su V , e le n + 1 celle che abbiamo attaccato tra-
mite il bordo ai dischi mancanti, vanno nelle corrispettive celle dell’
n + 1-scheletro di Xn+1 ∪ A. Dato che abbiamo attacato proprio le
(n + 1)-celle della scrittura di f , g è un elemento la cui immagine in
pin+1(X(n+1) ∪A,Xn ∪A) coincide con quella di f .
Se consideriamo in questo spazio la differenza delle immagini delle due
classi otteniamo la classe banale, dunque considerando la successione
esatta lunga in omotopia
[f ]−[g] ∈ ker(p∗) = imm(i∗)⇒ ∃[h] ∈ pin+1(Xn∪A) | i∗([h]) = [f ]−[g];
dato che V è contenuto in Xn ∪ A possiamo modificare g|V , cioè g
ristretto al complementare delle n+ 1- celle, sostituendo il suo valore
con quello della sua differenza con h, in modo da avere:
[f ]− [g] = 0 ∈ pin+1(Xn+1 ∪A).
Questo prova il lemma.
Osservazione 1.8. Data una generica cocatena n-dimensionale, σn ∈
Cn(X), questa è un cociclo se δσn = 0 in Cn+1(X). Data τn+1 ∈
Cn+1(X) catena (n+ 1)-dimensionale vale che:
<δσn, τn+1>=<σn, ∂τn+1> .
Dunque una cocatena è un cociclo se e soltanto se annulla tutti i bordi.
Usiamo l’osservazione per dimostrare che θ˜(fn) è un cociclo, cioè di-
mostriamo che
< θ˜(fn), ∂τn+2 >= 0 ∀τn+2 ∈ Cn+2(Xn+1 ∪A).
Avvalendoci delle identificazioni utilizzate nella dimostrazione del lem-
ma, indicando, con un certo abuso di notazione, la mappa di attacca-
mento della (n+ 2)-cella con ∂τn+2, scriviamo:
∂τn+2 =
∑
α
aα[en+1α , ∂en+1α ] ∈ Hn+1(Xn+1 ∪A,Xn ∪A).
Dunque si ha che:
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< θ˜(fn), ∂τn+2 >=< θ˜(fn),
∑
α
aα[en+1α , ∂en+1α ] >=
=
∑
α
aα < θ˜(fn), [en+1α , ∂en+1α ] >=
∑
α
aα[fn ◦ ∂en+1α ] =
= (fn)∗(
∑
α
aα[∂en+1α ]) = (fn)∗(0) = 0.
4. Per ipotesi su ogni (n− 1)-cella en−1α ∈ X
fn|en−1α = gn|en−1α ;
costruiamo a partire da queste due funzioni una terza,
d(fn, gn) : Sn → Y,
che coincide con fn|enα sull’emisfero superiore e con gn|enα su quello
inferiore.
Y
fn
gn
�en
�en �
en
Notiamo che questa funzione è ben definita proprio perchè le due fun-
zioni di partenza coincidono sull’equatore della sfera, bordo (n − 1)-
dimensionale della cella; d(fn, gn) definisce un elemento di pin(Y ),
possiamo quindi costruire una mappa Cn(X,A) → pin(Y ) che man-
da ogni n-cella nella classe di d(fn, gn) costruita a partire dalla cella
stessa. Questa mappa è una n-cocatena che denoteremo con D(fn, gn).
Vorremmo dimostrare che :
θ˜(fn)− θ˜(gn) = δD(fn, gn).
Sia enα una n-cella in (X,A) con
∂enα =
∑
β
aαβe
(n−1)
β ∈ Xn−1 ∪A;
deformiamo tramite omotopia ∂enα in modo che sia come nell’enunciato
del lemma 1.7. Allora abbiamo che fn◦∂enα e gn◦∂enα coincidono su Sn
senza i dischi, e su ognuno dei dischi, che corrispondono alle celle, la
loro differenza è data da D(fn, gn) calcolato sulle celle stesse. Quindi:
< θ˜(fn), en+1α > − < θ˜(gn), en+1α >=
= fn ◦ ∂en+1α − gn ◦ ∂en+1α =
∑
aαβ < D(fn, gn), enβ >=
=< D(fn, gn), ∂en+1α >=< δ(D(fn, gn)), en+1α > .
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5. Dobbiamo dimostrare che se abbiamo un cobordo arbitrario δµ, per
semplicità supponiamo che µ sia tale che
< µ, en0 >= g, < µ, en >= 0 ∀en 6= en0
dove en0 è un’arbitraria cella fissata e g ∈ pin(Y ), esiste una mappa f ′n
omotopa ad fn relativamente a Xn−1 ∩A,tale che:
θ˜(fn)− θ˜(f ′n) = δµ.
Costruiamo f ′n: sia Bn ⊂ en0 una palla di raggio abbastanza piccolo
da poter supporre, dopo un’omotopia di fn, che fn(Bn) = y0 ∈ Y ;
definiamo f ′n in modo tale che coincida con fn su Xn − int(Bn) e che
sia omotopa a g come mappa
f ′n : (Bn, ∂Bn)→ (Y, y0).
è chiaro che D(fn, f ′n) = µ e dunque, per quanto visto nel punto
precedente, si ha la tesi.
Osservazione 1.9. Quest’ultimo punto ci dice che modificando fn tramite
omotopia relativamente aXn−1∪A la classe di comologia del cociclo di ostru-
zione non cambia, e quindi che se fn ∼Xn∪A gn e θ˜(gn) = 0, posso modificare
la funzione relativamente all’n− 1-scheletro per renderla estendibile.
Riassumiamo quello che abbiamo dimostrato nel seguente:
Teorema 1.10. Data fn : Xn ∪A→ Y con pi1(Y ) = 0, esiste una classe di
coomologia associata ad fn,
θ(fn) ∈ Hn+1(Xn ∪A, pin(Y ))
data dal cociclo di ostruzione; tale classe è nulla se e soltanto se fn|Xn−1∪A
puó essere estesa ad una mappa f : Xn+1 ∪A→ Y .
1.1.2 Ostruzione all’estensione dell’omotopia fra due mappe
Trattiamo adesso, per semplicità, il caso non relativo: supponiamo di avere
X spazio con struttura di complesso di celle e due mappe
f0, f1 : X → Y
definite su X ed omotope sull’ (n− 1)-scheletro, cioè esiste K tale che:
K : Xn−1 × I → Y |K(x, 0) = f0(x), K(x, 1) = f1(x).
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L’ostruzione all’estensione dell’omotopia all’ n-scheletro di X equivale all’e-
stensione della mappa K definita su Xn−1 × I ∪Xn × ∂I, che corrisponde
all’n-scheletro di X × I, all’(n+ 1)-scheletro di Xn × I. Ragioniamo allora
come sopra.
Data una n-cella enα, il suo attaccamento all’ (n − 1)-scheletro di X
tramite la mappa
cα : ∂enα ' Sn−1 → Xn−1,
equivale all’attaccamento della (n + 1)-cella enα × I a Xn−1 × I tramite la
mappa
c′α : (∂enα × I) ∪ (enα × ∂I)→ Xn−1 × I ∪Xn × ∂I definita da
c′α =
{
cα × idI su ∂enα × I
idenα su (enα × {0}) ∪ (enα × {1}) = enα × ∂I
Dunque l’ostruzione è data dall’ elemento:
K˜ : (∂enα × I) ∪ (enα × ∂I) ' Sn → Y, ∈ pin(Y ),
definito dalla composizione diK con c′α sul primo pezzo, e dalla composizione
di f0 e f1 con c′α rispettivamente su enα × 0 e enα × 1. Il cociclo di ostruzione
dato da questa mappa sta allora in Cn+1(X × I;pin(Y )), dunque la classe di
ostruzione è nel gruppo Hn+1(X×I;pin(Y )); grazie alla formula di Künneth
si ha
Hn+1(X × I;pin(Y )) ' Hn(X;pin(Y ))×H1(I;pin(Y )) ' Hn(X;pin(Y )).
Enunciamo dunque il seguente:
Teorema 1.11. Date due mappe definite su X complesso di celle ed omotope
sull’ (n − 1)-scheletro di X, l’ostruzione all’estensione dell’omotopia giace
in Hn(X;pin(Y )). Le due mappe sono omotope se e soltanto se la classe di
ostruzione all’estensione dell’omotopia è banale.
Osservazione 1.12. Discutiamo qui un caso particolare che ci sarà utile in
seguito. Utilizzando le notazioni sopra supponiamo che f0 ed f1 coincidano
sull’ (n − 1)-scheletro, l’omotopia K sarà allora costante; il valore assunto
da K˜ lungo il bordo ∂enα × I è costante, quindi possiamo pensare a
K˜ : Sn → Y
che coincide con f0 sull’emisfero superiore, e con f1 su quello inferiore.
Questo fatto ci dice che il valore del cociclo di ostruzione all’estensione
dell’omotopia su una cella fissata è dato da d(f0, f1) valutato sulla cella
stessa.
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Per quanto visto dunque fin tanto che H i(X;pii(Y )) = 0 non vi è alcuna
ostruzione all’estensione di un’omotopia fra due mappe ristrette a Xi; in-
contriamo un’ostruzione nel primo di questi gruppi che non è nullo. Si puó
dimostrare che la prima classe di ostruzione è ben definita, cioè non dipende
da come è stata costruita l’omotopia o, nel caso di estensione generica di
mappe, da come è definita la mappa. In tal caso si parla di ostruzione
primaria. Per i passi successivi questo non è piú vero, dobbiamo tener
conto delle scelte fatte.
1.1.3 Ostruzione per fibrazioni
Ricordiamo che una fibrazione è una mappa continua P : E → B fra due
spazi, E è lo spazio totale e B lo spazio base, che verifica la proprietà di
sollevamento dell’omotopia rispetto ad ogni spazio generico.
Nel nostro caso supporremo B connesso per archi con una struttura di com-
plesso di celle, denoteremo con F la fibra, supporremo che pi1(F ) = 0 e che
inoltre pi1(B) agisca trivialmente sui gruppi di omotopia delle fibre. Vedia-
mo che cosa vuol dire: consideriamo l’azione di monodromia di pi1(B) su F
che è quella che, dato un loop non omotopicamente banale [γ] in B, preso
un sollevamento del cammino nello spazio totale, fa corrispondere il pun-
to iniziale del sollevamento con quello finale, entrambi giacenti nella fibra;
denotando con g[γ] questa azione, l’azione del gruppo fondamentale dello
spazio base su F data da :
G : pi1(B)× pin(F )→ pin(F )
([γ], [f ])→ [g[γ] ◦ f ].
Sia
σ : Bn−1 → E sezione definita sull’(n− 1)−scheletro diB,
e consideriamo en n-cella generica di B. Possiamo supporre che esista una
trivializzazione in un intorno di questa cella per cui p−1(en) = en×F ; allora
la sezione σ induce una sezione di p−1(en)→ en definita su ∂en, cioè:
σ|∂en : ∂en → en × F.
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Componendo con la proiezione sul secondo fattore otteniamo un elemento
σ˜ : Sn−1 ' ∂enα → F, σ˜ ∈ pin−1(F );
definiamo allora il cociclo di ostruzione θ˜n(σ) ∈ Cn(B, pin−1(F ))
θ˜n(σ) : Cn(B)→ pin−1(F )
en → [σ˜(∂en)].
L’ipotesi dell’azione triviale pi(B) sui gruppi di omotopia della fibra ci ga-
rantisce il fatto che il cociclo sia proprio a valori in tali gruppi, saremmo
dovuti altrimenti passare alla comologia con coefficienti locali dertiminati
dall’azione. Argomenti del tutto analoghi al caso precedente ci danno la
buona definizione e le proprietà del cociclo di ostruzione. Possiamo allora
enunciare il seguente:
Teorema 1.13. Data una fibrazione P : E → B con fibra F che verifica
le ipotesi sopra, data una sezione σ definita sull’ (n − 1)-scheletro di B è
ben definita la classe di ostruzione all’estensione di σ|Bn−2 a Bn e giace in
Hn(B;pin−1(F )); σ è estendibile se e soltanto se tale classe è banale.
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1.2 Corpi con manici
In questo capitolo presentiamo la teoria dei corpi con manici. I manici
danno un modo di decomporre la varietà e di descriverla, in modo analogo,
per esempio, alla decomposizione in celle. Per questa teoria e i risultati di
questo capitolo si fa riferimento ai manuali [12] e [22].
Definizione 1.14. Per 0 ≤ k ≤ n, un k-manico n-dimensionale o un
manico n-dimensionale di indice k, è una copia di Dk ×Dn−k attaccata al
bordo di una n−varietà X lungo ∂Dk ×Dn−k tramite un embedding
ϕ : ∂Dk ×Dn−k → ∂X,
detto mappa di attaccamento.
cintura
cuore
regioni di 
attaccamento
sfera di 
attaccamento
Figura 1.1: Anatomia di un manico
Lo spazio Dk × {0} è il cuore del manico e le regioni ∂Dk × Dn−k,
che spesso verrano identificate con le loro immagini, sono dette le regio-
ni di attaccamento, la sfera ∂Dk × {0} è in particolare detta sfera di
attaccamento; infine la sfera {0} × ∂Dn−k è la cintura del manico.
Osservazione 1.15. Dato un k-manico h attaccato tramite ϕ ad una varietà
liscia X, notiamo che esiste una retrazione per deformazione da X ∪ϕ h in
X ∪ϕ|∂Dk×{0}Dk × {0}; dunque a meno di omotopia attaccare un k-manico
è come attaccare un k-cella.
Osservazione 1.16. Considereremo sempre classi di isotopia di mappe di
attaccamento di manici: una isotopia fra due mappe ϕ e ϕ′ definisce un
diffeomorfismo fra X ∪ϕ h e X ∪ϕ′ h.
Esempio.
• Uno 0-manico è semplicemente un discoD0×Dn la cui regione di attac-
camento è l’insieme vuoto. Attaccare uno 0-manico quindi è lo stesso
che considerare l’unione disgiunta della varietà con il disco. In parti-
colare gli 0-manici sono gli unici che si possono attaccare all’insieme
vuoto, e quindi, per esempio, alle varietà senza bordo.
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• Un altro caso particolare è dato dagli n-manici: anche questi sono dei
dischi n-dimensionali, Dn×D0, ma sono attaccati lungo ∂Dn×D0 '
Sn−1; quindi attaccare un n-manico equivale a riempire una cavità
sferica nella varietà.
• La regione di attaccamento di un 1-manico non è connessa, è infatti:
∂D1 ×Dn−1 = {0} ×Dn−1 unionsq {1} ×Dn−1;
possiamo pensarlo dunque come un ponte fra i due dischi che com-
pongono la sua regione di attaccamento. La figura 1.1, per esempio,
corrisponde ad un 1-manico 3-dimensionale.
Definizione 1.17. Sia X una n-varietà compatta con bordo ∂X dato dal-
l’unione disgiunta di due sottovarietà
∂X = ∂+X ∪ ∂−X.
Una decomposizione in manici di X, relativamente a ∂−X, è una identi-
ficazione di X con una varietà ottenuta da I × ∂−X, dove ∂−X corrisponde
a {0} × ∂−X, attaccando manici. La varietà X con la sua corrispondente
decomposizione è detto corpo con manici.
Come conseguenza della teoria di Morse ogni varietà liscia e compatta
ammette una decomposizione in manici. Ricordiamo che una funzione di
Morse f definita su una varietà liscia M n-dimensionale , è una funzione
liscia a valori reali senza punti critici sul bordo e che non ammette alcun
punto critico degenere nella parte interna.
f
1
0
0-manico 1-manico
Figura 1.2: Una funzione di Morse con due punti di minimo, dunque di indice nullo,
e un punto di sella, cioè di indice 1. Ai punti critici corrispondono i manici di stesso
indice disegnati sulla destra.
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Il lemma di Morse ci dice che ogni punto critico p ammette un intorno
su cui è definita una carta che induce delle coordinate (x1, ..., xn) tali per
cui le coordinate di p siano tutte nulle e la funzione si scriva nella forma:
f(x) = −x21 + · · · − x2k + x2k+1 − · · ·+ x2n;
l’intero k è detto indice del punto critico ed è la dimensione dello spazio su
cui l’hessiano della funzione è definito negativo.
Su ogni varietà liscia e compatta con bordo come sopra esiste,
f : X → R tali che f−1(0)=∂−X, f−1(1)=∂+X,
e che è di Morse.
Le funzioni di Morse danno informazioni sulla topologia della varietá,
da queste infatti si può dedurre la decomposizione in manici: i punti critici
corrispondono ai manici della decomposizione il cui indice è pari all’indice
del punto.
Riportiamo la seguente importante proposizione omettendone la dimo-
strazione; per approfondimenti vedere la Proposizione 4.2.7 contenuta in
[12].
Proposizione 1.18. Ogni decomposizione in manici di una varietà compat-
ta X può essere modificata, tramite isotopie delle regioni di attacamento, in
modo tale che i manici siano attaccati in ordine di indice crescente. Manici
con stesso indice possono essere attaccati secondo un ordine arbitrario.
D’ora in avanti assumeremo che la decomposizione della o delle varietà
considerate siano ordinate.
Osservazione 1.19. Data una decomposizione in manici di una varietà X
come nella definizione 1.17 possiamo definirne la duale, detta anche decom-
posizione capovolta. Un manico Dk×Dn−k può essere infatti visto come
un k-manico attaccato alla parte bassa della decomposizione, ∂X−× I a cui
sono già stati attaccati i precedenti manici, oppure come un (n− k)-manico
dello spazio complementare, come se stessimo costruendo X a partire da un
intorno collare ∂X+ × I.
La cintura del k-manico, {0}×Sn−k−1, e la sfera di attaccamento Sk−1,
si scambiano di ruolo nella decomposizione ribaltata, come raffigurato nel-
l’immagine 1.3.
A livello di funzioni di Morse ribaltare la decomposizione equivale a
considerare −f al posto di f .
Vediamo ora alcune operazioni che ci permettono di modificare la de-
composizione rendendola piú semplice senza però modificare la varietà.
• Cancellazione e creazione di manici
Spesso le decomposizioni di una varietà compatta X, hanno più manici
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0-manico
1-manico
2-manico
1-manico
Figura 1.3: Decomposizione capovolta di un corpo con manici 2-dimensionale: l’1-
manico resta un 1-manico la cui sfera di attaccamento coincide con la cintura del
primo, evidenziata in grigio, lo 0-manico si trasforma nel 2-manico complementare.
del necessario. Notiamo che è sempre possibile creare una coppia di
manici che si cancellanno, infatti consideriamo la somma di bordo di
X con un disco Dn visto come prodotto Dk × Dn−k. La somma di
bordo è fatta attaccando lungo un parte del bordo ∂Dk ×Dn−k, più
nello specifico se
Sk−1 = ∂Dk, scriviamo Sk−1 = Dk−1− ∪Dk−1+ ,
e incolliamo lungo Dk−1− ×Dn−k. In questo modo il tipo di diffeomor-
fismo di X non è cambiato, ma se tagliamo via da Dk un intorno della
calotta superiore Dk−1+ otteniamo
Dk = Dk0 ∪Dk−1+ D
k−1
+ ×D1;
quindi
Dk−1+ ×D1 ×Dn−k
è il (k − 1)-manico attaccato a ∂X mentre
Dk0 ×Dn−k,
è il k-manico che lo cancella.
In alcuni casi questa procedura è reversibile.
Proposizione 1.20. Un (k−1)-manico ed un k-manico si cancellano
se la cintura del primo interseca la sfera di attaccamento del secondo
trasversalmente in un solo punto p.
Questa proposizione è dimostrata a grandi linee in [12], dove si pos-
sono trovare ulteriori riferimenti per approfondimenti. L’idea della
dimostrazione, è quella di perturbare la sfera di attaccamento del k-
manico tramite isotopia in modo tale da ritrovarsi esattamente nella
situazione descritta prima della proposizione e poter così cancellare la
coppia.
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• Scivolamento di manici Dati due manici h1 e h2 attaccati a ∂X
lo scivolamento di h1 su h2 consiste in una isotopia della sua sfera
di attaccamento su ∂(X ∪ h2); in uno stadio intermedio la regione
di attaccamento è contenuta in h2; procedendo ancora si ha poi lo
scivolamento.
Il risultato molto importante espresso nel teorema seguente è una con-
seguenza della teoria di Morse, ed è dimostrato in [2] studiando la relazione
fra diverse funzioni di Morse sulla varietà che corrispondono a delle diverse
decomposizione in manici.
Teorema 1.21. Date due decomposizioni in manici di una stessa varietà
compatta X queste si corrispondono tramite una serie di operazioni di sci-
volamento, di cancellazione di coppie di manici, o di creazione di coppie di
manici che si cancellano.
Proposizione 1.22. Sia X una n-varietà compatta e connessa, allora am-
mette una decomposizione in manici con al più uno 0-manico, e con al più
un n-manico.
Dimostrazione. Se ∂X = ∅ ci deve essere per forza uno 0-manico, visto che,
come abbiamo già osservato nell’esempio 1.2, è l’unico che può essere atta-
cato all’insieme vuoto. Se ce ne fosse un altro dovrebbe essere connesso al
primo, poichè abbiamo l’ipotesi di connessione, ma l’unico modo di attacare
due regioni disgiunte é tramite un 1-manico; questo 1-manico chiaramente
cancella lo 0-manico. Facendo questo ragionamento per ogni altro 0-manico
e passando alla decomposizione duale per quanto riguarda gli n-manici si ha
la tesi. In maniera analoga si dimostra il caso ∂X 6= ∅.
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Diamo ora la definizione di chirurgia che vedremo essere in qualche modo
correlata all’attaccamento di manici. Anche per questa nozione facciamo
ancora una volta riferimento a [12].
Definizione 1.23. Sia ϕ : Sk → M, −1 ≤ k ≤ n, un embedding in una n-
varietà di una k-sfera, dove per convenzione poniamo S−1 = ∅; supponiamo
dato inoltre un framing normale di ϕ(Sk), cioè un’identificazione del fibrato
normale di ϕ(Sk) con Sk × Rn−k. Allora la coppia (ϕ, f) determina un
embedding
ϕˆ : Sk ×Dn−k →M
unico a meno di isotopia, dove ogni disco è attaccato lungo la corrisponden-
te componente Rn−k normale alla sfera. Una chirurgia lungo (ϕ, f) è la
procedura di rimozione di
ϕˆ(Sk ×
◦
Dn−k)
che viene rimpiazzato da Dk+1 × Sn−k−1 con mappa di incollamento data
da ϕˆ|Sk×Sn−k−1 .
Osservazione 1.24. Grazie al teorema dell’intorno tubolare ([16]), un em-
bedding
ϕ : ∂Dk ×Dn−k → ∂X
che definisce la mappa di attaccamento di un k-manico può essere costruito
a partire da un embedding
ϕ0 : ∂Dk × 0→ ∂X
e da un’identificazione del fibrato normale di Imm(ϕ0) con ∂Dk × Rn−k,
e questo determina ϕ a meno di isotopia. Ma una isotopia fra mappe di
attaccamento determina varietà diffeomorfe (vedere per esempio [12] pagina
99).
Vogliamo vedere cosa accade se attacchiamo un k-manico ad uno 0-manico
lungo un embedding “senza nodi”. Identifichiamo uno 0-manico Dn con
Dk ×Dn−k, ed attocchiamo a questo un k-manico: a meno di isotopia sulla
sfera di attaccamento con relativo framing, possiamo supporre che la mappa
di attaccamento sia data dal diffeomorfismo:
ϕ : ∂Dk ×Dn−k → ∂Dk ×Dn−k
che coincide con l’identità sul primo fattore del prodotto e con un elemento
di O(n− k) su ogni copia di {p}×Dn−k. Sulla varietà risultante, sia questa
X, è possibile definire una proiezione
pi : X → Sk
dove ogni punto è mappato nel primo fattore di ogni manico: questi fattori
che sono stati incollati nell’attaccamento lungo il bordo, formano le calotte
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della sfera Sk; la controimmagine di ogni punto del codominio è un disco
Dn−k. In questo modo abbiamo quindi ottenuto un Dn−k−fibrato su Sk
con gruppo di struttura dato da O(n − k). Vale che questi fibrati sono in
corrispondenza biunivoca con gli elementi del gruppo pik−1(O(n − k)) ([12]
pagina 103).
Vediamo un caso particolare relativo all’osservazione appena fatta. Se
k = 2 e n > 4,
pi1(O(n− 2)) ' Z/2Z,
quindi si hanno esattamente due fibrati in dischi distinti su S2, uno è quello
trivialeDn−2×S2, ed un altro che viene denotato conDn−2×˜S2. Riportiamo
la seguente proposizione contenuta in [12].
Proposizione 1.25. Sia M una varietà orientata di dimensione n ≥ 4 e
sia C una circonferenza omotopicamente banale embedded in M . Allora una
qualsiasi chirurgia lungo C produce una varietà diffeomorfa a
M]S,
dove S è uno dei due fibrati in sfere ottenuti tramite restrizione al bordo dei
due fibrati visti sopra.
Dimostrazione. Scriviamo M = M]Sn e sia
C0 = ∂D2 × 0 ⊂ ∂(D2 ×Dn−1) = ∂(Dn+1) = Sn ⊂M]Sn;
C è omotopicamente banale, quindi omotopo a C0, e, grazie all’ esempio 4.1.3
in [12], risultano anche isotopi. Possiamo dunque effettuare la chirurgia
lungo C0, ottenendo in questo modo M]S, dove S è la varietà ottenuta
operando su Sn lungo C0. Ma S = ∂(Dn+1 ∪ h), dove h è il 2-manico
che è stato attaccato lungo C0 in Sn = ∂Dn+1, e come abbiamo visto nell’
Osservazione 1.24, Dn+1∪h è un Dn-fibrato su S2. Considerandone il bordo
si ha dunque un fibrato in sfere su S2.
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1.3 Geometria di contatto
1.3.1 Strutture di contatto e di quasi contatto
In questo paragrafo è presentata una breve introduzione alla geometria di
contatto: compaiono le nozioni iniziali ed alcuni dei risultati fondanti di que-
sta branca della geometria. Come riferimento in tutto il capitolo utilizzeremo
[8], esplicitando in maniera più precisa il rimando dove necessario.
Definizione 1.26. Sia M una varietà e consideriamo il suo fibrato tan-
gente TM . Un campo di iperpiani ξ su M è un sottofibrato liscio di
codimensione 1 del fibrato tangente TM .
Osservazione 1.27. Ogni campo di iperpiani puó essere scritto localmente
come il nucleo di una 1-forma differenziale α. Possiamo scrivere ξ = ker(α)
globalmente se e soltanto se ξ è coorientabile, cioè il fibrato in rette quoziente
TM/ξ è triviale.
Definizione 1.28. SiaM una varietà di dimensione 2n+1. Una struttura
di contatto su M è data da un campo di iperpiani coorientabile
ξ=Ker(α)⊂(TM)
dove α è una 1-forma differenziale che, in ogni punto, soddisfa
α ∧ (dα)n 6= 0.
La forma α è detta forma di contatto; M , munita della struttura ξ, è
detta varietà di contatto.
Osservazione 1.29.
1. In opposizione alla definizione di struttura di contatto vi è quella di
campo di iperpiani integrabile. Un campo di iperpiani integrabile ξ
coincide, in ogni punto, con il tangente ad una sottovarità N di M di
codimensione 1, vale a dire:
ξ(p) = TpN ∀p ∈ N.
Supponendo che ξ sia orientabile questa condizione, in termini della 1-
forma che lo definisce, equivale ad imporre che α∧ dα = 0, condizione
opposta a quella della forma di contatto. Possiamo dunque affermare
che una struttura di contatto è un campo di iperpiani ovunque non
integrabile.
2. Osserviamo che α è una forma di contatto se e soltanto se α∧ (dα)n è
una forma di volume suM , dato che è una (2n+1)-forma non degenere.
In particolare quindi M , varietà di contatto, deve essere orientabile.
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Osserviamo inoltre che la condizione di forma di contatto è indipen-
dente dalla scelta specifica della forma α, in quanto se prendiamo una
forma che definisce lo stesso campo di iperpiani questa si scrive come
λα per una certa λ : M → R− {0}, quindi
(λα) ∧ (d(λα))n = λn+1α ∧ (dα)n 6= 0
Osservazione 1.30. Molto spesso tratteremo i campi di iperpiani come sezioni
del fibrato
pi : E →M
associato al fibrato tangente, che ha per fibra la Grassmaniana 2n-dimensionale
orientata, G+(2n, 2n+1), cioè l’insieme degli iperpiani passanti per l’origine
di R2n+1 munito della topologia quoziente indotta dall’insieme delle 2n-uple
orientate in R2n+1 che identificano lo stesso iperpiano.
ξ : M → E | ξ(p)=(p, ξ(p)) ∈ {p} ×G+(2n, 2n+ 1) ∀p ∈M.
Esempio. Consideriamo R2n+1 con coordinate cartesiane date da
(x1, y1, ..., xn, yn, z) ∈ R2n+1;
su questo spazio definiamo la 1-forma:
α1 = dz +
n∑
j=1
xjdyj .
questa è una forma di contatto che definisce la struttura di contatto
standard ξst = Ker(α1) su R2n+1.
Definizione 1.31. Due varietà di contatto (M1, ξ1), (M2, ξ2), sono dette
contattomorfe se esiste un diffeomorfismo f tale che:
f : M1 →M2, df : TM1 → TM2 | df(ξ1) = ξ2.
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Se ξi = Ker(αi), i = 1, 2 la condizione sul differenziale di f equivale a dire
che α1 e f∗(α2), pull-back tramite f di α2, definiscono lo stesso campo di
iperpiani.
A differenza della geometria Riemanniana, la geometria di contatto è
una geometria di tipo globale. Nella prima delle due lo studio locale di una
varietà dà molte informazioni su di essa e permette lo sviluppo di diverse
teorie, nella seconda questo non accade: le varietà di contatto “viste da
vicino” hanno tutte lo stesso aspetto. Per questo la geometria di contatto è
globale. Questo fatto è espresso formalmente dal seguente teorema (Teorema
2.5.1[8]).
Teorema 1.32 (di Darboux). Sia α una forma di contatto su M varietà di
dimensione 2n+ 1 e sia p un punto di M . Allora esiste U intorno di p che
ammette coordinate
(x1, y1, ..., xn, yn, z) tali per cui p = (0, ..., 0), e α|U = dz +
n∑
j=1
xjdyj .
In altre parole tutte le varietà di contatto in un intorno di un punto sono
contattomorfe alla struttura di contatto standard su R2n+1.
Definizione 1.33. SiaM varietà di dimensione 2n, una forma simplettica
su M è una 2-forma ω chiusa (dω = 0), tale che ωn 6= 0 in ogni punto di M .
La coppia (M,ω) è detta varietà simplettica.
Osservazione 1.34. Se (M, ξ = Ker(α)) è una varietà di contatto allora
dα è una 2-forma chiusa che verifica (dα)n 6= 0 e definisce quindi una forma
simplettica su ξ. Si ha allora che ∀p ∈M (ξ(p), dα(p)) è uno spazio vettoriale
simplettico.
Definizione 1.35. Data (M, ξ = Ker(α)) varietà di contatto si può co-
struire una varietà simplettica detta simplettificazione di (M, ξ) definita
da:
(M × R, ω=d(etα))
dove con t denotiamo la coordinata sul fattore R, e stiamo identificando α
con il suo pull-back rispetto alla proiezione sul primo fattore della nuova
varietà. La forma ω verifica la condizione ωn 6= 0, infatti:
(ω)n = (et(dt ∧ α+ dα))n = nentdt ∧ α ∧ (dα)n−1 6= 0.
Esempio. La forma simplettica standard su R2n con coordinate carte-
siane (x1, y1, ..., xn, yn) è:
ωst =
n∑
j=1
dxj ∧ dyj
22 CAPITOLO 1. NOZIONI INIZIALI
Definizione 1.36. Un fibrato vettoriale simplettico (E,ω) su una varie-
tà B è dato da un fibrato vettoriale pi : E → B e da una forma simplettica ωb
su ogni fibra Eb = pi−1(b), b ∈ B, con ωb che varia in maniera liscia. Questo
vuol dire che la mappa
B → Λ2(E)
b→ ωb,
è una sezione liscia del fibrato delle due forme sullo spazio totale della
fibrazione.
Definizione 1.37. Una struttura complessa su uno spazio vettoriale V
è un endomorfismo
J : V → V tale cheJ2 = −idV .
Se (V, ω) è uno spazio vettoriale simplettico su cui è definita una struttura
complessa J , si dice che J è compatibile con ω se valgono le seguenti:
• ω(J(u), J(v)) = ω(u, v) ∀u, v ∈ V ;
• ω(u, J(u)) > 0 ∀v 6= 0 ∈ V.
Osservazione 1.38.
1. Data J struttura complessa su uno spazio vettoriale V possiamo defi-
nire una moltiplicazione con scalari complessi nel modo seguente:
(a+ ib)v = av + bJ(v) con a, b ∈ R, v ∈ V ;
questa moltiplicazione dà a V una struttura di spazio vettoriale com-
plesso; in particolare la dimensione di V deve essere pari.
2. Supponiamo che su V sia definito un prodotto scalare g; tale prodotto
è detto J-compatibile se
g(J(u), J(v)) = g(u, v) ∀u, v ∈ V.
Data una qualsiasi metrica g˜ è sempre possibile crearne una J-compatibile
ponendo
g(u, v) = g˜(u, v) + g˜(J(u), J(v)).
3. Data un prodotto scalare g, J-compatibile, è possibile definire un pro-
dotto Hermitiano sullo spazio vettoriale visto come spazio complesso
come nel primo punto di questa osservazione nel modo seguente:
h(u, v) = g(u, v) + ig(u, Jv).
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4. Supponiamo di avere (V, g) come sopra e supponiamo g sia J-compatibile.
Allora la formula ω(u, v)=g(J(u), v) definisce una 2-forma non dege-
nere compatibile con J . Viceversa se abbiamo ω, forma simplettica
J-compatibile, allora possiamo construire un prodotto scalare tramite
la formula: g(u, v)=ω(u, J(v)); questo prodotto risulta J-compatibile.
Proposizione 1.39. Lo spazio J (ω) delle strutture complesse compatibi-
li con ω sullo spazio vettoriale simplettico (V, ω), munito della topologia
indotta dallo spazio degli endomorfismi di V , è non vuoto e contraibile.
Per la dimostrazione di questo fatto, che noi ometteremo, vedere la
Proposizione 1.3.10 in [8].
Definizione 1.40. Una struttura di fibrato complesso su un fibrato
vettoriale (p,E,B) è una famiglia di strutture complesse Jb sulle fibre Eb
che varia in maniera liscia rispetto ad esse, vale a dire che
B → End(E)
b→ Jb
è una sezione liscia del fibrato degli endomorfismi dello spazio totale.
Una struttura di fibrato complesso su un fibrato vettoriale simplettico (E,ω)
su B si dice ω-compatibile se Jb è compatibile con ωb su ogni fibra, per
ogni b ∈ B.
Definizione 1.41. Una struttura quasi complessa su una varietà M è
una struttura di fibrato complesso sul fibrato tangente TM .
La seguente proposizione è l’analogo per fibrati vettoriale simplettici
della Proposizione 1.39, e ne è praticamente un corollario. Facciamo nuova-
mente riferimento a [8], Proposizione 2.4.5.
Proposizione 1.42. Dato (E,ω) fibrato vettoriale simplettico sulla varietà
B lo spazio J (ω) delle strutture di fibrato complesso su E compatibili con ω
è non vuoto e contraibile.
Definizione 1.43. Una struttura di quasi contatto su una varietà 2n+1-
dimensionale M è una coppia (η, J) dove η ⊂ TM è un campo di iperpiani
coorientato e J è una struttura complessa su di esso.
Se supponiamo di avere una varietà di contatto (M, ξ = Ker(α)), una
struttura di fibrato complesso J su ξ è detto ξ-compatibile se
Jp : ξ(p)→ ξ(p) è dα−compatibile ∀p ∈M,
qualsiasi sia la forma α che definisce ξ.
Piú in generale una struttura di quasi contatto (η, J) è ξ-compatibile se
η = ξ come campo di iperpiani coorientato e J è ξ-compatibile.
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Corollario. Lo spazio delle strutture di quasi contatto compatibili con una
struttura di contatto è non vuoto e contraibile.
Dimostrazione. segue immediatamente dalla Proposizione 1.42 applicata a
(ξ, dα).
Osservazione 1.44. Data ξ = ker(α) struttura di contatto, abbiamo visto
nell’osservazione 1.34 che dα è una forma simplettica su ξ. Allora è possibile
definire su ξ una struttura complessa dα compatibile; tale struttura è unica
a meno di omotopia e, se la varietà è orientata, si può dimostrare che non
dipende dalla forma α usata per definire la struttura di contatto.
Osservazione 1.45. Se consideriamo il fibrato tangente di una varietà orien-
tata M di dimensione 2n + 1, il gruppo di struttura di questo fibrato è
dato da SO(2n + 1). Se adesso poniamo su M una quasi struttura di con-
tatto (η, J) si ha una riduzione del gruppo di struttura a U(n) × {1}. Se
consideriamo degli aperti Ui di M banalizzanti
pi−1(Ui) ' Ui ×R2n+1,
le funzioni di transizione associate a tale atlante sono a valori in SO(2n+1),
vorrei dimostrare che, ponendo su M la struttura di quasi contatto, queste
assumono valori in U(n)× 1.
Il campo di iperpiani η è coorientabile per definizione, cioè il fibrato in rette
quoziente TM/η è banale,
TM/η 'M × R.
Se poniamo una metrica g su M e definiamo il fibrato in rette dato dall’or-
togonale a η, si ha che
TM = η ⊕ η⊥ e che TM/η ' η⊥.
Esistono degli aperti banalizzanti per cui in ogni punto di ciascuno di essi,
una base della fibra sia data da delle sezioni del sottofibrato η per i primi
2n vettori, e l’ultimo vettore sia dato da una sezione del fibrato normale η⊥.
Detti Ui questi aperti, dato un qualsiasi punto p ∈ Ui ∩ Uj , la funzione di
transizione tij è rappresentata da una matrice nella forma:(
A(p) 0
0 1
)
Ora, dato che questa deve essere una matrice ortogonale speciale, si ha che
anche A(p) deve esserlo. Questa matrice rappresenta in realtà una appli-
cazione lineare dell’iperpiano η(p) in sè. La struttura complessa su ognuno
di questi iperpiani, come abbiamo visto nell’Osservazione 1.38 definisce su
di essi una struttura di spazio vettoriale complesso, e, sempre nella stessa
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osservazione, abbiamo visto come definirvi un prodotto hermitiamo. Consi-
deriamo allora una base di η(p) per ogni p ∈ Ui ∩ Uj formata da campi di
vettori che in ogni punto sono ortonormali rispetto al prodotto hermitiano
dato. Allora, rispetto a questa base, la matrice A(p) è una matrice unitaria
per ogni p.
Da qui in poi useremo come definizioni equivalenti di struttura di quasi con-
tatto la riduzione del gruppo di struttura appena mostrata e quella della
definizione 1.43.
Terminiamo questo paragrafo con una serie di esempi che ci saranno utili
in seguito.
Esempio. Abbiamo già incontrato una struttura di contatto su R2n+1 nelle
coordinate standard, costruiamo adesso una struttura di contatto ponendo
su ogni piano (xj , yj), nelle vecchie coordinate, coordinate polari (rj , ϕj).
La seguente è una forma di contatto:
α2 = dz +
n∑
j=1
r2jdϕj = dz +
n∑
j=1
(xjdyj − yjdxj).
Le due strutture di contatto ξst e ξ2 = Ker(α2) definite nei due esempi su
R2n+1 sono contattomorfe.
Esempio. Siano (x1, y1, ..., xn+1, yn+1) coordinate cartesiane su R2n+2, la
struttura di contatto standard sulla sfera unitaria S2n+1 è data da:
α0 =
n+1∑
j=1
(xjdyj − yjdxj).
Ci sarà utile in seguito descrive ξ0 = Ker(α0) in maniera differente. Consi-
deriamo
f(x1, y1, ..., xn+1, yn+1) = x21 + y21 + ...+ x2n+1 + y2n+1 ⇒ S2n+1 = f−1(1),
quindi, in un generic punto p, lo spazio tangente è dato da
TpS
2n+1 = Ker(dfp) = Ker(2x1dx1 + 2y1dy1 + ...+ 2xndxn + 2yndyn).
Se guardiamo a S2n+1 come alla sfera unitaria in Cn+1 con la struttura
complessa standard J , le coordinate si trasformano ed abbiamo
zj = xj + iyj , j = 1, ..., n+ 1, cioè J(xj) = yj , J(yj) = −xj , ∀j.
La struttura complessa J induce una struttura complessa sugli spazi tan-
genti, per cui, nelle coordinate di R2n+2
J
( ∂
∂xj
)
= ∂
∂yj
, J
( ∂
∂yj
)
=− ∂
∂xj
∀j;
è dunque facile vedere che :
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• dfp ◦ J = 2x1dy1 − 2y1dx1 + ...+ 2xndyn − 2yndxn,
• Ker(dfp ◦ J) = J(TpS2n+1),
quindi α0 = (dfp ◦ J)|S2n+1 ⇒ ξ0(p) = TpS2n+1 ∩ J(TpS2n+1) ∀p.
1.3.2 Strutture di contatto in dimensione 3
La geometria di contatto in dimensione 3 è stata ampiamente studiata ed
analizzata, riportiamo qui un sunto di alcuni risultati che possono essere
utili per la nostra trattazione.
Teorema 1.46 (Martinet). Ogni varietà chiusa e orientata di dimensione
3 ammette una struttura di contatto.
Le strutture di contatto su una 3-varietà si suddividono in due gruppi:
le strutture cosí dette ”tight”, cioè dritte, e le strutture ”overtwisted”, cioè
”ritorte”; vediamo in cosa consiste la differenza fra le due.
Definizione 1.47. Sia (Y, ξ) una 3-varietà di contatto; un disco D ⊂ Y ,
embedded nella varietà, trasverso a ξ , fatta eccezione che per un punto nella
parte interna, e per il bordo, lungo i quali il disco è tangente a ξ, è detto
disco overtwisted.
Definizione 1.48. Data una 3-varietà Y una struttura di contatto ξ su
Y è detta overtwisted se Y contiene un disco overtwisted rispetto a ξ, è
altrimenti detta struttura tight.
Esempio. Consideriamo R3 e consideriamo su di esso coordiante cilindriche
(r, ϕ, z); definiamo la 1-forma seguente:
αot = cos rdz + r sin rdϕ.
Si verifica facilmente che questa è una forma di contatto, la struttura di
contatto da lei definita è la struttura di contatto standard overtwisted su
R3.
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Esiste un’operazione che permette di ottenere una struttura overtwisted
a partire da una struttura di contatto qualsiasi nella stessa classe di omotopia
di campi di 2-piani.
Definizione 1.49. Consideriamo una 3-varietà Y con struttura di contatto
ξ ed una 1-sfera K embedded in Y trasversalmente a ξ; K ammette un
intorno tubolare del tipo S1×D2 in cui possiamo identificareK con S1×{0}.
In questo intorno la struttura di contatto puó essere scritta come
ξ = Ker(dθ + r2dϕ),
con θ coordinata su S1 e (r, ϕ) coordinate polari su D2. Diciamo che ξ′ è
ottenuto da ξ tramite un twist di Lutz completo lungo K se
ξ′ =
{
Ker(h1(r)dθ + h2(r)dϕ) su S1 ×D2
ξ su (S1 ×D2)c
Le funzioni h1 e h2 devono soddisfare la seguente condizione:
h1(r) = 1, h2(r) = r2, r ∈ [0, ] ∪ [1− , 1]
per un certo  fissato abbastanza piccolo.
Proposizione 1.50. Sia (Y, ξ) varietà di contatto di dimensione 3; tramite
un twist di Lutz completo lungo una qualsiasi 1-sfera embedded in Y e tra-
sversa a ξ si ottiene una struttura di contatto overtwisted ξ′ omotopa a ξ
come campo di piani .
Sia in dimensione 3 che in dimensione 5 ogni struttura di quasi contatto
è omotopa ad una struttura di contatto. In questo lavoro ci occuperemo
in dettaglio della dimensione 5, ma il nostro percorso di dimostrazione sarà
diverso rispetto a quello in dimensione 3. Ci limitiamo dunque in questo
caso ad enunciare i prodotti finali ed alcuni dei passi fatti per produrli.
Iniziamo con un importante risultato di classificazione delle strutture di
contatto overtwisted dato dal seguente teorema.
Teorema 1.51 (Eliashberg). Sia Y 3-varietà e fissiamo un punto p ∈ Y ed
un piano P ⊂TY, p ∈ P ; sia inoltre D un disco in Y che contiene p nel suo
interno ed è tangente in tale punto a P . Definiamo:
Pp(Y ) = {η campo di piani | η(p) = P}
Cot(Y ) = {ξ struttura overtwisted | D è un disco overtwisted per ξ}
L’inclusione naturale i : Cot(Y )→ Pp(Y ) è un’equivalenza omotopica.
Dunque questo teorema afferma che vi è una bigezione fra le classi di
omotopia di campi di piani, una volta fissato un certo piano, e le classi di
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omotopia di strutture di contatto overtwisted con disco overtwisted tangente
al piano fissato. Per quanto abbiamo visto sopra, data una struttura di
contatto qualsiasi la si puo’ sempre modificare, senza cambiarne la classe
di omotopia, ottenendone una overtwisted; quindi questo teorema mette in
relazione classi di omotopia di generiche strutture di contatto e classi di
omotopia di campi di piani.
Osservazione 1.52. In dimensione 3 una struttura di quasi contatto altro
non è che un campo di piani; possiamo supporre che la struttura complessa
su questi sia quella standard, per la contraibilità delle strutture complesse
compatibili con una struttura di contatto data. Dunque tutte le 3-varietà
orientate ammettono una struttura di quasi contatto.
Teorema 1.53 (Lutz-Martinet). Ogni campo di 2-piani coorientato su una
3-varietà chiusa ed orientabile è omotopo ad una struttura di contatto.
Possiamo dunque concludere che:
Teorema 1.54. Su una 3-varietà chiusa ed orientata ogni struttura di quasi
contatto è omotopa ad una struttura di contatto.
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1.3.3 Decomposizioni a libro aperto
Introduciamo ora una nozione chiave in questo lavoro.
Definizione 1.55 (Libro aperto 1). Una decomposizione a libro aperto
di una varietàM chiusa, connessa e orientabile, è data da una coppia (Y, pi),
dove Y è una sottovarietà di M di codimensione 2 che ammette un intorno
prodotto del tipo N = Y ×D2, e
pi : (M − Y )→ S1
è una fibrazione tale che pi|N−Y sia la proiezione sulla coordinata θ di D2
su cui abbiamo posto coordinate polari (r, θ). La sottovarietà Y è detta la
rilegatura della decomposizione e le fibre pi−1(θ) sono dette pagine.
Y
�
���������
Figura 1.4: Una decomposizione a libro aperto vicino al bordo delle pagine.
Esiste un altro modo di vedere la decomposizione a libro aperto, che a
seconda dei contesti risulta piú utile. Diamo prima la seguente
Definizione 1.56. Sia X varietà compatta con bordo, φ : X → X diffeo-
morfismo che coincide con l’identità in un intorno del bordo, si definisce il
mapping torus di X lo spazio:
Tφ(X) = X × [0, 1]/ ∼ dove (x, 1) ∼ (φ(x), 0) ∀x ∈ X.
Tφ(X) ha una naturale struttura di varietà con bordo dato da ∂Tφ = ∂X ×
S1.
Definizione 1.57 (Libro aperto 2). Sia X ⊂M una sottovarietà compatta
e con bordo di una varietà chiusa, connessa ed orientabile, φ : X → X un
diffeomorfismo come sopra. Diciamo che (X,φ) dà una decomposizione a
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libro aperto di M se M è diffeomorfa a M(X,φ), varietà ottenuta incollando
lungo il bordo del mapping torus di X lo spazio ∂X × D2, in modo che
la struttura prodotto sui bordi incollati coincida. La mappa φ viene detta
monodromia della decomposizione.
Osservazione 1.58. Le due definizioni sono effettivamente equivalenti. Data
una decomposizione (X,φ) come sopra possiamo ricostruirne una come nella
definizione 1.55: la varietà ∂X ×{(0, 0)} è una sottovarietà di codimensione
2, e riveste il ruolo della rilegatura, che per costruzione ha un intorno come
da definizione; poniamo poi pi data dalla proiezione sulla componente θ di
D2 su (∂X ×D2)− (∂X × {(0, 0)}), e tale che
pi−1(θ) = X × {θ} ∀θ ∈ S1;
abbiamo dunque le pagine diffeomorfe a X.
Viceversa fissiamo θ˜ ∈ S1, e poniamo
X = pi−1(θ˜) ∩ (Y ×D21
2
)c.
Scegliamo ora una metrica ausiliare suM in modo tale che ∂θ sia ortogonale
alle pagine su Y × (D2−{0}); estendiamo ∂θ ad un campo di vettori V su
M − Y in modo tale che risulti ancora ortogonale alle pagine e che
dpi(V ) = ∂θ ∈ TS1.
Se consideriamo la mappa del flusso del campo vettoriale V , questa può
essere estesa a tutta la varietà passando al limite per definirla su Y ; al
tempo 2pi ci dà una mappa da X in sé che indica come si è trasformata la
pagina una volta compiuto un giro intorno alla rilegatura. È questa dunque
la monodromia che cercavamo.
Grazie ad un teorema di Alexander (pagina 149 di [8]) ogni 3-varietà
chiusa connessa ed orientabile ammette una decomposizione a libro aperto
(Σ, φ), dove Σ è una superficie orientabile che ha come bordo S1. Per la
nostra trattazione risulta centrale il seguente risultato di Quinn, contenuto
in [21], che riporteremo senza approfondimenti e che garantisce l’esistenza
di una decomposizione a libro aperto anche in dimensione 5.
Teorema 1.59 (Quinn). Ogni varietá chiusa di dimensione dispari mag-
giore o uguale a 5 ammette una decomposizione a libro aperto.
Enunciamo il seguente lemma che ci sarà utile in seguito:
Lemma 1.60. Date due decomposizioni a libro aperto (Xi, φi) di due varietà
Mi, i = 1, 2, definiamo attraverso la somma di bordo
X = X1\X2, φ | φ|X1 =φ1, φ|X2 =φ2.
Allora vale che:
M(X,φ) 'M(X1,φ1)]M(X2,φ2),
dove con il simbolo ] si intende la somma connessa delle due varietà.
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Vogliamo ora introdurre un risultato che ci dà una particolare decom-
posizione a libro aperto per S5; questo è uno strumento fondamentale che
utilizzeremo più tardi, e che ci permetterà di modificare le pagine di una
data decomposizione di una 5-varietà M in modo che soddisfino determina-
te proprietà ma restino sempre pagine di una decomposizione per M . Per
dimostrare l’esistenza di tale decomposizione è centrale il risultato di Wall,
contenuto in [24] che studia i diffeomorfismi su 4-varietà. Inseriamo una
parte preliminare riguardante questo teorema.
Definizione 1.61. Sia N una 4-varietà compatta e orientata. Ricordiamo
che in questo caso N ammette una classe fondamentale che denoteremo
con [N ] ∈ H4(N,Z). Definiamo la forma d’intersezione di N la forma
bilineare simmetrica definita da:
QN :H2(N ;Z)×H2(N ;Z)→ Z
(α, β)→< α ∪ β, [N ] > .
Grazie alla dualità di Poincaré possiamo definire QN anche su H2(N ;Z) ×
H2(N ;Z).
Osservazione 1.62. Ogni elemento di H2(N ;Z), dove N come sopra è una
4-varietà chiusa, orientata ed in più liscia, può essere rappresentato da una
superficie embedded nella varietà, (vedere per esempio [12], Proposizione
1.2.3). Questo fatto ci permette di dare un’interpretazione geometrica alla
forma di intersezione: dette Σα e Σβ due superfici che rappresentano α e
β, classi in H2(N ;Z), la forma di intersezione calcolata su di esse equivale
al numero di punti in Σα ∩ Σβ contati con segno; il segno di un punto p
nell’intersezione, è definito concatenando una base di TpΣα e una di TpΣβ
in modo da otenere una base di TpN : se questa base è positiva rispetto
all’orientazione di N l’intersezione in p è positiva, è negativa altrimenti ([12],
Proposizione 1.2.5). Da questo fatto si deduce la motivazione del nome per
questa forma.
Se α o β appartengono al sottogruppo di torsione di H2(N ;Z) la forma
di intersezione risulta nulla. Dunque possiamo scegliere una base del gruppo
modulo torsione e rappresentare la forma bilineare rispetto a questa con una
matrice.
Definizione 1.63. Definiamo la segnatura di QN nel modo seguente:
estendiamo e diagonalizziamo la forma su R, allora la differenza fra il nu-
mero di 1 che compaiono sulla diagonale e il numero di −1 è la segnatura
di QN . Se la segnatura è pari al rango del gruppo H2(N ;Z), su cui QN è
definita allora QN è definita positiva; se la segnatura è l’opposto del rango
QN è definita negativa; se non siamo in nessuno dei due casi precedenti
QN si dice non definita.
Talvolta si denomina rango della forma d’intersezione il rango del gruppo
su cui è definita.
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Il seguente enunciato, che corrisponde alla Proposizone 1.2.25 in [12],
afferma che è possibile classificare classi di omotopia di 4-varietà tramite la
rispettiva forma d’intersezione.
Proposizione 1.64 (Whitehead). Due 4-varietà M1 ed M2 semplicemente
connesse e chiuse, sono omotopicamente equivalenti se e soltanto se QM1
è equivalente a QM2, cioè è possibile ottenere l’una dall’altra tramite un
cambiamento di base.
Enunciamo adesso il risultato fondamentale contenuto nell’articolo di
Wall [24]; ne ometteremo la dimostrazione.
Teorema 1.65 (Wall). Sia N 4-varietà semplicemente connessa, chiusa ed
orientata con H1(N ;Z) = 0. Supponiamo che Q(N) sia non definita o che
il rango del gruppo H2(N ;Z) sia minore di 8. Ponendo
M = N](S2 × S2)
si ha che ogni automorfismo di H2(M ;Z) che preserva la forma di interse-
zione è indotto da un diffeomorfismo di M .
Esaminiamo ora la decomposizione “speciale” di S5.
Teorema 1.66. Esiste una decomposizione a libro aperto di S5, (Ystab, pistab)
con pagine date dalla 4-varietà
Xstab=(S2 × S2)](S2 × S2)−D,
dove D è un generico disco aperto. Denotando con φstab la monodromia di
questa decomposizione esiste una funzione di Morse sulla pagina,
fstab : Xstab → R
tale che fstab e fstab ◦ φstab sono collegate da una famiglia di funzioni di
Morse ciascuna delle quali ammette esclusivamente punti critici di indice 0
o 2.
Dimostrazione. Sia ϕ : Xstab → Xstab un diffeomorfismo tale che ϕ|∂Xstab =
id|∂Xstab ; la mappa ϕ∗ indotta da ϕ in omologia coincide con l’identità
in omologia sul sottogruppo Hk(∂Xstab) quindi è ben definita la mappa
seguente:
ϕ∗ − id : H2(Xstab, ∂Xstab)→ H2(Xstab, ∂Xstab).
Consideriamo la catena esatta lunga in omologia della coppia (Xstab, ∂Xstab)
ristretta ai gruppi di indice 2 e 1:
...→ H2(∂Xstab)→ H2(Xstab)→ H2(Xstab, ∂Xstab)→ H1(∂Xstab)→ ...
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dato che ∂Xstab = S3, il bordo del disco mancante, i suoi gruppi di omologia
di indice minore di 3 sono nulli, quindi la mappa
H2(Xstab)→ H2(Xstab, ∂Xstab)
è un isomorfismo; ϕ∗− id si può quindi sollevare ad una mappa che ha come
codominio H2(Xstab).
Affermazione Se ϕ∗− id : H2(Xstab, ∂Xstab)→ H2(Xstab) è un isomor-
fismo allora la varietà M(Xstab,ϕ), ottenuta dall’open book (Xstab, ϕ), è una
sfera di omotopia.
Per dimostrare questa affermazione per prima cosa osserviamo cheM(Xstab,ϕ)
risulta essere semplicemente connessa. Infatti consideriamo il mapping torus
Tϕ(Xstab) e la successione esatta in omotopia della fibrazione associata:
0→ Xstab → Tϕ(Xstab)→ S1 → 0 ⇒
0→ pi1(Xstab)→ pi1(Tϕ(Xstab))→ pi1(S1)→ 0;
Xstab ha una decomposizioni in manici composta esclusivamente da manici
di indice 0 e di indice 2, è quindi semplicemente connessa, si ha allora
pi1(Tϕ(Xstab)) ' pi1(S1) ' Z.
Un generatore del gruppo fondamentale è, per esempio, la classe di
{x} × [0, 1]/(x, 0) ∼ (ϕ(x), 1), x ∈ ∂Xstab,
quindi quando al mapping torus attacchiamo lungo ∂Xstab×S1 il toro solido
∂Xstab ×D2, questo generatore diventa omotopicamente banale, dato che
∂Xstab ×D2 ' S3 ×D2
è semplicemente connesso.
Ricordiamo che una varietà semplicemente connessa che risulta essere una
sfera di omologia è anche una sfera di omotopia. Dunque per dimostrare
l’affermazione sopra basta mostrare che tutti i gruppi di omologia ridotta
della 5-varietà M(Xstab,ϕ) sono nulli tranne quello di indice 5 che deve essere
isomorfo a Z. Da qui in avanti, per alleggerire la notazione, scriveremo
semplicemente M al posto di M(Xstab,ϕ) e Tϕ(X) al posto di Tϕ(Xstab).
Il primo gruppo di omologia è chiaramente banale in quanto abelianizzazione
del gruppo fondamentale.
Per dimostrare che gli altri gruppi di omologia per 1 < k < 5 sono nulli è
sufficiente mostrare che H2(M ;Z) = 0. Infatti usando la dualità di Poincarè
ed il teorema dei coefficienti universali si ha che:
◦H3(M ;Z) ' H2(M ;Z) ' Hom(H2(M ;Z),Z) = 0;
◦H4(M ;Z) ' H1(M ;Z) ' Hom(H1(M ;Z),Z) = 0.
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Per k = 5 infine si ha che M è una varietà chiusa, connessa e orientabile,
quindi banalmente H5(M ;Z) ' Z.
Dimostriamo che H2(M ;Z) = 0. Da qui in avanti ometteremo il gruppo dei
coefficienti dei gruppi di omologia che sottointendiamo essere in ogni caso Z.
Come prima cosa consideriamo la coppia (M,N), dove N è l’intorno della
rilegatura dato da
N = ∂Xstab ×D2,
che si retrae per deformazione su ∂Xstab ' S3. Consideriamo la parte finale
della successione esatta della coppia:
· · · → H2(N)→ H2(M)→ H2(M,N)→ H1(N).
Dato che H2(S3) = H1(S3) = 0, si ha un isomorfismo fra i gruppi centrali
nella successione. Mostriamo allora che H2(M,N ;Z) = 0.
M può essere scritta come unione di N e di Tϕ(X); applichiamo il teorema
di escissione relativo a questa unione e otteniamo che:
Hk(M,N) ' Hk(Tϕ(X), N ∩ Tϕ(X)) = Hk(Tϕ(X), ∂Tϕ(X)).
Focalizziamo la nostra attenzioni sul mapping torus Tϕ(X): lo vediamo come
unione diX×[0, 12 ] eX×[12 , 1] modulo le identificazioni indotte dall’identità e
da ϕ. Scriviamo la successione di Mayer-Vietoris relativa per questa unione,
osservando preliminarmente che:
•
Hk(X × [0, 12], ∂(X × [0,
1
2])) = Hk(X, ∂X)
dato che X × [0, 12 ] si retrae su X e quozientare per ∂(X × [0, 12 ])
equivale a quozientare per tutto il bordo; lo stesso ragionamento vale
per X × [0, 12 ];
•
X × [0, 12] ∩X × [
1
2 , 1] = X × {
1
2} unionsqX × ({0} ∼ {1}) ' X unionsqX;
quindi
Hk(X×[0, 12]∩X×[
1
2 , 1], ∂(X×[0,
1
2]∩X×[
1
2 , 1]))=Hk(X, ∂X)⊕Hk(X, ∂X).
Possiamo scrivere adesso la successione:
· · · → Hk(X, ∂X)⊕Hk(X, ∂X) f1−→ Hk(X, ∂X)⊕Hk(X, ∂X) f2−→
f2−→ Hk(Tϕ(X), ∂Tϕ(X)) f3−→ Hk−1(X, ∂X)⊕Hk−1(X, ∂X)→ . . .
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dove f1 è rappresentato dalla matrice(
Id Id
ϕ∗ Id
)
∈M2(End(Hk−1(X, ∂X))),
dato che è indotta dalle inclusioni dell’intersezione in ognuno dei due sotto-
spazi che uniti danno il mapping torus, inclusione che è data dall’identità
su X × {12} e da ϕ∗ su X × ({0} ∼ {1}).
Scriviamo gli ultimi termini della successione esatta della coppia (Xstab, ∂Xstab):
· · · → H1(X)︸ ︷︷ ︸
0
→ H1(X, ∂X)→ H˜0(∂X)︸ ︷︷ ︸
0
→ . . .
allora H1(X, ∂X) = 0. Detto questo, se verifichiamo che f1 nella successione
sopra relativa ai gruppi di omologia di indice 2, è surgettiva, abbiamo con-
cluso, in quanto , per l’esattezza della successione, l’immagine di f1 coincide
con il nucleo di f2 che sarebbe tutto lo spazio; come conseguenza, dato che
f2 è surgettiva, avremmo che
H2(Tϕ(X), ∂Tϕ(X)) = 0.
Scriviamo in maniera esplicita
f1 : H2(X, ∂X)⊕H2(X, ∂X)→ H2(X, ∂X)⊕H2(X, ∂X)
(x, y)→ (x+ y, ϕ∗(x) + y).
Dati (z, w) ∈ H2(X, ∂X) ⊕H2(X, ∂X) vogliamo dimostrare che esiste una
coppia (x, y) la cui immagine tramite f1 sia proprio (z, w). Qui entra in gioco
l’ipotesi cruciale che Id − ϕ∗ sia un isomorfismo su H2(X, ∂X). Poniamo
infatti:
x := (Id− ϕ∗)−1(z − w)
y := z − (Id− ϕ∗)−1(z − w)
Vale che:
ϕ∗((Id− ϕ∗)−1(z − w)) = (−(Id− ϕ∗) + Id)((Id− ϕ∗)−1(z − w))
= w − z + (Id− ϕ∗)−1(z − w);
quindi
f1(x, y) = (z, w−z+(Id−ϕ∗)−1(z−w)+(z−(Id−ϕ∗)−1(z−w))) = (z, w),
come volevasi dimostrare.
Abbiamo ottenuto che:
Hk(M) =
{
0 per 1 ≤ k ≤ 4
Z per k = 5,
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M è dunque una sfera di omologia semplicemente connessa, quindi una sfera
di omotopia, come volevasi dimostrare.
Vogliamo trovare ora esplicitamente un diffeomorfismo ϕ della pagina in
modo tale che ϕ∗− id sia un isomorfismo e si possa dedurre tutto quello che
abbiamo visto sopra. Per farlo applichiamo il teorema di Wall: possiamo
supporre che la 4-varietà N in questo caso sia
N = S2 × S2 −D
a cui poi viene sommato S2 × S2, con somma connessa fatta su un disco
disgiunto da D. N è una varietà semplicemente connessa il cui secondo
gruppo di omologia è il gruppo libero a due generatori, infatti, scriviamo la
catena esatta lunga in omologia della coppia (S2 × S2, S2 × S2 −D):
· · · → H3(S2 × S2, S2 × S2 −D)→ H2(S2 × S2 −D)→
→ H2(S2 × S2)→ H2(S2 × S2, S2 × S2 −D)→ . . .
doveH2(S2×S2) ' Z⊕Z, i generatori sono S2×{p}, {q}×S2, per p e q punti
generici nelle rispettive sfere. Consideriamo la seguente decomposizione
S2 × S2 = D ∪ (S2 × S2 −D),
allora per il teorema di escissione relativo a questa scrittura si ha che
H2(S2 × S2, S2 × S2 −D) ' H2(D, ∂D) ' H2(D4, S3) = 0.
Dunque si ha un isomorfismo fra il secondo ed il terzo gruppo della succes-
sione e dunque
H2(N) = Z⊕ Z,
come generatori prendiamo le immagini dei generatori prima considerati.
Vale che:
H2(N]S2 × S2) ' H2(N)⊕H2(S2 × S2),
vedere [19], pagina 22, dunque anche la forma di intersezione si spezza in
una somma diretta; in termini matriciali questo significa che la matrice può
essere scritta in due blocchi. Se scegliamo per H2(S2 × S2) una base come
sopra, la matrice relativa alla forma di intersezione si scrive come:
Q =

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

che è una forma non definita. Sempre rispetto a questa base scriviamo la
matrice:
A =

0 0 1 0
0 1 0 1
−1 0 1 0
0 −1 0 0

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che definisce un automorfismo φ di H2(Xstab). Se consideriamo φ− id, si ha
che questo definisce una mappa, che per semplicità denoteremo allo stesso
modo,
φ− id : H2(Xstab, ∂Xstab)→ H2(Xstab)
che risulta ancora un isomorfismo in quanto sollevamento di un isomorfismo.
Dobbiamo verificare che l’automorfismo φ preserva la forma d’intersezione
per essere nelle ipotesi del teorema, vale a dire che:
QXstab(Ax,Ay) = QXstab(x, y), ∀x, y ∈ H2(Xstab);
la condizione si traduce in modo seguente:
QXstab(Ax,Ay) = (Ax)tQ(Ay) = xtAtQAy ⇒ xtAtQAy = xtQy ⇔ AtQA = Q.
Proviamolo, calcolando per prima cosa
AtQ =

0 0 −1 0
0 1 0 −1
1 0 1 0
0 1 0 0


0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
 =

0 0 0 −1
1 0 −1 0
0 1 0 1
1 0 0 0

ed in secondo luogo
(AtQ)A

0 0 0 −1
1 0 −1 0
0 1 0 1
1 0 0 0


0 0 1 0
0 1 0 1
−1 0 1 0
0 −1 0 0
 =

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

Il Teorema 1.65 afferma quindi l’esistenza di un diffeomorfismo φstab :
Xstab → Xstab tale che φstab∗ = φ. Dunque abbiamo trovato la monodromia
per cui (Xstab, φstab) dà una decomposizione a libro aperto (Ystab, pistab) di S5.
Per dimostrare l’affermazione successiva del teorema facciamo riferimento ad
un risultato contenuto nelle pagine da 60 a 63 di [19] in cui viene dimostrato
che il diffeomorfismo φstab dato dal teorema di Wall è indotto da una serie
di scivolamenti di 2-manici lungo la pagina . Questo vuol dire che Xstab
ammette una famiglia Ht, t ∈ [0, 1] di decomposizioni in manici che iniziano
e terminano allo stesso modo, che consistono esclusivamente di 0-manici e
2-manici: la famiglia Ht descrive isotopie fra le regioni di attaccamento e
o scivolamenti di manici. Possiamo usare per ogni t la decomposizione Ht
di Xstab per descrivere un diffeomorfismo φt della pagina in sé; φ1 è quindi
quel diffeomorfismo che descrive gli scivolamenti e i cambiamenti finali sulla
pagina ed è quello che induce la mappa φ su H2(Xstab), dunque φ1 = φstab.
Se ora abbiamo una funzione di Morse
fstab : Xstab → R
38 CAPITOLO 1. NOZIONI INIZIALI
che corrisponde alla decomposizione H0, allora la famiglia ft = fstab ◦ φt è
una famiglia di funzioni di Morse che corrispondono alle decomposizioni Ht
e descrivono gli scivolamenti dei manici e inoltre f1 = fstab ◦ φ1 = fstab ◦
φstab.
Capitolo 2
Strutture di quasi contatto
D’ora in avanti denoteremo con M una 5-varietà orientata.
2.1 Campi di iperpiani su una 5-varietà
Come prima cosa studiamo le classi di omotopia di campi di iperpiani su
M . Come abbiamo detto nell’Osservazione 1.30 i campi di iperpiani corri-
spondono a delle sezioni del fibrato associato al fibrato tangente che ha per
fibra la Grassmaniana, in questo caso quella dei 4-piani orientati in R5.
Vale che:
•
G+(4, 5) ' G+(1, 5) ' S4;
spesso useremo questo omeomorfismo che, fissata una metrica Rieman-
niana su M , ci permette di identificare un iperpiano orientato con il
vettore normale unitario che è concorde con l’orientazione stessa.
• G+(4, 5) è semplicemente connesso, quindi come abbiamo già visto
nell’Osservazione all’inizio del paragrafo 1.1, si ha che
pin(G+(4, 5)) = [Sn, G+(4, 5)];
• l’azione di pi1(M) su pin(G+(4, 5)) è banale.
Per dimostrare questa affermazione serve prima chiarire l’azione che
stiamo considerando. Il fatto che TM è orientato ci dice che esiste un
SO(5)-fibrato principale P pi−→M tale che
TM = P ×SO(5) R5,
fibrato vettoriale con l’azione standard di SO(5) su R5 che conserva
S4 ⊂ R5. Lo spazio totale del fibrato associato al fibrato tangente che
ha per fibre S4 ' G+(4, 5) è dunque
E = P ×SO(5) S4
39
40 CAPITOLO 2. STRUTTURE DI QUASI CONTATTO
con l’azione del gruppo data dalla restrizione.
Costruiamo l’azione
pi1(M)× pin(G+(4, 5))→ pin(G+(4, 5))
partendo dall’azione di monodromia del gruppo fondamentale su E.
Data α ∈ pi1(M) rappresentata da un cammino
γ : [0, 1]→M | γ(0) = γ(1) = x0 ∈M,
fissato e ∈ Fx0 ⊂ E, punto nella fibra relativa a x0, l’azione di mo-
nodromia associata ad α è quella che manda il punto iniziale e del
cammino γ sollevato in E, γ˜e, nel suo punto finale γ˜e(1). Questa azio-
ne induce una mappa della fibra in sé che è un elemento di pi4(S4)
che denoteremo con fα; notiamo che, dato che pi1(S4) = 0, fα è ben
definita. È ben definita allora anche l’azione su pin(S4) dove una classe
[h] viene mandata in quella ottenuta tramite composizione con questa
mappa, [fα ◦ h].
Vediamo adesso che questa azione è triviale. Le classi di omotopia
di mappe da S4 in sé sono determinate dal loro grado. La mappa
fα : S4 → S4 può essere vista come un elemento di SO(5) che è un’e-
quivalenza omotopica sulla sfera che preserva l’orientazione e dunque è
una mappa che ha grado 1, e dunque è omotopa all’identità. L’azione
risulta quindi banale.
Riferendoci a quanto detto nel paragrafo 1.1.3 riguardo la teoria delle
ostruzioni per fibrati, dato che sono rispettate tutte le ipotesi introdotte,
l’ostruzione all’estensione dell’omotopia di due sezioni sull’(n− 1)-scheletro
giace in Hn(M ;pin(G+(4, 5))). Sappiamo che:
pin(G+(4, 5)) = pin(S4) =

0 n < 4;
Z n = 4;
Z/2Z n = 5.
Quindi due sezioni qualunque sono sempre omotope sul 3-scheletro di
M , mentre l’ostruzione primaria all’estensione dell’omotopia sul 4-scheletro
è un elemento non nullo di H4(M ;Z). Se due sezioni sono omotope anche
sul 4-scheletro, incontriamo una ostruzione, questa volta non primaria, nel
gruppo H5(M ;Z/2Z).
Consideriamo adesso una decomposizione a libro aperto (Y, pi) di M ,
e supponiamo che su Y sia definito il campo di iperpiani coorientato ξ =
Ker(α). Vediamo come costruire un campo di iperpiani su tutta la varietà
che “estenda” ξ.
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Definizione 2.1. Sia N = Y ×D2 l’intorno tubolare della rilegatura Y inM
e consideriamo su D2 le coordiante polari (r, θ). Ricordiamo che la mappa
pi della fibrazione ristretta a questo intorno altro non è che la proiezione
sulla componente θ di D2. Definiamo allora la mappa H che associa ad ogni
campo di iperpiani su Y un campo su M nel modo seguente:
H(ξ) =
{
Ker(f(r)dθ + g(r)α) su N ;
Ker(dpi) su M −N,
Dove le funzioni f e g sono funzioni C∞ a valori reali tali che:
- f è una funzione non decrescente che, in un intorno dello 0 fino a
r = 12 , coincide con r2 e vale 1 in un intorno di 1;
- g è una funzione non crescente che vale 1 in un intorno di 0 e 0 in un
intorno di 1 non piú grande dell’intervallo [12 , 1];
- f e g non sono mai simultaneamente nulle.
g(r)~ f(r)~
r
1
1/21 3/4
Figura 2.1: Le funzioni f e g.
La funzione H è ben definita grazie alle proprietà di pi e delle funzioni
f e g, e H(ξ) definisce un campo di iperpiani su M . Enunciamo il risultato
centrale di questo paragrafo espresso nel seguente:
Teorema 2.2. SeM è una 5-varietà chiusa ed orientata con decomposizione
a libro aperto (Y, pi), allora valgono le seguenti:
1. La mappa H è ben definita a meno di omotopia, cioè se ξ e ξ′ sono
due campi di piani omotopi su Y allora H(ξ) è omotopo a H(ξ′).
2. Se le pagine della decomposizione sono corpi con manici di indice mi-
nore o uguale di 2, allora la mappa H è surgettiva sulle classi di omo-
topia, vale a dire che dato un qualsiasi campo di iperpiani η su M
esiste un campo di piani ξ su Y tale che [η] = [H(ξ)].
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Dimostrazione. La dimostrazione del primo punto è immediata: possiamo
infatti usare la costruzione che definisce H per definire, a partire dall’omo-
topia fra i due campi di piani su Y , un’omotopia fra i campi di iperpiani su
M . Questo ci dà la tesi.
Per quanto riguarda il secondo punto la dimostrazione è ben piú complicata.
Faremo uso di una serie di lemmi e definizioni ausiliarie.
Innanzitutto consideriamo due campi di iperpiani su M , η e η′; guardando
a questi elementi come a sezioni del consueto fibrato, possiamo pensare che,
a meno di omotopia, siano come tali trasverse fra di loro, vale a dire che,
scelto U intorno banalizzante di x ∈M ,
η|U : U → U ×G+(4, 5)⇒
dxη : TxU → Tη(x)E loc' TxU × Tη(x)G+(4, 5) ' R5 × R4,
allora nello spazio tangente TE dello spazio totale del fibrato E , si ha che
se x è tale che η(x) = η′(x)⇒
codim(dxη(TxM)) + codim(dxη′(TxM)) = codim(dxη(TxM) ∩ dxη′(TxM)),
il che è equivalente a dire che le immagini dei differenziali delle due sezioni
in x generano tutto lo spazio tangente allo spazio totale del fibrato in
(x, η(x) = η′(x)).
Definiamo
γ(η, η′) = {x ∈M |η(x) = η′(x)},
cioè il luogo dei punti su M dove le due sezioni coincidono. Dico che questo
sottospazio di M è una sottovarietà di dimensione 1. Infatti
γ(η, η′) ' Imm(η) ∩ Imm(η′),
e vale che
dim(Imm(η) ∩ Imm(η′)) = dim(Tx(Imm(η) ∩ Imm(η′))), x ∈ γ(η, η′);
le sezioni sono trasversali, quindi:
codim(dxη′(TxM)) = 9− 5 = 4
codim(dxη(TxM)) = 9− 5 = 4
}
⇒ codim(dxη(TxM) ∩ dxη′(TxM)) = 8,
dunque
dxη(TxM) ∩ dxη′(TxM) = Tx(Imm(η) ∩ Imm(η′))
ha dimensione 1, come volevasi dimostrare.
Lemma 2.3. La classe [γ(η,−η′)] ∈ H1(M ;Z) è il duale di Poincarè della
classe di ostruzione primaria all’omotopia fra η e η′ che giace in H4(M ;Z).
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Dimostrazione. Supponiamo che le due sezioni coincidano sul 3-scheletro di
M e consideriamo una 4-cella D. Denotando per semplicità di notazione la
classe di γ(η,−η′) con [γ], e la sua classe duale con [γ]∗, per vedere che le due
classi coincidono vogliamo mostrare che per ogni elemento [x] ∈ H4(M ;Z):
< d4, x >=< γ∗, x > .
dove d4 è un cociclo che rappresenta la classe di ostruzione. Interpretando la
dualità di Poincarè in termini di coomologia di De Rham, abbiamo che, scelto
un rappresentante ω nella classe di γ e vedendo x come una sottovarietá
4-dimensionale N , vale:
< γ∗, x >=
∫
N
ω.
Il cociclo di ostruzione è nullo su tutto il 3-scheletro di M , studiamone il
valore sulla cella D: grazie all’osservazione 1.12, sappiamo che tale valore è
dato da
d(η, η′) : S4 → S4 ∈ pi4(S4);
grazie al teorema di Hurewicz, possiamo leggere questa mappa fra i gruppi di
omologia; il suo valore sulla cella è dunque dato dal suo grado. Modifichiamo
η ed η′ in modo tale che la 1-varietà γ(η,−η′) sia disgiunta dal 3-scheletro di
M ed incontri il 4-scheletro trasversalmente. In questo caso l’integrale che
dà la valutazione del cociclo duale di γ sulla 4-cella D, vista come elemento
di H4(M ;Z), altro non é che il numero di intersezione fra le due sottovarietà.
Supponiamo di prendere una trivializzazione dello spazio tangente su D in
modo tale che η sia costante, η(x)=P ∀x, allora
γ(η,−η′) ∩D={x ∈ D| − η′(x) = P}
è chiaramente la preimmagine di qualche punto in S4. Il grado della mappa
d(η, η′) su D puó essere calcolato contando il numero dei punti che stanno
nell’intersezione sopra, con segno:
deg(d(η, η′)) =
∑
x∈d(η,η′)−1(P )
sign(dxd(η, η′)),
da cui la tesi.
Da qui in avanti denoteremo con d4(η, η′) la classe di ostruzione pri-
maria all’omotopia di due mappe η ed η′ e con d5(η, η′) quella secondaria,
omettendo talvolta gli argomenti se facilmente deducibili dal contesto.
Lemma 2.4. Supponiamo che M sia una varietà chiusa ed orientata che
ammette una decomposizione a libro aperto (Y, pi) le cui pagine abbiano una
decomposizione in manici di indice al piú pari a 2; fissato un campo di piani
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ξ su Y , al variare di ξ′ fra tutte le classi di omotopia di campi di piani su
Y , si ha che la classe:
d4(H(ξ), H(ξ′)) ∈ H4(M ;Z)
varia in tutto il gruppo. In particolare, ogni campo di iperpiani η su M è
omotopo sul 4-scheletro a H(ξ′) per un certo ξ′ su Y .
Dimostrazione. Useremo il lemma 2.3 e dimostreremo che al variare di ξ′ la
classe di γ(H(ξ),−H(ξ′)) varia su tutto H1(M ;Z).
Il primo passo è quello di dimostrare che l’inclusione:
i : Y →M
induce una suriezione
i∗ : H1(Y ;Z)→ H1(M ;Z).
Sia infatti X pagina della decomposizione e consideriamo un intorno V0
di questa che possiamo pensare identificato con X × [0, 1]; notiamo che
se consideriamo V1 = M − V0 anch’esso risulta omeomorfo a X × [0, 1].
Per l’ipotesi sulla decomposizione in manici di X, V0 e V1 sono corpi con
manici di indice minore o uguale di 3; possiamo quindi pensare che M sia
ottenuto da V0 attaccando manici di indice maggiore o uguale a 2, quelli
di V1 capovolti, quindi l’inclusione di V0 in M induce un isomorfismo fra
i primi gruppi di omologia. Infatti, pensando all’omologia cellulare, grazie
all’osservazione 1.15, possiamo vedere i manici come celle; V0 e M hanno
la stessa decomposizione in manici di indice minore di 2, quindi lo stesso
2-scheletro, M (2) = V (2)0 , ma, per un generico complesso di celle W , vale
Hk(W (n)) ' Hk(W ), ∀k < n,
(vedere per esempio [14], Lemma 2.34), da cui la tesi. L’inclusione di X in
V0 è chiaramente una equivalenza omotopica dunque si ha:
H1(X;Z) ' H1(V0;Z) ' H1(M ;Z).
Notiamo inoltre che possiamo costruire X a partire dal suo bordo Y attac-
cando manici di indice 2, 3 e 4, che corrispondono ai manici della decompo-
sizione capovolta di X − Y . Quindi l’inclusione induce in questo caso una
mappa suriettiva fra i primi gruppi di omologia, come volevasi dimostrare.
Definiamo una variante della mappa H introdotta in 2.1: H˜ è definita
per parti, coincide con H suM−N ma le mappe dipendenti dalla coordinata
radiale di D2, usate per costruirla su N = Y ×D2 sono diverse.
Le denoteremo con g˜ e f˜ e le scegliamo tali che:
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g(r)~ f(r)~
r
1
1/21 3/4
Figura 2.2: Le funzioni f˜ e g˜
- g˜ sia non crescente e pari ad 1 vicino a 0 e 0 vicino a 1 esclusivamente
sull’intervalle [34 , 1];
- f˜ sia non decrescente e nulla esclusivamente sull’intervallo [0, 12 ].
Osservazione: H˜(ξ) e H(ξ) sono campi di iperpiani omotopi fra loro.
Consideriamo H(ξ′) e H˜(ξ) ed osserviamo che ristretti alla regione
Y × {(r, θ)|r ∈ [12 ,
3
4)} ⊂M,
danno sezioni disgiunte, infatti:
H(ξ′)|Y×{ 12<r< 34 )} = Ker(f(r)dθ + g(r)α
′)
H˜(ξ)|Y×{ 12<r< 34 )} = Ker(f˜(r)dθ + g˜(r)α)
Perturbiamo H˜(ξ) in modo che sia trasverso a H(ξ) su tutto lo spazio
complementare di Y × {(r, θ)|r < 12}; con un leggero abuso di notazione
continuiamo a denotare con H˜(ξ) questo nuovo campo perturbato.
Affermazione: se ξ è trasverso a ξ′ su Y ⇒ H˜(ξ) è trasverso a H(ξ′)
su tutta la varietà M .
Dimostrazione. Per quanto assunto fino ad ora la regione su cui rimane
da dimostrare la trasversalità delle due sezioni è Y × {(r, θ)|r < 12}, sul
complementare infatti lo risultano già. Dobbiamo dunque studiare le sezioni:
H˜(ξ), H(ξ′) : Y ×D2 → E ' Y ×D2 × S4
che, su questo spazio, si scrivono rispettivamente:{
H˜(ξ) = ker(g˜(r)α)
H(ξ′) = ker(g(r)α′ + r2dθ).
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Poniamo su D2 coordinate rettangolari (w, z), allora il campo di iperpiani
H(ξ′) in queste nuove coordinate si scrive come:
H(ξ′) = ker(g(
√
(w2 + z2)α′ + wdz − zdw2 ).
Il nostro scopo è dimostrare che, per ogni punto x = (y, w, z) ∈ Y ×D2
per cui
H˜(ξ)(x) = H(ξ′)(x)⇒
dxH˜(ξ)(Tx(Y ×D2)) + dxH(ξ′)((Tx(Y ×D2)) = TH(ξ′)(x)E;
ricordiamo inoltre che
TH(ξ′)(x)E = Tx(Y ×D2)× TH(ξ)(x)G+(4, 5).
L’idea è di verificare la surgettività dei differenziali dei campi di vettori
punto per punto, e di sfruttare il fatto che H(ξ′)|r=0 = ξ′, H˜(ξ)|r=0 = ξ, e
che ξ e ξ′ sono trasversali su Y . Cioè, sappiamo che le sezioni del fibrato
S2 → S2 × Y → Y,
hanno differenziale surgettivo sulla fibra S2, vogliamo allora cercare di met-
tere in relazione questa fibra con quella del fibrato:
S4 → S4 × Y ×D2 → Y ×D2.
Guardiamo la fibra S4 immersa, puntualmente, nello spazio tangente, con-
tinuando ad identificare ogni iperpiano orientato con il suo vettore orto-
normale: G+(4, 5) ' S4 ⊂ R5; con questa identificazione i nostri campi di
iperpiani diventano i campi di vettori:
V (y, w, z) = g˜α, V ′(y, w, z) = f (wdz − zdw)2 + gα
′.
Possiamo scrivere:
S4 = {(u, v) ∈ R3 × R2 | ‖u‖2 + ‖v‖2 = 1};
fissando un vettore v ∈ R2 allora, se ‖v‖ 6= 1,
(u, v) ∈ S4 ⇔ ‖u‖2 = 1− ‖v‖2 ⇒ {u ∈ R3 | (u, v) ∈ S4} ' S2.
D’altra parte se ‖v‖ = 1, non vi è nessun u non nullo che lo completi ad
elemento di S4. Consideriamo D2 ⊂ R2: ad ogni punto della parte interna
corrisponde una sfera S2 di punti le cui coordinate lo completano ad un
elemento di S4; i punti del bordo, ∂D2 ' S1 appartengono a S4 stesso,
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dunque non hanno nessun corrispondente nelle coordinate di R3. Vale allora
che:
S4 − S1 = ∪
α∈
◦
D2
S2α.
Questo è in realtà un fibrato in sfere:
S2
i−→
◦
D2 × S2 p−→
◦
D2
dove la mappa i è l’inclusione e p è data dalla proiezione sul primo fattore.
Possiamo fare in modo che lo spazio
γ(H(ξ′), H˜(ξ)) = {x ∈ Y ×D2 |H(ξ′)(x) = H˜(ξ)(x)}
e lo spazio Y × D2 × S1, dove S1 indica il bordo del disco di cui abbiamo
parlato sopra, siano disgiunti; sono infatti rispettivamente una 1-varietà
ed una 6-varietà, che nello spazio totale del fibrato, che ha dimensione 9,
possono essere perturbati in modo da non avere punti in comune. Questo ci
permette di rivolgere la nostra attenzione esclusivamente a
S4 − S1 ' S2 ×
◦
D2;
possiamo vedere allora lo spazio tangente come TS2 × T
◦
D2, ed identificare
il primo fattore del prodotto con il tangente alla fibra su Y . Come abbiamo
già detto in precedenza, preso y ∈ Y tale che ξ(y)=ξ(y),
dyξ, dyξ
′ : TyY → TyY × Tξ(y)S2
sono surgettivi, questo equivale a dire che le matrici che li rappresentano, se
messe insieme, danno una matrice di rango massimo, cioè 5, le righe devono
essere indipendenti; queste possono essere scritte come matrici a blocchi nel
modo seguente:
dyξ =
(
Id3
A
)
, dyξ
′ =
(
Id3
A′
)
, A,A′ ∈M2,3.
Le matrici che rappresentano dxH(ξ′) e dxH˜(ξ) hanno come primo blocco la
matrice identica di dimensione 5, corrispondente al differenziale su Tx(Y ×
D2) e il secondo blocco è ottenuto dal precedente aggiungendo due righe
e due colonne; ricordandoci la scrittura per i campi di vettori V e V ′ che
corrispondono ai campi di iperpiani le matrici risultanti sono:
dxH˜(ξ) =

Id3 0
0 Id2
g˜A ∗
0 0
 dxH(ξ′) =

Id3 0
0 Id2
gA′ ∗
0 C

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la terza riga di entrambe le matrici è composta da due sottomatrici a
blocchi di dimensione rispettivamente 2×3 e 2×2, e la seconda sottomatrice
di ognuna contiene le derivate parziali rispettivamente di g˜ e g rispetto alle
coordinte di D2, e la matrice C è data da(
0 12
−12 0
)
Riordiniamo le righe in modo che le matrici risultino nella forma seguente:
dxH˜(ξ) =

Id3 0
g˜A ∗
0 Id2
0 0
 dxH(ξ′) =

Id3 0
gA′ ∗
0 Id2
0 C

Mettendo assieme le due, a meno di riordianmento di colonne si ottiene
la matrice 
Id3 Id3 0 0
g˜A gA′ ∗ ∗
0 0 Id2 Id2
0 0 0 C

che grazie alle ipotesi ha rango massimo. Come volevasi dimostrare.
Dimostrata l’affermazione, dato che sia i campi di piani su Y che quelli
su M da questi ottenuti tramite la mappa H, sono trasversali fra loro,
l’ostruzione primaria all’ omotopia dei due campi di piani, ξ e ξ′, è una
classe in H2(Y ;Z) che denoteremo con d2(ξ, ξ′), che é il duale della classe di
γ′ = {y ∈ Y |ξ(y) = −ξ′(y)} ∈ H1(Y ;Z).
Per costruzione H(ξ′) e H˜(ξ) coincidono esclusivamente lungo γ′, pen-
sato in Y × {r = 0}, nella regione Y × {r < 12}, visto che in questa regione
H˜ è definito da una 1-forma che non contiene dθ, mentre nella forma che
definisce H questo termine compare, a meno che r non sia nullo. Allora
il duale di Poincarè di d4(H(ξ′), H˜(ξ)) è dato dalla classe di omologia di
γ′ ∪ γ′′, dove γ′′ è la 1-varietà dei punti di Y × {r > 12} su cui i due campi
di iperpiani coincidono; notiamo che per definizione questa varietà non di-
pende da ξ′. Facendo variare ξ′ in tutte le classi di omotopia di campi di
piani otteniamo tutte le possibili classi d2(ξ, ξ′), dunque possiamo ottenere
come classe duale di questa tutte le classi in H1(Y ;Z) e quindi tutte quelle
in H1(M ;Z), dato che, come visto all’inizio della dimostrazione, esiste una
mappa suriettiva del primo gruppo nel secondo. Abbiamo ottenuto quindi
la prima delle affermazioni dell’enunciato, visto che una qualsiasi classe in
H4(M ;Z) è a sua volta ottenibile tramite dualità da un elemento del primo
gruppo di omologia di M e che
d4(H(ξ), H(ξ′)) = d4(H˜(ξ), H(ξ′)).
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Per la seconda affermazione osserviamo che in generale vale che:
η1, η2, η3, campi di iperpiani suM ⇒ d4(η1, η3) = d4(η1, η2) + d4(η2, η3).
Infatti, ricordandoci dell’Osservazione 1.12, si ha che queste classi di ostru-
zione su una cella coincidono con la classe della mappa sulla sfera definita
sull’emisfero superiore dalla restrizione della prima sezione alla cella, e sul-
l’emisfero inferiore dalla restrizione della seconda. Il valore della classe sulla
cella è dato dal grado di questa mappa.
Ora la somma dei gradi delle mappe corrispondenti ai termini di destra
danno proprio il grado della mappa corrispondente al termine di sinistra, in
quanto il contributo relativo alla controimmagine di un punto che cade nel
dominio di η2 compare due volte con segni scambiati, e dunque si annulla.
Dunque dato η generico campo definito su M sappiamo esistere ξ′ campo di
piani su Y tale che:
d4(H(ξ′), H(ξ))=−d4(η,H(ξ))⇒
d4(η,H(ξ′))=d4(η,H(ξ)) + d4(H(ξ), H(ξ′))=0,
cioè η e H(ξ′) risultano omotope sul 4-scheletro di M .
Dopo questa serie di risultati andiamo alla dimostrazione vera e propria
del teorema.
Abbiamo appena dimostrato che dato η campo di iperpiani su M esiste
un campo di piani ξ su Y tale che H(ξ) è omotopo a η sul 4-scheletro. Vor-
remmo dimostrare che ξ puó essere scelto in modo tale che questa omotopia
possa essere estesa a tutta la varietà, cioè la classe di ostruzione
d5(η,H(ξ)) ∈ H5(M ;Z/2Z)
sia nulla.
Ricordiamo che, dato che M è una varietà orientata, chiusa e connessa
H5(M ;Z/2Z) ' Z/2Z.
Affermazione: se ξ e ξ′ sono omotope sul 2-scheletro di Y e la loro
ostruzione all’omotopia sul 3-scheletro è dispari allora H(ξ) e H(ξ′) sono
omotope sul 4-scheletro di M ma la loro corrispondente classe di ostruzione
all’omotopia sul 5-scheletro è non nulla.
Conseguenza: Dato che
d5(η,H(ξ′))=d5(H(ξ), H(ξ′)) + d5(η,H(ξ)) in Z/2Z,
se il primo dei due termini a destra dell’uguaglianza è non nullo allora uno
degli altri due lo è, vale a dire che o η è omotopa a H(ξ) oppure è omotopa
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a H(ξ′) su tutta la varietà, che è quello che volevamo dimostrare.
Una volta dimostrata l’affermazione sopra abbiamo dimostrato il teore-
ma. Per farlo è necessario introdurre alcune definizioni e notazioni.
Definizione 2.5. La sospensione di uno spazio topologico X è lo spazio
quoziente:
S(X) = X × [0, 1]/(X × {0} ∪X × {1})
X x [0,1] S(X)
Una mappa f : X → X ′ fra due spazi topologici induce chiaramente una
mappa fra i rispettivi spazi di sospensione che denoteremo con S(f); tale
mappa è chiamata sospensione della mappa f .
Per i seguenti risultati si fa riferimento a [14].
Proposizione 2.6. Sn ' S(Sn−1), dove i due “punti di sospensione” (leggi
punte dei due parallelepipedi che formano lo spazio di sospensione) sono
proprio i due poli della nuova sfera.
Teorema 2.7 (di sospensione di Freudenthal). La mappa indotta fra i gruppi
di omotopia dalla mappa di sospensione della sfera
S : Sn → Sn+1 ⇒ S∗ : pik(Sn)→ pik+1(Sn+1)
è un isomorfismo per k < 2n− 1 ed è surgettiva per k = 2n− 1.
Definizione 2.8. Dati due spazi topologici X ed Y , definiamo il loro join
come lo spazio ottenuto dall’operazione seguente:
X ∗ Y = X × Y × [0, 1]/({X × {y} × {0}}y∈Y ∪ {{x} × Y × {1}}x∈X)
YX
X x Yx[0,1] X*Y
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Osservazione 2.9. Dato uno spazioX la sua sospensione puo’ essere ottenuta
tramite il join:
S(X) = X ∗ S0.
Possiamo definire la doppia sospensione di X come lo spazio ottenuto ap-
plicando per due volte la mappa di sospensione, lo denoteremo con S2(X).
Dato che:
S0 ∗ S0 ' S1 ⇒ S2(X) = X ∗ S0 ∗ S0 ' X ∗ S1.
Adesso che abbiamo introdotto queste nuove nozioni cominciamo con
scegliere dei rappresentanti nelle classi di omotopia di ξ e ξ′ in modo tale
che, considerando la decomposizione in manici di Y , questi campi di piani
coincidano ovunque fatta eccezione che sul 3-manico D3. Sappiamo che, per
costruzione, H(ξ) e H(ξ′) coincidono fuori dall’intorno tubolare N = Y ×D2
della rilegatura, quindi è proprio su questo intorno che dobbiamo focalizzare
la nostra attenzione. M si ottiene dal complementare di N aggiungendo
dei manici che corrispondono a quelli della decomposizione di Y inspessiti
dalla moltiplicazione per D2 e capovolti. Dunque M è ottenuta da M−N
aggiungendo un due manico, una serie di 3 e 4 manici e un 5 manico che è
l’inspessimento del 3-manico di Y ,
D5=D3 ×D2;
H(ξ) e H(ξ′) coincidono allora su tutta la varietà fatta eccezione che su
questo 5 manico. Studiamo le classi di ostruzioni all’omotopia dei campi
di piani su D3 ⊂ Y e dei corrispondenti campi di iperpiani su D5 ⊂ M .
L’ostruzione nel primo caso è un elemento di H3(Y ;Z) che valutato sul
manico dà la mappa
h := d(ξ, ξ′) : S3 → G+(2, 3) ' S2, h ∈ pi3(S2).
è noto che la mappa di Hopf genera il gruppo pi3(S2) e che il suo invariante
è pari a 1, quindi possiamo supporre che d(ξ, ξ′) sia pari a m volte la mappa
di Hopf con m dispari, in modo da essere nelle ipotesi dell’affermazione. In
maniera simile l’ostruzione all’omotopia fra i due campi di iperpiani H(ξ) e
H(ξ′) valutata sul 5-manico D5 dà una mappa:
H := d(H(ξ), H(ξ′)) : S5 → G+(4, 5) ' S4, H ∈ pi5(S4).
Dico che la mappa H : S5 → S4 è ottenuta dalla mappa h : S3 → S2
tramite una doppia sospensione, cioè detta S2(h) tale sospensione doppia
esistono due funzioni k e k′ tali che
k : S5 → S4, [k] = [S2(h)], k′ : S5 → S5 e H ◦ k′ = k.
Dimostreremo inoltre che la mappa k′ induce un isomorfismo k′∗ fra i
gruppi di omotopia della sfera. Questa asserzione ci permette di concludere,
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infatti per il teorema di Freudenthal la doppia mappa di sospensione dà una
suriezione:
Z ' pi3(S2)→ pi4(S3) ∼−→ pi5(S4) ' Z/2Z;
S2(h) non è banale omotopicamente dato che m è dispari, quindi la sua
immagine in omotopia genera pi5(S4), e dunque k ∼ S2(h) induce una mappa
surgettiva
Z ' pi5(S5) k∗−→ pi5(S4).
Dato che k′∗ è un isomorfismo la mappa H induce una mappa anch’essa
surgettiva e quindi la sua classe è anch’essa un generatore di pi5(S4). La
classe [h] ∈ pi3(S2) corrisponde dunque alla classe di [H] ∈ pi5(S4); le classi
di ostruzione sono:
d5(H(ξ), H(ξ′)) ∈ H5(M ;pi5(S4))=H5(M ;Z/2Z)
d3(ξ, ξ′) ∈ H3(M ;Z);
e si ha dunque che la prima è la riduzione modulo 2 della seconda, quindi
se quest’ultima è dispari la prima è non nulla, come volevasi dimostrare.
Ci manca l’ultimo passo per terminare la dimostrazione, che è dimostrare
l’affermazione sulle mappe H e h.
Innanzitutto definiamo più nel dettaglio la doppia sospensione della
mappa h:
S2(h) : S3 ∗ S1 → S2 ∗ S1
è il quoziente della composizione
S3 × S1 × [0, 1]→ S2 × S1 × [0, 1]→ S2 ∗ S1
(x, θ, t)→ (h(x), θ, t) → [h(x), θ, t]
Ricordiamo che le mappe in questione sono definite a partire da delle
trivializzazioni degli spazi tangenti TM e TY in degli intorni rispettivamente
del 5-manico e del 3-manico che vengono dunque identificati puntualmente
con R5 ed R3. Notiamo inoltre che:
D5=D3 ×D2 ⇒ TM|D5 =TY|D3 ⊕ TD2.
Per quanto visto sopra possiamo scrivere S4 = S2∗S1; pensandolo in R5,
S4 è dato dal join della sfera unitaria S2 scritta nelle prime tre coordinate
di R5 e da S1 visto come sfera unitaria nelle ultime due. Consideriamo
ora il dominio di H, S5, e vediamo come ottenerlo in due modi diversi, che
denoteremo distintamente:
• S51 : la sfera è stata costruita incollando due copie del 5-manico D5
lungo il bordo, tale manico è ottenuto tramite inspessimento dal 3-
manico D3 di Y . Vediamo come incollare le due copie di D5=D3×D2,
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lo facciamo in due passi incollando lungo le due parti di cui è composto
il bordo, infatti:
∂(D3 ×D2) = (∂D3 ×D2) ∪ (D3 × ∂D2).
Incolliamo per prima cosa lungo
∂D3 ×D2 ' S2 ×D2,
in questo modo otteniamo S3 ×D2, vedi figura 2.3.
D2
3D
x x
x S3x { }
3D
3D
D2
S 2 S 2
S 2
3DD2x
3D
Figura 2.3: Primo passo dell’incollamento: fissato un punto x ∈ D2 attacchiamo i
due dischi D3 corrispondenti al punto lungo il loro bordo S2 ottenendo così S3.
Incolliamo poi lungo l’altra parte del bordo,
D3 × ∂D2 = D3 × S1.
considerando i due dischi D3 che, incollati lungo il bordo, formano le
sfere S3, li identifichiamo per ogni θ ∈ ∂D2=S1.
• S52 : possiamo vedere la sfera come join
S5=S3 ∗ S1 = S3 × S1 × [0, 1]/({p} × S1 × {1} ∪ S3 × {θ} × {0})
Il join puo’ essere costruito anche a partire da S3 ×D2, infatti
S3 ×D2=S3 × S1 × [0, 1]/({p} × S1 × {1}),
quindi S3 ∗ S1 è ottenuto da S3 ×D2 quozientando per
S3 × {θ} × {0},
che equivale a collassare ogni S3 sul bordo di D2 ad un punto.
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Osservazione: S51 è ottenuta da S3 ×D2 collassando a dei dischi le sfere
S3 sul bordo di D2, mentre S52 è ottenuta da S3 × D2 collassando queste
stesse sfere ad un punto.
Se dunque definiamo k′ la mappa fra questi due spazi:
k′ : S51 → S52
è una mappa di grado 1, e quindi, dato che è omotopa all’identità, induce
isomorfismo fra i gruppi di omotopia di S5. Vorremmo dimostrare che H =
k ◦ k′, con k ∼ S2(h). Chiaramente si ha che:
S2(h) : S52 → S4
H : S51 → S4
Consideriamo su S3 ×D2 coordinate (p, r, θ), dove (r, θ) sono le coordinate
polari di D2, e su
S4 = S2 ∗ S1 = S2 × S1 × [0, 1]/ ∼
le coordinate (p, θ, t). Al posto di considerare il dominio S5, considerere-
mo S3 × D2 per semplicità di notazione, la scrittura in coordinate infatti
risulta piú semplice; l’effettiva funzione sarà ottenuta poi passando al quo-
ziente a seconda del modello della sfera su cui è definita. La mappa H nelle
coordinate stabilite sopra si scrive come:
H(p, r, θ) = (h(p), θ, 2
pi
tan−1(f(r)/g(r))).
Infatti pensando gli spazi in R5, come già visto in precedenza, le coordinate
di S4 come join corrispondono nel modo seguente alle coordinate di S4 come
sfera unitaria in R5:
S2×S1×[0, 1]→ S4
(p, θ, t)→ (p cos(pi2 t), z sin(
pi
2 t));
ci ricordiamo che H, per definizione, coincide con H(ξ) = Ker(g(r)α +
f(r)dθ) sulla calotta superiore di S5 e con H(ξ′) su quella inferiore, quindi,
nelle coordinate di R5 si scrive come:
H : S3 ×D2 → S4
(p, r, θ)→ (g(r)h(p), f(r)(cos(θ), sin(θ)))
Con la supposizione aggiuntiva f2 + g2 = 1 su f e g, vogliamo scrivere
la mappa nelle coordinate di S4 visto come join, dobbiamo quindi invertire
la mappa fra le coordinate vista sopra:{
p cos(pi2 t) = g(r)h(p)
z sin(pi2 t) = f(r)(cos(θ), sin(θ)) = f(r)θ
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quindi
f(r)/g(r) = (sin(pi2 t)/ cos(
pi
2 t))⇒ f(r)/g(r) = tan(
pi
2 t)
⇒ t = 2
pi
tan−1(f(r)/g(r)),
le prime tre coordinate di R5 sono date dal punto h(p) e le ultime due da z,
dunque H ha proprio la scrittura che cercavamo.
Per quanto riguarda il diagramma commutativo si ha che
H : S51 → S4
discende chiaramente ad una mappa
k : S52 → S4 tale che k ◦ k′ = H.
Resta solo da verificare che k è omotopa a S2(h); se consideriamo come do-
minio S3×D2, le due funzioni coincidono su S3, dunque dobbiamo costruire
un’omotopia sulle ultime componenti. Per definizione su queste S2(h) è
l’identità, mentre k coincide con
(θ, r)→ (θ, 2
pi
tan−1(f(r)/g(r)))
l’omotopia è data da:
G : D2 × [0, 1]→ D2
(θ, r, t)→ (θ, (1− t)r + t 2
pi
tan−1(f(r)/g(r))).
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2.2 Strutture di quasi contatto e decomposizioni
a libro aperto
Ricordiamo che una struttura di quasi contatto su una varietà orientabileM
è data da una coppia (η, J) dove J è una struttura complessa definita su η
campo di iperpiani, e, grazie all’osservazione 1.45, equivale ad una riduzione
del gruppo di struttura di TM da SO(5) a U(2) × {1} ' U(2). Come
abbiamo già visto all’inizio del paragrafo precedente, lo spazio tangente ha
una struttura di fibrato data da
TM = P ×SO(5) R5,
dove P è un SO(5)-fibrato principale. Grazie alla teoria degli spazi classifi-
canti, denotando con ESO(5) lo spazio totale del fibrato universale associato
a SO(5), esiste una mappa
f : M → BSO(5),
dove BSO(5) è lo spazio base del fibrato universale, cioè lo spazio classificante,
tale che f∗(ESO(5)), fibrato pull-back, sia isomorfo a P , vedere per esempio
[17], Proposizione 10.6, capitolo 4.
Consideriamo il fibrato su M associato a P che ha per fibra SO(5)/U(2),
SO(5)/U(2)→ P/U(2)→M ;
allora questo è ottenuto tramite pull-back rispetto a f del fibrato
SO(5)/U(2)→ ESO(5)/U(2)→M.
Vale che, Appendice 2 di [25],
ESO(5)/U(2) ' BU(2),
spazio classificante del fibrato universale associato a U(2).
Affermiamo che esiste una bigezione fra le classi di omotopia di strutture di
quasi contatto e le sezioni del fibrato P/U(2). Per provare questa afferma-
zione faremo ripetutamente riferimento a [17]: il Teorema 3.1 del capitolo 6
garantisce l’esistenza di una mappa
f0 : BU(2) → BSO(5)
tale per cui il pull-back rispetto a questa del fibrato universale di gruppo
SO(5) ed il fibrato associato al fibrato universale di gruppo U(2) con fibra
SO(5) siano isomorfi come fibrati su BU(2). Il Teorema 5.1 dello stesso
capitolo afferma che, dato un SO(5)−fibrato su M , con mappa classificante
2.2. STRUTTURE DI QUASI CONTATTO EDECOMPOSIZIONI A LIBRO APERTO57
data da f˜ : M → BSO(5), le riduzioni del gruppo di struttura da SO(5) a
U(2) sono in bigezione con le classi di omotopia di mappe
g : M → BU(2)
tali per cui
f˜ = f0 ◦ g,
sono quindi classi di omotopia disollevamenti di f˜ . Mi basta dunque di-
mostrare che questi sollevamenti sono in corrispondenza biunivoca con le
sezioni del fibrato pull-back
f∗(ESO(5)/U(2)) = f∗(EU(2)).
Lo dimostriamo più in generale: sia
G→ P pi−→ B
un G-fibrato principale e sia
f : M → B.
Consideriamo il fibrato pull-back rispatto a f
f∗(P ) = {(m, p) |pi(p) = f(m)}.
Dato f˜ sollevamento di f in P , definiamo la sezione
σ
f˜
:M → f∗(P )
m→ (m, f˜(m))
ben definita proprio perché pi(f˜) = f . Viceversa, data una sezione σ po-
niamo fσ = σ(m) ∈ Pf(m), che definisce dunque un sollevamento. Come
volevasi dimostrare.
Per studiare dunque le classi di omotopia di strutture di quasi contatto
studiamo le classi di omotopia di sezioni del fibrato P/U(2). Vorremmo uti-
lizzare gli strumenti di teoria dell’ostruzione presentati nel paragrafo 1.1.3,
per farlo dobbiamo conoscere i gruppi di omotopia della fibra. Vale che:
SO(5)/U(2) ' P 3(C);
la dimostrazione è più laboriosa di quanto si possa pensare, e la ometteremo,
come riferimento è possibile utilizzare [8]. Questo, che è un diffeomorfismo,
ci dice che i gruppi di omotopia della fibra sono tutti nulli fatta eccezione
per
pi2(SO(5)/U(2)) ' Z.
Dunque la prima e l’unica ostruzione alla costruzione di una omotopia fra
due strutture di quasi contatto giace in H2(M ;Z). In particolare possiamo
enunciare il seguente lemma.
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Lemma 2.10. Se due strutture di quasi contatto sulla stessa 5-varietà M
sono omotope sul 2-scheletro allora sono omotope su tutta M .
Torniamo ora a quello che abbiamo dimostrato nel precedente paragrafo:
abbiamo visto che, data una decomposizione a libro aperto (Y, pi) della va-
rietàM , esiste una funzione H(Y,pi) che estende i campi di piani definiti sulla
rilegatura a campi di iperpiani su tutta la varietà in maniera surgettiva, con
le giuste ipotesi sulla decomposizione delle pagine. Diamo ora la seguente
definizione che lega una decomposizione a una struttura di quasi contatto
usando questo risultato.
Definizione 2.11. Diciamo che una decomposizione a libro aperto (Y, pi)
di M supporta una struttura di quasi contatto (η, J) se esiste un campo
di piani ξ su Y tale che:
* H(Y,pi)(ξ) sia omotopo a η;
* ξ sia un sottofibrato complesso di H(Y,pi)(ξ) su Y , vale a dire ξ sia
J-invariante.
Osservazione 2.12. Per costruzione H(Y,pi), fuori da un intorno di Y , è tan-
gente alle pagine, dunque anche η a meno di omotopia lo è. Infatti fuori
dall’intorno tubolare N = Y × D2, la mappa coincide con ker(dpi), che è
proprio lo spazio tangente T (pi−1(θ)), cioè lo spazio tangente alle pagine.
Osserviamo che quindi J definisce una struttura quasi complessa su queste,
cioè una struttura complessa sui loro tangenti.
Teorema 2.13. Sia M una 5-varietà chiusa, esiste una decomposizione
a libro aperto (Y, pi) le cui pagine sono corpi con manici di indice minore
o uguale a 2, che supporta una qualsiasi struttura di quasi contatto (η, J)
definita su M . Esiste poi una struttura di contatto overtwisted ξ su Y tale
che
H(Y,pi)(ξ) ∼ η,
e, preso l’intorno tubolare della rilegatura N , si ha che η è tangente alle
pagine nei punti del complementare di N ed in ogni punto di N il campo di
piani ξ è un sottofibrato complesso di H(Y,pi)(ξ).
Per provare questo teorema abbiamo bisogno del seguente risultato.
Lemma 2.14. Dato η campo di iperpiani su cui è definita una struttura
commplessa J esiste un intorno C0 di η nello spazio degli iperpiani tale per
cui J induce una struttura complessa su ogni elemento dell’ intorno; queste
strutture complesse sono ben definite a meno di omotopia.
Dimostrazione. Dato η consideriamo un campo di rette L a lui trasversale;
allora vale che:
TM = η ⊕ L.
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Consideriamo un intorno C0 nello spazio dei campi di iperpiani che consiste
nell’insieme dei campi di iperpiani trasversi a L in ogni punto; lo denoteremo
con O. Scrivendo lo spazio tangente come sopra possiamo definire
p : TM → η
come la proiezione sul primo fattore della somma diretta; una volta fissato
un punto x ∈ M , ogni elemento η′ ∈ O viene mandato isomorficamente in
η(x), quindi possiamo definire la struttura complessa J ′ su ogni η′ tramite
pull back nel modo seguente:
J ′x(v)=p−1(Jx(p(v))), ∀x ∈M, ∀v ∈ η′(x).
Al variare della scelta di L tramite omotopia la struttura complessa varia
anch’essa tramite omotopia, abbiamo quindi la tesi.
Dimostrazione. (Teorema 2.13) Un risultato di Quinn contenuto in [21] ci
garantisce l’esistenza di una decomposizione (Y, pi) come nell’enunciato del
teorema. Dobbiamo quindi mostrare che (Y, pi) supporta la struttura (η, J).
Grazie al Teorema 2.2, sappiamo esistere un campo di piani ξ su Y tale che
H(Y,pi)(ξ) = H(ξ) ∼ η.
Sia
G : M × I → Γ(E), G(−, 0) = η, G(−, 1) = H(ξ),
l’omotopia fra i due campi: voglio sfruttarla per definire anche su H(ξ) una
struttura complessa utilizzando il Lemma 2.14. Denotiamo G(−, t) = ηt e
consideriamo l’insieme
A = {t ∈ [0, 1] | esiste un’estensione Jt di J0 su ηt}.
Quest’insieme è non vuoto grazie al Lemma 2.14 considerando un intorno
di η0; voglio vedere che è sia chiuso che aperto per dimostrare che coincide
con tutto [0, 1]. Ancora una volta grazie al lemma, si ha che A è un insieme
aperto, vediamo che è anche chiuso: sia
t = sup
t
{t ∈ A};
allora definiamo, per ogni vt ∈ ηt,
Jt(vt) = lim
t→t
Jt(vt).
Jt è una struttura complessa ben definita, infatti
J2t (vt) = lim
t→t
J2t (vt) = lim
t→t
(−vt) = −vt.
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Si può arrivare dunque a definire una struttura complessa su H(ξ) e tale
struttura è ben definita a meno di omotopia.
Per semplicità di notazione supporremo che la nostra struttura di quasi
contatto iniziale sia data dalla coppia (H(ξ), J). Modificheremo adesso la
struttura nell’intorno N per ottenerne un’altra con le caratteristiche desi-
derate, solo in seguito dimostreremo che la nuova struttura è effettivamente
omotopa alla prima.
Ricordiamo che N = Y × D2, per procedere dividiamo D2 in settori, più
precisamente in un disco e tre anelli:
D2 = D21
4
∪A[ 14 , 12 ] ∪A[ 12 34 ] ∪A[ 34 ,1],
con A[a,b] = {(r, θ)|a ≤ r ≤ b}.
Costruiremo il nuovo campo di iperpiani a pezzi su ognuno degli spazi che
compongono questa unione. Prima di tutto però modifichiamo H(ξ) tra-
mite omotopia in modo tale che H(ξ)(y, r, θ) sia indipendente dal punto di
coordinate (r, θ) di D2 in un intorno di Y ×{(0, 0)}. Il valore di H(ξ) su N
è dato da:
H(ξ) = ker{g(r)α+ f(r)dθ}, ⇒ H(ξ)(y, 0, 0) = ker{α}, y ∈ Y ;
quindi l’iperpiano in (y, 0, 0) può essere scritto in forma vettoriale come:
H(ξ)(y, 0, 0) = ξ(y)⊕ < ∂
∂r
,
∂
∂θ
> .
Siano ora {V1, V2} due campi di vettori su Y tali che, valutati in y ∈ Y ,
formino una base di ξ(y) e sia V3 un terzo campo tale che valutato completi
la coppia ad una base di TyY . È possibile costruire un’omotopia fra ∂∂r e V3
relativa agli altri campi di vettori; questa omotopia può essere letta, in ogni
punto, come un’omotopia fra l’iperpiano
H(ξ)(y, 0, 0) = ξ(y)⊕ < ∂
∂r
,
∂
∂θ
>
e l’iperpiano
TyY⊕ < ∂
∂θ
>= ξ(y)⊕ < V3(y), ∂
∂θ
> .
In questo modo possiamo modificareH(ξ) su Y in modo tale che sia isomorfo
a
TY ⊕ R.
Possiamo supporre inoltre che sia in questa forma anche in un intorno di
Y × {(0, 0)}, e quindi indipendente dal punto (θ, r) di D2.
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Osservazione 2.15. Strutture complesse su TY ⊕ R.
Occorre fare questa osservazione importante sulle strutture complesse de-
finibili su iperpiani che hanno questa forma. Infatti vale che le strutture
complesse su TY ⊕ R sono in corrispondenza con i campi di piani su Y.
Supponiamo infatti di avere un campo di piani ξ definito su Y e, fissata una
metrica g, denotiamo con Nξ il campo di vettori che in ogni punto y di Y
corrisponde al vettore normale al piano ξ(y). Allora, denotando con ∂∂s il
vettore che genera la componente R della somma diretta, è ben definita una
struttura complessa Jξ tale che:
Jξ(ξ) = ξ, Jξ(Nξ) =
∂
∂s
, Jξ(
∂
∂s
) = −Nξ.
Dunque su ξ definiamo una struttura di retta complessa unica a meno di
omotopia.
Viceversa, se abbiamo J struttura complessa su TY ⊕ R, e fissiamo una
metrica g, possiamo sempre definirne un’altra g˜ che sia J-compatibile vale
a dire tale che:
g˜(J(u), J(v)) = g˜(u, v), ∀u, v ∈ TY ⊕ R;
basta porre infatti
g˜(u, v) = g(u, v) + g(J(u), J(v)), ∀u, v ∈ TY ⊕ R.
Allora, posta questa metrica, si ha che l’immagine di ∂∂s , generatore di R,
rispetto a J è un campo di vettori che giace in TY , sia questo Vs. Allora
definiamo il campo di piani su Y dato in ogni punto dall’ortogonale al campo
di vettori Vs in quel punto:
ξ(y) =< V ⊥s (y) >, ∀y ∈ Y.
Notiamo che anche in questo caso il campo di piani appena costruito risulta
invariante rispetto alla struttura complessa data.
Detto questo, iniziamo con la costruzione effettiva del campo di iperpiani.
 Y ×A[ 34 ,1]
Sia
f : A[ 34 ,1] → D
2
una mappa che è l’identità in un intorno del bordo esterno dell’anello,
un diffeomorfismo fuori dal bordo interno e collassa quest’ultimo al
centro del disco. Sia
f˜ = (idY , f) : Y ×A[ 34 ,1] → Y ×D
2;
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utilizzimo questa mappa per definire una struttura di quasi contatto
(η′, J ′) sull’anello nel modo seguente:
η′(x) = (dxf˜)
−1(H(ξ)(f˜(x))), ∀x ∈ Y ×A( 34 ,1]
J ′x(v) = (dxf˜)
−1(J
f˜(x)(dx(v))), ∀x ∈ Y ×A( 34 ,1], ∀v ∈ η
′(x);
su Y × {34 , θ}, poniamo
η′|Y×{ 34 ,θ}
= TY ⊕ R,
e, per ogni θ,
J ′(y, 34 , θ) = limr→ 34
J ′(y, r, θ).
Notiamo che η′ è ben definito, in quanto in un intorno di Y , del tipo
Y × {0 < r < } è dato da
η′(y, r, θ) =(d(y,r,θ)f˜)
−1(H(ξ)(y, r, θ))) =
=(d(y,r,θ)f˜)
−1(TY ⊕ R) ' TY ⊕ R.
Tramite un’omotopia su Y ×(34 , θ) che modifica i generatori del secondo
termine della somma diretta, possiamo supporre che R =< ∂∂θ >; sia
questa omotopia K:
K : Y × (34 , θ)× I → Γ(E),
con
K(y, 34 , θ, 0) = TyY⊕ <
∂
∂θ
>,
K(y, 34 , θ, 1) = η
′(y, 34 , θ) = TyY⊕ <
∂
∂s
> .
 Y ×A[ 12 , 34 ]
Usiamo l’omotopiaK per definire η′ anche in questa porzione di spazio.
Poniamo:
η′(y, r, θ) = K(y, 34 , θ,−4r + 2), ∀r ∈ [
1
2 ,
3
4].
In questo modo sul bordo interno dell’anello, Y ×{(θ, 12)}, il campo di
iperpiani vale TY⊕ < ∂∂θ >, e su quello esterno è pari a η′(y, 34 , θ). Per
estendere la struttura complessa applichiamo lo stesso ragionamento
fatto all’inizio della dimostrazione utilizzando l’omotopia ed il Lemma
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2.14. Per quanto discusso nell’osservazione 2.15 esiste un campo di pia-
ni ξ′ su Y che corrisponde alla struttura complessa J ′ su Y ×{(12 , θ)};
possiamo supporre, ricordando quanto detto nella sezione 1.3.2, che
questo sia una struttura di contatto overtwisted. Ricordiamo che ξ′
risulta J ′-invariante.
 D 1
4
Definiamo η′ usando la struttura di contatto overtwisted ξ′ = ker(α′),
come:
η′|D 1
4
= ker(f(r)dθ + g(r)α′),
dove f e g sono le solite funzioni a valori reali usate nella definizione
di H(ξ). A meno di modificare leggermente le ipotesi su f e g la for-
mula sopra definisce una struttura di contatto sull’interno del disco.
La struttura complessa definita sul bordo del disco si estende anche
all’interno ad una struttura complessa compatibile con la struttura di
contatto grazie alla Proposizone 1.39. In particolare possiamo suppor-
re che ξ′ sia una retta complessa rispetto alla struttura data da J ′ su
η′|D 1
4
.
 Y ×A[ 14 12 ]
Possiamo definire il campo di iperpiani costante e pari a TY ⊕ R in
questo anello, è ben definito in quanto coincide sui bordi con le prece-
denti definizioni. La struttura complessa può essere anch’essa estesa
risfruttando l’omotopia K del secondo punto.
Notiamo per terminare che η′ può essere trasformata tramite omotopia sul-
l’ultimo anello in modo da coincidere con TY ⊕R su tutto Y ×A[ 14 ,1], risulta
dunque omotopa a H(ξ′), e J ′ ha le proprietà richieste dal teorema. Per
concludere basta mostrare che
(H(ξ′), J ′) ∼ (H(ξ), J).
Fuori dall’intorno N le due strutture coincidono, quindi se consideriamo un
intorno di una pagina X in M del tipo V ' X × [0, 1], come abbiamo già
visto all’inizio della dimostrazione del Lemma 2.4, M ammette una decom-
posizione in manici ottenuta da quella di V aggiungendo manici di indice
maggiore o pari a 3. Le due strutture coincidono in questo intorno e quindi
anche sul 2-scheletro della varietà, quindi per il Lemma 2.10 sono omotope
su M , come volevasi dimostrare.
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Capitolo 3
Cobordismo di Weinstein
In questo capitolo enunceremo dei risultati molto recenti dovuti a di Cielie-
bak e Eliashberg e contenuti in [3]. Iniziamo col dare le seguenti definizioni.
Definizione 3.1. Un cobordismo fra due varietà compatte n-dimensionali
M ed N è una varietà compatta (n+1)−dimensionaleW il cui bordo è dato
dall’unione disgiunta di M e N :
∂W = ∂−W unionsq ∂+W 'M unionsqN.
Definizione 3.2. Un cobordismo di Morse è una coppia (W, f) dove W
è un cobordismo e f è una funzione di Morse per cui ∂+W e ∂−W sono
insiemi di livello regolari, cioè esistono a, b ∈ R , a < b valori regolari della
funzione per cui
f−1(a) = ∂−W, f−1(b) = ∂+W.
Definizione 3.3. Una 1-forma λ su una varietà W di dimensione pari è
detta forma di Liouville se dλ è una forma simplettica su W . Data una
forma di Liouville esiste un unico campo di vettori V per cui
ιV dλ
def= dλ(V,−) = λ;
tale campo di vettori è detto campo di Liouville.
Osservazione 3.4. Se suW sono definiti una forma simplettica ω e un campo
di Liouville, da questi si può ricavare la forma di Liouville a loro associata
ponendo λ = ιV ω.
Definizione 3.5. Siano ω e V una forma simplettica ed un campo di vettori
di Liouville definiti sulla varietà W ; questa coppia è una struttura di
Liouville se
dιV ω = ω.
Definizione 3.6. Data una funzione di Morse f , un campo di vettori V
è detto campo di vettori gradient-like per f se, fissata una metrica sulla
varietà:
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• lontano dai punti critici V (f) > 0, cioè, in ogni punto, il campo ed il
gradiente di f “puntano“ nella stessa direzione;
• in un intorno di ogni punto critico il campo di vettori coincide con il
gradiente della funzione.
Definizione 3.7. Un cobordismo di Weinstein è una quadrupletta
(W,ω, V, f)
dove W è un cobordismo compatto, la coppia (ω, V ) definisce una struttura
di Liouville su W tale che il campo V punti esternamente rispetto a W
lungo ∂+W e internamente lungo ∂−W , ed infine f è una funzione di Morse
costante sulle componenti di bordo e tale per cui V sia un campo di vettori
gradient-like.
Osservazione 3.8. Notiamo che la 1-forma ιV ω essendo non degenere e tale
che la sua derivata esterna definisce una forma simplettica, è una forma
di contatto se ristretta ai bordi di W . Dunque possiamo interpretare un
cobordismo di Weinstein come un cobordismo fra due varietà di contatto.
Prima di introdurre la seguente importante definizione ricordiamo che
un nodo Legendriano in una varietà di contatto (M, ξ) è un embedding
γ : S1 →M
tale che
γ′(θ) ∈ ξ(γ(θ)) ∀θ ∈ S1.
Definizione 3.9. Un cobordismo di Weinstein (W,ω, V, f) dove W è una
4-varietà, è definito flessibile se W o è un corpo con manici che hanno indi-
ce 0 e 1, oppure ammette anche manici di indice 2 ma questi sono attaccati
lungo nodi Legendriani contenuti nel bordo inferiore ∂−W su cui la strut-
tura di contatto indotta è overtwisted; supporremo inoltre che ogni spazio
complementare di tali nodi contenga un disco overtwisted.
Raccogliamo adesso in un’unica definizione delle varianti alle precedenti
nel caso in cui la varietà abbia una componente di bordo aggiuntiva.
Definizione 3.10. Un cobordismo relativo è una n−varietà compatta il
cui bordo è dato da tre componenti
∂W = ∂−Wunionsq∂+Wunionsq∂vW, dove ∂vW ' [0, 1]×∂(∂+W ) ' −[0, 1]×∂(∂−W ).
La componente ∂vW è il bordo verticale di W .
Esiste chiaramente una definizione analoga alla precedente di cobordi-
smo di Morse relativo; un cobordismo di Weinstein relativo è una
quadrupletta
(W,ω, V, f),
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dove W è un cobordismo relativo e gli altri elementi soddisfano le stesse
condizioni della Definizione 3.7 ma in più f non deve avere punti critici in
un intorno del bordo verticale e V deve essere tangente a ∂vW .
Se W è una 4-varietà, si definisce un cobordismo di Weinstein relativo
flessibile come nella Definizione 3.9.
Teorema 3.11. Sia (W, f) un cobordismo di Morse relativo 4-dimensionale
con f con punti critici di indice minore o uguale a 2. Siano η una 2-
forma non degenere su W e Z un campo di vettori definito in un intorno di
∂−W ∪∂vW tali per cui la tripletta (η, Z, f) sia una struttura di cobordismo
di Weinstein su N ∪ Nv dove N e Nv sono degli intorni rispettivamente
di ∂−W e ∂vW . Se supponiamo che la struttura di contatto ιZη indotta
su ∂−W sia overtwisted, allora esiste un cobordismo di Weinstein flessibile
(ω, V, f) su W tale che:
1. (ω, V ) = (η, Z) in un qualche intorno N ′ ⊂ N e N ′v ⊂ Nv su cui (η, Z)
definisce un cobordismo di Weinstein;
2. ω e η sono omotope su W relativamente a N ′ ∪N ′v.
Definizione 3.12. Un’omotopia di Weinstein su un cobordismoW è una
famiglia liscia di strutture di Weinstein su W , (ωt, Vt, ft), t ∈ [0, 1], dove le
funzioni ft possono anche non essere di Morse, e (ωt, Vt) è una famiglia liscia
di strutture di Liouville su W .
Enunciamo ora una versione leggermente più forte del teorema prece-
dente.
Teorema 3.13. Siano (ω0, V0, f0) e (ω1, V1, f1) due strutture flessibili di
Weinstein sulla 4-varietà W , cobordismo relativo fra una varietà di contatto
overtwisted ∂−W ed un’altra generica varietà di contatto ∂+W . Supponiamo
di avere:
1. una famiglia di funzioni di Morse ft, t ∈ [0, 1] senza punti critici di
indice maggiore di 2 che definiscono un’omotopia fra f0 e f1;
2. una famiglia di 2-forme non degeneri βt, t ∈ [0, 1], che connettono
ω0 a ω1 tali per cui esistono degli intorni N e Nv rispettivamente di
∂−W e ∂vW sulla cui unione sono definiti dei campi di vettori Zt che
connettono V0|N∪Nv a V1|N∪Nv tali che (βt, Zt, ft) è una struttura di
cobordismo di Weinstein se ristretto ai due intorni.
Allora esistono degli altri intorni N ′ ⊂ N , N ′v ⊂ Nv ed un’omotopia di
Weinstein
(ωt, Vt, ft), t ∈ [0, 1]
dove per ogni t le strutture che definiscono l’omotopia coincidono con (βt, Zt, ft)
su N ′ ∪ N ′v e i due cammini descritti rispettivamente da βt e da ωt sono
omotopi relativamente agli estremi e a N ′ ∪N ′v.
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Capitolo 4
Decomposizioni a libro
aperto e loro stabilizzazione
4.1 Teoria di Cerf
Questo paragrafo introduce una teoria, quella di Cerf, che sarà ampiamente
utilizzata sia come strumento vero e proprio di dimostrazione sia per i risul-
tati noti che da essa provengono nel provare il teorema centrale del prossimo
paragrafo.
Per quanto segue facciamo riferimento direttamente alla fonte primaria [2]
e riportiamo una parte del lavoro svolto da Kirby in [18].
Definizione 4.1. Una famiglia di sottospazi {Ei} di uno spazio topologico
E è una stratificazione se dà una partizione dello spazio, cioè se gli Ei
sono disgiunti, non vuoti e la loro unione coincide con tutto E, ed inoltre se
E0 ∪ · · · ∪ Ei
è uno spazio aperto per ogni indice i.
Consideriamo lo spazio F delle funzioni f di classe C∞
f : M × [0, 1]→ [0, 1],
dove M è una varietà liscia e compatta; supporremo inoltre che le funzioni
in F non abbiano punti critici sul bordo di M . Lo strato F i della strati-
ficazione naturale dello spazio F è definito come l’insieme delle funzioni di
codimensione i: la codimensione di una funzione f è data dalla somma
delle codimensioni dei punti e dei valori critici di f . Un valore critico ha
codimensione 0, 1, ... se è un valore critico semplice, doppio, etc, vale a dire
che tale valore è assunto dalla funzione in più punti che sono critici. Un
punto critico è di codimensione 0 se è di Morse, vale a dire non degenere e
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quadratico: come abbiamo già visto nel paragrafo 1.2, in un intorno di un
punto critico di codimensione 0 la funzione si scrive come:
−x21 − x22 − · · · − x2k + x2k+1 + · · ·+ x2n.
I punti critici di codimensione 1 sono i così detti punti di nascita: in un
intorno di tali punti la funzione si scrive come:
−x21 − x22 − · · · − x2k + x2k+1 + · · ·+ x3n.
Lo strato F0 è dunque formato dalle funzioni così dette eccellenti, cioè che
ammettono solo punti critici del tipo Morse e tali punti hanno tutti valori
distinti. Sappiamo, grazie ad un teorema di Morse, che questo sottospazio
è aperto e denso in F . Dividiamo invece lo strato F1 in due sottospazi:
• F1α è l’insieme delle funzioni per cui tutti i punti critici sono di Morse
con valori distinti fatta eccezione per uno che è un punto di nascita.
• F1β è l’insieme delle funzioni per cui tutti i punti critici sono di Morse
ed in tali punti assumono valori distinti fatta eccezione per esattamente
due su cui assumono lo stesso valore.
Definizione 4.2. Un cammino γ a valori in F è un buon cammino se
γ(t) ∈ F0 salvo che per un numero finito di t per cui γ(t) attraversa F1.
Una proprietà essenziale della stratificazione di codimensione 1 è che
ogni cammino con estremi in F0 può essere approssimato ad un cammino
che attraversa F1 in un numero finito di punti e non interseca alcun strato di
codimensione superiore, cioè può essere approssimato ad un buon cammino.
Proposizione 4.3. (Cerf [2]) Lo spazio dei buoni cammini di F è denso
nello spazio di tutti i cammini munito della topologia C0.
Definizione 4.4. Il grafico di Cerf di un cammino γ a valori in F è
l’insieme:
Γ = {(t, u) |u è un valore critico di γ(t)} ⊂ I × R,
cioè è l’insieme che descrive i punti critici del cammino.
In un intorno di un valore critico il grafico di Cerf di un cammino γ ∈
F0 ∪ F1 è in una delle forme rappresentate in Figura 4.1. Spesso accanto
alle linee del grafico viene riportato un numero che corrisponde all’indice
del punto critico rappresentato in quella parte del grafico; sottolineiamo che
questo indice non è detto che resti immutato.
Abbiamo visto già nel paragrafo 1.2 in che modo i punti critici di una
funzione di Morse associata ad una varietà corrispondano a dei manici; anche
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oppure
1) 2) 3)
Figura 4.1: Grafico di Cerf in un intorno dei punti critici: il primo corrisponde a
un punto critico di Morse, il secondo a un punto di nascita (o di morte), il terzo a
due punti critici che assumono lo stesso valore.
un punto critico di nascita corrisponde a qualcosa in termini di manici.
Come esempio standard di punto di nascita, che chiarifica bene il significato
di questo nome, si considera il seguente cammino di funzioni continue ad
una variabile a valori in R:
γ(t) = x3 − tx, t ∈ [0, 1];
questo cammino ha per t = 0 un punto critico degenere che è appunto di
nascita: per t > 0 nascono infatti due punti critici non degeneri, uno positivo
ed uno negativo, di indice rispettivamente 0 ed 1. Non ci meraviglieremo
dunque del fatto che il punto di nascita corrisponda alla creazione di una
coppia di manici che potenzialmente si cancellano, in questo caso uno di
indice 1 e l’altro di indice 0. Possiamo definire un analogo dei punti di
nascita che sono i punti di morte, che corrispondono ad una coppia di
manici di indice consecutivo che si cancellano; in un intorno di un punto di
morte il grafico del cammino è come quello rappresentato nel punto 2) sulla
destra nella Figura 4.1.
Il nostro scopo è quello di utilizzare un cammino fra due funzioni che
stanno in F0, quindi un buon cammino, per descrivere una sorta di cobordi-
smo fra due varietà e manipolare il grafico di Cerf perchè questo cobordismo
risulti con particolari proprietà stabilite. Queste manipolazioni sono fatte
spesso al costo di un attraversamento dello strato di codimensione 2. Ri-
portiamo ora delle operazioni sul grafo di γ(t) che Cerf in [2] ha dimostrato
essere ammissibili e che noi adopereremo in seguito.
1. Lemma del triangolo
È possibile modificare γ(t) relativamente agli estremi in maniera tale
che il grafico cambi dal primo al secondo rappresentato in figura se i
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punti critici sono di indice minore o uguale a 2. L’attraversamento del-
lo strato F2 avviene nel momento in cui, nella graduale deformazione
del grafo, le tre linee vanno a coincidere in un solo punto, dando un
valore critico triplo. Si può passare inversamente dal grafico di destra
a quello di sinistra se l’indice dei punti è maggiore o uguale a n − 2,
dove n è la dimensione della varietà che costituisce il dominio delle
funzioni che compongono il cammino.
2. Lemma del becco
Se l’indice del punto corrispondente al valore più in basso nel grafico,
1
2
i
i
1i 1i
2i 2i
i1, è maggiore di 0 allora si può sempre passare dal primo grafo al
secondo. Se invece vogliamo passare dal primo al terzo serve l’ipotesi
che l’indice del punto corrispondente al valore maggiore, i2, sia minore
di n. Qui si attraversa il secondo strato nel momento in cui il ”becco”
del punto di nascita incontra una delle due altre parti del grafico in
un solo punto.
3. Lemma della coda di colombo
Si può sempre passare dal primo grafico al secondo, gli indici dei
11 1
0
punti sono indicati in figura. Vi è un analogo lemma per il caso in
cui la ”coda” sia rivolta verso l’alto: in tal caso i punti hanno indice
rispettivamente n, indice massimo, e n− 1.
4. Lemma delle singolarità indipendenti
Per enunciare questo lemma abbiamo bisogno di una definizione: sia p
punto critico per f funzione liscia a valori reali definita su una varietà
M e supponiamo che f(p) = cp ∈ R. Denotando con V un campo
di vettori gradient-like per f , sia ϕt la famiglia ad un parametro di
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diffeomorfismi che definisce il flusso di V , allora, fissato un valore
c ∈ R, c 6= cp tale che f−1(c) 6= ∅,
definiamo la varietà ascendente relativa al punto p ed al valore c
l’insieme
A(p) = {x ∈ f−1(c) | lim
t→∞ϕt(x) = p}
e la varietà discendente come
D(p) = {x ∈ f−1(c) | lim
t→−∞ϕt(x) = p}.
Due punti critici sono detti indipendenti se, per ogni valore c fissato,
le rispettive varietà ascendenti e discendenti non si intersecano. In ter-
mini di manici se abbiamo un punto critico di indice k che corrisponde
ad un k-manico la sua varietà discendente è descritta dai punti nell’in-
tersezione di Dk×{0} con l’insieme di livello fissato, quella ascendente
dai punti di intersezione di questo con {0} ×Dn−k.
Definiamo le parti del grafico come gli insiemi dati da
{(t, ft|Pt)}, t ∈ [t1, t2]
dove [t1, t2] è un qualsiasi sottointervallo di [0, 1] compreso fra due va-
lori di t per cui i corrispondenti punti sono o di nascita o di morte,
e Pt è la traiettoria di un punto che è critico per ogni ft. Il lemma
afferma che, date due parti nel grafico di Cerf di un cammino relative
a punti indipendenti, possiamo modificare l’una rispetto all’altra rela-
tivamente agli estremi. In particolare possiamo passare dal grafico a
destra rappresentato in figura a quello a sinistra, se i due punti hanno
indici diversi.
Presentiamo per concludere una proposizione contenuta in [15] che ci
permette di ”riordinare“ una cammino di funzioni in F .
Proposizione 4.5. Sia {ft}t∈[0,1] un cammino di funzioni dove f0 e f1
sono funzioni eccellenti. Allora, scelti r0 < r1 < · · · < rn qualsiasi in R il
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cammino può essere modificato, lasciando gli estremi fissi, in modo tale che,
se p è un punto critico non degenere di indice i per la funzione ft allora
ri−1 < ft(p) < ri;
se invece f(p) è un punto di nascita o di morte di indice i si ha
ft(p) = ri.
Vale noltre che questa trasformazione puó essere fatta in modo tale che i
punti di nascita e di morte diventino indipendenti.
Questa proposizione ci permette dunque di disegnare nel grafico le nasci-
te e le morti di stesso indice ad uno stesso livello e ci garantisce che parti del
grafico relative a punti di indice diverso possono essere modificate in modo
tale da non intersecarsi.
0
1
r�
�r
kr
Figura 4.2: In figura è riportato un esempio di grafico successivamente all’opera-
zione di riordinamento descritta dal teorema. I valori ri dividono il grafico in fasce
relative ai punti critici di un certo indice: qui è riportato il grafico nella fascia
relativa ai punti di indice 0.
4.2 Costruzione di un particolare libro aperto
Sia (Y, pi) una decomposizione a libro aperto di M , 5-varietà chiusa e orien-
tata. Sia N = Y ×D2, un intorno della rilegatura, allora possiamo pensare
pi come una fibrazione definita su M −N , estendibile poi a N tramite pro-
iezione sulla componente angolare di D2 con coordinate polari. In accordo
con le notazioni precedenti, anche se adesso il dominio della fibrazione è
cambiato, continuiamo ad indicare con X le pagine del libro, nonché fibre
di pi. Fissato θ0 ∈ S1 si ha che:
(M −N)−Xθ0 ' X × [0, 1];
data la monodromia della decomposizione,
φ : X → X
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che è l’identità in un intorno del bordo della pagina vale inoltre che
Tφ(X) = X × [0, 1]/ ∼φ è diffeomorfo a M −N.
Con questo diffeomorfismo in mente fare (M −N)−Xθ0 è come tagliare il
mapping torus lungo la pagina ed aprirlo ottenendo appunto X × [0, 1].
Teorema 4.6. Sia come sopra (Y, pi) decomposizione a libro aperto di M ,
e supponiamo definita una funzione di Morse su una pagina della decompo-
sizione,
f : X → R
tale che tutti i suoi punti critici abbiano indice minore o uguale a 2. Vale
allora che M ammette un’altra decomposizione, (Y ′, pi′), con monodromia
φ′, sulle cui pagine è definita una funzione di Morse f ′ tale che quando
M − N ′ è tagliata lungo X ′ per ottenere X ′ × [0, 1], le funzioni f0 = f ′ e
f1 = φ′∗(f0) definite rispettivamente su X ′ × {0} e su X ′ × {1}, possono
essere estese ad una famiglia di funzioni
ft : X ′ × {t} → R, t ∈ [0, 1],
che soddisfa le seguenti proprietà:
1. {ft}t∈[0,1] è un buon cammino;
2. ft non ha punti critici di indice maggiore di 2 per ogni valore di t;
3. ogni ft ha un unico punto critico di indice 0;
4. il valore delle funzioni su tale punto critico è costante e questo punto
può essere connesso al bordo da una linea di flusso gradient-like lungo
la quale le funzioni continuano ad assumere lo stesso valore costante;
inoltre φ′ fissa un intorno del punto critico di indice 0 e della linea di
flusso.
Dimostrazione. Consideriamo la decomposizione (Y, pi) di M : tagliamo lun-
go la pagina X ottenendo X × [0, 1] e poniamo:
f0 = f : X × {0} → R
f1 = φ∗f : X × {1} → R,
dove φ indica la monodromia del libro aperto. La teoria di Cerf introdotta
nel paragrafo 4.1 ci assicura l’esistenza di un buon cammino fra f0 e f1,
cioè una famiglia {ft}t∈[0,1] di funzioni che sono di Morse tranne che per
un numero finito di t per cui appartengono allo strato F1. Partiamo da
questo cammino per costruire una nuova famiglia di funzioni ed un’altra
decomposizione a libro aperto di M . Manipoliamo il grafico di {ft} tramite
le operazione precedentemente descritte in modo tale che soddisfino il punto
2 ed il punto 3 , cioè che abbiano un unico punto critico di indice 0 e nessun
punto critico di indice più grande di 2. Procediamo per tappe.
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 Eliminazione dei punti critici di indice 0.
Modifichiamo ft grazie alla Proposizione 4.5 in modo che le parti del
grafico relative ai punti di indice 0 siano contenute in una regione del
tipo r < r0, e che quindi non si intersechino con delle parti del gra-
fico di indice maggiore. Consideriamo la parte del grafico relativa ad
un punto di indice 0 che è la più interna. In alcuni casi si ha una
situazione semplice, per cui basta applicare il lemma della coda di co-
lombo che ci permette di eliminare con una sola operazione il punto;
altre volte ci sono situazioni più complesse, come per esempio quella
descritta nel riquadro I della Figura 4.3. Nel riquadro I è riportata la
situazione iniziale; possiamo pensare questa figura come ricavata dalla
Figura 4.2, considerando la parte più interna fino al primo punto di
intersezione di questa con una parte relativa ad un altro punto criti-
co. Per prima cosa introduciamo una coppia di punti critici ausiliari
che corrispondono ad una coppia di manici che si cancellano di indice
rispettivamente 1 e 2; possiamo supporre che la varietà discendente
del nuovo punto critico di indice 1 incontri in un solo punto la varie-
tà ascendente del punto critico di indice 0 che stiamo considerando,
condizione che equivale alla quella di cancellazione dei due manici, e
che, tale punto sia indipendente dagli altri di indice 1. In II vediamo
la nascita di questa coppia. Il riquadro III ci mostra il grafico dopo
che è stato applicato il lemma delle singolarità indipendenti; questo
viene utilizzato per altre 2 volte fino a ritrovarci in IV, dove la parte
del grafico relativa al punto critico di indice 1 risulta tangente a quella
relativa al punto di indice 0 nel punto di ascissa t = t0. Eliminiamo
per la funzione ft0 i due punti critici, come mostrato nel riquadro V:
è stata ingrandita la parte che stiamo modificando, sulla sinistra è
rappresentato il grafico prima della cancellazione, sulla destra quello
dopo. L’immagine VI mostra il grafico visto nuovamente “da lonta-
no”; usando ripetutamente il lemma del triangolo si passa da VI a VII
ed infine una applicazione del lemma della coda di colombo fa spari-
re definitivamente il punto di indice 0. Il caso generale può differire
da quello rappresentato in Figura 4.3 esclusivamente per il numero di
applicazioni di uno dei lemmi in questione.
Notiamo che lontano dai punti coinvolti in questa trasformazione il
grafico rimane lo stesso, quindi passiamo alla parte di grafico relativa
punto di indice 0 che ora è più interno e come sopra e ripetiamo lo
stesso procedimento. Andiamo avanti così fino ad arrivare all’ultimo
punto critico, che è quindi l’unico punto di indice zero del cammino,
come richiesto dal teorema.
Osservazione Passando alla decomposizione capovolta, possiamo applicare
lo stesso metodo per eliminare i punti critici di indice 4.
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Figura 4.3: La figura rappresenta i passi fatti per l’eliminazione dei punti critici di
indice 0. Questa è una riproduzione dell’argomentazione di Kirby in [18]
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Notiamo che è possibile modificare φ tramite isotopia e successivamente
le funzioni ft, relativamente a f0 ed f1, in modo tale che il punto critico e la
linea di flusso gradient-like che lo collega al bordo della pagina siano fissati
per ogni t; possiamo supporre inoltre che le funzioni coincidano tutte in un
intorno del punto e della linea di flusso.
 Eliminazione punti critici di indice 3.
Per eliminare i punti di indice 3 in modo che la famiglia di funzio-
ni {ft} abbia esclusivamente punti critici di indice minore o uguale
a 2, consideriamo il cobordismo capovolto, cioè la famiglia {−ft}, e
puntiamo ad eliminare i punti critici di indice 1 di questa. Per farlo
utilizzeremo solo in parte la teoria di Cerf, il procedimento è di natura
più topologica; risulterà centrale il teorema 1.67 enunciato nel para-
grafo 1.3.3 sulle decomposizioni a libro aperto.
Iniziamo col considerare un intorno del bordo della pagina del tipo
N = ∂X × [a, b], con ∂X = ∂X × {a};
modifichiamo φ tramite isotopia in modo tale che φ|N = idN e possia-
mo assumere inoltre che
ft|N : ∂X × [a, b]→ [a, b]
sia semplicemente la proiezione sul secondo fattore per ogni valore di
t. Denoteremo con
Ni = N × {i} ⊂ X × {i} i ∈ {0, 1}.
Torniamo al grafico di Cerf del cammino di funzioni che congiunge
−f0 con −f1 e riordiniamo le parti del grafico relative ai punti critici
di indice 1 come abbiamo fatto per i punti di indice 0, in modo tale
che risultino come nella Figura 4.2. Focalizziamo la nostra attenzione
alla parte più in basso del grafico e modifichiamo tramite isotopia la
famiglia {−ft} per eliminare i punti di nascita e morte che sono agli
estremi di questa linea spingendoli fuori dal grafico: questo passaggio
è descritto in Figura4.4. Con questa operazione le funzioni −f0 ed
−f1 acquistano entrambe una coppia di punti critici in più, che cor-
rispondono ad una coppia di manici di indice 1 e 2 che si cancellano.
Assumiamo che queste due coppie siano contenute in una 4-palla di
raggio piccolo Bi ⊂ Ni; se con
p : X × [0, 1]→ X × {0}
denotiamo la proiezione sul primo fattore, supporremo inoltre che
p(B1) = B0. Per la precisione, indicando con h1i e h2i l’1-manico ed
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Figura 4.4
il 2-manico in X × {i}, supporremo che questi siano attaccati ad una
3-palla
B˜i ⊂ ∂X × {c} ⊂ Ni, c ∈ [a, b], i ∈ {0, 1}.
La sfera di attaccamento del due manico h20 è una circonferenza
A0 ' S1 = a10 ∪ a20,
dove a10 è la parte della circonferenza che giace su B˜0, mentre a20 è
la parte contenuta in ∂h10. Sia γ0 un cammino che congiunge le due
regioni di attaccamento dell’1-manico parallelo a a10 e sia γ′0 il cammi-
no su h10 parallelo al cuore che lo completa ad una circonferenza C0;
dato che questo cammino può essere deformato sul bordo del 2-manico
risulta essere banale, ed in particolare possiamo vederlo come il bordo
di un disco D0. Le immagine tramite ft delle regioni di attaccamento
di h10 cambiano per isotopia in ∂X × {c}, in quanto il manico non
scivola sopra altri perchè è quello più in basso della decomposizione.
Grazie al teorema di estensione dell’isotopia, dato che le regioni di
attaccamento sono compatte, tale isotopia si estende ad una isotopia
ambiente di ∂X × {c}, che ci permette di considerare l’immagine di
γ0 in ∂X × {c} ⊂ N1, che denoteremo con γ1. In verità l’isotopia in
questione può essere ancora estesa per essere definita su X; denotiamo
allora con D1 l’immagine di D0 tramite questa in X×{1}. I bordi del
disco che viene mappato in X1 passando per tutto X×[0, 1] descrivono
delle curve
Ct ⊂ X × {t} ∀t ∈ [0, 1].
Eseguiamo adesso simultaneamente una chirurgia lungo ognuna di que-
ste curve su ogni X × {t}, cioè, come descritto nella Definizione 1.23,
rimuoviamo un intorno tubolare di Ct, del tipo
Ct ×D3 ' S1 ×D3,
e lo rimpiazziamo con D2×S2 incollato lungo il bordo S1×S2: questa
operazione di chirurgia rimpiazza un 1-manico con un 2-manico.
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Figura 4.5: I nomi degli oggetti si riferiscono al caso 4-dimensionale. Questa figura
mostra come fare chirurgia lungo una circonferenza che giace sull’1-manico fa sí che
questo si trasformi in un 2-manico. Nell’immagine a sinistra è evidenziato l’intorno
tubolare che viene rimosso; in quella a destra è descritto l’attaccamento lungo
il bordo S2 × S1: fissato un punto su S2, circonferenza longitudinale, dobbiamo
attaccare lungo il corrispondente S1 un disco, una parte del quale ”riempie” la
cavità nella sfera, regione tratteggiata, un’altra ”riempie” la cavità dell’1-manico.
Otteniamo così un 2-manico.
Sia X ′ la pagina X×{0} modificata tramite chirurgia; allora vale che:
Affermazione:
- X ′ = X](S2 × S2);
- φ può essere esteso ad un diffeomorfismo φ′ definito su X ′;
- l’insieme delle pagine su cui è stata fatta l’operazione forma un
cobordiamo X ′×[0, 1] e possiamo definire una famiglia di funzioni
{f ′t} su queste nuove pagine e vale inoltre che f ′1 = f ′0 ◦ φ′.
Per la Proposizione 1.25, dato che C0 è un loop omotopicamente ba-
nale, la chirurgia su X × {0}, una volta scelto il framing appropiato,
dà proprio
X ′ = X](S2 × S2).
Notiamo inoltre che possiamo fare le chirurgie su Ct simultaneamente
ed usando lo stesso framing, quindi possiamo interpretare questa ope-
razione come una chirurgia fatta lungo l’anello formato dalle curve Ct
in X × [0, 1], che preserva la struttura prodotto. Allora il cobordismo
X× [0, 1] diventa X ′× [0, 1], provando parte del terzo punto dell’affer-
mazione. Le funzioni ft definite sul complementare della zona dove è
stata fatta chirurgia, possono essere estese a questa zona formando una
nuova famiglia {f ′t}. Vediamo ora come dimostrare i punti mancanti
dell’affermazione analizzando la curva C1: questa è composta da un
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cammino che giace sull’1-manico h11, γ′1, e da γ1 che è il trasformato di
γ0 tramite isotopia e che è un generico cammino in ∂X×{c} ⊂ N1 che
collega le due regioni di attaccamento del manico. In particolare C1 è
il bordo del disco D1 ed è quindi nullo in omotopia in N1; N1 si retrae
per deformazione su ∂X ×X, quindi C1 risulta omotopicamente nullo
anche in questo sottospazio. Consideriamo il 2-manico h21: questo è
attaccato lungo una curva
A1 ' S1 = a11 ∪ a21,
dove a11 è contenuto in B˜1, mentre a21 è un cammino sul manico h11. Gli
archi a11 e γ1 possono essere connessi in modo da formare una curva
chiusa e semplice c1 in ∂X × {c} ⊂ N1. Dato che γ′1 è deformabile,
passando per il del 2-manico, su B˜1, C1 e c1 sono cammini isotopi e
quindi anche c1 è omotopicamente banale in ∂X×{c}; possiamo allora
costruire un’isotopia F (t, s) che trasforma γ1(s) in una curva γ˜1(s)
parallela ad a11. Questa isotopia ci permette di estendere la famiglia
di curve Ct ⊂ X × {t} per t ∈ [0, 2], ponendo
Ct = F (t− 1, s) ∪ γ′1, t ∈ [1, 2];
dato che φ|N coincide con l’identità, φ(C0) e C2 sono omotope, senza
perdita di generalità possiamo proprio supporre che le due curve coin-
cidano. Estendiamo anche la famiglia di funzioni {−ft} a t ∈ [0, 2], in
maniera costante per i valori di t compresi fra 1 e 2; vale sempre che
−f2 = −f0 ◦φ. La famiglia di curve Ct forma con queste condizioni un
toro nel mapping torus di X, quindi facendo chirurgia simultaneamen-
te lungo le curve che lo compongono e riparametrizzando l’intervallo
[0, 2] sono verificati tutti i punti dell’affermazione; φ infatti si estende
ad una mappa φ′ definita sulla regione su cui è stata fatta la chirurgia
che è contenuta in N in quanto avevamo supposto che φ|N fosse l’i-
dentità. Questo vuol dire in pratica che (X ′, φ′) è una decomposizione
a libro aperto di una varietà che ha un punto critico di indice 1 in
meno, rispetto ad M ma che non è più una decomposizione per M .
Cerchiamo di modificare questa decomposizione per cercare di ritor-
nare a descrivere la nostra varietà: utilizzeremo qui il Teorema 1.67 di
stabilizzazione introdotto nel paragrafo 1.3.3.
Dati X ′, f ′t , φ′ definiti come sopra costruiamo
X ′′ = X ′](S2 × S2).
Dato che S2 × S2 è attaccato lungo il bordo e φ′∂X′ = id, possiamo
chiaramente estendere φ′ ad una mappa φ˜′ definita su X ′′. Possiamo
inoltre estendere le f ′t a funzioni di Morse {˜f ′t} definite su X ′′ tali che
{˜f ′1} = {˜f ′0} ◦ φ′′. Notiamo che:
X ′′ = X]Z, con Z = (S2 × S2)](S2 × S2);
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possiamo effettuare una serie di scivolamenti di manici su Z lasciando
invariata X in modo tale da ottenere un diffeomorfismo
ψ : X ′′ → X ′′
che risulti l’identità su X e su Z dia invece la decomposizione a libro
aperto del Teorema 1.67, vale a dire ψ|Z = φstab. Questi scivolamenti
ed operazioni con i manici sono rappresentati da funzioni di Morse
{f ′′t }, t ∈ [1, 2], che dunque possono estendere la famiglia precedente;
definendo φ′′ = φ˜′ ◦ ψ si ha un diffeomorfismo di X ′′ e le funzioni di
Morse soddisfano
f ′′2 = f ′′0 ◦ φ′′.
Dato che
 X ′′ = X]((S2 × S2)](S2 × S2))
 φ′′|X = φ
 φ′′|Z = ψ|Z = φstab,
per il Lemma 1.60 (X ′′, φ′′) descrive la decomposizione a libro aperto
ottenuta come somma connessa della decomposizione iniziale di M e
quella speciale di S5 presentata alla fine del paragrafo 1.3.3, quindi è
una decomposizione per
M]S5 'M.
Le nuove mappe f ′′t relative a questa nuova decomposizione hanno però
un punto critico di indice 3 in meno. Procedendo in modo analogo per
ogni altro punto simile si ha la tesi, cioè una nuova decomposizione
per M con associate funzioni di Morse senza punti critici di indice
maggiore di 2.
Capitolo 5
Costruzione della struttura
di contatto
5.1 La struttura di contatto in dimensione 5
In questo capitolo si assemblano tutti i pezzi introdotti fino ad ora per
formare la dimostrazione del risultato centrale di questo lavoro: le strutture
di quasi contatto sono omotope alle strutture di contatto.
Teorema 5.1. Su una 5-varietà M chiusa ed orientata, una qualsiasi strut-
tura di quasi contatto (η, J) è omotopa, tramite strutture di quasi contatto,
ad una struttura di contatto ξ su M .
Dimostrazione. Questa dimostrazione è lunga e complessa, e richiede l’uti-
lizzo di molti dei risultati enunciati nei capitoli precedenti. Divideremo la
varietà in parti, e su ognuna di esse cercheremo di definire delle strutture di
contatto, che si incollino bene fra loro e diano infine una struttura su tutta
la varietà.
Come visto in precedenza sappiamo esistere su M una decomposizione a li-
bro aperto (Y, pi) le cui pagine ammettono una decomposizione in manici di
indice non più grande di 2 che supporta tutte le strutture di quasi contatto;
il Teorema 4.6 ci permette inoltre di ammettere che, se su una pagina del
libro è definita una funzione di Morse f , allora questa e la sua composizione
con la monodromia della decomposizione sono congiunte da una famiglia di
funzioni di Morse con le proprietà descritte dal teorema.
Data (η, J) su M , per il Teorema 2.13, esiste una struttura di contatto
overtwisted ξ definita su Y tale per cui
H(ξ) ∼ η,
possiamo allora pensare J definita suH(ξ) e considerare la struttura di quasi
contatto descritta da (H(ξ), J). Come abbiamo visto nell’Osservazione 2.12,
83
84CAPITOLO 5. COSTRUZIONE DELLA STRUTTURADI CONTATTO
J induce una struttura quasi complessa sulle pagine del libro aperto,
Jθ : TXθ → TXθ, Xθ = pi−1(θ), θ ∈ S1.
La prima partizione di M è data dall’intorno della rilegatura, N , e dal
complementare della sua parte interna che denoteremo con C,
N = Y ×D2, C = M −N ;
come già visto nella parte introduttiva al Teorema 4.6, possiamo pensare alla
fibrazione come definita su C ed estendibile ad N − Y come la proiezione
sulla coordinata θ di D2 con coordinate polari. Questo vuol dire che C è
diffeomorfo al mapping torus dato dalla monodromia della decomposizione
e da una pagina. Con un leggero abuso di notazione continuiamo a denotare
allo stesso modo le pagine e le strutture quasi complesse relative alla nuova
fibrazione, e fissiamo X = Xθ0 per qualche θ0 ∈ S1; allora si ha
C = X × [0, 1]/(x, 1) ∼ (φ(x), 0),
dove φ è la restrizione della monodromia alle nuove pagine e possiamo an-
cora supporre, a meno di modificarla tramite isotopia, che sia l’identità in
un intorno di ∂X. Decomponiamo in altre due parti C, partendo da una
divisione della pagina X: grazie al Teorema 4.6, ogni pagina ammette un
unico punto critico di indice 0, consideriamo allora X ′ ' D4 un intorno di
tale punto e X ′′ = X −X ′; possiamo supporre inoltre che φ sia l’identità su
questo intorno. Di conseguenza abbiamo la seguente decomposizione di C:
C = C ′ ∪ C ′′,
dove C ′ è il mapping torus relativo a (X ′, φ|X′), che, visto che φ|X′ = id,
risulta diffeomorfo a D4 × S1, e C ′′ è il mapping torus di (X ′′, φ|X′′).
Per riuscire a definire la struttura di contatto su ogni parte della suddivisione
è necessario ripartire ulteriormente X ′′. Introduciamo uno spazio modello
che ci sarà utile per descrivere tale ripartizione.
Situazione modello: sia B una palla di raggio unitario contenuta nello
spazio complesso C2 su cui è definita la struttura complessa standard, dun-
que B ha una struttura di varietà simplettica data dalla forma simplettica
standard, che è compatibile con la struttura complessa data. Consideria-
mo il bordo ∂B ' S3, e ricordiamo, come visto nel paragrafo 1.3.1, che la
struttura di contatto su S3 data dai piani tangenti invarianti rispetto alla
struttura complessa nei punti di S3, è quella standard della sfera, ξ0. Sia
D ⊂ S3
una palla di Darboux, cioè un intorno di un punto in S3 per cui la struttura
di contatto su di esso sia quella standard di R3; incolliamo al disco D lo spa-
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Figura 5.1: Rappresentazione della situazione modello.
zio D× [1, 2], in modo che il disco sia identificato con D×{1}, e denotiamo
con R lo spazio cosí ottenuto. Osserviamo che possiamo porre anche su R
una struttura simplettica e definirne una complessa con essa compatibile.
Consideriamo su D × [1, 2] parte della simplettificazione fatta a partire da
(D, ξst): questa estende la struttura simplettica standard definita su B. Per
la contraibilità delle strutture complesse compatibili con una struttura sim-
plettica data, per quanto visto nella sezione 1.1 sull’ostruzione all’estensione
di mappe, possiamo estendere la struttura definita su B ad una su R ancora
compatibile, sia questa J ′.
Torniamo al nostro caso: esiste un certo intorno in X del bordo Y della
pagina X, U ' Y × [0, 2] su cui φ è l’identità; su ogni pagina Xθ possiamo
definire un tale intorno Uθ, l’unione di tutti questi intorni, U ′, è un intorno
di ∂C, diffeomorfo a U × S1. Come abbiamo visto nella dimostrazione del
Teorema 2.13, possiamo supporre che la struttura complessa J sia indipen-
dente dalla coordinata angolare su U . Sempre facendo riferimento a questo
teorema, abbiamo visto che per ogni t ∈ [0, 2] ogni spazio Y × {t} ⊂ Uθ è
Jθ convesso e Jθ |Y×{t} ha un piano invariante dato da ξ. Supponiamo allora
che X ′ sia un piccolo intorno di un punto in U ′, e prendiamo γ la linea di
flusso che congiunge il bordo di X ′ a quello di X come nel Teorema 4.6; sup-
poniamo che sia trasversale ad ogni Y ×{t}. Se prendiamo l’unione di X ′ e
di un intorno del cammino γ si vede chiaramente che è possibile costruire un
diffeomorfismo fra questa e lo spazio R costruito nella situazione modello che
mappa B in X ′ e D× [1, 2] nell’intorno di γ. Lo spazio D× [1, 2] può essere
visto come una famiglia ad un parametro di intorni di Darboux, e possiamo
supporre che per ogni t l’immagine tramite il diffeomorfismo di D × {t} sia
una palla anch’essa di Darboux contenuta in Y × {t}, quindi su entrambi
gli spazi è definita la struttura di contatto standard di R3; il diffeomorfismo
risulta essere allora un contattomorfismo se ristretto a D×{t}. Dunque, per
il Teorema di Darboux esiste un contattomorfismo fra (D, ξ0|D3) e (D, ξst),
e uno fra l’immagine di D con la struttura di contatto standard e lo stesso
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spazio con la struttura data dalla restrizione di ξ; per questo possiamo sup-
porre che i sottospazi invarianti rispetto a J ′, che definiscono la struttura di
contatto ξ0 su D×{t} vadano nei sottospazi invarianti nei punti dell’imma-
gine rispetto a J che definiscono la struttura di contatto ξ su Y × {t}.
Ancora una volta utilizziamo la contraibilità delle strutture complesse com-
patibili con una struttura di contatto data e modifichiamo in maniera con-
tinua rispetto a t le strutture complesse ristrette all’immagine di D×{t} in
modo che J ′ e J coincidano sull’immagine di R, senza modificare gli spazi
J-invarianti per t ∈ [1, 2]. In questo modo su X ′ ' D4 è definita la struttura
complessa standard. Dato che J non dipende dalla coordinata angolare su
U possiamo fare quest’ultima operazione su ogni pagina.
Poniamo finalmente:
X ′′ = W ∪W ′, dove W = X ′′ −R, e W ′ = D × [1, 2],
ottenendo la decomposizione per X ′′.
U
N
X
X''
X'
Y= 
X
�
Figura 5.2: In figura un disegno della suddivisione della pagina. La regione in grigio
più scuro rappresenta W ′, i cui bordi sono evideziati dal colore arancione, mentre
quella in grigio più chiaro è W , i cui bordi sono in verde. Le linee tratteggiate che
separano W da W ′ corrispondono al bordo verticale che coincide per entrambi gli
spazi.
Osserviamo con attenzione che questa suddivisione di X ′′ è composta da
due cobordismi relativi: W ′ lo è banalmente dato che è un cilindro, mentre
W è un cobordismo relativo fra il disco D3, che è il complementare di D su
S3, e Y −B dove B è una palla in Y , corrispondente a D × {2}.
Osserviamo inoltre che per le ipotesi su φ, la monodromia coincide con
l’identità se ristretta a X ′ e W ′, in più, grazie al Teorema 4.6, abbiamo una
funzione di Morse f : X ′′ → R che soddisfa tutte le proprietà del teorema
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epossiamo supporre che il campo di vettori gradient like per f sia non nullo
su W ′, e tangente a ∂W ∩ ∂W ′.
Iniziamo a costruire per passi la struttura di contatto.
 Struttura su C ′.
In questo primo passo ci viene in aiuto un diretto corollario di un ri-
sultato elaborato da Etnyre e Pancholi in [7]. Prima di enunciarlo,
prendiamo in esame le strutture dicontatto su S3; nel paragrafo 1.3.1
abbiamo definito la struttura di contatto standard sulla sfera, ξ0, ed
abbiamo osservato che questa coincide con il campo di iperpiani defini-
to dai sottospazi dello spazio tangente invarianti rispetto alla struttra
complessa standard della sfera vista nello spazio complesso. Grazie
alla classificazione di Eliashberg delle forme di contatto su 3-varietà
si ha che nella classe di isotopia di questa struttura di contatto ve ne
è un’altra, che è overtwisted, ottenibile dalla precedente tramite un
twist di Lutz; per questa affermazione facciamo riferimento a [8], pa-
gina 254. Il risultato di Etnyre e Pancholi è espresso nelle seguente
proposizione.
Proposizione 5.2. Esiste una struttura di contatto ζ definita su D4×
S1 che induce la struttura di contatto overtwisted su ∂D4 × {θ} '
S3, ∀θ ∈ S1. Più precisamente se αot è la 1-forma che definisce la
struttura overtwisted su S3, allora in un intorno del bordo di D4 × S1
del tipo
S3 × (12 , 1]× S
1,
la struttura di contatto si scrive come
ζ = ker(Kdθ + tαot),
dove K è una costante positiva, t è la coordinata su (12 , 1] e θ è quella
su S1. Inoltre ζ è omotopa tramite strutture di quasi contatto alla
struttura di quasi contatto definita in ogni punto dagli spazi tangenti
a D4 × {θ} visto come sottospazio di C2, per ogni θ ∈ S1.
Notiamo che grazie all’ultima affermazione della Proposizione 5.2, ζ
risulta omotopa a H(ξ)|D4×θ, in quanto, come già detto in preceden-
za, questo campo di iperpiani coincide con i tangenti alle pagine sul
complementare di N , e su D4 abbiamo la struttura standard di C2.
 Struttura su C ′′.
In questo passo della dimostrazione entrano in gioco le nozioni ed i
risultati presentati nel Capitolo 3.7.
Abbiamo che:
C ′′ = X ′′ × [0, 1]/(x, 1) ∼ (φ(x), 0),
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e che X ′′ = W ∪W ′. Iniziamo considerando W ′ = D3 × [1, 2]: abbia-
mo già visto come questo spazio può essere munito di una struttura
simplettica data dalla simplettificazione fatta a partire dalla forma
di contatto standard su D3. Denotiamo con α tale forma, allora la
simplettificazione riparametrizzata è data da (D3 × [1, 2], d(et−1α)); è
quindi ben definita su W ′ × S1 la struttura di contatto data da
β = ker(Kdθ + et−1α).
Infatti,
∗ d(Kdθ + et−1α) = et−1(dα+ dt ∧ α),
∗ d(Kdθ + et−1α) ∧ d(Kdθ + et−1α) = (et−1)2[dα ∧ dα+ 2dt ∧ α ∧ dα],
quindi
(Kdθ + et−1α) ∧ d(Kdθ + et−1α) ∧ d(Kdθ + et−1α) =
(et−1)2[Kdθ ∧ (dα ∧ dα) + et−1(α ∧ dα ∧ dα)];
dato che α è una forma di contatto,
α ∧ dα ∧ dα 6= 0,
sicuramente il secondo termine è non nullo: di conseguenza, dato che
i coefficienti del primo termine, dove non si annullano, sono positivi,
anche β risulta una forma di contatto.
Osserviamo che la tripletta (d(et−1α), ∂t, f|W ′)) dà a W ′ una struttura
di cobordismo di Weinstein relativo. Infatti:
* (d(et−1α), ∂t) forma una struttura di Liouville, dato che la prima
è una forma simplettica su W ′ e vale che
dι∂t(d(et−1α)) = d(et−1(dα+ dt ∧ α)(∂t,−)) = d(et−1α);
* ∂t punta internamente su D3×{0} ed esternamente su D3×{1},
rispetto a W ′, ed inoltre è tangente al bordo verticale;
* ∂t è un campo di vettori gradient like per f , infatti se V è un
campo gradient-like per f , V è tangente alle linee di flusso, quindi,
dato che stiamo considerando un intorno di γ, possiamo supporre
che sia trasverso a W ′ ∩ Y × {t}, e quindi a meno di omotopia
coincide con ∂t;
* possiamo supporre che f non ammetta punti critici su W ′ e che
sia costante sulle componenti di bordo.
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Spostiamo la nostra attenzione adesso su W , più precisamente consi-
deriamo
W × [0, 1]/(x, 1) ∼ (φ(x), 0).
Denoteremo W × {t} con Wt e con Jt indicheremo la struttura com-
plessa su questo spazio. Consideriamo le restrizione a W delle fun-
zioni che compongono la famiglia descritta dal Teorema 4.6, ottenia-
mo così ft : W → R che compongono un cammino fra f0 = f|W e
f1 = f|W ◦ φ|W ; per semplicità di notazione non cambieremo simbolo-
gia per indicare tali restrizioni ma ci limiteremo ad esplicitare il loro
dominio di definizione quando necessario.
Estendiamo leggermente ∂vW in W ′ e ∂−W in X ′ in modo da poter
supporre che esista un intorno di queste due porzioni di bordo su cui
sia possibile definire una struttura di cobordismo di Weinstein.
Figura 5.3: Questa figura è un ingrandimento della zona interessata della precedente
Figura 5.2. Le linee nere che sono state aggiunte, indicano l’estensione di W in W ′
e X ′.
Per la precisione per il primo consideriamo
(∂vW × [0, ], d(et−1α)|∂vW×[0,], ∂t, f|∂vW×[0,]),
dove ∂vW è identificato con ∂vW × {0}, e d(et−1α) è la struttura
simplettica sul cobordismo W ′; per il secondo
(∂−W × [0, ′], d(etαot), ∂t, f|∂−W×[0,′])
dove nuovamente ∂−W ' ∂−W × {0}, e la forma simplettica è la
simplettificazione della struttura di contatto overtwisted di S3 ristretta
a S3 −W ′.
Consideriamo su W ×{0} una 2-forma non degenere β0 compatibile la
struttura complessa J0; allora su W ×{1} posso definire tramite pull-
back la 2-forma β1 = φ∗(β0), anch’essa non degenere e compatibile con
J1. Affermiamo che è possibile costruire un cammino di 2-forme non
degeneri che collegano β0 e β1. Infatti definiamo
A = {t ∈ [0, 1] | ∃un cammino di 2-forme non degeneri fraβ0 e βt}
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e dimostriamo che è un sottoinsieme non vuoto, aperto e chiuso di
[0, 1] per vedere così che coincide con tutto l’intervallo. Definiamo per
ogni t:
gt(x, y) = β0(Jt(x), y) + β0(Jt(y), x) ∀x, y ∈ TWt;
chiaramente si ha che gt(x, y) = gt(y, x) ∀t, e che
gt(Jt(x), Jt(y)) = β0(−x, Jt(y)) + β0(−y, Jt(x)) = gt(x, y).
Vediamo quando gt è una metrica, cioè quando vale che:
gt(x, x) = β0(Jt(x), x) + β0(Jt(x), x) = 2β0(Jt(x), x) > 0;
per t = 0 g0(x, x) > 0, per la compatibilità della forma β0 con la
struttura complessa J0, ma allora, in un intorno di t = 0, gt definisce
una metrica su W × {t} compatibile con la struttura complessa Jt.
Dunque, come abbiamo visto nell’Osservazione 1.38 la formula
βt = gt(Jt , ),
dà una 2-forma non degenere compatibile con Jt in un intorno di 0.
Questo dimostra sia che A è non vuoto sia che A è aperto. Per provare
che è anche chiuso vediamo che il suo complementare è anch’esso un
aperto. Fissato un punto t0 nel complementare di A possiamo sempre
trovare una 2-forma non degenere che sia compatibile con Jt; facen-
do allora un ragionamento simile a prima, in un intorno di t = t0 è
ben definita un metrica su W × {t} compatibile con Jt che possia-
mo usare per definire un cammino di 2-forme in tale intorno. Dunque
ogni punto del complementare ammette un aperto che giace ancora nel
complementare; infatti, se esistesse un cammino fra una delle forme
nell’intorno di t = t0 e β0 allora avremmo anche un cammino fra βt0
e β0, e questo è un assurdo per ipotesi, dunque A = [0, 1]. Vale che lo
spazio delle strutture simplettiche con la topologia C0 compatibili con
una fissata struttura complessa è contraibile; come riferimento vedere,
per esempio, la Proposizione 1.2.3 in [1]. In particolare le 2-forme non
degeneri compatibili con J1 formano uno spazio contraibile, quindi pos-
siamo supporre che il punto finale del cammino costruito sia proprio
β1 = φ∗(β0). Modificando le βt tramite omotopia possiamo supporre
inoltre che queste forme coincidano con le 2-forme che definiscono i
cobordismi di Weinstein negli intorni di ∂vWt e ∂−Wt, ∀t. Nel merito
di quest’ultima affermazione notiamo che, per costruzione, nell’intorno
U ′ = U ×S1 le strutture complesse sono indipendenti dalla coordinata
angolare, quindi le Jt sono tutte uguali in degli intorni di ∂vW e di
∂−W = D3 lo sono allora anche le βt.
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Affermazione: Su Wi, i = 0, 1 esistono dei campi di vettori Vi, tali
che φ∗V1 = V0 e le triplette (β0, V0, f0) e (β1, V1, f1) sono strutture di
cobordismo di Weinstein flessibile rispettivamente per W0 e W1.
Per dimostrare l’affermazione supponiamo per prima cosa che in degli
intorni di t=0 e t=1 la famiglia di 2-forme βt sia costante. Il Teorema
3.11, dato che sono definiti due cobordismi di Weinstein in due intorni
del bordo inferiore e del bordo verticale diW0, garantisce l’esistenza di
un’ omotopia fra β0 ed una forma simplettica ω e un campo di vettori
V tali che (ω, V, f0) sia un cobordismo di Weinstein relativo flessibile.
Estendiamo W × [0, 1] a W × [−, 1], ed usiamo l’omotopia fra β0 ed
ω per estendere la famiglia di 2-forme. Vale a dire che, se
G : W × [0, 1]→ Ω2(M) G(x, 0) = β0(x), G(x, 1) = ω(x), ∀x ∈M
è l’omotopia fra le 2-forme, definiamo su W × {t} per t ∈ [−, 0], la
2-forma data da G( ,−1 t); su W ×{} è quindi definita la forma sim-
plettica ω. Estendiamo anche la famiglia ft per t ∈ [−, 0] in maniera
costante. Possiamo definire βt per t ∈ [1, 1 + ] facendo il pull-back
tramite φ dell’omotopia G, e nuovamente estendere la famiglia ft per i
valori di t maggiori di 1 in maniera costante. Abbiamo quindi (βt, ft)
definiti per [−, 1 + ] che insieme a V e φ∗V definiscono negli spazi
agli estremi delle strutture di cobordismo di Weinstein flessibile. Ri-
parametrizzando l’intervallo in [0, 1] si ha la tesi.
Ora che l’affermazione è verificata siamo nelle ipotesi del Teorema 3.13:
abbiamo due strutture di cobordismo di Weinstein flessibile,
(V, ω, f0) e (φ∗V, φ∗ω, f1),
sulla 4-varietà W , cobordismo fra la varietà di contatto D3, che ha
una struttura overtwisted, e Y − B; abbiamo un cammino di fun-
zioni ft che sono di Morse senza punti critici di indice maggiore di
2, che danno un cammino fra le funzioni definite sui cobordismi e
un cammino di 2-forme non degeneri fra ω e φ∗ω e degli intorni del
bordo verticale ed inferiore di W su cui definiscono una struttura di
cobordismo di Weinstein. Allora, per il Teorema3.13, esiste un cam-
mino (ωt, Vt, ft) di strutture di Weinstein definite su Wt che connette
(V, ω, f0) e (φ∗V, φ∗ω, f1) ed inoltre il cammino di strutture ωt è omo-
topo a βt relativamente agli estremi e agli intorni di ∂vW e ∂−W .
Poniamo:
λt = ιVtωt,
queste formano una famiglia di 1-forme non degeneri che sono le pri-
mitive delle forme simplettiche ωt; consideriamo
α = Kdt+ λt,
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1-forma definita su W × [0, 1] con K costante positiva. Verifichiamo
che α definisce una forma di contatto:
dα = dt ∧ ∂λt
∂t
+ dλt ⇒
α ∧ dα = Kdt ∧ dλt + λt ∧ dt ∧ ∂λt
∂t
⇒
(α ∧ dα) ∧ dα = Kdt ∧ dλt ∧ dλt + λt ∧ dt ∧ ∂λt
∂t
∧ dλt+
+λt ∧ dλt ∧ dt ∧ ∂λt
∂t
+ λt ∧ dλt ∧ λt =
= Kdt ∧ dλt ∧ λt + 2λt ∧ dλt ∧ dt ∧ ∂λt
∂t
=
= dt ∧ dλt ∧ (Kdλt + 2∂λt
∂t
∧ λt);
per un valore diK abbastanza grande questo prodotto non è mai nullo,
dato che i coefficienti della 3-forma al primo termine sono positivi.
Questa 1-forma estende la 1-forma definita su W ′× [0, 1], infatti in un
intorno del bordo ∂W ′∩∂W abbiamo definito la forma simplettica βt,
che coincide in questa regione con ωt, a partire da quella su W ′, le due
forme coincidono dunque in questo intorno e quindi anche le 1-forme
che ne sono le primitive e danno le forme di contatto.
Passando la forma α al quoziente si ottiene una forma di contatto su
C ′′ data da
α = Kdθ + λθ.
Rimane da verificare che questa forma si incolla bene con quella de-
finita al primo passo su C ′. Sul bordo di C ′ abbiamo la struttura di
contatto descritta da
ζ = ker(Kdθ + αot),
dove αot è la 1-forma che definisce la forma di contatto standard overt-
wisted su S3. Questa 1- forma si può estendere usando α, in quanto
ωt in un intorno del bordo ∂−X ′′ è stato definito a partire dalla sim-
plettificazone di questa struttura di contatto, e dunque le due 1-forme
sul bordo coincidono.
Denotiamo la struttura di contatto associata alla forma trovata con ζ,
ed osserviamo che ζ è omotopa tramite strutture di quasi contatto ai
tangenti alle pagine della decomposizione di C ′′ e quindi alla nostra
struttura di partenza. Infatti α(∂θ)=K dove ∂θ, è il vettore ortogonale
ai tangenti alle pagine: il campo di vettori ortogonale a ζ è trasver-
sale alle pagine, e dunque a meno di omotopia possiamo pensare che
coincida con ∂θ.
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Prima di compiere il passo che definisce la struttura di contatto su N ,
dobbiamo farne uno intermedio in cui sfrutteremo il risultato di Eliashberg
sulla classificazione dei tipi di omotopia delle strutture di contatto overtwi-
sted su una 3-varietà enunciato nel Teorema 1.51. Il punto è creare un’o-
motopia fra dei cammini di strutture di contatto su Y che permattano di
definirne una nell’intorno N . Vediamo come fare.
 Costruzione di un disco overtwisted in ∂C ∩Xθ.
Iniziamo col considerare il loop di strutture di contatto su Y ,
ξθ = Ker(λθ),
dove con λθ si intende la restrizione a Y della 1-forma che compare
nella definizione della forma di contatto su C ′′. La nostra struttura di
quasi contatto originale, η ∼ H(ξ), definita su una pagina Xθ induce
su Y un cammino di strutture di contatto costantemente uguali a ξ,
che può essere anche visto come l’insieme dei sottospazi dello spazio
tangente invarianti rispetto alla struttura quasi complessa J .
Notiamo che l’omotopia di 2-forme precedentemente costruita fra βt,
forma compatibile con Jt, e ωt può essere costruita a partire da un’o-
motopia di strutture complesse. Infatti, ricordiamo che, fissata una
metrica g, βt era definita da
βt(v, w) = g(Jt(v), w);
ma allora se consideriamo un’omotopia (Jt)s, s ∈ [0, 1] di strutture
quasi complesse, il cammino
γs = g((Jt)s,−)
è un cammino di 2-forme su Wt. L’omotopia fra βt e ωt può essere
costruita in questo modo per un’opportuna omotopia (Jt)s. Possiamo
inoltre supporre che le strutture (Jt)1, che sono compatibili con ωt,
abbiano ξθ come sottospazio complesso invariante su Y = ∂+X ′′. No-
tiamo che su ∂+W ′, ξθ è costante, perchè λθ lo è su W ′, quindi questo
cammino è omotopo ad un cammino costante in Pp(Y ), ∀p ∈ ∂+W ′.
Vorremmo applicare il Teorema 1.51, che afferma questa omotopia è
in realtà fra strutture di contatto. Per farlo ci serve l’ipotesi che ξθ
ammette un disco overtwisted contenente p, una volta fissato un certo
p ∈ ∂+W ′.
Abbiamo detto in precedenza che ξθ è costante su ∂+W ′ ' D3, questo
vuol dire che la 1-forma che lo definisce è indipendente da θ in que-
sta regione. Sia ξθ |D3 = δ la struttura di contatto costante sul disco:
considero una 1-sfera K in D3 passante per p e trasversale a δ; se con-
sideriamo il mapping torus di D3 ristretto a K, si ha che, dato che la
monodromia coincide con l’identità sul bordo delle pagine, in D3×S1
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otteniamo il toro K×S1. Adesso, per ogni θ ∈ S1, eseguiamo un twist
di Lutz lungo K×{θ}. Otteniamo così una nuova forma di contatto λ′θ
su Y che ristretta al disco D3 ⊂ Y è ancora costante ma adesso coin-
cide con una forma di contatto overtwisted. Grazie alla Proposizione
1.50, λ′θ differisce da λθ per un’omotopia relativa a Y −D3. In questo
modo abbiamo ottenuto una nuova struttura di contatto che ammet-
te per ogni θ un disco overtwisted per p. Per semplicità notazionale
ometteremo l’apice denotandola come precedentemente all’operazione
di twist.
 Struttura di contatto su N .
Abbiamo appena visto che ξθ = ker(λθ) è un loop di strutture di
contatto su Y che ammettono uno stesso disco fissato contenuto in
D3 ⊂ Y come disco overtwisted, questo loop giace dunque in Cot(Y ).
Per il Teorema 1.51 dato che è contraibile come cammino in Pp(Y )
lo è anche come cammino di strutture di contatto overtwisted; questo
vuol dire che, per ogni r ∈ [0, 1], c’è un loop λrθ di forme di contatto
su Y tali che:
– λ0θ è indipendente da θ, cioè è una forma costante,
– λ1θ = λθ;
supponiamo inoltre che λrθ sia indipendente da r in un intorno di r = 0
e r = 1.
Consideriamo ora la seguente 1-forma definita su N = Y ×D2 :
β = f(r)dθ + g(r)λrθ,
con f e g funzioni ausiliarie definite sull’intervallo [0, 1] a valori rea-
li. Studiamo sotto quali condizioni questa forma risulta di contatto,
calcolando
β ∧ dβ ∧ dβ;
partendo dal fatto che
dβ = f ′dr ∧ dθ + g′dr ∧ λrθ + gdr ∧
∂λrθ
∂r
+ gdθ ∧ ∂λ
r
θ
∂θ
+ g ∧ dλrθ,
con un po’ di fatica si ottiene il risultato seguente:
β ∧ dβ ∧ dβ = g(f ′g − g′f)dr ∧ dθ ∧ λrθ ∧ dλrθ−
− g2dr ∧ dθ∂λ
r
θ
∂r
∧ (fdλrθ − gλrθ ∧
∂λrθ
∂θ
).
Studiamo l’uguaglianza sopra: dove λrθ è indipendente da r il secon-
do termine sparisce poichè ∂λ
r
θ
∂r = 0, dunque in queste regioni basta
imporre che
g > 0 e che (f ′g − g′f) > 0,
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perché β verifichi la condizione di forma di contatto. Nelle regioni
invece in cui λrθ dipende da r poniamo:
– g = k con k costante sufficientemente grande,
– f(r) = ecr, dove c indica un valore costante arbitrario;
allora si ha che
β ∧ dβ ∧ dβ = k2[cercdr ∧ dθ ∧ λrθ ∧ dλrθ−
− dr ∧ dθ ∧ ∂λ
r
θ
∂r
∧ (ecrdλrθ − kλrθ ∧
∂λrθ
∂θ
)].
Fissato il valore di g per c abbastanza grande β risulta una forma di
contatto su tutto lo spazio.
Imponiamo altre condizioni sulle funzioni f e g così che la struttura
definita su N si incolli bene con quella su C. Sia [r1, r2] il sottointer-
vallo di [0, 1] su cui λrθ dipende dalla variabile r, e r3 < r4 due valori
intermedi compresi fra r2 ed 1. Poniamo:
f(r) =

r2 r ∈ [0, r1]
ecr r ∈ [r1, r2]
strett. crescente r ∈ [r2, r4]
K r ∈ [r4, 1].
g(r) =

2 r ∈ [0, r3]
strett. decrescente r ∈ [r3, 1− ]
2− r r ∈ [1− , 1].
In questo modo su ∂N è definita la forma
β = Kdθ + λ1θ = Kdθ + λθ,
che coincide con quella su ∂C = ∂N , possiamo dunque definire l’e-
stensione di ζ a N come il ker(β).
Abbiamo trovato ζ struttura di contatto su tutta la varietà M . L’unica
cosa che resta da mostrare è che questa struttura di contatto è omotopa
alla struttura di quasi contatto iniziale (η, J). Abbiamo visto nei vari passi
che ζ ristretta al complementare di N risulta omotopo a η. Un argomento
usato alla fine della dimostrazione del Teorema 2.13, che sfrutta il fatto
che le pagine abbiano una decomposizione in manici di indice al più 2 e il
Lemma 2.10, ci dice che due strutture di quasi contatto che coincidono su C
coincidono su tutta M . Quindi ζ è omotopa a η tramite strutture di quasi
contatto, questo conclude la dimostrazione.
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5.2 Dimensioni maggiori di 5
Come è stato già detto nell’introduzione a questo lavoro, è auspicabile che
degli argomenti simili a quelli usati nella dimostrazione del Teorema 5.1
possano essere utilizzati in dimensione maggiore di 5. Entrando più nello
specifico analizziamo in quali punti della costruzione della struttura di con-
tatto è indispensabile il fatto di essere in dimensione 5. Innanzitutto Quinn,
come abbiamo visto nel Teorema 1.59, garantisce che possiamo considera-
re una decomposizione a libro aperto per ogni varietá chiusa di dimensione
dispari. Come osservato anche da Etnyre nel suo articolo, non vi è impedi-
mento alcuno ad ipotizzare una generalizzazione del Teorema 2.13, per cui
si potrebbe affermare che ogni varietà ammette una decomposizione a libro
aperto che supporta una qualsiasi struttura di quasi contatto su di essa de-
finita.
Pensiamo ad una suddivisione in parti come nella dimostrazione del teore-
ma. Il teorema di Etnyre e Pancholi, che ci ha permesso di definire imme-
diatamente una struttura di contatto su C ′, è in relatà enunciato in [7] in
dimensione dispari arbitraria; la versione che abbiamo enunciato nella Pro-
posizione 5.2, è un adattamento al nostro caso specifico. Analogamente i
due risultati del capitolo 3, sono enunciati in [3] in dimensione arbitraria,
estendendo la definizione di cobordismo flessibile a qualsiasi cobordismo di
dimensione pari. Questo ci permetterebbe di definire la struttura su C ′′.
L’ultimo passo della dimostrazione in cui si definisce la struttura di contat-
to nell’intorno N della rilegatura, usa la classificazione tridimensionale delle
classi di omotopia di strutture overtwisted: questo è il punto principale in
cui non si puó ovviare al fatto di essere in dimensione 5.
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