Two Variational Inequality Problems for the Wave Equation in a Half-space  by Cooper, Randolph G.
Journal of Mathematical Analysis and Applications 232, 434–460 (1999)
Article ID jmaa.1999.6307, available online at http://www.idealibrary.com on
Two Variational Inequality Problems for the
Wave Equation in a Half-space
Randolph G. Cooper, Jr. III
Department of Mathematics, University of California,
Los Angeles, California 90095-1555
Submitted by Avner Friedman
Received April 14, 1997
1. INTRODUCTION
An important problem in the theory of elasticity is the dynamic plane-
strain type crack problem. The subject of dynamic cracks in solids has
received much attention in the past two decades (see Freund [4],
Poruchikov [11], and Walton and Herrmann [17]). Most of the work done,
however, has not explicitly imposed the physical condition that the two
faces of the crack do not interpenetrate. This type of condition is known as
a unilateral constraint. Imposing this type of condition amounts to imposing
certain inequalities on the displacements or tractions to the problem. Prob-
lems in elasticity involving the contact of two elastic bodies give another
example of problems with unilateral constraints imposed on boundaries (see
Kikuchi and Oden [7]). A particular case of a contact problem is the punch
problem which consists of a rigid body (the punch) indenting an elastic half-
space.
While static contact problems have been studied extensively (see Kikuchi
and Oden [7]) the case of dynamic contact problems has not been stud-
ied nearly as much. There is no work (to our knowledge) on the dynamic
crack problem taking into account the condition of noninterpenetration.
The mathematical formulation of the dynamic crack and punch problems
with unilateral constraints involve the dynamic equations of linear elasticity.
In this paper we consider two simplified dynamic problems with unilateral
constraints obtained when the elasticity equations are replaced by a single
wave equation. Although these simplified problems have no physical mean-
ing, we will still call them the “crack” and “punch” problems, respectively.
434
0022-247X/99 $30.00
Copyright © 1999 by Academic Press
All rights of reproduction in any form reserved.
inequality problems 435
Our motivation to study these simplified problems is that they represent
a new and interesting class of hyperbolic variational inequalities, and we
hope that the methods developed for the study of these problems will be
useful in the study of the real dynamic crack and punch problems. We shall
formulate now the mathematical “crack” problem.
For the space x0; x1; : : : ; xn ∈  × n, where x0 is the time vari-
able and x1; : : : ; xn the spatial variable, consider a “crack” as an n− 1-
dimensional bounded open spatial domain G contained in the hyperplane
defined by x1; : : : ; xn−1; xn = 0 ∈ n−1. Let w be the displacement vec-
tor of the space x1; : : : ; xn ∈ n, w+ the displacement of the upper face
of the “crack” (with respect to xn) and w− that of the lower face. Similarly
let τ+ be the tractions on the upper face and τ− those on the lower face.
We impose the unilateral conditions
w+ −w− ≥ 0 noninterpenetrability
w+ −w− > 0⇒ τ+ = τ− = 0:
Assuming that the “crack” is symmetric with respect to xn = 0, applying
these conditions to the model we obtain8>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>:
∂2w
∂x20
= c2s 1w xn > 0; −∞ < x0 < +∞
w|xn=0 = 0 x′ /∈ G; −∞ < x0 < +∞
w|xn=0 ≥ 0 x′ ∈ G; −∞ < x0 < +∞
−µ ∂w
∂xn

xn=0
≥ h x′ ∈ G; −∞ < x0 < +∞
−µ ∂w
∂xn
− h

·w

xn=0
≡ 0 −∞ < x0 < +∞
w ≡ 0 x0 < 0;
1:0
where x′ = x1; : : : ; xn−1. We intend to solve (1.0) in a space derived from
the Sobolev space H1n+1+  where n+1+ = x ∈ n+1x xn > 0 (we will
give exact definitions of the Sobolev spaces used later). After a reduction
of the problem (1.0) to the boundary xn = 0 we obtain a variational
inequality for the Dirichlet-to-Neumann operator 0D0 + iτ;D′. We will
use the Fourier–Laplace transform in time and the Fourier transform in
space. Because 0D0 + iτ;D′ is a pseudo-differential operator it is more
convenient to treat it in a domain without boundary (i.e., for −∞ < x0 <
+∞). The introduction of a parameter τ > 0 in 0D0 + iτ;D′ is a natural
thing when we consider the Fourier–Laplace transform in time as we get
the analyticity of the dual time variable ξ0 + iτ (we will exploit this).
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In order to treat our variational inequality which has a hyperbolic pseudo-
differential operator we introduce elliptic regularization using a parameter
ε > 0. The thus obtained operator is not symmetric but it is possible to
use known results (see Kinderlehrer and Stampacchia [8], Lions [9], Lions
and Stampacchia [10], and Troianiello [16]) to prove existence of a solution
uε of the regularized problem in Theorem 3.8. In the next step we show
that the solutions uε converge in some weak sense to the solution of the
hyperbolic variational inequality as ε→ 0 (Theorem 3.11). However, since
we loose causality when we introduce the elliptic regularization (i.e., suppuε
will not be contained in x0 ≥ 0) we need to prove that the limiting map
has the causality property (i.e., suppu ⊂ x0 ≥ 0, Theorem 3.13 ). This
will imply that u satisfies the zero initial conditions. It is very convenient
to pose the property of causality as u ≡ 0 for x0 < 0 because the existence
of the restriction to x0 = 0 in the Sobolev space used is questionable.
This is another reason for posing our reduced problem on the domain
−∞;∞ × n−1. Note also that since we are dealing with a variational
inequality it is not obvious that the solution of the inequality has a causal
property in any case.
The solution of the variational inequality (the existence of which is
proven in Theorem 3.11) has a weak regularity. Therefore it is important to
study what additional regularity the solution has. This is done in Section 4.
The equations case of (1.0) was studied both numerically and theoreti-
cally by Sako [13]. Lebeau and Schatzman [14] studied an “obstacle” type
problem with unilateral constraints similar to our punch problem with h ≡ 0
and nonzero initial conditions. They posed their problem in the spatial do-
main G = n−1 and the restricted time domain 0; T  (for T > 0 being ar-
bitrary). The problem was then reduced to the boundary and an variational
inequality involving a form of the Dirichlet-to-Neumann operator was ob-
tained. The unique solvability of this variational inequality was shown using
penalization and semigroup methods. The Dirichlet-to-Neumann operator
is a pseudo-differential operator and is most naturally treated in the time
domain . This greatly simplifies proof of unique solvability as shown in
our paper. In the current work this is done. We use elliptic regularization
instead of penalization and also obtain better regularity results.
We begin with the formulation of the problem as a variational inequality.
We prove the unique solvability and causality of this variational inequality
in Sections 2 and 3. In Section 4 we consider questions of regularity. In
Section 5 we relate the solution of the reduced problem to the original
one. In Sections 6–8 we consider what would naturally be called a simplified
model of a dynamic rigid body indenting a half-space. We shall call it the
dynamic “punch” problem (for a reference on the “punch” problem see
Eskin [3], Galin [5], and Poruchikov [11]). We follow the same approach
for this problem as with the “crack” problem.
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2. THE VARIATIONAL INEQUALITY FORMULATION
OF THE “CRACK” PROBLEM
We quickly review the functional spaces that will be used in this paper
(for a more thorough review see Eskin [3] and Sakamoto [12]). As the
reduction to the boundary must be done on the domain x0 ∈ −∞;∞
we define function spaces using the Fourier–Laplace transform in time and
the Fourier transform in spatial variables. Denote by Hr;sn the space of
functions φx satisfying
φ2r;s =
1
2pin
Z
n
1+ ξ02r1+ ξ0 + ξ′2s
bφξ0; ξ′2 dξ0 dξ′ < +∞;
where bφ is the Fourier transform of φ in time and space variables, ξ0
is the Fourier time variable and ξ′ = ξ1; : : : ; ξn−1 is the Fourier space
variable. Given an open  ⊂ n denote by H˚r;s the space consisting of
functions φ ∈ Hr;sn with suppφ ⊂ . Denote by Hr;s the restriction
of Hr;sn to  with norm
φ∗r;s = inf
lφ
lφr;s;
where the infimum is taken over all extensions lφ of φ. In the case where
r = 0 we will write Hsn in place of Hr;sn and similarly for Hs
and H˚s. Let Hr;s;τn denote the Sobolev space dependent on the
parameter τ > 0 consisting of all φ ∈ D′ (the space of distributions,
here D = C∞0 ) such that e−τx0φ ∈ Hr;sn, endowed with the norm
φ2r;s;τ =
1
2pin
Z
n
1+ τ + ξ02r1+ τ + ξ0 + ξ′2s
× bφξ0 + iτ; ξ′2 dξ0 dξ′:
Given  ⊂ n define H˚r;s;τ and Hr;s;τ similarly. In the special case
u ∈ Hr;s;τn we will understand uτ to mean e−τx0u. We have the dualities
Hr;sn∗ ∼= H−r;−sn
H˚r;s∗ ∼= H−r;−s
Hr;s∗ ∼= H˚−r;−s:
The first isomorphism is set up by the natural pairing
φ;ψ =
Z
n
φxψxdx φ ∈ H−r;−sn; ψ ∈ Hr;sn:
438 randolph g. cooper, jr. iii
The next two are set up by the natural pairing
φ;ψ =
Z
n
lφxψxdx φ ∈ H−r;−s; ψ ∈ H˚r;s:
We note that as suppψ ⊂  and all extensions lφ of φ agree on  this
natural pairing is well defined. We will add the superscript “+” to a Sobolev
space to indicate its positive cone of nonnegative distributions. Further we
will use the notation
Dj = −i
∂
∂xj
for 0 ≤ j ≤ n
D′ =

−i ∂
∂x1
; : : : ;−i ∂
∂xn

:
Definition 2.0. A pseudo-differential operator AD0;D′ on Dn is
defined according to
AD0;D′φx =
1
2pin
Z
n
Aξ0; ξ′bφξ0; ξ′eix0ξ0−ix′ ·ξ′ dξ0 dξ′;
where bφ is the Fourier transform of φ and Aξ0; ξ′ is called the symbol
of A. Note that in the symbol Aξ0; ξ′, Dj is replaced by ξj . We assume
that Aξ0; ξ′ satisfies a polynomial bound of the form Aξ0; ξ′ ≤ C1+
ξ0 + ξ′p for some real p.
A pseudo-differential operator is then defined on a Sobolev space by
extending it by continuity. A symbol Aξ0; ξ′ that has an analytic ex-
tension Aξ0 + iτ; ξ′ in ξ0 + iτ, for τ > 0, is called a plus symbol. If
suppφx0; x′ ⊂ x0 ≥ 0 and the pseudo-differential operator AD0;D′
has a plus symbol then by the Paley–Wiener theorem (see, for example,
Eskin [3]) suppAD0;D′φx0; x′ ⊂ x0 ≥ 0.
As w vanishes along with its first derivative in time at x0 = 0 we consider
classes of functions such that wx0; x′; xn ≡ 0 for x0 < 0. The initial con-
ditions will then be automatically satisfied. To this end we extend any given
hx0; x′ into negative time with support contained in x0 > −1, requir-
ing that h ≤ 0 for x0 < 0, and call this new function again hx0; x′. We
note that as wx0; x′; xn ≡ 0 for x0 < 0 that
0 = −µ ∂w
∂xn

xn=0
≥ hx0; x′ for x0 < 0:
This amounts to a compatibility condition for the data h.
In order to avoid singularities in our symbol and apply variational meth-
ods we complexify the Fourier time variable letting wτ = e−τx0w and define
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hτ similarly for τ > 0. We obtain by multiplying (1.0) by e−τx08>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>:

∂
∂x0
+ τ
2
wτ = c2s 1x′;xnwτ xn > 0; −∞ < x0 < +∞
wτ

xn=0 = 0 x
′ /∈ G; −∞ < x0 < +∞
wτ

xn=0 ≥ 0 x
′ ∈ G; −∞ < x0 < +∞
−µ ∂wτ
∂xn

xn=0
≥ hτx0; x′ x′ ∈ G; −∞ < x0 < +∞
−µ∂wτ
∂xn
− hτ

·wτ

xn=0
≡ 0 −∞ < x0 < +∞
wτ ≡ 0 x0 < 0;
2:1
where cs is the wave speed. If we let the superscript “b” denote the Fourier–
Laplace transform in x0 and the Fourier transform in x′ (and F−1 its in-
verse) we have, in the sense of tempered distributions,
d2bw
dx2n
+ (c−2s ξ0 + iτ2 − ξ′2bw = 0:
This has the classical solution
bwξ0 + iτ; ξ′; xn = C1ξ0 + iτ; ξ′ei0xn + C2ξ0 + iτ; ξ′e−i0xn; 2:2
where 0ξ0 + iτ; ξ′ =
q
c−2s ξ0 + iτ2 − ξ′2 and we take the branch of
the square root such that
ξ0 + iτ  ξ′ implies
q
c−2s ξ0 + iτ2 − ξ′2 ≈ c−1s ξ0 + iτ:
As we would like to have wx in some Sobolev space we impose the bound-
edness condition C2 ≡ 0.
Let uτx0; x′ = wτx0; x′; 0+ = F−1C1ξ0 + iτ; ξ′; then
bwξ0 + iτ; ξ′; xn = buξ0 + iτ; ξ′ei0xn : 2:3
Hence letting 0D0 + iτ;D′ denote the pseudo-differential operator with
the symbol −iµ0ξ0 + iτ; ξ′ we obtain
−µdwτ
dxn

xn=0
= 0D0 + iτ;D′uτ:
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We obtain then, in the sense of D′Q, the following reduction of (2.1) to
the boundary xn = 08>>>>><>>>>>:
suppuτ ⊂ Q0
uτ ≥ 0 x0; x′ ∈ Q
a 0D0 + iτ;D′uτ ≥ hτ x0; x′ ∈ Q
b 0D0 + iτ;D′uτ − hτuτ ≡ 0 x0; x′ ∈ Q;
2:4
where Q0 = 0;+∞ ×G and Q = −∞;+∞ ×G. We note that by the
form of wx in (2.3) the trace w · ; xn = 0 is well defined. The problem
(2.4) may be reformulated as a variational inequality. We first choose an ap-
propriate Sobolev space HQ (i.e., one on which pQ0D0 + iτ;D′ · ; · 
is finite) for the solution uτ. Integrating (2.4b) over n and multiplying
(2.4a) by an arbitrary nonnegative φ ∈ HQ and integrating we obtain8>>>>>>>><>>>>>>>>:
suppuτ ⊂ Q0
uτ ≥ 0 x0; x′ ∈ Q
a 〈pQ0D0 + iτ;D′uτ;φ ≥ 〈hτ;φ
for all φ ∈ HQ; φ ≥ 0
b 〈pQ0D0 + iτ;D′uτ; uτ = 〈hτ; uτ;
2:5
where pQ is the restriction to Q operator.
Clearly (2.5a) and (2.5b) imply〈
pQ0D0 + iτ;D′uτ;φ− uτ
 ≥ 〈hτ;φ− uτ
for all φ ∈ HQ; φ ≥ 0:
Further letting φ = 0; 2uτ in the previous expression implies (2.5b) and
adding (2.5b) implies (2.5a). Hence we have equivalently the variational
inequality 8>>>>><>>>>>:
suppuτ ⊂ Q0
uτ ≥ 0〈
pQ0D0 + iτ;D′uτ;φ− uτ
 ≥ 〈hτ;φ− uτ
for all φ ∈ HQ; φ ≥ 0:
2:6
The proof of the unique solvability of the variational inequality (2.6) in
the hyperbolic case (corresponding to the dynamic problem) is more diffi-
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cult than in the elliptic case (corresponding to the static problem) because
of the following three reasons:
(1) 0D0 + iτ;D′ is not symmetric. Therefore we cannot associate
with 0D0 + iτ;D′ a functional such that the solution of the problem (2.5)
will be the minimum of this functional.
(2) 0D0 + iτ;D′ is not coercive in the hyperbolic case.
(3) We must show causality (i.e., we must take care of the initial
conditions).
We shall overcome the second difficulty by perturbing our operator to a
coercive one and thereby reduce the problem to the coercive case. The first
difficulty is handled using the Lions and Stampacchia [10] theorem, reduc-
ing the problem to demonstrating the existence of a fixed point. The last
will be dealt with by employing the compatibility condition on the data h.
3. THE UNIQUE SOLVABILITY OF THE VARIATIONAL
INEQUALITY (2.6)
We rewrite 0D0 + iτ;D′ as an integro-differential operator. For
φx0; x′ ∈ Dn
0D0 + iτ;D′φx0; x′
= τ
1
2pin
Z
n
−iµ0−1ξ0 + iτ; ξ′bφξ0; ξ′e−ix0ξ0+ix′ ·ξ′ dξ0 dξ′;
where τ = c−2s D0 + iτ2 − D21 + · · · +D2n−1.
Lemma 3.0 (Sako [13]). For n = 2
F−10−1ξ0 + iτ; ξ′ =
i
pi
e−τx02x0 − x′q
x20 − x21
and for n = 3
F−10−1ξ0 + iτ; ξ′ =
i
2pi
e−x
′ τδx0 − x′
x′ ;
where 2 is the Heaviside function and δ is the delta function.
Remark 3.1. In convolution form 0D0 + iτ;D′ is given by
0D0 + iτ;D′φx0; x′
= τ
1
2pin
Z
n
−iµKτx0 − y0; x′ − y ′φy0; y ′dy0 dy ′;
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where Kτx0; x′ = F−10−1ξ0 + iτ; ξ′. As the kernel for 0D0 + iτ;D′
is real for n = 2 and 3, 0D0 + iτ;D′ maps real-valued functions to real-
valued functions in these dimensions. For arbitrary dimensions it suffices
to show that
−iµ0−ξ0 + iτ;−ξ′ = −iµ0ξ0 + iτ; ξ′: 3:2
By elementary complex analysis we have8>>>>><>>>>>:
<e0ξ0 + iτ; ξ′ =
β
β
s
α+
p
α2 + β2
2
=m0ξ0 + iτ; ξ′ =
s
−α+
p
α2 + β2
2
;
where (
α = c−2s ξ20 − τ2 − ξ′2
β = 2c−2s ξ0τ:
The equality (3.2) follows from this.
We will use the following estimates in demonstrating the unique solvabil-
ity of (2.6).
Lemma 3.3 (Bennish [1]). For τ > 0
(a) =m0ξ0 + iτ; ξ′ ≥ τ/cs
(b) =m0ξ0 + iτ; ξ′ ≥ τ/cs1+ τ + ξ0−11+ τ + ξ0 + ξ′
As 0D0 + iτ;D′ is not coercive we first consider the perturbed pseudo-
differential operator
0εD0 + iτ;D′ = 0D0 + iτ;D′ − ε

∂2
∂x20
− τ2 + 1

:
We note adding any perturbation of the form
ε

− ∂
2
∂x20
+ τ2 − 1
α
with α > 12 would suffice. We obtain from the definitions of 0ξ0 + iτ; ξ′
and 0εξ0 + iτ; ξ′ that( 0ξ0 + iτ; ξ′ ≤ C1+ τ + ξ0 + ξ′
0εξ0 + iτ; ξ′ ≤ C1+ τ + ξ0 + ξ′2:
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It follows, therefore, recalling the definition of  · ∗r;s and applying Parse-
val’s identity, that for φ ∈ DQ8>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>:
pQ0D0 + iτ;D′φ∗r;s−2 ≤ pQ0D0 + iτ;D′φ∗r;s−1
≤ 0D0 + iτ;D′φr;s−1 ≤ Cφr;s
pQ0εD0 + iτ;D′φ∗r;s−2 ≤ 0εD0 + iτ;D′φr;s−2 ≤ Cφr;s
lim
ε→0
0ε − 0φ∗r;s−2 ≤ lim
ε→0
0ε − 0φr;s−2
≤ lim
ε→0
ε

∂2
∂x20
+ τ2 − 1

φr;s−2
≤ lim
ε→0
εCφr;s = 0:
We obtain then the corollary of lemma (3.3).
Corollary 3.4. For φ ∈ DQ and 0 < ε ≤ 1
(a) pQ0D0 + iτ;D′; pQ0εD0 + iτ;D′x H˚r;sQ → Hr;s−2Q
(b) pQ0εD0 + iτ;D′ → pQ0D0 + iτ;D′ for ε → 0 in operator
norm of operators from H˚r;sQ to Hr;s−2Q
(c) µτ/csφ2−1/2;1/2 ≤ pQ0D0 + iτ;D′φ;φ ≤ Cτφ21/2
(d) εcτφ21 ≤ pQ0εD0 + iτ;D′φ;φ ≤ Cτφ21,
where cτ; Cτ > 0 are constants depending on τ.
We pose the analogous variational inequality for 0εD0 + iτ;D′,〈
pQ0εD0 + iτ;D′uτ;ε;φ− uτ;ε
 ≥ 〈hτ;φ− uτ;ε for all φ ∈ H˚+1 Q:
3:5
Theorem 3.6. For any real-valued hτ ∈ H−1Q and ε > 0 there exists a
unique uτ;ε ∈ H˚+1 Q satisfying the variational inequality (3.5).
Proof. It is first noticed that a solution to (3.5) in H˚+1 Q is unique.
Indeed suppose uτ;ε and euτ;ε both solved (3.5). We would have then(〈
pQ0εD0 + iτ;D′uτ;ε;euτ;ε − uτ;ε ≥ 〈hτ;euτ;ε − uτ;ε〈
pQ0εD0 + iτ;D′euτ;ε; uτ;ε −euτ;ε ≥ 〈hτ; uτ;ε −euτ;ε:
Adding we obtain〈
pQ0εD0 + iτ;D′euτ;ε − uτ;ε;euτ;ε − uτ;ε ≤ 0:
Therefore by Corollary 3.4(d) uτ;ε = euτ;ε.
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This variational inequality may be solved by standard methods (see, for
example, Lions and Stampacchia [10]). To this end we rewrite (3.5) as(
σpipQ0εD0 + iτ;D′uτ;ε − hτ; φ− uτ;ε

H1Q ≥ 0
for all φ ∈ H˚+1 Q; 3:7
where σ > 0 is arbitrary,  · ; · H1Q is the inner product of H1n, and
pix H−1Q → H˚1Q is the Riesz map satisfying
for all ψ ∈ H−1Q; φ ∈ H˚1Q ψ;φ = piψ;φH1Q:
Define the affine map
Tσφ = φ− σpipQ0εD0 + iτ;D′φ− hτy
then (
uτ;ε − Tσuτ;ε;φ− uτ;ε

H1Q ≥ 0 for all φ ∈ H˚
+
1 Q: 3:8
From (3.7) it follows equivalently that
P ◦ Tσuτ;ε = uτ;ε;
where P is the orthogonal projection onto H˚+1 Q. Here we have made use
of the fact that projections onto closed convex subsets may be character-
ized in terms of variational inequalities (see, for example, Kinderlehrer and
Stampacchia [8]). We will show that P ◦ Tσ is a contraction and hence has
a unique fixed point by the contraction mapping theorem.
Noting that orthogonal projections are nonexpansive we obtain for φ;
ψ ∈ H˚1Q by Corollary 3.4(a) and (d)
P ◦ Tσφ− P ◦ Tσψ21 ≤ Tσφ− Tσψ21
= φ− ψ − σpipQ0τ;εφ− ψ21
= φ− ψ21 − 2σ
(
pipQ0τ;εφ− ψ; φ− ψ

H1Q
+ σ2pQ0τ;εφ− ψ2−1
≤ 1− 2σεcτ + σ2C2τ φ− ψ21:
Letting σ = εcτ/C2τ we obtain
P ◦ Tσφ− P ◦ Tσψ21 ≤

1−

εcτ
Cτ
2
φ− ψ21:
Noting 1− εcτ/Cτ2 < 1 we are done.
We next demonstrate that our perturbation scheme is convergent in a
generalized sense.
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Lemma 3.9. The sequence uτ;εε>0 is bounded in H˚−1/2;1/2Q.
Proof. We have from (3.5) letting φ = 0; 2uτ;ε that
µτ
cs
uτ;ε2−1/2;1/2 ≤
〈
pQ0τuτ;ε; uτ;ε
 ≤ 〈pQ0τ;εuτ;ε; uτ;ε
= 〈hτ; uτ;ε ≤ hτ∗1/2;−1/2uτ;ε−1/2;1/2:
Hence uτ;ε−1/2;1/2 ≤ cs/µτhτ∗1/2;−1/2.
As the sequence uτ;εε>0 is bounded in H˚−1/2;1/2Q one would ex-
pect to find a solution to (2.6) in H˚−1/2;1/2Q. However, the bilinear form
pQ0D0 + iτ;D′ · ; ·  diverges at some points in H˚−1/2;1/2Q. We define
therefore the new Sobolev space H˚Qy0R;τ.
Denote by 0RD0 + iτ;D′ and 0ID0 + iτ;D′ pseudo-differential op-
erators with symbols
µ=m0ξ0 + iτ; ξ′ and − µ<e0ξ0 + iτ; ξ′;
respectively. We have then 0D0 + iτ;D′ = 0RD0 + iτ;D′ + i0ID0 +
iτ;D′. The bilinear form pQ0RD0 + iτ;D′ · ; ·  is a positive definite,
sesquilinear form on DQ and hence an inner-product. Define the Sobolev
space H˚Qy0R;τ as the closure of DQ in the norm  · 0R;τ where
φ;ψ0R;τ =
〈
pQ0RD0 + iτ;D′φ;ψ

; φ20R;τ = φ;φ0R;τ:
Then H˚Qy0R;τ is a Hilbert space between H˚−1/2;1/2Q and H˚1Q:
H˚1Q ⊂ H˚Qy0R;τ ⊂ H˚−1/2;1/2Q:
By Remark 3.1 if pQ0D0 + iτ;D′φ;φ is defined we have〈
pQ0D0 + iτ;D′φ;φ
 = <e 〈pQ0D0 + iτ;D′φ;φ
= 〈pQ0RD0 + iτ;D′φ;φ:
Note that we can think of this process as forming the Friedrichs extension
of 0RD0 + iτ;D′. We now indicate in what sense we will demonstrate the
existence of a solution to the variational inequality (2.6).
Definition 3.10. We say that u is a classical solution in a Sobolev space
H for the variational inequality (2.6) if for τ > 08>>>>><>>>>>:
uτ = e−τx0u
suppuτ ⊂ Q0
uτ ∈ H+〈
pQ0D0 + iτ;D′uτ;φ− uτ
 ≥ 〈hτ;φ− uτ for all φ ∈ H+:
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We say uτ is a generalized solution of (2.6) in H if8><>:
uτ ∈ H+〈
pQ0D0 + iτ;D′uτ;φ
 ≥ 〈hτ;φ for all φ ∈ DQ; φ ≥ 0〈
pQ0RD0 + iτ;D′uτ; uτ
 ≤ 〈hτ; uτ;
where H+ ⊂ H consists of the nonnegative functions in H.
Note that for generalized solutions uτ the exact dependence on τ is un-
known.
We first consider the existence of generalized solutions.
Theorem 3.11. Given any real-valued hτ ∈ H1/2;−1/2Q there exists a
generalized solution uτ ∈ H˚Qy0R;τ of (2.6).
Proof. We have as in Lemma 3.9
uτ;ε20R;τ =
〈
pQ0RD0 + iτ;D′uτ;ε; uτ;ε

≤ 〈pQ0εD0 + iτ;D′uτ;ε; uτ;ε
= 〈hτ; uτ;ε ≤ hτ∗1/2;−1/2uτ;ε−1/2;1/2
≤
r
µτ
cs
hτ∗1/2;−1/2uτ;ε0R;τ:
Hence the sequence uτ;εε>0 is bounded in H˚Qy0R;τ. We extract a
weakly convergent subsequence uτ;εk ⇀ uτ in H˚Q;0R;τ (“⇀” indicates
weak convergence). By Theorem 3.88>><>>:
a 〈pQ0εkD0 + iτ;D′uτ;εk; φ ≥ 〈hτ;φ
for all φ ∈ DQ; φ ≥ 0
b 〈pQ0εkD0 + iτ;D′uτ;εk; uτ;εk  = 〈hτ; uτ;εk :
3:12
As hτ ∈ H1/2;−1/2Q ⊂ H˚Qy0R;τ∗ (with respect to the pairing  · ; · )
and by Corollary 3.4(b)
pQ0εkD0 + iτ;D′uτ;εk ⇀ pQ0D0 + iτ;D′uτ in H−1/2;−5/2Q;
taking the limit εk→ 0 in (3.12a) we obtain〈
pQ0D0 + iτ;D′uτ;φ
 ≥ 〈hτ;φ for all φ ∈ DQ; φ ≥ 0:
Further taking the lim inf of (3.5b) we obtain〈
hτ; uτ
 = lim inf〈pQ0εkD0 + iτ;D′uτ;εk; uτ;εk  ≥ lim inf uτ;εk 20R;τ
≥ uτ20R;τ =
〈
pQ0RD0 + iτ;D′uτ; uτ

:
Hence uτ is a generalized solution.
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Theorem 3.11 only guarantees the existence of a generalized solution in
H˚Qy0R;τ ⊂ H˚−1/2;1/2Q. Assuming sufficient regularity for the general-
ized solution uτ we obtain a classical solution and uniqueness.
Theorem 3.13. If a generalized solution uτ from Theorem 3.11 belongs
to the space H˚+1/2;1/2Q, then u = eτx0uτ is a classical solution of (2.5) in
H˚1/2;1/2;τQ and is unique among such solutions.
Proof. Suppose uτ is a generalized solution with uτ ∈ H˚+1/2;1/2Q; then
0D0 + iτ;D′uτ ∈ H1/2;−1/2Q (as 0 ≤ C1 + ξ0 + ξ′) and hence a
continuous functional on H˚1/2Q. It follows then from (3.12a) that〈
pQ0D0 + iτ;D′uτ;φ
 ≥ 〈hτ;φ for all φ ∈ H˚+1/2Q:
Letting φ = uτ we obtain from (3.12b)8>><>>:
a 〈pQ0D0 + iτ;D′uτ;φ ≥ 〈hτ;φ for all φ ∈ H˚+1/2Q
b 〈pQ0D0 + iτ;D′uτ; uτ = 〈pQ0RD0 + iτ;D′uτ; uτ
= 〈hτ; uτ:
3:14
Uniqueness follows as in Theorem 3.8 applying Corollary 3.4(c).
We next show that uτ = 0 for x0 < 0. We have that(
uτ ∈ H˚1/2;1/2Q
pQ0D0 + iτ;D′uτ ∈ H1/2;−1/2Q:
Further as8>><>>:
1+ ξ01/21+ ξ0 + ξ′1/2 ≥ 1+ ξ01/21+ ξ′1/2
1+ ξ01/21+ ξ0 + ξ′1/2 ≥ 1+ ξ0
1+ ξ01/21+ ξ0 + ξ′−1/2 ≥ 1+ ξ′−1/2;
we obtain (
uτ ∈ H1/2
(
y H˚1/2G
 ∩H1(; H˚0G
pQ0D0 + iτ;D′uτ ∈ H0yH−1/2G:
We have, then, letting  · ; ·  denote the H0n−1 inner-product in x′,Z ∞
−∞
pQ0D0 + iτ;D′uτ; uτ − hτ; uτdx0 = 0: 3:15
We introduce the following family of cutoff functions that will allow us
to use the Fourier transform in time while only considering the solution on
the interval x0 ∈ −∞; 0. For δ > 0 define
2δx0 =
(
1; x0 < −δ
0; x0 > −δ:
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If we let 2δ· indicate multiplication by 2δx0 we obtain
2δ · x H0y H˚1/2G → H0y H˚1/2G:
As pQ0D0 + iτ;D′uτ ∈ H0yH−1/2G (3.14a) holds for any φ ∈
H0y H˚1/2G. In particular we can let φ = 2δuτ. We obtain then from
(3.14a) (〈
pQ0D0 + iτ;D′uτ;2δuτ
 ≥ 〈hτ;2δuτ〈
pQ0D0 + iτ;D′uτ; 1−2δuτ
 ≥ 〈hτ; 1−2δuτ:
This together with (3.15) and the compatibility condition on hτ leads to〈
pQ0D0 + iτ;D′uτ;2δuτ
 = 〈hτ;2δuτ ≤ 0:
The crux of the proof of causality lies in the inequality〈
pQ0D0 + iτ;D′uτ;2δuτ

= µ
2
uτ−δ; · ; uτ−δ; · 
+ µ〈pQ0D0 + iτ;D′2δuτ;2δuτ
≥ µτ
cs
2δuτ2−1/2;1/2:
3:16
From this and the previous inequality we obtain that uτ ≡ 0 for x0 ≤ −δ.
As δ > 0 is arbitrary uτ ≡ 0 for x0 < 0.
To prove (3.16) we note that
−iµ0ξ0 + iτ; ξ′ = −i
µ
cs
ξ0 + iτ + µ01ξ0 + iτ; ξ′;
where 01ξ0 + iτ; ξ′ is a plus-symbol bounded in ξ0 + iτ: 01ξ0 +
iτ; ξ′ = O1+ ξ′. Hence〈
pQ0D0 + iτ;D′uτ;2δuτ

= µ
cs

∂
∂x0
+ τ

uτ;2δuτ

+ µ〈pQ01D0 + iτ;D′uτ;2δuτ
= µ
2cs
uτ−δ; · ; uτ−δ; ·  +
µτ
cs
〈
2δuτ;2δuτ

+ µ〈pQ01D0 + iτ;D′2δuτ;2δuτ
+ µ〈pQ01D0 + iτ;D′uτ −2δuτ;2δuτ:
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However, pQ01D0 + iτ;D′uτ −2δuτ ≡ 0 for x0 < −δ as pQ01D0 +
iτ;D′ is a plus symbol. Further
<e − iµ0ξ0 + iτ; ξ′ =
µτ
cs
+ µ<e01ξ0 + iτ; ξ′;
hence (3.16).
Lastly to demonstrate the dependence on the parameter τ we write( pQ0D0 + iτ;D′uτ;φ ≥ hτ;φ for all φ ∈ DQ; φ ≥ 0
pQ0D0 + iτ;D′uτ; uτ = hτ; uτ:
Multiplying the inequality by e−ηx0 and the equality by e−2ηx0 for η > 0 we
obtain8>><>>:
(
pQ0D0 + iτ + η;D′e−ηx0uτ; φ
 ≥ hτ+η;φ
for all φ ∈ DQ; φ ≥ 0(
pQ0D0 + iτ + η;D′e−ηx0uτ; e−ηx0uτ
 = hτ+η; e−ηx0uτ:
Integrating in time and noting that e−ηx0uτ ∈ H˚1/2;1/2Q, η > 0 and the
uniqueness of solution we obtain that uτ+η = e−ηx0uτ for η; τ > 0. Depen-
dence on τ > 0 follows from this.
The argument given for suppuτ ⊂ x0 ≥ 0 also shows that the solution
uτ is independent of how we choose our extension hτ.
We may naturally define, for φ ∈ DQ8>><>>:
〈
pQ0D0;D′u;φ
 = 〈pQ0D0 + iτ;D′uτ; eτx0φ〈
pQ0D0;D′u · u;φ
 = 〈pQ0D0 + iτ;D′uτ; e2τx0φuτ〈
h · u;φ = 〈hτ; e2τx0φuτ:
From Theorem 3.13 we obtain then, in the sense of D′Q, a solution to
the free boundary problem8>>>>><>>>>>:
suppu ⊂ Q0
u ∈ H˚+1/2;1/2;τQ
pQ0D0;D′u ≥ h
pQ0D0;D′u− hu ≡ 0:
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4. REGULARITY OF SOLUTIONS
We consider the regularity of generalized solutions to (2.6) using the
Bre´zis-Stampacchia method (see Lions [9]). The proof for regularity will
follow closely that presented by Eskin [3] in showing a regularity result for
the static “punch” problem.
Theorem 4.0. Given a real-valued h ∈ H3/2;1/2;τQ the generalized so-
lution uτ of Theorem 3.11 satisfies uτ = e−τx0u for a u ∈ H˚1/2;1/2;τQ. That
u is classical and unique follows from Theorem 3.13.
Proof. Let uτ;ε ∈ H˚+1 Q be the unique solution to (3.5) given by The-
orem 3.6. We have then for all φ ∈ H˚+1 Q〈
pQ0εD0 + iτ;D′φ− hτ;φ− uτ;ε

= 〈pQ0εD0 + iτ;D′uτ;ε − hτ;φ− uτ;ε
+ 〈pQ0εD0 + iτ;D′φ− uτ;ε; φ− uτ;ε ≥ 0:
4:1
For fixed τ; ε > 0 and any ν > 0 define the sequence φνν>0 through
uτ;ε = φν − ν

∂2
∂x20
− τ2

φν:
We have then
bφν = buτ;ε1+ νξ20 + τ2
or in convolution form
φνx0; x′ =
pi
1+ ντ2
Z ∞
−∞
e−
1
ν+τ2x0−y0uτ;εy0; x′dy0:
We have then that φν ≥ 0 as uτ;ε ≥ 0, and hence φν ∈ H˚+1 Q. We obtain
substituting φν into (4.1)
−

pQ0εD0 + iτ;D′φν;

∂2
∂x20
− τ2

φν

≤ −

hτ;

∂2
∂x20
− τ2

φν

;
and hence
µτ
cs
30φν2−1/2;1/2
≤ 30φν20R = −

pQ0RD0 + iτ;D′φν;

∂2
∂x20
− τ2

φν

≤ 30φν−1/2;1/230hτ∗1/2;−1/2;
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where 30 is the pseudo-differential operator with symbol ξ20 + τ21/2. We
obtain therefore
µτ
cs
Z
n
1+ ξ0−11+ ξ0 + ξ′320cφν2 dξ0 dξ′
≤ µτ
cs
Z
n
1+ ξ0−11+ ξ0 + ξ′320
buτ;ε2
νξ20 + τ2 + 12
dξ0 dξ
′
≤ 30hτ∗1/2;−1/2:
Consequently by the monotone convergence theorem letting ν → 0 we
obtain
cτuτ;ε1/2;1/2 ≤ 30hτ∗1/2;−1/2 ≤ hτ∗3/2;−1/2
and hence the sequence uτ;εε>0 is uniformly bounded in H˚1/2;1/2Q. Ex-
tracting a weakly convergent (in H˚1/2;1/2Q) subsequence from the subse-
quence uτ;εk∞k=0 in Theorem 3.11 and calling it again uτ;εk∞k=0 we ob-
tain a generalized solution uτ. Further uτ;εk ⇀ uτ in H˚1/2;1/2Q. Following
Theorem 3.11 we obtain a generalized solution uτ ∈ H˚1/2;1/2Q.
5. THE UNIQUE SOLVABILITY OF THE FREE
BOUNDARY PROBLEM (2.0)
We now relate the classical solution to the reduced problem (2.6) to a
solution of (2.1).
Theorem 5.0. Given any h ∈ H3/2;−1/2;τQ there exists a
w · ; xn ∈ C
(
+yH1/2;1/2;τn
 ∩H1;τn+1+ 
satisfying (2.1). Further w is unique among such solutions.
Proof. As h ∈ H3/2;−1/2;τQ we have a u ∈ H˚1/2;1/2;τQ satisfying (2.6).
Let
wτx0; x′; xn =
Z
n
e−ix0ξ0−ix
′ ·ξ′ei0ξ0+iτ;ξ
′xnbuξ0 + iτ; ξ′dξ0 dξ′:
For fixed xn ≥ 0
w · ; xn21/2;1/2;τ =
Z
n
1+ τ + ξ01+ τ + ξ0 + ξ′
× ei0ξ0+iτ;ξ′xnbuξ0 + iτ; ξ′2 dξ0 dξ′
≤ e−2µτxn/cs
Z
n
1+ τ + ξ0
× 1+ τ + ξ0 + ξ′bu2 dξ0 dξ′
= e−2µτxn/csu21/2;1/2;τ:
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For xn; yn ≥ 0
w · ; xn −w · ; yn21/2;1/2;τ =
Z
n
1+ τ + ξ01+ τ + ξ0 + ξ′
× eixn0 − eiyn02bu2 dξ0 dξ′
≤
Z
n
1+ τ + ξ01+ τ + ξ0 + ξ′
× e−xn =m0 − e−yn =m02bu2 dξ0 dξ′:
We obtain then by the Lebesgue dominated convergence theorem
lim
xn→yn
w · ; xn −w · ; yn21/2;1/2;τ = 0:
Further
w2
H1;τn+1+ 
=
Z
n
Z ∞
0
1+ τ + ξ0 + ξ′2bwξ0 + iτ; ξ′2
+
∂wτ∂xn
2 dxn dξ0 dξ′
≤
Z
n
Z ∞
0
e−2xn =m01+ τ+ ξ0 + ξ′2+ 02bu2 dxndξ0 dξ′
=
Z
n
1
2=m01+ τ + ξ0 + ξ
′2 + 02bu2 dξ0 dξ′
≤
Z
n
cs1+ τ + ξ0 + ξ′2
µτ1+ τ + ξ0−11+ τ + ξ0 + ξ′
bu2 dξ0 dξ′
= cs
µτ
u21/2;1/2;τ:
Therefore w · ; xn ∈ C+yH1/2;1/2;τn ∩H1;τn+1+ .
As the symbol ei0ξ0+iτ;ξ
′xn is analytic in ξ0 + iτ for τ > 0 (i.e., it is a plus
symbol) and suppu ⊂ x0 ≥ 0 it follows that suppwτ ⊂ x0 ≥ 0. Further
as wτ satisfies the second order equation
∂
∂x0
+ τ
2
wτ = c2s 1x′;xnwτ −∞ < x0 <∞
by construction, it is infinitely smooth in time, i.e., wx0; · ∈C∞;D′n
(see, for example, Sakamoto [12]). Hence we obtain the initial conditions
wτ

x0=0 =
∂wτ
∂x0

x0=0
= 0:
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6. VARIATIONAL INEQUALITY FORMULATION OF THE
PUNCH PROBLEM
We consider the unique solvability in an appropriate Sobolev space of a
function wx0; x′; xn satisfying8>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>:

∂
∂x0
+ τ
2
wτ = c2s 1x′;xnwτ xn > 0;−∞ < x0 <∞
−µ ∂wτ
∂xn

xn=0
≥ 0 −∞ < x0 <∞
wτ

xn=0 ≥ hτ −∞ < x0 <∞
wτ − hτ ·
∂wτ
∂xn

xn=0
≡ 0 −∞ < x0 <∞
wτ

x0=0 =
∂wτ
∂x0

x0=0
= 0;
6:0
with the compatibility condition
hτ ≤ 0 for x0 < 0:
We suppose that the domain of contact between the rigid punch and the
half-space is contained in the open set x′ < R for some R > 0. We
hence impose the condition that hτ ≤ 0 in a neighborhood of x′ = R.
By (2.3) we have that
0−1D0 + iτ;D′

−µ ∂wτ
∂xn

xn=0

= wτ

xn=0 ;
where 0−1D0 + iτ;D′ is a pseudo-differential operator with symbol
i/µ0−1ξ0 + iτ; ξ′. Letting uτ = −µ ∂wτ/∂xn

xn=0 and making the
natural assumption that the support of uτ is contained in the domain of
contact we obtain the reduction to the boundary xn = 0 of (6.0)8>>>>><>>>>>:
suppuτ ⊂ Q0
uτ ≥ 0 x0; x′ ∈ Q
a 0−1D0 + iτ;D′uτ ≥ hτ x0; x′ ∈ Q
b 0−1D0 + iτ;D′uτ − hτuτ ≡ 0 x0; x′ ∈ Q;
6:1
where Q0 = 0;+∞ × x′ < R and Q = −∞;+∞ × x′ < R.
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Following the same reasoning as with the “crack” problem in Section 2
we obtain the variational inequality formulation8>><>>:
suppuτ ⊂ Q0〈
pQ0
−1D0 + iτ;D′uτ;φ− uτ
 ≥ 〈hτ;φ− uτ
∀φ ∈ HQ; φ ≥ 0;
6:2
where HQ is an appropriate Sobolev space.
7. UNIQUE SOLVABILITY OF THE VARIATIONAL
INEQUALITY (6.2)
We will use the following estimates in demonstrating the unique solvabil-
ity of (6.2).
Lemma 7.0. For τ > 0
a − =m0−1ξ0 + iτ; ξ′ ≥
µτ
cs
1+ τ + ξ0−11+ τ + ξ0 + ξ′−1
b 0−1ξ0 + iτ; ξ′ ≤
cs
µτ
1+ τ + ξ01+ τ + ξ0 + ξ′−1:
Proof. For the first estimate we have
−=m0−1ξ0 + iτ; ξ′ = −=m
0ξ0 + iτ; ξ′
0ξ0 + iτ; ξ′2
= =m 0ξ0 + iτ; ξ
′
0ξ0 + iτ; ξ′2
≥ µτ1+ τ + ξ0
−11+ τ + ξ0 + ξ′
cs1+ τ + ξ0 + ξ′2
= µτ
cs
1+ τ + ξ0−11+ τ + ξ0 + ξ′−1:
The second estimate follows immediately from Lemma 3.3(b).
As 0−1D0 + iτ;D′ is not coercive we first consider the perturbed
pseudo-differential operator
0−1ε D0 + iτ;D′ = 0−1D0 + iτ;D′ − ε

∂2
∂x20
− τ2 + 1

:
We note that adding any perturbation of the form
ε

− ∂
2
∂x20
+ τ2 − 1
α
with α > 0 would suffice. Proceeding as in Corollary (3.4) we obtain
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Corollary 7.1. For φ ∈ DQ and 0 < ε ≤ 1
(a) pQ0−1D0 + iτ;D′; pQ0−1ε D0 + iτ;D′x H˚r;sQ → Hr;s−2Q
(b) pQ0−1ε D0 + iτ;D′ → pQ0−1D0 + iτ;D′ for ε→ 0 in operator
norm of operators from H˚r;sQ to Hr;s−2Q
(c) µτ/csφ2−1/2;−1/2 ≤ pQ0−1D0 + iτ;D′φ;φ ≤
cs/µτφ21/2;−1/2
(d) εcτφ21 ≤ pQ0−1ε D0 + iτ;D′φ;φ ≤ Cτφ21,
where cτ; Cτ > 0 are positive constants depending on τ.
Proceeding as in Theorem 3.8 we obtain
Theorem 7.2. For any real-valued hτ ∈ H−1Q and ε > 0 there exists
an unique uτ;ε ∈ H˚1Q satisfying the variational inequality(
uτ;ε ∈ H˚+1 Q〈
pQ0
−1
ε D0 + iτ;D′uτ;ε;φ− uτ;ε
 ≥ 〈hτ;φ− uτ;ε ∀φ ∈ H˚+1 Q:
Denote by 0−1R D0 + iτ;D′ and 0−1I D0 + iτ;D′ the pseudo-differential
operators with symbols
− i
µ
=m0−1ξ0 + iτ; ξ′ and
i
µ
<e0−1ξ0 + iτ; ξ′;
respectively. We note 0−1D0 + iτ;D′ = 0−1R D0 + iτ;D′ + i0−1I D0 +
iτ;D′. Define the Sobolev space H˚Qy0−1R;τ as the closure of DQ in
the norm  · 0−1R ;τ where
f; g0−1R ;τ =
〈
pQ0
−1
R D0 + iτ;D′f; g

; f 2
0−1R ;τ
= f; f 0−1R ;τ:
We then have
H˚1Q ⊂ H˚Qy0−1R;τ ⊂ H˚−1/2;−1/2Q:
Utilizing the space H˚Qy0−1R;τ and proceeding as in Theorem 3.11 we ob-
tain
Theorem 7.3. Given any real-valued hτ ∈ H1/2;1/2Q there exists a gen-
eralized solution uτ ∈ H˚Qy0−1R;τ ⊂ H˚−1/2;−1/2Q of (6.2) satisfying8>><>>:
uτ ∈ H˚+Qy0−1R;τ〈
pQ0
−1D0 + iτ;D′uτ;φ
 ≥ 〈hτ;φ ∀φ ∈ DQ; φ ≥ 0〈
pQ0
−1
R D0 + iτ;D′uτ; uτ
 ≤ 〈hτ; uτ:
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Next, noting that if pQ0−1D0 + iτ;D′φ;φ is defined we have〈
pQ0
−1D0 + iτ;D′φ;φ
 = 〈pQ0−1R D0 + iτ;D′φ;φy
we can obtain a classical solution to (6.2) assuming sufficient regularity for
uτ. Indeed assuming uτ ∈ H˚1/2;−1/2 existence and uniqueness follow as in
Theorem 3.13. We further have that(
uτ ∈ H˚1/2;−1/2Q
pQ0
−1D0 + iτ;D′uτ ∈ H1/2;1/2Q:
Hence as8>><>>:
1+ ξ01/21+ ξ0 + ξ′−1/2 ≥ 1+ ξ′−1/2
1+ ξ01/21+ ξ0 + ξ′1/2 ≥ 1+ ξ01/21+ ξ′1/2
1+ ξ01/21+ ξ0 + ξ′1/2 ≥ 1+ ξ0;
we obtain(
uτ ∈ H0
(
y H˚−1/2G

pQ0
−1D0 + iτ;D′uτ ∈ H1/2yH1/2G ∩H1yH0G:
We may also derive proceeding as in Theorem 3.13 that〈
pQ2δ0
−1D0 + iτ;D′uτ; uτ
 ≥ µτ
cs
2δuτ2−1/2:−1/2:
From this causality and dependence on the parameter τ > 0 follows. We
obtain then the following theorem.
Theorem 7.4. If a generalized solution uτ from Theorem 7.3 belongs to
H˚1/2;−1/2Q then u = e−τx0uτ is a classical solution in H˚1/2;−1/2;τQ and is
unique u among such solutions.
From Theorem 7.4 we obtain then, in the sense of D′Q, a solution to
the free boundary problem8>>>>><>>>>>:
suppu ⊂ Q0
u ∈ H˚+1/2;−1/2;τQ
pQ0
−1D0;D′u ≥ h x0; x′ ∈ Q
pQ0−1D0;D′u− hu ≡ 0 x0; x′ ∈ Q:
inequality problems 457
8. REGULARITY OF SOLUTIONS
We proceed in demonstrating regularity estimates for the “punch” prob-
lem in much the same way as was done for the “crack” problem. We have
immediately the following theorem.
Theorem 8.0. Given any h ∈ H3/2;1/2;τQ the generalized solution from
Theorem 7.3 satisfies uτ = e−τx0u for some u ∈ H˚+1/2;−1/2;τQ. That u is
classical and unique follows from Theorem 7.4.
In the case of the “punch” problem we may get a further global regularity
result using the properties of 0−1D0 + iτ;D′. We obtain from Lemma 3.0
that 0−1D0 + iτ;D′ has a positive kernel when written in convolution
form for n = 2; 3 from which we may obtain the following theorem.
Theorem 8.1. For the dimensions n = 2; 3 given any h ∈ H1/2;3/2;τQ
the generalized solution from Theorem 7.3 satisfies u ∈ H˚+−1/2;1/2;τQ.
Proof. Assuming hτ ∈ H1/2;3/2Q ⊂ H3/2;1/2Q we have a classical
solution uτ to (6.2) by Theorem 8.0. As hτ ≤ 0 in a neighborhood of
−∞;∞ × x′ = R there exists an extension f of hτ with f < 0 on
n\ −∞;∞ × x′ ≤ R and f 1/2;3/2;τ ≤ 2h∗1/2;3/2;τ. As uτ ≥ 0 by
Lemma 3.0 0−1D0 + iτ;D′uτ ≥ 0 and hence
0−1D0 + iτ;D′uτ ≥ f for all x0; x′ ∈ n:
Further as suppuτ ⊂ Q
0−1D0 + iτ;D′uτ; uτ
 = f; uτ;
where  · ; ·  is the pairing between Hr;sn and H−r;−sn (functions de-
fined on all of n). Therefore
0−1D0 + iτ;D′uτ − f;φ− uτ
 ≥ 0 ∀φ ∈ H1/2;−1/2n
and hence 
0−1D0 + iτ;D′φ− f;φ− uτ

= 0−1D0 + iτ;D′uτ − f;φ− uτ
+ 0−1D0 + iτ;D′φ− uτ; φ− uτ ≥ 0
∀φ ∈ H1/2;−1/2n:
8:2
Define the sequence, for ε > 0
uτ = vε − ε

∂2
∂x20
− τ2 + 1

vε:
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We note as in Theorem 4.2 vε ≥ 0 (see for example Stein [15]). Letting
φ = vε in (8.1) we obtain
µτ
cs
vε21/2;−1/2 ≤

0−1D0 + iτ;D′vε;

∂2
∂x20
− τ2 + 1

vε

≤ −

f;

∂2
∂x20
− τ2 + 1

vε

≤ f 1/2;3/2;τvε−1/2;1/2:
Applying the Lesbegue monotone convergence theorem we obtain uτ ∈
H˚−1/2;1/2Q.
From the proof of Theorem 8.1 we have that uτ is the unique solution
of the variational inequality
0−1D0 + iτ;D′uτ − f;φ− uτ
 ≥ 0 ∀φ ∈ H1/2;−1/2n: 8:3
However for (8.3) we have made no assumptions on the support of uτ.
Hence that suppuτ ⊂ Q0 follows directly from the condition hτ ≤ 0 on
−∞;∞× x′ = R.
Proceeding as in Theorem 5.0 we may relate the classical solution of (6.2)
to a solution of (6.0).
Theorem 8.4. Given any h ∈ H3/2;−1/2;τQ let
wτx0; x′; xn =
Z
n
e−ix0ξ0−ix
′ ·ξ′0−1ξ0 + iτ; ξ′
× ei0ξ0+iτ;ξ′xnbuξ0 + iτ; ξ′dξ0 dξ′;
where uτ is the solution to (6.2) with data hτ. We obtain then that w satisfies
the free boundary problem (6.0) with
w · ; xn ∈ C
(
+yH1/2;1/2;τn
 ∩H1;τn+1+ :
Further w is unique among such solutions.
APPENDIX: GLOSSARY OF NOTATIONS
 reals
Hr;sQ Sobolev space of functions restricted to Q
H˚r;sQ Sobolev space of functions supported in Q
 · r;s,  · ∗r;s Sobolev space norms
D space of infinitely differentiable functions supported in 
D′ space of distributions over 
·; · pairing over whole space〈·; · pairing over restricted space
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Dj derivative in the j′th coordinate multiplied by −i
AD0;D′ pseudo-differential operator
F , F−1 Fourier and inverse Fourier transforms, respectively
τ wave operator
=m imaginary part
<e real part
used to indicate the end of a proof or remark
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