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We consider the complex sum-of-digits function sq for squares
with respect to special bases q of a canonical number system in the
Gaussian integers Z[i]. In particular, we show that the sequence
(αsq(z2))z∈Z[i] is uniformly distributed modulo 1 if and only if α
is irrational. Furthermore we introduce special sets of Gaussian
integers (related to Følner sequences) for which we can determine
the order of magnitude of the number of integers z for which
sq(z2) lies in a ﬁxed residue class mod m. This extends a recent
result of Mauduit and Rivat to Z[i]. We also improve an estimate
of Gittenberger and Thuswaldner in order to show a local limit
theorem for the sum-of-digits function of squares. We can provide
asymptotic expansions for #{z ∈ Z[i] ∩ DN : sq(z2) = k} where
(DN )N∈N is a sequence of convex sets.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction and main results
Throughout the paper we use the notation e(x) for the exponential function e2π ix . If A and B are
two sets, then A  B denotes the symmetric difference of these sets. If q = −a ± i (choose a sign) for
a positive integer a, then Q = |q|2 = a2 + 1 and N = {0,1, . . . , |q|2 − 1}. We denote by Rm (⊆ Z[i])
a complete residue system modulo m and write ‖x‖ for the distance from x ∈ R to its nearest integer.
The symbol f  g means that f = O (g) and if not otherwise stated, the implied constant in the
big O term depends at most on q.
The main motivation of this paper is to extend a recent result of Mauduit and Rivat [16] on the
sum-of-digits function sq , where q denotes an integer  2. They answered an open question posed
by Gelfond [7] in a paper of 1968 concerning the uniform distribution modulo 1 of the sequence
(αsq(n2))n∈N , where α ∈ R. Furthermore, they studied the distribution of sq(n2) in arithmetic progres-
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integers.
If q = −a ± i, where a ∈ Z+ , then every z ∈ Z[i] has a unique ﬁnite representation of the form
z =
∑
j0
ε j(z)q
j, ε j(z) ∈ N ,
with ε j(z) = 0 for j greater than or equal to some constant j0(z). The number ε j(z) is called the j-th
digit of the number z in the base-q representation system (see [14]). The sum-of-digits function sq is
then deﬁned by z →∑ j0 ε j(z).
Drmota, Rivat and Stoll [5] considered Gaussian primes laying in a disc with radius
√
N . They
showed the following theorem.
Theorem A. Let q = −a ± i be a prime in Z[i], where a  28 is a positive integer and b, g ∈ Z, g  2.
Moreover, set d = (g,a2 + 2a+ 2) and δ = (d,1∓ i(a+ 1)), where the choice of the sign depends on the sign
for q = −a ± i. Then there exists σq,g > 0 such that
#
{
p ∈ Z[i]: p prime, |p|2  N, sq(p) ≡ b mod g
}= d
g
πi(N;b,d/δ) + Oq,g
(
N1−σq,g
)
,
where πi(N;b,d/δ) denotes the number of Gaussian primes with p ≡ b mod d/δ and |p|2  N.
Concerning squares in the Gaussian integers, we state a theorem of Gittenberger and Thuswald-
ner [8], which deals with the asymptotic normality of the sum-of-digits function. We set μQ =
(Q − 1)/2 and σ 2Q = (Q 2 − 1)/12.
Theorem B.We have, as N → ∞,
1
#{z: |z|2 < N}#
{
|z|2 < N: sq(z
2) −μQ logQ N2√
σ 2Q logQ N
2
< y
}
→ Φ(y),
where Φ is the normal distribution function and z runs through the Gaussian integers.
Local results of the sum-of-digits function (and, more generally, of block additive functions)
on the Gaussian integers were treated by Drmota, Grabner and Liardet [3]. They proved that if
|k −μQ logQ N| C
√
logQ N (for some C > 0) one has
#
{|z|2 < N: sq(z) = k}= πN√
2πσ 2Q logQ N
(
e
− (k−μQ logQ N)
2
2σ2Q logQ N + O
(
1√
logN
))
.
In their paper they also used an approach based on ergodic Z[i]-actions and skew products to extend
distributional results with respect to so-called Følner sequences (Bn)n∈N . The crucial property of such
a sequence is that for all g ∈ Z[i] one has #(Bn  (g+ Bn)) = o(#Bn) (for a complete deﬁnition see [3,
Section 5]). They showed for example that
lim
n→∞
1
#Bn
#
{
z ∈ Bn: sq(z + y) ≡m mod M
}= 1
M
,
with respect to any Følner sequence (Bn)n∈N . In what follows, we deﬁne κ-Z[i] sequences which are
special Følner sequences where the rate of convergence comes into play.
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is called a κ-Z[i] sequence, if for all N ∈ N,
(i) DN ⊆ DN+1,
(ii) DN ⊆ {z ∈ Z[i]: max(|(z)|, |(z)|)
√
N},
(iii) there exists a constant c > 0, such that cN  #DN , and
(iv) #{DN  (r + DN )}  |r|N1−κ for all r ∈ Z[i].
The simplest examples of 1/2-Z[i] sequences are Gaussian integers laying in squares with side
length
√
N or discs with radius
√
N . It turns out that every sequence of convex sets satisfying condi-
tions (i), (ii) and (iii) is a 1/2-Z[i] sequence. To be more precise, let (CN )N∈N be a sequence of convex
subsets of C with CN ⊆ CN+1, CN ⊆ {z ∈ C: max(|(z)|, |(z)|) 
√
N} and such that the volume is
greater than cN for a positive constant c > 0. Then we have that the sequence (DN )N∈N deﬁned by
DN := CN ∩ Z[i] is a 1/2-Z[i] sequence.
In this work we show distributional results for the sum-of-digits function of squares with respect
to κ-Z[i] sequences. Our main objective is to obtain information on the exponential sum
∑
z∈DN
e
(
αsq
(
z2
))
.
In what follows we have to assume that q = −a ± i has not too small prime divisors, that is, every
divisor p | q has to satisfy |p|√689. This restriction comes into play when considering the Fourier
transform of the sum-of-digits function. In contrast to the real case, there arise some technical prob-
lems which makes it impossible to cover general q. (See the introduction of Section 4.3 for a more
precise analysis of this problem.) From the proof of a result of Iwaniec [12] concerning the represen-
tation of a2 +1 as almost-primes, it turns out that inﬁnitely many Gaussian integers q = −a± i satisfy
this condition. We set
A := {a ∈ N: if p | q = −a± i, then |p|√689}
= {36,40,54,56,66,74,84,90,94, . . .}.
Theorem 1. Let a ∈ A and α ∈ R. Furthermore let κ be a real number satisfying 0< κ  1/2 and (DN )N∈N a
κ-Z[i] sequence. Then there exists a constant cq,κ > 0, such that
∑
z∈DN
e
(
αsq
(
z2
))q (logN)ω(q)/2+1N1−cq,κ‖(a2+2a+2)α‖2 ,
where ω(q) denotes the number of distinct prime divisors of q.
We can derive from this theorem the order of magnitude of the number of squares whose sum-
of-digits function evaluation lies in a ﬁxed residue class modulo some integer m. Furthermore we
get that the sequence αsq(z2) is uniformly distributed modulo 1 (if and only if α ∈ R \ Q). We set
Q (b, s) = #{z ∈ Rs: z2 ≡ b mod s}.
Theorem 2. Let a ∈ A and b, g ∈ Z, g  2. Set d = (g,q−1). Furthermore let (DN )N∈N be a κ-Z[i] sequence
(with 0< κ  1/2). Then there exists a constant σq,g,κ > 0 such that
#
{
z ∈ DN : sq
(
z2
)≡ b mod g}= #DN
g
Q (b,d) + Oq,g
(
N1−σq,g,κ
)
. (1)
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irrational.
The next theorem provides asymptotic expansions for #{z ∈ DN : sq(z2) = k} whenever DN is a
1/2-Z[i] sequence. If DN is a disc with radius
√
N , it can be seen as a local version of Theorem B.
Theorem 4. Let a ∈ A and (DN )N∈N be a 1/2-Z[i] sequence. Then we have uniformly for all integers k 0,
1
#DN
#
{
z ∈ DN : sq
(
z2
)= k}= Q (k,q − 1)√
2πσ 2Q logQ N
2
(
e−
2k/2 + O
(
(log logN)11
(logN)
1
2
))
, (2)
where 
k = k−μQ logQ N
2√
σ 2Q logQ N
2
.
Note that this last theorem is trivial in the case that the numbers k and μQ logQ N2 differ too
much. If we consider the disc with radius
√
N and count the number of squares whose sum-of-digits
function sq(z2) equals the “expected value” μQ logQ |z|4, we get the following corollary, which is a
direct consequence of Theorem 4. The proof is straightforward and we omit it since it is very similar
to the proof of Theorem 1.2 in [4].
Corollary 1. Let a ∈ A. We have, as N → ∞,
#
{|z| < √N: sq(z2)= ⌊μQ logQ |z|4⌋}
= πN
(logQ N2)
1
2
R
(
μQ logQ N
2
a2 + 2a+ 2
)
·
(
1+ O
(
(log logN)11
(logN)
1
2
))
,
where R(t) denotes a positive periodic function with period 1.
2. Plan of the paper
The paper is organized as follows. In the next section we treat Gauss sums in Z[i] and the discrete
Fourier transform of αsq(z). In Section 4 we prove the main result of this work, i.e., we derive an
estimate of the exponential sum ∑
z∈DN
e
(
αsq
(
z2
))
. (3)
The underlying method which we use is based on the work of Mauduit and Rivat [16] on the real
sum-of-digits function of squares. In a ﬁrst step (Section 4.1) we transform the problem in such a
way that we are able to work with differences of the form
αsq
(
(z + r)2)− αsq(z2). (4)
In order to do so, we prove a van der Corput type inequality which is the key lemma for working with
κ-Z[i] sequences. It turns out that this lemma is also of great importance for the proof of Theorem 4.
The advantage of expressions of the form (4) is that the higher placed digits of z do not contribute
to the exact value in the most cases. With the help of the addition automaton, we show that we
can replace the sum-of-digits function with a truncated version of this function (“carry lemma”).
In contrast to the real case (and to the prime number case in Z[i]) this takes up a large part of the
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enable us to ﬁnd an upper bound of (3) which only depends on the discrete Fourier transform of the
truncated sum-of-digits function. Section 4.3 ﬁnally contains the last steps of the proof of Theorem 1.
In Section 5 we ﬁrst state and prove some basic properties of congruences in Z[i] on the one hand
and κ-Z[i] sequences on the other hand. With help of these results and Theorem 1 we give (for the
sake of completeness) straightforward proofs of Theorem 2 and Theorem 3.
In the last section we prove Theorem 4. In order to derive asymptotic expansions for #{n ∈ DN :
sq(n2) = k}, we proceed as in [4], where Drmota, Mauduit and Rivat showed a local result for primes
in Z. Although the calculations are much more involved, we can improve the basic method given
in [4, Section 4] to obtain a better error term. The starting point of this method is the relation
#
{
z ∈ DN : sq
(
z2
)= k}= 1∫
0
S(α)e(−αk)dα,
where S(α) denotes the sum occurring in (3). We split the integral up into two different domains. If
α is not too close to /(a2 + 2a + 2),  = 0, . . . ,a2 + 2a + 2, we use Theorem 1 to obtain a negligible
error term. The remaining part of the integral yields the main term in Theorem 4. To calculate this
part, we use probabilistic methods in order to succeed. In Section 6.1 we show that the sum-of-
digits function can be well approximated by a sum of independent and uniformly distributed random
variables. We use an idea of Bassily and Kátai [1] and improve some results of Gittenberger and
Thuswaldner [8], which deal with asymptotic normality in the Gaussian integers. Again, exponential
sums play an important role. In Section 6.2 we ﬁnally ﬁnish the proof of Theorem 4.
3. Auxiliary results
3.1. Gauss sums in Z[i]
Gauss introduced the sum
∑m−1
n=0 e(bn2/m), which is nowadays called a (quadratic) Gauss sum. It
is well understood and a lot of different generalizations have been studied (see for example [2,11],
or [13, Chapter 3.4]). One possible generalization which we will need later on, are sums of the form
G(b, l;m) =
∑
n∈Rm
e
(
1
2
tr
(
bn2 + ln
m
))
,
where b, l, m ∈ Z[i] with m = 0 and Rm is a complete residue system modulo m (tr(z) = z+ z¯ = 2(z)
denotes the trace of z ∈ C).
Lemma 1. Let a ∈ A, q = −a± i and let b, l ∈ Z[i] with (b,q) = 1. Then we have for r  1,∣∣G(b, l;qr)∣∣= |q|r .
Remark 1. Based on a thorough analysis of the corresponding proof for Gauss sums in Z (see [11,
Chapter 7.4]), one can show the following result: If b, l,m ∈ Z[i] are such that m = 0 and (b,m) = 1,
then one has ∣∣G(b, l;m)∣∣ 2|m|.
Proof of Lemma 1. We begin with the following observation: If (m1,m2) = 1, then we have
G(b, l;m1m2) = G(bm1, l;m2)G(bm2, l;m1). (5)
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resp. m2, then the numbers jm2 + km1 run through a complete residue system modulo m1m2. In
what follows we will show that for every prime divisor p of q we have
∣∣G(b, l; pr)∣∣= |p|r . (6)
Combined with (5), this proves the desired result. First we show that |G(b, l; pr)| = |G(b,0; pr)|. Since
a ∈ A and p | q = −a ± i, we have (1 + i, p) = 1. Thus, (4b, pr) = 1 and 4b has an inverse element
modulo pr , say b˜. Replacing n by n+ 2b˜l in the index of summation yields
G
(
b, l; pr)= ∑
n∈Rpr
e
(
1
2
tr
(
bn2 + ln
pr
))
=
∑
n∈Rpr
e
(
1
2
tr
(
b(n− 2b˜l)2 + l(n− 2b˜l)
pr
))
= e
(
−1
2
tr
(
b˜l2
pr
)) ∑
n∈Rpr
e
(
1
2
tr
(
bn2
pr
))
.
Next note, that if we set ((pr),(pr)) = d, then d has to be of the form pδ for some δ  0. But since
p | q, this can only hold true for δ = 0. Thus, the set {n ∈ Z: 0 n < |p|2r} forms a complete residue
system modulo pr and we can write
G
(
b,0; pr)= ∑
0n<|p|2r
e
(
1
2
tr
(
bn2
pr
))
=
∑
0n<|p|2r
e
(
1
2
tr
(
bn2 p¯r
|p|2r
))
=
∑
0n<|p|2r
e
(
cn2
|p|2r
)
,
where c = (p¯rb). Since p is a prime divisor of q we have that |p|2 is a prime in Z and sat-
isﬁes |p|2 > 2. Next we show that c and |p|2 are coprime. Set d = (p¯rb). If (c, |p|2) = 1, then
(c, |p|2) = |p|2. This implies that p | c, p¯ | c and p¯ | d, which in turn implies that p | d and thus
p | (c + id). It follows that p | p¯, which is impossible since |p|2 > 2. This allows us to use well-known
results for Gauss sums in Z. Employing [11, Lemmas 7.12, 7.13 and 7.15], we obtain
∣∣G(b,0; pr)∣∣= ∣∣∣∣ ∑
0n<|p|2r
e
(
cn2
|p|2r
)∣∣∣∣=√|p|2r,
which ﬁnally proves (6) and the statement of the lemma. 
Lemma 2. Let a ∈ A and q = −a ± i. Furthermore, let b, l ∈ Z[i] and r  1. Set d = (b,qr). Then we have
∣∣G(b, l;qr)∣∣= 0 if d  l,
and
∣∣G(b, l;qr)∣∣= ∣∣dqr∣∣ if d | l.
Proof. The proof is straightforward and is omitted here. For details see for example [16, Proposition 1
and Proposition 2]. 
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Throughout what follows we denote by Fλ = {∑λ−1j=0 ε jq j: ε j ∈ N } the ﬁnite (non-scaled) approx-
imation of the fundamental region of the number system, which is a complete system of residues
mod qλ with #Fλ = Q λ . The discrete Fourier transform Fλ(·,α) of the function u → e(αsq(·)) is
deﬁned for all h ∈ Z[i] by
Fλ(h,α) = Q −λ
∑
u∈Fλ
e
(
αsq(u) − 1
2
tr
(
huq−λ
))
.
Since Fλ(·,α) is periodic with period qλ and |F0(h,α)| = 1, we have
∣∣Fλ(h,α)∣∣= Q −λ λ∏
j=1
ϕQ
(
α − 1
2
tr
(
hq− j
))
, (7)
where the function ϕk(t) is deﬁned for all k 2 by
ϕk(t) =
{ |sin(πkt)|/|sin(πt)|, t ∈ R/Z,
k, otherwise.
The following lemma collects some basic facts of ϕk(t). The proof can be found in [16, Lemmas 3, 5]
and [15, Lemmas 14, 15].
Lemma 3. Let k be an integer  2. Then, the following claims hold true:
(i) The function ϕk(t) is periodic of period 1, monotonically decreasing on [0,1/k] and we have for δ ∈
[0,2/(3k)],
max
‖t‖δ
ϕk(t) ϕk(δ) k.
(ii) If ‖t‖
√
6
π2(k2−1) , then we have
ϕk(t) k exp
(
− (k
2 − 1)π2‖t‖2
6
)
.
(iii) Let ηk be deﬁned by kηk =maxt∈R( 1k
∑
0r<k ϕk(t + rk )). Then
kηk  2
k sin π2k
+ 2
π
log
2k
π
.
In particular, we have 0.24998 < η689 < 0.24999 and ηk < η689 for k > 689.
(iv) Let k 3. If 3 R  k and R | k, then
max
t∈R
(
1
k
∑
0r<R
ϕk
(
t + r
R
))
 RηR .
If R = 2 and R | k, then the right-hand side of the given estimate can be replaced by √3/2 < 1.23 <
1.34< 2η5 .
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|Fλ(h,α)|.
Lemma 4. Let cQ = π227 log Q ( Q
2−1
Q 4
). Then we have for λ 3,
∣∣Fλ(h,α)∣∣ e(π2)/(54Q 2)Q −cQ ‖(a2+2a+2)α‖2λ.
Proof. Since 2/(3Q )  (6/(π2(Q 2 − 1)))1/2, we obtain from point (i) and (ii) of Lemma 3 that
we have ϕQ (t)  Q exp(− (Q 2−1)π2‖t‖26 ) if ‖t‖  2/(3Q ) and ϕQ (t)  ϕQ (2/(3Q )) 
Q exp(− (Q 2−1)π2(2/(3Q ))26 ‖t‖2) if ‖t‖ > 2/(3Q ). We obtain that for all t ∈ R the following estimate
holds:
ϕQ (t) Q exp
(
−2π
2(Q 2 − 1)
27Q 2
‖t‖2
)
.
Carrying out exactly the same steps as in the proof of [5, Corollary 6.4], we get
∣∣Fλ(h,α)∣∣ exp(−λ − 2
2Q 2
· 2π
2(Q 2 − 1)
27Q 2
∥∥(a2 + 2a+ 2)α∥∥2)
 e(π2)/(54Q 2)Q −cQ ‖(a2+2a+2)α‖2 ,
which ﬁnishes the proof of this lemma. 
Remark 2. With a thorough analysis of the proof of [16, Lemma 6] for Gaussian integers (with three
adjacent terms instead of two), one can improve the explicit given constant cQ to be
cQ = π
2
18 log Q
(
Q 2 − 1
(a2 + 2a+ 2)2
)
.
The last lemma of this section gives ﬁnally an L1 type upper bound of Fλ . It is an improvement
of [5, Lemma 6.6] and enables us to consider composite bases in Theorem 1 instead of just prime
bases (see Section 4.3).
Lemma 5. Let a > 1 and q = −a ± i. Furthermore, let b ∈ Z[i], α ∈ R, 0 δ  λ and k ∈ Z[i] with k | qλ−δ
and q  k. Then we have ∑
h∈Rqλ
h≡b mod kqδ
∣∣Fλ(h,α)∣∣ |k|−2η5 Q η5(λ−δ)∣∣Fδ(b,α)∣∣.
If a ∈ A, then η5 can be replaced by η689 .
Proof. The proof follows the lines of the proof of [15, Lemma 17]. We just give a rough outline of
those parts which are essentially the same as in the real case and treat the steps which are crucial
in the setting of Gaussian integers in detail. If δ = λ, then the condition k | qλ−δ implies k = 1 and
the statement holds trivially. If δ < λ, then we deﬁne dθ = (qθ ,kqδ) (where we choose one greatest
common divisor) and uθ = qθ /dθ whenever δ  θ  λ. If we set ρθ = dθ /dθ−1, then one can show
as in the real case that the following claim holds true: ρθ is a Gaussian integer satisfying ρθ | q and
(q,ρθ ) = q. Our main goal is to show that for δ < θ  λ,
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h∈Rqθ
h≡b mod dθ
∣∣Fθ (h,α)∣∣ |ρθ |−2η5 Q η5 ∑
h∈Rqθ−1
h≡b mod dθ−1
∣∣Fθ−1(h,α)∣∣, (8)
where η5 can be replaced by η689 if every prime divisor p of q = −a ± i satisﬁes |p|2  689. The
statement of the lemma follows then the same way as in the proof of [15, Lemma 17]. In order to
show the result, we start with rewriting the left-hand side of (8). We have∑
h∈Rqθ
h≡b mod dθ
∣∣Fθ (h,α)∣∣= ∑
u∈Ruθ
∣∣Fθ (b + udθ ,α)∣∣
=
∑
v∈Rquθ−1
v≡0 mod ρθ
∣∣Fθ (b + vdθ−1,α)∣∣
=
∑
u∈Ruθ−1
∑
w∈Rq
u+wuθ−1≡0 mod ρθ
∣∣Fθ (b + (u + wuθ−1)dθ−1,α)∣∣.
Since uθ−1dθ−1 = qθ−1 and Fθ−1(.,α) is periodic of period qθ−1, we obtain by the product represen-
tation of Fθ (see (7)) that∑
h∈Rqθ
h≡b mod dθ
∣∣Fθ (h,α)∣∣= ∑
u∈Ruθ−1
∣∣Fθ−1(b + udθ−1,α)∣∣E(θ), (9)
where E(θ) is deﬁned by
E(θ) = 1
Q
∑
w∈Rq
u+wuθ−1≡0 mod ρθ
ϕQ
(
α − 1
2
tr
(
b + udθ−1
qθ
)
− 1
2
tr
(
w
q
))
.
Next we seek for an upper bound of E(θ), which is the main part of this proof. Since dθ−1(ρθ ,uθ−1) =
(dθ ,qθ−1) = (qθ ,kqδ,qθ−1) = dθ−1, we see that (ρθ ,uθ−1) = 1. This implies that uθ−1 has an in-
verse modulo ρθ (say u˜θ−1) and we can rewrite the condition u + wuθ−1 ≡ 0 mod ρθ to w ≡
−uu˜θ−1 mod ρθ . Since we have to consider Gaussian integers w lying in a complete residue sys-
tem modulo q, we can choose w = −uu˜θ−1 − rρθ , r ∈ Rq/ρθ . We obtain
E(θ) = 1
Q
∑
r∈Rq/ρθ
ϕQ
(
α − 1
2
tr
(
b + udθ−1
qθ
)
− 1
2
tr
(−uu˜θ−1 − rρθ
q
))
= 1
Q
∑
r∈Rq/ρθ
ϕQ
(
α − 1
2
tr
(
b + udθ−1
qθ
+ uu˜θ−1
q
)
+ 1
2
tr
(
r
q/ρθ
))
.
Set q˜ = q/ρθ and d˜ = ((q˜),(q˜)). Then d˜ has to be a divisor of q˜ and thus of q. But since q = −a± i,
this is only possible if d˜ = 1. Hence, {0 r < |q˜|2} forms a complete residue system modulo q˜. We get
E(θ) = 1
Q
∑
0r<|q˜|2
ϕQ
(
α − 1
2
tr
(
b + udθ−1
qθ
+ uu˜θ−1
q
)
+ r · (q˜)|q˜|2
)
.
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((q˜), |q˜|2)= ((q˜),(q˜)2 + (q˜)2)= ((q˜),(q˜)2) ∣∣ ((q˜)2,(q˜)2)= ((q˜),(q˜))2 = 1.
Thus, we have ((q˜), |q˜|2) = 1 and it follows that
E(θ) = 1
Q
∑
0r<|q˜|2
ϕQ
(
α − 1
2
tr
(
b + udθ−1
qθ
+ uu˜θ−1
q
)
+ r|q˜|2
)
.
Using point (iv) of Lemma 3 we obtain
E(θ) |ρθ |−2η|q˜|2 Q 2η|q˜|2 .
Since q˜ = q/ρθ is a divisor of q = −a ± i we have |q˜|2 = 2 or |q˜|2  5. In both cases point (iv) (in
combination with point (iii)) of Lemma 3 implies
E(θ) |ρθ |−2η5 Q 2η5 .
If a ∈ A, then |q˜|2  689 and we can replace η5 by η689. Together with (9) this shows the desired
result. 
4. Proof of Theorem 1
Recall that we have q = −a ± i with a ∈ Z+ and α ∈ R. We set f (n) = αsq(n) and deﬁne for every
real positive number B the set ΞB ⊂ Z[i] by
ΞB :=
{
n ∈ Z[i]: max(∣∣(n)∣∣, ∣∣(n)∣∣) B1/2}.
Let ν ∈ Z+ be deﬁned by Q ν−1 < N  Q ν . Then we will show that
S :=
∑
n∈DN
e
(
f
(
n2
))q νω(q)/2+1Q (1−cq,κ‖(a2+2a+2)α‖2)ν , (10)
where cq,κ is a positive constant and ω(q) denotes the number of distinct prime divisors of q. Of
course, this proves Theorem 1.
4.1. Van der Corput type inequality and “carry lemma”
We begin with a lemma that contains a van der Corput type inequality for Gaussian integers. It
allows us to work with differences of the form αsq((z + r)2) − αsq(z2), which is important for the
further steps of the proof. Moreover, it has the remarkable property that we can enlarge the domain
of summation without producing a too big error term. On the left-hand side of inequality (11) we sum
up over Gaussian integers laying in DN , while on the right-hand side we sum up over all Gaussian
integers laying in a square which contains DN . It permits us to calculate special exponential sums
that appear in later parts of the proof (see Lemma 9 and Lemma 10). The idea of the lemma and the
proof of it is inspired by [16, Lemma 15].
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be complex numbers with absolute value  1 and (DM)M∈N be a κ-Z[i] sequence. Then we have for any real
number R  1,∣∣∣∣ ∑
n∈DN
zn
∣∣∣∣ ( NR2 ∑|r|2R
(
1− |r|
2R + 1
)∣∣∣∣ ∑
n,n+r∈ΞB
zn+r zn
∣∣∣∣)1/2 + N1−κ R. (11)
Proof. Before we start the main part of the proof, we observe that #DN  #ΞN  N . Next we take
for convenience zn = 0 for n /∈ ΞB and put T (R) = #{0  |r|  R}. Since the absolute values of the
considered complex numbers are  1, we obtain (using the properties of the κ-Z[i] sequence)∣∣∣∣T (R) ∑
n∈DN
zn −
∑
|r|R
∑
n∈DN
zn+r
∣∣∣∣  ∑
|r|R
∣∣∣∣ ∑
n∈DN
zn −
∑
n∈DN
zn+r
∣∣∣∣

∑
|r|R
#
{DN  (r + DN)}

∑
|r|R
|r|N1−κ  T (R)RN1−κ .
Thus, we have ∣∣∣∣ ∑
n∈DN
zn
∣∣∣∣ 1T (R) ∑
n∈DN
∣∣∣∣ ∑
|r|R
zn+r
∣∣∣∣+ N1−κ R.
Using the Cauchy–Schwarz inequality, we obtain( ∑
n∈DN
∣∣∣∣ ∑
|r|R
zn+r
∣∣∣∣)2  (#DN) · ∑
n∈DN
∣∣∣∣ ∑
|r|R
zn+r
∣∣∣∣2
 N
∑
0|r1|,|r2|R
∑
n∈Z[i]
zn+r1 zn+r2
= N
∑
0|r|2R
w(r)
∑
n∈Z[i]
zn+r zn,
where w(r) = #{(r1, r2), 0 |r1|, |r2| R: r1 − r2 = r} (2R + 1)(2R + 1− |r|). Since T (R)  R2, we
ﬁnally get ∣∣∣∣ ∑
n∈DN
zn
∣∣∣∣ ( NR2 ∑|r|2R
(
1− |r|
2R + 1
)∣∣∣∣ ∑
n,n+r∈ΞB
zn+r zn
∣∣∣∣)1/2 + N1−κ R. 
Before we start to estimate the sum S (see (10)), we state a result that provides information about
the number of digits of a given number z ∈ Z[i] (for a proof see for example [9, Proposition 2.6]).
Lemma 7. Let  0 be the smallest number satisfying z =∑0 j< ε j(z)q j with ε j(z) ∈ N . Then there exists
a constant c (which only depends on q), such that
logQ
(|z|2)− c   logQ (|z|2)+ c.
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2 ρ  ν/3, (12)
and get
S 
(
N
Q ρ
∑
|r||q|ρ
(
1− |r||q|ρ + 1
)∣∣∣∣ ∑
n,n+r∈ΞQ ν
e
(
f
(
(n+ r)2)− f (n2))∣∣∣∣)1/2 + N1−κ |q|ρ

(
Q 2ν−ρ + Q ν max
1|r||q|ρ
∣∣∣∣ ∑
n,n+r∈ΞQ ν
e
(
f
(
(n+ r)2)− f (n2))∣∣∣∣)1/2 + Q ν−(νκ−ρ/2).
In the last step, we separated the case r = 0 and r = 0. Additionally, we get an error term
O (Q (3ν+ρ)/2) (inside the square root) when removing the summation condition n + r ∈ ΞQ ν . But
since we have assumed ρ  ν/3, this term can be neglected. Hence, we obtain
S  Q ν−ρ/2 + Q ν−(νκ−ρ/2) + Q ν/2 max
1|r||q|ρ
∣∣∣∣ ∑
n∈ΞQ ν
e
(
f
(
(n+ r)2)− f (n2))∣∣∣∣1/2. (13)
In a next step, we want to use the fact that we are now dealing with expressions of the form
f ((n + r)2) − f (n2). If r is small (in comparison to n), the higher placed digits of (n + r)2 and n2
do not differ in “most” of the cases. In order to show this, we deﬁne a “truncated” sum-of-digits
function (times the constant α), namely,
fλ(z) = α
λ−1∑
j=0
ε j(z),
where ε j(z), j  0 are the digits of z in the base-q representation. The advantage of this function is
that it is periodic with period qλ , i.e., for any d, z ∈ Z[i], we have
fλ
(
z + dqλ)= fλ(z).
For a proof of this statement, see [5, Proposition 4.1]. Next, we brieﬂy recall that the addition in the
Gaussian integers can be realized by an automaton (see [9]). For our further explanations we restrict
ourselves to base q = −a+ i, the case q = −a− i is similar. The addition automaton in base q = −a+ i
is drawn in Fig. 1. The digits of the sum are associated to a walk which ﬁnishes in one of the two
accepting states [•]. Starting at node P, it performs addition by 1 and starting at node R it performs
addition by −a − i. The labeling j | k means that the automaton reads a digit j and has k as output.
The next lemma gives an upper bound of the number of cases, where it makes a difference if we
use the “normal” or the “truncated” sum of digits function. Note, that the reasoning of the proof of
the corresponding “carry lemma” (Lemma 4.2) in [5] does not suﬃce for our purpose. Nevertheless,
we also use the fact that the addition can be handled by an automaton.
Lemma 8. Let r ∈ Z[i] with |r|2 < Q ρ . We denote by E(r, ν,ρ) the set of Gaussian integers z such that
z ∈ ΞQ ν and
f
(
(z + r)2)− f (z2) = fν+2ρ((z + r)2)− fν+2ρ(z2). (14)
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Then we have
#E(r, ν,ρ)  Q ν−γρ,
where 0< γ < 1 is a constant only depending on q.
Proof. By Lemma 7 we know that there exists a constant c (only depending on q) such that for all
z ∈ ΞQ ν the number z2 has  2ν + c digits, 2zr + r2 has  ν + ρ + c digits and if w has  digits,
then we have that |q|l−c  |w|  |q|+c . We can assume that ρ > 4c (the statement is trivial in the
converse case). The main idea of the proof of this lemma is that every Gaussian integer z2 ∈ ΞQ ν can
be uniquely written as
z2 =m0
(
z2
)+ qν+ρ+cm1(z2)+ qν+2ρm2(z2),
where m0(z2) ∈ Fν+ρ+c , m1(z2) ∈ Fρ−c and m2(z2) ∈ Fν+c−2ρ . We set
T = {t ∈ Fρ−c: t =m1(z2) for some z ∈ E(r, ν,ρ)},
and
Nt =
{
z ∈ ΞQ ν : m1
(
z2
)= t and z ∈ E(r, ν,ρ)}.
In what follows we show that
#T  Q γ ′ρ, (15)
where γ ′ is a positive constant satisfying γ ′ < 1 and
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The statement of the lemma is then a direct consequence since
#E(r, ν,ρ) =
∑
t∈T
#Nt 
∑
t∈T
Q ν−ρ  Q ν−(1−γ ′)ρ .
Setting γ = 1− γ ′ > 0 proves indeed the desired result.
We proceed in two steps. First we show (15), i.e., we bound the number of possible numbers
m1(z2) which lead to a carry propagation. Therefore let z ∈ E(r, ν,ρ). We can write
z2 + 2zr + r2 = (m0(z2)+ 2zr + r2)+ (qν+ρ+cm1(z2)+ qν+2ρm2(z2)).
If we consider only the ﬁrst part of the sum, we obtain that
m0
(
z2
)+ 2zr + r2 = m˜+ qν+ρ+c(x+ iy),
where m˜ ∈ Fν+ρ+c is some Gaussian integer depending on z and r and x, y ∈ Z with x = O (1) and
y = O (1). This is a consequence of Lemma 7. Next we claim that
f
(
m1
(
z2
)+ x+ iy)− f (m1(z2)) = fρ−c(m1(z2)+ x+ iy)− fρ−c(m1(z2)). (17)
First note that f (m1(z2)) = fρ−c(m1(z2)). If we assume equality in (17), we conclude that m1(z2) +
x+ iy has at most ρ − c digits. It follows that
f
(
(z + r)2)− f (z2)= f (m˜+ qν+ρ+c(x+ iy +m1(z2))+ qν+2ρm2(z2))
− f (m0(z2)+ qν+ρ+cm1(z2)+ qν+2ρm2(z2))
= f (m˜+ qν+ρ+c(x+ iy +m1(z2)))
− f (m0(z2)+ qν+ρ+cm1(z2)).
The integers in the last expression have at most ν + 2ρ digits and we obtain
f
(
(z + r)2)− f (z2)= fν+2ρ(m˜+ qν+ρ+c(x+ iy +m1(z2)))
− fν+2ρ
(
m0
(
z2
)+ qν+ρ+cm1(z2))
= fν+2ρ
(
(z + r)2)− fν+2ρ(z2).
This contradicts z ∈ E(r, ν,ρ) and (17) holds true indeed. From now on we assume that x + iy =
−y(−a − i) + (x − ay) with y > 0 and x < ay (all other cases are similar). Using an idea developed
in [9, Proposition 2.4], the left-hand side of (17) can be written as
f
(
m1
(
z2
)+ x+ iy)− f (m1(z2))
= f (m1(z2)+ x+ iy)− f (m1(z2)+ (−a− i) + x+ iy)
+ f (m1(z2)+ (−a− i) + x+ iy)− f (m1(z2)+ 2(−a− i) + x+ iy)+ · · ·
+ f (m1(z2)+ (y − 1)(−a− i) + x+ iy)− f (m1(z2)+ y(−a− i) + x+ iy)
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+ f (m1(z2)+ y(−a− i) + x+ iy)− f (m1(z2)+ y(−a− i) + x+ iy + 1)
+ f (m1(z2)+ y(−a− i) + x+ iy + 1)− f (m1(z2)+ y(−a− i) + x+ iy + 2)+ · · ·
+ f (m1(z2)+ y(−a− i) + x+ iy + (−x+ ay − 1))− f (m1(z2)).
The number of differences is O (1). Since one can write the right-hand side of (17) in the same
way (replacing f by fρ−c), we deduce that (17) can be only fulﬁlled if one of the differences is not
equal to the corresponding one with f replaced by fρ−c . Furthermore each of them is of the form
f (x) − f (x+ u), where u is either −a − i or 1. Thus we are interested in the number of cases where
the addition x → x + u gives rise to a carry propagation. The same reasoning as in [5, bottom of
page 329] shows (cf. [10, Proposition 1]) that this number is bounded by O (|ξ |ρ), where |ξ | = Q γ ′
with γ ′ < 1. We get that the number of possible Gaussian integers t =m1(z2), such that there occurs
a carry propagation is bounded by O (Q γ
′ρ) and it ﬁnally follows that #T = O (Q γ ′ρ).
For the second step (proving the estimate (16)) we ﬁx some t ∈ Fρ−c . We set
Sm :=
{
z: z2 =m0 + qν+ρ+ct + qν+2ρm, m0 ∈ Fν+ρ+c
}
.
This allows us to write Nt ⊆⋃m∈Fν+c−2ρ Sm , and hence
#Nt 
∑
m∈Fν+c−2ρ
#Sm. (18)
If m = 0, we have S0 ⊆ {z: |z|2  |q|ν+2ρ}, and we obtain that #S0  |q|ν+2ρ . For m = 0, we can
bound the cardinality of Sm by
#Sm  |q|
ν+ρ
|t + qρ−cm| +
|q| ν+ρ2√|t + qρ−cm| + 1. (19)
To see this, consider Fig. 2. The dashed domain in the ﬁrst one contains the set of all possible squares
(the solid circle has radius |q|ν+ρ+2c) and the checkered domain contains the set Sm . One possibility
to ﬁnd an upper bound of the cardinality of Sm is to calculate the area of the checkered domain plus
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For readability, we denote the angle by ϕ and write
a =
√
|q|ν+ρ+c(∣∣t + qρ−cm∣∣− |q|c) and b =√|q|ν+ρ+c(∣∣t + qρ−cm∣∣+ |q|c).
First we calculate the area of the circular ring segment. The inner radius is a − 1/√2 and the outer
radius is b + 1/√2. We get the area
(
b2 − a2 + √2(b + a))ϕ
2

(
b2 − a2 + 2√2b)ϕ. (20)
The remaining domain (thickness 1/
√
2) has area
2(b − a+ √2) 1√
2
 b
2 − a2
a
+ 1. (21)
Furthermore we have ϕ  |t + qρ−cm|−1 (note that |t + qρ−cm| |q|ρ−2c > |q|2c). Adding the expres-
sions (20) and (21) together and using the estimates above, we ﬁnally obtain (19).
In order to avoid problems arising from the denominators, we split the sum in (18) up into
two parts. The ﬁrst one contains all integers m satisfying |m|2  |q|ν−3ρ (they are all in Fν−2ρ+c).
From (19) follows, that #Sm  |q|ν+ρ for all m = 0. Using this crude upper bound, we obtain∑
0<|m|2|q|ν−3ρ
Sm 
∑
0<|m|2|q|ν−3ρ
|q|ν+ρ  |q|2ν−2ρ = Q ν−ρ.
Now, we evaluate the remaining part in (18). Since |m|2 > |q|ν−3ρ , we have that |t+qρ−cm|  |q|ρ |m|.
Using (19), we get
∑
m∈Fν−2ρ+c
|m|2>|q|ν−3ρ
#Sm 
∑
m∈Fν−2ρ+c
|m|2>|q|ν−3ρ
( |q|ν+ρ
|t + qρ−cm| +
|q| ν+ρ2√|t + qρ−cm| + 1
)

∑
m∈Fν−2ρ+c
|m|2>|q|ν−3ρ
( |q|ν
|m| +
|q|ν/2
|m|1/2 + 1
)

∑
0<|m|2|q|2ν−4ρ+2c
( |q|ν
|m| +
|q|ν/2
|m|1/2 + 1
)
.
Thus we have to deal with sums of the form
∑
0<|m|N 1|m|α , where α ∈ {1/2,1}. A ﬁrst crude esti-
mation shows that
∑
0<|m|N
1
|m|α 
N∑
r=1
r1−α.
Calculating the sum of the right-hand side, we get
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0<|m|N
1
|m|α 
{
N, if α = 1,
N3/2, if α = 1/2.
Hence we obtain
∑
0<|m|2|q|2ν−4ρ+2c
( |q|ν
|m| +
|q|ν/2
|m|1/2 + 1
)
 |q|ν |q|ν−2ρ + |q|ν/2|q| 3ν−6ρ2 + |q|2ν−4ρ  Q ν−ρ.
This shows estimate (16) and the proof of Lemma 8 is ﬁnished. 
For further considerations, we set
λ = ν + 2ρ. (22)
Replacing f by fλ gives a total error of O (Q ν−γρ/2). Thus, by (13) we have
S  Q ν−γρ/2 + Q ν−(νκ−ρ/2) + Q ν/2 max
1|r||q|ρ
∣∣S1(r, ν,ρ)∣∣1/2, (23)
where
S1(r, ν,ρ) =
∑
n∈ΞQ ν
e
(
fλ
(
(n+ r)2)− fλ(n2)).
4.2. Calculations yielding to the Fourier transform
Next we estimate some special exponential sums in order to obtain expressions containing Gauss
sums and the Fourier transform. The underlying idea of the following steps comes from [16, Sec-
tion 5.4] but the estimates of exponential sums turn out to be much more involved. To begin with,
we state for the sake of completeness a well-known result about linear exponential sums (see for
example [8, Lemma 2.1]).
Lemma 9. Let q = −a ± i with a ∈ Z+ , λ 0 and h ∈ Z[i]. Set h/qλ = r + is, r, s ∈ R. Then we have
∑
z∈ΞN
e
(
1
2
tr
(
hz
qλ
))
min
(
N,
√
N
‖r‖ ,
√
N
‖s‖ ,
1
‖r‖‖s‖
)
.
Lemma 10. Let m ∈ Z[i] \ {0} and Rm be a complete residue system modulo m. Moreover, let N ∈ N. Then we
have
∑
h∈Rm
min
(
N,
√
N
‖(h/m)‖ ,
√
N
‖(h/m)‖ ,
1
‖(h/m)‖‖(h/m)‖
)
 16N + 64√N|m| log |m| + 64|m|2(log |m|)2.
Remark 3. This lemma is an improvement of [8, Lemma 2.6], where Gittenberger and Thuswaldner
deal with similar sums. They use the Koksma–Hlawka inequality to obtain an error term of the form
O (N|m| + |m|2(logN)2), which suﬃces for the proof of their main result. In our case, the term N|m|
is too big and we have to use other ideas in order to succeed.
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which residue system we sum. Let us denote the considered sum with T . Note that R = Z[i] ∩
{(α + iβ)m: −1/2  α,β < 1/2} is a complete residue system modulo m and set Rˆ = {(α,β) ∈
[−1/2,1/2)2: (α + iβ)m ∈ R}. Then, we can write
T =
∑
(α,β)∈Rˆ
min
(
N,
√
N
‖α‖ ,
√
N
‖β‖ ,
1
‖α‖‖β‖
)
.
In a next step, we tessellate the square [−1/2,1/2)2 with small squares of side length 1/(2|m|).
Therefore, we set
Rˆh,k := Rˆ ∩
[
h
2|m| ,
h + 1
2|m|
)
×
[
k
2|m| ,
k + 1
2|m|
)
,
and
Rˆh,k := Rˆh,k ∪ Rˆ−h−1,k ∪ Rˆ−h−1,−k−1 ∪ Rˆh,−k−1.
We obtain
T =
|m|−1∑
h=0
|m|−1∑
k=0
∑
(α,β)∈Rˆh,k
min
(
N,
√
N
‖α‖ ,
√
N
‖β‖ ,
1
‖α‖‖β‖
)
.
Note, that the inner sum has less or equal 4(|m|/(2|m|) + 1)2  16 summands. We distinguish
between three different cases. If h = k = 0, we use N as an upper bound of the summands. If
h = 0 and k = 0, we use √N · (h/(2|m|))−1 (resp. √N · (k/(2|m|))−1 when h = 0 and k = 0)
and (h/(2|m|))−1 · (k/(2|m|))−1 in the remaining case. Thus we have
T  4
(|m|/(2|m|)+ 1)2(N + 2√N |m|−1∑
k=1
1
k/(2|m|) +
( |m|−1∑
k=1
1
k/(2|m|)
)2)
 16N + 64√N|m| log |m| + 64|m|2(log |m|)2. 
Lemma 11. Let q = −a ± i with a ∈ Z+ , λ 0 and zn (n ∈ Z[i]) be complex numbers of period qλ . Then we
have for 1< N  Q λ ,
∑
n∈ΞN
zn  ν2 max
h∈Fλ
∣∣∣∣ ∑
n∈Fλ
zne
(
1
2
tr
(
hn
qλ
))∣∣∣∣.
Proof. Using the periodicity of the considered complex numbers, we can write
∑
n∈ΞN
zn =
∑
n∈Fλ
zn
∑
z∈ΞN
1
Q λ
∑
h∈Fλ
e
(
1
2
tr
(
h(n− z)
qλ
))
= 1
Q λ
∑
h∈F
∑
z∈Ξ
e
(
−1
2
tr
(
hz
qλ
)) ∑
n∈F
zne
(
1
2
tr
(
hn
qλ
))
.λ N λ
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two previous lemmas yields the desired result. 
As indicated above, fλ(z) is periodic with period qλ . Using the Fourier transform Fλ(h,α) (compare
with Section 3.2), we obtain
S1 =
∑
h1,h2∈Fλ
Fλ(h1,α)Fλ(−h2,α)
∑
n∈ΞQ ν
e
(
1
2
tr
(
h1(n+ r)2 + h2n2
qλ
))
.
Employing Lemma 11 with N = Q ν yields
S1  ν2
∑
h1,h2∈Fλ
∣∣Fλ(h1,α)Fλ(−h2,α)∣∣
·max
l∈Fλ
∣∣∣∣ ∑
n∈Fλ
e
(
1
2
tr
(
h1(n+ r)2 + h2n2 + ln
qλ
))∣∣∣∣.
Using the notion of the quadratic Gauss sums, we can write
S1  ν2
∑
h1,h2∈Fλ
∣∣Fλ(h1,α)Fλ(−h2,α)∣∣ ·max
l∈Fλ
∣∣G(h1 + h2,2rh1 + l;qλ)∣∣.
Lemma 2 gives
S1  ν2Q λ/2 max
l∈Fλ
∑
d|qλ
|d|
∑
h1,h2∈Fλ
(h1+h2,qλ)=d
d|2rh1+l
∣∣Fλ(h1,α)Fλ(−h2,α)∣∣,
where we only sum over one of the four possible associated elements of a divisor d.
4.3. Final estimates (for the proof of Theorem 1)
For further calculations, we only consider the case where q = −a± i with a ∈ A. This results from
the fact that we employ Lemma 5, which is not suﬃcient if q has small prime divisors. In particular,
the constant ηk has to be smaller than 1/4 (several considerations in the following steps of the
proof need this assumption). First we replace the summation condition (h1 + h2,kλ) = d by the less
restrictive one h1 + h2 ≡ 0 mod d. The condition
2rh1 + l ≡ 0 mod d (24)
can be rewritten as follows: Set d˜ = (2r,d) = (r,d) (since d | qλ , we have (d,1 + i) = 1). Then d˜ | l,
since otherwise (24) cannot hold. If we set r′ = 2r/d˜ and l′ = l/d˜, then (24) is equivalent to
r′h1 + l′ ≡ 0 mod d/d˜.
The integer r′ has an inverse element modulo d/d˜ which we call r′′ . If we ﬁnally set l′′ = r′′l′ , then we
can write the last equation as
h1 + l′′ ≡ 0 mod d/d˜.
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integer δ, such that qδ | d but qδ+1  d. Set
ρQ :=
⌊
ρ log Q
log689
⌋
. (25)
Then we can write
S1  ν2Q λ/2 max
l∈Fλ
(S2 + S3), (26)
where
S2 =
∑
0δρQ
∑
k|qλ−δ
qk
∣∣kqδ∣∣ ∑
h1,h2∈Fλ
h1+h2≡0 mod kqδ
h1+l′′≡0 mod kqδ/(kqδ,r)
∣∣Fλ(h1,α)Fλ(−h2,α)∣∣,
and
S3 =
∑
ρQ <δλ
∑
k|qλ−δ
qk
∣∣kqδ∣∣ ∑
h1,h2∈Fλ
h1+h2≡0 mod kqδ
h1+l′′≡0 mod kqδ/(kqδ,r)
∣∣Fλ(h1,α)Fλ(−h2,α)∣∣.
In order to ﬁnd an upper bound of S2, we replace the condition h1 + l′′ ≡ 0 mod kqδ/(kqδ, r) by the
weaker condition
h1 + l′′ ≡ 0 mod k/(k, r).
This is allowed since k/(k, r) is a divisor of
k
(k, r)
· (kq
δ, rqδ)
(kqδ, r)
= kq
δ
(kqδ, r)
.
We can write
S2 
∑
0δρQ
∑
k|qλ−δ
qk
∣∣kqδ∣∣ ∑
h1∈Fλ
h1≡−l′′ mod k/(k,r)
∣∣Fλ(h1,α)∣∣ ∑
h2∈Fλ
h2≡−h1 mod kqδ
∣∣Fλ(−h2,α)∣∣.
Since the Fourier transform is periodic with period qλ in its ﬁrst argument and since the moduli
occurring in the summation conditions are divisors of qλ , we can sum over an arbitrary complete
congruence system modulo qλ . Using Lemma 5 (twice) yields to
S2 
∑
0δρQ
∑
k|qλ−δ
qk
∣∣kqδ∣∣Q η689λ( |k||(k, r)|
)−2η689
Q η689(λ−δ)|k|−2η689
= Q 2η689λ
∑
0δρQ
Q (1/2−η689)δ
∑
k|qλ−δ
qk
|k|1−4η689 ∣∣(k, r)∣∣2η689 .
J.F. Morgenbesser / Journal of Number Theory 130 (2010) 1433–1469 1453Note, that |(k, r)| |r| |q|ρ . Furthermore, we have for every k | qλ−δ with q  k that
|k| = ∣∣(k,qλ)∣∣ ∣∣(k,q)∣∣λ−δ  ( |q|√
689
)λ−δ
= Q λ−δ2 (1−logQ 689). (27)
Now we need the ﬁrst time that η689 < 1/4. If we denote by τ (m) the number of divisors of m, then
we obtain
S2  Q 2η689λ
∑
0δρQ
Q δ(1/2−η689)τ
(
qλ−δ
)
Q
λ−δ
2 (1−logQ 689)(1−4η689)Q ρη689
= τ (qλ)Q λ( 12− 1−4η6892 logQ 689)+ρη689 ∑
0δρQ
Q δ(η689+
1−4η689
2 logQ 689).
Since ρ  ρQ and (logQ 689)(1− 4η689)/2 (1− 4η689)/2< 0.00002, we get
S2  τ
(
qλ
)
Q λ(
1
2−
1−4η689
2 logQ 689)+ρQ . (28)
Next we estimate S3. Since δ > ρQ , we have that (kqδ, r) | qρQ | kqδ . This follows from the fact that
|r| |q|ρ and that every prime divisor p of q satisﬁes
νp
((
kqδ, r
))

⌊
ρ
log Q
log |p|2
⌋
 ρQ
(cf. [16, Section 5.5]). Hence, we are allowed to replace the summation condition h1 + l′′ ≡
0 mod kqδ/(kqδ, r) by the less restrictive condition h1 + l′′ ≡ 0 mod kqδ−ρQ . We have
S3 
∑
ρQ <δλ
∑
k|qλ−δ
qk
∣∣kqδ∣∣ ∑
h1∈Fλ
h1≡−l′′ mod kqδ−ρQ
∣∣Fλ(h1,α)∣∣ ∑
h2∈Fλ
h2≡−h1 mod kqδ
∣∣Fλ(−h2,α)∣∣.
Using Lemma 5 in combination with Lemma 4, we get
∑
h1∈Fλ
h1≡−l′′ mod kqδ−ρQ
∣∣Fλ(h1,α)∣∣ ∑
h2∈Fλ
h2≡−h1 mod kqδ
∣∣Fλ(−h2,α)∣∣
 |k|−4η689 Q (λ−δ+ρQ )η689−(δ−ρQ )cQ ‖(a2+2a+2)α‖2+(λ−δ)η689−δcQ ‖(a2+2a+2)α‖2 ,
where cQ is the positive constant deﬁned in Lemma 4. It follows that
S3  Q 2η689λ+ρQ (η689+cQ ‖(a
2+2a+2)α‖2) ∑
ρQ <δλ
Q δ(1/2−2η689−2cQ ‖(a2+2a+2)α‖2)
∑
k|qλ−δ
qk
|k|1−4η689 .
By (27) and the fact that η689 < 1/4, we have
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(
qλ
)
Q 2η689λ+ρQ (η689+cQ ‖(a2+2a+2)α‖2)
·
∑
ρQ <δλ
Q δ(1/2−2η689−2cQ ‖(a2+2a+2)α‖2)+
λ−δ
2 (1−logQ 689)(1−4η689)
= τ (qλ)Q λ(1/2− 1−4η6892 logQ 689)+ρQ (η689+cQ ‖(a2+2a+2)α‖2)
·
∑
ρQ <δλ
Q δ(
1−4η689
2 logQ 689−2cQ ‖(a2+2a+2)α‖2).
Since
2cQ
∥∥(a2 + 2a+ 2)α∥∥2  1
2
cQ 
π2
54 · 6892 log Q <
1− 4η689
2
logQ 689, (29)
we obtain
S3  τ
(
qλ
)
Q λ(1/2−2cQ ‖(a2+2a+2)α‖2)+ρQ . (30)
Thus we get (see (26), (28), (29) and (30))
S1  ν2τ
(
qλ
)
Q λ(1−2cQ ‖(a2+2a+2)α‖2)+ρQ .
Exactly the same way as in [16, Lemma 20], one can show that τ (qλ) λω(q)τ (q), where ω(q) denotes
the number of distinct prime divisors of q. Hence we obtain (compare also with (22) and (25))
S1  νω(q)+2Q ν(1−2cQ ‖(a2+2a+2)α‖2)+3ρ log689 Q .
By (23) we have
S  Q ν−γρ/2 + Q ν−(νκ−ρ/2) + Q ν/2 max
1|r||q|ρ
∣∣S1(r, ν,ρ)∣∣1/2
 Q ν−γρ/2 + Q ν−(νκ−ρ/2) + νω(q)/2+1Q ν(1−cQ ‖(a2+2a+2)α‖2)+(3/2)ρ log689 Q .
Until now, we only used that 2 ρ  ν/3. If we impose the condition
ρ  νmin
(
2cQ
γ + 3 log689 Q
∥∥(a2 + 2a+ 2)α∥∥2, 2κ
1+ γ
)
,
then we have
S  νω(q)/2+1Q ν−γρ/2.
We set
cq,κ =min
(
2κ
1+ γ ,
2cQ
γ + 3 log689 Q
)
,
and choose ρ := ν · cq,κ‖(a2 + 2a + 2)α‖. If ρ  2, then we just have shown the desired result
(cf. (10)). If ρ < 2, then the estimate (10) holds trivially and we are done.
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Theorem 2 and Theorem 3 can be deduced from Theorem 1. Before we prove them, we show two
auxiliary lemmas concerning congruences in the Gaussian integers and the κ-Z[i] sequence.
Lemma 12. Let q = −a± i, a ∈ Z+ andm ∈ Z satisfyingm | a2+2a+2. Furthermore let b ∈ Z, z = z1+ iz2 ∈
Z[i] and set d = (m,q − 1). Then we have
z1 ± (a+ 1)z2 ≡ b modm if and only if z ≡ b mod d.
Here the choice of the sign depends on the sign for q = −a± i.
Proof. First, we prove the claim that
z1 ± (a+ 1)z2 ≡ b modm if and only if z2 ∓ (a+ 1)z1 ≡ ∓b(a+ 1) modm. (31)
We have that (∓(a + 1),m) | (a + 1,a2 + 2a + 2) = (a + 1, (a + 1)2 + 1) = 1. Thus the left-hand side
of (31) is equivalent to
∓(z1 ± (a+ 1)z2)(a+ 1) ≡ ∓b(a+ 1) modm.
Since m | (a2 + 2a + 2), this is equivalent to the right-hand side of (31) and the claim is shown. Next
we show that
m
δ
= d, (32)
when δ is deﬁned by δ = (m,q − 1). Indeed, we can write
m
δ
= (m,a
2 + 2a+ 2)
(m,q − 1) =
(m, (q − 1)(q − 1))
(m,q − 1) =
(m,q − 1) · (m,q − 1)
(m,q − 1) .
We obtain the last inequality from the fact that
(q − 1,q − 1) =
{
1, if a is odd,
1+ i, otherwise.
This can be easily shown using the identity
(q − 1,q − 1) = (−a± i − 1,−a∓ i − 1) = (−a± i − 1,∓2i) = (−a± i − 1,1+ i).
As a last preparation note that q − 1 = ∓i(1 ∓ i(a + 1)). Now we can prove the stated result. Let us
assume that z ≡ b mod d. Using (32), this is equivalent to z ≡ b mod m/δ, where δ is deﬁned as
above. Since (m/δ, (1∓ i(a+ 1))/δ) = 1 this is equivalent to
(z1 + iz2)
(
1∓ i(a+ 1))≡ b(1∓ i(a+ 1)) modm,
i.e., it is equivalent to
(
z1 ± (a+ 1)z2
)+ i(z2 ∓ (a+ 1)z1)≡ b + i(∓b(a+ 1)) modm.
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z1 ± (a+ 1)z2 ≡ b modm. 
Lemma 13. Let b,d ∈ Z[i] and (DN )N∈N be a κ-Z[i] sequence. Then we have
#
{
z ∈ DN : z2 ≡ b mod d
}= #DN|d|2 #{z ∈ Rd: z2 ≡ b mod d}+ Od(N1−κ).
Proof. We deﬁne for z ∈ Z[i] the numbers ωz to be 1 if z2 ≡ b mod d and 0 otherwise. Then we can
write
#
{
z ∈ DN : z2 ≡ b mod d
}= 1|d|2 ∑
z∈DN
∑
r∈Rd
ωz+r
+ 1|d|2
(
|d|2
∑
z∈DN
ωz −
∑
r∈Rd
∑
z∈DN
ωz+r
)
,
where we choose Rd to be a complete residue system modulo d with |r|  |d| for all r ∈ Rd . The ﬁrst
term is equal to
#DN
|d|2 #
{
z ∈ Rd: z2 ≡ b mod d
}
.
It remains to estimate the error term. We have∣∣∣∣|d|2 ∑
z∈DN
ωz −
∑
r∈Rd
∑
z∈DN
ωz+r
∣∣∣∣ ∑
r∈Rd
∣∣∣∣ ∑
z∈DN
ωz −
∑
z∈DN
ωz+r
∣∣∣∣

∑
r∈Rd
#
{DN  (r + DN )}

∑
|r|Rd
|r|N1−κ  |d|3N1−κ . 
Proof of Theorem 2. We have
#
{
z ∈ DN : sq
(
z2
)≡ b mod g}= ∑
z∈DN
1
g
∑
0 j<g
e
(
j
g
(
sq
(
z2
)− b)).
Set d˜ = (g,a2 + 2a + 2). From [9, Corollary 2.3] follows that
sq
(
z2
)= sq((z1 + iz2)2)≡ z21 − z22 ± 2(a+ 1)z1z2 mod d˜.
If we put g′ = g
d˜
, J = {kg′: 0 k < d˜}, J ′ = {0, . . . , g − 1} \ J = {kg′ + r: 0 k < d˜, 1 r < g′}, then
we have for j = kg′ ∈ J ,
e
(
j
g
sq
(
z2
))= e(k˜sq(z2)
)
= e
(
k˜(z21 − z22 ± 2(a+ 1)z1z2)
)
.d d
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∑
z∈DN
1
g
∑
j∈ J
e
(
j
g
(
sq
(
z2
)− b))
=
∑
z∈DN
1
g
∑
0k<˜d
e
(
k
d˜
(
z21 − z22 ± 2(a+ 1)z1z2 − b
))
= d˜
g
#
{
z = z1 + iz2 ∈ DN : z21 − z22 ± 2(a+ 1)z1z2 ≡ b mod d˜
}
.
Since (˜d,q − 1) = ((g, |q − 1|2),q − 1) = (g,q − 1) = d, we get by Lemma 12 and Lemma 13 that the
last quantity is the same as
d˜
g
#
{
z ∈ DN : z2 ≡ b mod d
}= #DN
g
d˜
|d|2 Q (b,d) + Oq,g
(
N1−κ
)
.
Using the same considerations as in Lemma 12, we see that d˜/|d|2 = 1. The remaining sum (which
comes from the set J ′) can be treated with Theorem 1 and one ﬁnally obtains Theorem 2 (see the
proof of Theorem 3 in [16] for details). 
Proof of Theorem 3. If α ∈ Q, then the sequence (αsq(z2))z∈Z[i] takes modulo 1 only a ﬁnite number
of values and is therefore not uniformly distributed modulo 1. If in return α ∈ R \ Q, then for every
h ∈ Z with h = 0 we have (a2 + 2a + 2)hα ∈ R \ Q and according to Theorem 1 (take DN = ΞN ), the
statement follows from Weyl’s criterion (see [6, Theorem 1.19]). 
6. Proof of Theorem 4
As already indicated in Section 2, we have
#
{
z ∈ DN : sq
(
z2
)= k}= 1∫
0
S(α)e(−αk)dα, (33)
where S(α) :=∑z∈DN e(αsq(z2)). We deﬁne
I(N,k) := {z ∈ DN : z2 ≡ k mod (q − 1)}.
We have (cf. [9, Corollary 2.3]) sq(z) ≡ (z)± (a+1)(z) mod (a2 +2a+2) and sq(z) ≡ z mod (q−1).
With Lemma 12 we can characterize I(N,k) in two different ways, namely,
I(N,k) = {z ∈ DN : sq(z2)≡ k mod (a2 + 2a+ 2)}
= {z ∈ DN : (z2)± (a+ 1)(z2)≡ k mod (a2 + 2a+ 2)}.
Furthermore, we set R(N,k) := #I(N,k). It follows from Lemma 13 that
R(N,k) = #DN
a2 + 2a+ 2#
{
z ∈ Rq−1: z2 ≡ k mod (q − 1)
}+ Oq(N1/2). (34)
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z∈I(N,k)
e
(
αsq
(
z2
))= R(N,k)e(αμQ logQ N2)(e−2π2α2σ 2Q logQ N2 + O (|α|(log logN)9)) (35)
uniformly for real α with |α| (log logN)(logN)−1/2 .
6.1. Proof of Proposition 1
We know from Lemma 7 that there exists a constant c  0, such that the Gaussian integer z2 has
less than or equal to
L := logQ N2 + c
digits, whenever z ∈ DN . Let us ﬁx some integer k. In what follows, we will prove a slightly different
result, namely that∑
n∈I(n,k)
e
(
αsq
(
n2
))= R(N,k)e(αμQ L)
· (e−2π2α2σ 2Q L(1+ O (α4L))+ O (|α|(log L)9)) (36)
uniformly for real α with |α| 2(log L)L−1/2. This implies the desired result.
Now we want to translate (36) into a probabilistic language. Let us consider the set I(N,k). If we
assume that every number in this set is equally likely, then the function which assigns each number
its j-th digit (D j,N(z) := ε j(z2)) is a random variable. Hence, the sum-of-digits function sq(z2) can
also be interpreted as a random variable
SN(z) = sq
(
z2
) :=∑
jL
ε j
(
z2
)
.
Using this model, formula (36) is equivalent to the relation
ϕ1(t) := Eeit(SN−LμQ )/(Lσ 2Q )1/2 = e−t2/2
(
1+ O
(
t4
L
))
+ O
(
|t| (log L)
9
L
1
2
)
(37)
that is uniform for |t| 4πσQ log L (set α = t/(2πσQ L1/2)).
As a ﬁrst step we truncate the sum-of-digits function. Set
L′ = #{ j ∈ Z: (log L)9  j  L − (log L)9}= L − 2(log L)9 + O (1),
and
TN =
∑
(log L)9 jL−(log L)9
ε j
(
n2
)
.
Furthermore, let ϕ2(t) be the characteristic function of (TN − L′μQ )/(L′σ 2Q )1/2, i.e.,
ϕ2(t) := Eeit(TN−L′μQ )/(L′σ 2Q )1/2 .
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∣∣ϕ1(t) − ϕ2(t)∣∣= O(|t| (log L)9
L
1
2
)
.
Proof. The proof of this lemma follows almost literally the proof of [4, Lemma 4.1] and we omit it
here. One only has to note that by our deﬁnition of L′ we have |L− L′|  (log L)9 and ‖SN − TN‖∞ 
(log L)9. 
Let Z j be a sequence of independent random variables with range {0,1, . . . , Q − 1} and uniform
probability distribution. Set
T N :=
∑
(log L)9 jL−(log L)9
Z j.
Then we have ET N = L′μQ and VT N = L′σ 2Q . Next we state a well-known property which we will
need later on.
Lemma 15.We have
Eew(T N−L
′μQ )/(L′σ 2Q )1/2 = ew2/2
(
1+ O
( |w|4
L
))
that is uniform for |w| L 14 .
Proof. See for example Lemma 4.2 of [4], which is a slight variant of this statement (the proof is
actually the same). 
In particular, for the characteristic function of the normalized random variable T N the relation
ϕ3(t) := Eeit(T N−L′μQ )/(L′σ 2Q )1/2 = e−t2/2
(
1+ O
(
t4
L
))
holds whenever |t|  L 14 . In what follows, we will show that T N is a good approximation of the
(truncated) sum-of-digits function. To do so, we have to compare ϕ2 and ϕ3.
Proposition 2.We have uniformly for real t with |t| 2πσQ log L,
∣∣ϕ2(t) − ϕ3(t)∣∣= O( |t|
L
)
,
where the implied constant is absolute.
Combining Lemma 14, Lemma 15 and Proposition 2 we obtain (37) which in turn proves Proposi-
tion 1.
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In order to prove Proposition 2 we will also need the concept of the discrepancy of sequences.
If x1, . . . , xM are points in the 2-dimensional real vector space R2 and H an arbitrary positive
integer, then the two-dimensional version of the Erdo˝s–Turán–Koksma inequality says that the dis-
crepancy DM of these points satisfy
DM  2
H + 1 +
∑
0<‖h‖∞H
1
r(h)
∣∣∣∣∣ 1M
M∑
=1
e(h · x)
∣∣∣∣∣,
where h ∈ Z2 and r(h) = max(1, |h1|) ·max(1, |h2|). For an accurate deﬁnition of the discrepancy and
the statement above see [6, Section 1.2]. As we will see later on, this yields to quadratic exponential
sums. Gittenberger and Thuswaldner showed in [8, Chapter 2], that
∑
|z|2<N
e
(
1
2
tr
(
A
B
z2
))
 N(logN)−σ ,
whenever (A, B) = 1 and (logN)σ  |B|2  N2(logN)−σ . This estimate is too weak for proving
Proposition 2 and it is only shown for discs with radius
√
N .
In what follows, we use the van der Corput inequality (Lemma 6) to treat such exponential sums.
This enables us to improve the error term on the one hand and it allows us to consider 1/2-Z[i]
sequences instead of discs on the other hand.
Lemma 16. Let A, B ∈ Z[i] with (A, B) = 1 and let (DN )N∈N be a 1/2-Z[i] sequence. Furthermore let c > 0
be real and σ ∈ Z+ such that
Q 4c(log logN)
σ  |B|2  N2Q −4c(log logN)σ .
Then we have
∑
z∈DN
e
(
1
2
tr
(
A
B
z2
))
 NQ −c(log logN)σ (logN),
where the implied constant is absolute.
Proof. Let us denote the considered sum as S . Using Lemma 6 with R = |B|1/2 yields
S 
(
N
|B|
∑
|r|2|B|1/2
(
1− |r|
2|B|1/2 + 1
)∣∣∣∣ ∑
z,z+r∈ΞN
e
(
1
2
tr
(
A
B
(
(z + r)2 − z2)))∣∣∣∣)1/2 + N1/2|B|1/2
 N
1/2
|B|1/2
(∑
r∈RB
∣∣∣∣ ∑
z,z+r∈ΞN
e
(
1
2
tr
(
A
B
2rz
))∣∣∣∣)1/2 + N1/2|B|1/2.
Hence we have to estimate linear exponential sums over the Gaussian integers. The important prop-
erty is that we are summing over rectangles (with side length smaller than 2
√
N).∣∣∣∣ ∑
z,z+r∈Ξ
e
(
1
2
tr
(
A
B
2rz
))∣∣∣∣min(N,
√
N
‖s1‖ ,
√
N
‖s2‖ ,
1
‖s1‖ · ‖s2‖
)
,N
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S  N
1/2
|B|1/2
(∑
r∈RB
min
(
N,
√
N
‖( 2AB r)‖
,
√
N
‖( 2AB r)‖
,
1
‖( 2AB r)‖ · ‖( 2AB r)‖
))1/2
+ N1/2|B|1/2.
If (2A, B) = 1, then 2Ar also runs through a complete residue system modulo B . Employing Lemma 10
yields
|S|  N
1/2
|B|1/2
(
N + |B|N1/2 log |B| + |B|2(log |B|)2)1/2 + N1/2|B|1/2
 (log |B|)(N|B|−1/2 + N1/2|B|1/2).
Using the bounds on |B|2 brings the desired result. If (2A, B) = 1 we write 2AB = A
′
B ′ with (A
′, B ′) = 1
and we can do similar calculations as above. Since B and B ′ are comparable (note that (A, B) = 1) we
obtain the same result in this case, too. 
6.1.2. Joint distribution of the summands of TN and T N
The main step of proving Proposition 2 is the comparison of the moments of TN and T N . Therefore
we need some information on the joint distribution of their summands.
Proposition 3. Let 1 d L′ and j1, j2, . . . , jd and 1, 2, . . . , d integers with
(log L)9  j1 < j2 < · · · < jd  L − (log L)9
and 1, 2, . . . , d ∈ {0,1, . . . , Q − 1}. Then we have uniformly
1
R(N,k)
#
{
n ∈ I(N,k): ε j1
(
n2
)= 1, . . . , ε jd(n2)= d}
= Q −d + O (de−c2r + dec3r−c1(log L)9 + elog L+c3rd− 12 (log L)9),
where c1 , c2 and c3 are positive constants and r > 0 is an arbitrary integer.
We adopt the notion of Gittenberger and Thuswaldner [8, Chapter 3] and deﬁne the fundamental
domain of the base-q representation system by
F ′ =
{
z ∈ C: z =
∞∑
j=1
ε j(z)q
− j, ε j ∈ N
}
.
Every complex number z can be represented as z = α0 + α1q with unique real numbers α0 and α1.
Thus, the mapping
ϕ : C → R2, z = α0 + α1q → (α0,α1)
is well deﬁned and it is called the ϕ-embedding of F ′ in R2. We set
F := ϕ(F ′)={z ∈ R2: z = ∞∑
j=1
E− jε j(z), ε j ∈ ϕ(N )
}
,
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E =
(
0 −1− a2
1 −2a
)
.
Note that ϕ(qz) = Eϕ(z). If m ∈ N , we will have to deal with the domain containing all the numbers
whose fractional parts start with the digit m. We denote the embedded version by
Fm = E−1
(F + ϕ(m)).
Since this region has a rather complicated shape, we have to approximate it. Therefore we use the
following lemma which is proved in [8, Lemma 3.1].
Lemma 17. For all m ∈ N and all r ∈ N there exists an axially parallel tube Pr,m with the following properties:
(i) ∂Fm ⊂ Pr,m for all r ∈ N.
(ii) λ2(Pr,m) = O (μr/Q r).
(iii) Pr,m consists of O (μk) axially parallel rectangles, each of which has Lebesgue measure O (Q −r).
The constant μ satisﬁes 1< μ < Q .
In the proof of the lemma Gittenberger and Thuswaldner constructed a polygon Πr,m with axe-
parallel sides such that
Pr,m =
{
z ∈ R2: ‖z − Πr,m‖∞  c˜|q|−r
}
,
where c˜ is an absolute constant that can be chosen  1. For the remaining part of this section we ﬁx
to each pair (r,m) the polygon Πr,m , the corresponding tube Pr,m and denote by Ir,m the set of all
points inside Πr,m . We deﬁne
fm(x, y) = 1

2

/2∫
−
/2

/2∫
−
/2
Ψm(x+ x1, y + y1)dx1 dy1,
where 
 = c˜|q|−r and
Ψm(x, y) =
⎧⎨⎩
1, if (x, y) ∈ Ir,m,
1/2, if (x, y) ∈ Πr,m,
0, otherwise.
The function fm is a so-called Urysohn function which equals 1 for (x, y) ∈ Ir,m \ Pr,m , 0 for (x, y) ∈
R2 \ (Ir,m ∪ Pr,m) and is an interpolation of these values in between. The next lemma gives estimates
for the Fourier coeﬃcients of this function and can be found in [8, Lemma 3.2 and Lemma 3.3].
Lemma 18. Let fm(x, y) =∑n1,n2∈Z cn1,n2e(n1x+ n2 y) be the Fourier expansion of fm. Then for the Fourier
coeﬃcients cn1,n2 we get the estimates
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(
μr

2n21n
2
2
)
(n1,n2 = 0),
cn1,0 = O
(
μr

n21
)
(n1 = 0),
c0,n2 = O
(
μr

n22
)
(n2 = 0),
c0,0 = 1
Q
.
Furthermore we have for n1,n2 = 0 that cn1,n2 = 0 if q | (q¯n1 − n2).
Before we start proving Proposition 3, we need an auxiliary lemma. We set
F j = #
{
z ∈ I(N,k): ϕ
(
z2
q j+1
)
∈
⋃
m∈N
Pr,m mod Z
2
}
.
Lemma 19.We have uniformly for (log L)9  j  L − (log L)9 ,
1
R(N,k)
F j 
(
μ
Q
)r
+μre−c1(log L)9 ,
where c1 is a positive constant.
Proof. From Lemma 17 it follows that we can subdivide each tube Pr,m into a family of O (μr) rect-
angles (which have Lebesgue measure O (Q −r)) such that we have
1
R(N,k)
F j 
1
R(N,k)
∑
m∈N
∑
Gm⊆Pr,m
F j(Gm), (38)
where F j(Gm) is deﬁned by
F j(Gm) = #
{
z ∈ I(N,k): ϕ
(
z2
q j+1
)
∈ Gm mod Z2
}
,
and the second sum in (38) runs over all rectangles Gm in which we subdivide Pr,m . In what follows
we show that there exists a positive constant c1 such that the discrepancy D of the sequence ϕ( z
2
q j+1 )
where z ∈ I(N,k) is bounded by D  e−c1(log L)9 . This then implies
1
R(N,k)
F j(Gm)  λ2(Gm) + D  1
Q r
+ e−c1(log L)9 ,
and the result of the lemma follows (see Lemma 17). This leads us to the Erdo˝s–Turán–Koksma in-
equality. We have
D  2
H + 1 +
∑
0<‖h‖ H
1
r(h)
∣∣∣∣ 1R(N,k) ∑
z∈I(N,k)
e
(
h · ϕ
(
z2
q j+1
))∣∣∣∣. (39)
∞
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τ (z) :=
(
1
2
tr(z),
1
2
tr(qz)
)T
= Xϕ(z) with X :=
(
1 −a
−a a2 − 1
)
.
Then we have
h · ϕ
(
z2
q j+1
)
= hX−1τ
(
z2
q j+1
)
= 1
2
tr
((
h˜1
q j+1
+ h˜2
q j
)
z2
)
,
where (h˜1, h˜2)T := hX−1. Note furthermore, that 2((z2) + (a + 1)(z2)) = tr((1− i(a + 1))z2). Using
the deﬁnition of I(N,k) one easily obtains for the inner sum in (39),
∑
z∈I(N,k)
e
(
h · ϕ
(
z2
q j+1
))
= 1
a2 + 2a+ 2
a2+2a+1∑
=0
e
(
− k
a2 + 2a+ 2
)
·
∑
n∈DN
e
(
1
2
tr
((
h˜1
q j+1
+ h˜2
q j
+ (1− i(a+ 1))
a2 + 2a+ 2
)
z2
))
.
We set
A
B
= h˜1
q j+1
+ h˜2
q j
+ (1− i(a+ 1))
a2 + 2a+ 2 ,
with (A, B) = 1. Then |q| j−2/H  |B|  |q| j+4 (note, that h˜1, h˜2  Q 3/2). If we set H = Q 13 (log L)9,
we have
Q
2
3 (log L)
9  |B|2  N2Q − 23 (log L)9 .
We then use Lemma 16 to obtain
D  1
H
+ N
R(N,k)
Q −
1
6 (log L)
9
logN
∑
0‖h‖∞H
1
r(h)
 1
H
+ N
R(N,k)
Q −
1
6 (log L)
9
logN(log H)2
 Q −c1(log L)9 ,
where c1 is a suitable positive constant (note that N/R(N,k)  1, see (34)). This concludes the proof
of Lemma 19. 
Proof of Proposition 3. We set
tl,j(z) =
d∏
h=1
fh
(
ϕ
(
z
q jh+1
))
,
where l = (1, . . . , d) and j = ( j1, . . . , jd). The following fundamental relation allows us to use our
just obtained results. We have
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1, . . . , ε jd(z2)= d}− ∑
z∈I(N,k)
tl,j
(
z2
)∣∣∣∣
 F j1 + · · · + F jd
 dR(N,k)
((
μ
Q
)r
+μre−c1(log L)9
)
.
Thus it remains to study the sum
∑
z∈I(N,k) tl,j(z2). It is easy to see that
tl,j(z) =
∑
M∈M
TMe
(
d∑
h=1
μhϕ
(
z2
q jh+1
))
,
where M = {M = (μ1, . . . ,μd): μh = (mh1,mh2) with mh1,mh2 ∈ Z; h = 1, . . . ,d}, and TM =∏d
h=1 cmh1,mh2 . Hence we can write
∑
z∈I(N,k)
tl,j
(
z2
)= ∑
M∈M
TM
∑
z∈I(N,k)
e
(
d∑
h=1
μhϕ
(
z2
q jh+1
))
.
If M = 0, then TM = Q −d (by Lemma 18). If M = (μ1, . . . ,μd) = 0 such that there exists an integer h
with q | q¯mh1 −mh2 then TM = 0 (again by Lemma 18). In all other cases we have (using the same
notation as in the proof of Lemma 19)
d∑
h=1
μhϕ
(
z2
q jh+1
)
=
d∑
h=1
μh X
−1τ
(
z2
q jh+1
)
= 1
2
tr
(
∓i
d∑
h=1
q¯mh1 −mh2
q jh+1
z2
)
,
where the choice of the sign depends on the sign of q = −a ± i. If we set
A′
B ′
= ∓i
d∑
h=1
q¯mh1 −mh2
q jh+1
,
where (A′, B ′) = 1, we see that |q| j1+1  |B ′|  |q| jd+1 (note, that q  q¯mh1 − mh2). Furthermore we
have
∑
z∈I(N,k)
tl,j
(
z2
)= 1
a2 + 2a+ 2
∑
z∈DN
tl,j
(
z2
) a2+2a+1∑
r=0
e
(
r
(z2) + (a+ 1)(z2) − k
a2 + 2a+ 2
)
= 1
a2 + 2a+ 2
a2+2a+1∑
r=0
e
(
− rk
a2 + 2a+ 2
)
·
∑
M∈M
TM
∑
z∈D
e
(
1
2
tr
(
A′
B ′
+ r(1− i(a+ 1))
a2 + 2a+ 2 z
2
))
.N
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∑
z∈DN e(
1
2 tr(
A
B z
2)), we see that |B ′|  |B|  |B ′| since (q,a2 +
2a + 2) = 1. Thus we have Q (log L)9  |B|2  N2Q −(log L)9 and Lemma 16 yields
∑
z∈I(N,k)
tl,j
(
z2
) R(N,k)
Q d
+ O
(
NQ −
1
4 (log L)
9
logN
∑
M =0
|TM |
)
.
It is easy to see that
∑
M |TM |  ( μ
r

2
)d  (μr Q r)d . Finally, we set c2 = − log(μ/Q ), c3 = log(μQ )
and we obtain the desired result. 
Lemma 20.We have for 1 d L′ ,
E
(
TN − L′μQ√
L′σ 2Q
)d
= E
(
T N − L′μQ√
L′σ 2Q
)d
+ E(N,d, r),
where
E(N,d, r) = O ((Q 2L1/2)d(de−c2r + dec3r−c1(log L)9 + elog L+c3rd− 14 (log L)9)),
and the constants are the same as in Proposition 3.
Proof. The proof works exactly as the proof of [4, Lemma 4.6]. Thus we omit it. 
6.1.3. Proof of Proposition 2
The ﬁnal steps in the proof of Proposition 2 are very similar to the considerations in [4, Sec-
tion 4.3]. We give here only a rough outline. Using Taylor’s theorem we have for every integer D > 0,
Eeit X − EeitY =
∑
d<D
(it)d
d!
(
EXd − EYd)
+ O
( |t|D
D!
∣∣E|X |D − E|Y |D ∣∣+ 2 |t|D
D! E|Y |
D
)
,
where X = (Tx − L′μQ )/(L′σ 2Q )1/2 and Y = (T x − L′μQ )/(L′σ 2Q )1/2. We choose D = (log L)3 (and
assume without loss of generality that D is even) and employ Lemma 20 with r = (log L)5. A short
calculation shows that for our choice of D and r we obtain (uniformly in 1 d D)
∣∣EXd − EYd∣∣ e−(log L)4/L.
Hence we get (recall that |t| 4πσQ log L)
∑
1dD
|t|d
d!
∣∣EXd − EYd∣∣ |t| ∑
1dD
(4πσQ log L)d−1
d! ·
e−(log L)4
L
 |t|e4πσQ log L · e
−(log L)4
 |t| .
L L
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EY D  D!
DD/2e−D/2D1/2
.
We ﬁnally obtain
|t|D
D! E|Y |
D  |t| (2πσQ )
D(log L)D
DD/2e−D/2D1/2
 |t|/L.
6.2. Final steps in the proof of Theorem 4
In this subsection we collect already proved results to show Theorem 4. It is straightforward
(cf. [4]) and we therefore give only a rough outline. First, we use the periodicity of the integrand
to obtain
1∫
0
S(α)e(−αk)dα = (a2 + 2a+ 2)
1
2(a2+2a+2)∫
− 1
2(a2+2a+2)
Sk(α)e(−αk)dα,
where
Sk(α) =
∑
z∈I(N,k)
e
(
αsq
(
z2
))
.
Now we consider the last integral separately whether α is small or big, namely
1
2(a2+2a+2)∫
− 1
2(a2+2a+2)
=
∫
|α|(log logN)(logN)−1/2
+
∫
(log logN)(logN)−1/2<|α|1/(2(a2+2a+2))
. (40)
The second integral (where α is big), can be bounded above using Theorem 1. Indeed, this theorem
also implies the upper bound
Sk(α)  (logN)ω(q)/2+1N1−cq,κ‖(a2+2a+2)α‖2 , (41)
and we obtain for the second integral in (40) the estimate
∫
Sk(α)e(−αk)dα  (logN)ω(q)/2+1NN−cq,κ (a2+2a+2)2(log logN)2(logN)−1
 N
logN
.
Since #DN ≈ N , this expression is bounded by the error term stated in the theorem. For the upper
bound of the ﬁrst integral in (40), we use Proposition 1. We have
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|α|log logN(logN)−1/2
Sk(α)e(−αk)dα
= R(N,k)
∫
|α|log logN(logN)−1/2
e
(
α
(
μQ logQ N
2 − k))e−2π2α2σ 2Q logQ N2 dα
+ R(N,k)
∫
|α|log logN(logN)−1/2
O
(|α|(log logN)9)dα.
Next, we use the substitution α = t/(2πσQ (logQ N2)1/2) and obtain
R(N,k)
2πσQ (logQ N2)1/2
∞∫
−∞
eit
k−t2/2 dt + R(N,k) · O
(
1
(logN2)1/2
∫
|t|log logN
e−t2/2 dt
)
+ R(N,k) · O
(
(log logN)11
logN
)
= R(N,k)√
2πσ 2Q logQ N
2
(
e−
2k/2 + O (e−(log logN)2/2)+ O( (log logN)11
(logN)
1
2
))
,
where 
k = k−μQ logQ N
2
σQ (logQ N2)1/2
. Since the ﬁrst O -term is bounded by the second one, the result follows.
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