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ABSTRACT
Time domain optical surveys have discovered roughly a dozen candidate stellar tidal disruption
flares in the last five years, and future surveys like the Large Synoptic Survey Telescope will likely find
hundreds to thousands more. These tidal disruption events (TDEs) present an interesting puzzle: a
majority of the current TDE sample is hosted by rare post-starburst galaxies, and tens of percent are
hosted in even rarer E+A galaxies, which make up ∼ 0.1% of all galaxies in the local universe. E+As
are therefore overrepresented among TDE hosts by 1-2 orders of magnitude, a discrepancy unlikely
to be accounted for by selection effects. We analyze Hubble Space Telescope photometry of one of
the nearest E+A galaxies, NGC 3156, to estimate the rate of stellar tidal disruption produced as
two-body relaxation diffuses stars onto orbits in the loss cone of the central supermassive black hole.
The rate of TDEs produced by two-body relaxation in NGC 3156 is large when compared to other
galaxies with similar black hole mass: N˙TDE ∼ 1 × 10−3 yr−1. This suggests that the preference of
TDEs for E+A hosts may be due to central stellar overdensities produced in recent starbursts.
1. INTRODUCTION
Stars are tidally disrupted in galactic nuclei when or-
bital perturbations reduce their angular momenta and
place them on nearly radial orbits. Once the stellar
pericenter is reduced below a critical value, a strong
tidal encounter with the central supermassive black hole
(SMBH) destroys the star during its pericenter passage
(Hills 1975). Roughly half of the stellar mass falls back
onto the SMBH, circularizing into an accretion disk and
powering a luminous flare (Rees 1988). In the last
two decades, roughly a dozen candidate tidal disrup-
tion events (TDEs) have been discovered (Bade et al.
1996; Komossa & Greiner 1999; Esquej et al. 2007, 2008;
Maksym et al. 2010, 2013) through the soft X-ray emis-
sion that is thought to be near the peak of their spectral
energy distributions. A comparable number have been
found in the last decade via optical (van Velzen et al.
2011; Gezari et al. 2012; Chornock et al. 2014; Arcavi
et al. 2014; Holoien et al. 2014, 2016) or UV emission
(Gezari et al. 2006, 2008) and upcoming time domain op-
tical surveys are expected to discover hundreds to thou-
sands more (Strubbe & Quataert 2009; van Velzen et al.
2011).
Several dynamical processes are capable of feeding
stars to SMBHs. The most ubiquitous and robustly un-
derstood is two-body relaxation, which slowly diffuses
stars through orbital phase space and eventually into the
“loss cone,” the phase space region where stars can be
ripped apart by tides from the SMBH (Frank & Rees
1976). Two-body relaxation calculations of TDE rates in
realistic galaxies find that they are rare events, typically
occurring roughly once per 104−5 yr (Wang & Merritt
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2004; Stone & Metzger 2016), with the highest rates in
low-mass galaxies. Observational estimates for the TDE
rate are typically ∼ 10−5 yr−1 galaxy−1 (Donley et al.
2002; van Velzen & Farrar 2014; Khabibullin & Sazonov
2014), a number discrepant with theoretical estimates by
an order of magnitude or more (Stone & Metzger 2016).
Other processes can in principle enhance the TDE rate
above the floor set by two-body relaxation, such as non-
conservation of angular momentum in axisymmetric or
triaxial potentials (Magorrian & Tremaine 1999; Merritt
& Poon 2004), interactions with massive perturbers such
as molecular clouds (Perets et al. 2007) and large-scale
accretion disks (Karas & Sˇubr 2007), or gravitational
wave recoil of the central SMBH (Stone & Loeb 2011).
The impact of these more exotic mechanisms is more dif-
ficult to quantify observationally.
Recently, the sample of three TDE candidates discov-
ered by Arcavi et al. (2014) using Palomar Transient Fac-
tory (Law et al. 2009) data has identified an interesting
puzzle: two of these TDEs are hosted by E+A galax-
ies, a relatively rare subtype of elliptical galaxy that has
recently undergone a major starburst. Although there
is some dependence on the exact E+A definition used,
these galaxies make up a fraction 10−2 > fE+A > 10−4
of all galaxies in the local universe (Quintero et al. 2004),
so their overrepresentation in the Arcavi et al. (2014)
sample indicates an elevated rate of tidal disruption.
Subsequent spectroscopic characterization of other TDE
hosts found that a majority of all TDE flares inhabit
“Balmer-strong” galaxies showing (i) no evidence of on-
going star formation but also (ii) Balmer absorption lines
of unusually large equivalent width (French et al. 2016).
The absorption lines seen in Balmer-strong galaxies arise
from a large population of A stars; the short lifetimes of
these massive stars indicate that their host galaxies went
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through a major star formation episode ∼ 0.1− 1 Gyr in
the past (Snyder et al. 2011). A large minority (3 out of
8) of the TDE hosts studied in French et al. (2016) are
formally E+As, allowing an event rate of N˙ ∼ 10−3 yr−1
to be inferred for these galaxies, which is two orders of
magnitude higher than the observed TDE rate for all
types of galaxies. The extreme overrepresentation of
TDE candidates in rare galaxy subtypes worsens the pre-
existing rate discrepancy for normal galaxies.
Several authors have speculated about dynamical
mechanisms that could enhance the intrinsic rate of
TDEs in post-starburst galaxies. If a galaxy merger cre-
ates a SMBH binary in the center of the merger prod-
uct, a short-lived (105−6 yr) phase of greatly enhanced
TDE rates will ensue, due partially to the Kozai effect
(Ivanov et al. 2005) but mostly to chaotic three-body
orbits (Chen et al. 2011). Arcavi et al. (2014) hypothe-
sized that if a major merger triggers the starburst, E+As
may overproduce TDEs due to the presence of harden-
ing SMBH binaries. However, although these binaries
can enhance TDE rates up to N˙ ∼ 10−1 yr−1, the short
duration of this enhancement means that SMBH bina-
ries likely contribute only ∼ 1% of the volumetric TDE
rate (Wegg & Bode 2011). Furthermore, it is unclear
whether most SMBH binaries should exist in E+As; if
the final parsec problem is solved very efficiently (ineffi-
ciently) then it is possible that most such binaries merge
before (after) their host reaches the E+A stage.
Another possibility is that the starburst that created
the E+A involved the dissipative flow of gas to the galac-
tic nucleus, creating a steep stellar density cusp. The
denser the stellar population, the shorter the two-body
relaxation time and the higher the TDE rate. The star-
bursts that create E+As are quite substantial, increas-
ing the stellar mass of the galaxy by ∼ 10% (Swinbank
et al. 2012), so they are therefore quite capable of cre-
ating changes of order unity in the stellar density profile
on parsec scales, where most TDEs are sourced. Both
multi-band photometry (Yang et al. 2006) and resolved
spectroscopy (Pracy et al. 2012) of nearby E+As find
significant radial gradients in stellar age, indicating an
overabundance of young stars in E+A centers relative
to their outskirts, and lending further plausibility to the
idea of a central overdensity. This hypothesis, first ad-
vanced by Stone & Metzger (2016), can be tested by
high-resolution photometric observations of the nearest
E+A galaxies, and systematic calculation of TDE rates
in their nuclei.
Fortunately, one of the nearest E+A galaxies (Pracy
et al. 2012), NGC 3156 (shown in Fig. 1), has been the
target of past Hubble Space Telescope (HST) photometry
(HST Program 12500; PI Kaviraj). In this paper, we use
archival HST data to estimate TDE rates in this galaxy,
which at first glance appears to be an extreme outlier
in terms of central stellar density. We outline the HST
observations, their uncertainties, and the range of allow-
able surface brightness profiles for this galaxy in §2. In
§3, we compute TDE rates in NGC 3156 across the range
of allowable surface brightness profiles. These rates are
sensitive to the inward extrapolation of surface bright-
ness (beyond the HST resolution limit), and we consider
a range of theoretically motivated extrapolations. In §4,
we discuss both the limitations and the broader implica-
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Fig. 1.— A false-color image of NGC 3156, combining HST pho-
tometry in the F475W, F555W, and F814W filters. The dimensions
of the entire image are 1500 pc on each side; the smaller box in the
middle is 200 pc on each side and is shown in Figures 2 and 3.
tions of our analysis.
2. NGC 3156: OBSERVATIONS
Below, we first present an estimate of the mass of the
central black hole in NGC 3156, followed by a discussion
of the surface brightness profile inferred from HST obser-
vations of this galaxy. Finally, we note that NGC 3156 is
a type II Seyfert galaxy; the narrow [O iii] emission line
(L[O iii] = 2×1038 erg s−1) is large compared to Hβ emis-
sion (which is dominated by absorption), but no broad
emission lines are observed, suggesting that our view of
the accretion disk is obscured by dust. We conclude this
section by showing that unresolved optical emission from
the central active galactic nucleus (AGN) is very small
and can be neglected in our analysis of the surface bright-
ness profile.
2.1. Black hole mass
NGC 3156 has a V -band absolute magnitude of MV =
−19.4 (de Vaucouleurs et al. 1991). Using the SDSS
u, g, r, i, z photometry (Fukugita et al. 1996; York et al.
2000; Adelman-McCarthy et al. 2008) and the kcorrect
software (Blanton & Roweis 2007), we estimate a galaxy-
averaged mass-to-light ratio of Υ = 1.58, in good agree-
ment with Jeans and Schwarzschild modeling of this
galaxy (Cappellari et al. 2006). This gives a stellar mass
Mtot = 3.6 × 109M, which translates into an SMBH
mass of M• = 1.0× 107M if we associate this with the
bulge mass Mb and use the M•-Mb scaling relation of
Kormendy & Ho (2013), or a mass M• = 8.9× 106M if
we instead use McConnell & Ma (2013).
However, observed E+A galaxies often possess a signif-
icant disk component (Yang et al. 2004), implying that
the above estimate is likely an upper limit to M•. To
estimate the bulge-to-total ratio of the galaxy, we model
the surface brightness profile with an exponential and a
de Vaucouleurs profile (i.e., a Se´rsic profile with n = 1
and n = 4). We find Se´rsic radii (Re) of 902 and 53.7 pc
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for the exponential and de Vaucouleurs profiles, respec-
tively. The ratio of flux in the exponential and the de
Vaucouleurs component is a factor of 7. Assuming that
the integrated luminosity of the de Vaucouleurs profile
provides a good description of the bulge mass, the im-
plied black hole mass is M• ≈ 0.94 − 1.0 × 106 M,
depending on the choice of calibration for the M•-Mb
relation. The disk-dominated nature of NGC 3156 has
already been pointed out by Cappellari et al. (2007). The
disk component is unimportant for our analysis, since it
presents a negligible contribution to the surface bright-
ness in the inner 100 pc of the galaxy.
The M•-σ relation offers an alternate avenue to esti-
mate SMBH masses. A central velocity dispersion of σ =
68 km s−1 was measured by Cappellari et al. (2006) and
Cappellari et al. (2013), which gives M• = 2.7× 106M
using the Kormendy & Ho (2013) calibration of the M•-σ
relation, in reasonably good agreement with our applica-
tion of the M•-Mb relation. We take M• = 2.7× 106M
as our fiducial value because of the greater uncertain-
ties associated with a bulge-disk decomposition, but shall
demonstrate that our results are not especially sensitive
to this choice.
2.2. Surface brightness profile derived from HST
observations
The E+A galaxy NGC 3156 was observed with HST
WFC3 imaging in cycle 19, using the F225W, F475W,
F555W, and F814W filters. The galaxy’s surface bright-
ness profile I(R) was fit to the Nuker parametrization,
I(R) = 2(β−γ)/αIb
(
Rb
R
)γ [
1 +
(
R
Rb
)α](γ−β)/α
, (1)
by Krajnovic´ et al. (2013), who found a projected break
radius Rb = 89.2 pc, a surface brightness at the break
Ib = 2093L/ pc2, an inner power-law slope of γ = 1.78,
an outer power-law slope of β = 0.86, and a mediating
power-law index (or softening parameter) of α = 4.29.
Its observed redshift is z = 0.004463, corresponding to a
distance of 22 Mpc after correcting for peculiar velocities
(Blanton et al. 2005) and adopting a Hubble constant
H0 = 70 km s
−1Mpc−1.
Notably, the inner power-law index γ value marks
NGC 3156 as an extreme outlier; the steepest central
density cusp seen in the sample of N = 219 galaxies
analyzed by Stone & Metzger (2016) was γ = 1.12. A
naive inward extrapolation of the fiducial Nuker fit given
here would predict that NGC 3156 is a TDE factory. In-
deed, the TDE rate diverges at small R when γ > 5/4
(Syer & Ulmer 1999), as is the case here. Fig. 2(a)
shows the HST image of the inner 200 pc of NGC 3156,
the fiducial Nuker fit of Krajnovic´ et al. (2013), and the
residuals of this fit. The large negative residuals in the
innermost pixels indicate that the fiducial fit is severely
overestimating the innermost light (and therefore would
also overestimate the TDE rate). To motivate a more
careful analysis, we note that, empirically, TDEs are pri-
marily sourced from a critical radius rcrit, which is com-
parable to the SMBH influence radius3 rinfl. The scaling
3 Defined in this paper as the radius containing a mass in stars
equal to M•.
relations of Stone & Metzger (2016) predict an influence
radius rinfl ≈ 3 pc for NGC 3156, just under the WFC3
pixel size of 0.04” (4.3 pc). Clearly, careful treatment of
the innermost pixels is warranted.
2.2.1. Point-Spread Function (PSF) models
To measure the surface brightness profile of the in-
nermost regions of the galaxy, we need an accurate
representation of the PSF of the images. We iden-
tified one relatively bright star in the field of view
(SDSS J101237.70+030724.1, detected with a signal-to-
noise ratio of ≈ 400). We use this reference star to test
and calibrate three different PSF models.
We first consider the PSF model produced by the Tiny
Tim algorithm (Krist 1995), which uses a model of the
HST optics and camera response to derive a model PSF.
The HST focus model4 indicates the HST WFC3 obser-
vations of NGC 3156 were obtained in sub-optimal con-
ditions; the secondary mirror despace is predicted to be
−8 micron. Indeed, when this focus offset is used instead
of the default value (i.e, no offset), the reduced χ2r of the
Tiny Tim model for the reference star decreases from 34
to 21. Next we consider an empirical estimate of the
typical WFC3 PSF based on an observation of the core
of Omega Centauri (Anderson et al. 2015). This “Li-
brary” PSF model is available5 for 28 different locations
on each of the two WFC3 chips and for a large number
of filters (for the F475W observations we use the Library
PSF of the F438W filter). For WFC3 images, an empir-
ically derived PSF model generally performs better than
the Tiny Tim model (see e.g., van der Wel et al. 2012).
To account for the focus difference between our images
and the image used to derive the PSF library, we con-
volved the Library PSF at the location of the reference
star with a Gaussian kernel that minimizes the residuals
between this model and the star. The FWHM of the Li-
brary PSF is increased from 1.7 to 2.2 pixel by this step
and the final reduced χ2 is 17. Finally, we constructed a
PSF from the reference star directly by fitting a superpo-
sition of nine Gaussian profiles to the image of this star
(the number of Gaussians used in this fit is simply set
by by the requirement that the χ2 of this PSF model re-
mains unchanged with the addition of the next Gaussian
profile, which happens at χ2r = 6.8).
While the PSF library allows for a correction of the
spatial variations of the PSF, for our observations this
variation is likely to be smaller than the change of the
PSF due to the difference in focus between our observa-
tions and the mean focus of the Library PSF. We there-
fore anticipate that the Gaussian model derived for the
reference star provides the best estimate of the true PSF
at the location of the galaxy. However, as shown in the
next section, all three PSF models that we considered
yield very similar surface brightness profile parameters.
2.2.2. Parameter inference
We use galfit (Peng et al. 2002) to fit a parametrized
surface brightness profile to the image. This profile is
convolved with each of the PSF models described above.
We focus particularly on the inner 100 pc, as regions out-
side this have no influence on the TDE rate. Motivated
4 http://www.stsci.edu/hst/observatory/focus/FocusModel
5 http://www.stsci.edu/hst/wfc3/analysis/PSF
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Fig. 2.— The innermost 200 pc of NGC 3156. The box indicates the 100 pc region that is used in our fit for the parameters of the surface
brightness profile. Panels (I) and (II) show the WFC3/F475W observations and the model, respectively (on an arcsinh stretch). Panels (III)
and (IV) show absolute and relative residuals for this fit, respectively (on a linear scale). The color scale of relative residuals ranges from
-100% to +100%, as indicated by the bar. Large negative residuals are visible in the central pixels of the ATLAS3D surface brightness model,
indicating that the fit severely overestimates the resolved and unresolved light from the very center of the galaxy. Our parametrization
yields a flattened inner power law (γ = 1.2) inside the break radius Rb = 20 pc, which provides a much better parametrization of the
observations, as can be seen by the relatively small residuals. A dust lane is visible in the top right of panels (I) and (IV).
by the results of ATLAS3D (Krajnovic´ et al. 2013), who
showed that a power law provides a good description of
the surface brightness profile on ∼ 102 pc scales, we fit
a broken power law to this inner region. This broken
power law is equivalent to a Nuker profile (Eq. 1) with a
large smoothing value (α 1).
We use the F475W and F555W filters, which provide
the highest-resolution view of the galaxy. The F475W
and F555W observations were each obtained in a single
orbit using two individual exposures (“dithers”), and the
integration times were 2×370 s and 2×348 s, respectively.
Instead of co-adding (“drizzling”) the two frames, we use
the individual flat-fielded frames (the _flt images) be-
cause the Tiny Tim and Library PSF model cannot be
used for the “drizzled” image products. We estimate
the parameters of the surface brightness profile by fit-
ting a single profile to both frames simultaneously (i.e.,
we paste both frames to each other and treat this as one
image in the galfit analysis). The results are summa-
rized in Table 2.
For each of the two filters and three PSF models we
consider, the best-fit parameters reproduce the steep
slope reported by (Krajnovic´ et al. 2013), but flatten
it to a “core” of inner slope γ ≈ 1.2 at a radius of
Rb ≈ 5 pixels or about 20 pc. This new profile, and
its residuals, are shown in Fig. 2(b). For all the different
PSF models and filters we considered (Table 2) the inner
slope is between 1.15 and 1.31. For a given PSF model,
a change of the inner slope of only ±0.05 (with respect
to the best-fit value) increases the χ2r by at least 2 (see
Table 1). Hence the statistical uncertainty on the inner
slope is smaller than the systematic uncertainty.
One possible caveat to the above analysis concerns
TABLE 1
Variation of the Inner Slope
Filter PSF model {Ib, Rb, β, γ} χ2/dof
F555W Library {14.60, 4.33, 1.66, 1.17} 66.3
F555W Library {14.94, 5.69, 1.69, 1.22} 63.93
F555W Library {15.26, 6.38, 1.71, 1.27} 68.7
F555W Single star {14.23, 3.48, 1.68, 1.05} 64.0
F555W Single star {14.71, 4.64, 1.71, 1.15} 62.3
F555W Single star {14.96, 5.39, 1.73, 1.20} 65.9
Note. — The best-fit parameters of the surface brightness pro-
file (boldface), plus the parameters obtained for two sets when
keeping the inner slope (γ) fixed at ±0.05 of the best-fit value.
The surface brightness at the break radius Ib is given in AB
mag arcsec−2; the break radius Rb is given in pixels. This small
change to the inner slope leads to a large ∆χ2, implying that the
statistical uncertainty on the inner slope is smaller than the sys-
tematic uncertainty.
AGN activity in NGC 3156, as we have neglected any
unresolved emission from the central SMBH. The SDSS
spectrum of NGC 3156 exhibits strong forbidden emis-
sion lines, and the absence of broad lines suggests that
it is a type II Seyfert galaxy. A lack of broad line emis-
sion implies that our line of sight to the central accretion
disk is obscured; this is corroborated by the X-ray up-
per limit from ROSAT (Voges et al. 1999) observations
(L0.1−2.4 kev < 5 × 1039 erg s−1, 90% confidence upper
limit), which is a factor of ∼ 10 lower than the expected
X-ray flux for an unobscured source (e.g., Hopkins et al.
2007). At least 95% of type II AGNs have gaseous ab-
sorbing column densities in excess of NH > 10
22 cm−2
(Risaliti et al. 1999), which translates to a visual extinc-
tion of at least 5 mag. Hence, the contribution of AGN
emission to the HST surface brightness profile is expected
to be negligible.
The F225W−F555W color in an aperture of 2 pixels is
3.2 and is similar to the color seen throughout the galaxy
(aside from variations in visible dust lanes). The NUV−r
color places this galaxy – and its nucleus – in the “green
valley” (Wyder et al. 2007), and a lack of strong color
gradients toward the inner few pixels further shows that
our surface brightness profiles suffer little contamination
from unresolved AGN light. To estimate the maximum
AGN contribution we consider the (unlikely) scenario in
which all of the observed unresolved NUV emission is
due to an AGN and we convert this NUV flux to the
F475W band using the mean optical spectrum of unob-
scured AGNs, Fν ∝ ν−0.4 (Vanden Berk et al. 2001).
When we include this estimate of the AGN light into our
model for the surface brightness profile, the inferred inner
slope (γ) is smaller by 0.04 compared to the power-law
index measured without this contribution. This conser-
vative estimate of the influence of AGN emission to the
inner slope is similar to the systematic uncertainty due
to the PSF model.
3. NGC 3156: TIDAL DISRUPTION EVENT RATE
To quantify the TDE rate in NGC 3156, we employ
the formalism of Wang & Merritt (2004). Specifically,
we deproject I(R) into a 3D density profile ρ(r), assum-
ing spherical symmetry. To accommodate theoretically
motivated changes to the profile below the HST reso-
lution limit, we introduce a softened surface brightness
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profile analogous to the classical Nuker law:
I(R) =2(β−γ)/αI ′b
(
Rc
R
)δ [
1 +
(
R
Rc
)αc](δ−γ)/αc
(2)
×
[
1 +
(
R
Rb
)α](γ−β)/α
,
In this “double Nuker” profile, I ′b = Ib(Rb/Rc)
δ(1 +
(Rb/Rc)
αc)(γ−δ)/αc . We fix α = αc = 10, which pro-
duces an I(R) profile very similar to an infinitely sharp
break (αc =∞), but that avoids unwanted deprojection
errors. The outer power-law index β, the intermediate
power-law index γ, and the outer break radius Rb are all
fitted to the observed light from the innermost 100 pc
in NGC 3156; the inner power-law index δ and break ra-
dius Rc are sub-resolution parameters that are set by the
theoretical considerations we detail below.
We use ρ(r) to calculate the gravitational potential
ψ(r) and then the stellar distribution function f(ε), as-
suming isotropic velocities6. Here both the potential ψ
and specific orbital energy ε are written in stellar dynam-
ics notation (bound orbits are positive). The distribution
function is used to compute orbit-averaged diffusion co-
efficients µ¯(ε) due to two-body relaxation, which in turn
provide the flux of stars into the loss cone per energy bin
per time, F(ε). Finally, we multiply F(ε) by a correction
factor accounting for a mass spectrum of stars7, as de-
scribed in Appendix A of Magorrian & Tremaine (1999),
and compute the total rate N˙ =
∫ F(ε)dε. We refer the
reader to the original literature for a detailed summary
of this procedure (Magorrian & Tremaine 1999; Wang &
Merritt 2004).
The primary inputs to our calculation are the surface
brightness profile I(R); the SMBH mass M•; and the
mass-to-light ratio Υ. Using the HST photometry (i.e.,
the F225W, F475W, F555W, and F814W filters), we find
that for the F475W filter, the galaxy-averaged value of
Υ = 1.58 shrinks to Υ = 0.485 for the central 50 pc; this
is consistent with the radial color gradients found in a
broader investigation of E+A galaxies (Pracy et al. 2012,
2013), and indicates that star formation in NGC 3156
was preferentially concentrated in its nucleus. For the
F555W filter, we find Υ = 0.496 in the central 50 pc.
To test the sensitivity of our calculated TDE rate to
uncertainties in the observations, we consider six sur-
face brightness profiles I(R). In scenarios A1, A2, and
6 Detailed dynamical modeling of NGC 3156 indicates a global
bias toward modestly radial orbits (Cappellari et al. 2007); if such
a bias holds down to very small radii, this would increase the true
TDE rate above our isotropic calculation. A detailed anisotropic
modeling of NGC 3156 is beyond the scope of this paper, and in any
case our goal is to benchmark this rate calculation against TDE
rates in large samples of galaxies, which have always been com-
puted under the assumption of velocity isotropy (Wang & Merritt
2004; Stone & Metzger 2016).
7 In this paper, we assume a Kroupa initial mass function
(Kroupa 2001) truncated at a maximum mass of m? = 3M. Com-
pared to a single-mass distribution, TDE rates are increased by the
larger number of stars present in the mass function, but decreased
by the reduction in diffusion coefficients; the net effect is a modest
increase, by a factor of 2.22, over the equivalent calculation where
all stars possess m? = M. We neglect the changing tidal radius
for stars of different masses because it varies little across the lower
main sequence and alters the loss cone flux F(ε) by a factor that
is at most logarithmic in the ratio of tidal radii.
1 10 100 1000
10-7
10-6
10-5
10-4
10-3
ϵ [100 km/s]2
ϵℱ(ϵ
)[yr-
1 ]
Fig. 3.— Flux of stars into the SMBH loss cone in NGC 3156.
The loss cone flux F() is a function of specific orbital energy , and
has units of per time per specific energy. The blue and green lines
show the F555W and F475W filters, respectively, while the dotted,
dashed, and solid lines correspond to the Tiny Tim, calibration
star, and Anderson PSF models. The flux curves depend only
weakly on the choice of filter or PSF model.
A3, we use the F555W filter and a PSF modeled with
Tiny Tim, the calibration star, and the empirical Library
PSF model, respectively. In scenarios B1, B2, and B3,
we use the same respective PSF models for the F475W
filter. In these six fiducial scenarios, we find interme-
diate power-law slopes 1.15 ≤ γ ≤ 1.31. These slopes
are extreme outliers compared with the inner slopes of
most other observed galaxies (Lauer et al. 2007), and in
many cases will produce a formally divergent TDE rate:
if δ = 5/4, equal logarithmic intervals in energy space
will contribute equally to the TDE rate inside the SMBH
influence radius, and if δ ≥ 5/4, the TDE rate diverges
when integrated to ε =∞ (Syer & Ulmer 1999).
We therefore fix δ = 3/4, the value typical for a re-
laxed, idealized stellar system in the SMBH influence
radius (Bahcall & Wolf 1976). We set the location of the
transition to be Rc = rBW, the “Bahcall-Wolf” radius
where the relaxation time is equal to tage, the age of the
system:
r
3/2−Γ
BW =
0.34M
3/2
• 〈m?〉
G1/2〈m2?〉tageρ(r0)rΓ0 ln Λ
. (3)
Here Γ = γ+1 is the power-law slope of the inner 3D den-
sity profile8. In this equation 〈m?〉 and 〈m2?〉 are the first
and second moments of the stellar present day mass func-
tion (PDMF). We take a Kroupa initial mass function
(Kroupa 2001) and truncate it at a maximum m? = 3M
to approximate the PDMF of a post-starburst galaxy
with a large population of A stars. The reference radius
r0 is any radius that satisfies rBW < r0 < Rb, and we
take the Coulomb logarithm to be Λ ≡ 0.4M•/〈m?〉. We
conservatively take tage = 10
9 yr, which increases rBW
and decreases the TDE rate relative to younger nuclear
starbursts.
The results for all scenarios are shown in Fig. 3. Gen-
erally speaking, we find that the TDE rate in NGC 3156
is quite insensitive to the choice of PSF model or filter.
8 We note that inside the SMBH sphere of influence, systems
with Γ > 3/2 relax from the inside out, while those with Γ < 3/2
relax from the outside in. This formula fails to apply if it predicts
rBW > rinfl, but this does not occur for our fiducial parameter
choices and tage ≤ 109 yr.
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Fig. 4.— Tidal disruption rates N˙ as a function of SMBH mass
M•. The blue curve shows model A3 for NGC 3156 and is fairly
representative of all six of our models for I(R). The black curve
shows the power law best-fit for a large galaxy sample obtained
from Stone & Metzger (2016).
The TDE rates in scenarios A1, A2, A3, B1, B2, and
B3 are, respectively, 1.4 × 10−3 yr−1, 1.1 × 10−3 yr−1,
1.7 × 10−3 yr−1, 1.3 × 10−3 yr−1, 1.2 × 10−3 yr−1, and
2.2× 10−3 yr−1.
Our results are more sensitive to the choice of M•,
but not within the range estimated from galaxy scal-
ing relations (1 × 106 . M•/M . 3 × 106). If the
true value of M• falls significantly above or below these
values, the TDE rate will decrease from its fiducial
N˙ ∼ 1 × 10−3 yr−1 value. At higher masses, this oc-
curs because of the changing position of the phase space
critical radius; at lower masses, this occurs because rBW
is growing larger. We illustrate N˙(M•) in Fig. 4, and
show that for fiducial SMBH masses, it is an order of
magnitude higher than that of typical galaxies.
By far the largest uncertainty in this calculation, how-
ever, is the inward extrapolation of the I(R) ∝ R−γ
power law, which fits scales from Rb ≈ 20 pc down
to the resolution limit at R ≈ 4 pc. In Stone & Met-
zger (2016), most SMBHs in this mass range have crit-
ical radii that are unresolved by factors of a few; the
greater steepness of the surface brightness profile in NGC
3156 means that its critical radius is underresolved by
over an order of magnitude (assuming an extrapolation
down to the Bahcall-Wolf radius, which varies between
0.02 pc and 0.09 pc in the six fiducial models we con-
sider). In performing this extrapolation we follow the
procedure adopted in other TDE rate calculations for
low-mass galaxies (Magorrian & Tremaine 1999; Wang
& Merritt 2004; Stone & Metzger 2016), but we empha-
size that if the density profile in NGC 3156 turns over at
a radius Rc such that rBW  Rc < Rres, it is possible to
bring the TDE rate down to N˙ ≈ 2× 10−4 yr−1, a more
typical value for an SMBH of this size. For example, in
model A3, rBW = 0.05 pc, but if we manually force Rc to
larger values, N˙ falls below 1×10−3 yr−1 for Rc & 0.2 pc
and becomes as low as 4 × 10−4 yr−1 for Rc = 0.8 pc.
Larger values of Rc cause deficits of order unity in the
unresolved light and are therefore ruled out.
4. DISCUSSION
NGC 3156 possesses an extraordinarily steep density
profile on scales of ≈ 50 pc. A naive extrapolation of
NGC 3156’s inner surface brightness profile from this re-
gion would give an enormously overdense stellar popu-
lation (and a correspondingly large TDE rate), but we
have shown that a turnover on scales Rb ≈ 20 pc flattens
I(R) to a power-law index of γ ≈ 1.15−1.3. These values
are still larger than the power-law index seen in any of
the 144 galaxies considered in Stone & Metzger (2016),
and suggest that NGC 3156 may be a TDE factory.
Our numerical rate calculations bear out this sugges-
tion: the fiducial TDE rate of N˙ ≈ 1 × 10−3 yr−1 is in
agreement with the observationally inferred TDE rate in
E+A galaxies (French et al. 2016). When one calculates
TDE rates in typical early-type galaxies of comparable
SMBH mass through the procedure employed in this pa-
per, the resulting N˙ ∼ 10−4 yr−1, an order of magnitude
lower than that in NGC 3156. While the analysis of
French et al. (2016) suggests that E+A galaxies should
have TDE rates that are two orders of magnitude greater
than those in typical galaxies, we note that the extra or-
der of magnitude is likely tied to the underproduction of
TDEs in standard early-type galaxies (Stone & Metzger
2016). Overall, our fiducial models for NGC 3156 appear
entirely consistent with the hypothesis that E+A galax-
ies overproduce TDEs because central overdensities lead
to short two-body relaxation timescales. The one major
caveat in our work is that we have had to extrapolate
the observed I(R) profile well below the HST resolution
limit. This is the standard procedure in other theoretical
TDE rate calculations that are the primary point of com-
parison for our results on NGC 3156, but is nonetheless
a limitation of our modeling.
Unfortunately, current observations do not constrain
alternative hypotheses seeking to enhance TDE rates in
post-starburst galaxies. There is no clearly flattened core
indicative of a post-starburst SMBH binary inspiral, al-
though we cannot rule out flattening inside the HST res-
olution limit. Theory predicts that the inspiral of an
SMBH binary would excavate a mass deficit compara-
ble to M• (Merritt 2006), but if we crudely estimate a
mass deficit by differencing the enclosed mass at 20 pc
for both scenario A2 and an unbroken power law of slope
β = 1.71, we find Mdef = 8.2 × 107M  M•. This
number is far too large to constrain a recent SMBH bi-
nary inspiral, and likely indicates not scouring, but a
decreasing star formation efficiency inward of Rb.
An alternative explanation for the E+A enhancement
could arise from a prevalence of highly aspherical stel-
lar potentials in the nuclei of this galaxy type. Because
stellar orbits do not fully conserve angular momentum
in such potentials, their presence enhances TDE rates
significantly (Magorrian & Tremaine 1999). The inner
isophotes of NGC 3156 are indeed non-circular, with an
average ellipticity of  = 0.4 in the inner 17 pc. Such a
value indicates some axisymmetry, but not an unusually
high amount (Lauer et al. 2005), and in any case ax-
isymmetry alone will only enhance TDE rates by factors
of a few (Vasiliev & Merritt 2013). Triaxial geometries
can produce much larger enhancements (Merritt & Poon
2004) and are therefore a more plausible explanation for
the E+A enhancement. However, without detailed kine-
matic data, we are unable to estimate the nuclear triax-
iality of NGC 3156.
We also note two final points of interest that are not
directly related to our main investigation.
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• Our best-fit break radius, Rb ≈ 20 pc, is compa-
rable to the tidal radius for a dense giant molec-
ular cloud (GMC). If we take a GMC density of
104 cm−3 and our scenario A2, the mean density
of the enclosed mass (stars and SMBH) equals that
of the cloud at ≈ 30 pc. Such GMC densities are
typical for the central 200 pc of the Milky Way
(Morris & Serabyn 1996), and the stellar density
turnover we infer provides tentative evidence that
tidal shearing effectively chokes star formation in
the starbursts that produce E+A galaxies. Perhaps
a different mode of star formation, with a different
efficiency, produced the young stars interior to this
radius (Thompson et al. 2005). This flattening is
not a Bahcall-Wolf cusp reflecting stellar dynami-
cal equilibrium; the relaxation times at this radius
are & 1011 yr in all of our models.
• The TDE rate we estimated following careful PSF
deconvolution differed by multiple orders of magni-
tude from that which would have been calculated
from a global Nuker law fit. This suggests that
caution should be used in interpreting TDE rate
calculations (Magorrian & Tremaine 1999; Wang &
Merritt 2004; Stone & Metzger 2016) that use glob-
ally fitted I(R) parametrizations. More customized
surface brightness parametrizations (or, perhaps,
a nonparametric calculation) may be necessary to
more accurately capture stellar light profiles near
the HST resolution limit. If most galaxies possess
central I(R) turnovers similar to that of NGC 3156,
this could address the “rate discrepancy” identified
in Stone & Metzger (2016). However, we note that
the tension between observationally inferred (low)
and dynamically predicted (high) TDE rates could
also be worsened by this type of detailed modeling,
as many of the Nuker fits used in Stone & Metzger
(2016) specifically excluded light overdensities from
nuclear star clusters (T. Lauer, private communi-
cation). The addition of these dense star clusters
via nonparametric modeling would increase TDE
rates in their host galaxies.
We have shown that NGC 3156 possesses an unusually
steep surface brightness profile down to the HST resolu-
tion limit. If this surface brightness profile is extrapo-
lated inward, we find a TDE rate of N˙ ≈ 1× 10−3 yr−1,
consistent with observationally inferred TDE rates in
E+A galaxies. This number is an order of magnitude
greater than the typical rates calculated in other low-
mass galaxies using analogous extrapolations. Future
HST photometry of other nearby E+As would allow this
exercise to be repeated with a larger sample size, statisti-
cally testing the overdensity hypothesis. Because galax-
ies with steeper density cusps (and higher TDE rates)
have loss cone flux curves peaking at smaller radii, the
overdensity hypothesis will be easier to falsify than to
validate. Until then, the unusually steep surface bright-
ness profile of NGC 3156 provides preliminary evidence
that the unusual host galaxy preference of TDEs is tied
to nuclear stellar overdensities created in the starbursts
that produce E+A and Balmer-strong galaxies.
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