This paper highlights our ongoing efforts to create effective information curator recommendation models that can be personalized for individual users, while maintaining important fairness properties. Concretely, we introduce the problem of information curator recommendation, provide a high-level overview of a fairness-aware recommender, and introduce some preliminary experimental evidence over a real-world Twitter dataset. We conclude with some thoughts on future directions.
INTRODUCTION
Information curators serve as conduits to high-quality curated content, providing unique specialized expertise, trustworthiness in decision-making, and access to novel content. For example, in the aftermath of a natural disaster, critical citizen responders on Facebook can filter through the noise to curate high-quality, informative posts, while avoiding likely misinformation [25, 31] . During breaking news, knowledgeable locals can provide access to reputable reporting and contextual insights into the developing situation [7, 19] . And in a longer-term perspective, information curators can provide deep dives into health claims (e.g., by comparing and contrasting multiple analyses of the health benefits of new diets), products to buy (e.g., through rigorous evaluation and comparison), and insights into local governance issues (e.g., through curating analyses of proposed state amendments or local bond issues).
Successfully uncovering such information curators from the massive scale of the web and social media, reliably connecting users to the appropriate curators, and ensuring fairness-preserving properties of such curators is vitally important to prompt a trustworthy information diet, to improve the quality of user experience, and to support an informed populace. In practice, most users access information curators today via a centralized platform -like Facebook, Google, or NYTimes -meaning that the (hidden) algorithms connecting users to curators are essentially blackboxes. As a result, users have limited understanding of what factors impact what content is surfaced to them and whether or not any bias is shaping their information diet. In our context, such bias could lead to the suppression of curators by gender, race, religious beliefs, political stances, or other factors.
Yet there is a critical research gap in fairness-aware personalized recommendation of information curators at scale: First, many existing recommender systems focus on specific items -like movies, songs, or books as the basis of recommendation -rather than on information curators who organize a heterogeneous mix of highquality curated items. And for those approaches that aim to uncover knowledgeable users in online systems -e.g., [1, 5, 11, 32, 39] most typically do so without an emphasis on personalized recommendation. Indeed, there is a research gap in our understanding of both (i) identifying high-quality information curators who are gateways to curated content, and not just experts; and (ii) identifying personally-relevant curators, and not just highly-rated or popular ones. Second, there are typically complex and dynamic relationships between users, candidate curators, and topics of interest that manifest differently in heterogeneous environments. How to model such heterogeneity is critically important. And since user interests and information needs are inherently dynamic -that is, during a crisis, our preferences may be fundamentally different from our preferences in the long-term -there is a need for adaptable methods to handle these complex inter-relationships. Finally, as we have mentioned, most current access to information curators is mediated by centralized platforms (like search engines, social networks, and traditional news media), meaning that personal preferences may not align with the goals of these platforms, leading to potentially biased (or even limited) access to curators.
Toward tackling these challenges, we have begun a broad research effort to create new personalized recommendation frameworks for connecting users with high-quality information curators, even in extremely sparse, heterogeneous, and fairness-aware environments. 1 In the rest of this paper, we focus on our first steps at building a fairness-aware recommender in this context. We provide a high-level overview of the approach (more details can be found in a companion piece [41] ), and we introduce some preliminary experimental evidence over a real-world Twitter dataset. Our hope is this can spark a discussion about the important fairness challenges facing information curator recommendation.
PROBLEM SETTING
We assume there exists a set of users U = {u 1 , u 2 , ..., u N }, where N is the total number of users. From this set U , there are a number of information curators denoted as C = {c 1 , c 2 ..., c M }, where M is the total number of information curators. We then define the problem of personalized information curator recommendation as: Given a user u i , identify the top-n personally relevant curators to u i . In practice, these information curators vary greatly. As illustrated in Figure 1 , these information curators can be viewed as high-level entities (e.g., a 30-something in San Francisco with interests in entrepreneurship, a journalist in NYC focused on local governance issues) as well as by the curated items themselves (e.g., a series of blog posts analyzing a recent election, a list of product reviews). This variety and the resultant heterogeneity -in terms of content types, social relations, motivations of curators, etc. -place great demands on effective personalization. Further, existing expressed preferences for these curators in the forms of likes, following relationships, and other interactions are often sparse. Hence, a key challenge for personalized curator recommendation is tackling sparsity while carefully modeling curators in complex, noisy, and heterogeneous environments.
FAIRNESS-AWARE LEARNING FOR INFORMATION CURATORS
Since user preferences for curators may be impacted by many contextual factors, we propose to directly incorporate the multiple and varied relationships among users, curators, topics, and other factors directly into a tensor-based approach. Such a three-dimensional tensor can be naturally extended to capture higher-order factors (e.g., by adding extra dimensions for location, reputation, and so on). Of course, we can also explore traditional matrix-based approaches in comparison with these tensor-based ones.
As a first step, we can tackle the personalized curator recommendation problem with a basic recommendation framework using tensor factorization. Let U (1) ∈ R N ×R , U (2) ∈ R M ×R and U (3) ∈ R K ×R be latent factor matrices for users, curators, and topics, respectively. The basic tensor-based curator recommendation model can be defined as:
This basic model estimatesX that approximates the original rating tensor (unknown) X via learning optimal latent factor matrices {U (n) , n = 1, 2, 3}. For each user and topic of interest, this model can recommend a ranked list of personalized curators.
Isolating Sensitive Information
However, such basic recommenders may inherit bias from the training data used to optimize them and from mis-alignment between platform goals and personal preferences. Hence, we aim to build new fairness-aware algorithms that can empower users by enhancing diversity of topics, curators, and viewpoints. As illustrated in Figure 2 , we aim to augment our existing methods by isolating sensitive features through a new sensitive latent factor matrix, creating a sensitive information regularizer that extracts sensitive information which can taint other latent factors, and producing fairness-enhanced recommendation by the new latent factor matrices without sensitive information. For a fuller treatment of this approach, please refer [41] . For clarity, assume we have a tensor-based recommender. Such a tensor-based approach has no notion of fairness. Here, we assume that there exists a sensitive attribute for one mode of the tensor, and this mode is a sensitive mode. For example, the sensitive attribute could correspond to gender, age, ethnicity, location, or other domain-specific attributes of users, curators or topics in the recommenders. The feature vectors of the sensitive attributes are called the sensitive features. Further, we call all the information related to the sensitive attributes as sensitive information, and note that attributes other than the sensitive attributes can also contain sensitive information [17, 38] . While there are emerging debates about what constitutes algorithmic fairness [6] , we adopt the commonly used notion of statistical parity. Statistical parity encourages a recommender to ensure similar probability distributions for both the dominant group and the protected group as defined by the sensitive attributes. Formally, we denote the sensitive attribute as a random variable S, and the preference rating in the recommender system as a random variable R. Then we can formulate fairness as P[R] = P[R|S], i.e. the preference rating is independent of the sensitive attribute. This statistical parity means that the recommendation result should be independent to the sensitive attributes. For example, a job recommender should recommend similar jobs to men and women with similar profiles. Note that some recent works [13, 34, 35] have argued that statistical parity may be overly strict, resulting in poor utility to end users. Our work here aims to achieve comparable utility to non-fair approaches, while providing stronger fairness.
Given this (admittedly limited) notion of fairness, the intuition of the proposed framework is that the latent factor matrices of the tensor completion model contain latent information related to the sensitive attributes, which introduces the unfairness. Therefore, by isolating and then extracting the sensitive information from the latent factor matrices, we may be able to improve the fairness of the recommender itself. We propose to first isolate the impact of the sensitive attribute by plugging the sensitive features into the latent factor matrix. For instance, in our user-curator-topic example where we want to enhance the recommendation fairness for curators of both genders, we can create one vector s 0 with 1 representing male curator and 0 representing female curator, and another vector s 1 with 1 indicating female and 0 indicating male. s 0 and s 1 together form a matrix, denoted as Sensitive Features S. We put S to the last two columns of the latent factor matrix of sensitive mode (the mode for curators). In this way, we construct a new sensitive latent factor matrix, and we call the last two columns as sensitive dimensions and the others non-sensitive dimensions. By isolating the sensitive features, we provide a first step toward improving the fairness of the recommender. But there may still be sensitive information that resides in non-sensitive dimensions. To extract this remaining sensitive information, we propose an additional constraint that the non-sensitive dimensions should be orthogonal to the sensitive dimensions in the sensitive latent factor matrix. After the above two steps, we can get the new latent factor matrices, whose sensitive dimensions hold features exclusively related to the sensitive attributes. And their non-sensitive dimensions are decoupled from the sensitive attributes. Thus, we can derive the fairness-enhanced recommendation by reconstructing the rating tensor only by the non-sensitive dimensions.
EXPERIMENTS
To test such an approach, we adopt a Twitter dataset introduced in [10] that has 589 users, 252 curators, and 10 topics (e.g., news, sports). There are 16, 867 links from users to curators across these topics capturing that a user is interested in a particular curator. The sparsity of this dataset is 1.136%. We consider race as a sensitive attribute and aim to divide curators into two groups: whites and nonwhites. We apply the Face++ (https://www.faceplusplus.com/) API to the images of each curator in the dataset to derive ethnicity. In total, we have 126 whites and 126 non-whites, with 11,612 positive ratings for white curators but only 5,255 for non-whites. Since this implicit feedback scenario has no negative observations, we randomly pick unobserved data samples to be negative feedback with probability of 0.113% (one tenth of the sparsity). We randomly split the dataset into 70% training and 30% testing.
Metrics
We consider metrics to capture recommendation quality, recommendation fairness, and the impact of eliminating sensitive information.
Recommendation Quality. To measure recommendation quality, we adopt Precision@k and Recall@k, which are defined as:
where O + u is the set of items user u gives positive feedback to in test set and O k u is the predicted top-k recommended items. We also consider F1@k score, which can be calculated by F 1@k = 2 · (Precision@k × Recall@k)/(Precision@k + Recall@k). We set k = 15 in our experiments.
Recommendation Fairness. To measure recommendation fairness, we consider two complementary metrics. The first one is the absolute difference between the mean ratings of different groups (MAD):
where R (0) and R (1) are the predicted ratings for the two groups and |R (i) | is the total number of ratings for group i. Larger values indicate greater differences between the groups, which we interpret as unfairness. The second fairness measure is the Kolmogorov-Smirnov statistic (KS), which is a nonparametric test for the equality of two distributions. The KS statistic is defined as the area difference between two empirical cumulative distributions of the predicted ratings for groups:
where T is the number of intervals for the empirical cumulative distribution, l is the size of each interval, G G G(R (0) , i) counts how many ratings are inside the i th interval for group 0. In our experiments, we set T = 50. Lower values of KS indicate the distributions are more alike, which we interpret as being more fair. Note that we measure the fairness in terms of MAD and KS metrics across groups rather than within individuals, since absolute fairness for every individual may be overly strict and in opposition to personalization needs of real-world recommenders.
Baselines
We adopt a modified Gradient Descent algorithm to optimize the proposed model and name the framework FT -in comparison with two tensor-based alternatives:
Ordinary Tensor Completion (OTC): The first is the conventional CPbased tensor completion method using ALS optimization algorithm. This baseline incorporates no notion of fairness, so it will provide a good sense of the state-of-the-art recommendation quality we can achieve.
Regularization-based Tensor Completion (RTC):
The second one is an extension from the fairness-enhanced matrix completion with regularization method introduced in [15, 16, 34] , which adds a bias penalization term to the matrix factorization objective function. For tensor-based recommenders, we can also add a regularization term to enforce statistical parity. We use Gradient Descent to solve this optimization problem.
We also consider purely matrix-based approaches, which compute user preferences on curators for each topic independently. We consider matrix versions of our tensor based methods (named FM) corresponding to FT versus matrix baselines of Ordinary Matrix Completion (OMC) corresponding to OTC and Regularization-based Matrix Completion (RMC) corresponding to RTC.
Experimental Results
We set 20 as the latent dimension for all the methods and fine tune all other parameters. The experiments are run three times and the averaged results are reported. First, let's focus on the differences between matrix and tensor approaches as shown in Table 1 . We observe that the tensor-based approaches mostly provide better recommendation quality (Precision@k and Recall@k) in comparison with the matrix-based approaches. Since the Twitter curation dataset is naturally multiaspect, the tensor approaches better model the multi-way relationships among users, curators, and topics. We see that the fairness quality (KS and MAD) of matrix-based methods are better than tensor-based ones for the baselines methods (OMC vs OTC, and RMC vs RTC), but the fairness improves for our proposed methods when we move from matrix to tensor (FM vs FT).
Second, let's consider the empirical results across approaches as present in Figure 3 . We see that: (i) the proposed methods are slightly worse than OTC from the perspective of recommendation quality, but keep the difference small, and FM methods also have comparable recommendation performance with OMC; and (ii) FT provides the best fairness enhancement results, and FM also alleviates the unfairness a lot compared with other matrix-based methods. RTC and RMC improve the fairness as well, but their effects are not as good as the proposed methods.
These results suggest the potential of such a framework toward building fairness-aware information curator recommendation.
RELATED WORK
Many previous works have focused on finding experts in many domains (e.g., enterprise corporate, email networks [1, 3, 12, 23, 26, 30, 39] ), with a recent emphasis on social media [11, 27, 32] . Building on these efforts, we have prototyped expert recommenders on Twitter [5, 10, 24] that provide a firm foundation for the proposed research tasks here. However, there is a research gap in identifying personalized, high-quality information curators who are gateways to curated content, and not just experts or popular users. In a related direction, many works have focused on recommendation, in which user preferences may be projected into a lower dimensional embedding space [20, 24, 33, 36] . MF and BPR-based approaches have shown good success in implicit feedback scenarios [4, 29, 40] as in our case, and in social media scenarios [21, 40] . In recent years, tensor factorization models are becoming popular and successfully applied in recommendation, including [2, 14, 18] . In contrast, this project explores personalized curator recommendation by integrating multiple, heterogeneous contexts into a unified model.
Fairness, accountability, and transparency are critical issues. Friedman [9] defined that a computer system is biased "if it systematically and unfairly discriminate[s] against certain individuals or groups of individuals in favor of others." For information curator recommenders, algorithmic bias could lead to the suppression of curators by gender, race, religious beliefs, political stances, or other factors. Such algorithmic bias encodes unwanted biases in the daily experiences of millions of users, and potentially violates discrimination laws. Indeed, researchers across communities have begun actively investigating evidence of bias in existing systems and in methods towards revealing and/or overcoming this bias [8, 22, 28, 37, 38] . In the recommender space, recent work has led to notions of group fairness and individual fairness in recommendation [38] , and fairness-criteria for top-k ranking recommendation [37] . Kamishima summarized that recommender systems should be in adherence to laws and regulations, should be fair to all the content providers, and should exclude the influence of unwanted information [15] .
CONCLUSION AND FUTURE WORK
This paper highlights our initial efforts at building information curator recommenders that incorporate a simple notion of fairness. In our continuing work, we are interested in generalizing our framework to consider alternative notions of fairness beyond statistical parity. By extending our framework in this direction, we can provide a more customizable approach for defining and deploying fairness-aware methods. We are also interested in exploring how to incorporate real-valued features into the framework for recommenders with explicit ratings, and in running user studies on the perceived change of fairness for our methods.
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