Rank regression, which is quite simple to use some form of monotonic relationship between X and Y. Since the rank regression is a nonparametric approach so there are essentially no confidence interval, hypothesis tests, prediction intervals, and interpretation of regression coefficients. In this article, we proposed a bootstrap statistical significance measure of the rank regression by formulating a bootstrap interval for the rank regression parameters. If the rank regression parameters from the original data are not within the bootstrap interval, the rank regression parameters are considered significance. Numerical examples show that the merit of using this proposed bootstrap interval.
Introduction
In linear regression analysis, sometimes the relationship between X and Y may not be linear, instead it may suggest nonlinear relationship. In this situation, the nonlinear regression model or polynomial and/or other nonlinear terms is more appropriate instead of linear regression model. However, in practice, it is very difficult to find the exact nonlinear relationship even though there is monotonic relationship. An alternative approach is to use rank regression for formulating a nonlinear model [4 -6] . As noted by Iman and Conover [6] , "The mere presence of so many important input variables makes it difficult to think in terms of finding an appropriate nonlinear model. This is a case where regressions on ranks become very useful". It should be noted here that rank regression is also can be comparable to robust regression techniques. The difference of robust regression and rank regression is that the robust regression gives smallest weights corresponding to outlying values but rank regression gives equal weights to all points. This means that in rank regression we use all data points even there are some different values which might occur in nonlinear data. In some cases, when X is equally spaced, the robust regression estimator such as Theil's estimator and rank regression estimator are equally powerful for estimating the regression coefficients [3] . However, in many cases X is not equally spaces and so the rank regression is still necessary. The rank regression is a simple technique which engages replacing the data with their corresponding ranks. Additionally, we simply fit a line through the (rank of the) points and therefore no assumptions are needed to employ this approach. Using this approach, statistics practitioners bound to limitation of only able to make prediction on Y based on the information of independent variables. Since there are no hypothesis tests when employing rank regression, it came to our mind what is the significance of using this approach. As such, we think that there should be some tests related to the significance of this rank regression fitted model. Hence, it motivates us to suggest a confidence interval for the rank regression parameters.
Applying bootstrap approach is very common practice when there is no assumption or no theory [1] . In linear regression analysis, residual bootstrap is widely used in many situations. However, using the residual bootstrap is not that much good in the rank regression since the residuals is calculated from the rank of the observations. In this article, we proposed a bootstrap technique in which the random Y variable is used.
The Significance of Rank Regression
Let us consider a paired data ( , To use the rank transformation in model (2.1), the observations of the dependent variable y and the independent variable x are replaced by their corresponding ranks 1 to n. Let R(y i ) is the rank corresponding to the i-th value of y and R(x i ) is the rank corresponding to the i-th value of x. The average ranks are shared to the values if they are ties. Now the model (2.1) becomes
Statistical significance of rank regression
By minimizing the sum of square errors , ( 1) 2
It is seen that the rank regression parameters are the function of the rank of the observations. In this regards the significance of the regression parameters cannot be justified unless the distribution of the rank regression estimates are known. In this respect, we propose to test the significance of the estimates by using bootstrap technique. In this bootstrap technique, we shuffle the values of y and then find the corresponding rank of the shuffled values of y. In this way, it retains the randomness properties of y and the values of x are fixed over the respective sample. The rank regression coefficient is then estimated for each bootstrap sample. This procedure is repeated 500 times. The original estimations are compared with the p-th percentile of the distribution. The estimator is considered significance if it is less than the p-th percentile of the distribution, or greater than the (1 -p)-th percentile of the distribution, with p having the standard values such as 0.01, 0.05, or 0.10.
Results and Discussions
In this section, the proposed bootstrap interval technique to test the significance of the estimates will be justified by using real and artificial data sets.
Income-Consumption data
Income-Consumption data set is taken from Dougherty [2] . This data set is investigating the relationship between annual consumption of bananas and annual income, and the observations are shown in Table 1 for 10 households. Figure 1 shows the scatter plot of X and Y variables. From this figure it is clear that the linear regression line is not fitted well. However, we can see that a monotonic relationship exists between X and Y variables. So, the use of rank transformation is appropriate according to Iman and Conover, [6] . The monotonic relationship is justified from that model which gives value of R 2 = 0.73. On the contrary, the R 2 value from the OLS is 0.68 which indicates the poor performance of the OLS compared to the rank regression. Here, R 2 of rank regression is expressed based on the rank of the Y values and the predictive ranks. Our objective is, of course, to predict Y rather than the rank of Y, so it is necessary to obtain Ŷ from ( ) R Y [3] . However, in this article our great concern is to check the significance of the rank regression parameters. Numerical results are obtained based on 500 realizations in the bootstrap scheme. We found that at the 5% significance level, the interval for the slope β is [-0.6427273 0.630303] and
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the interval for the intercept α is [2.033333 9.035]. In this data, the original value of the rank regression slope is 0.854 and the original value of intercept term is 0.80. It is clear that the original value of the slope and intercept fall outside their respected range which indicates that both regression coefficients are highly significance.
Artificial Data
Ryan [7] used an artificial data set to illustrate the monotonic relationship between the variables which is presented in Table 2 . In this data, the dependent variable is a monotonic function of the independent variable and this monotonic relationship is nonlinear in nature. Now we use the proposed bootstrap confidence interval to 
Conclusion
In this article an attempt has been made to interpret the significance of the rank regression coefficients by proposing the bootstrap confidence interval. Although in linear regression the residual bootstrap is widely used but a better bootstrap technique for rank regression is proposed. This technique is including the shuffle values of y and their corresponding rank of the shuffled values of y is suggested.
The results from numerical examples show that the proposed bootstrap interval correctly make a comment about the significance of the rank regression estimate.
