Abstract. We find the distributions in R n for the independent random variables X and Y such that E(X|X + Y ) = a(X + Y ) and E(q(X)|X + Y ) = bq(X + Y ) where q runs through the set of all quadratic forms on R n orthogonal to a given quadratic form v. The essential part of this class is provided by distributions with Laplace transforms (1 − 2 c, s + v(s)) −p that we describe completely, obtaining a generalization of a Gindikin theorem. This leads to the classification of natural exponential families with the variance function of type 
Introduction
As an attempt to extend the celebrated Lukacs' theorem on characterization of the gamma distribution (Lukacs, 1955) , Wang (1981) 
Then 0 < a 2 < b < a < 1 and for p = The result is not difficult: just multiply (1.2) by e s 1 (X 1 +Y 1 )+s 2 (X 2 +Y 2 ) and take expectations to obtain differential equations for the Laplace transforms of X and Y.
A quasi-automatic way to extend Wang's result is to consider X and Y independent in R n such that there exist a and b with
The same method of proof gives that there exists p > 0 and coefficients c T with T ⊂ {1, . . . , n} such that the Laplace transform of X has the form
with the convention s T = i∈T s i . Special cases of these distributions occur in literature (see Bernardoff (2006) , Bar-Lev et al. (1994) , Griffiths (1984) , and comment 4 in Section 6 below). Actually the set of acceptable parameters ((c T ) T ; p) is not known in general, and in most of the known cases, the density is unreachable.
A better way to extend Wang's bivariate characterization to n dimensions is based on the following reformulation: let us observe that the second part of (1.2) can be rewritten by saying that . Our extension will be based on the consideration of (1.5) for n ≥ 2 dimensions by taking all quadratic forms q which are orthogonal to a fixed v as in the previous two cases. The Laplace transforms of the distributions that we get are essentially of the form (1 − 2 c, s
The discussion is unfortunately somewhat obscured by consideration of several cases. But the heart of our method can be seen in formulas (2.13) to (2.15). This is covered in Section 2.
In Section 3 we identify the acceptable triples (c, v, p) for the Laplace transform of the form (1 − 2 c, s + v(s)) −p . We compute the corresponding probability distributions. This includes a generalization of the Gindikin Theorem (see Gindikin (1975) ) about Wishart distributions on symmetric cones for the Lorentz cone (look at the comments after Theorem 3.1). Section 4 is devoted to a complete description by convolution semigroups of the exceptional case isolated by Bobecka and Weso lowski (2004) .
After the point of view of regression illustrated by (1.5) (recall that statisticians use the term regression curve for the graph of the function h(u) = E(V |U = u) when (U, V ) is a vector random variable), after the second point of view of Laplace transforms which are negative powers of quadratic polynomials, a third one is given by natural exponential families (NEF) on R n . We consider the NEF such that their variance function V F has the following property: for some p > 0 the matrix
is proportional to a constant symmetric matrix M v for all m. Surprisingly this condition is more or less equivalent to (1.5). The source of this point of view is the fact that when
is the variance function of the NEF of the Wishart distributions on the Lorentz cone with shape parameter p ≥ (n − 2)/2. This is the subject of Section 5. Section 6 links the present paper with literature, specially on Euclidean Jordan algebras.
Characterization by quadratic regression
Here is our extension. As usual, L X (s) = E(e s,X ) denotes the Laplace transform of the random variable X. Theorem 2.1. Let n ≥ 2. Let v be a quadratic form on R n of rank r and let Q v be the space of quadratic forms q on R n such that tr (M q M v ) = 0. Let X and Y be non-Dirac independent random variables on R n having exponential moments.
Assume that there exists
if and only if 0 < a 2 ≤ b ≤ a < 1 and 
that we rewrite as (1 − a)κ X = aκ Y . Since X and Y are non-Dirac, a = 0 and a = 1 are impossible. Since κ X and κ Y are convex, a and (1 − a) have the same sign and a ∈ (0, 1).
(1−a)/a on Θ and by the principle of maximal analyticity for Laplace transforms we get Θ(X) = Θ(Y ) = Θ. For simplicity we now denote κ = κ X . We use the following notation: if
n is any real polynomial with respect to n variables, we denote by P ( ∂ ∂s ) the differential operator
In particular if f is any C 2 real function of n variables with gradient f and Hessian f and if q is a quadratic form, note that we can write q
The next equality is again rather standard. For s ∈ Θ we multiply both sides of (2.6) by e s,X+Y and take expectations. We get for all
since in general we have for any quadratic form q on R
with the notation q(x, y) = 1 2 (q(x + y) − q(x) − q(y)) for the polarized form of q. We now discuss the solutions of (2.9) in the various cases b = a, b = a 2 , a 2 < b < a, and we will show after that b / ∈ [a 2 , a] is impossible.
The case b = a. From (2.9) we can claim that q(κ (s)) = 0 for all q ∈ Q v and for all s ∈ Θ. Suppose first that v = 0. Then Q v is the set of all quadratic forms: taking q positive definite implies κ (s) = 0 and X Dirac, a case that we have excluded. Suppose that v = 0. Then q(κ (s)) = 0 can be reformulated as tr [M q (κ (s) ⊗ κ (s))] = 0. Since this is true for any q ∈ Q v , this implies the existence of a scalar function f (s) such that κ (s)⊗κ (s) = f (s)v. Since X is non-Dirac, there exists s 0 such that κ (s 0 ) = 0 and thus v has rank 1. Without loss of generality, by changing the orthonormal basis into a new basis (e 1 , . . . , e n ) if necessary, we assume that M v is written by blocks as M v = 1 0 0 0 , where the square diagonal blocks are of order 1 and n − 1, respectively. Thus
Thus X is concentrated on the line Re 1 . This leads to the result.
The case b = a 2 . By (2.9) we get that q( 
We show that g is a constant function. To see this, without loss of generality by changing the orthonormal basis if necessary, we assume that
Thus we can write for any i, j, l in {1, . . . , n}
Since n ≥ 2, by choosing i = j = l we easily deduce from this that
Thus X is Gaussian as indicated, and v or −v has to be semipositive definite.
The case a 2 < b < a. We introduce the positive number p = a 2 −ab b−a 2 such that (2.9) becomes pq(
Since this holds true for all q ∈ Q v , this is equivalent to the existence of a scalar function g on Θ such that
The subcase a 2 < b < a and 2 ≤ r. We assume that r ≥ 2. We prove first that either g has no zeros, or g is identically 0. If g(s 0 ) = 0 for some s 0 ∈ Θ, by changing the orthonormal basis if necessary we assume that κ (s 0 ) is a multiple of e 1 , where e = (e 1 , . . . , e n ) is the canonical basis of R n . Thus κ (s 0 ) is proportional to the block matrix 1 0 0 0 , where the diagonal blocks are square matrices of order 1 and n − 1, respectively. Since κ (s 0 ) is the covariance of the probability e This easily shows that X 1 is gamma distributed with the shape parameter p. This provides formula (2.7) for the case λ = 0. We now assume that g has no zeros on Θ. Thus we denote f = −1/g. We now rewrite
as an equality between two symmetric bilinear forms on R n with respect to the variables h 1 and h 2 of R n . We obtain
We now take the differential of both sides of (2.12) and estimate it in the direction
(we have transformed (2.13) with the help of (2.12)). Now since (2.13) and (2.14) are trilinear symmetric forms in (h 1 , h 2 , h 3 ), this implies that (2.15) is also a trilinear symmetric form.
Since
is not of rank 0 or 1, the fact that (2.15) is a trilinear symmetric form implies that the linear form
Taking the differential of this equality and using (2.12) gives f (s) = 1 p v. This implies the existence of constants α ∈ R and 
The subcase a 2 < b < a and r = 1. If g is identically zero on Θ we are sent back to (2.10) as in the case r ≥ 2. In this case, (2.8) holds with c = 0 and an affine f 1 which is the same as (2.7) with λ = 0.
If g is not identically zero, denote
Since g is analytic, Θ 0 is an open set and we define f = −1/g on Θ 0 . We write v(s) = ± w, s 2 for some non-zero vector w ∈ R n . We take without loss of generality w as the unit vector e 1 (by doing a suitable linear transformation), and we write s = s 1 e 1 + . . . + s n e n where (e 1 , . . . , e n ) is the standard basis of R n . We rewrite (2.11) suitably expressed in coordinates as
First differentiate (2.17) with respect to s j with j = 1. In (2.18) take i = 1 and differentiate with respect to s 1 . Taking the difference between these two equalities makes that the third derivatives disappear. Plugging in the resulting equation formulas (2.17) and (2.18) we get for j = 1:
Now differentiate (2.19) with respect to s i , i = 1, . . . , n, and using again (2.18) and (2.19) we get for (i, j) = (1, 1):
Furthermore, by definition, f is never zero on Θ 0 , and without loss of generality we may assume that f > 0 on Θ 1 (if not, we change v into −v). Here we have used the fact that Θ 1 is connected. On the other hand integrating (2.19) leads to the existence of functions D j (s) on Θ 1 such that D j does not depend on s j and such that for any j = 2, . . . , n, we have
We carry (2.22) into (2.18) taken for (i, j) = (1, 2). After cancellation with the help of (2.20) we find that D is a constant. Finally writing This shows that for j > r the second derivative of the convex function
2 . Since p < 0 this implies c j = 0.
Thus without loss of generality we assume r = n. Equality (2.11) applied to the case p < 0 shows that either k = 0 or k = n: this comes from the fact that 
None of these 4 functions ψ(s) can be the Laplace transform of some positive measure on R n . Because if it is the case, then for a fixed s 0 ∈ R n \ {0} the function t → ψ(s 0 t) defined on some interval of the real line would be the Laplace transform of a positive measure on R. But t → log ψ(ts 0 ) is never convex. We finally treat the case λ = 0 in a similar way. Thus the case r ≥ 2 is settled.
If r = 1 we end up with a Laplace transform L(s 1 )(1 − C(s 1 )s 2 ) −p (after some changing of coordinates). Since the logarithm of s 2 → L(s 1 )(1 − C(s 1 )s 2 ) −p is not convex for p < 0 the proof of the direct part of Theorem 2.1 is complete. The converse statements are easily obtained by reversing the above process. −p , where v is a quadratic form of rank r ≤ n, c ∈ R n and p > 0. These distributions occur in Theorem 2.1 with λv replacing v. However since Q v = Q λv for λ = 0 we may assume λ = 1.
Before this, we recall a famous result due to Gindikin (1975) : there exists a positive measure ν p on R n such that for −θ in the open Lorentz cone
if and only if p ≥ (n − 2)/2. Under these circumstances for p > (n − 2)/2 the measure ν p is concentrated on Ω and is equal to
2 ). For p = (n − 2)/2 the measure ν p is the image of the Lebesgue measure on
. . , x n ), up to a suitable multiplicative constant and is thus concentrated on the boundary of Ω.
Next, if ρ is a non-negative number and if p is still ≥ (n − 2)/2 we use ν p (dx) to build a more general measure ν p,ρ on the closure Ω of Lorentz cone (3.23). It is defined by
where ν p is defined in (3.24). By the Newton binomial theorem
Note that ν p,0 = ν p and that Ω 0 = Ω. If p > (n − 2)/2 the explicit form of ν p given in (3.24) leads to the relatively explicit form
where the function f p is defined by (1.1) and where
n . If p = (n − 2)/2 the measure ν p,ρ contains the singular part ν n−2 2 and an absolutely continuous part. It is
We skip the proofs of (3.26) and of (3.27), which are easily done by checking either the densities or the Laplace transforms of both sides. In order to state the theorem, we introduce a notation. Given a quadratic form v on a Euclidean space E with rank r ≤ dim E = n we associate to v a symmetric endomorphism s v of E defined by s v (x), x = v(x). Its image F has dimension r, and the restriction of s v is an automorphism of F which has an inverse. Therefore we define a quadratic form v −1 on F by s
n has its natural Euclidean structure, a suitable change of orthonormal basis
r with λ j > 0 and r ≤ n. Then F = R r × {0} and
If c = (c 1 , . . . , c n ) in this new system of coordinates, then the projection c F of c on the space F is c F = (c 1 , . . . , c r , 0, . . . , 0). 
Note that the Hessian matrix v (s) is constant and equal to
this implies that k = 0 or 1. To see this, observe that k ≥ 2 would imply that the restriction of the above quadratic form to s 1 , . . . , s k is not positive definite: the sum of a quadratic form containing at least two negative signs in its signature and of a quadratic form of rank one cannot be positive definite.
the existence and the probabilistic interpretation of the corresponding distribution µ is as follows: suppose that X is standard normal in R r and is considered as a variable in R n concentrated on R r × {0}. If T is a gamma variable γ p,2 independent of X, then the distribution µ p,c,v of (3.30) XT 1/2 + cT has the above Laplace transform.
The case k = n = 1. First we observe that k = n = 1 implies that c , c 2 , . . . , c n ) is in −Ω and for p ≥ (n − 2)/2 the measure e −c 1 x 1 +c 2 x 2 +...+c n x n ν p (dx) is bounded, with Laplace transform
This shows that
is the desired probability. This probability is a Wishart distribution on the cone Ω in the sense of Jordan algebras (see Faraut and Korányi (1994) , Jensen (1988) , Massam (1994) or Casalis and Letac (1994) ). If = −1 we take its image by
it is easy to use the Gindikin Theorem to see that the probability µ p,c,v does not exist.
The subcase k = 1, r = n ≥ 2 and ρ > 0. Assume first that p ≥ (n−2)/2. Suppose that c 1 > 0. The fact that ρ > 0 implies that (−c 1 , c 2 , . . . , c n ) is in −Ω ρ , and the measure on Ω defined by e −c 1 x 1 +c 2 x 2 ν p,ρ (dx) is bounded and has the Laplace transform
This shows that e −c 1 x 1 +c 2 x 2 +...+c n x n ν p,ρ (dx) is the desired probability µ p,c,v . If c 1 < 0 we consider its image by x → −x for getting µ p,c,v .
Recall that ρ > 0. We now assume p < (n − 2)/2, and we prove that µ p,c,v does not exist. Suppose that µ p,c,v exists. For any integer N we have µ * N p,c,v = µ N p,c,v . Since µ N p,c,v is concentrated on the closed convex cone Ω for N large enough by the previous analysis, µ p,c,v is also concentrated on Ω.
We now consider two polynomials
Observe that if x and x are in the cone Ω defined by (3.23), the Schwarz inequality applied to (x 2 , . . . , x n ) and (
This shows that Ω ρ is an additive semigroup, that is, x + x is in Ω ρ if x and x are in Ω ρ . We apply it to x = −θ and x = c to obtain that ∆ is positive on −Ω ρ :
We now apply the operator v( ∂ ∂θ ) to the two members of the following identity:
This identity is true for all θ in −Ω ρ since ∆ is positive there. We get
Now a thorough and standard computation of the left hand side of (3.33) shows that it is equal to 4(ρ + ∆(θ))(∆(θ)
, where
Note that ρ + ∆(θ) is positive on −Ω ρ . Furthermore ρ + ∆(θ) does not depend on p. Since the right hand side of (3.33) is non-negative the existence of µ p,c,v would imply p ≥ p 0 (θ) for all θ ∈ −Ω ρ . Since ∆ is unbounded on −Ω ρ , this implies that p ≥ (n − 2)/2, which contradicts our assumption.
The subcase k = 1, 2 ≤ r = n and ρ < 0.
With ρ < 0 and p ≥ (n − 2)/2 we now prove that µ p,c,v does not exist. If not, standard reasoning shows that there would exist a positive measure ν p,ρ such that either (3.26) or (3.27) hold (according to p > (n − 2)/2 or p = (n − 2)/2): for this compute the Laplace transforms of the right hand sides of (3.26) or (3.27) . But the function x → f p (ρv(x)) is not positive when ρ < 0. To see this we relate f p to the classical Bessel function J p by the formula
which implies (see Watson (1966 )Jensen (1988 , Massam (1994) or Casalis and Letac (1994) ), chapter XV) that f p has an infinity of simple zeros on (−∞, 0) (and no other zeros in the complex plane). Finally, we show that k = 1 and 0 < p < (n − 2)/2 implies that µ p,c,v does not exist. The statement is clear: since ρ < 0, the existence of µ p,c,v would imply the existence of µ N p,c,v for any integer N. But we have already seen that µ p,c,v does not exist for ρ < 0 and p > (n − 2)/2.
The case k = 1 and 1 ≤ r < n.
In this case, if c r+1 = . . . = c n = 0 the problem of the existence of µ p,c,v is solved by the previous cases k = 1, r = n ≥ 2 or k = 1 = n. If c i = 0 for some i with r < i ≤ n, we prove that µ p,c,v does not exist. To see this, we observe that
−p is not a Laplace transform of the distribution of a random variable (X 1 , X 2 ). For in this case we have E(e t(X 1 −X 2 c 1 /c 2 ) ) = (1 + t 2 ) −p which is impossible since t → (1 + t 2 ) −p is not a convex function around 0. More generally the following function defined in a neighborhood of zero by
cannot be the Laplace transform of a probability if (c r+1 , . . . , c n ) = 0. If c r+1 = 0 (say), then inserting s i = 0 for i = 1 and i = r + 1 brings us back to the preceding impossible case.
Laplace transforms
Our next task is to study the distributions µ p,f 1 in R 2 (essentially) which occur in Theorem 2.1 for r = 1 and a 2 < b < a, with Laplace transform (f 1 (
−p is a Laplace transform, then it must be convex, thus f 1 must be concave. Furthermore, the domain of definition of a Laplace transform is convex, thus the interior of the domain of definition of f 1 must be an open convex subset C of R m and the interior of the domain of definition of (
In order to avoid difficulties about continuity at the boundary of the Laplace transforms, we prefer to work with the interior of the domain of definition of Laplace transforms rather than with the domain itself. Recall that the Laplace transform of a probability is not continuous in general at one of the boundary points: continuity holds only along straight lines containing the boundary point (an example due to Hoffmann-Jorgensen can be found in Barndorff-Nielsen (1978) , page 104). 
That means that if (Y (t)) t≥0 is a Lévy process on R m governed by (ν t ) t>0 and if T is an independent random variable with distribution
Proof. The part ⇐ is standard. In order to prove the converse ⇒ we consider a random variable (X,
Since µ p,f 1 is a probability, (0, 0) belongs to the closure of D, and therefore lim s 1 →0 f 1 (s 1 ) = 1 for radial limit. Thus we can claim that for s 2 < 1 we have
In other words the marginal distribution of T must be γ p,1 , where for a > 0 we denote
. Therefore if we denote by ν t (dx) the conditional distribution of X knowing T = t, we get
, and thus on D:
Since lim s 1 →0 f 1 (s 1 ) = 1 there is a non-empty convex subset C 1 of C on which the concave function f 1 is positive. For s 1 ∈ C 1 and s 2 < f 1 (s 1 ) we have
Thus for fixed s 1 ∈ C 1 we can claim that
Equating the densities we get that for almost all t > 0 we have on C 1 :
Since the the function on C 1 defined by e t(1−f 1 (s 1 )) is the Laplace transform of a probability ν t for almost all t > 0, one concludes by continuity that it is the Laplace transform of some probability ν t for all t > 0, and (ν t ) t>0 is a convolution semigroup. This ends the proof.
Comments.
1. Note that in the above proof C 1 = C in general: for example if f 1 (s 1 ) = 1 − s 1 2 , then C 1 is the open unit ball and C is the Euclidean space R m . 2. There is nothing special in the gamma distribution in the statement of Proposition 4.1. If E(e s 1 ,X +s 2 T ) has the form e κ 0 (κ 1 (s 1 )+s 2 ) and if the distribution α of T is concentrated in [0, ∞), consider the conditional distribution X|T = t ∼ ν t (dx). Then α almost surely we have
If (4.35) holds for t = 1 (say), then the fact that (4.35) holds α almost surely implies that the Jorgensen set of ν 1 contains the support of α.
In particular, if the support of α contains some interval [0, a] , then ν 1 is infinitely divisible. See also comment 5 in Section 6. 3. Let us also mention that in Theorem 2.1, the second part of 3, we have considered X = X, e 1 + X where X = T c is a multiple of a constant vector c orthogonal to e 1 . With the notation of Proposition 4.1, we have X, e 1 = Y (T ). We denote by D(µ) the set of θ ∈ R n such that L µ (θ) < ∞. Hölder inequality implies that D(µ) is a convex set and that κ µ = log L µ is a convex function on it. One denotes by Θ(µ) the interior of D(µ). For instance, if µ is a probability which has exponential moments (that is, there exists a > 0 such that R n e a(|x 1 |+...+|x n |) µ(dx) < ∞), then Θ(µ) is not empty. Let us assume that Θ(µ) is not empty. If furthermore µ is not concentrated on some affine hyperplane, then κ µ is strictly convex and real-analytic on Θ(µ). This implies that its differential κ µ (that we consider as taking its values in R n ) is one-toone. Denote the image of Θ(µ) by the function κ µ as the open subset M (µ) ⊂ R n . Denote also by m → θ = ψ µ (m) the inverse of θ → m = κ µ (θ). The NEF F = F (µ) generated by µ is the set of probabilities F (µ) = {P (θ, µ); θ ∈ Θ(µ)} where P (θ, µ)(dx) = e θ,x −κ µ (θ) µ(dx).
Variance functions
Note that F = F (µ) = F (µ 1 ) does not imply µ = µ 1 , but only the existence of (a, b) ∈ R n+1 such that µ 1 (dx) = e a,x +b µ(dx). In this case Θ(µ 1 ) = a + Θ(µ) but M (µ 1 ) = M (µ), and we would rather denote it by M (F ). Note also that any element of F generates F , although the converse is not true: F = F (µ) does not necessarily imply that µ ∈ F. The Laplace transform of P (θ, µ) is s → L µ (θ+s) L µ (θ) and is defined for s ∈ Θ(µ) − θ.
It is easily seen that m = κ µ (θ) = R n xP (θ, µ)(dx). 
