Posterior inference with an intractable likelihood is becoming an increasingly common task in scientific domains which rely on sophisticated computer simulations. Typically, these mechanistic models do not admit tractable densities forcing practitioners to rely on approximations during inference. This work proposes a novel approach to address the intractability of the likelihood and the marginal model. We achieve this by learning a flexible estimator which approximates the likelihood-to-evidence ratio. The resulting amortized ratio estimator is embedded in MCMC samplers such as Metropolis-Hastings and Hamiltonian Monte Carlo to approximate the likelihoodratio between consecutive states in the Markov chain, allowing us to draw samples from the intractable posterior. Techniques are presented to improve the numerical stability. We demonstrate our approach on a variety of benchmarks and compare against well-established approximate inference techniques. Scientific applications in high energy and astrophysics with high-dimensional observations show its applicability.
Introduction
Domain scientists are generally interested in the posterior
which relates the parameters θ of a model or theory to observations x. Although Bayesian inference is natural for such settings, the implied computation is generally not. Often the marginal model p(x) = p(θ)p(x | θ)d θ is intractable, making posterior inference using Bayes' rule impractical. Methods such as Markov chain Monte Carlo (MCMC) [1, 2] Preliminary work. Under review by AISTATS 2020. Do not distribute.
bypass the dependency on the marginal model by evaluating some form of the likelihood ratio between consecutive states in the Markov chain. This allows the posterior to be approximated numerically, provided that the likelihood p(x | θ) and the prior p(θ) are tractable. We consider an equally common and more challenging setting in which the likelihood cannot be evaluated in a reasonable amount of time or has no closed-form expression (intractable). However, drawing samples from the forward model is possible. The prevalence of this problem gave rise to a large body of research typically referred to as "simulation-based" or "likelihood-free" inference.
This work proposes a novel approach to perform likelihoodfree posterior inference using MCMC. Our method relies on a novel ratio estimator that can be trained on samples from the joint p(x, θ) to approximate the likelihood-to-evidence ratio p(x | θ)/p(x). The amortized ratio estimator can be used to compute the acceptance probability in Metropolis-Hastings [1, 2] . When the classifier is differentiable, we derive the score ∇ θ log p(x | θ) making the proposed method also applicable to Hamiltonian Monte Carlo [3] .
2 Background 2.1 Markov chain Monte Carlo MCMC methods are generally applied to sample from a posterior probability distribution with an intractable marginal model, but for which point-wise evaluations of the likelihood are possible [1, 2, 4] . Posterior samples are drawn from the target distribution by collecting dependent states θ 0:T of a Markov chain. The mechanism for transitioning from θ t to the next state θ depends on the algorithm at hand. However, the acceptance of a transition θ t − → θ for θ sampled from a proposal mechanism q(θ | θ t ), is usually determined by evaluating some form of the posterior ratio
We observe that (i) the normalizing constant p(x) cancels out within the ratio, thereby bypassing the need for its intractable evaluation, and (ii) how necessary the likelihood ratio is in assessing the quality of a candidate state θ against the current state θ t .
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Metropolis-Hastings Metropolis-Hastings (MH) [1, 2] is a straightforward implementation of Equation 2. The proposal mechanism q(θ | θ t ) is typically a tractable distribution. These components are combined to compute the acceptance probability ρ of a transition θ t → θ :
The choice of an appropriate transition distribution is important to maximize the effective sample size (sampling efficiency) and reduce the autocorrelation.
Hamiltonian Monte Carlo Hamiltonian Monte Carlo (HMC) [3, 5, 6] improves upon the sampling efficiency of Metropolis-Hastings by reducing the autocorrelation of the Markov chain. This is achieved by modeling the density p(x | θ) as a potential energy function
and attributing some kinetic energy,
with momentum m ∼ p(m) to the current state θ t . A new state θ can be proposed by simulating the Hamiltonian dynamics of θ t . This is achieved by leapfrog integration of ∇ θ U (θ) over a fixed number of steps with initial momentum m. Afterwards, the acceptance ratio
is computed to assess the quality of the candidate θ .
Approximate likelihood ratios
The most powerful test-statistic to compare two hypotheses θ 0 and θ 1 for an observation x is the likelihood ratio [7] r(x |θ 0 , θ 1 ) p(x |θ 0 ) p(x |θ 1 ) .
Previous work [8] has shown that it is possible to express the test-statistic through a change of variables d(·) : R d → [0, 1]. This observation can be used in a supervised setting to train a classifier d(x) to distinguish samples x ∼ p(x | θ 0 ) with class label y = 1 from x ∼ p(x | θ 1 ) labeled y = 0. In this case, the decision function modeled by the optimal classifier [8] or discriminator d * (x) is
thereby obtaining the likelihood ratio as
This approach of density ratio estimation by classification, also known as the "likelihood ratio trick" (LRT), is wellestablished in the literature [8] [9] [10] [11] [12] [13] , especially in the area of GANs [14] [15] [16] [17] and variational inference [18] .
Since we are often interested in computing the likelihood ratio between arbitrary hypotheses, training d(x) for every possible pair of hypotheses becomes impractical. A solution proposed by [8, 19] is to parameterize the classifier d with θ and train d(x, θ) to distinguish between samples from p(x | θ) and samples from a mathematically arbitrary (but fixed) reference hypothesis p(x | θ ref ). The decision function modeled by the optimal classifier [8] is
thereby defining the likelihood-to-reference ratio as
.
The likelihood ratio between arbitrary hypotheses θ 0 and θ 1 can then be expressed as
Method
We propose a method to draw samples from a posterior with an intractable likelihood and marginal model. As noted above, MCMC samplers rely on the likelihood ratio to compute the acceptance ratio. We propose to remove the dependency on the intractable likelihoods p(x | θ ) and p(x | θ t ) by directly modeling their ratio using an amortized ratio estimatorr(x | θ , θ t ). We call this method amortized approximate likelihood ratio MCMC (AALR-MCMC). Figure 1 provides a schematic overview of the proposed method.
Likelihood-free Metropolis-Hastings Adapting MH to the likelihood-free setup is achieved by replacing the computation of the intractable likelihood ratio in Equation 3 witĥ r(x | θ , θ t ). The algorithm remains otherwise unchanged. We summarize the likelihood-free Metropolis-Hastings sampler in Appendix A.
Likelihood-free Hamiltonian Monte Carlo The first step in making HMC likelihood-free, is by showing that U (θ t ) − U (θ ) reduces to the log-likelihood ratio,
To simulate the Hamiltonian dynamics of θ t , we require a likelihood-free definition of ∇ θ U (θ). Within our framework, ∇ θ U (θ) can be expressed as
(a) AALR-MCMC does not have to evaluate the likelihood, but instead computes an approximation of the likelihood ratio. 
Having likelihood-free alternatives for U (θ) − U (θ ) and ∇ θ U (θ), we can replace these components in HMC to obtain a likelihood-free HMC sampler. This procedure is summarized in Appendix A. While likelihood-free HMC does not rely on the intractable likelihood, it still depends on the computation of ∇ θr (x | θ) to recover ∇ θ U (θ). This can be a costly operation depending on the size of the ratio estimator. Similarly to HMC, the sampler requires careful tuning to maximize the sampling efficiency. Ideas such as neural proposals [20] could aid here.
Not a straightforward application of the LRT
Simply relying on the amortized likelihood-to-reference ratio estimatorr does not yield satisfactory results, even when considering simple toy problems. Experiments indicate that the choice of the mathematically arbitrary reference hypothesis θ ref does have a significant effect on the approximated likelihood ratios in practice. Other independent studies [11] observe similar issues and also conclude that the reference hypothesis θ ref is a sensitive hyper-parameter which requires careful tuning for the problem at hand.
Improving the ratio estimatorr
We find that poor inference results occur in the absence of support between p(x | θ) and p(x | θ ref ), as illustrated in Figure 2 . In this example, the evaluation of the approximate ratior for an observation x ∼ p(x | θ * ) is undefined when the observation x does not have density in p(x | θ) and p(x | θ ref ), or either of the densities is numerically negligible. Therefore, the continuous decision function modeled by the optimal classifier d(x, θ) outside of the space covered by p(x | θ) and p(x | θ ref ) is undefined. Practically, this implies that the ratior(x | θ) can take on an arbitrary value which is detrimental to the inference procedure. In this case, the value ofr(x | θ) might depend on architectural choices in d(x, θ) or stochastic aspects of the training procedure.
To overcome the issues associated with a fixed reference hypothesis, we propose to train the classifier to distinguish samples from p(x | θ) (numerator) and the marginal model p(x) (denominator). This modification ensures that the likelihood-to-evidence ratio will always be defined everywhere it needs to be evaluated, as the likelihood p(x | θ) is consistently supported by the marginal model p(x).
We summarize the procedure for learning the classifier d * (x, θ) and the corresponding ratio estimatorr(x | θ) in Algorithm 1. The algorithm amounts to the minimization of the binary cross-entropy (BCE) loss of a classifier d φ , tasked to distinguish between dependent input pairs (x, θ) ∼ p(x, θ) with class label y = 1 and independent input pairs (x, θ) ∼ p(x)p(θ) labeled y = 0. Implementation guidelines are discussed in Appendix C.
Shared parameter θ and data x space. 
Proof. See Appendix B.
Therefore, d * models the likelihood-to-evidence ratio
Although the usage of the marginal model instead of an arbitrary reference hypothesis vastly improves the approximation of r(x | θ), obtaining the likelihood-to-evidence ratio r(x | θ) by transforming the output of d(x, θ) can still be susceptible to numerical errors. In particular, this may happen in the saturating regime where the classifier d(x, θ) is able to (almost) perfectly discriminate samples from p(x | θ) and p(x). We mitigate this issue by extracting logr(x | θ) from the neural network before applying the sigmoidal projection σ in the output layer. This is possible due to the fact that logr(x | θ) is the logit of d(x, θ).
Finally, approximating the likelihood-to-evidence ratio enables the direct estimation of the posterior density aŝ p(θ | x) = p(θ)r(x | θ). This is useful in low-dimensional parameter spaces, where scanning is a reasonable strategy.
Related work
Techniques such as ABC [21, 22] [47] uses (conditional) autoregressive flows to model an approximation of the likelihood. AALR-MCMC mirrors SNL as the trained conditional density estimator is plugged into MCMC samplers to bypass the intractable marginal model. This allows SNL to approximate the posterior numerically. Contrary to our approach, SNL cannot provide estimates of the posterior probability density function but is able to evaluate the likelihood.
The usage of ratios is explored in several studies. CARL [8] models likelihood ratios for frequentist tests. As shown in Section 3.2, CARL does not produce accurate results in some cases. LFIRE [11] models a likelihood-to-evidence ratio by logistic regression and relies on the usage of summary statistics. Unlike us, they require samples from the marginal model and a specific likelihood (reference), while we only require samples from the joint p(x, θ). Therefore, LFIRE requires retraining for every evaluation of different θ.
Finally, an important concern of likelihood-free inference is minimizing the number of simulation calls. Active simulation strategies such as BOLFI [48] and others [49, 50] achieve this through Bayesian optimization. Our method relies on the training of an amortized likelihood-to-evidence ratio estimator, which typically comes with a high initial cost. Recent works [13, 51] make it possible to significantly reduce the cost of this step, provided joint likelihood ratios and scores can be extracted from the simulator. APT we directly extracted the posterior log probability from the mixture of Gaussians. Since the proposed ratio estimator models the log likelihood-to-evidence ratio, we have to add the log prior probability of the generating parameters to obtain the posterior log probability.
Experiments

Setup
We compare AALR-MCMC using our likelihood-to-evidence ratio estimator against classical ABC [21] and modern posterior approximation techniques such as SNPE 
Benchmark problems
The accuracy and robustness of AALR-MCMC will be assessed by comparing AALR-MCMC against ABC, SNPE-A, SNPE-B and APT on the following benchmarks:
Tractable problem Given a model parameter sample θ ∈ R 5 , the forward generative process is defined as:
The resulting posterior is nontrivial due to the squaring operation, which is responsible for generating multiple modes. An observation x o is generated by conditioning the forward model on θ * = (0.7, −2.9, −1.0, −0.9, 0.6) as in [41, 47] .
Detector calibration We are interested in determining the offset θ ∈ R of a particle detector from the collision point given a detector response x o . Our particle detector emulates a 32 × 32 spherical uniform grid such that x ∈ R 1024 . Every detector pixel is able to measure the momentum of the particles passing through the detector material. The pythia simulator [52] generates electron-positron (e − e + ) collisions and is configured according to the parameters derived by the Monash tune [53] . The resulting collision products and their momenta are processed by pythiamill [54] to compute the response of the detector by simulating the interaction of the collision products with the detector material. We consider a prior p(θ) U(−30, 30). An observation x o is generated at the collision point θ * = 0.
Population model
The Lotka-Volterra model [55] describes the evolution of predator-prey populations. The population dynamics are driven by a set of differential equations with parameters θ ∈ R 4 . An observation describes the population counts of both groups over time. Simulations are typically compressed into a summary statistic x ∈ R 9 [41, 47] . We also follow this approach to remain consistent. The prior p(θ) U(−10, 2) (log-scale). We generate an observation from the narrow oscillating regime θ * = (−4.61, −0.69, 0, −4.61).
M/G/1 queuing model This model describes a queuing system of continuously arriving jobs at a single server and is described by a model parameter θ ∈ R 3 . The time it takes to process every job is uniformly distributed in the interval [θ 1 , θ 2 ]. The arrival time between two consecutive jobs is exponentially distributed according to the rate θ 3 . An observation x are 5 equally evenly spaced percentiles of interdeparture times, i.e., the 0th, 25th, 50th, 75th and 100th percentiles. To generate the observation x o , we draw a sample from the forward model using the generating parameter θ * = (1.0, 5.0, 0.2). We consider the uniform prior p(θ) U(0, 10) × U(0, 10) × U(0, 0.333). Some runs of the other methods were not consistent, contributing to the variance observed in Table 2 .
Receiver operating curve diagnostic
Likelihood-free computations are challenging to verify as the likelihood is by definition intractable. A robust strategy is therefore necessary to verify the quality of the approximation. Inspired by [8] , we identify issues in our ratio-estimatorr(x | θ) by evaluating the identity p( 
This result can also be obtained if the classifier is insufficient. Figure 4 provides an illustration of this diagnostic on a tractable toy-problem. Table 1 shows the posterior log probabilities of the generating parameter θ * for an observation x o . Our ROC diagnostic reports AUC = 0.5 for the detector calibration and M/G/1 benchmarks, and AUC = 0.55 for the population evolution model. These results demonstrate that the proposed ratio estimator provides accurate and consistent ratio estimates. If we assess the quality of a method exclusively based on the log probabilities in Table 1 , we could argue that SNPE-A, SNPE-B and APT are close in terms of approximation. This is potentially misleading as it does not take the structure of the posterior into account. To demonstrate the accuracy of AALR-MCMC in this regard, we focus on the tractable problem. We conduct two distinct quantitative analysis, the first computes the Maximum Mean Discrepancy (MMD) [56] between samples of the true posterior and the approximated posterior, while the latter trains a classifier to compute the ROC AUC between samples of the approximate posterior and the MCMC groundtruth. Results are summarized in Table 2. Figure 3 shows the approximations of AALR-MCMC, SNPE-A, SNPE-B and APT against the MCMC groundtruth.
Results
0.20 ± 0.061 0.92 ± 0.0181 
Demonstrations
The following sections study several properties of AALR-MCMC and the proposed likelihood-to-evidence ratio estimator on a series of use cases.
Amortization
We briefly return to the detector calibration benchmark.
Amortized posterior estimates The proposed likelihoodto-evidence ratio estimator models the ratior for arbitrary observations x and model parameters θ given a prior p(θ). We demonstrate this on different observations using a previously trained ratio estimator for the detector calibration benchmark. No retraining or post-processing is applied. The resulting posteriors and diagnostics are shown in Figure 5 .
Multiple observations Consider a set of observations X = {x 1 , . . . , x n }. The amortization of the ratio estimator allows additional observations to be included efficiently in the posterior p(θ |X ). Bayes' rule tells us With MCMC, the denominator cancels out within the ratio between consecutive states θ t → θ :
This could be considered as a test of the ratio estimator, as the maximum-a-posteriori should coincide with the maximum likelihood estimate when the number of observations grows. Figure 15 (Appendix D.3) demonstrates this ability.
Scientific use case: strong gravitational lensing
We use autolens [57] to simulate the telescope optics, imaging sensors and the physics governing strong gravitational lensing. The simulation black-box encapsulates these components. The output of the simulation chain is an observation x ∈ R 128×128 . The following experiments use a ratio estimator based on RESNET-18 [58] . Appendix D.4 discusses the setups and the simulation models in detail.
Marginalization Often physicists are aphetic about a posterior describing all model parameters. Rather, they are interested in a posterior in which certain parameters have been marginalized out. This is easily achieved within our framework by presenting the parameters of interest to the ratio estimator during training and ignoring the parameters which need to be marginalized out. The training remains otherwise unchanged. This problem focuses on recovering the Einstein radius θ ∈ R of a gravitational lens. We are not interested in the parameters describing the source and foreground galaxy (15 parameters). Figure 6 depicts our posterior approximation, ROC diagnostic and observation x o with θ * = 1.66 and prior p(θ) U(0.5, 3.0).
Bayesian model selection Until now we only considered posteriors with continuous model parameters. We turn to a setting in which physicists are interested in comparing models from a discrete space M = {m 1 , . . . , m n }. Model selection is achieved by computing the Bayes factor b of two models m i and m j with parameter vectors θ i and θ j :
where a one-hot encoded model m i is supplied to the ratio estimator during training. We demonstrate the task of model selection by computing the posteriorp(m| x) across a space of 10 models M = {m 0 , . . . , m 9 }. The index i of a model m i corresponds to the number of source galaxies present in the lensing system. Parameters describing the foreground and source galaxies are marginalized out. The prior p(m) is uniform. Figure 7 showsp(m| x) and the associated diagnostic for different observations. Both posteriors were computed using the same ratio estimator. (Bottom): Lensing system with 6 different source galaxies. The MAP of the posteriorp(m| x) identifies the correct number of source galaxies, despite abundant lensing artifacts.
Representational power of a ratio estimator
The amortization of our ratio estimator requires sufficient representational power (capacity) to accurately approximate r(x | θ). The complexity of the task at hand determines whether the ratio estimator is able to exploit some structure in observations x and model parameters θ, thereby potentially reducing the necessary amount of parameters (weights). This is not the case for the population evolution model, which proved to be challenging for low capacity ratio estimators. Appendix D.5 shows the posterior marginals, loss curve and ROC diagnostic for ratio estimators with distinct capacities. As expected for the population model, larger models are associated with a sharper posterior, lower loss and better AUC scores. Additional experiments exploring the effect of ratio estimator capacity on the inference quality are described in Appendix E.
Bayesian filtering Increasing the capacity of a ratio estimator is not always a viable strategy. We observe that for a trained classifier d(x, θ) with insufficient capacity (AUC > 0.5) the variance of the posteriorp(θ | x = x o ) is typically larger compared to the true posterior recovered by the optimal classifier d * (x, θ) (AUC = 0.5). Therefore, the loss associated with the classifier d(x, θ) is larger than the loss of the optimal classifier, as supported by Proposition 1. The classifier d(x, θ) can be viewed as a heavily regularized optimal classifier, where the degree of regularization is inversely proportional to the capacity. As a result, the classifier d(x, θ) is not able to exclude tuples (x, θ) from the likelihood model. This is a desirable property because the generating parameters θ * will have a strictly positive likelihood-to-evidence ratio (as d(x θ) cannot exclude them). This allows us to recursively improve the posterior by setting p t+1 (θ) p t (θ | x = x o ). Our framework allows for a termination condition based on the ROC diagnostic. To demonstrate this, assume the population model setting. Our ratio estimator is a MLP with 3 layers and 50 hidden units. In every round t, 10,000 tuples are drawn from the joint p(x, θ) with prior p t (θ) for training.
The following AUC scores were obtained: .99, .92, .54, and finally .50, terminating the algorithm.
Summary and discussion
This work introduces an accurate and efficient approach to perform Bayesian posterior inference with an intractable likelihood and marginal model. We achieve this by replacing the intractable evaluation of the likelihood ratio in MCMC with an amortized likelihood ratio estimator. We demonstrate that a straightforward application of the likelihood ratio trick to MCMC is insufficient. We solve this by introducing a flexible and stable ratio estimator which models the likelihood-to-evidence ratio for arbitrary observations x and model parameters θ given a prior p(θ). This implies that a trained ratio estimator can be used to infer the posterior of arbitrary observations. A theoretical argument demonstrates that the proposed training procedure yields the optimal ratio estimator. The accuracy of our estimator can be easily verified by a diagnostic specific to our technique. No summary statistics are required, as the technique directly maps observations and model parameters to likelihood-to-evidence ratios. Our framework allows for the usage of off-the-shelf neural architectures such as RESNET [58] . Experiments highlight the accuracy and stability of our method across different problems.
Simulation efficiency Despite the high upfront simulation cost, our approach is able to model the posterior of arbitrary observations. When presented with different observations of a similar phenomenon (e.g., gravitational lenses), our approach is arguably more simulation efficient compared to sequential approaches.
Scientific applications
To aid the application of our technique, we provide several implementation guidelines and inference strategies in the Appendix C. Recently, our approach contributed to the inference of dark matter subhalo population parameters parameters using strong gravitational galaxy-galaxy lensing [59] . Markov chain θ 0:T Hyperparameters: Steps
7:
θ t+1 ← θ with probability ρ θ t with probability 1 − ρ 8:
t ← t + 1 9: end for 10: return θ 0:T
Algorithm 3 Likelihood-free Hamiltonian Monte Carlo
Inputs:
Initial parameter θ 0 Prior p(θ) Momentum distribution q(m) Trained parameterized classifier d(x, θ) Observation x Outputs:
Markov chain θ 0:T Hyperparameters: Steps T .
Leapfrog-integration steps l. Leapfrog-integration stepsize η.
θ k ← θ t
8:
for k < l do 9:
k ← k + 1 13: end for 14: λ ← (logr(x |θ k ) + log p(θ k )) − (logr(x |θ t ) + log p(θ t )) + K(m k ) − K(m t ) 15: ρ ← min(exp(λ), 1)
16:
θ t+1 ← θ k with probability ρ θ t with probability 1 − ρ 17:
t ← t + 1 18: end for 19: return θ 0:T
B Correctness of Algorithm 1 and Proposition 1
The core of our contribution rests on the proper estimation of the likelihood-to-evidence ratio. In this section, we show that the minimization of the binary cross-entropy (BCE) loss of a classifier tasked to distinguish between dependent input pairs (x, θ) ∼ p(x, θ) and independent input pairs (x, θ) ∼ p(x)p(θ) results in an optimal classifier as defined in Proposition 1.
Using calculus of variations and reproducing the structure of Algorithm 1, we define the loss functional
This loss functional is minimized for a function d * (x, θ) such that
As long as p(θ) > 0, this is equivalent to
and finally
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... This section discusses several recommended strategies to successfully apply our technique to (scientific) applications. We show several code listings, with a focus on a pytorch [60] implementation. As shown in Figure 8 , we directly output the log ratio before applying the sigmoidal projection to improve numerical stability when sampling from the posterior using MCMC. The output of the decision function d(x, θ) is also given. This architecture forms the basis for accurate posterior inference. Figure 9 shows the base ratio estimator implementation. For completeness, the variable name inputs relates to the model parameters θ while outputs relates to observations x. This particular naming scheme is chosen to depict their relation with respect to the simulation model. Algorithm 1 actively samples from the prior and the simulation model in the optimization loop. This is not efficient in practice. A dataset consisting of samples from the joint can be generated offline before training the ratio estimators. Note that no class labels are assigned to specific samples of the dataset. In our training algorithm, the independence of x and θ can be guaranteed by sampling two batches from the dataset, and simply switch the θ tensors in the computation of each individual loss. As a result, the implementation of the optimization loop does not depend on the prior. This produces a mathematically equivalent procedure to Algorithm 1. Figure 10 shows a pytorch implementation of the proposed optimization loop for an even number of batches.
According to Proposition 1, the optimal discriminator is the one which minimizes the training criterion. Therefore, the accuracy of the approximation can be improved by using techniques such as learning rate scheduling, or by increasing the batch size to reduce the variance of the gradient. From an architectural perspective, we found that the ELU [61] and SELU [62] activations work well in general. However, RELUs typi-cally required significantly less parameters (weights) to accurately approximate sharp posteriors. We hypothesize that this behavior is attributable to the sparsity induced by RELU activations. We did not perform a study on the required number of simulations to properly approximate r(x | θ). This aspect is left for future work.
C.2 Validation and inference
In general, we recommend to train 10 (if the computational budget allows) ratio estimators. Besides the improvements that ensembling typically brings, the resulting estimators can be used to determine the variance of the approximation. From our empirical evaluations, large variances in the approximation of the likelihood-to-evidence ratio indicate that the capacity of the ratio estimator might be insufficient (see Appendix E). As mentioned in Section 5.1.2, the accuracy of the approximation can be verified in a more principled way by means of a ROC curve and its AUC. Contrary to the experimental section of the main manuscript, real applications do not have access to the generating parameters θ * . There are two approaches to test the accuracy of the ratio estimator using the ROC diagnostic: (i) test the ratio estimator for all distinct modes of the posterior and (ii) test the ratio estimator for a set of random samples θ ∼ p(θ). While the first approach specifically tests the solution, the latter validates the behavior of the ratio estimator across the prior p(θ). Alternatively, Simulation Based Calibration [63] is a frequentist test for a Bayesian computation, but it cannot verify the accuracy of a single approximate posterior. After validating the ratio estimator, MCMC can be used to draw samples from the posterior. If the dimensionality of the problem permits, estimates of the PDF can be obtained directly.
D Experimental details and additional results
D. 
D.2.1 Regularization and posterior approximation
This section studies the effects of regularization on the posterior approximation. We empirically find that the degree of regularization is proportional to an increase in variance of the approximation with respect to the true posterior. This translates into a proportionally larger (test) loss. Similar behavior can be observed with ratio estimators with insufficient capacity (Appendix E). Figure 12 demonstrates the effect of regularization on the approximate posterior with respect to the true posterior. The training and test losses are shown in Figure 13 . Figure 13 : Loss plots of the ratio estimators in Figure 12 . We empirically find that a larger loss corresponds with a larger variance of the approximation with respect to the truth. Similar behavior is observed for ratio estimators with insufficient capacity, and is studied in Appendix E. 
D.4 Scientific use case: strong gravitational lensing
The simulation model consists of 4 main components. The first involves the telescope optics. We model the PSF (point spread function) as a Gaussian with standard deviation 0.5 in a 3 × 3 pixel kernel. The CCD sensor is set to an exposure time of 1000 seconds, background sky level = 0.1 and CCD noise is added. The mass distribution of the foreground galaxy is modeled as an elliptical isothermal [64] at redshift z = 0.5 with axis ratio = 0.99, a random orientation-angle and an Einstein radius sampled from the prior. We do not model galaxy foreground light for the marginalization problem. For the Bayesian model selection problem, we model the foreground light of the lensing galaxy as an elliptical sersic with a random orientation angle and a sersic index sampled from U(.5, 1.5). For every source galaxy, we only model the light profile and their relative positions with respect to the lens. Source galaxies have an assumed redshift of z = 2. We assume the Plack15 cosmology. Table 4 describes the parameters and respective distributions we sampled from to generate a light profile for a single source galaxy. Figure 16 shows samples of the marginal model for different model spaces.
Parameter Distribution
Axis ratio U(0.1, 0.9) Effective radius U(0.1, 0. We investigate the approximation error in relation to the capacity of a ratio estimator. We consider a simple simulation model which accepts a model parameter θ (x, y, r) and produces an image with a resolution of 64 × 64 containing a circle at position x, y with radius r. Given the deterministic nature of the simulation model, we expect the posterior to be tight surrounding the generating parameters. The radius parameter r is multimodal due to squaring operation, which implies there should be a peak at −r as well. We consider a uniform prior in the range [−1, 1] for the parameters x and y. The radius has a uniform prior of [−.5, .5]. Random samples from the simulation model under p(θ) are shown in Figure 20 . We evaluate the following architectures: (i) a fully connected architecture with 3 hidden layers and 128 units each (assumed low capacity), (ii) LENET [65] (assumed mid-range capacity), (iii) and RESNET-18 [58] (assumed high-capacity). All models are trained according to the procedure described in Appendix C. We train the ratio estimators using a batch-size of 256 samples and the ADAM [66] optimizer. As in other experiments, the neural networks use the SELU [62] activation function. The networks are trained for 250 epochs. No regularization or data normalization techniques are applied, with the exception of batch normalization [67] for the architecture. For every architecture, we train 5 models. Figure 21 shows the mean loss curves and their standard deviations. The loss plots do not seem to support our initial assumptions about the capacity of the ratio estimators, as the loss of LENET is slightly higher compared to the fully connected architecture. Nevertheless, it seems that the loss is not plateauing. The same can be said about the fully connected architecture, but not to the same degree. We did not explore other hyperparameters or invest in additional training iterations. The loss plots indicate that the ratio estimator based on RESNET-18 should perform best. As noted above, the deterministic nature of the simulation model should generate posteriors which are tight. To investigate this (besides computing the ROC AUC), we compute ∇ θ d(x, θ) and ∇ θ logr(x | θ) to investigate how the gradients behave in p(θ). We expect the posteriors to be unimodal for the x and y parameters. As a result, the gradient field should converge to the generating parameter θ * . Figure 22 shows the gradient fields across the different architectures. All use the same observation. The left-hand side of the figure shows ∇ θ d(x, θ), and the right-hand side ∇ θ logr(x | θ). The saturation of the sigmoid operation is clearly visible as the gradients tend to 0. This is not the case for logr(x | θ), demonstrating the effectiveness of the improvements put forward in Section 3.2. This behavior is preferable for Hamiltonian Monte Carlo, which relies on ∇ θ log p(x | θ) to generate proposal states. As expected, the gradients show that the sharpest posterior was Figure 22 : Vector (gradient) fields for the x and y parameters. The red star indicates the true solution. The parameter r remains fixed during the computation of these fields. The left-hand side shows the fields when backpropagating through the classifier output d(x, θ). The effect of the sigmoidal operation is clear, as the gradient saturates when the classifier d(x, θ) is (almost) able to perfectly discriminate samples. This supports the innovations presented in Section 3.2, as ∇ θ logr(x | θ) does not show this behavior. obtained by the RESNET estimator. However, the estimation of radius r seems to be problematic. The variance of the PDF among the ratio estimators indicates that ratio estimators are not sufficient to accurately approximate the radius. While the general structure is present in RESNET-18, the posterior for r is not sharp. A strategy to resolve this would be to increase the capacity of the neural network by adding more parameters (weights), or by modifying the architecture to exploit some structure in the data (e.g., an LSTM for time-series). Alternatively, other activation functions could be explored. Experiments indicate that ELU [61] and SELU [62] activation functions are good initial choices. For sharp posteriors, we found that RELU activations worked best, as demonstrated in Figure 24 and Figure 23 (which uses SELU activations). Interestingly, even though the capacity is insufficient to capture all parameters, it seems that the solution is always included (the ratio estimator is not able to minimize the loss). This is a desirable property as true model parameters are not excluded, which could be beneficial in a Bayesian filtering setting. 
