Error Analysis for a Special X-Spline. Clenshaw and Negus [1] defined the cubic X-spline, and they applied it to an interpolation problem. In the present paper, for the same interpolation problem, an interpolating spline w is considered by combining two special X-splines. The construction of w is such that the computational labour for its determination, in the case of pieeewise equally spaced knots, is less than that of the conventional cubic spline so. A complete error analysis of w is done. One of the main results is that, in the case of piecewise equally spaced knots, w and sc have essentially the same error estimates.
I. Introduction
Clenshaw and Negus [1] have recently defined a new cubic spline. It is a generalization of the conventional cubic spline in which the second derivative is allowed to have discontinuities at the inner knots. The magnitudes of these discontinuities are related to those of the third derivatives at the inner knots in such a way that one free parameter is introduced at each inner knot. The new spline is called a (cubic) X-spline. As an application, the X-spline is used in [1] for the classical interpolation problem where function values y~=y (xj) at the knots xj, j=0 (1) n, are to be interpolated, together with the end conditions that the first derivative at Xo and x, must be equal to given values y'o=y ' (Xo) and y ',=y' (x,) , respectively. A sufficient condition for the existence of the interpolating X-spline is given in [1] . The condition still leaves freedom in the choice of the additional parameters. Clenshaw and Negus exploit this fact to construct two special interpolating X-splines which are of practical importance: (a) The interpolating X-spline minimizing an estimate of the truncation error; (b) the interpolating X-spline minimizing the computational labour.
The X-spline (a) yields smaller errors than the conventional cubic spline if the knots are unequally spaced. The coefficients of the X-spline (b) can be computed by a simple two-term recurrence relation, whereas in the general case a tri-diagonal system of equations has to be solved.
There are two drawbacks to the minimal labour X-spline (b). It has larger errors than the conventional cubic spline. Secondly, there is a non-symmetry in the determination of the coefficients in the following sense. If we denote by mj the derivatives of the X-spline at the knots, it turns out that the value Y'n does not affect the computation of any of the unknown derivatives m r of the X-spline at the inner knots. Of course, as Clenshaw and Negus point out, if the X-spline is used for plotting where high precision is not important, the minimum labour X-spline is preferable to the conventional cubic spline or to the Xspline (a).
In this paper we combine two special X-splines of the type (b) to obtain an interpolating spline w which itself is not always an X-spline. This procedure eliminates the above mentioned non-symmetry in the determination of the coefficients of the spline (b). The coefficients of w can be computed by twoterm recurrence relations, one running forwards, the other backwards. The computational labour for w, in the case of piecewise equally spaced knots, will still be less than that of the conventional cubic spline. The major part of the paper consists of the error analysis of w. One of the main results is that, in the case of piecewise equally spaced knots, w has essentially the same error estimate as the conventional cubic spline.
The Cubic X-Spline
Throughout this paper we use the following notation: 1,= (1,2, ...,n}, I~ w {O}, neN. According to Clenshaw and Negus a (cubic) X-spline is defined as follows:
Definition:
The function s is an X-spline on the interval [a, b] with knots Xo, Xl,...,x, (a=xo<x~ <...<xn=b) and parameters ~t, ~2, ...,~n-~, iff it has the following three properties: 
From property (iii) we see that, for ~j = O, j e 1,_ ~, the X-spline s is an element of C 2 [a, b] . Hence, s is a conventional cubic spline with the knots x j, j e I ~ in this case.
Using the notation mj = s' (x j), j e I ~ Clenshaw and Negus show that for given yj = y (xfl, j ~ I ~ and for given boundary conditions m o =y{) =y' (x0) , rn, =y; =y' (x,), (2.1) the interpolating X-spline can be represented, for x e [x~_,, xj], by 2) where m~, j e In_t, are determined by the equations Taking the equality sign on the left-hand side of (2.4) we obtain k~=-l, j~I,_ 1.
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Setting kj=-1 in (2.3) yields c~j=-~-hi+ t and, after a few simple manipulations, mj = -flj mj_ 1 + (1 -flj)z yj +1 + flj (3 -fij) Yj, j e I,_1.
The simple recurrence relation (2.5) together with the additional boundary conditions (2.1) determines Clenshaw and Negus's minimal labour X-spline which we denote by u.
Taking the equality sign on the right-hand side of (2.4) we obtain
Inserting these kj in (2.3) yields aj=-j-h j and
The recurrence relation (2.6) together with (2.1) determines another minimal labour X-spline which we denote by v.
The X-splines u and v are interpolating splines defined on the same grid; they are different in general. The computation of the unknown coefficients my for the spline u runs from left to right, whereas for the spline v it runs in the opposite direction. This suggests that it might be possible to balance out the disadvantages due to favouring one direction rather than the other by using an appropriate combination of the two interpolating splines u and v. For equally spaced knots, or for piecewise equally spaced knots, the additional computational labour is almost negligeable. We therefore consider, for any constant z, the convex combination
w is not necessarely an X-spline, the reason being that the property (iii) in the above definition is not always fulfilled. If the jumps of the third derivative of w at the inner knots are different from zero, w is always an X-spline. This problem is discussed at the end of section 3 in the case of equally spaced knots.
For the error analysis of w, however, the property (iii) is not necessary.
Before we discuss the choice of the constant v, and as a preliminary to the detailed error analysis in section 3, we need a few auxiliary results.
Let y ~ C 5 [a, bl and let yji)=y(i) (xj), i= 1, 2, 3, 4, j e I,_ x. Clenshaw and
Negus show that, for any interpolating X-spline,
mj=y~+AjyJ4l+O(h4), h-*O, j~l,_~,
with Aj=0(ha), h=max hj and jel,,
Ao =A,=0.
Setting kj=-1 in (2.7), we find that for spline u,
Ao=A.=O.
Setting kj=(1-flj)/flj, we find that for spline v,
hj hj hy+ 1
Bi=-hj+hj+~ BJ+I 4! B o = B n = O,
where mj = yj + Bj yj4) + 0 (h 4) for v.
, jeI,-1,
From (2.8) and (2.9) and the definition of w we immediately obtain mj = yj + Cj y~.4) + 0 (h 4) for w with Cj = Cj (z) = z Aj + (1 -z) B j, j 6 1 ~ (2.10)
We now consider the case of equally spaced knots. We then obtain from (2.8) and (2.9): 
Error Analysis of the Spline w
To minimize the error e=y-w=y-zu-(1-z)v we may determine z such
where we assume that the denominator is larger than zero.
The quantity Zop t requires a substantial computing effort. We therefore determine an optimal z which is independent of y by minimizing the maximum error constant, which we now define.
Let yEC 5 [a,b] . It follows from (5.6) [-1] for any interpolating X-spline. t/=t/opt is valid iff C j=0, j ~ I ~ as can be deduced from (3.1) to (3.8) in the same way as in [1] .
For n=2 the parameter z can be determined such that t/=t/opt for w. From (2.8) to (2.10) we easily find by setting C~ =0 that h2 ~ ='gO = ~)_a 9
It can be shown by determining rn~ (Weo) that W~o is the optimal X-spline considered in [1] , which coincides with the conventional cubic spline for h~ = h 2.
Using the same formulae it can immediately be proved that, for n_ 3, there exists, in general, no z such that Cj=0, j ~ I ~ since we have n-1 conditions Cj=O, j e I,_~, for the variable z. This implies that, in general, t/>t/opt for n_~ 3.
It is complicated to determine z such that 17 =t/(w~) is minimal. Since, however, we want [Cj[ as small as possible we determine z such that
j=l j=~ takes its minimum. Setting C' (z)=0 we obtain
For equally spaced knots we now prove that z= 1/2, as one would expect. From (2.13) we find that
and therefore
Using this result in (3.9) we have z= 1/2.
For our main result on the error constants we will need the following We now assume that c~0. We first show that for (3.10) and (3.11) there exists exactly one x o e (0, 1) such that I] P II =P (%).
For (3.10) this is seen immediately, since P(x)>0 for x~(0, 1), P(0)=P (1)=0, and since the polynomial P tends to plus infinity as I xl tends to infinity.
We already know that I PI takes its maximum at x=l/2 if c=0 and 1 d_> -2~ (]/~-1). The graph of r (x; c, d) for x ~ (0, 1) is similar to the graph of K2j in Fig. 1 . This means that, for c>0, we have r (x;c,d)>r(x;O,d ) for x e (0, 1). We can therefore conclude that there exists a unique x o e (0, 1) such that r] P N =P(xo) if (3.11) holds. We now show that x o is defined by (3.12). where p and q are given by (3.13) and (3.14), respectively.
From the foregoing considerations it is trivial to show that P always has exactly three extrema of which the middle one is to be found. The polynomial R therefore has exactly three real roots, given according to the general theory of cubic equations (see [2] We are now able to give an explicit expression for the error constants t/j in (3.6) if the knots are equidistant and if r = 1/2. For this case it can be verified by (3.4), (3.5) and (2.15) that
<'<N I-n+ 1-] In addition, it can be seen that t/j=t/,+l_ j for l_j_ where Lxl denotes the integer part of x.
I_~_J

Theorem:
Let "c = 1/2, n _> 2, and let the knots be equally spaced. We then have, for (n,j) :/: (3, 2), The proof of the theorem in the general case can be given by using the lemma. In fact, for j odd, the coefficients c s and d s satisfy the assumptions (3.10), and, for j =p 2 even, they satisfy the assumptions (3.11). The following corollary to our theorem shows the monotonicity of the error constants r/j, and it enables us to determine immediately the maximal error constant r/.
Fortheexceptionalcase(n,j)=(3,2),wherecz=Oandd2=-l<-l(~2--1),
Corollary 1 :
For equally spaced knots, and z = 1/2, we have with l<_i,j<_N-2, i even and j odd.
Because of the detailed proof of the lemma which was given above, we confine our demonstration of the corollary to the following hint.
Looking at the curves in Fig. 1 , where the qualitative behaviour of K~ and
is sketched, it is easy to see, by inspection, that the inequalities (3.17) and (3.18) must hold.
It now follows from (3.17) for n=2, 3, 4, and from (3.18) for n_>5, that r I = max rl~ = r h.
J
This means that, the largest errors are to be expected near the points a and b, depending on y}4).
We now compare the error constants of the splines u and w= wl/2 and equally spaced knots. For simplicity we assume that n is large. We then have the following corollary 2 to our theorem.
Corollary 2:
For equally spaced knots, n large, and z = 1/2, we have: (3.19) If, in addition, I<<j_<N, we have: (3.20) Proof:
For n large we find from (3.15) that c 1 ~ 1/6 and d 1 =0. From our theorem and from (3.16) we then obtain , Finally, we briefly discuss another property of the splines u and w in which w is superior to u. We consider the jumps of the second and the third derivatives of these splines at the inner knots.
For any X-spline s we use the notation Aj (s) = sj+ z (xs)-sj (x j), j ~ I,_1, Aj" (s) = 4';1 (x j)-4" (x j).
Let y e C s [a,b] . Using (2.2) , the relation mj=yj+AjyJ4) +O(h4) , and Taylor's theorem, it can be shown that, for equidistant knots,
Using (2.14) and (2.13), respectively, in (3.21) yields:
Since, by definition, we have, for any X-spline s, dj' (s) = ~j dj" (s), j E I,_1, and since c~j=-hi3 for u and c~j=h/3 for v, we obtain from (3.22) and (3.23): The results are shown graphically in Fig. 2 and Fig. 3 , in which plots of the absolute difference between the splines so, u, w~/2, w .... and y are shown. In Fig. 2 it can be seen that u and sc have the same maximum error, while the maximum error of w~/2 is smaller. In addition, the spline Wl/2 is much better than the spline u in the first two intervals. Fig. 3 shows a comparison between Wl/2 and W~op,, where Zopt was computed numerically according to the formula given in section 3. We see that, apart from the maximum error peak, w~/2 is normally better than W~op,. In other words, the additional work required to determine Vopt is not justified in this case. 
