Abstract
Introduction
Recent advances in computing hardware and software are responsible for the emergence of sensor networks capable of observing the environment, processing the data and making decisions based on these observations. Such a network can be used to monitor the environment, detect, classify, locate specific events, and track targets over a specific region. Examples of such systems can be seen in surveillance, monitoring of pollution, traffic, seismic activity, agriculture or civil infrastructures [1] . With such a wide range of applications and obvious social impact, the need to study and optimize these systems is of growing importance. Research in the field of wireless sensor networks (WSNs) has focused on several areas, including network security and energy management, but few have focused on sensor deployment. Since the local observations made by the sensors depend on their position, the performance of the detection algorithm is a function of the sensors deployment. In a typical sensor network application, sensors are to be placed (or deployed) to monitor a region or a set of points. In some applications it is possible to select the sites where sensors are placed while in others (e.g., in hostile environments) we may simply scatter (e.g., air drop) a sufficiently large number of sensors over the monitoring region with the expectation that the sensors that survive the air drop will be able to adequately monitor the target region. When site selection is possible, we use deterministic sensor deployment, otherwise, the deployment is nondeterministic. A good deployment should consider both coverage and connectivity [2, 3, and 4] . Coverage requires that every location in the sensing field is monitored by at least one sensor, while connectivity requires that the network is not partitioned in terms of nodes' communication capabilities.
In this paper, we focus on the problem of placing sensors at a subset of pre-selected sites to minimize sensors cost while providing a specific degree of coverage for the target sites. The area where we need to deploy sensors is not open space but it contains some hazard region where we can not place any sensors. Also, different regions have different degree of importance, there are some vital regions that need to have more coverage .The sensors do not communicate with each other; rather each sensor communicates with a base station. We assume that power and sensor communication range are not design issues. That is, each of the feasible sensor sites has an abundant energy supply and each sensor has a sufficiently large transmission range to reach the base station from each of the pre-selected sites.
Putting the above into consideration, assume a planar region S is to be monitored by a system of sensors which detect events (e.g. hazardous material spills or someone placing a cell phone call) occurring in the region. Each sensor detects an event with a certain probability, which depends only on the distance between the event and the sensor with some coverage pattern. The objective of the optimization Sensor Location Problem (SLP) is to determine the locations of sensors that can maximize the coverage area, particularly the high priority regions, and to avoid placing sensors in banned regions. Because SLP is a nonlinear, non-convex programming problem, it is challenging for traditional math programming techniques. Instead, this paper will employ evolutionary optimization techniques to solve the SLP.
Evolutionary algorithms (EAs) are direct search techniques based on the ideas of natural selection to -evolve‖ good solutions for the problem. This paper investigates the use of GA and PSO to solve the problem with different sensor coverage patterns and various environment conditions. Also, another algorithm, which is a hybrid from PSO and GA, will be proposed. All algorithms were implemented in the MATLAB environment.
The rest of this paper is organized as follows. Section 2 reviews some related Work. Sections 3 formally defines the problem, section 4 propose overview of PSO and GA that we used in our proposed sensor deployment algorithm. In section 5, the Adaptive Hybrid Optimization (AHO) will be described. Simulation setting and results are presented in Section 6. And finally, conclusions are drawn in Section 7.
Related work
In [5] , a systematical solution for sensor deployment is proposed. The sensing field is modeled as an arbitrary polygon, possibly with obstacles. Thus, the results can be used in an indoor environment. The results can be applied to sensors with arbitrary combinations of communication ranges and sensing ranges. Fewer sensors are required to ensure full coverage of the sensing field and connectivity of the network as compared to other methods.
In [6] , the paper applied Co-variance Matrix Adaptation CMA-ES and Differential Evolution DE to the minimax sensor location problem. Statistical significance and practical significance should be considered when determining whether DE and CMA-ES yield different results in terms of the objective value. If a high degree of precision is required, DE will yield better solutions in terms of the objective value. But, if precision after the thousandth decimal is irrelevant, then CMA-ES can give equivalent results.
Paper [7] addresses the problem of sensor deployment in a region to be monitored for target intrusion. A mechanism for sensor collaboration to perform target detection is proposed and analyzed to evaluate the exposure of paths through the region. The minimum exposure is used as a measure of the goodness of deployment; the goal is to maximize the exposure of the least exposed path in the region. In the case where sensors are randomly placed in the region to be monitored, a mechanism for sequential deployment in steps is developed. The strategy consists of deploying a limited number of sensors at a time, until the desired minimum exposure is achieved. The cost function used in this study depends on the number of sensors deployed in each step and the cost of each deployment. Through simulation, the distribution of minimum exposure obtained by random deployment was evaluated for varying number of sensors. The solution proposed in this paper can also be improved by considering deploying variable number of sensors at each step, and this multiple variables problem requires further investigation.
In [8] , they study the issue of optimal deployment to achieve complete connectivity and full coverage for wireless sensor networks . Their work is the first to propose an asymptotically optimal deployment pattern to achieve complete connectivity and full coverage for WSNs.
Problem Definition

Sensors pattern
Sensing pattern is modeled either by a binary sensor model or a decayed sensor model as in Figure 1 . In the binary sensor model, the detection probability of the event of interest, within the sensing range, is 1; otherwise, the probability is 0. In the decayed sensor model, the probability of detection of the event of interest follows a decaying function of distance from the sensor.
We will use two types of decayed model. The first is the exponential decay sensor pattern, as studied by Drezner and Wesolowsky [9] , where sensor capabilities are modeled by the following exponential decay detection probability function
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Where n is the grading degree. The sensing pattern is discredited with the same resolution as the sensing filed to be able to match the covered area by each sensor with its sensing degree in the sensing filed.
Problem Formulation
We are given a sensing field A in which sensors are to be deployed. Each sensor has a sensing range with some pattern s r , within which it can correctly operate.
We assume that all sensors have the same 
(3)
For simplicity, this will be referred to as the Drezner problem. As in their study, in order to approximate the continuous objective function, the area is discredited using a 100 by 100 grid, but sensor locations remain continuous decision variables. The coverage of each sensor can be defined either by a binary sensor model or a decayed sensor model as discussed. In this paper, the two sensor models are employed and coverage is defined as the ratio of the union of areas covered by each node and the area of the entire ROI, as shown in Eq.(3). Here, the covered area of all nodes is defined as the circular area within its sensing radius [10] . (4) ,..., 1
A is the area covered by the ith node;
N is the total number of nodes;
A stands for the area of the ROI. In order to prevent recalculating the overlapped area, the coverage here is calculated using Monte Carlo method by meshing the network space, i.e., by creating a uniform grid in the ROI. All the grid points in the sensing area are labeled by their sensing degree, depending on the sensor node sensing pattern, when sensors range overlaps, the maximum sensing level is accumulated. Then the coverage can be approximated by the ratio of the summation of values to the total number of the grid points. If a node is well located inside the ROI, its complete coverage area will also lie within the ROI. In this case, the full area of that circle is included in the covered region. However, if a node is located near the boundaries of the ROI, then only the part of the ROI covered by that node is included in the computation. In our model fitness function we add some constrains to achieve our goal. If a node is located inside the H A , its complete coverage area will be ignored. If a part of coverage area of a node is located in p A then this area sensing degree will be amplified according to the region priority. Then, we accumulate all grids values that express the coverage in our fitness function which we need to maximize. So the modified covered area i AP for the ith node will be defined as following: 
Genetic Algorithm
The normal genetic algorithm is based on simulation of genetic mechanism and theory of biological evolution. GA brings theory of biological
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Journal of Convergence Information Technology Volume 5, Number 2, April 2010 evolution into the optimization of parameters through the crossover and mutation operations. It selects the best value of the fitness function and reserves it. Then it makes up the new cluster. The genetic evolution will not stop until it satisfies the constrain condition. Genetic Algorithm Process: Step1: Initialize the parameter with a population of random solutions, such as crossover rate, mutant rate, numbers of cluster and numbers of generation. Determine the coding mode.
Step2: evaluate the value of the fitness function.
Step3: Go to crossover and mutation operation and make up the new cluster.
Step4: Go to step2 until get the best value.
PSO Algorithm
PSO algorithm is one of the optimization techniques and a kind of evolutionary computation technique. The basic PSO is developed from research on swarm such as fish schooling and bird flocking. Shi and Eberhart [11] also bring the inertial weight into PSO. Suitable selection of inertia weight can provide a balance between global and local explorations. It can control the algorithm convergence and get the best value of fitness function. Instead of using evolutionary operator to manipulate the particle (individual), as other evolutionary computational algorithm, every particle in PSO flies in the search space with velocity which is dynamically adjusted according to its own flying experience and its companions' flying experience. Every particle is treated as a volume-less particle in d-dimensional search space [12] .
Every particle keeps track of its coordinates in the problem space, which are associated with the best solution (evaluating value) it has achieved so far. This value is called best p . Another value that is tracked by the global region of the particle swarm is the overall best value, and its location is obtained so far by any particle in the group. The best value is called best g . The velocity of every particle is represented as ) ,.... , (
; the PSO concept is to change, at every time step, the velocity of every particle toward its best p and best g locations. Acceleration is weighted by a random term, with separate random numbers being generated for acceleration toward 
Hybrid algorithms
Applying genetic algorithm (GA) and particle swarm optimization (PSO) has been proven to be effective in reaching the near optimum solutions for many combinatorial problems. There are hybrid algorithms designed to overcome some of the weak behavior of GA and PSO [13] [14] . Different variants of the PSO algorithm were proposed. Some of these variants have incorporated the capabilities of other evolutionary algorithms, such as hybrid versions of PSO. Many authors have considered incorporating selection, mutation and crossover, as well as differential evolution, into the PSO algorithm.
GA and PSO are much similar in their inherent parallel characteristics, whereas experiments show that they have their specific advantages when solving different problems. What we would like to do is to obtain the excellent features of both algorithms by synthesizing them. Ref. [15] proposes a hybrid PSO-GA based algorithm (HPGA).
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The Hybrid Particle Swarm Optimization with Mutation (HPSOM) algorithm [16] tries to solve the stagnation problem and to prevent the particles from being trapped in local minima. To solve this problem, it integrates the mutation process used in GA into PSO.
The GA-PSO and PSO-GA hybrids offer a combination of both algorithms with the hope of utilizing the qualities and uniqueness of both. This is done using the population of one of the algorithms, when the improvement begins to level off, as the starting population of the other algorithm. For the GA-PSO hybrid, the GA population is used to start the PSO after a number of fitness evaluations, and for the PSO-GA hybrid the population from PSO is used to start GA after a number of fitness evaluations. According to [17] the determining of the level off is very difficult and the change between the two algorithms is only in one direction, which means it is irreversible.
The implementation of PSO and GA together require large amount of computation and huge memory. In series hybrid the change of algorithm is done once; so it will lose the feature of the first algorithm perpetually. These traditional algorithms and the hybrid algorithms lack reaching to the best value because of its non-adaptive behavior. Therefore, we propose our algorithm to solve this problem .In previous work [18] we have proved that the proposed method can achieve excellent results compared with the GA, PSO and there hybrid versions in different problems.
The Procedure of (AHO) Algorithm
System architecture
GA, PSO, GAPSO and PSOGA are not much similar in their inherent parallel characteristics, whereas experiments show that they have their specific advantages when solving different problems. What we would like to do is to obtain both their excellent features by combining both algorithms. As a result, hybrid versions of PSO have been created and tested, include the Hybrid of Genetic Algorithm and PSO (GA-PSO) and Evolutionary PSO (EPSO)
We present the Adaptive Hybrid Optimization (AHO) algorithm to solve the stagnation problem and to prevent the GA and PSO from being trapped in local minima. Figure 2 demonstrates the structure of the AHO model. The process starts with the random choice of a particle in the swarm and moves to different positions inside the search area. The AHO algorithm can be described as following: 
Fuzzy logic controller (FLC) design
The proposed AHO uses FLC as an intelligent switching technique agent between different types of optimization techniques. The AHO algorithm is capable of using the advantages and avoids the disadvantages of the optimization algorithms by adaptive swapping between them according to the optimization progress. The design of the FLC is based on two variables as input and also two variables as output. The variables which are selected as inputs to the fuzzy system are: the rate of change ( RCh ) in fitness function and the optimization progress ( OpP ); the two output variables are the change of the optimization method ( COp ) and the next stage duration ( NSD ). The rate measures the performance of the candidate solution found so far by the AHO. Different optimization problems have different ranges of performance measurement values. To design a fuzzy system with the rate as one of the inputs to be applicable to a wide range of optimization problems, the RCh has to be converted into a normalized format. The input fuzzy variables ( RCh , OpP ) are defined to have three fuzzy sets: LOW, MEDIUM and HIGH as shown in figure 3 . Also the output variables ( NSD ) have the same fuzzy sets. The output variable
COp is defined to have two fuzzy sets: Chang and no change shown in figure 4 .
For the controller in this study, 2-inputs are used with 3 linguistic variables to describe the nature of those inputs relative to their universe of discourse, which results in at most 3×3 = 9 rules. Although in this case, every scenario has an associated entry, it is possible to leave a particular space blank, which would infer that the controller takes no action (i.e. output remains the same as previously). The rules used in the proposed FLC are summarized in Table 1 and 2; which describe the outputs membership results from the inputs membership. 
Simulation setting
In the experiment the following PSO parameters are used for verifying their performance in searching the sensor node location. Initialize the parameters of PSO as population size=50, Inertia weight factor w is set according to (11) ; each region will be identified with specific color. This map is interpreted into two matrixes; one for identify the banned regions and another matrix to state the priories. These matrixes will be used in the fitness function computation. This Conditional Sensor Deployment Using Evolutionary Algorithms M.Sami Soliman, Guan-zheng Tan scheme will allow our proposed method to be used for all sensing field conditions. In order to emphasize the advantages of the proposed AHO on SLP, we also implemented PSO and GA on the same system, the following real-value GA parameter has been used. Population size We assume that sensing field size is 100 sensor nodes sensing range is 
Comparison between AHO, GA and PSO
In these experiments, the three sensor patterns (Binary, exponential and graded) have been used for the same sensing filed shown in Figure 5 . We have run each experiment for 10 times for each node count from 5 to 20 nodes using PSO, GA and AHO .We recorded the maximum percentage coverage for each node count .The simulation results that showed the best solutions are summarized in Table 3 . From Figure 6 , we can see that AHO can obtain better coverage for all sensor patterns. Note that all methods are able to obtain 100% coverage for the high priority region P A . and also get good value of fitness function. Figure 7 shows the fitness function trend; in GA it shows fast progress until it gets trapped in some local minimum and then stop, but in PSO it gradually searches for optimum solution and continue to obtain better solution until it reaches the maximum number of iteration. On the other hand, the proposed AHO is able to achieve both features; it is capable of rapidly reaching a low fitness value and also continuing to optimize it. The performance of AHO is better than PSO and GA. The final value of evolution with AHO is better than the two other methods. For example, the exponential sensor pattern with 16 nodes applies to AHO, compared to PSO and GA; as in Figure 8 the coverage was 100%, 98.43% and 98.27 % respectively. We notice that in AHO and PSO, sensor locations are well arranged, while in GA the sensor locations are randomly distributed. 
Conclusion
This paper addresses the problem of sensor deployment in a conditional region to be monitored with different sensor node sensing patterns. A mechanism for obtaining region constrains through a drawing has been introduced. The cost function used in this study depends on the number of sensors and the region constrains, to maximize the coverage and avoid deploying nodes in restricted area. Through simulation, the number and the location of sensor nodes obtained by testing deployment for different number of sensors to estimate satisfied coverage. This paper applied AHO, GA and PSO to the sensor location problem. Of the variants tested, the AHO proved to be the best in terms of objective value and coverage percentage. Statistical significance and practical significance should be considered when determining whether PSO and GA yield different results in terms of the objective value. If a high degree of precision is required, PSO will yield better solutions in terms of the objective value. But, if precision after the thousandth decimal is irrelevant, then GA can give equivalent results in fewer function evaluations. AHO offers an excellent solution for such problems by being adaptive and able to perform in different manners according to the problem nature and the optimization progress .The results of this study can be extended to larger regions with different constrains. The solution proposed in this paper can also be improved by considering deploying variable sensor with different sensing range and pattern, for this multiple variables problem requires further investigation. 
