Abstract. We establish the higher order convergence rates in periodic homogenization of fully nonlinear uniformly parabolic Cauchy problems, accompanied with rapidly oscillating initial data. The higher order convergence rates are achieved by constructing the higher order initial layer correctors and the higher order interior correctors that describe the oscillatory behavior of the solutions to the given ε-problems. In order to construct these correctors, we establish a regularity theory in the slow variables, that is, the non-oscillatory physical variables, of solutions to either the spatially periodic Cauchy problems or the cell problems, based on the classical theory for viscosity solutions.
Introduction
We are interested in higher order convergence rates in periodic homogenization of fully nonlinear uniformly parabolic Cauchy problems, accompanied with rapidly oscillating initial data. We conduct our analysis based on the theory of viscosity solutions. Readers may consult [CIL] , [W1] , [W2] and [W3] for standard existence and regularity theory of viscosity solutions.
1.1. Main Result. The governing problem under our consideration is formulated as (1.1)
Our main result is stated as follows. for all x ∈ R n and all 0 ≤ t ≤ T, and, in particular, for all x ∈ R n and all c m ε 2 | log ε| ≤ t ≤ T, provided 0 < ε ≤ 1 2 and m ≥ 0, where c m > 0 and C m > 0 depend only on n, λ, Λ, α, m, T and K.
Let us make a few remarks regarding Theorem 1.1 as follows.
Remark 1.2. We shall callṽ d,k the (d, k)-th (or (k + 2d)-th order) initial layer corrector. We will see later that the initial layer correctors decay exponentially fast as the fast temporal variable s = ε −1 t approaches the infinity. This is why the time region associated with the estimate (1.3) begins with the layer t ε 2 | log ε|.
Remark 1.3. We shall callw d,k the (d, k)-th (or (k + 2d)-th order) interior corrector. We will observe later thatw d,k for k ∈ {0, 1} are constant in the fast variables (y, s) = (ε −1 x, ε −2 t), for any d ≥ 0. Thus, the left hand side of the estimate (1.3) begins with u ε (x, t) −ū 0,0 (x, t) − εū 0,1 (x, t) − ε 2 w 0,2 (x, t, ε −1 x, ε −2 t) − · · · , which shows that u ε becomes non-oscillatory in ε-scales, as soon as we stay away from the initial time layer; instead, D 2 u ε is rapidly oscillating in this region, which is why the interior correctors begin to oscillate in the fast variables from the second order.
1.2. Historical Background. Periodic homogenization of (1.1) (or (1.5), to be more exact) is rigorously justified in [AB] and [M1] ; see also the references therein, and [Ish] for first order fully nonlinear equations as well as [ABM] for iterated homogenization. There is a wide range of existing literature on the rate of convergence in the homogenization process of (1.5), provided that the initial data is non-oscillatory; that is, g is independent on its second argument. Recent development can be found, for instance, in [JK] , [M2] and [CM] using continuous dependence estimates, [Ich] based on a different approach, and [L] , [LS] in stationary ergodic settings; see also the references therein for classical results in this regard.
Higher order convergence rate in the theory of homogenization has been studied in various settings. We refer to [CS] , [KMP] for divergence type elliptic equations, [MS] for perforated domains with mixed boundary conditions, [CE] for Maxwell equations, [ABDW] for wave equations, [HO] for some numerical results, and also the references therein. Recently, the authors proved in [KL] higher order convergence rate for non-divergence type elliptic equations, based on the theory of viscosity solutions.
As far as we know, however, there has not yet been any result on (higher order) convergence rate in homogenization of (1.1). In this paper, we prove higher order convergence rate regarding (1.1). Based on this result, we also achieve higher order convergence rate (in Proposition 5.2) for uniformly parabolic equations with non-oscillatory initial data, that is,
Moreover, we achieve optimal convergence rate (in Proposition 5.3) in homogenization of (1.5)
Although (1.1) and (1.5) coincide with each other when F is linear in the Hessian variable D 2 u ε , we observe a significant difference between them in the homogenization process, once F becomes nonlinear. The optimal convergence rate regarding the solution of (1.5) is established under some additional conditions on the behavior of F at infinity. We believe that these results will enrich our understanding especially on the highly oscillating behavior of a lower dimensional object.
1.3. Heuristic Discussion and Main Difficulties. Our analysis can be split into two parts. The first part is about initial layer correctors, and the second part is about interior correctors. Initial layer correctors will be given by solutions to certain spatially periodic Cauchy problems. Due to the periodicity, we will observe that the initial layer correctors converge to some values as time goes to infinity, and that the convergence will be exponentially fast. The limit values will turn out to be the effective initial data.
The exponential decay estimate of the difference between initial layer correctors and the corresponding effective initial data is deduced from the Harnack inequality for viscosity solutions. Such an decay estimate can be considered classical if one thinks of heat equations (or divergence type uniformly parabolic equations) on spatially periodic domain. One may also find some variations in this regard in several other places. For example, see [JK] , [CM] for continuous dependence estimates, and [AA] for elliptic boundary correctors.
However, what is new in this paper is that we achieve exponential decay estimates for higher order derivatives of initial layer correctors in non-oscillatory variables. It also provides higher order regularity of the effective initial data. Moreover, such an exponential decay estimate will be used significantly when we achieve higher order convergence rate of the associated homogenization process.
On the other hand, the analysis on interior correctors mainly follows our previous work [KL] . Indeed, we find the argument here almost identical to that of the prescribed paper. Nonetheless, we will provide the details for readers' convenience.
The main difficulties in achieving higher order convergence rate are due to the nonlinear structure of (1.1) and (1.4). If our operator is linear (that is, F(P, x, t, y, s) = tr(A(x, t, y, s)P)), the construction of the higher order correctors at the current step is independent of that at the previous step. However, when the operator is fully nonlinear, the operator seems to "record" all the oscillatory behavior of the correctors that are constructed in the previous step. Such a phenomenon makes the analysis much more complicated as we move further. For instance, see the problem (4.55) that arises from the d-th step.
An interesting observation in this direction is that the nonlinearity of F produces the coupling effect near the initial time layer (that is, 0 < t ε 2 | log ε|) between the oscillation due to the initial data and the oscillation "recorded" from the previous step. We observe that this nonlinear coupling effect does not affect the construction of the higher order interior correctors in the current step, since it dissipates exponentially fast and becomes negligible, once we stay away from the initial time layer (that is, when t ε 2 | log ε|). However, it does not mean that the nonlinear coupling effect in the current step can be disregarded afterwards as well. We realize that the nonlinear coupling effect becomes effective and needs to be taken care of in the next step of the construction of the higher order initial layer correctors. As far as we know, our observation of such a nonlinear coupling effect in the construction of the higher order correctors has been unprecedented in the theory of homogenization.
Let us make the final remark on homogenization of (1.5). The key difference in the homogenization process between (1.1) and (1.5) is that the initial layer corrector of the latter problem may not be differentiable in the slow variables in general, even though the operator F is smooth and concave. In contrast, the initial corrector of (1.1) is as smooth as is the operator F. The main reason for such a distinction is, roughly speaking, that the operator of (1.1) oscillates "in coordination with" the oscillation of the initial data, which "stabilize" the influence of the fully nonlinearity of the operator near the initial time layer to a controllable level. This ensures the base-case initial layer corrector (and the base-case effective initial data) to be smooth enough in the slow variables to induce higher order ones. However, the operator of (1.5) makes "too much" impact on the oscillation of the solution near the initial layer and, as a result, defects the regularity of the base-case initial layer corrector in a substantial way.
We observe that the higher order convergence rate in the framework of (1.5) is a highly sophisticated matter that requires a thorough analysis on the limiting behavior of the sequence {ε 2 F( 1 ε 2 P, x, t, y, s)} ε>0 as ε → 0. This part will be the subject of our forthcoming paper.
Instead, we prove the optimal convergence rate for certain uniformly parabolic operators F and certain initial data g. We observe that the convergence rate is determined by that of the sequence {ε 2 F( 1 ε 2 P, x, t, y, s)} ε>0 to its limit operator (if any). Moreover, we find out that either the structure of the limit operator or that of the initial data determines affects the rate of the homogenization process.
1.4. Outline. This paper is organized as follows. In Section 2, we introduce the notations and the standing assumptions that will be used throughout this paper, unless stated otherwise. In Section 3, we establish the regularity theory in the slow variables and, in Section 4, we prove our main result, Theorem 1.1. Section 5 is devoted to proving some additional results, namely the higher order convergence rate in homogenization of (1.4), and the optimal convergence rate in homogenization of (1.5).
Notation and Standing Assumptions
Let n ≥ 1 be the spatial dimension and T > 0 be the terminal time. We will call x (resp., t, y, and s) the slow spatial (resp., slow temporal, fast spatial, and fast temporal) variable.
By S n we denote the space of all real symmetric matrices of order n, endowed
) we will denote the (i, j)-th standard basis matrix for S n that is e i j kl = 2 −1 (δ ik δ jl + δ il δ jk ) with δ being the Kronecker delta. By tr(P) we denote the trace of P.
Let F be a smooth functional on S n . By ∂F ∂p i j (P) we denote the derivative of F in direction E i j at P. By D k p F we denote the k-th order derivative of F on S n such that
For notational convenience, we also understand D k p F in the sense of Fréchet derivatives. That is, for each P ∈ S n , we consider D
) ∈ S n with 1 ≤ l ≤ k; here and thereafter we use the summation convention for repeated indices. In particular, we have
We will use the parabolic terminologies, such as |(x, t)| = (|x| 2 + |t|) 1/2 . For more details, we refer to [W1] . See [CIL] for the classical existence theory, the comparison principle and the stability theory of viscosity solutions. Also see [W1] , [W2] and [W3] for the basic regularity theory for viscosity solutions, such as the Harnack inequality, and interior and boundary C k,α -estimates. Now let us make the standing assumptions throughout this paper. Assume
is uniformly elliptic and concave on S n . That is, there are constants 0 < λ ≤ Λ such that
and ρF(P, x, t, y, s)
We also assume that F is periodic in its last two arguments:
) for some 0 < α < 1, and there is K > 0 such that
In other words, there is no source term in (1.1) and (1.5).
On the other hand, let g : R n × R n → R be periodic in its second argument; that is,
for any x ∈ R n and each integer m ≥ 0.
Regularity Theory in Slow Variables
Suppose that we have a family of uniformly parabolic equations that are defined in the fast variables (y, s) and are parameterized by the slow variables (x, t). Then we obtain a function v = v(x, t, y, s) such that (y, s) → v(x, t, y, s) solves the equation corresponding to (x, t). The regularity of (y, s) → v(x, t, y, s) can be deduced from existing literature concerning uniformly parabolic equations. In this section, we study the regularity of (x, t) → v(x, t, y, s), based on existing results on the regularity of (y, s) → v(x, t, y, s).
This section is mainly concerned with the following two types of uniformly parabolic equations, namely the spatially periodic Cauchy problems and the cell problems. The former will be the equations for initial layer correctors, whereas the latter are will be those for interior correctors.
Spatially Periodic Cauchy Problem
and each integer m ≥ 0, with 0 < α < 1 and K > 0 being the same constants that are used in (2.3).
For each (x, t) ∈ R n × [0, T], let us consider the following spatially periodic and uniformly parabolic Cauchy problem,
By the standard existence theory [CIL] , we know that there exists a unique viscosity solution v(x, t, ·, ·) ∈ BUC(R n × [0, ∞)) to (3.3). Due to the periodicity of F, f and g, we deduce that v is also periodic in y, that is,
We shall begin with an easy observation that the spatial oscillation of v(x, t, y, s) in y decays exponentially fast as s → ∞. The exponential rate will turn out to be independent of (x, t).
where 0 < β 0 < β depends only on n, λ, Λ and β, and C > 0 depend only on n, λ, Λ, β, β 0 and K.
Proof. Since (x, t) will be fixed throughout the proof, let us write v = v(y, s), F = F(M, y, s), f = f (y, s) and g = g(y) for notational convenience. By S(s), I(s) and O(s) let us denote sup R n v(·, s), inf R n v(·, s) and respectively osc R n v(·, s). Also write Y = (0, 1) n and 2Y = (0, 2) n . By the spatial periodicity (3.4) of v, we have S(s) = sup 2Y v(·, s) = sup Y v(·, s), and similar identities for I(s) and O(s) as well.
Fix s 0 ≥ 0. Then
for any y ∈ R n and s ≥ s 0 , due to (3.2). Since we have (2.4), we deduce that ∞) . Thus, by the comparison principle [CIL] for viscosity solutions, we deduce that
for any y ∈ R n and s ≥ s 0 . Now for each nonnegative integer k, let us define
From (3.6) with s and s 0 replaced by s + k and k respectively, we deduce that
On the other hand, we see that v k is a (spatially periodic) viscosity solution to
Therefore, we may apply the Harnack inequality inȲ × [ 1 2 , 1] and deduce from the spatial periodicity of v k that
where c 1 depends only on n, λ and Λ. Utilizing (3.6) with s 0 = k + 1 2 and s = k + 1, we obtain that
Combining these two inequalities, we arrive at
Now we define
Then by (3.6) and (3.3), w k is a spatially periodic nonnegative viscosity solution to
. Notice that the operator −F(−M, y, s) satisfies the same ellipticity condition (2.1). Hence, we may invoke a similar argument as above and prove that
Notice that the constant c 1 here is the same as that in (3.7). By (3.7) and (3.8), we have
Iterating (3.9) with respect to k and using O(0) = osc R n g ≤ 2K, we arrive at
where c 2 > 0 is another constant depending only on n, λ, Λ, β and β 0 . The estimate (3.10) implies that O(s) → 0 as s → ∞. On the other hand, we know from (3.6) that both S(s) and I(s) converge as s → ∞. Combining these two observations, we deduce that S(s) and I(s) converge to the same limit, which we shall denote by γ. Then (3.5) follows immediately from (3.10).
Remark 3.2. The proof of Lemma 3.1 does not involve the periodicity of F in s.
By Lemma 3.1, we are able to definev :
The limit value in the right hand side of (3.11) is precisely the unique constant γ in the statement of Lemma 3.1. Withv at hand, (3.5) reads
One may notice that the proof of Lemma 3.1 does not involve the assumptions on the concavity of F in P, the C α regularity of F and f in (y, s) and the C 2,α regularity of g in y. Assuming these conditions additionally, we are allowed to use the interior and boundary C 2,ᾱ estimates (the so-called Schauder theory) for viscosity solutions (with some 0 <ᾱ ≤ α). As a result, we improve the estimate (3.12) in terms of C 2,ᾱ norm.
Lemma 3.3. There exists 0 <ᾱ < α, depending only on n, λ, Λ and
, where C > 0 depends only on n, λ, Λ, β, β 0 and K.
Proof. Let us fix (x, t) ∈ R n × [0, T] and simply write F(P, y, s), f (y, s), g(y), v(y, s), and γ by F(P, x, t, y, s), f (x, t, y, s), g(x, y), v(x, t, y, s) and, respectively,v(x, t). Let us denote by Y and 2Y the cubes (0, 1) n and (0, 2) n . In view of (3.3), the functionṽ(y, s) = v(y, s) − γ is a viscosity solution to (3.14)
Since F is uniformly elliptic and concave in P, and since F and f are C α while g is C 2,α in (y, s), we may apply the boundary C 2,ᾱ estimate [W2] to (3.14) for some 0 <ᾱ ≤ α, depending only on n, λ, Λ and α. This yields thatṽ
where 0 < s 0 ≤ 1 2 and c 1 > 0 depend only on n, λ, Λ, α and K. Utilizing (3.5), (3.2) and (2.6) (with m = 0), we derive that
where c 2 > 0 is determined only by n, λ, Λ, α, β, β 0 and K. Now let us fix a nonnegative integer k and definẽ
Then from (3.14), we know thatṽ k solves
. Hence, it follows from the interior C 2,ᾱ estimate (withᾱ being the same as that in
where c 3 > 0 depends only on n, λ, Λ, α and K. Utilizing (3.5) and (3.2) (with m = 0), we deduce that
where c 4 > 0 is determined only by n, λ, Λ, α, β, β 0 and K. Iterating (3.16) with respect to k and utilizing (3.15) for the initial case of this iteration argument, we arrive at (3.13).
Let us remark that Lemma 3.3 yields the compactness (in (y, s)) of the sequences
when (x i , t i ) → (x, t). By the stability theory [CIL] of viscosity solutions, we obtain that v andṽ are continuous in (x, t), stated as below. Let us also point out that the following lemma is a version of continuous dependence estimates, and we refer to [JK] , [CM] and other literature for more discussions in this regard.
Lemma 3.4. Letᾱ be the Hölder exponent chosen in Lemma
Proof. As in the proof of Lemma 3.3, we will fix (x, t) ∈ R n × [0, T] and continue with using the simplified notation for F, f , g, v, γ andṽ. Let us take any sequence
By C we denote a positive constant that depends only on n, λ, Λ, α, β, β 0 and K, and will let it vary from one line to another.
We prove v i → v first. By (3.13) we have
for any i = 1, 2, · · · . Hence, we know from the Arzela-Ascoli theorem that for any subsequence {w j } ∞ j=1
, there exist a further subsequence
in the viscosity sense. Due to the regularity assumptions (2.3), (2.6) and (3.2) on F, g and respectively f , we know that
Hence, letting k → ∞, we observe from the stability theory [CIL] that the limit function w also solves
in the viscosity sense. However, the above equation is identical with the equation (3.3). Since v is the unique solution to (3.3), we deduce that w = v on R n × [0, ∞). What we have proved so far is that for any subsequence of
, there exists a further subsequence which converges to v. Thus,
Now we are left with showing that γ i → γ. Due to (3.13), we have
for any s ≥ 0, uniformly for all i = 1, 2, · · · . Sinceṽ i (y, s) = v i (y, s) − γ i and v(y, s) = v(y, s) − γ, we deduce from (3.17) and (3.13) that
Given any δ > 0, we fix a sufficiently large s 0 such that 4Ce −β 0 s 0 ≤ δ, and cor-
By Lemma 3.4, we are ready to prove the differentiability of v and h in the slow variables (x, t), and an exponential decay estimate for the derivatives of v − h. Here we use Lemma 3.4 to obtain compactness (in (y, s)) of the difference quotients (in (x, t)) of v. Arguing similarly as in the proof of Lemma 3.4, we deduce that the difference quotients converge to a single limit, proving the differentiability of v.
Lemma 3.5. Letᾱ be the Hölder exponent chosen in Lemma 3.3. Then there exist D x kv (x, t) and
, where 0 < β 1 < β 0 depends only on n, λ, Λ and β 0 , and C > 0 depends only on n, λ, Λ, α, β, β 0 , β 1 and K. Moreover, we havē
Remark 3.6. According to the parabolic terminology, C 1 regularity in (x, t) only involves derivatives in x. For more details, see Section 2.
Proof of Lemma 3.5. Throughout this proof, let us write by C a positive constant depending only on n, λ, Λ, α, β and K, and allow it to vary from one line to another. Fix (x, t) ∈ R n × [0, T] and 1 ≤ k ≤ n. We shall omit the dependence on t for notational convenience. Let us define
, and nonzero σ ∈ R. Clearly, A σ , Ψ σ and G σ are periodic in y. The ellipticity of A σ follows immediately from (2.1). Indeed, A σ satisfies
It should be remarked that the lower and the upper ellipticity bounds of A σ are not only independent of σ but also the same as those of F.
By (2.3) and (3.13), we know that
Let us remark here that we need Lipschitz regularity of D p F in P in order to have (3.19). Similarly, we may deduce from (2.3), (3.2) and (3.13) that
On the other hand, it follows directly from (2.6) that G ∈ C 2,α (R n ) and
Now we define
for (y, s) ∈ R n × [0, ∞) and nonzero σ ∈ R. Linearizing the equation (3.3), we see that V σ is a viscosity solution to
Owing to (3.19) -(3.21), we observe that the equation (3.22) belongs to the same class of (3.3). Hence, Lemma 3.3 is applicable to the problem (3.22). In particular, the exponent β in the statement of Lemma 3.3 is replaced here by β 0 . Thus, we obtain some 0 < β 1 < β 0 , depending only on n, λ, Λ and β 0 , such that
Now we invoke the compactness argument used in the proof of Lemma 3.4. Choose any sequence σ i → 0 as i → ∞. Then by (3.23), there exist a subsequence
On the other hand, from the regularity assumptions on F and f ((2.3) and (3.2) respectively) and the continuity of D 2 y v(x, t, y, s) in (x, t) (Lemma 3.4), we deduce that A σ → A and Ψ σ → Ψ locally uniformly in R n × [0, ∞) as σ → 0, where
It also follows from the regularity assumption (2.6) on g that G σ → G uniformly in R n with
Hence, it follows from the stability of viscosity solutions (see [CIL] for the details) that the limit function V of V τ j is a viscosity solution to (3.24)
However, A, G and Ψ also satisfy (3.18), (3.21) and respectively (3.20). Thus, (3.24) belongs to the same class of (3.3), which implies that V is the unique (spatially periodic) viscosity solution to (3.24). This shows that
Equipped with the uniform estimate (3.23) and the observation that V σ → V, we may also prove that Γ σ → Γ as σ → 0, for some Γ ∈ R. Since this part repeats the argument used in the end of the proof of Lemma 3.4, we skip the details. Let us remark that
The second assertion of Lemma 3.5 can be justified by following the proof of Lemma 3.4 regarding (3.24). To avoid the redundancy of the argument, we omit the details.
From the proof of Lemma 3.5, we observe that the regularity of v andv in (x, t) can be improved in a systematic way. Induction on the order of the derivatives (in (x, t)) of v andv leads us to the following proposition.
Proposition 3.7. Under the assumptions (2.1) -(2.6), (3.1) and
and each integer m ≥ 0, where 0 < β m < β depends only on n, λ, Λ, m and β, and C m > 0 depends only on n, λ, Λ, α, β, m and K. Remark 3.8. As pointed out in Remark 3.2, the proof of this proposition does not use the periodicity of F in s. Moreover, 0 < β m < · · · < β 0 < β for any m ≥ 1 and C m depends on the choice of β 0 , · · · , β m .
Proof of Proposition 3.7. The proof of this proposition repeats that of Lemma 3.5. One may notice that although the statement of this lemma only involves the derivatives in x, the proof works equally well for the derivatives in t. Here we will only provide the sketch of the proof, and leave out the details to avoid redundancy.
Let V k andV k be the k-th order derivative (in (x, t)) of v and respectivelyv. Let (P k ) be the equation which V k solves, and suppose (as the induction hypothesis) that the coefficient A k , the source term Ψ k and the initial data G k of (P k ) belong to the same class of (3.3). We know that this hypothesis is satisfied when k = 1, since in that case the equation (P k ) is precisely (3.24). By the induction hypothesis, Lemma 3.4 is applicable, which gives us higher regularity of V k in the fast variables. Now let {V k,σ } σ 0 be the sequence of difference quotients of V k (in (x, t)). To avoid confusion, let us denote by (P k,σ ) the equation for V k,σ . Let us also denote by A k,σ , Ψ k,σ and G k,σ the coefficient, the source term and respectively the initial data of (P k,σ ).
Following the proof of Lemma 3.5, we may observe that (P k,σ ) is obtained by linearizing (P k ). Utilizing the structure conditions of F, f and g, one may deduce that (P k,σ ) belongs to the same class of (P k ) with the structure conditions for (P k,σ ) being independent of σ. Moreover, one may observe from the regularity assumptions on F and f that A k,σ and Ψ k,σ converge to some A k+1 and Ψ k+1 , respectively, as σ → 0 locally uniformly in the underlying domain of (y, s). Here one needs to use the continuity of D 2 y V k in (x, t) that will be given in the induction hypotheses. On the other hand, G k,σ will converge to some G k+1 uniformly in y, due to the regularity assumption on G.
Hence, the stability theory of viscosity solutions will ensure that any limit of V k,σ is a viscosity solution to the problem (P k+1 ) having A k+1 , Ψ k+1 and G k+1 as the coefficient, the source term and, respectively, the initial data. Then the uniqueness of (viscosity) solutions to (P k+1 ) will lead us to the observation that V k,σ converges to a single limit function, say V k+1 . In other words, V k is differentiable (in (x, t)) and the corresponding derivative is V k+1 . Utilizing this fact, one may also prove thatV k is differentiable with the derivative beingV k+1 .
We observe that Lemma 3.4 provides us the desired estimate for V k andV k , while Lemma 3.5 yields that for V k+1 andV k+1 . The rest of the proof can now be finished by an induction argument.
3.2. Cell Problem. Let us begin by stating a classical result in [E2] regarding cell problems. Here we provide a proof for the sake of completeness.
, there exists a unique γ ∈ R such that the following equation,
has a periodic viscosity solution w ∈ BUC(R n × R).
Proof. Let us fix (P,
The proof is divided into two parts, namely the existence and the uniqueness of γ. We shall begin by proving the uniqueness.
Let γ be a constant such that (3.26) has a periodic viscosity solution w ∈ BUC(R n × R). Suppose towards a contradiction that there is another constant γ such that the following equation,
also has a periodic viscosity solution w ∈ BUC(R n × R). Assume without loss of generality that γ > γ . Adding a constant to w if necessary, we may suppose that w < w in R n × R. This inequality is ensured by the global boundedness of w and w . Then, for any sufficiently small δ > 0 such that δ(w − w) < γ − γ in R n × R, we have
in the viscosity sense. Thus, it follows from the comparison principle [CIL] that w ≥ w in R n × R, which is a contradiction to our prior assumption that w ≤ w . Hence, γ must be unique, if any.
Let us now prove the existence of γ. Consider the penalized problem,
for each δ > 0. Owing to the uniform ellipticity of F, there exists a unique viscosity solution to (3.27). In particular, the uniqueness implies w δ = w δ (y, s) to be periodic in (y, s). We have in addition that
for all δ > 0. Then the Harnack inequality implies that (3.30) sup
, where c 1 is a constant depending only on n, λ and Λ. By the periodicity ofŵ δ , we know that sup Y×(I−1)ŵ δ = osc R n ×R w δ and inf Y×(I+1)ŵ δ = 0. Thus, we obtain from (3.30) and (3.28) that (3.31) osc 3.29) in the viscosity sense, whence it follows from the interior Hölder estimate [W1] (the so-called Krylov-Safanov theory) thatw δ ∈ C η (Ȳ ×Ī) and
, where 0 < η < 1 and c 2 > 0 depend only on n, λ and Λ. By the periodicity ofw δ and the estimates (3.31) and (3.28), we observe thatw
for all δ > 0, where c 3 depends only on n, λ and Λ. Owing to (3.28), (3.31) and (3.32), the Arzela-Ascoli theorem yields a positive sequence δ i → 0 and γ ∈ R and w ∈ C 2,ᾱ (R n × R) such that
as i → ∞, for any 0 <α <ᾱ. Then the stability theory [CIL] for viscosity solution yields that w is a (periodic) viscosity solution to (3.26) with the constant γ. This finishes the proof of the existence of γ.
Remark 3.10. Let us remark that periodic viscosity solutions to (3.26), if any, are unique up to an additive constant. This is an a priori observation that can be proved as follows. Let w and w be two periodic viscosity solutions to (3.26) with the same γ. Then W = w − w solves a linearized equation W s = tr(A(y, s)D 2 y W) in R n × R in the viscosity sense, with A(y, s) being bounded measurable and uniformly elliptic. However, W is globally bounded on R n × R. Thus, the Liouville theorem [W1] yields that W is a constant function, and the claim is proved.
Remark 3.11. One shall notice from the uniqueness of γ that the convergence δ i w δ i → γ in (3.33) is true for any (positive) sequence δ i → 0. Moreover, it follows from Remark 3.10 that the convergencew δ i → w also holds for any sequence δ i → 0. The latter is because any (uniform) limit w ofw δ i is always a periodic viscosity solution to (3.26) that satisfies w(0, 0) = 0, regardless of which sequence δ i → 0 one takes.
where w δ (P, x, t, ·, ·) is the unique viscosity solution to (3.27). The well-definedness ofF is ensured by Remark 3.11. One may also notice from this remark that (3.34) simply readsF(P, x, t) = γ, where γ is the unique constant satisfying Lemma 3.9.
Let us define w :
(w δ (P, x, t, y, s) − w δ (P, x, t, 0, 0)).
The well-definedness of w follows from Remark 3.10 and Remark 3.11. For the future reference, let us rewrite (3.26) usingF and w as below: For each (P,
is the periodic viscosity solution to the following equation,
Before we study the regularity ofF and w in the slow variables, let us collect basic structure conditions onF in the following lemma. One may find a proof for this lemma in [E2] , but we provide it for the sake of completeness.
Lemma 3.12.F is uniformly elliptic in the sense of (2.1); that is,
Moreover,F is concave in P; that is,
Proof. Let us fix (P, x, t) ∈ S n × R n × [0, T] throughout the proof. Assume to the contrary that there is some Q ∈ S n that satisfies Q ≥ 0 and λ Q +F(P, x, t) >F(P + Q, x, t).
For simplicity, let us write w P+Q (y, s) = w(P+Q, x, t, y, s) and w P (y, s) = w(P, x, t, y, s). By the assumption above and the ellipticity condition (2.1) of F, we observe that w P+Q solves
in the viscosity sense. In other words, w P+Q is a (strict) supersolution to the equation which w P solves. To this end, we may follow the uniqueness part of the proof of Lemma 3.9, and arrive at a contradiction.
The second assertion can be proved by a similar argument as above, and we omit the details.
We shall now study the regularity ofF and w in (P, x, t), which follows closely to the authors' previous work [KL] . We begin by improving the regularity of w in the fast variables (y, s), based on the interior C 2,α estimates [W2] for viscosity solutions to concave equations. Lemma 3.13. There exists 0 <ᾱ ≤ α depending only on n, λ, Λ and α such that w(P, x, t, ·, ·) ∈ C 2,ᾱ (R n × R) with (3.37) w(P, x, t, ·, ·) C 2,ᾱ (R n ×R) ≤ C P ,
, where C > 0 depends only on n, λ, Λ, α and K. Moreover, w ∈ C(S n × R n × [0, T]; C 2,α (R n × R)) for any 0 <α <ᾱ. 2 ). For notational convenience, let us skip the dependence of F on (x, t), and simply write w(y, s) = w(P, x, t, y, s) and γ =F(P, x, t). Since we have
in the viscosity sense, it follows from the concavity and the C α regularity of F in (y, s) that the interior C 2,ᾱ estimate [W2] is available for some 0 <ᾱ ≤ α, which depends only on n, λ, Λ and α. As a result, we obtain w ∈ C 2,ᾱ (Ȳ ×Ī) with
Now utilizing (3.28), (3.34), (2.1) and (2.3) (with m = 0), we have |γ| ≤ C P and F(P, ·, ·) C α (R n ×R) ≤ C P . On the other hand, we deduce from (3.32) and (3.35) that w L ∞ (R n ×R) ≤ C P . Thus, combining the last three inequalities with (3.38), and utilizing the periodicity of w, we arrive at (3.37). This proves the first part of Lemma 3.13.
The second part of Lemma 3.13 follows easily from (3.37). Suppose that (P i , x i , t i ) → (P, x, t) as i → ∞, and write γ i =F(P i , x i , t i ) and w i (y, s) = w(P i , x i , t i , y, s). Then (3.37) yields that the sequences
and
are bounded in R and, respectively, in C 2,ᾱ (R n ×R). Hence, any subsequence of
contains a further subsequence which converges in R × C 2,α loc (R n × R), for any 0 <α <ᾱ. However, we deduce from the stability [CIL] of viscosity solutions that any limit (γ , w ) of
should satisfy w s = F(D 2 y w + P, x, t, y, s) − γ in R n × R in the viscosity sense. Then Lemma 3.9 ensures that γ = γ. Moreover, since w i (0, 0) = 0 for any i = 1, 2, · · · , we have w (0, 0) = 0. Thus, it follows from Remark 3.10 that w = w . Therefore, γ i → γ and w i → w as s → ∞, with the latter convergence being held in C 2,α loc (R n × R) for any 0 <α <ᾱ. Now since w i and w are all periodic, we have w i → w in C 2,α (R n × R) for any 0 <α <ᾱ. This proves thatF and w are continuous in (P, x, t).
With the above lemma at hand, we can proceed with the proof of (continuous) differentiability ofF and w in (P, x, t). The proof is also similar to that of Lemma 3.5. 
, where C > 0 depends only on n, λ, Λ, α and K. Moreover, we haveF ∈ C 1 (S n × R n × [0, T]) and w ∈ C 1 (S n × R n × [0, T]; C 2,α (R n × R)) for any 0 <α <ᾱ. Remark 3.15. As pointed out in Remark 3.6, C 1 regularity in (P, x, t) does not involve that in t, according to the parabolic terminology.
Proof of Lemma 3.14. In this proof, we use C to denote a positive constant that depends only on n, λ, Λ, α and K, and allow it to vary from one line to another. We shall prove this lemma for the derivatives in P only, since the same argument applies to the proof for the derivatives in x. Fix (P, x, t) ∈ S n × R n × [0, T] and 1 ≤ i, j ≤ n. Recall from Section 2 that by E i j we denote the (i, j)-th standard basis matrix in S n . For notational convenience, we shall skip the dependence of F, w and F on (x, t). Define
for (y, s) ∈ R n × R. By linearization, we deduce that W σ is a (viscosity) solution to
Clearly, A σ is periodic on R n × R. More importantly, A σ is uniformly elliptic in the sense of (3.18) and Hölder continuous with the uniform estimate (3.19). It should be stressed that the lower and upper ellipticity bounds for of A σ are given by λ and, respectively, Λ and are independent of σ. Hence, (3.39) belongs to the same class of (3.36). As a result, Lemma 3.13 is applicable to (3.39). This yields that W σ ∈ C 2,ᾱ (R n × R) and (3.40)
Notice that Lemma 3.13 ensures w ∈ C(S n ; C 2,α (R n × R)) for any 0 <α <ᾱ. This combined with uniform ellipticity (2.1) of F yields that we have A σ → A in Cα(R n × R) as σ → 0 for any 0 <α <ᾱ, where
y w(P, y, s) + P, y, s). On the other hand, the uniform estimate (3.40) and the periodicity of W σ implies that any subsequence of {(Γ σ , W σ )} σ 0 contains a further subsequence that converges in R × C 2,α (R n × R), for any 0 <α <ᾱ. However, the stability [CIL] of viscosity solutions ensures that a (uniform) limit (Γ, W) of {(Γ σ , W σ )} σ 0 , if any, should satisfy
in the viscosity sense. Since A is periodic and uniformly elliptic (in the sense of (3.18)) and W is also periodic, Lemma 3.9 applies to (3.41). This proves the uniqueness of Γ. Moreover, since W σ (0, 0) = 0 for all nonzero σ, the limit W should also be unique, owing to Remark 3.10. Therefore, Γ σ → Γ and W σ → W as σ → 0, where the latter holds in C 2,α (R n × R) for any 0 <α <ᾱ. By the definition of Γ σ and W σ , we conclude thatF and w are differentiable at P in direction E i j with Γ = D p i jF (P) and W(y, s) = D p i j w(P, y, s). The rest of the proof then follows from Lemma 3.13, and hence we omit the details.
The following proposition is obtained by induction on the order of derivatives ofF and w in the slow variables (P, x, t). Proposition 3.16. Assume that F verifies (2.1) -(2.3), and letF and w be defined by (3.34) and respectively (3.35).
, for any 0 <α <ᾱ, and
42)
for all (P, x, t) ∈ S n × R n × [0, T] and for each integer m ≥ 0, where 0 <ᾱ ≤ α depends only on n, λ, Λ and α, and C m > 0 depends only on n, λ, Λ, α, m and K.
Proof. One may notice that the higher regularity ofF and w in the slow variables (P, x, t) can be obtained by inductively applying Lemma 3.14 on the number of derivatives. Since the whole argument resembles that of the proof of Proposition 3.7, we omit the details.
Higher Order Convergence Rate
This section is devoted to achieving the higher order convergence rates of the homogenization process of (1.1). We expect that after a short time, the solution u ε of (1.1) becomes unaffected by the rapidly oscillatory behavior of the initial data, and that it rather behaves as a solution to certain Cauchy problem with a non-oscillatory initial data. Thus, it is reasonable to split u ε into the non-oscillatory partū ε and the oscillatory partṽ ε near the initial time layer; by the region "near the initial time layer" we indicate the set of points (x, t) with x ∈ R n and 0 < t ε 2 | log ε|. For this reason, we construct two types of the higher order correctors associated with the homogenization problem (1.1), namely the initial layer corrector and the interior corrector. The former type captures the oscillatory behavior ofṽ ε near the initial time layer, while the latter describes that ofū ε in the interior. The construction of these correctors of higher orders will be based on the regularity theory (in the slow variables) established in Section 3.
Throughout this section, the constants K > 0 and 0 < α < 1 will be used to denote those in (2.3) and (2.6).
Initial Layer Corrector.
In this subsection, we aim at proving the following proposition. Throughout this subsection, we denote by β k,m a positive constant that depends only on n, λ, Λ, k and m, and by C k,m a positive constant that depends only on n, λ, Λ, α, k, m and K. We shall also let them vary from one line to another. of functions on R n such that the following are true.
for each integer m ≥ 0 and each real number ε > 0. Thenṽ
We shall see later that this proposition does not require F to satisfy (2.2); instead, we only need it to be periodic in the fast spatial variable y. Let us begin with heuristic arguments by the formal expansion. The computation presented here uses the Taylor expansion of F in its matrix variable P. We should mention that such an approach has already been shown in the authors' previous work [KL] . Differentiatingṽ ε m with respect to t, we obtain
In order to proceed with the derivatives ofṽ ε m in variable x, let us introduce the mapping 
For notational convenience, let us write
, and especially B = B 1 . Recall from Section 2 that we understand B k (x, t, y, s) as the symmetric k-linear functional on (S n ) k . We shall also define
if k = 0, and by
Denoting by T m (P 0 , P) the m-th order Taylor polynomial of F in P at P 0 , namely,
we have
(4.10)
Thus, by the m-th order Taylor expansion of F in P at V 0 , we obtain from (4.8) and (4.10) that
( 4.12) with R m (P 0 , P) being the m-th order remainder term (of F in P at P 0 ). Hence, pluggingṽ ε m into (1.1) and equating the power of ε, we derive the following equation from (4.6) and (4.11), (4.13) ∂ sṽk (x, t, y, s) + ∂ tṽk−2 (x, t, y, s) = Φ k (x, t, y, s),
for each k ≥ 0; let us recall thatṽ k is chosen by the identically zero function if k ∈ {−2, −1}. of functions on R n ×[0, T]×R n ×[0, ∞) → R, which are periodic in the third argument, such that the following are true.
Thenṽ k andḡ k satisfy (4.1) and (4.2) respectively.
in the classical sense, where we takeṽ −2 andṽ −1 by the identically zero functions, and denote by g 0 the function g and by g k the identically zero function for each k ≥ 1.
. By Lemma 3.1, {v 0 (x, t, 0, s)} s>0 converges as s → ∞ and, hence, one can ddefineṽ 0 andḡ 0 as in (4.14). Moreover, the estimates (4.1) and (4.2) follow from Proposition 3.7. Now as we define V 0 by (4.7), that is
y v 0 , we see that (4.16) implies (4.15) for k = 0 (becauseṽ −2 is the identically zero function). This establishes the initial case of the induction argument.
Now fix an integer k ≥ 1 and suppose (as the induction hypothesis) that we have v k that satisfies assertion (i), for 0 ≤ k ≤ r − 1. Then by (4.1), the mapping V k defined by (4.7) satisfies
) for any 0 <α <ᾱ, for each k ≥ 0, and
(4.19)
One may notice that the definition (4.19) of
and {V k } r−1 k=1
only. Thus, it follows from the induction hypothesis (that is, assertion (i) of this lemma) together with the estimates (4.17) and (4.18) that f r ∈ C ∞ (R n ×[0, T]; Cα(R n × [0, ∞))), for any 0 <α <ᾱ, and
and each integer m ≥ 0. Now it follows from the classical existence theory [CIL] for viscosity solutions that there is a (unique) function v r :
Equipped with the decay estimate (4.20) for f r , one may use Lemma 3.1 and Proposition 3.7 (with F(P, x, t, y, s) = tr(B(x, t, y, s)P), g(x, y) = 0 and f (x, t, y, s) = f r (x, t, y, s)) to ensure that assertion (i) of this lemma is indeed true. As a result, v r satisfies (4.21) in the classical sense, whence we have the identity
Thus, the proof is finished by the induction principle.
Remark 4.5. Let us remark that the proof above does not involve the periodicity of F in the fast temporal variable s. This is why Proposition 4.1 holds even if we only assume the spatial periodicity of F (that is periodicity in y), as mentioned in Remark 4.2.
We are now ready to prove Proposition 4.1
be the sequence taken from Lemma 4.4 and defineṽ k andḡ k by (4.14). Then it follows from the equation (4.15) and the heuristic computation performed before Lemma 4.4 (that is, (4.6), (4.11) and (4.13)) that the functionsṽ 
where E ε m is given by (4.12). The rest of the proof is devoted to showing the exponential decay estimate (4.5) for ψ ε m . Let us denote by β m a positive constant that is determined only by n, λ, Λ and m, and C m a positive constant that depends only on n, λ, Λ, α, m, T and K. We shall also allow them to vary from one line to another.
By (4.1), we know that As R m being the m-th order remainder term in the Taylor expansion of F, we know that 23) provided that 0 < ε ≤ 1 2 , where the second inequality follows (4.17). On the other hand, utilizing (4.18) and (4.1), we derive that
Collecting (4.23) and (4.24), and noting the fact that the summation indices
Thus, (4.5) follows from (4.22), (4.23) and (4.25).
We are going to finish this subsection with a more general version of Proposition 4.1. Following the proof of the proposition, we realize that we can add more source terms that oscillate periodically in the fast spatial variable but decay exponentially as the fast temporal variable approaches the infinity. We shall see later that the proof of our main result, Theorem 1.1, leads us to such a general extent. and
, for which the former are periodic in their third and fourth arguments and satisfy (4.46), whereas the latter are periodic in their third argument and satisfy (4.17). Let us also define f
of functions on R n × R n that satisfy (2.5) and (2.6).
Under these circumstances, there exist a sequence of functions on R n such that the following are true.
, for any 0 <α <ᾱ, and the estimate (4.1) holds for any integer m ≥ 0.
(ii)ḡ d,k ∈ C ∞ (R n ) and the estimate (4.2) holds for any integer m ≥ 0.
for any integer m ≥ 2d and any real number ε > 0. Thenṽ
Proof. The proof of this proposition basically follow that of Proposition 4.1. Nevertheless, we need to check some computation to make sure that the argument of the proof of the preceding proposition is indeed available here. We will only show the heuristic computation to avoid any repeated argument. It suffices to consider the case d = 0 in order to exploit the idea. To simplify the exposition of our argument, let us write by k the subindex (0, k). As before, the key step here is to derive (4.13) with a suitable Φ k .
Take V k by (4.7) for k ≥ 0, and write
Set Φ k in such a way that we have
if k = 0, and
Following the (m-th order) Taylor expansion of F in the matrix variable P that wefor the problem (1.1). This shows that the rapid oscillation of the initial data of (1.1) only affects the solution near the initial time layer, and the influence quickly dissipates as soon as one stays inside the interior of the underlying domain.
In coherence with the definition (4.7) of V k , let us define
xwk−2 (x, t, y, s), for each k ≥ 0, withw k being understood as the identically zero function when k ∈ {−2, −1}. Similarly as in the definition (4.9) of B k , we shall write
n ×R, for each integer k ≥ 0, and simply denote A = A 1 . Following the formal computation in the proof of Proposition 4.1, we derive that w k should solve the following recursively defined equation,
The following lemma can be considered as the counterpart of Lemma 4.4. Let us remark that the proof is essentially the same with that in the authors' previous work [KL] (where the elliptic equations are in concern), but we present it for the reader's convenience. 
Thenw k satisfies (4.32) and (4.33).
in the classical sense, where we takew −2 andw −1 by the identically zero functions.
Proof. Since the coefficient A = A 1 defined by (4.37) is periodic and uniformly elliptic, we know from Lemma 3.9 that there exists a unique effective coefficient
is the periodic solution to the following cell problem,
for any (x, t) ∈ R n × [0, T] and for each 1 ≤ i, j ≤ n. Here we denote by E i j the (i, j)-th standard basis matrix for S n , as introduced in Section 2. In particular,Ā is uniformly elliptic with the same ellipticity bounds as those of A. Moreover by Proposition 3.16, we know thatĀ
) for any 0 <α < α (with α being the Hölder exponent in the assumption (2.3)), and
where C m depends only on n, λ, Λ, α, m and K. For the base case of the induction argument below, we take all of φ 0 , φ 1 ,ū −1 andū −2 by the identically zero functions. Let us fix an integer r ≥ 2 and suppose that we have already found φ k andū k−2 , for 0 ≤ k ≤ r − 1, such that we have
xūk−2 (x, t)). One may notice that w 0 and w 1 are also identically zero, and that w k is periodic in (y, s) for any 0 . Owing to the induction hypothesis (4.43) and the estimate (4.42), we have
for all (x, t) ∈ R n × [0, T] and each integer m ≥ 0. Then by Lemma 3.9 and Remark 3.10, there exists a uniquef r :
is the periodic solution to the following cell problem, 
for any (x, t) ∈ R n × [0, T] and each integer m ≥ 0. Next let us consider the initial value problem (4.51)
Then due to (4.50) and (4.42), we obtain thatū r−2 ∈ C ∞ (R n × [0, T]) and
Combining (4.52) with (4.50), we derive (4.43) for k = r. Moreover, as we define w r by (4.44) with k = r, then the equation (4.39) follows from (4.40), (4.48) and (4.51).
To this end, the induction principle gives the functions φ k andū k−2 that satisfy (4.43), (4.48), (4.49) and (4.51), for each integer k ≥ 0 (with φ 0 , φ 1 ,ū −2 andū −1 being identically zero). Definingw k by (4.38) with w k being chosen by (4.44), we see thatw k satisfies (4.32). Moreover, the identity (4.33) is proved by combining (4.41), (4.49) and (4.51). This finishes the proof.
Remark 4.10. Let us mention thatĀ(x, t) = D pF (0, x, t) and X = D p w(0, x, t, y, s), whereF and w is the effective operator and the corrector satisfying the cell problem (3.26). We leave out the proof regarding this fact to the reader.
Remark 4.11. One may notice from the proof above that φ 2 andf 2 are the identically zero functions. It is worthwhile to mention that the (zeroth order) effective limit u 0 is given by the solution to (4.53)
Equipped with Lemma 4.9, we are ready to prove Proposition 4.7.
Proof of Proposition 4.7. The proof is very similar with that of Proposition 4.1. Take
constructed in Lemma 4.9 and proceed with the heuristic computation in that proof. Moreover we utilize (4.39), (4.32) and (4.46) to achieve the estimate (4.35), just like we use (4.15), (4.1) and (4.17) to have (4.5). We skip the proof to avoid repeated arguments.
Let us finish this subsection by proving a generalized version of Proposition 4.7 that can be considered as the counterpart of Proposition 4.6. As mentioned briefly in the comments before Proposition 4.6, we will need such a generalized form when proving Theorem 1.1. of functions on R n × [0, T] × R n × R that are periodic in both of their third and fourth arguments such that the following are true.
, for any 0 <α <ᾱ, and the estimate (4.32) holds for any integer m ≥ 0.
(ii)w d,k is independent of its third and fourth argument for k ∈ {0, 1} and we have (4.33)
for each m ≥ 2d and each real number ε > 0. Thenw
The proof is follows the arguments in the proofs of Proposition 4.7 and Proposition 4.6. We omit the details. 4.3. Nonlinear Coupling Effect and the Bootstrap Argument. So far we have observed how one can construct the correctors that approximate the solution of (1.1) in the region near the initial time layer and, respectively, in the interior of the underlying domain. If the governing operator F were linear in its matrix variable P, we would prove our main theorem, namely Theorem 1.1, by merely repeating Proposition 4.1 and Proposition 4.7. However, due to the nonlinearity of F, we realize that one has to take care of the "nonlinear coupling effect" near the initial time layer, which makes the iteration argument more involved. This is the reason that we have come up with Proposition 4.6 and Proposition 4.12.
In what follows, we shall fix integers d ≥ 0 and m ≥ 2d + 2, unless stated otherwise. For notational convenience, let us denote by β d,m a positive constant that depends only on n, λ, Λ, d and m, and write by c d,m and C d,m positive constants that are determined only by n, λ, Λ, α, d, m, T and K. We shall also let these constants to vary from one line to another. to derive (4.61), due to the uniform ellipticity condition (2.1) on F.
Now it follows from (4.58) and (4.30) thatū
with W d,k−2d being selected by (4.36) if k ≥ 2d + 2 and by the identically zero
be the functions on
B l (x, t, y, s)((X d+1,i 1 + Y d+1,i 1 )(x, t, y, s), · · · , (X d+1,i l + Y d+1,i l )(x, t, y, s)) −B l (x, t, y, s)(X d+1,i 1 (x, t, y, s), · · · , X d+1,i l (x, t, y, s)) , and respectively by ,k (x, t, y, s). Let us also set f d+1,k , for k ∈ {0, 1}, by the identically zero functions.
On the other hand, let us choose g d+1,k : R n × R n → R by Thus, the error estimate (4.67) follows from the comparison principle [CIL] for viscosity solutions (see (4.63), for instance) and (4.68). We skip the details in order to avoid repeated arguments.
This section is devoted to making some further observations on the (higher order) convergence rates for uniformly parabolic Cauchy problems. In Subsection 5.1, we obtain the higher order convergence rate for (1.4). In Subsection 5.2, we achieve the optimal convergence rate for (1.5) under some additional structure condition on the operator F and the initial data g.
5.
1. Non-oscillatory Initial Data and Higher Order Convergence Rate. Based on the construction of the higher order correctors, we are able to achieve the higher order convergence rate of the homogenization process of the problem (1.4). The iteration argument is basically the same with that in the proof of Theorem 1.1. The key difference here is that we begin with the higher order error correction in the interior first, not near the initial time layer. This seems to be reasonable, since we do not have any "zeroth order" oscillation near the initial layer in the framework of the problem (1.4).
The construction of the higher order interior correctors for (1.4) is essentially the same with Proposition 4.7, and has already been studied in the authors' previous work [KL] in the framework of elliptic equations.
5.2. Oscillatory Initial Data and Optimal Convergence Rate. Let us begin with a short overview the homogenization process of the problem (1.5), which can be found in [AB] and [M1] . First we make an additional assumption on F that there is F * : S n × R n × [0, T] × R n × R for which (5.2) ε 2 F 1 ε 2 P, x, t, y, s → F * (P, x, t, y, s) as ε → 0, locally uniformly for all (P, x, t, y, s) ∈ (S n \ {0}) × R n × [0, T] × R n × R. Here F * is called the recession operator (corresponding to F). It is clear from its definition that F * also satisfies the conditions (2.1) -(2.2).
Following Lemma 3.1 and the comments above it, we obtain a (unique) function v : R n × [0, T] × R n × [0, ∞) → R that is periodic in its third argument and that v(x, t, ·, ·) is the spatially periodic solution to On the other hand, letF : S n ×R n ×[0, T] → R and w : S n ×R n ×[0, T]×R n ×R → R be defined by (3.34) and, respectively, (3.35). For the reader's convenience, let us repeat thatF(P, x, t) is the unique real number such that w(P, x, t, ·, ·) is the periodic solution to w s = F(D 2 y w + P, x, t, y, s) −F(P, x, t) in R n × R, and also satisfies w(P, x, t, 0, 0) = 0.
Under these circumstances, the ε-problem (1.5) is homogenized to the following effective problem (5.5)
according to [AB] and [M1] , in the sense that the viscosity solution u ε of (1.5) converges to the viscosity solutionū of (5.5) locally uniformly in R n × (0, T). The following proposition gives the optimal rate of u ε →ū under some additional assumptions.
Proposition 5.3. Assume F and g verify (2.1) -(2.3) and (2.5) -(2.6). Suppose that F * satisfies, with some 0 ≤ δ < 1, (5.6) |F(P, x, t, y, s) − F * (P, x, t, y, s)| ≤ K P δ , for all (P, x, t, y, s) ∈ S n × R n × [0, T] × R n × R, and that v andv satisfy the conclusion of Proposition 3.7. Under these circumstances, let u ε andū be the viscosity solutions to (1.5) all x ∈ R n , 0 ≤ t ≤ T and all 0 < ε ≤ 1 2 . Finally, the error estimate (5.7) can be deduced by combining (5.11) and (5.12).
Let us finish this subsection with an example that reveals that the assumptions of Proposition 5.3 are satisfied for certain F and g. Example 5.6. Let F * be independent of (x, t, y, s) and satisfy F * (P) < −F * (−P) for any nonzero matrix P ∈ S n . For instance, one may take F * by Pucci's minimal operator for the lower ellipticity bound λ > λ and the upper ellipticity bound Λ < Λ. On the other hand, let g be given by g(x, y) = ψ(x)φ(y) on R n × R n , with φ being a smooth periodic function and ψ being a smooth bounded function.
Let us write by F − (P) and F + (P) the functionals F * (P) and, respectively, −F * (−P), and consider the spatially periodic Cauchy problem,
v ± (y, 0) = φ(y) on R n .
According to Lemma 3.1, there are unique real numbers γ + and γ − such that γ ± = lim s→∞ v ± (0, s). Notice that v ± ∈ C 2,α for some 0 < α < 1 depending only on n, λ and Λ, owing to the convexity of F + and the concavity of F − .
Let us observe that γ + > γ − . First it follows from the comparison principle that v + > v − in R n × (0, ∞), which implies γ + ≥ γ − . Moreover, since F + (P) > F − (P) for any nonzero P ∈ S n , the function w = v + − v − solves This implies that if ψ changes sign at some point, then v andv are not even differentiable at that point. On the other hand, we have v andv satisfying the conclusion of Proposition 3.7, provided that ψ is either uniformly positive or uniformly negative.
