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Abstract— Gene expression data is a very complex data set 
characterised by abundant numbers of features but with a low 
number of observations.  However, only a small number of 
these features are relevant to an outcome of interest. With this 
kind of data set, feature selection becomes a real prerequisite.  
This paper proposes a methodology for feature selection for an 
imbalanced leukaemia gene expression data based on random 
forest algorithm. It presents the importance of feature selection 
in terms of reducing the number of features, enhancing the 
quality of machine learning and  providing better 
understanding for biologists in diagnosis and prediction. 
Algorithms are presented to show the methodology and 
strategy for feature selection taking care to avoid overfitting. 
Moreover, experiments are done using imbalanced Leukaemia 
gene expression data and special measurement is used to 
evaluate the quality of feature selection and performance of 
classification.  
Keywords- feature selection; random forest; imbalanced 
data; cost sensitive learning. 
I.  INTRODUCTION  
Many features are available in gene expression 
microarray data with a small number of observations. It 
implied that many genes are redundant and irrelevant to a 
specific outcome of interest. Consequently, a small set of 
these genes are related to the desired output and can be used 
in prediction and classification. As this data has a small size 
number of samples and their dimensionality is very large 
with correlated variables, feature selection becomes a big 
challenge and represents a real prerequisite in the field of 
bioinformatics [1] [2] [3] [4]. 
Feature selection is a technology used to select a subset 
of genes that represents the most important and relevant 
features by removing the redundant and irrelevant features 
from a given data set. Many potential benefits can be 
achieved in feature selection. The first one is reducing a 
high dimensional data set into lower dimension by removing 
the noise and irrelevant information. Reducing the effect of 
the curse of dimensionality and enhancing the quality of 
dimensionality reduction algorithm especially the non-linear 
ones which mostly based on distance measurement. The 
third advantage is increasing the speed of learning algorithm 
such as classification, similarity measurement and 
prediction. The last one is providing better understanding 
for biologists and assists them in diagnosis and prediction. 
This work is motivated by a childhood gene expression 
data set for Leukaemia malignancy. The data set is very 
complex and it consists of a small number of patients with a 
very large number of correlated features. Patients are 
imbalanced separated based on the risk type of the 
malignancy. Biologists want to know which subset of 
features plays the main role in discrimination between these 
patients based on the risk type. According to the 
characteristics of the given data set, a feature selection 
technique is presented for this issue with ability to handle 
the dependencies between features and imbalanced data.    
The rest of this paper is organized as follows. Section II 
introduces the different techniques of feature selection. 
Section III explains the random forest and how it is very 
suitable for gene expression data. We will discuss the 
evaluation measures for feature selection based on the 
classifier performance in Section IV. Section V discusses 
the different methods to deal with imbalanced data. Section 
VI presents the methods and algorithms used in this work to 
attain the desired quality of features selection. Section VII 
discuses the obtained results and calculate the accuracy and 
precision of classification performance. In Section VIII, we 
draw conclusions about the results and present some of the 
future work. 
II. FEATURE SELECTION TECHNIQUES 
There are three general approaches for feature selection. 
The first one is concerning feature selection regardless of 
the classifier. This method is known as filtering technique. It 
aims to calculate the importance of each feature and then 
select the top rank. This method is simple, fast and easily 
scales to very high dimensional data. However, it has some 
drawback as most of the proposed filter techniques are 
univariate (t-test and ANOVA [5]). This means that each 
feature is considered and treated separately, thereby 
ignoring the correlation between features. On the other hand, 
gene expression data set is considered as highly correlated 
features. As a result, a worse misclassification performance 
arises comparing to other feature selection techniques. 
The second approach participates in prediction and how 
to build a good classifier. This method is known as a 
wrapper selection (e.g. Genetic algorithms [6]) which aims 
to select a subset of features that are useful to build a good 
classifier or predictor. The advantage of this technique is the 
ability to take into account the correlation between features 
and the interaction with the classifier. However, this 
technique has some drawbacks as it prones to a high risk of 
over fitting and it is very intensive computation. 
The last approach is the embedded method (ex: Random 
forest [7]). It is similar to wrapper technique with less 
computation and less risk of over fitting. In this paper, we 
will use the embedded technique to select the most relevant 
subset feature that will have a good performance in 
classification and prediction. Moreover, Random forest will 
be interpolated in this technique to measure the importance 
of the features and evaluate the classification performance. 
 
III. RANDOM FOREST ALGORITHM 
Random forest is an ensemble classifier that consists of 
many decision trees. Many classification trees are grown in 
order to classify an input sample. These trees start voting for 
each class type. The class with higher number of votes win 
the classification. 
During the construction of each tree, about one-third of 
the cases are left out of the sample. This out-of-bag data is 
used to estimate the classification error. In addition to the 
out-of-bag estimations, random forest generates the 
importance measurements of each input features based on 
the out-of-bag error and class votes. Based on these 
measurements, features are selected with a high importance 
value. 
As feature elimination decision should be taken precisely, 
Random Forest is very suitable for microarray data. It uses 
ensemble classifiers for feature selection instead of use one 
particular classifier and accepts its outcome as a final result. 
In other words, features will not be deleted based on one 
decision or one tree, but many trees will decide and confirm 
this decision of elimination. Another characteristic of 
Random Forest is that it is applicable on a very high 
dimensional data with a low number of observations and 
high correlated variables. These two characteristics 
represent the main description of microarray data sets. The 
last common characteristic between Random Forest and 
Microarray is that random forest can handle missing data 
and unbalanced classes. In microarray data, it is rare to have 
balanced classes and without any missing features. For 
example, in the target data set, the patients are classified 
into three categories (high, medium, and standard risk) and 
the medium risk category has the majority in the data set. 
Random forest consists of several steps 
1. Choose T—number of trees to grow. 
2. Choose m—number of variables used to split each node. 
m << M, where M is the number of input variables. m 
is hold constant while growing the forest. 
3. Grow T trees. When growing each tree do the following. 
      (a) Construct a bootstrap sample of size n sampled from      
            Sn with replacement and grow a tree from this     
            bootstrap sample. 
      (b) When growing a tree at each node select m variables    
             at random and use them to find the best split. 
      (c) Grow the tree to a maximal extent.  
4. To classify point X collect votes from every tree in the  
    forest and then use majority voting to decide on the class  
    label. 
     Finally, the algorithm produces a ranked list of feature’s 
importance with a classification error rate. The top features, 
which represent the most significant and relevant features, 
will be selected based on the importance measurements. 
Then the above four steps are repeated until the error rate 
reach the minimum value and before going back in 
increasing.  
   As imbalanced problem should be considered while 
applying random forest, a performance measurement is 
another factor that should be also considered to evaluate the 
classification of imbalanced data. 
IV. EVALUATION MEASURES OF IMBALANCED DATA  
As our target data is extremely imbalanced, the minor 
class has a very little impact on the accuracy measurement. 
This yields to a fact that the traditional accuracy measure 
cannot be an adequate performance measure in a case of 
extremely imbalanced data. Other measures have been 
proposed for imbalanced data evaluation of the 
classification performance measure. Most of these 
measurements rules are based on the data obtained from the 
confusion matrix. Confusion matrix represents the outcome 
of the actual predicted classification obtained by the 
classifier. Table 1 illustrates a confusion matrix for a two-
class classification. Conventionally, the majority class is 
represented as a negative class label and the minority class 
is represented is as a positive class label. The actual class 
label of the examples presented in the first column, and their 
predicted class label presented in the first row. The numbers 
of positive and negative examples that are classified 
correctly are denoted by TP and TN, while the misclassified 
examples are denoted by FN and FP. 
 
Table 1. A confusion matrix for a two-class classification 
 
 Predicted  positive class         Predicted  negative class
Actual positive class 
Actual negative class 
   True Positive(TP)                    False Negative(FN) 
   False Positive(FP)                    True Negative(TN)
 
In order to measure the performance of the classifier, the 
accuracy should be determined for each class separately; i.e. 
the true negative rate and the true positive rate which shown 
in equation 1 and 2, respectively. These two estimated 
values also known as Recall. 
 
Recall+=True Negative Rate=
FPTN
TN
+
               (1) 
Recall
-
=True Positive Rate=
FNTP
TP
+
                             (2)                         
 
Another interested measure is the precision of the 
predictive positive and negative cases which is the 
proportion of the correct predicted positive cases and 
negative cases, respectively.  This can be determined using 
equation 3 and 4. 
 
Precision+= 
FPTP
TP
+
           (3) 
 
Precision
-
= 
FNTN
TN
+
                                                      (4) 
 
These presented measures will be adopted to evaluate the 
performance of the classifier after applying feature selection 
and removing the redundant and irrelevant features. 
 
V.  METHOD TO SOLVE THE IMBALANCED PROBLEM 
Our target gene expression data set has a problem of 
imbalance; i.e., classes or patients are not balanced 
distributed and some patients represent a very small 
minority class. An example of this problem is that patients 
with high risk have a minority number in the data set 
comparing to the patients with medium risk. Features of the 
majority classes dominate the learning algorithm and make 
features in the minority classes difficult to be fully 
recognized. This yields to unsatisfactory classification 
performance. 
Two different approaches have been proposed to 
overcome this problem. The first approach is known as 
sampling technique. This solution aims to alter the 
distribution of the classes toward more balanced classes. 
This can be done either by over sampling technique or down 
sampling technique and sometimes both [11]. 
Down sampling is a technique used to remove a number 
of observations in such way from the majority class. It aims 
to attain the sample number of the majority class as in the 
minority class. SHRINC, which is an algorithm proposed by 
Kubat et al. (1997) [10], is used for down sampling 
technique by reducing the number of sample of the majority 
class. 
This method has some drawbacks because it can 
eliminate some useful information. Moreover, as we showed 
in the above discussion about the gene expression data set, a 
very small number of observations are available in the target 
gene expression data. Consequently, elimination of 
observations is not allowed for the target data set. 
On the other hand, over sampling technique aims to 
increase the minority class by replicating the minority 
sample so that they reach the same size as the majority class. 
The synthetic minority over sampling technique (SMOTE) 
[11] is an approach used to form new minority class 
examples by interpolating between several minority classes 
examples that lie together. The main key of this method is 
based on the k-nearest neighbours and it is based on the 
distance measure, thus; it cannot work on a very high 
dimensional data set like our data set due to the curse of 
dimensionality. 
The second approach to tackle the problem of imbalanced 
data is the cost sensitive learning [8] [9] [12]. This can be 
achieved by assigning a high cost to misclassification of the 
minority class and vice versa. Based on the above 
discussion about sampling technique, this method is more 
suitable on the target data and for learning extremely 
imbalanced data. One question is asked; how cost sensitive 
learning can be used with random forest. Random forest 
produces votes from each generated tree in the forest. These 
votes then used to classify a point or observation. The 
majority voting decides the class label of the input point. 
Cost sensitive learning will be applied on these votes by 
assigning weight for each class. A higher misclassification 
error cost is given to the minority class by assigning a larger 
weight. These weights will play a role in calculating the 
votes at the terminal nodes. The weighted vote of a class is 
the weight for that class times the number of cases for that 
class. 
 As random forest builds each tree from a bootstrap 
sample, another approach has been proposed to help and 
support cost sensitive learning. This approach aims to 
induce random forest to constitute tree from a balanced 
bootstrap sample. i.e., a bootstrap sample is drawn from the 
minority class with the same number of cases from the 
majority class. 
VI. STRATEGY APPLIED FOR FEATURE SELECTION 
In this paper we propose a strategy composed of different 
methods and algorithms to address the problem of 
imbalanced data and select the most relevant features. These 
algorithms are presented in several steps which are shown in 
the following paragraphs. 
A. Step 1. Algorithm to Find the Best Training Error Cost 
for Each Class.  
Based on the discussion about the imbalanced data and as 
we proposed to use the cost sensitive learning to handle this 
problem, The first step was to find the best weight to assign 
for each class. Knowing that, each tree is built by taking 
samples from each class with the size number same as the 
number of the minor class i.e.; balanced samples. An 
algorithm has been developed to find these weights and it is 
presented in the next paragraph. 
 
Let D is the number of features and N is number of 
patients. 
1. Select m features random sample from the data set 
where m <<D 
2. Loop1: 
   2.1   Assign randomly an error cost for each class 
2.2  Loop2: 
2.1.1 Run random forest on this sample with the 
assigned error cost 
2.1.2 Read the out-of-bag error(oob) and the 
importance values for each feature 
2.1.3 Delete features with importance <=0 
2.1.4 If oob<previous oob 
Then continue Loop2 on the selected 
features 
2.1.5 Else if oob is relatively acceptable as well 
as the precision, then save assigned error 
cost values and exit. 
2.1.6 Else continue Loop1 and assigned a new 
cost error values 
After running this algorithm and determining the error 
cost values, these values are examined on other random 
samples to ensure that they are well selected and can make 
the data more balanced for different samples. The reason for 
selecting a random sample in the above algorithm is that the 
data set is a very complex data and has very large number of 
the features. As a result, the above algorithm will be 
impractical if it is run on the full data set. 
B.  Step 2. Algorithm to Select the Important Features.  
   After determining the error cost values for each class, the 
next step is to start running random forest and select the 
most important and relevant features based on the  desired 
class label i.e. risk type. As we said before, it is impractical 
to run the random forest on the full data set. A strategy has 
been followed for this issue. The data is randomly divided 
into different samples. Then we run random forest on each 
sample and accumulate the result in a one data set.  
After that, the accumulated data set is used and random 
forest start running in several iterations. In each iteration, 
features with small importance value are removed until the 
out-of-bag error and number of selected features becomes 
stable or the out-of-bag error goes up. The next paragraph 
presents the algorithm of this method. 
1. Divide the data randomly  into different samples 
(without replacing)  
2. For n=1: number of samples 
2.1 Run random forest sample number n 
2.2 Read the out-of-bag(oob) and the importance 
values for each feature 
2.3 Delete features with importance <=0 
2.4 Accumulate the selected data in Predefined matrix 
M 
  End 
3. Do  
3.1 Run random forest on the matrix M 
3.2 Read the out-of-bag(oob) and the importance 
values for each feature 
3.3 Delete features with importance <=0 
While oob<previous oob and the precision of each class 
is acceptable (Another criteria to stop running random 
forest is when the selected features become stable). 
C.  Step 3. Algorithm to Avoid Overfitting in Feature 
Selection  
   Although random forest uses the cross-validation 
technique and it produces the out-of-bag error which is 
similar to out of sample test. Another strategy has been 
followed to ensure that the selected features are useful and 
has a good performance in classification. Furthermore, this 
strategy also aims to ensure that the algorithm will not 
overfit or overtraining. Consequently, the data is 
decomposed into two data sets; train and test data. Based on 
algorithm 2, the train data is processed in the first loop. 
After ending this loop, the test data is read and irrelevant 
features are eliminated based on the features selected from 
the train data in the first loop and test data is attached to the 
train data. This mean that we have a completely train data 
and a heterogeneous data that contains test and train data. 
  The second loop is continued on the train data as in the 
algorithm 2 but in each iteration, the heterogeneous data is 
filtered by eliminating features based on the random forest 
of the train data and then evaluate the classification of the 
filtered test data and read the out-of-bag error. At the 
instance that the out-bag-error is going back in increasing on 
the heterogeneous data, processing should be ended because 
it is the beginning of the over-training. The next paragraph 
illustrates this algorithm. 
 
1. Divide the data into two data sets train and test. 
2. Divide the train data randomly  into different samples 
(without replacing)  
3. For n=1: number of samples 
3.1 Run random forest sample number n 
3.2 Read the out-of-bag-train error(oob) and the 
importance values for each feature 
3.3 Delete features with importance <=0 
3.4 Accumulate the selected data in Predefined 
matrix M 
  End 
4. Filtered the test data by keeping the features selected 
from the train data and bind  them to the train data 
5. Do  
5.1 Run random forest on the matrix M(train) 
5.2 Read the out-of-bag-train error and the 
importance values for each feature 
5.3 Delete features from the train data with 
importance <=0 as well as the test data 
5.4 Run random forest on the filtered test data and 
read the out-of-bag-test error of test data 
 
While out-of-bag-test <previous out-of-bag-test 
(Another criteria to stop running random forest is when 
the selected features become stable). 
VII. DATA SET 
Gene expression data is very complex data set that   
characterized by its high dimensionality with a low number 
of observations. Another characteristic of gene expression 
data is the correlation between features. A feature that is 
completely useless by itself can provide a significant 
performance improvement when taken with others. Another 
difficulty can be faced in gene expression data is the 
imbalanced data; i.e., at least one of the classes has very 
small samples and considered as a minor sample. 
A gene expression data set has been used in this study for 
validation and experiments. It is collected from Westmead 
hospital for children. The data is about childhood 
Leukaemia and it is composed of 110 patients with 22,278 
features. The patients are classified into 3 classes 
Medium risk (78 patients) 
Standard risk (21 patients) 
High risk (11 patients) 
As can be seen from the distribution of the classes, the 
data is extremely imbalanced where the patients with 
medium risk is overcome the data set and makes the 
classifier tends to be biased towards this majority class. 
Moreover, the data set has a very small number of 
observations or patients comparing to the number of 
features which also pose feature selection to a great 
challenge and complex computation. 
VIII. EXPERIMENTS AND RESULTS 
As the first step was to solve the imbalanced problem, 
the first algorithm is executed and training error cost are 
determined   for each class. These weights are: 
? High: 0.05973619 
? Medium: 0.06548166 
? Standard: 0.06247892 
Using these weights and with the helping of the balance 
sample size of each tree, relevant features have been 
selected with good performance classification for each class 
and specially the minor class. Ninety five features out of the 
22,278 have selected during this processing with a good 
performance classification. Ninety eight patients have been 
used for training and 12 patients for testing. Figure 1 
presents graphically the processing of the algorithm by 
plotting the out-of-bag error for the test and train data in 
contrast to the number of features. As can be seen from the 
graph and based on the train data, the out-of-bag error is in 
decreasing as the number of irrelevant features and noise are 
eliminated in each iteration. After several iterations, the out-
bag-error become stable in a range between 0.07 and 0.04 
with the number of features also stable around the number 
95 and 61. With respect to the test data, the classification 
performance is quite similar to the train data with less 
accuracy. 
 
 
 
Figure 1: Out-of -bag error during processing 
 
Moreover, it can be noticed during the processing that 
there is no over training of the data where the out-of-bag 
error of the test data is not increasing after several iteration. 
Confusion matrix shown in table 2 resulted after completion 
the execution of the training algorithm. As can be seen from 
this matrix, patients with high risk are full predicted. Sixty 
nine patients with standard risk are predicted correctly. 
However, two patients are predicted as high risk and one 
patient as standard risk. With respect to the standard risk 
patients, sixteen patients are predicted correctly and only 
one patient is predicted as a medium risk. 
Based on the performance measurement which discussed 
before, several calculations are done to show the accuracy 
and precision of the classifier after features selection. The 
precisions of the high, medium and standard class are 
81.8 %, 98.5% and 94.1% respectively. However, the 
accuracy of the high, medium and standard are 100%, 
95.8% and 94.1% respectively (Table 3). 
 
 
Table 1: Confusion matrix of the training data 
 
 High Medium Standard 
High 9 0 0 
Medium  2 69 1 
Standard 0 1 16 
 
 
 
Table 2: Precision and accuracy of classification 
 Precision Accuracy 
High risk 0.818 1 
Medium risk 0.985 0.958 
Standard risk 0.941 0.941 
 
IX.  CONCLUSION AND FURTHER STUDY 
In this paper we have proposed a methodology to select 
the relevant and important features of an imbalanced gene 
expression data set. The data was about leukaemia 
childhood malignancy and features are selected based on the 
risk type of the patients. Random forest has been used in 
this methodology with the consideration of the imbalanced 
data. We have discussed the important of features selection 
in the field of bioinformatics and how it is shifted to become 
essential step before applying any machine learning 
algorithms. We also presented the different techniques of 
feature selection and we shown how the embedded method 
and random forest is one of the most suitable techniques for 
feature selection of imbalanced gene expression data. 
Moreover, we have shown in this paper different 
methodology to solve the imbalanced problem and how 
‘cost sensitive learning’ technique is might be the only 
method can be applied on the imbalanced gene expression 
data. 
Different rules are also presented in this paper to measure 
the classification performance of imbalance data. Then we 
presented the experiments done for this work and we shown 
the outcome of the classification after selecting the most 
important and relevant features which summarized in the 
confusion matrix. 
Based on the obtained result from the Leukaemia gene 
expression data set, there is no doubt that the outcome was 
very acceptable where almost all the patients are correctly 
predictive with a small subset of features rather than the 
22,678.  
With respect to the imbalanced problem, it can be implied 
that the cost-sensitive learning performed a good mission in 
making the High risk patients are fully recognized and 
classified. On the other hand, neither over-sampling nor 
down-sampling technique cannot be applied on these kinds 
of data sets. We can also imply from these experiments that 
the cost-sensitive learning is doing well on the large datasets. 
Another factor that deserves to be considered in these 
studies is the over-fitting problem.  We have shown in this 
paper how the over-fitting problem can be avoided by 
evaluating the classification performance and checking the 
out-bag error for the test data set along with processing of 
the train data. However, in this experiment we have not 
reached the overtraining level. 
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